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ON SOME METHODS TO SOLVE INTEGRODIFFERENTIAL
INVERSE PROBLEMS OF PARABOLIC TYPE
F. Colombo, Politecnico di Milano, Milan, Italy, fabrizio.colombo@polimi.it
In this paper we give an overview on some methods that are useful to solve a
class of integrodierential inverse problems. Precisely, we present some methods to solve
integrodierential inverse problems of parabolic type that are based on the theory of analytic
semigroups, optimal regularity results and xed point arguments. A large class of physical
models can be treated with this procedure, for example phase-eld models, combustion
models and the strongly damped wave equation with memory to mention some of them.
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This work is dedicated to the memory of Alfredo Lorenzi.
Introduction
Inverse problems arise in several elds of mathematics and physics. The heat equation
with memory is among the most important models in the theory of inverse problems. In
this equation the evolution of the temperature depends on the past thermal history of the
material. To illustrate the problems associated with the heat equation with memory and
the methods to solve them we recall the model.
Let 
 be an open bounded set in R3 and T > 0. We can easily deduce the evolution
equation for the temperature u by the continuity equation
Dtu(t; x) + div J(t; x)  f(t; x; u(x; t);ru(t; x)) = 0; (t; x) 2 [0; T ] 
; (1)
in which the vector J denotes the density of heat ow per unit surface area per unit time
and f is the heat source per unit volume per unit time in 
. The well known Fourier's law
is given by
J(t; x) =  D1ru(t; x) (2)
and its variation for materials with memory, supported by experiments, leads to replace
(2) by
J(t; x) =  D1ru(t; x) D2
tZ
0
h(t  s; x)ru(s; x) ds; (3)
where D1 and D2 are given positive functions and h is the convolution kernel, which
accounts for the thermal memory. To obtain the equation for the evolution of the
temperature we replace (3) into the continuity equation (1) and we get
Dtu(t; x) = div [D1ru(t; x) +D2
tZ
0
h(t  s; x)ru(s; x) ds] + f(t; x; u(x; t);ru(t; x)): (4)
The fundamental point, when we deal with memory eects is that the kernel h cannot
be considered a known function since there are no ways to measure h directly. What we
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can do is to reconstruct h by additional measurements on the temperature u in a suitable
subset of the body 
.




(x)u(t; x) dx = g(t); 8t 2 [0; T ]; (5)
where  and g are given functions representing the type of device used to measure the
temperature and the outcomes of the measurements, respectively.
The inverse problem we consider in its more general form is the following.
Problem 1. Determine the temperature u : [0; T ]
  ! R and the convolution kernel
h : [0; T ] 
  ! R satisfying (4) and (5) under suitable initialboundary conditions.
The general problem just introduced is very dicult to solve in the general form, but
some approximated models of physical interest can be considered.
In the sequel we will consider the case of memory kernels that depend also on a space
variable besides the time. The rst results, regarding the identication of memory kernels
depending on time and on a space variable, have been obtained with A. Lorenzi some
years ago [1, 2] and further developments can be found in [37]. There are several model
that involve the heat equation with memory, for example phase-eld models with memory,
see [812] and the theory of combustion [13,14]. Other models can be found in [15], but the
list is very long and there are many authors who have given important contributions. We
have quoted just some of the papers where the strategy mentioned in the sequel applies.
Finally, we recall that a model that can be treated with the methods of parabolic equations
is the strongly damped wave equation with memory [16,17].
To show the strategies to solve inverse problems we need to classify the nonlinearities
that appear in the evolution equations. To better explain our methods we concentrate, at
the moment, on the semilinear heat equation with memory kernel that depends on time,
only:
ut(t; x) = u(t; x) +
tZ
0
h(t  s)u(s; x) ds+ f(t; x; u(t; x);ru(t; x)); (6)
where f is a given nonlinear function. We observe that the nonlinearities are of two types,
since the kernel h is unknown: the convolution term
tR
0
h(t   s)u(s; x) ds contains the
rst type of nonlinearity, while the second term is obviously due to the nonlinear function
f(t; x; u(t; x);ru(t; x)).
Denition 1. (Classication of the nonlinearities) Let u and h be two unknown functions
and let A be an elliptic dierential operator in the space variables (the Laplacian in most
cases).
(a) We say that an inverse problem has nonlinearities of convolution type if it only
contains nonlinearities of type
tR
0
h(t  s)Au(s; x) ds.
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h(t   s)Au(s; x) ds, and the term F (u(t; x)), where F is a
given nonlinear function of u (F can depend also on some spatial derivatives of u).
Some inverse problems we will consider are associated with the evolution of the
temperature in stratied materials with memory in which the stratication is along the
direction of the x-axis:
ut(t; x; y) = u(t; x; y) +
tZ
0
h(t  s; x)u(s; x; y) ds+ f(t; x; y); (7)
for (t; x; y) 2 [0; T ]  [a; b]  !  R3 where T > 0, a < b and ! in a bounded set in R2.
In this case, the kernel h depends on the space variable x and on time t. As we will see
in the sequel, even if in this case the nonlinear term f(u(t; x);ru(t; x)) is replaced by the
known function f(t; x; y) there are several diculties that arise. Moreover the additional
restriction on the temperature (5) must take into account the dependence on the axial
variable x as we will see.
We conclude this introduction recalling that there are several book on inverse problems,
without claim completeness see [1827].
1. Some Methods to Solve Integrodierential Inverse Problems
The classication of the non linearities given in the introduction is valid for several
physical models. According to such classication we will discuss the strategies to solve the
inverse problems. First we recall the well known denition of wellposed problem in the
sense of Hadamard which will be useful in the sequel.
Denition 2. Let X, Y Banach spaces (often Sobolev spaces or spaces of continuous
functions) and consider the equation
Tx = y; (8)
where T is an operator from X to Y . We say that Tx = y represents a well-posed problem
in the sense of Hadamard if the following conditions hold:
 Uniqueness: 8y 2 Y there is no more then one x 2 X satisfying (8).
 Existence: 8y 2 Y there exists a solution x 2 X satisfying (8).
 Stability: Let xj (j = 1; 2) be solutions of (8) related to yj, there exists C > 0 such
that
kx1   x2kX  Cky1   y2kY :
Let 
 be a bounded set in R3 and T > 0. For the sake of simplicity we consider a simplied
version of the evolution equation (for t 2 [0; T ], x 2 
)
ut(t; x) = u(t; x) +
tZ
0
h(t  s)u(s; x) ds+ F (t; x); t > 0; x 2 
  R3; (9)
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u(t; x) = 0; (t; x) 2 [0; T ] @
:
We couple the evolution equation with the additional restriction on u represented by (5).
Since h is unknown
tR
0
h(t s)u(s; x) ds is the only nonlinear term, so the inverse problem
associated to (9) has a nonlinearity of convolution type only.
Remark 1. Several methods allows to consider additional measurements of ux type:Z
S
(Du(t; x) + h Du(t; x))(dx) = g(t); t 2 (0; ); (10)
where S is a subset of @
, which is measurable with respect to the natural hypersurface
measure  in @
 and (S) > 0, g is a given function.
1.1. Strategy to Prove Local in Time Results for the Inverse Problem
with a Nonlinearity of Convolution Type
The procedure is as follows.
(1) We consider an abstract formulation of the inverse problem relating it to a Banach
space X.
(2) We choose a functional setting: for example we can take the Sobolev spaces on [0; T ]
with values in the Banach space X and we select the related optimal regularity
theorem for the linearized version of the problem.
(3) We prove that the abstract version of the problem is equivalent to a suitable xed
point system.
(4) Since the xed point system (second kind Volterra equations) contains integral
operators, we have to estimate them in the spaces we are considering.
(5) By the Contraction Principle we prove that the equivalent problem has a unique
solution, so we get existence and uniqueness of a solution to our inverse problem.
(6) We apply the abstract results to the concrete problem.
1.2. Strategy to Prove Global in Time Results
for Nonlinearity of Convolution Type
The procedure is similar to the previous one buy with the use of weighted space we get
global in time results. It is clear that the use of weighted space makes all the computations
more involved. The procedure is as follows.
(1) We consider an abstract formulation of the inverse problem relating it to a Banach
space X, to have a more general problem.
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(2) We choose a functional setting. For example, we can take the space of bounded
functions on [0; T ] or the Sobolev spaces on [0; T ] with values in the Banach space
X and we select the related optimal regularity theorem for the linearized version of
the problem.
(3) We prove that the abstract version of the problem is equivalent to a suitable xed
point system.
(4) Since the xed point system contains integral operators, we have to estimate them
in the weighted spaces we are considering (exponential weight et,  2 R  or e t,
 2 R+, t 2 [0; T ] is usually used).
(5) By the Contraction Principle we prove that the equivalent problem has a unique
solution global in time.
(6) We apply the abstract results to the concrete problem.
1.3. Local in Time Results for the Two Types of Non Linearities
The same procedure, in Subsection 1.1 allows us to treat also problems in which there
are the two types of nonlinearities. It is the case when F depends on u. With this technique
we obtain local in time results, see for example the papers [1, 2, 8, 12,13,15,28].
Remark 2. One of the main diculties to get global in time results for inverse problems
with both types of nonlinearities using strategy in Subsection 1.2 is that the weighted
spaces work well for the non linearity of convolution type but it creates problems with the
other types of non linearity. To avoid such problem we have found a strategy that does
not make use of the weighted spaces.
1.4. The Strategy to Find Global in Time Results for Inverse Problems
with Two Types Nonlinearities with Growth Conditions
This strategy has been developed in [29]. To explain the technique let us consider the
simple model
ut(t; x) = u(t; x) +
tZ
0
h(t  s)u(s; x) ds+ F (u(t; x)); (11)
where F is a given nonlinear function and we consider the additional restriction on u given
by (5). So
F (u(t; x)) and
tZ
0
h(t  s)u(s; x) ds
are the two nonlinearities one has to consider. The main ideas to solve the problem in
this case is to prove that there exists a local in time solution of the inverse problem in
Sobolev spaces without weights, then we "linearize the convolution term" and we nd a
priori estimates for u and for the convolution kernel h. More precisely we proceed as
follows. The method is related with the Sobolev spaces W 2;p(0; T ;Lp(
)).
Âåñòíèê ÞÓðÃÓ. Ñåðèÿ Ìàòåìàòè÷åñêîå ìîäåëèðîâàíèå
è ïðîãðàììèðîâàíèå (Âåñòíèê ÞÓðÃÓ ÌÌÏ). 2015. Ò. 8,  3. Ñ. 95115
99
F. Colombo
(1) Find a suitable equivalent xed point system that contains integral operators. We
have to estimate them in the Sobolev spaces we have chosen.
(2) We apply the Contraction Principle, to the xed point system, to prove that there
exists a unique local in time solution. Thanks to the equivalence theorem previously
obtained we get existence and uniqueness of the solution to our inverse problem
which is local in time.
(3) We prove a global in time uniqueness result without the condition that Fu is globally
bounded.
(4) We linearize the convolution term. This is possible thanks to the local in time
existence and uniqueness theorem. In fact we observe that a unique solution (u^; h^)
exists in [0;  ] for some  > 0.
(5) We set v(t) := u0(t) and v (t) = v( + t) and h (t) = h( + t) and consider, for
0 < t <  the splitting
+tZ
0
h( + t  s)v(s; x)ds = h v^(t; x) + h^ v (t; x) + ~F (t; x);
where the symbol  stands for the convolution. ~F (t; x) is a given data and depends
on the known functions (v^; h^). This way of rewriting the convolution term allows
us to avoid the weighted spaces that have a bad behavior when we deal with the
nonlinearity F (u).
(6) We deduce a priori estimates for v (t) := u
0
 (t) and h (t) for 0 < t <  with the
condition Fu globally bounded. In a nite number of steps we extend the solution to
the interval [0; T ].
2. Inverse Problems for Stratied Materials
We now introduce some approximated physical models without giving the precise
functional setting, since we are interested in pointing out the physical dierences among
the models. We will be more precise in the sequel when we introduce the functional setting.
Promblem 2. Given the data , g, u0 and f determine the couple (u; h) satisfying
the system
ut(t; x; y) = Bu(t; x; y) +
tZ
0
h(t  s; x)Bu(s; x; y)ds+ f(t; x; y); (t; x; y) 2 [0; T ] 
;
u(0; x; y) = u0(x; y); (x; y) 2 
;
u(t; x; y) = 0; (t; x; y) 2 [0; T ] @
;R
!
(y)u(t; x; y)dy = g(t; x); (t; x) 2 [0; T ] [0; L]
(12)
in the framework of Sobolev fractional order spaces.
Here 
 = [0; L]  ! is a bounded cylinder in the space variables x 2 [0; L] and
y 2 !  R2, B is a uniformly elliptic dierential linear operator, in particular B is
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split in the sum B1 + B2 and B1 and B2 commute in the sense of resolvent. In this rst
approximation we suppose that the term
tR
0
rh(t  s; x)ru(s; x) ds can be neglected. The
sum of applications has been introduced to formulate the problem in an equivalent xed
point form. The problem has been studied using the theory of analytic semigroups in the
papers [1, 2].
Problem 3. Given the data 1, 2, g1, g2, `, u0 and f determine the couple (u; h)
satisfying the system
ut(t; x; y) = Au(t; x; y) +
tZ
0
h(t  s; x)Bu(s; x; y)ds+
tZ
0
Dxh(t  s; x)Cu(s; x; y) ds
+ f(t; x; y); (t; (x; y)) 2 [0; T ] 
;
u(0; x; y) = u0(x; y); (x; y) 2 
;




1(x; y)u(t; x; y)dxdy = g1(t); t 2 [0; T ]Z
!
2(x; y)u(t; x)dy = g2(t; x); (t; x) 2 [0; T ] [0; L]
(13)
in the framework of the space of continuous functions.
Here 
 is as above, A and B are second order operators, while C is a rst order
linear dierential operator. The novelty with respect to the rst problem is that A is
split in the sum A1 + A2 with A1 and A2 that do not commute in the sense of resolvent.
This problem is a generalization of the one above also for the introduction of the termR t
0
Dxh(t  s; x)Cu(s; x) ds. The above inverse problem was studied in [3].
In the following we give the mathematical tools to study Problem 2 to give the avor
of the diculties that there are behind. The second problem is more complicated.
We dene the Sobolev spaces that will be used in the sequel to formulate our
results. The Sobolev spaces of fractional order W ;p((0; T );X) consist of all functions
f 2 Lp((0; T );X) for which






jt2   t1j 1 pkf(t2)  f(t1)kpdt2
1=p
< +1; (14)
W ;p((0; t);X) turn out to be a Banach spaces when equipped with the norms
kfkW;p((0;T );X) =
 kt fkpLp((0;T );X) + jf jpW;p((0;T );X)1=p; if  2 (0; 1=p); (15)
kfkW;p((0;T );X) =
 kfkpLp((0;T );X) + jf jpW;p((0;T );X)1=p; if  2 (1=p; 1): (16)
We now recall some results from the analytic semigroup theory and interpolation
spaces. For more details see [30]. Let B : D(B)  X ! X be a linear closed operator
(possibly with D(B) 6= X) satisfying the following assumptions:
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i) there exists  2 (=2; ) such that the resolvent set of B contains 0 and the open
sector  = f 2 Cnf0g : j arg j < g;
ii) there exists M > 0 such that k(I  B) 1kL(X) M jj 1 for any  2 .
Here L(X) denotes the Banach space of all bounded linear operators from X into itself
equipped with the supnorm.
By virtue of assumptions i), ii) we can dene the analytic semigroup fetBgt0 of
bounded linear operators in L(X) generated by B.
After endowing D(B) with the graphnorm we can dene the following family of










DB(1 + ;+1) = fx 2 D(B) : Bx 2 DB(;+1)g: (18)
Consequently, DB(n + ;+1) (n 2 N;  2 (0; 1)) turns out to be a Banach spaces when





With any linear operator B satisfying assumptions of type i) , ii) we can associate the
vector spaces DB(; p) ( 2 (0; 1), p 2 (1;+1)), intermediate between X and D(B),
dened by
DB(; p) =
8><>:x 2 X : jxj;p :=
0@ +1Z
0
t(1 )p 1k(B   !I)et(B !I)xkp dt
1A1=p < +1
9>=>; : (20)
Analogously, we set for any p 2 (1;+1) and  2 (0; 1)
DB(1; p) = D(B); DB(1 + ; p) = fx 2 D(B) : Bx 2 DB(; p)g: (21)





kBjxk+ jBnxj;p;  2 (0; 1); p 2 (1;+1); n = 0; 1: (22)
For any xed pair of Banach spaces X1 and X2 we denote by L(X1;X2) the space of all
bounded linear operators endowed with the uniform norm. We also set L(X1;X1) = L(X1).
Problem 2 can be reformulated in an abstract setting related to a Banach space X as
follows: nd a function u : [0; T ] ! X and an operator H : [0; T ] ! L(X) satisfying the
equations:
u0(t) = (B1 +B2)u(t) +
tZ
0
H(t  s)(B1 +B2)u(s) ds+ f(t); t 2 [0; T ]; (23)
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u(0) = u0; (24)
(u(t)) = G(t); t 2 [0; T ]; (25)
where  is a bounded linear functional and G and u0 are given data. The main assumptions
are the following. We now endow with the graph norms the domains D(Bj)  X of the
linear closed operators Bj (j = 1; 2).
Further, we assume that Bj : D(Bj)  X (j = 1; 2) are sectorial operators with
resolvent sets (Bj), respectively, related to six constants !j 2 R, j 2 (=2; ), Mj > 0
(j = 1; 2) such that
(H1) (Bj)  Sj ;!j = fj 2 C; j 6= !j; jarg (j   !j)j < jg;
(H2) k(jI  Bj) 1kL(X) Mjjj   !jj 1; 8j 2 Sj ;!j :
Moreover, we assume that:
(H3) there esists a pair (1; 2) 2 (B1) (B2) such that
D((1I  B1)(2I  B2)) = D((2I  B2)(1I  B1))
(1I  B1)(2I  B2) = (2I  B2)(1I  B1);
(H4) D((2I  B2)(1I  B1))  D((2I  B2)(1I  B1)); 81 2 (B1);
(H5) D((1I  B1)(2I  B2))  D((1I  B1)(2I  B2)); 82 2 (B2);
(H6) (B1 +B2) contains a real number  > max (0; !1) + !2;
(H7)  2 L(X;L(X)) \ L(D(B1);L(D(B1));
(H8) B1[u] = [B1u]; 8u 2 D(B1);
(H9) H[u] = [Hu]; 8u 2 X; 8H 2 K;
(H10) H 2 L(D(B1)) and B2H = HB2; 8H 2 K;
(H11) (B1u0 + B2u0   u0) is invertible in K for some  2 (max (0; !1) +
!2;+1) and its inverse operator (u0) := [(B1u0+B2u0 u0)] 1 belongs to K:
We recall that K denotes a closed subalgebra in L(X) \ L(D(B1) \D(B2)).
We list our assumptions on the data
(K1) f 2 W ;p((0; T0);D(B1) \D(B2)) \W 1+;p((0; T0);D(B2));
(K2) u0 2 D(B1) \D(B2) \D((B1 +B2)B2); u0 satisfies H11;
(K3) G 2 W 2+;p((0; T0);L(X)) \W 1+;p((0; T0);D(B1));
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(K4) w0 2 DB1( + 1=p; p) \DB2( + 1=p; p);
(K5) w1 2 DB1(   1=p; p) \ DB2(   1=p; p); if  2 (1=p; 1); where T0 is a xed
positive number and
w0 := (B2   I)[(B1 +B2   I)u0 + f(0)]; (26)
w1 := (B1 +B2   I)(B2   I)[(B1 +B2   I)u0 + f(0)] + (B2   I)f 00(0)
 [(B2   I)((B1 +B2   I)u0 + f(0))] G00(0) +B1G00(0) + [f 00(0)]	(u0)
(B2   I)(B1 +B2   I)u0: (27)
Then we list the consistency conditions related to our problem
(K6) [u0] = G(0);
(K7) (B1 +B2   I)G(0) + [B2u0 + f(0)] = G0(0):
We denote by G the space of our admissible data satisfying (H1)(H11) and (K1)(K7).
We also dened the following subset G(m) (m 2 R+) by
G(m) = f(f;G; u0) 2 G : k[(B1u0 +B2u0   u0)] 1kK  mg (28)
and w dene then the following Banach spaces, where s 2 [1;+1):
U s;p(X) = W s;p((0; T );X) \W s 1;p((0; T );D((B1) \D((B2): (29)
Finally, we give the main theorems:
Theorem 1. Let (f;G; u0) 2 G(m) for some T0 > 0, p 2 (1;+1), m > 0, and let
 2 (0; 1)nf1=pg. Then there exists T  2 (0; T0] such that for any T 2 (0; T ] problem
(23)(25) admits a unique solution (u;H) 2 U2+;p(X)W ;p((0; T );K).
Theorem 2. For any m > 0 and T 2 (0; T ] the map (f;G; u0)! (u;H), where (u;H) is
the unique solution to problem (23)(25), is bounded (i.e. maps bounded sets into bounded
sets) and is Lipschitz continuous from G(m) into
U2+;p(X)W ;p((0; T );K):
The abstract theorems stated above can be applied to the concrete Problem 2 choosing






0 are the well known Sobolev spaces
and p > 1. The chosen spaces seem to be unusual, in fact one could think that the most
natural spaces are X = Lp(
1  
2), but this turns out to be not correct because the
evolution equation does not have meaning here. The above choice is necessary, because
the kernel h depends on the spatial variable x.
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3. Abstract Formulation of Inverse Problems with Two Types
of Non Linearities
We list what we need to state our results.
 X 0 stands for L(X;R).
 If X and Y are Banach spaces, with norms k:kX and k:kY respectively, and (x; y) 2
X  Y , we set
k(x; y)kXY := kxkX + kykY :
 If Y and X are Banach spaces, f : Y ! X, and y 2 Y , we shall indicate with f 0(y)
the Frechet-derivative of f in X.
 If s 2 Z, s  2 and 
 is an open subset of Rn, with smooth boundary, we set
W s;pB (
) := ff 2 W s;p(
) : Df  0g, with D outward unit normal derivative in
@
.
 We denote by Bsp;q(
) (s > 0, 1  p; q  +1) Besov spaces (see [31,32]).
 The symbol (; );p stands for the real interpolation functor (0 <  < 1, 1  p 
+1).
 Let h 2 L1(0; T ) and f : (0; T ) ! X, where X is a Banach space. We dene the
convolution




whenever the integral has a meaning.
 In the sequel we will denote by a ^ b the number minfa; bg where a; b 2 R.
 Let p 2 [1;+1), T 2 R+, and let X be a Banach space.




kf (j)(0)k+ kf (m)kLp(0;T ;X):
 Let X be a Banach space and let A be a linear closed operator in X, with domain
D(A). We set, for x 2 D(A),
kxkD(A) := kxkX + kAxkX ; x 2 D(A): (30)
If u 2 W k+1;p(0; T ;X) \W k;p(0; T ;D(A)); we set
kukWk+1;p(0;T ;X)\Wk;p(0;T ;D(A)); = kukWk+1;p(0;T ;X) + kukWk;p(0;T ;D(A));
where W 0;p(0; T ;D(A)) := Lp(0; T ;D(A)).
We solve the inverse problem under the following conditions on the data. Let p 2 (1;+1)
and let X, Y , D(A) be Banach spaces such that:
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(H1) D(A) ,! Y ,! X, D(A) is dense in X and there exist C > 0 and  2 [0; 1), such
that, 8u 2 D(A),
kukY  Ckuk1 X kukD(A):
In general, if x 2 X, we shall write kxk instead of kxkX .
(H2) 8 T 2 R+, the Cauchy problem
u0(t) = Au(t) + f(t); t 2 (0; T );
u(0) = 0;
(31)
is well-posed in Lp(0; T ;X), in the following sense: 8f 2 Lp(0; T ;X), (31) has a
unique solution u belonging to W 1;p(0; T ;X) \ Lp(0; T ;D(A)).
Remark 3. Assumptions (H1)  (H2) imply that A is the innitesimal generator of an
analytic semigroup in X (see [34, Corollary 4.2]).
3.1. The Strongly Damped Wave Equation
Denition 3. Determine  2 (0; T ] and
u 2 W 3;p(0;  ;X) \W 2;p(0;  ;D(A)); h 2 Lp(0; ); t 2 (0; ) (32)
satisfying the system8>><>>:
u00(t) = Au0(t) + Au(t) + h Bu(t) + f(u(t)) +G(t); t 2 (0; )
u(0) = u0;
u0(0) = u1;
(u) = g(t); t 2 (0; ):
(33)
We solve the inverse problem under the following conditions on the data. Let p 2 (1;+1)
and let X, Y , D(A) Banach spaces such that (H1) and (H2) hold and assume that:
(H3) B 2 L(D(A); X).
(H4) u0, u1 2 D(A).
(H5)  2 X 0 and D(A0) is dense in X 0.
(H6) f 2 C1(Y;X) and f 0 : Y ! L(Y;X) is Lipschitz continuous on the bounded subsets
of Y .
(H7) G 2 W 1;p(0; T ;X).
(H8) v1 := Au1 + Au0 + f(u0) +G(0) 2 (X;D(A))1 1=p;p.
(H9) (Bu0) 6= 0.
(H10) g 2 W 3;p(0; T ) with (u0) = g(0), (u1) = g0(0) and (v1) = g00(0).
(H11) f 0 : Y ! L(Y;X) is bounded, with f 0 Frechet derivative of f .
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Theorem 3. (Local in time existence). Let the assumptions (H1)(H10) hold. Then there
exists  2 (0; T ], depending on the data, such that the inverse problem given by Denition
3 has a solution (u; h) 2 [W 3;p(0;  ;X) \W 2;p(0;  ;D(A))] Lp(0; ).
Theorem 4. (Global in time uniqueness). Let the assumptions (H1)(H10) hold. Let
 2 (0; T ], and suppose that the inverse problem given by Denition 3 has two solutions
(uj; hj) 2 [W 3;p(0;  ;X) \ W 2;p(0;  ;D(A))]  Lp(0; ) (j 2 f1; 2g), then u1 = u2 and
h1 = h2.
Theorem 5. (Global in time existence and uniqueness). Let the assumptions (H1)(H10)
hold. Let T > 0. Then the inverse problem given by Denition 3 has a unique solution
(u; h) 2 [W 3;p(0; T ;X) \W 2;p(0; T ;D(A))] Lp(0; T ).
Remark 4. We point out that the global in time existence and uniqueness result has been
obtained in the abstract setting and it is not based on a maximum principle that in most
of the concrete cases does not hold.
3.2. Abstract Inverse Problem for the Parabolic Case
Denition 4. Let T > 0. Determine  2 (0; T ] and
u 2 W 2;p(0;  ;X) \W 1;p(0;  ;D(A)); h 2 Lp(0; ); t 2 (0; ); (34)
satisfying the system8<:
u0(t) = Au(t) + h Bu(t) + f(u(t)) +G(t); t 2 (0; );
u(0) = u0;
(u) = g(t); t 2 (0; ):
(35)
We assume that (H1), (H2) hold together with the following conditions:
(P1) B 2 L(D(A); X).
(P2) u0 2 D(A).
(P3)  2 X 0 and D(A0) is dense in X 0.
(P4) f 2 C1(Y;X) and f 0 : Y ! L(Y;X) is Lipschitz continuous on the bounded subsets
of Y .
(P5) G 2 W 1;p(0; T ;X).
(P6) v0 := Au0 + f(u0) +G(0) 2 (X;D(A))1 1=p;p.
(P7) (Bu0) 6= 0.
(P8) g 2 W 2;p(0; T ) with (u0) = g(0) and (v0) = g0(0).
(P9) f 0 : Y ! L(Y;X) is bounded, with f 0 Frechet derivative of f .
The following theorems are proved in [29].
Theorem 6. (Local in time existence). Let the assumptions (H1), (H2) and (P1)(P8)
hold. Then there exists  2 (0; T ], depending on the data, such that the inverse problem
given by Denition 4 has a solution (u; h) 2 [W 2;p(0;  ;X) \W 1;p(0;  ;D(A))] Lp(0; ).
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Theorem 7. (Global in time uniqueness). Let the assumptions (H1), (H2) and (P1)-(P8)
hold. Then, if  2 (0; T ], and the inverse problem given by Denition 4 has two solutions
(uj; hj) 2 [W 2;p(0;  ;X) \ W 1;p(0;  ;D(A))]  Lp(0; ) (j 2 f1; 2g), then u1 = u2 and
h1 = h2.
Theorem 8. (Global in time existence and uniqueness). Let the assumptions (H1), (H2)
and (P1)(P9) hold. Let T > 0. Then the inverse problem given by Denition 4 has a
unique solution (u; h) 2 [W 2;p(0; T ;X) \W 1;p(0; T ;D(A))] Lp(0; T ).
3.3. A Model in the Theory of Combustion
Denition 5. Let T > 0. Determine  2 (0; T ] and
u 2 W 2;p(0;  ;X) \W 1;p(0;  ;D(A)); k 2 Lp(0; ); (36)
satisfying the system8<:
u0(t) = Au(t) + h Bu(t) + f(u(t)) + 0[u0(t)]f0; t 2 (0; );
u(0) = u0;
(u(t)) = g(t); t 2 (0; ):
(37)
We solve the inverse problem under the following conditions on the data. Let p 2 (1;+1)
and let X, Y , D(A) Banach spaces such that (H1) and (H2) hold and assume that:
(Q1) B 2 L(D(A); X).
(Q2) u0 2 D(A), f0 2 X.
(Q3) 0,  2 X 0 and D(A0) is dense in X 0.
(Q4) f 2 C1(Y;X) and f 0 : Y ! L(Y;X) is Lipschitz continuous on the bounded subsets
of Y .
(Q5) 0[f0] 6= 1. We set  := (1  0[f0]) 1.
(Q6) [Bu0] + [f0]0[Bu0] 6= 0.
(Q7) v0 := Au0 + f(u0) + 0[Au0 + f(u0)]f0 2 (X;D(A))1 1=p;p.
(Q8) g 2 W 2;p(0; T ) with (u0) = g(0) and (v0) = g0(0).
The following theorems are proved in [14].
Theorem 9. (Local in time existence). Let the assumptions (H1), (H2) and (Q1)-(Q8)
hold. Then there exists  2 (0; T ], depending on the data, such that the inverse problem
given by Denition 5 has a solution (u; h) 2 [W 2;p(0;  ;X) \W 1;p(0;  ;D(A))] Lp(0; ).
Theorem 10. (Global in time uniqueness). Let the assumptions (H1), (H2) and (Q1)-(Q8)
hold. Then, if  2 (0; T ], and the inverse problem given by Denition 5 has two solutions
(uj; hj) 2 [W 2;p(0;  ;X) \ W 1;p(0;  ;D(A))]  Lp(0; ) (j 2 f1; 2g), then u1 = u2 and
h1 = h2.
Remark 5. In the case the nonlinear function f(u) is sublinear it is possible to prove a
global in time existence and uniqueness result for system (37), which is not applicable to
the case f(u) = eu. The proof follows the ideas developed in [29].
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4. Some Applications of the Abstract Results
4.1. The Case of Weighted Additional Measurements
Denition 6. Let T > 0. Determine  2 (0; T ] and
u : W 3;p(0;  ;Lp(
)) \W 2;p(0;  ;W 2;p(
)); h 2 Lp(0; );
satisfying the system8>>>><>>>>:
utt(t; x) = ut(t; x) + u(t; x) + h u(t; x) + F (u(t; x);ru(t; x)) +G(t; x);
u(0; x) = u0(x); x 2 
;
ut(0; x) = u1(x); x 2 
;




(x)u(t; x)dx = g(t):
We solve the inverse problem under the following conditions on the data:
(K1) 
 is an open bounded subset of Rn, lying on one side of its boundary @
, which is
a submanifold of Rn of class C2 (in the physical case n = 1; 2; 3).
(K2) p 2 (1;+1), n 2 N, with n < p, p 6= 3.
(K3) u0, u1 2 W 2;pB (
) := fu 2 W 2;p(
) : Du  0g.
(K4)  2 Lp0(
).
(K5) f 2 C1(R) and f 0 is Lipschitz continuous in bounded subsets of R.
(K6) G 2 W 1;p(0; T ;Lp(
)).










) if p < 3,
fv 2 B2(1 1=p)p;p (






(K9) g 2 W 3;p(0; T ) with R








(K10) f 0 is globally bounded.
The following results follow from Theorems 35.
Theorem 11. (Local in time existence) Let the assumptions (K1)(K9) hold. Then there
exists  2 (0; T ], depending on the data, such that the inverse problem given by Denition
6 has a solution (u; h) 2 [W 3;p(0;  ;Lp(
)) \W 2;p(0;  ;W 2;p(
))] Lp(0; ).
Theorem 12. (Global in time uniqueness) Let the assumptions (K1)(K9) hold. Then,
if  2 (0; T ], and the inverse problem given by Denition 6 has two solutions (uj; hj) 2
[W 3;p(0;  ;Lp(
))\W 2;p(0;  ;W 2;p(
))]Lp(0; ) (j 2 f1; 2g), then u1 = u2 and h1 = h2.
Theorem 13. (Global in time existence and uniqueness). Let the assumptions (K1)(H10)
hold. Let T > 0. Then the inverse problem given by Denition 6 has a unique solution
(u; h) 2 [W 3;p(0; T ;Lp(
)) \W 2;p(0; T ;W 2;p(
))] Lp(0; T ).
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4.1.1. The case of ux additional measurements
Denition 7. Let T > 0. Determine  2 (0; T ] and
u : W 3;p(0;  ;Lp(
)) \W 2;p(0;  ;W 2;p(
)); h 2 Lp(0; );
satisfying the system8>>>><>>>>:
utt(t; x) = ut(t; x) + u(t; x) +
R t
0
h(t  s)u(s; x)ds+ (u(t; x);ru(t; x)) +  (t; x);
u(0; x) = u0(x); x 2 
;
ut(0; x) = u1(x); x 2 
;
Du(t; x) + b(x)u(t; x) = 0; (t; x) 2 [0; T ] @
;R
S
(Dut(t; x) +Du(t; x) + h Du(t; x))(dx) = g(t):
For convenience, we dene
Wp(
) := fu 2 W 2;p(
) : Du(x) + b(x)u(x) = 0; x 2 @
g: (38)
We solve the inverse problem under the following conditions on the data:
(K1) 
 is an open bounded subset of Rn, lying on one side of its boundary @
, which is
a submanifold of class C2 of Rn, b 2 C1(@
).
(K2)  2 C1(Rn+1) and its rst order derivatives are Lipschitz continuous in bounded
subsets of Rn+1.
(K3) p 2 R, p > n, p 6= 3.
(K4) u0; u1 2 Wp(
).
(K5)   2 W 1;p(0; T ;Lp(
)).






) if p < 3;
fv 2 B2(1 1=p)p;p (
) : Dv + bv = 0 in @
g





(K8) g 2 W 1;p(0; T ), R
S
D(u0 + u1)(x)(dx) = g(0).
(K9) r is bounded in Rn+1.
An application of the abstract theorems in [17] gives the following result.
Theorem 14.
(I) Assume that (K1)-(K8) are satised. Then there exists  2 (0; T ], such that problem
given by Denition 7 has a solution (u; h), with
u 2 W 3;p(0;  ;Lp(
)) \W 2;p(0;  ;Wp(
)); h 2 Lp(0; ):
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(II) Assume that (K1)-(K8) are satised. If, for some  2 (0; T ], (u1; h1) and (u2; h2) are
solutions of problem given by Denition 7 , with
(u1; h1); (u2; h2) 2 [W 3;p(0;  ;Lp(
)) \W 2;p(0;  ;Wp(
))] Lp(0; );
then u1 = u2, h1 = h2.
(III) Assume that (K1)-(K9) are satised. Then problem given by Denition 7 has a unique
global solution
(u; h) 2 [W 3;p(0; T ;Lp(
)) \W 2;p(0; T ;Wp(
))] Lp(0; T ):
4.2. The Inverse Problem for the Heat Equation
Denition 8. Let T > 0. Determine  2 (0; T ] and
u : W 2;p(0;  ;Lp(
)) \W 1;p(0;  ;W 2;p(
)); h 2 Lp(0; ); (39)
satisfying the system8>><>>:
ut(t; x) = u(t; x) + h u(t; x) + f(u(t; x)) +G(t; x);
u(0; x) = u0(x); x 2 
;




(x)u(t; x)dx = g(t):
(40)
We solve the inverse problem under the following conditions on the data:
(h1) 
 is an open bounded subset of Rn, lying on one side of its boundary @
, which is
a submanifold of Rn of class C2.
(h2) p 2 (1;+1), n 2 N, with n < p, p 6= 3.
(h3) u0 2 W 2;pB (
) := fu 2 W 2;p(
) : Du  0g.
(h4)  2 Lp0(
).
(h5) f 2 C1(R) and f 0 is Lipschitz continuous in bounded subsetes of R.










) if p < 3,
fv 2 B2(1 1=p)p;p (
) : Dv  0g if p > 3:






(h9) G 2 W 1;p(0; T ;Lp(
)).
(h10) f 0 is globally bounded.
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The following results are particular cases of the more general Theorems 1820 stated
just in the sequel.
Theorem 15. (Local in time existence). Let the assumptions (h1)(h9) hold. Then there
exists  2 (0; T ], depending on the data, such that the inverse problem given by Denition
8 has a solution (u; h) 2 W 2;p(0;  ;Lp(
)) \W 1;p(0;  ;W 2;p(
)) Lp(0; ).
Theorem 16. (Global in time uniqueness). Let the assumptions (h1)(h9) hold. Then,
if  2 (0; T ], and the inverse problem given by Denition 8 has two solutions (uj; hj) 2
W 2;p(0;  ;Lp(
)) \W 1;p(0;  ;W 2;p(
)) Lp(0; ) (j 2 f1; 2g), then u1 = u2 and h1 = h2.
Theorem 17. (Global in time existence and uniqueness). Let the assumptions (h1)(h10)
hold. Let T > 0. Then the inverse problem given by Denition 8 has a unique solution
(u; h) 2 W 2;p(0; T ;Lp(
)) \W 1;p(0; T ;W 2;p(
)) Lp(0; T ).
Our main results are proved in an abstract setting so that they can be applied to the
more general case of operators of order 2m that contains as a particular case the heat
conduction problem for m = 1.
4.2.1. The inverse problem for operators of order 2m
Denition 9. Let T > 0. Determine  2 (0; T ] and
u 2 W 2;p(0;  ;Lp(
)) \W 1;p(0;  ;W 2m;p(
)); h 2 Lp(0; ); (41)
satisfying the system8>><>>:
@tu(t; x) = A(x; @x)u(t; x) + h B(x; @x)u(t; x) + F((@xu(t; x))jj2m 1) +G(t; x);
u(0; x) = u0(x); x 2 
;




(x)u(t; x)dx = g(t):
(42)
We solve the inverse problem under the following conditions on the data:
(k1) m;n 2 N, 
 is an open bounded subset of Rn, lying on one side of its boundary @
,
which is a submanifold of Rn of class C2m.
(k2) A(x; @x) is a strongly elliptic operator of order 2m, with coecients in C(
), for
j = 1; :::;m, Bj(x; @x) is a linear dierential operator of order mj  2m   1, with
coecients in C2m mj(@
), fBj(x; @x) : 1  j  mg is a normal system of boundary
operators, the operator A(x; @x) with vanishing boundary conditions Bj(x; @x) (1 
j  m) has Arg() =  as a ray of minimal growth of the resolvent for all  2
[ =2; =2].
(k3) p 2 (1;+1), with n < p, 2m(1  1=p) 6= mj + 1=p 8j = 1; :::;m.
(k4) u0 2 W 2m;pB (
) := fu 2 W 2m;p(
) : Bj(x; @x)u  0 8j = 1; :::mg.
(k5)  2 Lp0(
).
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(k6) F 2 C1(RN(m)), with N(m) indicating the cardinality of f 2 Nn0 : jj?  2m  1g,
and we denote by (y)jj?2m 1 a general element of RN(m); moreover, its rst order
derivatives are Lipschitz continuous on the bounded subsets of RN(m).
(k7) G 2 W 1;p(0; T ;Lp(
)).





) := fv 2 B2m(1 1=p)p;p (
) : Bj(x; @x)u  0; 8j = 1; :::m; mj +
1=p < 2m(1  1=p)g.
(k9) g 2 W 2;p(0; T ) with (u0) = g(0) and (v0) = g0(0).







(x)B(x; @x)u0(x)dx 6= 0.
(k12) rF is bounded in RN(m).
The following results follows from Theorems 68.
Theorem 18. (Local in time existence). Let the assumptions (k1)(k11) hold. Then there
exists  2 (0; T ], depending on the data, such that the inverse problem given by Denition
9 has a solution (u; h) 2 [W 2;p(0;  ;Lp(
)) \W 1;p(0;  ;W 2m;p(
))] Lp(0; ).
Theorem 19. (Global in time uniqueness). Let the assumptions (k1)(k11) hold. Then,
if  2 (0; T ], and the inverse problem given by Denition 9 has two solutions (uj; hj) 2
[W 2;p(0;  ;Lp(
))\W 1;p(0;  ;W 2m;p(
))]Lp(0; ) (j 2 f1; 2g), then u1 = u2 and h1 = h2.
Theorem 20. (Global in time existence and uniqueness). Let the assumptions (k1)(k12)
hold. Let T > 0. Then the inverse problem given by Denition 9 has a unique solution
(u; h) 2 [W 2;p(0; T ;Lp(
)) \W 1;p(0; T ;W 2m;p(
))] Lp(0; T ).
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Â ñòàòüå ïðèâîäèòñÿ îáçîð íåêîòîðûõ ìåòîäîâ ðåøåíèÿ êëàññà èíòåãðî-
äèôôåðåíöèàëüíûõ îáðàòíûõ çàäà÷. À èìåííî, ïðåäñòàâëåíû ìåòîäû ðåøåíèÿ
èíòåãðî-äèôôåðåíöèàëüíûõ îáðàòíûõ çàäà÷ ïàðàáîëè÷åñêîãî òèïà, îñíîâàííûå íà
òåîðèè àíàëèòè÷åñêèõ ïîëóãðóïï, ðåçóëüòàòàõ ïî îïòèìàëüíîé ðåãóëÿðíîñòè è òåîðåìå
î íåïîäâèæíîé òî÷êå. Ýòè ìåòîäû ìîãóò áûòü ïðèìåíåíû ê áîëüøîìó êëàññó ôèçè-
÷åñêèõ ìîäåëåé, íàïðèìåð, ìîäåëè ôàçîâîãî ïîëÿ, ìîäåëåé ãîðåíèÿ, ìîäåëè ñèëüíî
çàòóõàþùèõ âîëí ñ ïàìÿòüþ.
Êëþ÷åâûå ñëîâà: èíòåãðî-äèôôåðåíöèàëüíûå îáðàòíûå çàäà÷è; àíàëèòè÷åñêèå
ïîëóãðóïïû.
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