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Ce manuscrit présente des travaux de doctorat ayant été eﬀectués au CEA LIST ainsi
qu’au sein de l’équipe-projet POEMS (UMR INRIA/CNRS/ENSTA). Le Département
d’Imagerie et de Simulation pour le Contrôle (DISC) du CEA LIST regroupe un en-
semble de laboratoires autour de techniques de contrôle non destructif, techniques qui
sont employées dans l’industrie pour contrôler l’état de pièces en fabrication ou en ser-
vice, afin de s’assurer de l’absence de défauts (par exemple vérifier l’absence de fissure,
la conformité matérielle, etc...). Dans ce contexte, la simulation numérique joue un rôle
primordial, notamment pour le développement et la validation de méthodes de contrôle.
Ce travail porte sur l’étude de la diﬀraction d’ondes en régime transitoire, se propageant
dans un milieu de référence supposé régulier et lentement variable, par un ensemble de petit
défauts (petit est à entendre au sens "petit devant la longueur d’onde", nous reviendrons
sur ce point plus loin).
Dans le cadre du contrôle non destructif, il est intéressant de savoir résoudre ce type de
problème avec eﬃcacité (d’un point de vue numérique s’entend, c’est-à-dire avec rapidité
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et précision). En eﬀet, un matériau de construction composant fréquemment les pièces à
inspecter est composé d’un mélange de béton (modélisé par le milieu lentement variable)
dans lequel est plongé du gravier (chaque morceau de gravier étant représenté par une
petite hétérogénéité). Nous pouvons également citer comme application de ce type de
travail la prise en compte de petites bulles d’air dans les pièces à inspecter, qui peuvent
provenir de défauts de construction.
Le problème qui nous guidera tout au long de ce texte, la diﬀraction d’une onde acous-
tique par un ensemble de petites hétérogénéités en domaine temporel, est notamment le
prolongement naturel des travaux de Xavier Claeys [31], dont la thèse, également eﬀectuée
au sein de l’équipe POEMS, portait sur la diﬀraction d’ondes par des fils minces en régime
fréquentiel. Une des applications essentielles de ce type d’étude est le développement de
méthodes d’approximation numérique de l’onde diﬀractée par de tels défauts sans avoir
à choisir le pas de maillage de la méthode numérique sous-jacente en fonction de la taille
caractéristique " des défauts (que l’on choisisse d’utiliser des éléments finis volumiques ou
de frontières par exemple).
Pour obtenir une précision satisfaisante avec ces méthodes numériques classiques (la mé-
thode des éléments finis ou des diﬀérences finies pour ne citer qu’elles), il est nécessaire
que le pas de maillage h soit au plus du même ordre de grandeur que ", et ce afin de
prendre en compte les détails de la géométrie du domaine de calcul (à savoir les petites
hétérogénéités dans notre cas) qui vont générer une onde diﬀractée. Cette contrainte sur
le pas de maillage h est très pénalisante en terme de temps de calcul, quand " est petit.
Ainsi, l’un des objectifs de cette thèse de doctorat est de s’aﬀranchir de cette contrainte,
et conduira au développement d’une méthode numérique permettant de choisir le pas de
maillage h indépendamment de ", et prenant en compte de manière approchée la présence
des hétérogénéités.
Il existe un certain nombre de travaux traitant de la diﬀraction des ondes par des petites
hétérogénéités dans le domaine fréquentiel (conduisant à étudier l’équation de Helmholtz),
et l’on trouve également une littérature abondante pour le cas de problèmes au Laplacien.
Citons par exemple [32, 66], le modèle de Foldy-Lax [26, 56, 44, 13, 12] ou encore les tra-
vaux utilisant la notion de tenseur de polarisation généralisé [3]. On trouve également des
approches essentiellement numériques pour la prise en compte de petites hétérogénéités
comme par exemple [77].
Au vu de la littérature existante, précisons que la nouveauté essentielle de ce manuscrit
provient du fait que nous nous intéressons à un modèle de propagation d’ondes dans le
domaine temporel. Par ailleurs, le cahier des charges établi au préalable de ces travaux
de thèse stipulait la nécessité de développer une méthode d’approximation numérique
de l’onde diﬀractée par des petits défauts, basée sur la méthode des éléments finis et
son intégration au sein d’une librairie appelée ONDOMATIC, développée initialement par
Sébastien Impériale en interne au CEA LIST et spécialisée dans la résolution de problèmes
de propagation d’ondes transitoires.
Cette librairie s’appuie sur une discrétisation par éléments finis d’ordre élevé en espace
et permet l’utilisation de plusieurs types de schémas en temps (schémas d’ordre 1 ou
d’ordre 2, explicite ou implicite, etc. . . ). Un certain nombre de fonctionnalités accélérant
le processus de résolution du système linéaire issu de la discrétisation sont implémentées,
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Figure 1.0.1 – Instantané d’une onde élastique diﬀractée par un ensemble de défauts
petits devant la longueur d’onde. Simulation eﬀectuée à l’aide de la librairie de calcul
ONDOMATIC.
telles la condensation de masse [34] qui oﬀre une structure creuse à la matrice de masse
(ce qui accélère significativement son inversion itérative), la disponibilité de couches par-
faitement adaptées [16, 22] ou encore une méthode de décomposition de domaine basée
sur les éléments finis mortiers [60, 5].
1.1 Motivation, contexte applicatif et
état de l’art
La simulation numérique a connu un essor considérable depuis l’émergence et la démo-
cratisation des outils informatiques. Jusqu’à récemment, la puissance de calcul disponible
a crû exponentiellement : la loi de Moore, un énoncé empirique, stipule que la densité de
transistors sur un microprocesseur double chaque année et ce à coût constant [74]. Cette
loi s’est avérée quasiment exacte jusqu’à atteindre un seuil limite correspondant à une
limite physique en deçà de laquelle l’augmentation du nombre de transistors à taille de
processeur constante n’est plus rentable ou plus envisageable. Les modèles de dévelop-
pements de la puissance de calcul actuels s’appuient désormais sur calcul parallèle et le
recours au multi-cœur. Des modèles de plus en plus complexes peuvent être simulés, qu’il
s’agisse de prendre en compte des phénomènes physiques de plus en plus élaborés ou des
géométries de plus en plus fines et complexes.
Cependant, il existe un grand nombre de problèmes pour lesquelles l’utilisation de la force
brute est peu souhaitable. C’est en particulier le cas des problèmes dits multi-échelles :
un problème est dit multi-échelle lorsqu’au moins deux quantités d’ordre de grandeur
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très diﬀérents interviennent canoniquement dans sa modélisation. Par exemple, quand
les grandeurs considérées sont des longueurs, lors de l’implémentation d’une méthode
de résolution numérique d’un problème de ce type, nous y reviendrons section 1.3, il
est naturel de calibrer la méthode sur la plus petite des longueurs l intervenant dans
la modélisation, afin de prendre en compte l’intégralité des détails géométriques. Ceci
revient à utiliser une méthode de raﬃnement de maillage, et si idéalement celui-ci n’est
que local, cette solution demeure très pénalisante en terme de coût de calcul, étant donnée
l’existence de longueurs bien supérieures à l dans la formulation du problème.
Le problème que nous considérons dans cette thèse, la diﬀraction d’une onde par un ou
des défauts de taille petite devant la longueur d’onde, appartient à la classe de problèmes
multi-échelles, puisque deux longueurs ayant diﬀérents ordres de grandeur, la longueur
d’onde et la taille caractéristique des défauts, interviennent dans sa formulation.
Les problèmes multi-échelles ont largement été étudiés dans la littérature d’analyse numé-
rique au cours des la fin du XXème siècle et du début du XXI ème siècle (voir par exemple
[88]). Dans un contexte plus spécifique, un certain nombre de problèmes de propagation
d’ondes dans des milieux comportant des dimensions significativement plus petits que la
longueur d’onde ont été étudiés (c’est en particulier l’objet d’un certain nombre de tra-
vaux au sein de l’équipe-projet POEMS) : on peut par exemple citer la propagation des
ondes dans des fentes minces [63, 64], au travers de couches minces [21, 39, 82, 83], dans
des câbles co-axiaux [59], etc. . .
1.2 Verrouillage numérique
Une des diﬃcultés majeures que nous aurons à traiter est illustrée par la notion de ver-
rouillage numérique. La formulation mathématique d’un grand nombre de phénomènes
fait intervenir un paramètre ↵ provenant de considérations physiques. Par exemple, les
modèles de plaques faisant intervenir l’épaisseur de la plaque d, le coeﬃcient de Poisson
⌫, etc... L’approximation numérique de tels problèmes peut devenir très diﬃcile (en terme
de coût de calcul) quand le paramètre ↵ est voisin d’une valeur critique ↵0, par exemple
quand l’épaisseur de la plaque dÑ 0 ou quand le coeﬃcient de Poisson ⌫ Ñ 0.5 ou dans
notre cas quand le rapport taille de défaut sur longueur d’onde "{ Ñ 0.
La plupart du temps, les estimations d’erreur a priori sont établies pour une valeur ↵ ° ↵0
fixée. Ces estimations n’étant généralement pas uniforme en ↵, celles-ci peuvent dégénérer
quand ↵Ñ ↵0. C’est ce phénomène que l’on nomme verrouillage numérique. Les premiers
travaux traitant de ce phénomène ont été publiés dans les années 1980 [6], et une définition
mathématique précise des notions de verrouillage et de robustesse est donnée dans les
articles de Babuska [9, 10].
Comme nous le verrons, le problème de diﬀraction d’onde par un ou plusieurs obstacles
petits devant la longueur d’onde, traité par une méthode par élément finis standards
verrouille fortement : l’erreur commise se comporte de manière satisfaisante uniquement
quand le pas de maillage h est tel que h † ".
Un des objectifs de cette thèse est de développer une méthode numérique robuste rela-
1.3. APPROCHE NUMÉRIQUE PAR RAFFINEMENT DE MAILLAGE ET PAS DE
TEMPS LOCAL 13
tivement à la taille des défauts, c’est-à-dire une méthode numérique pour laquelle nous
disposons d’estimations d’erreur a priori uniformes relativement à la taille des défauts.
Idéalement, nous souhaitons également que la décroissance de l’erreur quand h Ñ 0 ait
lieu à la même vitesse que pour le cas d’un milieu homogène.
1.3 Approche numérique par raffinement
de maillage et pas de temps local
Pour illustrer certaines diﬃcultés inhérentes au problème de diﬀraction par des petits
défauts, supposons que nous cherchions à calculer une approximation espace-temps de
l’onde diﬀractée par un défaut unique de taille ", plongé dans un milieu homogène, sous
l’éclairage d’un champ incident uinc, par une méthode de type élément finis classique.
Le défaut considéré peut-être pénétrable (contraste des paramètres physiques), ou bien
soumis à une condition de bord (de type Dirichlet, Neumann ou Robin pour ne citer que
les plus classiques d’entre elles).
Nous cherchons à donner ici un sens à la notion de longueur d’onde centrale, pour une onde
transitoire. Cette notion est très simple à appréhender dans le cas d’un signal périodique
en temps, bien que nous considérions des phénomènes plus sophistiqués dans notre étude
et dans nos simulations numériques.
Notons d P t2, 3u la dimension d’espace. Soit T ° 0 et supposons que le champ incident
uinc soit T -périodique en temps, c’est-à-dire que
@x P Rd, @t ° 0, uincpx, t` T q “ uincpx, tq.
Notons   la longueur d’onde associée à T , c’est-à-dire
  “ cT,
où c est la vitesse du milieu ambiant. Nous supposons que les dimensions du défaut sont
petites devant la longueur d’onde, c’est-à-dire que
"
 
! 1.
Remarque 1.3.1
Une définition de la longueur d’onde centrale, plus proche des expériences numériques
que nous réaliserons est la suivante. Considérons un point x0 P R2, ainsi qu’une fonction
f : R Ñ R de classe C8 à support compact. Nous supposons que le champ incident uinc
satisfait l’équation des ondes suivante
B2uinc
Bt2 px, tq ´ c
2 uincpx, tq “  x0pxqfptq, x P R2, t ° 0,
où  x0 est la masse de Dirac en x0. Comme f est supposée infiniment dérivable et à
support compact, sa transformée de Fourier est bien définie et atteint son maximum en
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valeur absolue, en une fréquence fmax. La longueur d’onde centrale   est alors la longueur
d’onde associée à la fréquence fmax, définie par
  “ c
fmax
.
Si il n’y avait aucun défaut dans le milieu, nous pourrions utiliser la règle empirique
suivante pour calibrer le pas de maille h de notre méthode numérique : utiliser un maillage
tel qu’il y ait au minimum entre 6 et 10 degrés de libertés par longueur d’onde, ce que
nous noterons
h »  .
Dans le cas de la diﬀraction par un défaut, pour atteindre une précision satisfaisante et
calculer une bonne approximation du champ diﬀracté par le défaut, il est nécessaire que
h soit du même ordre de grandeur que ". Ainsi l’eﬃcacité en termes de stockage mémoire
d’une part, et de temps de calcul d’autre part va être nettement dégradée si l’on cherche
à appliquer une méthode numérique classique à notre problème.
Cette diﬃculté est encore plus frappante lorsque l’on travaille dans le domaine tempo-
rel. Il est en eﬀet assez classique d’utiliser un schéma explicite en temps (après semi-
discrétisation en espace) pour simuler la propagation des ondes, quitte à utiliser une
technique de condensation de masse, voir par exemple [35].
Ces schémas sont stables si et seulement si une condition de stabilité CFL (Courant-
Friedrichs-Lax) est satisfaite. Cette condition CFL peut s’exprimer sous diﬀérentes formes,
équivalentes les unes aux autres. Ces expressions font généralement intervenir les matrices
de masse et de rigidité obtenues après semi-discrétisation par éléments finis. On peut
montrer, dans le cas académique d’un maillage uniforme en temps et en espace, que cette
condition est équivalente à
 t § Ch,
où  t est le pas de temps et C ° 0 est une constante indépendante de  t et de h.
Ainsi l’application d’une discrétisation espace-temps naïve au problème de diﬀraction par
des petits défauts mène, dans le cas de l’utilisation d’un schéma explicite, à une importante
réduction du pas d’espace et du pas de temps et donc à une augmentation conséquente du
stockage mémoire et du temps de calcul. Précisément, l’augmentation du coût de stockage
mémoire est de l’ordre de ´ "
 
¯´pd`1q
,
l’égalité ayant lieu dans le cas de l’utilisation de maillages uniformes.
Nous sommes ainsi confrontés à une situation qui peut sembler paradoxale, car l’amplitude
du champ diﬀracté est d’autant plus petite que la taille du défaut l’est (en fait l’amplitude
relative du champ diﬀracté est de l’ordre de p"{ qd, nous le montrerons dans les sections
suivantes). Les coûts de calcul et de stockage mémoire sont alors très élevés, pour calculer
un phénomène d’amplitude très faible. Ce phénomène est d’autant plus marqué en 3
dimensions, où le calcul d’une solution au problème de diﬀraction par un petit défaut,
par une méthode de type éléments finis standard, peut devenir inenvisageable sur une
machine standard.
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Pour remédier à cela, une solution possible est l’utilisation d’une technique de raﬃnement
local de maillage au voisinage du défaut, couplée à une technique de pas de temps local
[40, 58, 37]. Bien que plusieurs méthodes de nature diﬀérentes soient regroupées sous cette
appellation de pas de temps local, celles-ci ont toutes pour objectif l’utilisation d’un pas de
temps global qui ne soit pas dégradé par le raﬃnement d’une région localisée du maillage.
À titre illustratif, nous avons simulé l’onde diﬀractée par un ensemble de petits défauts en
utilisant une discrétisation en espace par éléments finis lagrangiens, et un schéma saute-
mouton avec pas de temps local autour de chaque défaut pour la discrétisation en temps
(voir figure 1.3.1). Bien que les techniques de pas de temps local soient reconnues pour
Figure 1.3.1 – Instantané d’une simulation avec pas de temps local autour de chaque
petit défaut.
leur performance et leur eﬃcacité, elles demeurent lourdes à mettre en place (il faut par
exemple aller modifier en profondeur les codes de calcul) et ne permettent pas la prise en
compte de la physique sous-jacente au problème. Dans notre situation, nous avons opté
pour une analyse asymptotique du problème, conduisant à la construction de modèles
h Ndof Temps de calcul (s)
Milieu homogène 0.4 4.104 6
Milieu perturbé 0.01 2, 1.105 2500
Figure 1.3.2 – Tableau comparatif de diﬀérentes données de simulation par éléments finis
lagrangiens Q4, pour le cas d’un milieu homogène et d’un milieu homogène perturbé par
de petites inclusions circulaires de taille " “ 0.1. Le pas de maillage h renvoie au diamètre
de la plus petite maille présente dans le maillage. Une technique de pas de temps local
est utilisé pour le milieu perturbé au voisinage de chaque inclusion, ainsi le pas de temps
global est le même pour les deux simulations. La longueur d’onde centrale est   “ 2.
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Figure 1.3.3 – Zoom sur le maillage supportant la simulation présentée figure 1.3.1. Au
voisinage des inclusions, les mailles sont très fines.
approchés.
1.4 Approche alternative : utilisation de
modèles approchés
Une approche alternative pour pallier ces problèmes de convergence de la méthode numé-
rique est la construction de modèles approchés, au sein desquels la présence des inclusions
est prise en compte de manière faible, dans un sens que nous préciserons dans la suite.
C’est ce type d’approche qui est développé par exemple dans [31].
1.4.1 Outil de référence : l’analyse asymptotique
La construction de tels modèles passe dans un premier temps par une analyse asympto-
tique du problème de diﬀraction, où le petit paramètre   est le ratio taille caractéristique
du défaut/longueur d’onde centrale :
  :“ "
 
.
Comme nous le verrons dans la suite, cette analyse permet d’écrire le champ de pression
acoustique comme une combinaison des développements du champ total en champ lointain
et en champ proche, qui prennent respectivement la forme de séries formelles du type
8ÿ
n“0
 np q unpx, tq et
8ÿ
n“0
µnp q Un
´x
 
, t
¯
, (1.4.1)
1.4. APPROCHE ALTERNATIVE : UTILISATION DE MODÈLES APPROCHÉS 17
où les  n, µn, n P N sont des fonctions de jauge, vérifiant
 n`1p q
 np q Ñ Ñ0 0 et
µn`1p q
µnp q Ñ Ñ0 0
et les un, Un sont des fonctions indépendantes de  .
Les un, Un étant indépendants de  , une stratégie envisageable est alors de tronquer
ces séries et d’utiliser une discrétisation par éléments finis s’appuyant sur un maillage
complètement indépendant du ou des défauts.
Plusieurs approches sont possibles pour obtenir de tels développements. On peut par
exemple citer la méthode des développements multi-échelles, parfois appelée également
méthodes des développements composés [17, 18] ou encore les méthodes de sensibilité
topologique [11]. Nous avons opté pour la méthode des développements asymptotiques
raccordés [57] à laquelle nous consacrons un chapitre de ce manuscrit.
1.4.2 Philosophie générale : milieu de référence et perturbation
Dans un deuxième temps, après avoir eﬀectué l’analyse asymptotique du problème de
diﬀraction, se posera la question de la construction eﬀective de modèles approchés. La
question est de savoir s’il existe une stratégie plus pertinente que la simple troncature des
séries (1.4.1), suivie du calcul numérique des termes successifs de la somme tronquée.
Deux modèles approchés ont été développés au cours de cette thèse. Le premier modèle
s’appuie sur une analyse en champ proche du champ de pression, alors que le deuxième
provient d’une analyse en champ lointain. De manière générale, ces modèles sont des
perturbations de l’équation des ondes posée dans le milieu sans défaut. Pour chacun
d’entre eux, une série de questions naturelles se pose et sera étudiée :
‚ Le caractère bien posé du problème approché, au sens de Hadamard [52]. Il s’agit
d’étudier si le problème admet une solution unique, et si celle-ci dépend continûment des
données. En particulier, on s’attachera à prouver un résultat de stabilité relativement
au petit paramètre  .
‚ La convergence de la solution du modèle approché vers la solution du modèle exact
quand   Ñ 0. On quantifiera précisément la vitesse de convergence.
‚ Le problème se discrétise-t-il plus aisément que le problème initial ? En particulier,
nous nous intéresserons à la qualité de l’approximation après semi-discrétisation en
espace. Nous constaterons que, dans le cas d’une discrétisation en espace par éléments
finis classiques, celle-ci est généralement dégradée par un phénomène de verrouillage
numérique, mais que celui-ci peut-être surmonté par l’enrichissement (par un faible
nombre de fonctions, localisées au voisinage de chaque inclusion) de l’espace d’approxi-
mation.
‚ La discrétisation en temps est-elle dégradée par ces schémas ? Les modèles que nous
présenterons sont des perturbations de l’équation des ondes dans l’espace libre (dans le
milieu sans défaut). Ce type de problème peut-être discrétisé en temps par un schéma
explicite couplé à une méthode de condensation de masse. On s’assurera que la condition
de stabilité des problèmes totalement discrétisés est également une perturbation de la
condition de stabilité pour le cas du milieu sans défaut.
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1.5 Plan du manuscrit
Les nouveautés que nous avons cherchées à apporter au cours de cette thèse sont de
deux natures. Nous avons dans un premier temps eﬀectué l’analyse asymptotique du
problème de diﬀraction par un petit obstacle dans le domaine temporel. Nous avons ensuite
développé deux méthodes numériques couplant les résultats de l’analyse asymptotique et
une méthode de type éléments finis volumiques d’ordre élevé, avec comme contrainte
principale de garder la possibilité d’utiliser un maillage complètement indépendant des
défauts (par exemple cartésien).
Ce manuscrit est organisé de la manière suivante :
‚ Dans le chapitre 2, nous introduisons un certain nombre de notations standards d’ana-
lyse fonctionnelle, présentons le problème modèle auquel nous nous intéressons, et rap-
pelons un certain nombre de résultats classiques liés à l’équation des ondes en régime
transitoire.
‚ Dans le chapitre 3, nous développons l’analyse asymptotique du problème de diﬀraction
présenté au chapitre 2. Nous introduisons les outils d’analyse fonctionnelle adaptés à
l’étude théorique, et présentons la méthode des développements asymptotiques raccor-
dés. Nous eﬀectuons un développement de la solution à l’ordre 2 en champ proche et
en champ lointain et présentons une analyse d’erreur.
‚ Dans le chapitre 4, nous utilisons les résultats de l’analyse asymptotique eﬀectuée au
chapitre 3 pour proposer deux modèles approchant notre problème modèle. Ces deux
modèles ont pour propriété d’être des perturbations de l’équation des ondes posée dans
l’espace libre. Pour chacun de ces deux modèles, nous proposons une analyse de conver-
gence et de stabilité.
‚ Dans le chapitre 5, nous nous concentrons sur l’approximation numérique des deux
problèmes approchés sus-cités. En particulier, nous montrons qu’un phénomène de ver-
rouillage numérique survient dès lors que nous cherchons à appliquer une méthode de
discrétisation par éléments finis classique aux problèmes approchés proposés. Nous pro-
posons une méthode d’enrichissement de l’espace d’approximation par un petit nombre
de fonctions, qui devrait permettre de surmonter le phénomène de verrouillage.
‚ Enfin dans le chapitre 6, nous présentons une série de résultats numériques pour diﬀé-
rentes expériences ainsi que diﬀérentes courbes d’erreur pour valider la pertinence des
modèles approchés.
CHAPITRE
2
Présentation d’un problème
modèle
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Dans cette section, nous présentons le problème modèle qui guidera notre étude tout au
long de ce manuscrit. Dans un premier temps, nous introduisons les espaces fonctionnels
classiques (notamment les espaces de Lebesgue et de Sobolev) adaptés à l’étude d’équation
aux dérivées partielles linéaires. Dans un deuxième temps, nous explicitons le problème
de diﬀraction par des petites inclusions.
2.1 Notations d’analyse fonctionnelle
Ici, nous rappelons quelques définitions autour des espaces de Lebesgue et de Sobolev.
Ces espaces sont adaptés à la modélisation d’une grande classe de phénomènes physiques,
et fournissent un cadre fonctionnel adéquat à l’étude d’un certain nombres d’équations
aux dérivées partielles. L’objectif de cette section est avant tout de spécifier les notations
utilisées tout au long de ce manuscrit. Ainsi, nous nous restreignons à une présentation
sommaire de ces espaces fonctionnels, plus de détails pouvant-être trouvés dans la litté-
rature, par exemple dans [20].
Soit d P N et ⌦ Ä Rd un ouvert non vide. Soit n P N. Nous notons C np⌦q l’ensemble des
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fonctions n fois diﬀérentiables sur ⌦ admettant une diﬀérentielle n-ème continue, ainsi
que
C8p⌦q :“ £
nPN
C np⌦q
l’ensemble des fonctions infiniment dérivables sur ⌦. Un élément ↵ “ p↵1, . . . ,↵dq P Nd
sera appelé un multi-indice. Nous noterons |↵| “ ↵1 ` ↵2 ` . . .` ↵d et ↵! “ ↵1!↵2! . . .↵d!.
Pour une fonction v P C np⌦q et pour ↵ P Nd tel que |↵| “ n, nous noterons
B↵xv :“ B↵1x1 B↵2x2 v.
Quand ⌦ est borné, C np⌦q est un espace de Banach, muni de la norme
}v}Cnp⌦q :“
nÿ
k“0
ÿ
|↵|§k
sup
xP⌦
|B↵xvpxq| ,
où la seconde somme porte sur l’ensemble des multi-indices ↵ P Nd de longueur inférieure à
k. Si ⌦ est non borné, C np⌦q est complet muni de la topologie de la convergence uniforme
sur tout compact, mais cette topologie n’est pas issue d’une norme.
Soit p P r1,8r. Classiquement, nous notons Lpp⌦q l’espace de Lebesgue complexe d’expo-
sant p, qui, muni de la norme
}v}Lpp⌦q :“
ˆª
⌦
|v|p dx
˙ 1
p
,
est un espace de Banach. Rappelons également que L2p⌦q muni du produit scalaire
pu, vq ﬁÑ xu, vyL2p⌦q :“
ª
⌦
upxq¨ vpxq dx
est un espace de Hilbert. Parfois, étant donnée une fonction ⇢ : ⌦Ñ R mesurable bornée
et uniformément positive (c’est-à-dire telle inf
⌦
⇢ ° 0), nous serons amenés à considérer la
norme
}v}2L2p⌦, ⇢q :“
ª
⌦
⇢pxq|vpxq|2 dx
qui est équivalente à la norme usuelle sur L2p⌦q et qui est issue du produit scalaire
pu, vq ﬁÑ xu, vyL2p⌦, ⇢q :“
ª
⌦
⇢pxq upxq¨ vpxq dx.
Nous définissons l’espace de Sobolev d’exposant n
Hnp⌦q :“ tv P L2p⌦q telles que }v}2Hnp⌦q “
nÿ
k“0
ÿ
|↵|§k
}B↵xv}2L2p⌦q † 8u,
où, à nouveau, la seconde somme porte sur l’ensemble des multi-indices ↵ P Nd de longueur
inférieure à k. Rappelons que Hnp⌦q est un espace de Hilbert, muni du produit scalaire
pu, vq ﬁÑ xu, vyHnp⌦q :“
nÿ
k“0
ÿ
|↵|§k
xB↵xu, B↵xvyL2p⌦q,
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et que H0p⌦q “ L2p⌦q.
Rappelons la définition de la divergence et du gradient. Si u P D1p⌦q alors son gradient
ru est la distribution vectorielle définie par
ru :“
¨˚
˚˝˚˚ BuBx1...
Bu
Bxd
‹˛‹‹‹‚
tandis que la divergence d’une distribution vectorielle v P rD1p⌦qsd est définie par
divv :“
dÿ
n“1
Bvn
Bxn ,
vn désignant la n-ème composante de v. Nous aurons occasionnellement (et notamment
au chapitre 4) besoin de l’espace Hpdiv, ⌦q, qui est l’espace défini par
Hpdiv, ⌦q :“ tv P rL2p⌦qsd telles que div v P L2p⌦qu.
Nous définissons à présent une série d’espaces fonctionnels qui nous seront utiles pour
l’étude des problèmes de propagation d’ondes dans le domaine temporel que nous serons
amenés à traiter dans ce manuscrit. Quand cela ne portera pas à confusion, nous réaliserons
l’abus de notation suivant : si u : px, tq ﬁÑ upx, tq désigne une fonction dépendant de
l’espace et du temps, définie sur ⌦ ˆ I, I étant un intervalle de R, alors nous noterons
également
u : t ﬁÑ uptq
la fonction définie sur I et à valeurs dans l’espace des fonctions définies sur ⌦, uptq étant
alors définie par
uptq : x ﬁÑ upx, tq.
Dans la suite X désignera un espace de Banach donné, muni de la norme }¨}X et I “ pa, bq
un intervalle de R, non nécessairement borné (possiblement a “ ´8 ou b “ `8). Alors
nous noterons indiﬀéremment
C npI,Xq ou C npa, b,Xq
l’ensemble des fonctions définies sur I à valeurs dans X n-fois diﬀérentiables sur I et dont
la diﬀérentielle n-ème est continue. Quand I est borné, C npI,Xq peut-être muni de la
norme
}v}CnpI,Xq :“
nÿ
k“0
sup
tPI
››››dkvdtk
››››
X
,
ce qui lui confère alors la qualité d’espace de Banach.
Dans le même ordre d’idée, nous noterons
LppI,Xq ou Lppa, b,Xq
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l’espace de Lebesgue d’exposant p des fonctions définies sur I et à valeurs dans X, qui,
muni de la norme
}v}LppI,Xq :“
ˆª
I
}vptq}pX dt
˙ 1
p
,
est lui-même un espace de Banach. Pour plus de détails concernant la théorie de l’intégra-
tion de Lebesgue pour des fonctions à valeurs dans des espaces de Banach, nous renvoyons
par exemple à [86].
2.2 Présentation d’un problème modèle
Le problème modèle que nous considérerons tout au long de ce manuscrit est le pro-
blème de diﬀraction d’une onde acoustique temporelle par un ensemble de petits défauts
pénétrables.
Donnons-nous un entier N P N non nul, un paramètre " ° 0 fixé (mais destiné à tendre
vers 0) ainsi qu’une collection d’ouverts bornés disjoints à frontière lipschitzienne
!"n Ä R2, 1 § n § N.
Les p!n" q, 1 § n § N représentent les petites inclusions de notre problème. Nous ferons,
!1"
!2"
!N"
!i"
uinc
Figure 2.2.1 – Exemple de configuration géométrique étudiée : N inclusions sous l’éclai-
rage du champ incident uinc.
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avant d’eﬀectuer l’analyse asymptotique du problème au chapitre 3, des hypothèses sur
leur taille, qui devra tendre vers 0 quand "Ñ 0, ainsi que sur leur localisation dans le plan :
nous supposerons que les !n" sont bien séparés les uns des autres, et en particulier qu’ils ne
se rapprochent pas quand "Ñ 0. Cependant, ces hypothèses ne sont pas nécessaires dans
l’immédiat. Retenons simplement que nous disposons d’une famille d’inclusions disjointes,
chacune d’entre elles étant indexées par un paramètre " ° 0.
Décrivons maintenant les propriétés matérielles du milieu de propagation. Donnons nous
2N`2 constantes ⇢0, ⇢1, ¨ ¨ ¨ , ⇢N , µ0, µ1, ¨ ¨ ¨ , µN strictement positives, qui représenteront
la valeurs des coeﬃcients de propagation dans le milieu extérieur ainsi qu’à l’intérieur de
chacune des inclusions.
Les propriétés matérielles du milieu de propagation sont alors représentées par les fonc-
tions µ" and ⇢" définies par
µ"pxq “
$’&’% µ0 si x P R2z
N§
n“1
!n" ,
µn si x P !n" ,
⇢"pxq “
$’&’% ⇢0 si x P R2z
N§
n“1
!n" ,
⇢n si x P !n" .
(2.2.1)
Donnons-nous une fonction f , le terme source de notre problème de propagation. Par
soucis de simplicité, f sera supposé infiniment dérivable en temps et de carré intégrable
en espace f P C8pR`,L2pR2qq, bien que des hypothèses plus générales puissent être
considérées.
Définissons le Laplacien généralisé  µ" associé à µ" est défini par
 µ"v :“ divpµ"rvq
pour toute fonction v P Dp µ"q Ä H1pR2q où
Dp µ"q :“ tv P H1pR2q tel que  µ"v P L2pR2qu.
est le domaine de  µ" . Bien entendu, div et r désignent respectivement les opérateurs
divergence et gradient usuels.
Nous avons alors à notre disposition l’ensemble des ingrédients pour considérer le problème
suivant : $’’’&’’’%
Trouver u" P C 2pR`,L2pR2qq X C 0pR`,Dp µ"qq tel que
⇢"
B2u"
Bt2 ´ divpµ"ru"q “ fpx, tq, x P R
2, t P R`,
u"px, 0q “ Btu"px, 0q “ 0, x P R2.
(2.2.2)
Interprétation physique des coeﬃcients ⇢ et µ L’équation (2.2.2), connue comme
l’équation d’onde acoustique linéaire dans le milieu p⇢", µ"q peut-être obtenue à partir de
diﬀérentes modèles physiques. Les équations de l’acoustique linéaire peuvent être vues
comme une dégénérescence des équations de l’élastodynamique linéaire lorsque le second
coeﬃcient de Lamé tend vers 0. Dans ce contexte, on a ⇢" “ 1{ " où  " est le premier
coeﬃcient de Lamé du matériau, et µ" “ 1{d" où d" est la densité du matériau. Nous
renvoyons par exemple à [80] pour plus de détails concernant ces aspects de modélisation.
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Remarque 2.2.1
Remarquons que le champ incident uinc, introduit dans la légende de la figure 2.2.1 est
simplement la solution du problème sans trou$’’&’’%
Trouver uinc P C 2pR`,L2pR2qq X C 0pR`,Dp qq tel que
⇢0B2t uinc ´ µ0 uinc “ fpx, tq, x P R2, t P R`,
uincpx, 0q “ Btuincpx, 0q “ 0, x P R2,
(2.2.3)
l’espace Dp q Ä L2pR2q étant le domaine de l’opérateur Laplacien  , défini par
Dp q :“ tv P H1pR2q tel que  v P L2pR2qu “ H2pR2q.
La proposition suivante est la première brique de notre étude, et assure l’existence d’une
unique solution au problème (2.2.2).
Proposition 2.2.2
Le problème modèle (2.2.2) est bien-posé : il admet une solution unique
u" P C 2pR`,L2pR2qq X C 0pR`,Dp µ"qq vérifiant de plus l’estimation suivantegffeª
R2
˜
⇢"
ˇˇˇˇBu"px, tq
Bt
ˇˇˇˇ2
` µ" |ru"px, tq|2
¸
dx §
ª t
0
dª
R2
1
⇢"
|fpx, ⌧q|2 dx d⌧, @t • 0.
(2.2.4)
Par ailleurs, u" possède la régularité
u" P C8pR`, Dp µ"qq.
Démonstration : Le caractère bien-posé du problème (2.2.2) peut se démontrer clas-
siquement selon deux méthodes : soit en utilisant le théorème de Hille-Yosida (voir par
exemple [20, Théorème 7.4]), soit en se basant sur une approche énergétique (voir par
exemple [42, Paragraphe 7.2]) plus conforme à la présentation faite dans ce manuscrit.
Nous avons fait le choix de ne pas exposer dans ce manuscrit l’arsenal technique néces-
saire à l’introduction du théorème de Hille-Yosida. Nous référons à [76] ou à [42, Théorème
7.2.7] concernant la régularité en temps de u".
Pour montrer l’estimation d’énergie a-priori, nous utilisons un raisonnement classique, que
nous rapportons ici en raison de l’importance que l’estimation (2.2.4) aura dans la suite
de ce manuscrit, et de la place centrale que celle-ci tient dans l’étude des phénomènes de
propagation en temps.
Soit u" P C 2pR`,L2pR2qq X C 0pR`,Dp µ"qq la solution de (2.2.2). En multipliant l’équa-
tion des ondes vérifiée par u" par Btu" et en intégrant sur R2 tout entier à t ° 0 fixé (ce
qui est légal en vertu du fait que u" P C 2pR`,L2pR2qq), nous obtenons l’identitéª
R2
`
⇢"B2t u"Btu" ´ divpµ"ru"qBtu"
˘ px, tq dx “ ª
R2
fpx, tqBtu"px, tq dx, @t ° 0.
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La régularité espace-temps de u" nous permet d’intervertir dérivée temporelle et intégrale
spatiale, tandis que la formule de Green appliquée au deuxième terme de l’intégrale à
gauche de l’égalité précédente, montre que au bilan :
1
2
d
dt
ª
R2
`
⇢" |Btu"|2 ` µ" |ru"|2
˘ px, tq dx “ ª
R2
fpx, tqBtu"px, tq dx, @t ° 0.
En notant Epu", tq l’énergie associée à u" au temps t ° 0 définie par
Epu", tq :“ 1
2
ª
R2
`
⇢" |Btu"|2 ` µ" |ru"|2
˘ px, tq dx,
nous avons donc montré que
dE
dt
pu", ⌧q “
ª
R2
fpx, ⌧qBtu"px, ⌧q dx, @⌧ ° 0. (2.2.5)
En intégrant l’égalité (2.2.5) entre 0 et t ° 0, il vient donc que
Epu", tq “
ª t
0
xfp⌧q, Btu"p⌧qyL2pR2q d⌧, @t ° 0, (2.2.6)
en vertu des conditions initiales nulles imposées à u", qui impliquent en particulier que
Epu", 0q “ 0.
Or d’après l’inégalité de Cauchy-Schwarz, et puisque
@⌧ ° 0, }Btu"p⌧q}2L2pR2, ⇢"q § 2Epu", ⌧q,
il vient que
xfp⌧q, Btu"p⌧qyL2pR2q § }fp⌧q}L2pR2, 1{⇢"q}Btu"p⌧q}L2pR2, ⇢"q
§ ?2}fp⌧q}L2pR2, 1{⇢"q
a
Epu", ⌧q,
et ce @⌧ ° 0. En reportant dans (2.2.6), nous obtenons que
Epu", tq §
?
2
ª t
0
}fp⌧q}L2pR2, 1{⇢"q
a
Epu", ⌧q d⌧, @t ° 0. (2.2.7)
Nous concluons en appliquant le lemme de Gronwall [50, p. 371], résultat classique dans
l’étude des inéquations diﬀérentielles :
Lemme 2.2.3 (Lemme de Gronwall)
Soit ↵ Ps0, 1r, ' et m deux fonctions continues positives définies sur r0, T s telles que
'ptq §
ª t
0
mpsq'psq↵ ds, @t P r0, T s.
Alors
'ptq §
ˆ
p1´ ↵q
ª t
0
mpsq ds
˙ 1
1´↵
, @t P r0, T s.
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En appliquant le lemme de Gronwall à la situation décrite par l’équation (2.2.7), il vient
que
Epu", tq §
ˆ
1?
2
ª t
0
}fp⌧q}L2pR2, 1{⇢"q d⌧
˙2
, @t ° 0,
ce qui achève la preuve. Notons que nous aurions également pu intégrer directement
l’inéquation diﬀérentielle (2.2.7).
˝
Notons que la proposition 2.2.2 fournit une estimation de u" indépendante de " dans
une norme indépendante de ", ce qui constitue un résultat de stabilité de la solution u"
relativement au paramètre " :
Corollaire 2.2.4
Il existe une constante C ° 0 telle que @" • 0 et pour tout T ° 0, on ait
sup
tPr0,T s
«››››Bu"ptqBt
››››
L2pR2q
` }ru"ptq}L2pR2q
 
§ C}f}L1p0,T,L2pR2qq
Démonstration : C’est une conséquence immédiate de la proposition 2.2.2 et de la
définition des coeﬃcients ⇢", µ".
˝
Le résultat précédent montre que la famille pu"q"•0 est uniformément bornée dans la norme
d’énergie, relativement au paramètre ".
Remarque 2.2.5
‚ Nous pourrions montrer de même que le problème (2.2.3) est bien posé, et que sa
solution uinc vérifie l’estimation a-priorigffeª
R2
˜
⇢0
ˇˇˇˇBuincpx, tq
Bt
ˇˇˇˇ2
` µ0 |ruincpx, tq|2
¸
dx §
ª t
0
dª
R2
1
⇢0
|fpx, ⌧q|2 dx d⌧, @t • 0.
‚ Étant donné le modèle considéré pour les paramètres physiques ⇢" et µ", le problème
de diﬀraction (2.2.2) est équivalent au problème suivant$’’’’’’’’’’’&’’’’’’’’’’’%
Trouver u" P C 2pR`,L2pR2qq X C 0pR`,Dp µ"qq tel que
⇢0B2t u" ´ µ0 u" “ fpx, tq, x P R2z
N§
n“1
!n" , t P R`,
⇢nB2t u" ´ µn u" “ 0, x P !n" , t P R`,
ru"sB!n" “ rµ"ru"¨nsB!n" “ 0, n P t1, ¨ ¨ ¨ , Nu, t P R`,
u"px, 0q “ Btu"px, 0q “ 0, x P R2,
où l’opérateur rvsB!n" désigne la diﬀérence des traces de v sur B!n" :
rvsB!n" :“ v` ´ v´, x P B!n" ,
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v` et v´ désignant respectivement la trace depuis R2z!n" et depuis !n" vers B!n" , et où
n est le vecteur normal à B!n" .
L’objectif de la suite de ce manuscrit est l’élaboration de modèles approchés de (2.2.2),
plus simples à résoudre numériquement que (2.2.2) lui-même. Ceci passe dans un premier
temps par l’analyse asymptotique de u" quand "Ñ 0, que nous décrivons dans le prochain
chapitre.
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CHAPITRE
3
Asymptotique de la diffraction
par des petites inclusions
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L’objectif de ce chapitre est l’obtention d’un développement asymptotique de la solution
u" du problème (2.2.2) quand " Ñ 0. Après un passage en revue des diﬀérents procédés
permettant d’obtenir un tel développement, nous mettons en place un certain nombre
de notions techniques préliminaires nous permettant d’appliquer la méthode des déve-
loppements asymptotiques raccordés, ce qui nous permettra d’obtenir un développement
asymptotique eﬀectif ainsi qu’une analyse d’erreur entre u" et son développement.
3.1 Introduction à la méthode des
développements asymptotiques raccordés
Il existe diﬀérentes méthodes pour obtenir un développement asymptotique de la solu-
tion u" en fonction de ". Citons les méthodes de type équations intégrales, consistant à
écrire le problème de diﬀraction sous la forme équivalente d’une équation de Lippman-
Schwinger, puis à eﬀectuer un développement asymptotique du noyau intégral, la méthode
des développements multi-échelles (ou encore méthodes des développements composés) ou
finalement la méthode des développements asymptotiques raccordés.
Nous optons pour la méthode des développements asymptotiques raccordés. Précisons
dans un premier temps ce que nous appelons développement asymptotique, et introduisons
au préalable la notion de séquence de jauge.
Définition 3.1.1
‚ Une suite de fonctions p pqpPN définies sur un intervalle de la forme r0, "0r est appelée
une séquence de jauge si @p P N, nous avons la relation suivante
 p`1p"q
 pp"q Ñ"Ñ0 0,
ce que nous noterons indiﬀéremment
 p`1p"q “
"Ñ0 op pp"qq.
‚ Nous dirons d’une fonction h définie sur un intervalle de la forme r0, "0r qu’elle admet
un développement asymptotique ou un développement en série le long de la séquence
de jauge p pqpPN si il existe une suite pcpqpPN telle que @n P N, nous avons
hp"q ´
nÿ
p“0
cp pp"q “
"Ñ0 op np"qq.
Nous noterons alors
hp"q “
8ÿ
p“0
cp pp"q, quand "Ñ 0.
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L’idée sous-jacente à la méthode des développements asymptotiques raccordés est qu’il
est impossible d’obtenir un développement asymptotique de u" du type
u"px, tq “
ÿ
pPN
 pp"q uppx, tq, (3.1.1)
qui serait valable uniformément en espace, les  p étant des fonctions de jauge et les up des
fonctions indépendantes de ", et ce à cause du caractère singulier du problème que nous
considérons [57]. Le problème provient du fait qu’au voisinage de chacune des inclusions,
la variable canonique n’est plus x mais x{". Il est nécessaire de considérer un ansatz
diﬀérent de (3.1.1) au voisinage de chacune des inclusions. Un ansatz désigne une série
formelle, dont la forme est choisie a priori, et dont les propriétés sont vérifiées a posteriori.
Précisément, nous allons chercher à approcher la solution exacte u" sous la forme d’un
ansatz du type (3.1.1) à grande distance des inclusions, tandis qu’au voisinage de chacune
d’entre elle (disons la n-ème inclusion), nous chercherons à exprimer la solution u" sous
la forme
u"px, tq “
ÿ
pPN
µpp"q Unp
´x´ xn
"
, t
¯
, (3.1.2)
les Up : px, tq ﬁÑ Uppx, tq étant des fonctions indépendantes de ". Le concept d’ansatz
repose sur la démarche d’analyse-synthèse suivante : nous décrétons que nous cherchons
à approcher la solution u" par des séries formelles du type (3.1.1) et (3.1.2) dans des
régions de l’espace adaptées, nous dériverons des propriétés qui caractérisent les termes
de ces séries formelles, nous prouverons l’existence de ces termes dans un cadre fonctionnel
adapté, puis enfin nous prouverons que les ansatz de champ proche et de champ lointain
sont des bonnes approximations de u" dans les zones de champ lointain et de champ
proche.
Avant d’aller plus loin, il est nécessaire de décrire un peu plus avant la dépendance du
problème (2.2.2) vis-à-vis de ". Précisons un peu plus avant les hypothèses que nous
utiliserons sur la géométrie des inclusions.
Hypothèse 3.1.2
Nous supposons que nous disposons d’une famille de N points distincts pxnq1§n§N de
R2 qui représenterons les centres des inclusions. Précisément, nous supposons que les
inclusions !n" sont des versions translatées en xn et mise à l’échelle " d’une inclusion de
référence !n.
Ainsi, nous supposons que nous disposons d’une famille p!nq1§n§N d’ouverts bornés et
lipschitziens de R2, tels que pour tout n P t1, . . . , Nu, 0 P R2 soit le centre de gravité de
!n, c’est-à-dire ª
!n
x dx “ 0.
Nous supposons alors que les inclusions du problème physique (2.2.2) s’obtiennent de la
manière suivante
!n" “
!
x P R2, x´ xn
"
P !n
)
,
de sorte que xn est le centre de gravité de !n" .
Nous supposons également que la source f du problème de diﬀraction (2.2.2) a un support
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spatial bien séparé des inclusions. Ainsi, nous supposons qu’il existe un compact K Ä R2
et une constante  ° 0 tels que
supp fptq Ä K, @t • 0,
et vérifiant de plus
distp!n" , Kq • , @n P t1, . . . , Nu, @" P r0, 1s,
où dist est la distance de Hausdorﬀ.
Eﬀectuons quelques remarques sur les hypothèses qui précèdent.
Remarque 3.1.3
‚ La distance de Haussdorf est définie, pour K1, K2 deux compacts de R2, par
distpK1, K2q :“ maxt sup
xPK1
dpx, K2q, sup
xPK2
dpx, K1qu,
la distance à un compact K, notée dp¨ , Kq, étant définie par
dpx, Kq :“ min
yPK dpx,yq,
d désignant la distance euclidienne sur R2. Notons que nous aurions pu utiliser une
autre distance définie sur les compacts de R2 que la distance de Haussdorf.
‚ Il est fondamental de noter que la taille des inclusions !n" varie linéairement avec "
tandis que leur position est fixe. Cette hypothèse est fondamentale dans les calculs que
nous dériverons dans ce manuscrit, même si nous aurions pu utiliser des hypothèses un
peu plus générales. Notamment, nous ne supposons pas que les obstacles se rapprochent
à mesure que " Ñ 0, comme par exemple dans [17], où les auteurs considèrent le cas
de deux inclusions de taille " centrées respectivement en x"1 et x"2 (ces points pouvant
possiblement varier dans le plan à mesure que "Ñ 0), vérifiant
|x"1 ´ x"2| § C"↵,
avec ↵ Ps0, 1r et C ° 0 deux constantes indépendantes de ". Cette hypothèse entraîne
l’apparition de termes supplémentaires dans le développement asymptotique de la so-
lution u" en fonction de ".
‚ Notons que pour tout n P t1, . . . , Nu, xn est le centre de gravité de !n" mais que xn
n’appartient pas nécessairement à !n" . Un exemple de telle inclusion est représentée
figure 3.1.1.
Décrivons à présent le fonctionnement de la méthode des développements asymptotiques
raccordés. Nous introduisons N zones dites de champ proches, une associée à chaque
inclusion, ainsi qu’une zone de champ lointain ; puis de définir dans chacune de ces zones
un ansatz de champ proche. Les ansatz de champ proche ont pour fonction de rattraper
le changement de nature du problème limite.
Ainsi nous introduisons, pour n P t1, . . . , Nu, la zone de champ proche associée à l’inclu-
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‚xn
!n"
Figure 3.1.1 – Exemple d’inclusion !n" non connexe (les deux composantes connexes de
!n" sont les parties grisées) et telle que xn R !n" .
sion numéro n
ZPn," :“ tx P R2 tels que |x´ xn| § 2
?
"u “ Dpxn, 2?"q,
et nous introduisons également la zone de champ lointain
ZL" “ R2z
N§
n“1
Dpxn,?"q.
Notons que l’intersection de la zone de champ lointain avec la n-ième zone de champ
proche est non vide et constitue ce que nous nommerons la n-ième zone de raccord :
ZRn," :“ ZPn," X ZL" “ tx P R2 tels que
?
" § |x´ xn| § 2?"u.
Nous renvoyons à la figure 3.1.2 pour une illustration de ce découpage géométrique.
Remarque 3.1.4
‚ Une alternative à la nécessité de considérer N zones de champ proche, et donc N zones
de raccord, est d’appliquer la méthode des développements asymptotiques raccordés
pour une unique inclusion, nous permettant de caractériser le champ diﬀracté par une
unique inclusion, puis de superposer ces résultats pour le cas de N inclusions. En eﬀet,
étant donnée l’hypothèse 3.1.2 et le fait que les inclusions ne se rapprochent pas les unes
des autres quand "Ñ 0, le champ diﬀracté au premier ordre non nul pour le problème
avec N inclusions est simplement la somme des N champs diﬀractés pour le problème
avec une inclusion. Nous montrerons ceci dans la suite de cette section.
‚ L’échelle caractéristique définissant les zones de champ proche, de champ lointain et
de raccord est
?
". Ce choix est arbitraire : nous pouvons remplacer la fonction
?¨ par
toute fonction croissante ⌘ : r0, 1s Ñ r0, 1s vérifiant
⌘p"q Ñ
"Ñ0 0 ainsi que
⌘p"q
"
Ñ
"Ñ0 8,
et la méthode des développements asymptotiques raccordés s’appliquerait tout aussi
bien. L’idée est que les zones de champ proche et de raccord tendent, formellement,
vers un ensemble de mesure nulle quand "Ñ 0, mais strictement plus lentement que "
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lui-même.
‚ Nous pourrions introduire une telle fonction ⌘ pour chacune des inclusions. Le dévelop-
pement en champ proche et en champ lointain de u" qui en résulterait serait strictement
identique. Par soucis de lisibilité, nous avons donc choisi cette échelle
?
" et nous y re-
streignons tout au long de ce manuscrit.
!n"
‚
x"n
Rdz!n"
„ "
ZPn,"
|x´x"n|“?"
|x´x"n|“2?"
ZRn,"
ZL"
Figure 3.1.2 – Découpage en zones du domaine de calcul pour la méthode des développe-
ments asymptotiques raccordés : zones de champ proche, de champ lointain et de raccord
autour de la n-ème inclusion.
Concentrons nous sur la décomposition en champ lointain dans un premier temps. A
grande distance du défaut (dans la zone de champ lointain), nous cherchons la solution
sous la forme
u"px, tq “
8ÿ
k“0
 kp"qukpx, tq, (3.1.3)
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où les fonctions px, tq ﬁÑ ujpx, tq ne dépendent pas de ". Nous cherchons une caractérisa-
tion de ces fonctions.
Ceci peut-être fait formellement en insérant le développement (3.1.3) dans l’équation
(2.2.2) qui caractérise u". Puisque nous sommes intéressés par le calcul d’une approxima-
tion en champ lointan, c’est-à-dire loin de l’obstacle, il est légitime de remplacer ⇢", µ"
par ⇢0, µ0 dans (2.2.2). Ceci conduit aux équations$’’’’’&’’’’’%
⇢0B2t u0 ´ µ0 u0 “ fpx, tq,
u0px, 0q “ Btu0px, 0q “ 0, @x P R2, t P R`,
⇢0B2t uk ´ µ0 uk “ 0,
ukpx, 0q “ Btukpx, 0q “ 0, @k • 1, x P R2ztx1, . . . ,xnu, t P R`.
(3.1.4)
Étant donné que les problèmes de propagation d’ondes dans l’espace libre sont bien posés,
si nous supposons que u1, u2, . . . sont réguliers au voisinage de xn, n “ 1 . . . N , c’est-à-
dire si nous cherchons les uk, k • 1 dans les espaces de Sobolev traditionnellement
adaptés à l’étude de l’équation des ondes, alors nécessairement uk “ 0 pour tout k • 1.
C’est pourquoi nous allons autoriser les uk à être singuliers au voisinage de 0, le cadre
fonctionnel adapté étant donné par la théorie de Kondratiev décrite section 3.2.3.
Examinons maintenant la description de l’approximation en champ proche, au voisinage
de la n-ème inclusion. En insérant l’ansatz (3.1.2) dans (2.2.2), et posant Unp “ 0 pour
p § ´1, nous arrivons au système d’équation récurrent suivant
´divpµ˜nrUnk q “ ´⇢˜nB2tUnk´2 x P R2, t P R` , (3.1.5)
où les paramètres µ˜n et ⇢˜n sont les versions translatées et normalisées sur la n-ème inclu-
sion des paramètres globaux ⇢" et µ" définis par (2.2.1) :
µ˜np⇠q “
"
µ0 si ⇠ P R2z!n,
µn si ⇠ P !n, ⇢˜
np⇠q “
"
⇢0 si ⇠ P R2z!n,
⇢n si ⇠ P !n.
Moralement, comme les inclusions ne se rapprochent pas les unes des autres à mesure
que " Ñ 0 en vertu de l’hypothèse 3.1.2, considérer un ansatz de champ proche associé
à la n-ème inclusion consiste à faire un zoom sur cette inclusion, c’est-à-dire une mise à
l’échelle ". L’inclusion se normalise alors, et toutes les autres inclusions partent à l’infini,
ce qui explique pourquoi les paramètres µ˜n et ⇢˜n ne dépendent plus que de l’inclusion !n.
Dans le même ordre d’idée que pour les termes du champ lointain, si nous cherchons les
Unp dans des espaces fonctionnels imposant des décroissances à l’infini (au moins dans un
sens faible, par exemple au sens H1pR2q), alors nécessairement il viendra que Unp “ 0. Nous
serons donc amenés à chercher ces inconnues dans des espaces fonctionnels admettant des
comportements non bornés au voisinage de l’infini, là encore, la théorie de Kondratiev
fournissant un cadre fonctionnel adapté.
Le champ total sera cherché sous la forme d’une combinaison convexe de séries du type
(3.1.3) (pour le champ à grande distance des inclusions) et (3.1.2) (au voisinage de chacune
des inclusions). Le champ total étant régulier, mais chacun des ansatz de champ lointain
36 CHAPITRE 3. ASYMPTOTIQUE DE LA DIFFRACTION PAR DES PETITES INCLUSIONS
et de champ proche étant, a priori, singulier, respectivement au voisinage de chacun des
xn et au voisinage de l’infini, nous allons voir apparaître des conditions dites de raccord,
qui expriment le fait que le champ total est régulier, et se traduisant par des relations de
compatibilité entre les singularités du champ lointain au voisinage de chacun des xn et
les singularités des termes de champ proche au voisinage de l’infini.
3.2 Interlude technique
Dans cette section, nous introduisons un certain nombre de notions techniques et regrou-
pons des résultats relatifs à celles-ci, qui nous seront utiles dans la suite de ce chapitre,
lorsque nous traiterons l’analyse asymptotique du problème (2.2.2) à proprement parler.
Précisément, nous abordons la notion de fonction de troncature, de solution fondamentale
pour l’équation des ondes et enfin nous présentons un aperçu de la théorie de Kondratiev,
qui nous permettra d’étudier des problèmes aux limites dont les solutions sont singulières.
3.2.1 Fonctions de troncature
Dans la suite, nous utiliserons deux fonctions de troncature  , : R2 Ñ R` de classe C8
radiales et vérifiant
 pxq “ 1´  pxq.
Nous supposons que  pxq ne dépend que de |x| et nous noterons abusivement  pxq “
 p|x|q. Nous supposons par ailleurs que  pxq “ 1 pour |x| § 1 et  pxq “ 0 pour |x| • 2.
Étant donné s ° 0 fixé, nous noterons
 spxq :“  px{sq et  spxq :“  px{sq
les versions mises à l’échelle s de   et  respectivement. Le graphe de ces fonctions de
troncature est aﬃché figure 3.2.1.
|x|
 pxq
1
1
20
|x|
 pxq
1
1
20
Figure 3.2.1 – Graphes des fonctions de troncature   et  .
Ces fonctions de troncature nous permettrons de localiser les ansatz de champ proche
dans leur zone de champ proche respective, l’ansatz de champ lointain dans la zone de
champ lointain, et interviendrons dans l’expression du champ approché.
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3.2.2 Solution fondamentale de l’équation des ondes
Introduisons c0 “
a
µ0{⇢0 la vitesse dans le milieu p⇢0, µ0q et notons G : px, tq ﬁÑ Gpx, tq
la fonction de Green, ou encore solution fondamentale, c’est-à-dire une solution causale
de l’équation aux dérivées partielles“B2tG ´ c20 G‰ px, tq “  ptq pxq, x P R2, t • 0.
Si c0 est constante, cette fonction est donnée par (voir [41])
Gpx, tq “ 1
2⇡c0
10§|x|§c0ta
c20t
2 ´ |x|2 ,
où . Notons qu’il est alors aisé de montrer que @t ° 0, Gp‚, tq P L1pR2q.
Soit à présent a une fonction causale de classe C8, c’est-à-dire que
aptq “ 0, @t § 0.
Considérons la convolution en temps de a par G notée a ‹
t
G. Etant données les propriétés
usuelles du produit de convolution, il vient que
⇢0B2t pa ‹t Gq ´ µ0 pa ‹t Gq “ ⇢0  x b at,
la notation "at" servant simplement à rappeler que a dépend de t uniquement. En parti-
culier, nous constatons que
pa ‹
t
Gqpx, tq “ 1
2⇡c0
ª t´|x|{c0
0
apsq dsa
c20pt´ sq2 ´ |x|2
est solution d’une équation d’onde homogène dans pR2zt0uq ˆ R`.
3.2.3 Introduction à la théorie de Kondratiev
Comme nous le verrons, l’application de la méthode des développements raccordés conduit
à l’étude d’équation aux dérivées partielles dont les inconnues vivent dans des espaces de
Sobolev à poids, les éléments duquel sont des fonctions dont le comportement ponctuel
ou au voisinage de l’infini est potentiellement singulier, et paramétré par un nombre réel.
Pour introduire ces espaces, un outil fondamental est la transformation de Mellin, dont
nous présentons quelques propriétés. Dans un deuxième temps, nous introduisons les es-
paces de Sobolev à poids qui nous serviront à étudier les fonctions de champ lointain (ces
fonctions sont singulières au voisinage de l’origine), puis les espaces de Sobolev pour les
fonctions de champ proche (fonctions singulières au voisinage de l’infini).
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3.2.3.a Transformations de Laplace et de Mellin
Rappelons la définition de la transformée de Laplace L, qui est une généralisation de
la transformée de Fourier aux fréquences complexes. Elle est définie, pour une fonction
v P C80 pRq, par pvp q “ pLvqp q :“ ª `8
´8
e´ tvptq dt,   P C. (3.2.1)
Nous énonçons quelques propriétés de la transformée de Laplace (voir [67, lemme 5.2.3]).
Proposition 3.2.1
1. La transformée de Laplace (3.2.1) définit une application linéaire continue de C80 pRq
dans l’espace des fonctions analytiques du plan complexe. De plus,
pLBtvqp q “  pLvqp q,   P C, v P C80 pRq.
2. Une égalité de Parseval est satisfaite : pour tout   P R,
@pu, vq P C80 pRq2,
ª `8
´8
e2 tuptqvptq dt “ 1
2⇡i
ª
Re  “´ 
pup qpvp q d , (3.2.2)
où l’intégration dans le terme de droite de (3.2.2) a lieu sur le chemin l´  :“ ti⌧ ´
 , ⌧ P Ru. Ainsi la transformation de Laplace (3.2.1) peut-être étendue en un
isomorphisme
L2 pRq Ñ L2pl´ q
où
L2 pRq :“ tv P L2locpRq { e tv P L2pRqu.
3. La transformée de Laplace inverse est donnée par la formule suivante, pour v P
L2 pRq,
vptq “ pL´1pvqptq :“ 1
2⇡i
ª
l´ 
e tpvp q d .
4. Soient  1 †  2. Si v P L2 1pRq X L2 2pRq, alors pv est holomorphe dans la bande´ 2 † Re   † ´ 1.
Précisons que pour   P R, la droite l  est orientée "de bas en haut", c’est-à-dire de ´i8` 
vers `i8`  .
Moralement, la transformée de Laplace transporte le comportement au voisinage de l’in-
fini dans le domaine réel vers un comportement d’analyticité dans le domaine fréquentiel,
comme exprimé au travers du point 4 dans la proposition 3.2.1. Nous allons introduire un
outil auxiliaire, la transformation de Mellin, relié à la transformation de Laplace, qui met-
tra en correspondance le comportement au voisinage d’un point dans le domaine réel avec
le domaine d’holomorphie dans le domaine fréquentiel. Nous reprenons les présentations
faites dans [43, 67, 61].
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La transformée de Mellin M est définie, pour v P C80 pR`‹ q par
rvp q “ pMvqp q :“ ª 8
0
r´ vprq dr
r
. (3.2.3)
Il est clair que
pMvqp q “ pLvpetqqp q. (3.2.4)
En eﬀet, un simple changement de variable montre que
pMvqp q “
ª 8
0
r´ ´1vprq dr
“
r“et
ª 8
´8
e´ tvpetq dt.
L’équation (3.2.4) couplée à la proposition 3.2.1 va nous permettre d’établir un certain
nombre de propriétés de la transformation de Mellin.
Proposition 3.2.2
1. La transformée de Mellin (3.2.3) définit une application linéaire continue de C80 pR`‹ q
dans l’espace des fonctions analytiques du plan complexe. De plus,
pMprBrvqqp q “  pMvqp q,   P C, v P C80 pRq.
2. Une égalité de Parseval est satisfaite : pour tout   P R,
@pu, vq P C80 pR`‹ q2,
ª 8
0
r2 uprqvprq dr
r
“ 1
2⇡i
ª
Re  “´ 
rup qrvp q d , (3.2.5)
où l’intégration dans le terme de droite de (3.2.5) a lieu sur le chemin
l´  :“ ti⌧ ´  , ⌧ P Ru. Ainsi la transformation de Mellin (3.2.3) peut-être étendue
en un isomorphisme
tv P L2locpR`‹ q { r ´1{2v P L2pR`‹ qu Ñ L2pl´ q.
3. La transformée de Mellin inverse est donnée par la formule
vprq “ pM´1rvqprq :“ 1
2⇡i
ª
l´ 
r rvp q d . (3.2.6)
4. Soient  1 †  2. Si r i´1{2v P L2pR`‹ q pour i “ 1, 2, alors rv est holomorphe dans la
bande ´ 2 † Re   † ´ 1.
Dans la proposition ci-dessus, et en particulier dans l’énoncé de la formule de Parseval
(3.2.5) et la formule d’inversion (3.2.6), nous voyons apparaître un paramètre   qui a loisir
d’être un réel quelconque. En réalité, ces formules s’appliquent dès lors que   est tel que
Mvp q est bien définie pour Re   “  .
Quand v P C80 pRq, alors la transformée de Mellin de v est définie et holomorphe dans le
plan complexe tout entier. Pour des fonctions v moins régulières, il arrive fréquemment que
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Mv ne soit définie que dans une bande du plan complexe. Par exemple, si nous supposons
que v : RÑ R est une fonction mesurable, telle que
vprq “
rÑ0 Opr
 q et vprq “
rÑ`8 Opr
 q,
où   et   sont deux réels tels que   †  , alors la transformée de Mellin de v, définie par
la formule (3.2.3), est définie et holomorphe dans la bande
x ,  y :“ t  P C tels que   † Re   †  u. (3.2.7)
La bande fondamentale d’une fonction v : R Ñ R mesurable est la bande maximale (au
sens de l’inclusion) du type (3.2.7) sur laquelle soit définie Mv. Les formules de Parseval
et d’inversion pour la transformée de Mellin s’appliquent encore, si tant est que   soit
choisi dans la bande fondamentale de v.
Citons également une propriété élémentaire, qui nous sera utile dans la suite : la multi-
plication par un monôme est une translation dans le domaine de Mellin.
Proposition 3.2.3
Si v P C80 pR`‹ q, alors pour tout µ P R,
Mprµvqp q “ rvp ´ µq, @  P C.
Moralement, on le voit dans la proposition 3.2.2, la transformée de Mellin met en rela-
tion le comportement au voisinage de l’origine de la fonction originelle avec le domaine
d’holomorphie de sa transformée.
Remarque 3.2.4
Notons que
M
ˆ
v
ˆ
1
r
˙˙
p q “Mpvqp´ q,
ce qui montre que la transformée de Mellin est également un outil pour étudier le com-
portement d’une fonction donnée au voisinage de l’infini (au sens de la proposition 3.2.2).
3.2.3.b Espaces de Sobolev à poids pour le champ lointain
Dans la suite, ⌦ désignera un disque ouvert de rayon R épointé en 0.
⌦ :“ tpr cos ✓, r sin ✓q P R2, 0 † r † R, 0 § ✓ † 2⇡u,
où R Ps0,`8r. En pratique, ⌦ sera souvent choisi comme étant le disque unité épointé. La
théorie que nous présentons s’adapte plus généralement au cas où ⌦ est un cône épointé,
mais nous n’appliquerons les résultats de cette section qu’au cas du disque. Introduisons
C8‹ p⌦q :“ t' P C8p⌦q | ' “ 0 dans un voisinage de 0u.
Pour tout multi-indice ↵ “ p↵1,↵2q P N2, nous notons |↵| “ ↵1 ` ↵2.
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Définition 3.2.5
Soit k P N et   P R. Nous définissons Vk p⌦q comme le complété de C8‹ p⌦q pour la norme
}v}2Vk p⌦q :“
ÿ
|↵|§k
ª
⌦
|x|2p `|↵|´kq|B↵xv|2dx. (3.2.8)
Nous utiliserons régulièrement les espaces V0 p⌦q et V1 p⌦q dans la suite de ce manuscrit.
Remarquons que L2p⌦q “ V00p⌦q et H1p⌦q Ä V11p⌦q. En eﬀet, si v P H1p⌦q, alors le
caractère borné de ⌦ garantit l’existence d’une constante C ° 0 indépendante de v telle
que
}v}2V11p⌦q “
ª
⌦
|x|2|rv|2 dx` }v}2L2p⌦q § C}v}2H1p⌦q † 8,
ce qui montre que v P V11p⌦q.
De manière générale, l’espace Vk p⌦q coïncide avec l’espace de Sobolev standard Hkp⌦q,
excepté au voisinage de 0, où les fonctions de Vk p⌦q ont un comportement paramétré par
  : au pire, celles-ci se comportent comme r´ ´1 au voisinage de 0. Précisément, nous
avons le résultat suivant
Proposition 3.2.6
Soit k P N et   P R. Soit   P N2 un multi-indice et v la fonction définie sur ⌦ par
vpxq “ x .
Alors v P Vk p⌦q si et seulement si | | ° ´  ´ 1` k.
Démonstration : La démonstration est élémentaire : si ↵ P N2 est un multi-indice,
alors
B↵xv “ B↵1x1 B↵2x2 v “
“B↵1x1 x 11 ‰ˆ “B↵2x2 x 22 ‰
“ C↵,  x 1´↵11 x 2´↵22 ,
où C↵,  “  1p 1 ´ 1q . . . p 1 ´ ↵1 ` 1q  2p 2 ´ 1q . . . p 2 ´ ↵2 ` 1q. En particulier C↵,  “ 0
dès que ↵i °  i pour i “ 1 ou 2. Ainsi
}v}2Vk p⌦q “
ÿ
|↵|§k
ª
⌦
|x|2p `|↵|´kq|B↵xv|2dx
“ ÿ
|↵|§k
C2↵, 
ª
⌦
|x|2p `|↵|´kq|x 1´↵11 x 2´↵22 |2 dx
“ ÿ
|↵|§k
C2↵, 
ª R
0
r2p `|↵|´k`| |´|↵|q`1 dr
ª 2⇡
0
| cos ✓|2p 1´↵1q| sin ✓|2p 2´↵2q d✓
“ ÿ
|↵|§k
C2↵, 
ª R
0
r2p ´k`| |q`1 dr
ª 2⇡
0
| cos ✓|2p 1´↵1q| sin ✓|2p 2´↵2q d✓
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Si ↵i °  i pour i “ 1 ou i “ 2 alors C↵,  “ 0, tandis que si ↵i §  i pour i “ 1 et 2,
alors les intégrales en ✓ sont finies. Ainsi par comparaison aux intégrales de Riemann,
}v}2Vk p⌦q † 8 si et seulement si 2p  ´ k ` | |q ` 1 ° ´1 c’est-à-dire si et seulement si| | ° ´  ´ 1` k.
˝
Nous disposons du résultat d’injection suivant :
Proposition 3.2.7
Soient pk1, k2q P N2, k1 ° k2 et p 1,  2q P R2. Si  1 ´ k1 “  2 ´ k2, alors Vk1 1p⌦q s’injecte
continument dans Vk2 2p⌦q.
Démonstration : Soit v P Vk1 1p⌦q. Alors puisque  1 ´ k1 “  2 ´ k2 et k2 † k1, il est
clair que
}v}2
V
k2
 2
p⌦q “
ÿ
|↵|§k2
ª
⌦
|x|2p 2`|↵|´k2q|B↵xv|2 dx
“ ÿ
|↵|§k2
ª
⌦
|x|2p 1`|↵|´k1q|B↵xv|2 dx
§ ÿ
|↵|§k1
ª
⌦
|x|2p 1`|↵|´k1q|B↵xv|2 dx
“ }v}2
V
k1
 1
p⌦q,
ce qui montre que Vk1 1p⌦q s’injecte continument dans Vk1 1p⌦q.
˝
Nous noterons également
V˚1 p⌦q “ tv P V1 p⌦q | v “ 0 sur B⌦u,
l’ensemble des fonctions de V1 p⌦q s’annulant sur le bord.
Remarque 3.2.8
Pour k • 1 et v P V˚k p⌦q, il est légitime de parler de la trace de v sur B⌦ car v est H1
au voisinage du bord de ⌦. Nous notons Vk´1{2  pB⌦q l’espace des traces de fonctions de
Vk p⌦q.
La théorie de Kondratiev fournit des résultats de régularité pour les solutions de problèmes
elliptiques en terme des normes } }Vk  , résultats que nous allons explorer ici. Nous suivons
principalement la présentation faite dans [67].
Le résultat suivant est une application directe de l’analyse faite [67, Théorème 6.1.2].
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Proposition 3.2.9
Pour tout   Ps1, 2r, l’opérateur   : V2 p⌦q X V˚1 ´1p⌦q Ñ V0 p⌦q est continu, surjectif. De
plus dim kerp q “ 1.
Le résultat précédent étend les résultats usuels pour l’opérateur de Laplace dans les
espaces de Sobolev classiques, puisque comme nous allons le voir, pour   Ps1, 2r,
H2p⌦q X H10p⌦q Ä V2 p⌦q X V˚1 ´1p⌦q.
En eﬀet, nous avons le résultat suivant
Proposition 3.2.10
Si u P H1p⌦q, et si   ° 1
2
, alors
}u}V0´1` p⌦q §
1
 
}ru}V0 p⌦q. (3.2.9)
De plus, H2p⌦q Ä V2 p⌦q pour   ° 1.
Démonstration : Citons pour commencer l’inégalité de Hardy (voir par exemple [54,
Théorème 330])
Lemme 3.2.11 (Inégalité de Hardy)
Soit u P C80 pR`q et   ° ´1{2. Alors
}r u}L2pR`q § 12  ` 1
››››r `1dudr
››››
L2pR`q
.
La première partie de la proposition découle immédiatement de l’inégalité de Hardy,
modulo un changement de variable sur   et un passage en coordonnées polaires dans les
intégrales définissant les normes intervenant à gauche et à droite de l’inégalité.
La deuxième partie de la proposition s’en déduit alors. En eﬀet, si v P H2p⌦q, alors
}v}2V2 p⌦q “
ÿ
|↵|§2
ª
⌦
|x|2p `|↵|´2q|B↵xv|2 dx
§ Cp}rv}2L2p⌦q ` } v}2L2p⌦qq ` }v}2V0 ´2p⌦q
§ C}v}2H2p⌦q,
où C ° 0 est une constante indépendante de v, et où nous avons utilisé le caractère borné
de ⌦ pour la première inégalité, et l’équation (3.2.9) pour la deuxième inégalité.
˝
Notons que l’inclusion H2p⌦q Ä V2 p⌦q est stricte. Par exemple, il est aisé de constater
que ln |x| P V2 p⌦qzH2p⌦q pour   Ps1, 2r.
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Transformation de Mellin et espaces de Sobolev à poids La transformée de
Mellin nous permet de donner une caractérisation des espaces Vk . Soit   P R. Pour une
fonction v P V2 p⌦q, nous noterons v son prolongement à R2zt0u tout entier défini par
vpxq “
"
 pxqvpxq si x P ⌦,
0 sinon, (3.2.10)
où   est une fonction de troncature radiale de classe C8, valant 1 dans un voisinage de
l’origine et nulle hors de ⌦.
En vertu du fait que v P V2 p⌦q, il vient que le prolongement v ainsi défini satisfait
également
v P V2 pR2q.
Dans la suite nous omettrons de noter explicitement le prolongement v, et nous noterons
encore v le prolongement défini par (3.2.10). Ceci nous permet de calculer la transformée
de Mellin radiale de v, que nous noterons
rvp q :“ ª `8
0
r´ vprq dr
r
P L2p0, 2⇡q
conformément à la notation introduite section 3.2.3.a. Notons que la définition de la
transformée de Mellin ainsi introduite n’est pas intrinsèque et dépend a priori du choix
de la fonction de troncature  .
La proposition qui suit donne le domaine d’holomorphie de la transformée de Mellin
d’une fonction appartenant aux espaces V2  et est une conséquence directe du point 2. de
la proposition 3.2.2.
Proposition 3.2.12
Si v P V2 p⌦q X V˚1 ´1p⌦q, alors v P V0 ´2p⌦q et la transformée de Mellin radiale de v est
holomorphe dans la bande
t  P C tels que Re   † 1´  u.
Nous pouvons à présent caractériser la norme } ¨ }Vk  en terme de la transformée de Mellin.
La proposition qui suit est une conséquence directe de l’égalité de Parseval (voir par
exemple [67, Lemme 6.1.4]).
Lemme 3.2.13
Soit k • 1 un entier et   P R. Alors sur l’espace Vk p⌦q X V˚1 ´k`1p⌦q, la norme }¨ }Vk p⌦q
définie par (3.2.8) est équivalente à la norme
}v} :“
˜
1
2⇡i
ª
Re  “´ `k´1
kÿ
j“0
| |2j}rvp , ¨ q}Hk´jps0,2⇡rq d 
¸ 1
2
.
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Par ailleurs, nous disposons du résultat suivant, qui nous fournit l’asymptotique de la
solution d’une équation au Laplacien près des singularités du domaine (ici l’origine), voir
[67, Théorème 6.4.1].
Proposition 3.2.14
Pour tout v P V2 p⌦q X V˚1 ´1p⌦q avec   Ps1, 2r tel que  pvq P V01´ p⌦q pour   P R`zN
fixé, il existe des coeﬃcients ⇡10pvq, ⇡↵pvq P C, |↵| § r s (où r s désigne la partie entière
de  ) tels que nous ayons la décomposition suivante :
v‹pxq :“ vpxq ´ ⇡10pvq ln |x| ´
ÿ
|↵|§r s
⇡↵pvqx↵ P V21´ p⌦q. (3.2.11)
Par ailleurs, ces coeﬃcients dépendent continûment de v i.e. il existe une constante c ° 0
indépendante de v telle que
|⇡10pvq| `
ÿ
|↵|§r s
|⇡↵pvq| ` }v‹}V21´ p⌦q § c} v}V01´ p⌦q ` c}v}V0 ´2p⌦q.
Commentons les hypothèses de cette proposition. Par hypothèse, comme v P V2 p⌦q X
V˚1 ´1p⌦q, d’après la proposition 3.2.9 il vient que
 v P V0 p⌦q.
L’hypothèse  v P V01´ p⌦q apporte des informations supplémentaires sur v puisque étant
donné que   ° 1´  , l’inclusion
V01´ p⌦q Ä V0 p⌦q
est vérifiée.
Enfin, la conclusion de cette proposition est pertinente puisque quand   ° 0, ni ln |x| ni
les fonctions x↵ pour |↵| §   n’appartiennent à l’espace V21´ p⌦q.
Une façon alternative de présenter ce résultat est d’aﬃrmer qu’il existe des formes linéaires
continues ⇡10, ⇡↵, |↵| § r s définies sur
tv P V2 p⌦q X V˚1 ´1p⌦q telles que  v P V01´ p⌦qu
telles que l’égalité fonctionnelle (3.2.11) ait lieu.
Passons à la preuve de ce résultat.
Démonstration : (de la Proposition 3.2.14) Posons f “  v P V01´ p⌦q, avec v P
V2 p⌦q X V˚1 ´1p⌦q. Fixons ✓ P r0, 2⇡s. En passant en coordonnées polaires, il vient
r2fpr, ✓q “ rBrprBrvpr, ✓qq ` pB2✓vqpr, ✓q, @r ° 0, (3.2.12)
à une multiplication par la fonction de troncature   près. Comme v P V2 p⌦q, il vient
que v P V0 ´2p⌦q et par suite que   ﬁÑ rvp , ✓q est analytique dans le demi-plan C1´  :“tRe   † 1´  u d’après la proposition 3.2.12.
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De même, comme f P V01´ , il vient que   ﬁÑ rfp ´2, ✓q est holomorphe dans le demi-plan
C .
En appliquant la transformée de Mellin à l’égalité (3.2.12), et en utilisant la proposition
3.2.2, nous obtenons rfp ´ 2, ✓q “  2rvp , ✓q ` B2✓rvp , ✓q, @  P C1´ . (3.2.13)
L’égalité (3.2.13) va nous permettre d’étendre   ﬁÑ rup , ✓q en une fonction méromorphe
du demi-plan C , modulo l’inversion de l’opérateur B2✓ `  2.
L’opérateur B2✓ `  2 défini sur
H27 p0, 2⇡q :“ tu P H2p0, 2⇡q tels que up0q “ up2⇡q, u1p0q “ u1p2⇡qu
est inversible dès que   P CzZ et son inverse pB2✓` 2q´1 admet la décomposition spectrale
suivante
pB2✓ `  2q´1f “
ÿ
nPZ
Pnf
 2 ´ n2 , (3.2.14)
où Pn est défini par
Pnfp✓q “ e
in✓
2⇡
ª 2⇡
0
fp⌧qein⌧ d⌧
et où la série (3.2.14) converge dans L2p0, 2⇡q (voir par exemple [81] pour plus de détails).
Notons
A :“s1´  ,  r X Z.
En vertu du fait que   Ps1, 2r et que   ° 0, A ne contient que des entiers positifs ou nuls.
Définissons, pour   P C zA, la fonction
wp , ✓q “ pB2✓ `  2q´1 rfp ´ 2, ✓q. (3.2.15)
Alors l’égalité (3.2.13) et les remarques qui précèdent montrent que w est un prolongement
méromorphe de rv sur C zA, admettant des pôles pour chaque n P A. Plus particulière-
ment, chaque entier non nul de A est un pôle simple, tandis que 0 est un pôle double de
w, et ce en vertu de la décomposition spectrale (3.2.14).
Nous allons maintenant appliquer la transformée de Mellin inverse à w, et appliquer le
théorème des résidus, pour obtenir l’estimation (3.2.11). Pour ⌘ ° 0, introduisons le
rectangle ouvert G⌘ défini par
G⌘ “ t  P C tels que 1´   † Re   †   et ´ ⌘ † Im   † ⌘u,
et notons son bord R⌘ :“ BG⌘ (voir la figure 3.2.2).
Intégrons la fonction zp , ✓q “ wp , ✓qr  sur le bord de R⌘, où w est le prolongement
méromorphe de rv défini par (3.2.15) et où r ° 0 est fixé. Il est clair que z est méromorphe
dans G⌘. Ainsi, d’après le théorème des résidus, nous avons
1
2i⇡
ª
R⌘
zp , ✓q d  “ ÿ
nPA
Res “n zp¨ , ✓q,
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1´  
Re  
Im  
 
⌘
´⌘ R⌘
0
Figure 3.2.2 – Le contour d’intégration R⌘ dans le plan complexe. Les entiers positifs
inférieurs à  , qui sont les pôles de w, sont représentés en point noir.
où la somme de droite porte sur un ensemble fini. L’idée est maintenant la suivante : après
avoir décomposé l’intégrale de gauche comme une somme d’intégrale sur les quatre côtés
du rectangle R⌘, nous allons faire tendre ⌘ vers l’infini. Les deux termes correspondant aux
intégrales sur les bords latéraux de R⌘ vont nous donner des transformation de Mellin
inverse, qui, nous le verrons, feront apparaître les fonctions v et v‹ intervenant dans
l’égalité (3.2.11), tandis que les deux intégrales sur les bords horizontaux vont tendre vers
0 quand ⌘ Ñ 8.
Décomposons   “ a` ib, où a “ Re   et b “ Im  . D’une part, nous avonsª
R⌘
zp , ✓q d  “
ª ⌘
´⌘
zp  ` ib, ✓q db´
ª ⌘
´⌘
zp1´   ` ib, ✓q db
`
ª  
1´ 
zpa´ i⌘, ✓q da´
ª  
1´ 
zpa` i⌘, ✓q da.
En vertu du point 3 de la proposition 3.2.2, nous avons
1
2i⇡
ª ⌘
´⌘
zp1´   ` ib, ✓q db “ 1
2i⇡
ª ⌘
´⌘
wp1´   ` ib, ✓qr1´ `ib db Ñ
⌘Ñ8 vpr, ✓q.
De plus, on montre grâce au lemme 3.2.13 qu’il existe une fonction v‹ P V21´ p⌦q telle que
1
2i⇡
ª ⌘
´⌘
wp  ` ib, ✓qr `ib db Ñ
⌘Ñ8 v
‹pr, ✓q,
c’est-à-dire que wp¨ , ✓q est la transformée de Mellin de v‹ au voisinage de la droite l .
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Passons aux termes intégraux sur les bords horizontaux de R⌘. Il existe une suite p⌘kqkPN
tendant vers `8 avec k telle que
Ip⌘kq :“
ª  
1´ 
zpa` i⌘k, ✓q dbÑ 0.
On peut en eﬀet montrer (voir par exemple [87, p. 75]) queª
R
|Ip⌘q|2 d⌘ † `8,
ce qui montre l’existence d’une telle suite p⌘kq. On raisonne de même pour montrer qu’à
une extraction près, le terme ª  
1´ 
zpa´ i⌘, ✓q db Ñ
⌘Ñ8 0.
Calculons à présent les résidus de   ﬁÑ zp , ✓q aux pôles   “ n P A. De la décomposition
spectrale (3.2.14), on constate que si n P A est non nul, alors le résidu de z en n est
Res “n zp¨ , ✓q “ r
n
2n
”
Pn rfpn´ 2, ✓q ` P´n rfpn´ 2, ✓qı
“ r
n
4n⇡
„
ein✓
ª 2⇡
0
rfpn´ 2, ⌧qein⌧ d⌧ ` e´in✓ ª 2⇡
0
rfpn´ 2, ⌧qe´in⌧ d⌧⇢
“ r
n
2n⇡
„
cospn✓q
ª 2⇡
0
rfpn´ 2, ⌧q cospn⌧q d⌧ ` sinpn✓q ª 2⇡
0
rfpn´ 2, ⌧q sinpn⌧q d⌧⇢
“ rnpcospn✓qcnpfq ` sinpn✓qsnpfqq
où nous avons posé
cnpfq :“ 1
2n⇡
ª 2⇡
0
rfpn´ 2, ⌧q cospn⌧q d⌧ et snpfq :“ 1
2n⇡
ª 2⇡
0
rfpn´ 2, ⌧q sinpn⌧q d⌧.
Dans le même temps, le résidu de z en 0 (rappelons que 0 est un pôle double de z) est
Res “0 zp¨ , ✓q “ lim
 Ñ0
B
B p 
2zp , ✓qq
“ P0 rfp´2, ✓q ln r ` C
où
C “ lim
 Ñ0
B
B P0 rfp ´ 2, ✓q
est une constante dépendant uniquement de f .
Récapitulons : nous avons montré qu’il existait v‹ P V21´ p⌦q et une constante C P C telle
que pour tout r ° 0 et tout ✓ P r0, 2⇡s, on ait
v‹pr, ✓q ´ vpr, ✓q “ C ` ÿ
nPA
rnpcospn✓qcnpfq ` sinpn✓qsnpfqq
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En utilisant les formules de Moivre, nous retrouvons la forme annoncée dans l’équation
(3.2.11). La continuité des coeﬃcients ⇡10pvq, ⇡↵pvq découle de la définition de Pnf .
˝
Le résultat qui précède tiendra une place importante lorsque nous appliquerons la méthode
des développements asymptotiques raccordés, puisqu’il nous donnera le comportement au
voisinage de 0 des termes intervenant dans la décomposition en champ lointain, termes
qui, rappelons le, auront un comportement singulier au voisinage de l’origine.
3.2.3.c Espaces de Sobolev à poids pour le champ proche
Dans le paragraphe précédent nous avons mis en place le cadre fonctionnel adéquat pour
étudier des problèmes variationnels dont les solutions peuvent admettre des singularités
quand x Ñ 0, ce qui nous sera utile pour définir rigoureusement les termes intervenant
dans la décomposition en champ lointain. A présent, nous adoptons une démarche similaire
pour proposer un cadre fonctionnel adéquat pour définir les termes Uk intervenant en
champ proche, pouvant admettre un comportement singulier au voisinage de l’infini.
Dans la suite, O Ä R2 désignera un ouvert de R2, non nécessairement borné.
Définition 3.2.15
Soit k P N et   P R. Nous définissons Wk pOq comme le complété de C8‹ pOq pour la norme
}v}2Wk pOq :“
ÿ
|↵|§k
ª
O
p1` |⇠|2q `|↵|´k|B↵⇠ v|2d⇠ .
A nouveau, pour k P N, les fonctions de Wk  ont une régularité Hk, excepté au voisinage
de |⇠| Ñ 8, où leur comportement est paramétré par le réel  . Les résultats que nous
exposons ici nous permettrons d’étudier en détail les solutions de problèmes tels que
(3.1.5).
Donnons-nous une loi de comportement k constante par morceaux, adaptée à un ouvert
borné ! Ä R2 lipschitzien : nous supposons qu’il existe deux constantes réelles strictement
positives k0, k1 telles que
kpxq “
"
k0 si x P R2z!,
k1 si x P !.
Nous supposons que 0 P !. Pour tout   Ps0, 1r, introduisons l’opérateur
B  :
ˇˇˇˇ
DpB q ›ÑW0 pR2q
v ﬁ›Ñ divpkrvq,
où DpB q :“ tw P W1 ´1pR2q | divpkrwq P W0 pR2qu. Nous disposons du résultat suivant
qui est l’analogue de la proposition 3.2.9 pour les espaces de champ proche et qui étend les
résultats classiques du Laplacien généralisé divpkrq dans les espaces de Sobolev classique
aux espaces Wk .
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Proposition 3.2.16
Pour tout   Ps0, 1r, l’opérateur B  est tel que
v P DpB q si et seulement si
$&% v|! P H
2p!q,
v|R2z! PW2 pR2z!q,
rvs  “ rkBnvs  “ 0.
De plus, l’opérateur B  est surjectif et kerpB q “ vectt1u est l’espace des fonctions
constantes.
Encore une fois, la théorie de Kondratiev permet d’établir une description précise du com-
portement asymptotique des solutions associées aux problèmes liés à l’opérateur divpkrq.
Le résultat qui suit se démontre de manière similaire à la proposition 3.2.14, en utilisant
le fait que la transformée de Mellin permet d’étudier le comportement asymptotique au
voisinage de 0 comme au voisinage de `8 (voir la remarque 3.2.4).
Proposition 3.2.17
Pour tout v P DpB q avec   Ps0, 1r tel que B pvq P W01` pR2q pour un certain   P
R`zN fixé, il existe des coeﬃcients ⇧10pvq,⇧↵pvq P C, |↵| § r s tels que nous ayons la
décomposition suivante :
vp⇠q ´ ⇧10pvq 12⇡µ0 ln |⇠| ´
ÿ
|↵|§r s
⇧↵pvq
ˆ
⇠
|⇠|2
˙↵
PW21` pR2z!q.
Par ailleurs, ces coeﬃcients dépendent continûment de B pvq i.e. il existe une constante
c ° 0 indépendante de v telle que
|⇧10pvq| `
ÿ
|↵|§r s
|⇧↵pvq| ` }v˜}W21` pR2z!q § c}divpkrvq}W01´ pR2q ` c}v}W0 ´2pR2q.
Ce résultat nous fournit un développement asymptotique de v connaissant le comporte-
ment au voisinage de l’infini de  v, et nous permettra d’étudier précisément les problèmes
de champ proche que nous obtiendrons en appliquant la méthode des développements
asymptotiques raccordés.
3.2.4 Commutateurs
Enfin, nous introduisons la notion de commutateur qui nous sera utile par la suite et
notamment lorsque nous eﬀectuerons l’analyse d’erreur après avoir construit les termes
du développement asymptotique.
Définition 3.2.18
Soit un ouvert ⌦ Ä R2, et ⌘ P C8p⌦q. Nous définissons le commutateur du Laplacien  
et de ⌘ comme l’opérateur défini par
r , ⌘sv “  p⌘vq ´ ⌘ pvq, @v P C8p⌦q. (3.2.16)
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Remarque 3.2.19
‚ La formule (3.2.16) peut-être étendue par densité à un certain nombre d’espaces fonc-
tionnels, et l’opérateur r , ⌘s défini sur des espaces plus grands que C8p⌦q.
‚ Il est également intéressant de noter que si ⌘ est une fonction de troncature (dans les
calculs que nous eﬀectuerons, ⌘ sera généralement égal à   ou à  ), alors pour toute
fonction v P C8p⌦q, la fonction r , ⌘sv est à support compact, inclus dans supp r⌘.
Fixons r ° 0 et définissons
Qr “ tx P R2 | r † |x| † 2ru (3.2.17)
l’anneau délimité par les cercles de rayon r et 2r. Si V P C8pR2q, alors pour " ° 0 nous
noterons ⌧"V la fonction définie par
p⌧"V qp⇠q “ V p"⇠q.
Nous avons alors les estimations suivantes :
Lemme 3.2.20
Il existe une constante C ° 0 indépendante de " telle que pour tout v, V P C8pR2q, les
estimations
}r , "sv}L2pR2q § C}v}V1´1pQ"q
et
}r , s⌧"V }L2pR2q § C }V }W10pQ1{"q
soient satisfaites.
Démonstration : Soit v P C8pR2q. Nous avons
r , "sv “  p "vq ´  " v
“ v  " ` 2r "¨rv.
Notons que le support de r " et de   " est inclus dans Q", dû à la définition de  " (il
s’agit d’une fonction radiale constante sur les domaines définis par |x| § " et |x| • 2").
Il vient donc
}r , "sv}2L2pR2q § 2
ª
Q"
`|  "pxq|2|vpxq|2 ` 4|r "pxq|2|rvpxq|2˘ dx.
Or  "pxq “  px{"q, et  ainsi que ses diﬀérentielles d’ordre 1 et 2 sont bornés en normes
}¨ }8 et ce indépendamment de ". Ainsi,
}r , "sv}2L2pR2q § 2
ª
Q"
ˆ
1
"4
|  px{"q|2|vpxq|2 ` 4
"2
|r px{"q|2|rvpxq|2
˙
dx § C}v}2V1´1pQ"q,
où C est une constante indépendante de ", d’après la définition de V1´1pQ"q. La deuxième
estimation s’obtient de manière similaire grâce au changement de variable ⇠ “ x{".
˝
Énonçons un lemme qui nous sera également utile lorsque nous mènerons à bien l’analyse
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d’erreur entre u" et son développement asymptotique raccordé. Il est à noter que le lemme
suivant est valable pour tout exposant ↵ réel, ce qui est dû au fait que Q1{" est une
couronne.
Nous disposons du résultat suivant :
Lemme 3.2.21
Soient "0 ° 0, " Ps0, "0r et v P W10pQ1{"q. Alors pour tout ↵ P R, il existe une constante
C↵ ° 0 telle que
}v}W10pQ1{"q § C↵"↵}r↵v}W10pQ1{"q
Démonstration : Rappelons que Q1{" “ t⇠ P R2 { 1{" † |⇠| † 2{"u (voir l’équation
(3.2.17)). Nous avons par définition
}v}2W10pQ1{"q “ }rv}2L2pQ1{"q `
›››› v?1` r2
››››2
L2pQ1{"q
.
D’une part, on a›››› v?1` r2
››››2
L2pQ1{"q
§
››››r↵r↵ v?1` r2
››››2
L2pQ1{"q
§ "2↵
››››r↵ v?1` r2
››››2
L2pQ1{"q
,
par définition de l’anneau Q1{". Par ailleurs, nous avons la formule de dérivation suivante
rpr↵vq “ r↵rv ` ↵r↵´1⇠
r
v, @⇠ P Q1{",
où nous avons noté r “ |⇠|. Ainsi, on a
}rv}L2pQ1{"q §
›››› 1r↵rpr↵vq
››››
L2pQ1{"q
` ↵
›››› ⇠r2v
››››
L2pQ1{"q
.
Or nous avons d’une part que
››⇠v{r2››
L2pQ1{"q “ }v{r}L2pQ1{"q, et d’autre part que›››› 1r↵rpr↵vq
››››
L2pQ1{"q
§ "↵ }rpr↵vq}L2pQ1{"q
par définition de Q1{". Ainsi, nous avons établi que
}rv}L2pQ1{"q § "↵ }rpr↵vq}L2pQ1{"q ` ↵
›››v
r
›››
L2pQ1{"q
.
Pour conclure, il suﬃt de constater que›››v
r
›››2
L2pQ1{"q
“
››››?1` r2r v?1` r2
››››2
L2pQ1{"q
.
Or dans l’anneau Q1{", on a |1` r2|{r2 “ 1{r2 ` 1 § "2 ` 1, de sorte que›››v
r
›››2
L2pQ1{"q
§ p"2 ` 1q
›››› v?1` r2
››››2
L2pQ1{"q
§ "2↵p"2 ` 1q
››››r↵ v?1` r2
››››2
L2pQ1{"q
.
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Au bilan, nous avons montré que
}v}2W10pQ1{"q § "2↵
˜
}rpr↵vq}2L2pQ1{"q ` p↵2p"2 ` 1q ` 1q
››››r↵ v?1` r2
››››2
L2pQ1{"q
¸
§ C2↵"2↵}r↵v}W10pQp1{"q,
où la constante C↵ peut-être définie par C↵ :“ maxp1,↵2p"20 ` 1q ` 1q.
˝
3.3 Énoncé des résultats principaux
Dans cette section, nous présentons les résultats principaux que nous fournira l’application
de la méthode des développements asymptotiques raccordés au problème modèle (2.2.2).
Précisément, nous eﬀectuons un développement de la solution u" à l’ordre 2 en champ
lointain et à l’ordre 3 en champ proche. Nous donnons la forme des termes du développe-
ment, puis nous présentons le résultat qui justifie l’application de cette méthode, à savoir
que le champ composé des ansatz de champ lointain et de champ proche est une bonne
approximation de u" quand "Ñ 0.
L’ordre 2 en " est le premier ordre non nul au delà de l’ordre 0 dans le développement en
champ lointain. Ainsi, en fournissant un développement à l’ordre 2 de u", nous donnons
en réalité un développement du champ diﬀracté par les petites inclusions au premier ordre
non nul. La nouveauté principale de cette partie est l’écriture d’un tel développement et
sa justification rigoureuse pour un problème d’acoustique transitoire.
Par soucis de lisibilité, nous présentons dans un premier temps les résultats de l’analyse
asymptotique eﬀectuée par la méthode des développements asymptotiques raccordés dans
le cas d’une unique inclusion, c’est-à-dire dans le cas où N “ 1. Dans un deuxième temps,
nous énonçons le même type de résultat pour un nombre arbitraire d’inclusions N P N.
3.3.1 Cas d’une inclusion unique
Dans cette section nous présentons les résultats de l’analyse asymptotique pour le cas
d’une inclusion unique !" “ !1" Ä R2. Nous noterons également x1 le centre de !" à
mesure que "Ñ 0, et nous supposerons sans nuire à la généralité que x1 “ 0 P R2.
Définition des termes de champ lointain.
Définissons u0 P C 2pR`,L2pR2qq XC 0pR`,H2pR2qq comme l’unique solution du problème$’&’%
Trouver u0 P C 2pR`,L2pR2qq X C 0pR`,H2pR2qq tel que
⇢0B2t u0 ´ µ0 u0 “ fpx, tq, x P R2, t P R`,
u0px, 0q “ Btu0px, 0q “ 0, @x P R2 .
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Remarquons que u0 est la solution du problème limite : c’est la solution du problème
(2.2.2) quand " “ 0, c’est-à-dire quand il n’y a pas de défaut.
Posons également u1px, tq :“ 0 pour x P R2 et t • 0, et définissons u2 comme
u2px, tq “ Graspx, tq ` Bx1Grb1spx, tq ` Bx2Grb2spx, tq
où G désigne la fonction de Green de l’équation des ondes (introduite au paragraphe 3.2.2)
localisée en 0 et
Graspx, tq :“ pG ‹
t
aqpx, tq “
ª
R`
Gpx, t´ ⌧qap⌧q d⌧
est la convolution en temps de G par la fonction a, tandis a et b sont des fonctions de la
variable temporelle définies par
aptq :“ ´ ⇢
⇢0
B2u0
Bt2 p0, tq, b
jptq “ ´2⇡c20 eTj ¨Q ¨ru0p0, tq, j “ 1, 2 ,
où pe1, e2q est la base canonique de R2, ⇢ désigne le contraste du paramètre ⇢ intégré sur
!
⇢ “
ª
!
p⇢1 ´ ⇢0p⇠qq d⇠ “ p⇢1 ´ ⇢0q|!|, (3.3.1)
tandis queQ désigne une matrice 2ˆ2 réelle symétrique, dépendant uniquement du couple
pµ1, µ0q ainsi que de la géométrie de l’inclusion ! (en fait Q est le tenseur de polarisation
d’ordre 1 associé à l’inclusion !, associé à la loi de comportement pµ1, µ0q [3, 51]).
Ainsi, en champ lointain, le terme d’ordre 0 est simplement le champ limite, c’est-à-dire
le champ parcourant le milieu sans inclusion, le terme d’ordre 1 est nul, tandis que le
terme d’ordre 2 est une combinaison de source monopolaire (correspondant au terme en
G) couplée à la valeur en 0 de B2t u0 et dipolaire (correspondant au terme en rG) couplée
à la valeur en 0 de ru0.
Définition des termes de champ proche.
Nous décrivons ici les termes de champ proche. Nous notons ⇠ la variable rapide, définie
par
⇠ “ x´ x1
"
“ x
"
.
C’est en terme de cette variable que seront décrites les fonctions de champ proche. Nous
notons ⇢ et µ respectivement les versions mises à l’échelle de ⇢" et µ", définies par
µp⇠q “
"
µ0 si ⇠ P R2z!,
µ1 si ⇠ P !, ⇢p⇠q “
"
⇢0 si ⇠ P R2z!,
⇢1 si ⇠ P !.
Nous définissons le terme d’ordre 0 du champ proche U0 comme
U0p⇠, tq :“ u0p0, tq.
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Ainsi, à t • 0 fixé, U0p¨ , tq est la fonction constante, égale à la valeur du champ limite u0
évalué en p0, tq.
Nous définissons U1 comme solution du problème au Laplacien généralisé$’’’&’’’%
Trouver t ﬁÑ U1ptq P W 1´1´ pR2q,   Ps0, 1r tel que
´divpµrU1q “ 0, ⇠ P R2,
U1p⇠, tq „|⇠|Ñ8⇠ ¨ru0p0, tq.
(3.3.2)
Nous expliquerons lors de la section 3.4 les raisons pour lesquelles le problème ci-dessus est
bien posé. Le terme de champ proche d’ordre 2, U2, est également solution d’un problème
au Laplacien généralisé :$’’’’’&’’’’’%
Trouver t ﬁÑ U2ptq P W 1´2´ pR2q,   Ps0, 1r tel que
´divpµrU2q “ ´⇢B2tU0 ⇠ P R2,
U2p⇠, tq „|⇠|Ñ8
ÿ
|↵|“2
⇠↵
↵!
B↵xu0p0, tq.
(3.3.3)
Finalement, nous aurons besoin, en champ proche, de définir un terme d’ordre 3, afin
d’assurer que l’approximation globale est d’ordre 3 en ". Nous définissons U3 à nouveau
comme solution d’un problème au Laplacien généralisé :$’’’’’&’’’’’%
Trouver t ﬁÑ U3ptq P W 1´3´ pR2q,   Ps0, 1r tel que
´divpµrU3q “ ´⇢B2tU1 ⇠ P R2, t P R`,
U3p⇠, tq „|⇠|Ñ8
ÿ
|↵|“3
⇠↵
↵!
B↵xu0p0, tq.
(3.3.4)
Nous exposerons dans la section 3.4 les arguments qui montrent que les problèmes (3.3.2),
(3.3.3), (3.3.4) sont bien posés. Notons également l’indice des espaces fonctionnels dans
lesquels sont cherchés les termes de champ proche U1, U2, U3 : nous cherchons Ui, i “
1, 2, 3 tel que Ui ait une croissance polynomiale de degré i à l’infini. Les espace fonctionnels
W1  admettant de telles fonctions en leur sein sont les espaces W1´i´  avec   ° 0.
Approximation en champ total.
Définissons les ansatz tronqués
uL" px, tq :“
2ÿ
k“0
"k ukpx, tq et uP" px, tq :“
3ÿ
k“0
"k Uk
´x
"
, t
¯
.
L’exposant L désigne lointain, et accompagne l’ansatz de champ lointain, tandis que
l’exposant P accompagne l’ansatz de champ proche.
Nous définissons le champ total approché de la manière suivante :
u˜"px, tq :“ "pxquL" px, tq `  pxquP" px, tq ´  "pxq pxqm"px, tq. (3.3.5)
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La fonction m" désigne la somme de tous les termes intervenants dans le principe de
raccord entre la zone de champ lointain et la zone de champ proche, donné par
m"px, tq :“
ÿ
|↵|§3
x↵
↵!
B↵xu0p0, tq ` "2
„ru0p0, tq ¨Q ¨ x
|x|2 ` ⇢B
2
t u0p0, tq ln |x|
⇢
.
Nous avons alors le résultat suivant, qui justifie que l’ansatz de champ total (3.3.5) est
une approximation d’ordre 3 de u".
Théorème 3.3.1
Soit u" l’unique solution de (2.2.2), définissons u˜" par la formule (3.3.5). Pour tout temps
T ° 0 et pour tout ⌘ ° 0, il existe deux constantes C⌘ “ CpT, ⌘q ° 0 et "0 ° 0 telles que
pour tout " P r0, "0r, on ait l’estimation
sup
tPr0,T s
“}Btu" ´ Btu˜"}L2pR2q ` }ru" ´ru˜"}L2pR2q‰ § C⌘ "3´⌘, @" P r0, "0r.
Le résultat précédent nous donne un certain nombre d’informations explicites concernant
u". En eﬀet, le champ lointain uL" admet une interprétation physique : il est la somme
du champ incident u0 et du terme d’ordre 2, "2u2, où u2 est une combinaison de sources
monopolaire et dipolaire, couplées à u0 et dépendant des paramètres physiques du pro-
blème. Or le résultat 3.3.1 montre que dès que  pxq “ 0, le champ total u" est approché
précisément (à "3´⌘ près) par uL" . La preuve de ce résultat est donné section 3.5.
3.3.2 Cas d’un nombre fini d’inclusions
Dans cette section, nous expliquons comment étendre les résultats de la section précédente
à un nombre quelconque mais fixé N P N d’inclusions. En vertu des remarques eﬀectuées
en préambule de la section 3.3, comme nous limitons notre développement asymptotique
au premier terme du champ diﬀracté, l’analyse asymptotique pour N inclusions fournit
une superposition des résultats obtenus pour chaque inclusion considérée isolément des
autres.
Définition des termes de champ lointain.
Définissons u0 P C 2pR`,L2pR2qq XC 0pR`,H2pR2qq comme l’unique solution du problème$’&’%
Trouver u0 P C 2pR`,L2pR2qq X C 0pR`,H2pR2qq tel que
⇢0B2t u0 ´ µ0 u0 “ fpx, tq x P R2, t P R`,
u0px, 0q “ Btu0px, 0q “ 0 @x P R2 .
A nouveau, u0 est la solution du problème limite : c’est la solution du problème (2.2.2)
quand " “ 0, c’est-à-dire quand il n’y a pas de défaut.
Posons également u1px, tq :“ 0 pour x P R2 et t • 0, et définissons u2 comme
u2px, tq “
Nÿ
n“1
Gnranspx, tq ` Bx1Gnrb1nspx, tq ` Bx2Gnrb2nspx, tq
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avec, pour n P t1, . . . , Nu fixé, Gn désignant la fonction de Green de l’équation des ondes
(introduite au paragraphe 3.2.2) localisée en xn, et définie par
Gnpx, tq :“ Gpx´ xn, tq
et
Gnraspx, tq :“ pGn ‹
t
aqpx, tq “
ª
R`
Gpx´ xn, t´ ⌧qap⌧q d⌧
est la convolution en temps de Gn par la fonction a, tandis an et bn sont des fonctions de
la variable temporelle définies par
anptq :“ ´⇢n
⇢0
B2u0
Bt2 pxn, tq, b
j
nptq “ ´2⇡c20 eTj ¨Qn ¨ru0pxn, tq, j “ 1, 2 ,
où pe1, e2q est la base canonique de R2, ⇢n désigne le contraste du paramètre ⇢ intégré sur
!n
⇢n “
ª
!n
p⇢n ´ ⇢0p⇠qq d⇠ “ p⇢n ´ ⇢0q|!n|
tandis que Qn désigne une matrice 2 ˆ 2 réelle symétrique, dépendant uniquement du
couple pµn, µ0q ainsi que de la géométrie de l’inclusion !n (Qn est le tenseur de polarisation
d’ordre 1 associé à l’inclusion !n, associé à la loi de comportement pµn, µ0q).
Ainsi, en champ lointain, le terme d’ordre 0 est simplement le champ limite, c’est-à-dire le
champ parcourant le milieu sans inclusion, le terme d’ordre 1 est nul, tandis que le terme
d’ordre 2 est une combinaison de source monopolaire (correspondant au terme en Gn)
couplée à la valeur en xn de B2t u0 et dipolaire (correspondant au terme en rGn) couplée
à la valeur en xn de ru0.
Définition des termes de champ proche.
Rappelons que nous avons une zone de champ proche par inclusion, et ainsi un ansatz de
champ proche par inclusion. Nous fixons n P t1, . . . , Nu, et nous définissons ici l’ansatz
associé à la n-ème inclusion. A chaque inclusion, et donc à chaque zone de champ proche,
est associée une variable rapide
⇠n “ x´ xn
"
.
C’est en terme de cette variable que seront décrites les fonctions de champ proche. Nous
notons ⇢n et µn respectivement les versions mises à l’échelle de ⇢" et µ" autour de la n-ème
inclusion, définies par
µnp⇠q “
"
µ0 si ⇠ P R2z!n,
µn si ⇠ P !n, ⇢
np⇠q “
"
⇢0 si ⇠ P R2z!n,
⇢n si ⇠ P !n.
Nous définissons Un0 comme
Un0 p⇠n, tq :“ u0pxn, tq.
Ainsi, à t • 0 fixé, Un0 p¨ , tq est la fonction constante, égale à la valeur du champ limite u0
évalué en pxn, tq.
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Nous définissons Un1 comme solution du problème au Laplacien généralisé suivant :$’’’&’’’%
Trouver t ﬁÑ Un1 ptq PW 1´1´ pR2q,   Ps0, 1r tel que
´divpµnrUn1 q “ 0, ⇠n P R2,
Un1 p⇠n, tq „|⇠n|Ñ8⇠n ¨ru0pxn, tq.
Nous expliquerons dans la prochaine section les raisons pour lesquelles le problème ci-
dessus est bien posé. Le terme d’ordre 2, U2 est défini comme solution du problème
au Laplacien généralisé avec condition de croissance quadratique au voisinage de l’infini
suivant : $’’’’’&’’’’’%
Trouver t ﬁÑ Un2 ptq PW 1´2´ pR2q,   Ps0, 1r tel que
´divpµnrUn2 q “ ´⇢nB2tUn0 ⇠n P R2, ,
Un2 p⇠n, tq „|⇠n|Ñ8
ÿ
|↵|“2
⇠↵n
↵!
B↵xupxn, tq.
(3.3.6)
Finalement, nous aurons besoin, en champ proche, de définir un terme d’ordre 3, afin
d’assurer que l’approximation globale est d’ordre 3 en ". Nous définissons Un3 comme
solution du problème au Laplacien généralisé avec condition de croissance polynomiale de
degré 3 à l’infini$’’’’’&’’’’’%
Trouver t ﬁÑ Un3 ptq PW 1´3´ pR2q,   Ps0, 1r tel que
´divpµnrUn3 q “ ´⇢nB2tUn1 ⇠n P R2,
Un3 p⇠n, tq „|⇠n|Ñ8
ÿ
|↵|“3
⇠↵n
↵!
B↵xu0pxn, tq.
(3.3.7)
Nous exposerons dans la section 3.4 les arguments qui montrent que les problèmes (3.3.2),
(3.3.6), (3.3.7) sont bien posés. Notons également l’indice des espaces fonctionnels dans
lesquels sont cherchés les termes de champ proche Un1 , Un2 , Un3 : nous cherchons Uni , i “
1, 2, 3 tel que Uni ait une croissance polynomiale de degré i à l’infini. Les espace fonctionnels
W1  admettant de telles fonctions en leur sein sont les espaces W1´i´  avec   ° 0.
Approximation en champ total.
Définissons les ansatz tronqués
uL" px, tq :“
2ÿ
k“0
"k ukpx, tq et uPn,"px, tq :“
3ÿ
k“0
"k Unk
´x´ xn
"
, t
¯
, 1 § n § N.
A nouveau, l’exposant L signifie lointain, et accompagne l’ansatz de champ lointain, tandis
que l’exposant P accompagne l’ansatz de champ proche.
Nous définissons le champ total approché de la manière suivante :
u˜"px, tq :“ "pxquL" px, tq `
Nÿ
n“1
 npxquPn,"px, tq ´
Nÿ
n“1
 "pxq npxqmn,"px, tq. (3.3.8)
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La fonction mn," désigne la somme de tous les termes intervenants dans le principe de
raccord entre la zone de champ lointain et la n-ème zone de champ proche, donné par
mn,"px, tq : “
ÿ
|↵|§3
px´ xnq↵
↵!
B↵xu0pxn, tq
` "2
„ru0pxn, tq ¨Qn ¨ px´ xnq
|x´ xn|2 ` ⇢nB
2
t u0pxn, tq ln |x´ xn|
⇢
.
Nous avons alors le résultat suivant, qui justifie que l’ansatz de champ total (3.3.8) est
une approximation d’ordre 3 de u".
Théorème 3.3.2
Soit u" l’unique solution de (2.2.2), u˜" défini par la formule (3.3.8). Pour tout temps
T ° 0 et pour tout ⌘ ° 0, il existe deux constantes C⌘ “ CpT, ⌘q ° 0 et "0 ° 0 telles que
pour tout " P r0, "0r, on ait l’estimation
sup
tPr0,T s
}Btu" ´ Btu˜"}L2pR2q ` }ru" ´ru˜"}L2pR2q § C⌘ "3´⌘, @" P r0, "0r.
L’objectif de la suite de ce chapitre est de prouver les théorèmes 3.3.2 et 3.3.1. Ceci se
fait par un raisonnement de type analyse-synthèse : dans un premier temps, nous partons
de l’hypothèse que la solution exacte u" du problème (2.2.2) s’approche par un ansatz du
type (3.3.8), pour en déduire un certain nombre de propriétés nécessairement vérifiées par
les termes intervenants dans les décompositions en champ proche et en champ lointain. En
particulier, nous nous attacherons à formuler des problèmes aux dérivées partielles vérifiés
par ces termes. Après avoir établi ces propriétés, nous raisonnons par synthèse. Ceci se
fait en montrant que les équations aux dérivées partielles sus-citées sont bien posées, et
en montrant que l’ansatz ainsi construit est une bonne approximation de u", au sens du
théorème 3.3.2.
3.4 Application de la méthode des
développements asymptotiques raccordés
Nous appliquons ici la méthode des développements asymptotiques raccordés, de manière à
construire un développement à l’ordre 2 de u" à l’ordre 2. Comme nous le verrons, il s’agit,
quand la dimension d’espace d “ 2, du premier ordre après l’ordre 0 correspondant à un
terme non nul. Plus précisément, l’amplitude relative du champ diﬀracté par un obstacle
de taille " est proportionnelle à "2 en deux dimensions (et à "3 en trois dimensions). Par
soucis de simplicité, nous présentons les calculs pour le cas d’une unique inclusion, puis
nous exposerons comment se ramener au cas de N inclusions. Nous supposons que la seule
inclusion est telle que x1 “ 0 P R2, et nous notons ! “ !1, ainsi que !" “ !1" . Rappelons
l’ansatz de champ lointain
u"px, tq “
ÿ
pPN
 pp"q uppx, tq, (3.4.1)
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ainsi que les équations vérifiées par les termes du développement en champ lointain$’’’’’&’’’’’%
⇢0B2t u0 ´ µ0 u0 “ fpx, tq,
u0px, 0q “ Btu0px, 0q “ 0, @x P R2, t P R`,
⇢0B2t uk ´ µ0 uk “ 0,
ukpx, 0q “ Btukpx, 0q “ 0, @k • 1, x P R2zt0u, t P R`.
(3.4.2)
Nous introduisons la variable rapide associée ⇠ “ x{" ainsi que la solution exprimée
dans ces nouvelles coordonnées U"p⇠, tq :“ u"p"⇠, tq. L’ansatz de champ proche associé à
l’inclusion !" s’exprime alors sous la forme
u"px, tq “ U"
´x
"
, t
¯
“ÿ
pPN
µpp"q Up
´x
"
, t
¯
. (3.4.3)
Rappelons les équations aux dérivées partielles satisfaites par les termes du champ proche :
´divpµrUkq “ ´⇢B2tUk´2, ⇠ P R2, t P R` , k • 2, (3.4.4)
où U´2 “ U´1 “ 0 et où les paramètres physiques µ et ⇢ sont des versions normalisées de
µ" et ⇢" respectivement, définies par
µp⇠q “
"
µ0 si ⇠ P R2z!,
µ1 si ⇠ P !, ⇢p⇠q “
"
⇢0 si ⇠ P R2z!,
⇢1 si ⇠ P !.
Fixons k, et supposons que Uk´1, Uk´2, . . . aient déjà été définis. Il n’y a a priori aucune
raison pour que le support de B2tUk´2 soit borné. Ainsi, pour donner un sens au système
d’équation ci-dessus, il est nécessaire de considérer la possibilité pour Ukp⇠, tq d’être non
borné quand |⇠| Ñ 8. C’est pourquoi nous serons amenés à étudier les problèmes varia-
tionnels du type (3.4.4) dans les espaces de Sobolev à poids Wk pR2q introduits section
3.2.3.c.
De même, nous constatons d’après (3.4.2) que si les uk, k • 1 sont supposés réguliers au
voisinage de 0, alors comme les problèmes de propagation d’onde sont bien posés dans les
espaces fonctionnels classiques, nécessairement nous aurons uk “ 0. Il est donc nécessaire
d’envisager la possibilité pour uk d’être singulier au voisinage de 0, et c’est la raison pour
laquelle nous serons amenés à les rechercher dans les espaces de Sobolev à poids Vk pR2q,
introduits sections 3.2.3.b.
3.4.1 Développement à l’ordre 0
Nous construisons ici les termes d’ordre 0 du développement asymptotique. En champ
lointain, il est naturel de considérer que le terme d’ordre 0 du champ lointain u0 est
solution du problème limite (2.2.2) quand "Ñ 0, c’est-à-dire du problème sans inclusion.
Ainsi nous définissons u0 comme l’unique solution du problème d’évolution$’&’%
Trouver u0 P C 2pR`,L2pR2qq X C 0pR`,H2pR2qq tel que
⇢0B2t u0 ´ µ0 u0 “ fpx, tq, x P R2, t P R`,
u0px, 0q “ Btu0px, 0q “ 0, @x P R2 .
(3.4.5)
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Ce problème est bien posé, c’est encore une fois une conséquence classique du théorème
de Hille-Yosida. Rappelons que par hypothèse, f P C8pR`,L2pR2qq. Ainsi, les résultats
de régularité liés à l’équation des ondes montrent que u0 P C8pR`,L2pR2qq. Observons
que u0 “ uinc, solution du problème (2.2.3).
Afin de construire le terme U0 de champ proche d’ordre 0, nous allons étudier le compor-
tement de u0px, tq quand xÑ 0, à l’aide des outils fournis par la théorie de Kondratiev.
3.4.1.a Développement radial du champ limite
Nous cherchons à appliquer la proposition 3.2.14 à u0 afin de tirer des informations sur
son comportement quand x Ñ 0, à t • 0 fixé. La principale particularité est que nous
adressons un problème d’évolution, bien que nous puissions considérer l’équation des ondes
satisfaite par u0 comme une équation de Laplace paramétrée par la variable temporelle t.
Rappelons que   : R2 Ñ R` une fonction de troncature C8, telle que  pxq “ 1 pour
|x| § 1, et  pxq “ 0 pour |x| • 2.
Notons, D le disque unité et introduisons, pour t • 0,
gptq :“ x ﬁÑ  pxqfpx, tq ´ µ0r , su0px, tq ´  pxq⇢0B2t u0px, tq.
Étant donné que u0 est solution de l’équation des ondes (3.4.5), nous en déduisons que
pour tout t • 0,
´µ0 p  u0ptqq “ gptq, @x P D. (3.4.6)
Rappelons que u0 P C8pR`,L2pR2qq et qu’à t • 0 fixé, u0ptq P Dp q, de sorte que
 u0ptq P L2pR2q. Or il est clair que L2pDq Ä V01´ pDq tout   P r0, 1s. Ainsi, le caractère
C8 de   et la régularité de f montrent que
gptq P L2pDq Ä V01´ pDq, @t • 0.
Par ailleurs, H20pDq Ä V2 pDqXV˚1 ´1pDq pour tout   P p1, 2q. Ainsi nous pouvons appliquer
la proposition 3.2.14, et en déduire qu’il existe une constante C ° 0 telle que @t P R`, @✏ P
s0, 1r, u0px, tq ´ u0p0, tq P V2✏ pDq avec
|u0p0, tq| ` }u0ptq ´ ⇡0pu0ptqq}V2✏ pDq § C
`}fptq}L2pDq ` }B2t u0ptq}L2pDq ` }u0ptq}H1pDq˘ .
(3.4.7)
Soulignons que dans le cas présent, nous avons ⇡0pu0ptqq “ u0p0, tq. De plus, nous avons
⇡10pu0ptqq “ 0 puisque ln |x| R H1pDq. Bien sur, nous n’avons ici obtenu rien d’autre qu’un
développement à l’ordre 0 de u0 mais nous avons également établi l’estimation (3.4.7) qui
vaut uniformément sur tout intervalle borné en temps.
Dérivons maintenant deux fois (3.4.6) par rapport au temps et appliquons la proposition
3.2.14. Nous obtenons que t ﬁÑ u0p0, tq P C8pR`q et
B2t u0p¨, tq ´ B2t u0p0, tq P V2✏ pDq, @t P R`, @✏ ° 0 .
En tant que fonction constante en espace, il est clair que u0p0, ¨q P C8pR`,V0´1`✏pDqq
pour tout ✏ ° 0. Ainsi, B2t u0 P C8pR`,V0´1`✏pDqq pour tout ✏ ° 0.
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Remarque 3.4.1
Pour ✏ ° 0, l’espace V0´1`✏pDq est optimal pour l’inclusion des constantes, au sens où si v
est une fonction constante non nulle sur D, et si   P R, alors
v P V0 pDq ô   ° ´1.
Par ailleurs, l’équation (3.4.6) couplée au fait qu’il existe un voisinage de V de 0 tel que
supp f X V “ H (en vertu de l’hypothèse 3.1.2) montre que gptq P V0´1`✏pDq pour tout
t P R`, et tout ✏ ° 0. Ainsi, nous pouvons appliquer la proposition 3.2.14 une fois de
plus (c’est-à-dire avec   P r1, 2s) pour obtenir u0px, tq´u0p0, tq´x ¨ru0p0, tq P V2´1`✏pDq
ainsi qu’une estimation similaire à (3.4.7). En appliquant encore une fois cette chaîne
d’arguments, nous arrivons à la conclusion suivante
Proposition 3.4.2
L’unique solution u0 du problème (3.4.5) satisfait
u0p¨, tq ´
ÿ
|↵|§2
B↵xu0p0, tqx
↵
↵!
P V2´2`✏pDq
pour tout t • 0. De plus, pour tout k • 0 et tout T ° 0, nous avons l’estimation
sup
tPr0,T s
ÿ
|↵|§2
|Bkt B↵xu0p0, tq| ` sup
tPr0,T s
›› Bkt u0p¨, tq ´ ÿ
|↵|§2
x↵
↵!
Bkt B↵xu0p0, tq
››
V2´2`✏pDq † `8 .
Le résultat ci-dessus a une conséquence algébrique qui nous sera utile par la suite. Soit
V Ä R2 un voisinage de 0 tel que
supppfptqq X V “ H, @t • 0
Un tel voisinage existe nécessairement en vertu de l’hypothèse 3.1.2. Notons à présent
v0px, tq :“ u0px, tq ´
ÿ
|↵|§2
x↵
↵!
B↵xu0p0, tq.
D’après ce qui précède, pour tout t P R`, nous avons
⇢0B2t v0 ´ µ0 v0 P V0´2`✏pVq.
Il vient également que
B2t
2ÿ
|↵|“1
x↵
↵!
B↵xu0p0, tq P V0´2`✏pVq.
De ceci, et comme ⇢0B2t u0 ´ µ0 u0 “ 0 dans V , nous déduisons que
⇢0B2t u0p0, tq ´ µ0 
ÿ
|↵|“2
x↵
↵!
B↵xu0p0, tq P V0´2`✏pVq (3.4.8)
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Mais puisque les fonctions x ﬁÑ B2t u0p0, tq et x ﬁÑ  px↵q pour |↵| “ 2 ont des comporte-
ments constants quand x Ñ 0, et puisque les constantes ne sont pas admises au sein de
l’espace V0´2`✏pVq, l’équation (3.4.8) ci-dessus est satisfaite si et seulement si
⇢0B2t u0p0, tq ´ µ0 
ÿ
|↵|“2
x↵
↵!
B↵xu0p0, tq “ 0 .
Pour des raisons techniques qui apparaîtront lorsque nous eﬀectuerons l’analyse d’erreur,
et bien que nous ne soyons intéressés que par un développement à l’ordre 2 de u", nous
devons prendre en compte les dérivées spatiales d’ordre 3 de u0. En utilisant les memes
arguments que précédemment, nous montrons que
Proposition 3.4.3
Sous les mêmes hypothèses que dans la proposition 3.4.2, u0 admet le développement
u0p¨, tq ´
ÿ
|↵|§3
x↵
↵!
B↵xu0p0, tq P V2´3`✏pDq
pour tout t • 0. De plus, pour tout k • 0 et tout T ° 0, nous avons
sup
tPr0,T s
ÿ
|↵|§3
|Bkt B↵xu0p0, tq| ` sup
tPr0,T s
›››››› Bkt u0p¨, tq ´ ÿ|↵|§3 x
↵
↵!
Bkt B↵xu0p0, tq
››››››
V2´3`✏pDq
† `8 .
3.4.1.b Le terme de champ proche
Décrivons maintenant le terme d’ordre 0 du champ proche U0p⇠, tq, où ⇠ est la variable
rapide. D’après (3.4.4), U0 satisfait
´divpµrU0q “ 0, ⇠ P R2, @t • 0.
De plus, le principe de raccord indique que le comportement de U0p⇠, tq quand |⇠| Ñ 8
doit coïncider au premier ordre avec le comportement de u0px, tq quand |x| Ñ 0. Ainsi,
il est naturel d’imposer
lim
|⇠|Ñ8
U0p⇠, tq “ u0p0, tq
et de finalement définir U0 comme
U0p⇠, tq :“ u0p0, tq @⇠ P R2, @t P R`.
Remarquons que d’après les résultats établis précédemment, il vient
U0 P C8pR`,L2locpR2qq.
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3.4.2 Développement à l’ordre 1
Dans cette section, nous allons définir les termes u1, U1 intervenant dans les développe-
ments en champs proche et lointain (3.4.1)-(3.4.3). La construction de ces termes est pour
le moment formelle. La justification du fait que u1, U1 sont bien les termes d’ordre 1 dans
l’asymptotique de u" sera donnée lors de l’analyse d’erreur (ce qui constituera la synthèse
de notre raisonnement).
Dans un premier temps, examinons les conséquences qu’a le principe de raccord sur u1
et U1. Les deux premiers termes du développement radial de u0px, tq ` "u1px, tq quand
|x| Ñ 0 doit coïncider avec le développement radial de U0px{", tq ` "U1px{", tq quand
x{"Ñ 8. Ainsi, nous sommes amenés à comparer les développements
u0px, tq ` "u1px, tq „|x|Ñ0 u0p0, tq ` x ¨ru0p0, tq ` " u1px, tq ` . . .
U0
´x
"
, t
¯
` "U1
´x
"
, t
¯
„
|x|
" Ñ8
u0p0, tq ` "U1
´x
"
, t
¯
` . . .
Nous constatons qu’afin que les deux développements coïncident aux ordres 0 et 1 en tant
que polynôme des variables x et ", il est suﬃsant d’annuler le terme de champ lointain
u1 “ 0
(ce qui est compatible avec le fait que u1 soit solution d’une équation des ondes homo-
gènes), et d’imposer
U1p⇠, tq „ ⇠ ¨ru0p0, tq
quand |⇠| Ñ 8. Prenant en compte (3.4.4), ceci nous mène au système suivant pour
U1ptq : $&% ´divpµrU1ptqq “ 0, ⇠ P R
2,
U1p⇠, tq „|⇠|Ñ8⇠ ¨ru0p0, tq.
(3.4.9)
Ce problème au Laplacien généralisé est non standard car, à t • 0 fixé, l’inconnue U1ptq
admet un comportement linéairement croissant au voisinage de l’infini. Ainsi le cadre
fonctionnel usuel des espaces de Sobolev n’est pas adapté à l’étude du problème (3.4.9).
C’est dans ce contexte que nous faisons usage des espaces de Sobolev à poids, introduits
section 3.2.3.c. Nous présentons à présent une construction précise de U1. Définissons
gp⇠q :“ µ0 p p⇠q ⇠ q “ ⇠ µ0  p⇠q ` 2µ0r p⇠q,
et notons pg1, g2q les coordonnées de g dans la base canonique pe1, e2q de R2, de sorte que
gp⇠q “ g1p⇠qe1 ` g2p⇠qe2.
Observons que, étant donné que  est une fonction de troncature, g une fonction C8 à
support compact, et qu’une application de la formule de Green montre que pour j “ 1, 2,
nous avons ª
R2
gjp⇠qd⇠ “ 0.
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En eﬀet, soit R ° 0 et notons DR le disque de rayon R centré en 0. Alorsª
DR
gjp⇠qd⇠ “ µ0
ª
DR
 p p⇠q⇠jq d⇠ “ ´µ0
ª
DR
 p p⇠q⇠jq d⇠
“
ª
BDR
rp p⇠q⇠jq ¨ n d⇠,
où n désigne le vecteur unitaire normal sortant à la frontière BDR de DR. Comme  p⇠q
est nulle pour |⇠| suﬃsamment grand, en faisant tendre RÑ 8, nous obtenons queª
R2
gjp⇠qd⇠ “ 0.
Suivant les arguments présentés au début de cette section, et plus particulièrement le
comportement prescrit pour U1 au voisinage de l’infini, nous posons
U1p⇠, tq :“ ru0p0, tq ¨
`
 p⇠q ⇠ `V1p⇠q
˘
.
Nous sommes ainsi ramenés à chercher V1p⇠q “ V1,1p⇠qe1`V1,2p⇠qe2 dont les composantes
sont solutions du problème$’&’%
Trouver V1,j P Dp µq tels que
´divpµrV1,jq “ gj dans R2,
⇧0pV1,jq “ 0,
pour j “ 1, 2. Le problème précédent est bien posé en vertu de la proposition 3.2.16,
l’existence des V1,j étant assurée par la surjectivité de l’opérateur ´divpµrq tandis que
l’unicité est garantie par la contrainte ⇧0pV1,jq “ 0, le noyau de ´divpµrq étant de
dimension 1.
D’après la proposition 3.2.17, nous avons
V1,jp⇠q ´ ⇧10pV1,jqp2⇡µ0q´1 ln |⇠| PW22´✏pR2q
pour tout ✏ Ps0, 1r.
En fait, ⇧10pV1,jq “ 0 pour j “ 1, 2 puisque d’après la formule de Green, nous avons
⇧10pV1,jq “ limrÑ8
ª
BDr
µ0BrV1,j d 
“
ª
R2
gjp⇠, tqd⇠
“ 0,
où r “ |⇠| et Dr fait référence au disque de centre 0 et de rayon r. Ainsi V1 peut-être
définie comme l’unique solution du problème#
Trouver V1 PW1 pR2q2,   Ps0, 1r, tel que
´divpµrV1qq “ µ0 p p⇠q⇠ q, ⇠ P R2, t P R`.
(3.4.10)
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D’après la définition précédente, il apparaît clairement que U1 hérite de la régularité en
temps de ru0p0, tq ; précisément, d’après la proposition 3.4.2, U1 est au moins de classe
C 2 par rapport au temps. Soulignons que d’après la proposition 3.2.17 appliquée à V1p⇠q,
nous constatons qu’il existe une matrice Q de taille 2ˆ 2 tel que
V1p⇠q ´Q ¨ ⇠|⇠|2 PW
1
1` pR2q2 @  Ps0, 1r . (3.4.11)
Ceci fournit dans le même temps le second terme du développement asymptotique de
U1p⇠, tq quand |⇠| Ñ 8. Le résultat suivant est tiré de [71].
Lemme 3.4.4
La matrice Q définie par l’équation (3.4.11) est réelle symétrique.
La matrice Q est en réalité le tenseur de polarisation généralisé d’ordre 1 [51, 3] associé à
! et à l’opérateur divpµrq. Il s’agit d’une quantité de grand intérêt dans le contexte des
problèmes inverses et des techniques d’imagerie, dont l’étude est un thème de recherche
très actuel. Un moyen de calculer ce tenseur s’appuie sur le calcul numérique de la solution
d’une formulation intégrale de l’équation (3.4.10), comme présenté dans [25].
3.4.3 Développement à l’ordre 2
Dans la section précédente, nous avons vu que le terme d’ordre 1 dans le développement
en champ lointain de u" est nul. Nous devons pousser le développement à un ordre sup-
plémentaire pour voir apparaître l’influence de la petite inclusion dans le comportement
en champ lointain. Appliquons le principe de raccord à l’ordre 2. Pour le champ lointain,
poussant le développement de Taylor de u0 à l’ordre 2, et prenant en compte le fait que
u1 “ 0, il vient
u0px, tq ` "u1px, tq ` "2u2px, tq
„
|x|Ñ0
u0p0, tq ` x ¨ru0p0, tq `
ÿ
|↵|“2
x↵
↵!
B↵xu0p0, tq ` "2 u2px, tq ` ¨ ¨ ¨ (3.4.12)
D’après le principe de raccord, le développement ci-dessus doit coïncider avec les premiers
termes du développement du champ proche quand |⇠| “ |x|{" Ñ 8. Prenant en compte
les résultats des sections précédentes, et en particulier (3.4.11), ce développement s’écrit
U0
´x
"
, t
¯
` "U1
´x
"
, t
¯
` "2U2
´x
"
, t
¯
„
|x|
" Ñ8
u0p0, tq ` x ¨ru0p0, tq ` "2ru0p0, tqTQ ¨ x|x|2 ` "
2 U2
´x
"
, t
¯
` ¨ ¨ ¨
3.4.3.a Construction du terme de champ proche
Nous commençons par construire U2 de telle sorte qu’il compense les termes d’ordre 2
intervenant dans le développement de Taylor de u0 intervenant dans (3.4.12). Ainsi, et
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d’après (3.4.4), U2 doit satisfaire le système d’équations$’&’%
´divpµrU2q “ ´⇢B2tU0 dans R2 ˆ R`,
U2p⇠, tq „|⇠|Ñ8
ÿ
|↵|“2
⇠↵
↵!
B↵xu0p0, tq.
Le comportement à l’infini que nous prescrivons pour U2 est en adéquation avec le membre
de droite de l’équation volumique. En eﬀet, nous avons par définition U0p⇠, tq :“ u0p0, tq
ainsi
⇢B2tU0 “ ⇢0B2t u0p0, tq, @t • 0.
pour |⇠| suﬃsamment grand pour assurer que ⇢p⇠q “ ⇢0. De plus, puisque u0 satisfait une
équation homogène au voisinage de 0, nous avons
µ0 
ÿ
|↵|“2
⇠↵
↵!
B↵xu0p0, tq “ µ0p u0qp0, tq “ ⇢0B2t u0p0, tq.
Rappelons la définition du commutateur r , sv :“  p p⇠qvp⇠qq ´  p⇠q vp⇠q et notons
g2p⇠q :“
ÿ
|↵|“2
⇠↵
↵!
B↵xu0p0, tq.
L’identité ci-dessus implique que
divpµr p⇠qg2p⇠qq “  p⇠q⇢0B2t u0p0, tq ` r µ, sg2p⇠q,
pour |⇠| suﬃsament grand. Prenant en compte l’ensemble de ces considérations, nous
cherchons le terme de champ proche sous la forme$’’’’’’&’’’’’’%
U2p⇠, tq :“  p⇠q
ÿ
|↵|“2
⇠↵
↵!
B↵xu0p0, tq ` V2p⇠, tq
où V2 PW1´ pR2q,   Ps0, 1r tel que
´divpµrV2q “ ´ p⇠q⇢p⇠qB2t u0p0, tq ` µ0r , s
ÿ
|↵|“2
B↵xu0p0, tq⇠
↵
↵!
.
(3.4.13)
Notons que la fonction V2 dépend de l’espace et du temps, au contraire de V1. Explicitons
la construction de V2.
D’après la proposition 3.2.16, les équations ci-dessus définissent V2p⇠, tq à une constante
additive notée ⇧0pV2q près. Nous fixerons cette constante ultérieurement, de façon à satis-
faire complètement le principe de raccord. Pour le moment, discutons des autres termes
du développement radial de V2p⇠, tq quand |⇠| Ñ 8. Puisque V2 PW1´ pR2q, la proposition
3.2.17 montre que
V2p⇠, tq ´ ⇧10pV2p¨, tqqp2⇡µ0q´1 ln |⇠| ´ ⇧0pV2p¨, tqq PW1 pR2q (3.4.14)
pour tout   Ps0, 1r.
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Calculons ⇧10pV2p¨, tqq. Observons que, pour r ° 0 suﬃsamment grand, le terme de droite
intervenant dans l’équation (3.4.13) définissant V2p¨, tq s’annule quand |⇠| ° r. De plus,
puisque  `  “ 1, nous avons r , s “ ´r , s, ainsi
⇧10pV2q “ lim
RÑ8
ª
BDR
µBrV2 d  “ lim
RÑ8
ª
DR
divpµrV2q d⇠
“ lim
RÑ8
ª
DR
 p⇠q⇢p⇠qB2t u0p0, tq d⇠ ´
ª
DR
 p⇠q 
´ ÿ
|↵|“2
⇠↵
↵!
B↵xu0p0, tq
¯
d⇠
`
ª
DR
 
´
 p⇠q ÿ
|↵|“2
⇠↵
↵!
B↵xu0p0, tq
¯
d⇠
“
ª
!
p⇢p⇠q ´ ⇢0q d⇠ B2t u0p0, tq “ ⇢ B2t u0p0, tq,
où nous avons posé
⇢ :“
ª
R2
p⇢p⇠q ´ ⇢0q d⇠ “
ª
!
p⇢p⇠q ´ ⇢0q d⇠ “ p⇢1 ´ ⇢0q|!|. (3.4.15)
Le calcul ci-dessus montre que U2 croît quand |⇠| Ñ 8, ce qui va impacter la construc-
tion du terme de champ lointain. Pour des raisons qui apparaîtront dans la suite, nous
cherchons la constante (encore indéterminée à ce stade) ⇧0pV2p¨, tqq sous la forme
⇧0pV2p¨, tqq “ ⇢ B2t u0p0, tq ln "2⇡µ0 ` c2ptq, (3.4.16)
où c2ptq P C est encore indéterminée, et sera fixée a posteriori, après la construction de
u2, de facon à satisfaire le principe de raccord. Pour résumer, pour tout   Ps0, 1r nous
avons
U2p⇠, tq ´
ÿ
|↵|“2
⇠↵
↵!
B↵xu0p0, tq ´ ⇢ B2t u0p0, tq lnp"|⇠|q2⇡µ0 ´ c2ptq PW
2
 pR2z!q. (3.4.17)
Ainsi, l’asymptotique du champ proche s’écrit, quand |⇠| “ |x|{"Ñ 8,
U0
´x
"
, t
¯
` "U1
´x
"
, t
¯
` "2U2
´x
"
, t
¯
„
|x|
" Ñ8
u0p0, tq ` x ¨ru0p0, tq `
ÿ
|↵|“2
x↵
↵!
B↵xu0p0, tq
` "2
„
ru0p0, tqTQ ¨ x|x|2 ` ⇢ B
2
t u0p0, tq ln |x|2⇡µ0 ` c2ptq
⇢
` ¨ ¨ ¨
(3.4.18)
3.4.3.b Construction du terme de champ lointain
Nous construisons le terme u2 afin de compenser les termes d’ordre 2 dans (3.4.18). D’après
(3.1.4), u2 doit satisfaire une équation d’onde homogène dans R2zt0u. Étant donné son
3.4. APPLICATION DE LA MÉTHODE DES DÉVELOPPEMENTS ASYMPTOTIQUES
RACCORDÉS 69
comportement singulier au voisinage de x “ 0, u2 ne peut-être identiquement nul. Nous
cherchons u2 solution de$’’’&’’’%
⇢0B2t u2 ´ µ0 u2 “ 0 dans R2zt0u ˆ R`,
u2px, tq „|x|Ñ0ru0p0, tq
T ¨Q ¨ x|x|2 ` ⇢ B
2
t u0p0, tq ln |x|2⇡µ0 ` c2ptq
u2px, 0q “ Btu2px, 0q “ 0 @x P R2 .
(3.4.19)
Le problème (3.4.19) n’entre pas dans le cadre fonctionnel standard permettant de décrire
les solutions transitoires de l’équation des ondes, puisque nous cherchons un champ u2
singulier au voisinage de 0. Nous allons dans un premier temps eﬀectuer un relèvement
du comportement singulier de u2 au voisinage de 0, de façon à se ramener à une situation
plus classique. Introduisons la fonction
h2px, tq :“ ru0p0, tqT ¨ Q ¨ x|x|2 ` ⇢ B
2
t u0p0, tq ln |x|2⇡µ0 `
1
2
⇢0
µ0
prB2t u0qp0, tqT ¨Q ¨ x ln |x|.
Cette fonction est la somme des deux termes, correspondant au comportement que nous
prescrivons pour u2 au voisinage de 0, et d’un troisième terme dont la fonction est d’assurer
que h2 est solution d’une équation d’onde dans l’espace libre R2, avec un second membre
régulier. En eﬀet, puisque les deux premiers termes intervenants dans la définition de h2
sont harmoniques dans R2zt0u, et puisque
 px ln |x|q “ 2 x|x|2 dans R
2zt0u,
nous avons`
⇢0B2t ´ µ0 
˘
h2px, tq “ ⇢
2
0
µ0
prB4t u0qp0, tqT¨Q ¨ x ln |x| ` ⇢0⇢ B4t u0p0, tq ln |x|2⇡µ0 .
En particulier, étant donnée la régularité en temps de u0, nous constatons que
p⇢0B2t ´ µ0 qh2 P C8pR`,V0´1`✏pDqq
et ce @✏ ° 0. En particulier, nous avons p⇢0B2t ´ µ0 qh2 P C8pR`,L2pDqq. Considérant à
présent h2 comme la partie prédominante de u2 au voisinage de xÑ 0, nous cherchons le
terme de champ lointain u2 sous la forme
u2px, tq :“  pxqh2px, tq ` v2px, tq,
où v2px, tq est notre nouvelle inconnue. Afin d’assurer que u2 soit solution d’une équation
d’onde homogène dans R2zt0u, nous définissons v2 comme l’unique solution du problème#
Trouver v2 P C 2pR`,L2pR2qq X C 0pR`,H2pR2qq tel que
⇢0B2t v2 ´ µ0 v2 “ ´p⇢0B2t ´ µ0 qp h2q, x P R2, t P R` . (3.4.20)
Comme p⇢0B2t ´ µ0 qh2 P C8pR`,L2pDqq, le problème (3.4.20) est un problème de pro-
pagation d’ondes classique, pour lequel le théorème de Hille-Yosida s’applique, ce qui
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montre que le problème (3.4.20) est bien posé et caractérise entièrement v2, aux condi-
tions initiales près (bien sur, les conditions initiales pour v2 sont nulles). Par ailleurs,
puisque p⇢0B2t ´ µ0 qp h2q P C8pR`,V0´1`✏pR2qq pour tout ✏ ° 0, nous pouvons utiliser
un argument similaire à celui de la section 3.4.1.a afin de montrer qu’en choisissant
c2ptq :“ v2px “ 0, tq,
nous avons
sup
tPr0,T s
}Bkt pv2ptq ´ c2ptqq}V1´1`✏pDq † `8,
ce pour tout T ° 0 et pour tout k • 0. Nous avons ainsi fixé la valeur de c2ptq qui
intervient dans l’équation (3.4.16). Au regard de la définition de h2px, tq, pour tout ✏ ° 0
nous avons
sup
tPr0,T s
›››u2p¨, tq ´m2p¨, tq›››
V1´2`✏pDq
† `8
où
m2px, tq :“ ru0p0, tqTQ ¨ x|x|2 ` ⇢ B
2
t u0p0, tq ln |x|2⇡µ0 ` c2ptq.
3.4.3.c Une caractérisation explicite de u2
Dans le paragraphe précédent nous avons donné une définition du second terme de champ
lointain u2. Cette définition n’est pas constructive, au sens où elle repose sur un résultat
abstrait d’existence et d’unicité pour un problème de propagation d’onde. Dans ce para-
graphe, nous cherchons à donner une description explicite de u2, comme annoncée dans
la section 3.3. Rappelons la définition de la fonction de Green dans l’espace libre R2, le
milieu de propagation étant caractérisé par les coeﬃcients constants p⇢0, µ0q.
Gpx, tq :“ 1
2⇡c0
1a
c20t
2 ´ |x|2 1r0,1s
´ |x|
c0t
¯
,
où la vitesse du milieu c0 est définie par
c0 “
c
µ0
⇢0
.
Rappelons que la fonction de Green vérifie par définition
B2tG ´ c20 G “  x b  t dans R2 ˆ R ,
où  x b  t est la masse de Dirac centrée en x “ 0, t “ 0, et que si a est une fonction
causale de classe C8 alors la convolution a ‹
t
G, donnée par
pa ‹
t
Gqpx, tq “ 1
2⇡c0
ª t´ |x|c0
0
apsq dsa
c20pt´ sq2 ´ |x|2
(3.4.21)
est solution de l’équation d’ondes
B2t pa ‹t Gq ´ c
2
0 pa ‹t Gq “  x b at.
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Nous nous intéressons ici au comportement, à t • 0 fixé, de a ‹
t
G quand |x| Ñ 0. Le
changement de variable ⌘ “ c0s{|x| dans l’intégrale (3.4.21) donne
pa ‹
t
Gqpx, tq “ aptq
2⇡c0
ª t´ |x|c0
0
dsa
c20pt´ sq2 ´ |x|2
` 1
2⇡c0
ª t´ |x|c0
0
apsq ´ aptqa
c20pt´ sq2 ´ |x|2
ds
“ aptq
2⇡c20
ln
¨˝
c0t
|x| `
dˆ
c0t
|x|
˙2
´ 1‚˛` 1
2⇡c0
ª t´ |x|c0
0
apsq ´ aptqa
c20pt´ sq2 ´ |x|2
ds
„
|x|Ñ0
aptq
2⇡c20
ln
ˆ
2c0t
|x|
˙
` 1
2⇡c20
ª t
0
apsq ´ aptq
|t´ s| ds`Op|x|q
Notons à présent
gpx, tq “ c20 a ‹t G `
1
2⇡
aptq pxq ln |x|.
Nous allons étudier le comportement de g quand x Ñ 0. Remarquons que, au sens des
distributions, nous avons
⇢0B2t g ´ µ0 g “ 12⇡⇢0B
2
t aptq pxq ln |x| ` 12⇡µ0aptqr , s ln |x|,
de sorte que
B2t g ´ c20 g P C8pR`,L2pR2qq.
Ainsi, g est solution d’une équation des ondes inhomogènes dans R2ˆR` avec un second
membre à valeurs dans L2. Nous allons utiliser la proposition 3.2.14, ainsi qu’une chaîne
d’arguments similaire à celle utilisée à la section 3.4.1.a pour montrer que pour tout   ° 0,
tout T ° 0, nous avons
sup
tPr0,T s
››› BkBtk´a ‹t G ´ aptq2⇡c20 ln
´2ct
|x|
¯
´ 1
2⇡c20
ª t
0
apsq ´ aptq
|t´ s| ds
¯›››
V2 pDq
† `8 (3.4.22)
pour k P t0, 1, 2u.
L’équation (3.4.22) donne des informations intéressantes sur le champ rpa ‹
t
Gq. En parti-
culier, celle-ci montre que nous pouvons passer au gradient dans l’asymptotique de a ‹
t
G.
Ceci implique
2⇡c20rpa ‹t Gqpx, tq „ ´aptq
x
|x|2 `Op1q
quand |x| Ñ 0. De plus rpa ‹
t
Gq est solution d’une équation des ondes homogènes dans
pR2zt0uq ˆ R`. En prenant en compte ces remarques et comparant aux équations défi-
nissant le terme de champ lointain u2 (3.4.19), nous pouvons identifier les termes et en
déduire que
u2px, tq “ Graspx, tq ` Bx1Grb1spx, tq ` Bx2Grb2spx, tq
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où
Gras :“ a ‹
t
G, et aptq :“ ´ ⇢
⇢0
B2u0
Bt2 p0, tq, bjptq “ ´2⇡c
2
0 e
T
j ¨Q ¨ru0p0, tq, j “ 1, 2,
où c0 “
a
µ0{⇢0. Ainsi nous avons obtenu une expression explicite de u2, qui est le premier
terme du développement du champ diﬀracté en fonction de ", en terme de la fonction de
Green G et de son gradient, c’est-à-dire en terme de sources monopolaires et dipolaires.
Notons que u2 est couplé fortement à u0 et notamment aux valeurs ponctuelles en 0
(la limite de l’inclusion quand " Ñ 0) de sa dérivée seconde en temps ainsi que de son
gradient.
3.4.4 Développement à l’ordre 3
Bien que nous ne soyons intéressés que par un développement à l’ordre 2 de la solution u"
en fonction de ", il apparaîtra, lorsque nous mènerons l’analyse d’erreur, la nécessité de
connaître le terme d’ordre 3 en champ proche. Formellement, sa fonction sera de compenser
le terme d’ordre 3 apparaissant dans le développement de Taylor de u0 au voisinage de 0,
afin de récupérer un taux de convergence en 3´ ⌘, ⌘ ° 0.
Examinons les informations apportées par le principe de raccord appliqué à l’ordre 3. En
champ lointain, nous avons
u0px, tq ` "u1px, tq ` "2u2px, tq ` "3u3px, tq
„
|x|Ñ0
ÿ
|↵|§3
x↵
↵!
B↵xu0p0, tq ` "2ru0p0, tqTQ ¨ x|x|2 ` "
2
⇢
⇢0
B2t u0p0, tq ln |x|2⇡µ0 ` "
2c2ptq ` "3 u3px, tq ` ¨ ¨ ¨
(3.4.23)
Le principe de raccord indique que le développement ci-dessus doit compenser les premiers
termes du développement radial du champ proche quand |⇠| “ |x|{"Ñ 8. D’après ce qui
précède, et en particulier (3.4.17), ce développement s’écrit
U0
´x
"
, t
¯
` "U1
´x
"
, t
¯
` "2U2
´x
"
, t
¯
` "3U3
´x
"
, t
¯
„
|x|{"Ñ8
ÿ
|↵|§2
x↵
↵!
B↵xu0p0, tq ` "2ru0p0, tqTQ ¨ x|x|2`"
2
⇢
⇢0
B2t u0p0, tq ln |x|2⇡µ0 ` "
2c2ptq ` "3U3
´x
"
, t
¯
` ¨ ¨ ¨
Nous construisons le terme de champ proche U3 de sorte qu’il compense le terme d’ordre
3 intervenant dans le développement de Taylor de u0, apparaissant dans (3.4.23). D’après
(3.1.5), le terme de champ proche U3 doit satisfaire$’&’%
´divpµrU3q “ ´⇢B2tU1 dans R2 ˆ R`,
U3p⇠, tq „|⇠|Ñ8
ÿ
|↵|“3
⇠↵
↵!
B↵xu0p0, tq.
Nous adoptons la même démarche qu’aux paragraphes 3.4.2 et 3.4.3, en commençant
par construire un relèvement du comportement prescrit pour U3 au voisinage de l’infini.
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Posons
g3p⇠, tq “
ÿ
|↵|“3
⇠↵
↵!
B↵xu0p0, tq
et remarquons que le comportement prescrit pour U3 au voisinage de l’infini est compatible
avec le terme source de l’équation volumique : en eﬀet, nous avons
 g3p⇠, tq “ ⇠1pB3x1u0p0, tq ` B2x2Bx1u0p0, tqq ` ⇠2pB3x2u0p0, tq ` B2x1Bx2u0p0, tqq,
de sorte qu’au bilan
µ0 g3 “ µ0rp pu0qqp0, tq¨ ⇠ “ ⇢0B2tru0p0, tq¨ ⇠ „
⇠Ñ8 ⇢0B
2
tU1. (3.4.24)
L’égalité (3.4.24) implique que
divpµrp p⇠qg3p⇠qqq “  p⇠q⇢0B2tU1p⇠, tq ` µ0r , sg3p⇠q,
pour |⇠| suﬃsament grand. Avec ces observations à l’esprit, nous cherchons le terme de
champ proche U3 sous la forme$’’’’’’&’’’’’’%
U3p⇠, tq :“  p⇠q
ÿ
|↵|“3
⇠↵
↵!
B↵xu0p0, tq ` V3p⇠, tq
où V3 PW1´ pR2q,   Ps0, 1r tel que
´divpµrV3q “ ´ p⇠q⇢p⇠qB2tU1p⇠, tq ` µ0r , s
ÿ
|↵|“3
⇠↵
↵!
B↵xu0p0, tq
(3.4.25)
D’après la proposition 3.2.16, les équations ci-dessus définissent V3 à une constante ⇧0pV3q
près. Notons à nouveau que la fonction V3 dépend de l’espace et du temps, comme la
fonction de profil d’ordre 2, V2, et au contraire de V1. Explicitons la construction de V3.
Discutons le comportement de V3 quand |⇠| Ñ 8. Puisque V3 P W1´ pR2q, la proposition
3.2.17 montre que nous avons V3p⇠, tq ´⇧10pV3p¨, tqqp2⇡µ0q´1 ln |⇠| ´⇧0pV3p¨, tqq PW1 pR2q
pour tout   Ps0, 1r.
Calculons la constante ⇧10pV3p¨, tqq. Observons que, pour R ° 0 suﬃsamment grand, le
membre de droite dans l’équation définissant V3p¨, tq s’annule pour |⇠| ° R. De plus,
puisque  `  “ 1, nous avons r , s “ ´r , s. Ainsi
⇧10pV3q “ lim
RÑ8
ª
BDR
µBrV3 d  “ lim
RÑ8
ª
DR
divpµrV3q d⇠
“ lim
RÑ8
ª
DR
 p⇠q⇢p⇠qB2tU1p⇠, tq d⇠ ´ lim
RÑ8
ª
DR
 p⇠q g3 d⇠ `
ª
DR
  g3 d⇠
“
ª
!
p⇢p⇠q ´ ⇢0qB2tU1p⇠, tq d⇠ .
Nous avons ainsi montré l’existence de V3p¨ , tq à t fixé, définie à une constante près. Nous
passons outre le calcul de cette constante : les seuls ingrédients qui nous intéressent pour
mener à bien l’analyse d’erreur sont les comportements prédominants de U3 et de V3 quand
⇠ Ñ 8.
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Nous avons introduit l’ensemble des ingrédients nécessaires à la construction d’un déve-
loppement asymptotique de u" en fonction de ", à l’ordre 2 en champ lointain et à l’ordre
3 en champ proche.
Dans la prochaine section, nous justifions le fait que les ansatz
2ÿ
k“0
"kukpx, tq et
3ÿ
k“0
"kUk
´x
"
, t
¯
sont de bonnes approximations de u" dans les zones de champ lointain
et de champ proche respectivement. Bonne approximation est à entendre au sens ap-
proximation d’ordre 3 en ", ce qui est légitime puisque nous avons construit, globalement,
un développement d’ordre 2 de u".
3.5 Démonstration des résultats et
analyse d’erreur
Dans cette section, nous réalisons l’analyse d’erreur de notre problème. Nous proposons
un ansatz constitué d’une interpolation entre un développement à l’ordre 2 en champ
lointain et un développement à l’ordre 3 en champ proche du champ total. Nous prouvons
que cet ansatz est une approximation d’ordre 3´ ⌘ pour tout ⌘ ° 0 du champ total u".
Dans un premier temps, nous nous limitons au cas d’une inclusion unique et ce par soucis
de lisibilité. Nous expliquons ensuite comment généraliser la démarche au cas d’un nombre
quelconque d’inclusions.
Nous définissons, en suivant une idée considérée par exemple dans [75], le champ approché
comme
u˜"px, tq :“  "pxq
2ÿ
n“0
"nunpx, tq `  pxq
3ÿ
n“0
"nUn
´x
"
, t
¯
´  "pxq pxqm"px, tq. (3.5.1)
Il s’agit d’une interpolation entre les séries tronquées de champ proche et de champ
lointain. Rappelons que, moralement, m" est la somme des termes intervenant dans le
principe de raccord en champ lointain, définie par
m"px, tq :“
ÿ
|↵|§3
x↵
↵!
B↵xu0p0, tq ` "2
„ru0p0, tq ¨Q ¨ x
|x|2 ` ⇢B
2
t u0p0, tq ln |x|
⇢
.
L’objectif de cette section est de démontrer le
Théorème 3.5.1
Soit u" l’unique solution de (2.2.2), définissons u˜" par la formule (3.3.8) et soit T ° 0.
Alors pour tout ⌘ Ps0, 1r, il existe deux constantes C⌘, "0 ° 0 telles que
sup
tPr0,T s
“}Btu" ´ Btu˜"}L2pR2q ` }ru" ´ru˜"}L2pR2q‰ § C⌘ "3´⌘, @" P r0, "0r.
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Ce théorème constitue la synthèse de l’analyse par développement asymptotique raccor-
dés. Il montre que le champ approché défini par la formule (3.5.1) constitue une bonne
approximation du champ total u", qui par définition est solution du problème (2.2.2). La
norme dans laquelle nous mesurons l’écart entre ces deux champs, définie par
u ﬁÑ sup
tPr0,T s
}Btu}L2pRq ` }ru}L2pRq
est la norme d’énergie, canoniquement associée aux problèmes de propagation d’ondes
acoustiques. Notons que si
x R suppt u, nous avons u˜"pxq “ u0px, tq ` "u1px, tq ` "2u2px, tq. Ainsi, le théorème
3.5.1 montre que
2ÿ
n“0
"nun
est une approximation d’ordre 3´ ⌘ de u", à distance ° 1 de l’inclusion.
Le reste de cette section est consacré à la preuve du théorème 3.5.1. La preuve se fait,
comme souvent, en deux étapes : stabilité et consistance.
‚ La stabilité consiste à montrer que les solutions aux problèmes de propagation tels que
(2.2.2) dépendent continument des données, et ce uniformément en ". Ce résultat a
été montré dans le corollaire 2.2.4, et est une conséquence directe du caractère bien
posé du problème (2.2.2) ainsi que de l’identité d’énergie associée. Ainsi, il existe deux
constantes C ° 0 et "0 ° 0 telles que
sup
tPr0,T s
}Btv}L2pR2q ` }rv}L2pR2q
§ C
ˆ
}Btvp¨, 0q}L2pR2q ` }rvp¨, 0q}L2pR2q `
ª T
0
}⇢"B2t v ´ divpµ"rvq}L2pR2qdt
˙
et ce pour tout v P C0pR`, Dp µ"qq et pour tout " P r0, "0r.
Notons que les paramètres physiques ⇢" et µ" vérifient
⇢" • minp⇢1, ⇢0q ° 0 et µ" • minpµ1, µ0q ° 0.
De plus,
u"px, 0q “ u0px, 0q “ u2px, 0q “ Btu"px, 0q “ Btu0px, 0q “ Btu2px, 0q “ 0
et ce pour tout x P R2, par construction.
Par ailleurs, les termes de champ proche U0, U1, U2 sont solutions de problèmes de
statique dont les seconds membres sont des sommes de termes ayant comme facteurs
B↵xu0p0, tq.
Ainsi, puisque u0 est causale et comme B↵xu0p0, 0q “ 0 pour tout ↵ P N2, ceci implique
que U0px, 0q “ U1px, 0q “ U2px, 0q “ 0.
Pour résumer, nous avons @" P r0, "0r,
sup
tPr0,T s
“}Btpu" ´ ru"q}L2pR2q ` }rpu" ´ ru"q}L2pR2q‰ § C ª T
0
}⇢"B2t pu"´ru"q´divpµ"rpu"´ru"qq}L2pR2qdt.
(3.5.2)
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L’estimation (3.5.2) montre que pour estimer la diﬀérence u"´ru" dans la norme d’éner-
gie, il suﬃt de savoir contrôler le termeª T
0
}⇢"B2t pu" ´ ru"q ´ divpµ"rpu" ´ ru"qq}L2pR2qdt.
‚ Il s’agit de l’étape dite de consistance. Notons que dans l’inégalité ci-dessus, la constante
C ° 0 est indépendante de ". Nous nous attelons dans la suite de cette section à établir
une estimation de la quantitéª T
0
}⇢"B2t pu" ´ ru"q ´ divpµ"rpu" ´ ru"qq}L2pR2qdt.
en fonction de ".
Introduisons la notation
p⌧"Uqpxq :“ U
´x
"
¯
.
et remémorons la notion de commutateur introduite section 3.2.4, définie par
r , gsv :“  pgvq ´ g v, @pg, vq P C8pR2q2.
En pratique, g sera souvent égale à  " ou à  . Rappelons également que
⇢0B2t un ´ µ0 un “  n,0f, x P R2, t ° 0, n P N,
où  n,0 est le symbole de Kronecker, valant 1 si n “ 0 et 0 sinon. Nous avons alors la suite
d’égalités suivantes
⇢"B2t pu" ´ ru"q ´ divpµ"rpu" ´ ru"qq
“ µ0r , "s
2ÿ
n“0
"nun ` µ0r , s
3ÿ
n“0
"n⌧"Un ´ µ0r ,  "sm"
` p⇢"B2t ´ µ"q
3ÿ
n“0
"n⌧"Un ´   "p⇢0B2t ´ µ0 qm".
(3.5.3)
Soit M"p⇠, tq l’unique fonction satisfaisant m" “ ⌧"M", de sorte que
M"p⇠, tq “ u0p0, tq ` "
ˆ
ru0p0, tq¨ ⇠ `ru0p0, tq¨Q¨ ⇠|⇠|2
˙
` "2
¨˝ ÿ
|↵|“2
⇠↵
↵!
B↵xu0p0, tq ` ⇢ B2t u0p0, tq ln |"⇠|2⇡µ0 ` c2ptq
‚˛
` "3 ÿ
|↵|“3
⇠↵
↵!
B↵xu0p0, tq,
et observons que m" se décompose sous la forme
m"px, tq “ m0px, tq ` "m1px, tq ` "2m2px, tq
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avec m1 “ 0, tandis que m0, m2 sont indépendants de ". De manière similaire,
M"p⇠, tq “M0p⇠, tq ` "M1p⇠, tq ` "2M2p⇠, tq ` "3M3p⇠, tq
où M0,M1,M3 sont indépendantes de " tandis que M2p⇠, tq est une fonction aﬃne de ln ".
Remarquons également que puisque  " `   “ 1`  " , nous avons
r ,  "sm" “ r , "sm" ` r , sp⌧"M"q.
Ainsi puisque  "pxq :“ 1 ´  "pxq, nous avons   " “   ´  ". Ces observations nous
poussent à réorganiser les termes de droite dans (3.5.3) de la manière suivante
⇢"B2t pu" ´ u˜"q ´ divpµ"rpu" ´ u˜"qq
“ µ0r , "s
` 2ÿ
n“0
"npun ´mnq
˘` µ0r , s`⌧" 3ÿ
n“0
"npUn ´Mnq
˘
` p ´  "q⇢0B2t
`
⌧""
2pU2 ´M2q ` ⌧""3pU3 ´M3q
˘
`  "⇢"B2t
`
"2⌧"U2 ` "3⌧"U3
˘
La proposition qui suit donne une estimation en norme L2 de chacun des termes interve-
nant dans la somme précédente.
Proposition 3.5.2
Pour tout ⌘ ° 0, il existe C⌘ ° 0 telle que pour tout " P r0, "0r et tout t ° 0, nous ayons
les estimations suivantes :›››››r , "s 2ÿ
n“0
"npun ´mnq
›››››
L2pR2q
§ C⌘ "3´⌘
2ÿ
n“0
}un ´mn}V1´3`n`⌘pDq, (3.5.4)
›››››r , s 3ÿ
n“0
"n⌧"pUn ´Mnq
›››››
L2pR2q
§ C⌘ "3´⌘
3ÿ
n“0
}Un ´Mn}W13´n´⌘pR2q , (3.5.5)
›››››p ´  "q⇢0B2t 3ÿ
n“2
"n⌧"pUn ´Mnq
›››››
L2pR2q
§ C⌘ "3´⌘
3ÿ
n“2
››B2t pUn ´Mnq››W13´n´⌘pR2q .(3.5.6)
Par ailleurs, il existe C ° 0 telle que pour tout " P r0, "0r, on ait››››› "⇢"B2t 3ÿ
n“2
"n⌧"Un
›››››
L2pR2q
§ C"3
3ÿ
n“2
}B2tUn}L2p!q. (3.5.7)
Démonstration :
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‚ Dans un premier temps, traitons les deux premières inégalités (3.5.4), (3.5.5). Pre-
nant en compte les estimations établies dans le lemme 3.2.20, il vient l’existence d’une
constante C⌘ telle que pour tout n “ 0, . . . , 3, on ait l’estimation
}r , s⌧"pUn ´Mnq}L2pR2q § C }Un ´Mn}W10pQ1{"q .
En utilisant le lemme 3.2.21, nous obtenons qu’il existe C⌘ ° 0 telle que
}r , s⌧"pUn ´Mnq}L2pR2q § C⌘"3´n´⌘
››r3´n´⌘ pUn ´Mnq››W10pQ1{"q
§ C⌘"3´n´⌘ }Un ´Mn}W13´n´⌘pR2q ,
pour l’erreur de champ proche par exemple, ce qui prouve l’estimation (3.5.5). Le même
type de calcul peut-être eﬀectué pour obtenir (3.5.4).
‚ Les estimations (3.5.6) et (3.5.7) s’obtiennent directement par changement de variable
et en se référant aux équations (3.4.13) et (3.4.25).
˝
La proposition 3.5.2 achève ainsi la démonstration du théorème 3.3.1 dans le cas d’une
unique inclusion.
Nous avons fait la démonstration du théorème 3.5.1 dans le cas d’une unique inclusion,
par soucis de lisibilité. Le principe de la démonstration est le même dans le cas d’un
nombre quelconque d’inclusions, à nouveau à cause de l’hypothèse sur la séparabilité des
inclusions et le fait que l’ordre 2 est le premier ordre en champ lointain auquel apparaît
le champ diﬀracté par les inclusions, ceci en 2D.
Ainsi, nous avons montré dans cette section que le champ approché ru" défini par l’équation
(3.5.1) est une approximation d’ordre 3´ ⌘ de u", et ce pour tout ⌘ ° 0.
Bien évidemment, un grand nombre d’extensions de cette analyse sont possibles, un certain
nombre d’entre elles étant détaillées dans la prochaine section.
Remarque 3.5.3
En vertu du fait que le terme source f est supposé indéfiniment dérivable en temps
(voir le paragraphe 2.2), nous pouvons appliquer ce qui précède pour montrer que des
estimations d’erreur telles que celle énoncée théorème 3.5.1 restent valides en remplaçant
le champ total u" et son ansatz d’approximation par leurs dérivées en temps successives.
Ainsi, pour tout k • 0, pour tout T ° 0 et pour tout ⌘ ° 0, il existe deux constantes
C⌘, "0 ° 0 telles que
sup
tPr0,T s
“}Btupkq" ´ Btu˜pkq" }L2pR2q ` }rupkq" ´ru˜pkq" }L2pR2q‰ § C⌘ "3´⌘, @" P r0, "0r,
où vpkq désigne la dérivée k-ème en temps de v.
3.6 Extensions possibles
Nous avons eﬀectué l’analyse asymptotique à l’ordre 2 du problème de diﬀraction par un
ensemble de petits défauts (2.2.2) en utilisant la méthode des développements asympto-
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tiques raccordés. Nous aurions pu considérer un problème modèle diﬀérent, les extensions
possibles et naturelles étant les suivantes :
‚ La dimension d’espace sous-jacente au problème (dans notre cas d “ 2) joue un grand
rôle dans le résultat de l’analyse asymptotique. Dans la situation que nous avons exa-
miné, le premier terme d’ordre non nul en champ lointain est d’ordre 2. Il aurait été
d’ordre 3 en dimension 3, et aurait également été constitué d’une combinaison de mo-
nopoles et de dipôle localisés en les xn, la fonction de Green présentant évidemment des
propriétés diﬀérentes selon que d “ 2 ou d “ 3. En particulier, l’apparition de termes
en ln " dans le terme d’ordre 2 du champ proche de " provient du principe de Huygens
et du fait que le cône de lumière en 2 dimensions est supporté par le disque t|x| § ctu
alors qu’il est supporté par la sphère t|x| “ ctu en dimension 3.
‚ Nous avons considéré des obstacles pénétrables, c’est-à-dire que les paramètres phy-
siques ⇢" et µ" vivent dans tout l’espace et présentent une discontinuité à la frontière
des défauts. Nous aurions pu placer des conditions au bord des défauts, par exemple de
Dirichlet, Neumann ou de Robin, ce qui aurait mené à un développement asymptotique
diﬀérent de u". Le fait d’avoir choisi comme problème modèle la diﬀraction par des
obstacles pénétrables provient des applications au contrôle non-destructif visées par le
CEA List ; notamment la diﬀraction par un ensemble de petits cailloux plongés dans
du béton.
‚ Rappelons également que l’hypothèse sur la position des obstacles !"n était fondamentale
puisqu’elle permet de découpler les zones de champs proches propres à chaque inclusion.
Si nous avions considéré un modèle au sein duquel les inclusions se rapprochent les une
des autres, c’est-à-dire où leur centre sont séparés d’une distance de l’ordre de "↵, ↵ P
s0, 1r, comme dans [17, 18] par exemple, alors des termes supplémentaires apparaitraient
dans le développement asymptotique de u".
‚ Une extension naturelle serait de mener l’analyse asymptotique pour les problèmes de
Maxwell et de l’élastodynamique temporelle.
Par ailleurs, nous avons eﬀectué l’hypothèse relativement simpliste d’un milieu constant
par morceaux. Dans un premier temps, force est de constater que l’analyse asymptotique
qui précède n’aurait pas été aﬀectée par une hypothèse plus générale, celle par exemple
d’un milieu de référence p⇢0, µ0q variant lentement dans R2 et disons constant au voisinage
des inclusions, perturbé par un ensemble de petites inclusions. Quel modèle est alors
acceptable pour les paramètres physiques au sein des inclusions ?
Si nous supposons par exemple qu’à l’intérieur des inclusions, les paramètres ⇢n et µn
sont des fonctions régulières de x et indépendantes de ", alors il est légitime d’un point de
vue physique d’assimiler ces fonctions à leur valeur au centre, les inclusions étant petites
devant la longueur d’onde centrale du champ incident.
Une autre possibilité pourrait être de considérer des fonctions de la forme ⇢nppx´xnq{"q.
Dans ce cas, l’intuition suggère de considérer un modèle équivalent où les fonctions ⇢n et
µn sont remplacées par leur moyenne sur l’inclusion normalisée plutôt que par leur valeur
ponctuelle au centre de l’inclusion.
Ces questions de modélisation consistant à déterminer quels sont les modèles réalistes d’un
point de vue physique sont intéressantes et en réalité très actuelles au sein de la commu-
nauté des développements asymptotiques pour les équations aux dérivées partielles.
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Construction et analyse de
modèles approchés
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Nous avons eﬀectué l’analyse asymptotique du problème exact (2.2.2), qui rappelons le,
est diﬃcile à résoudre numériquement en tant que tel, pour l’ensemble des raisons expo-
sées section 1.3. L’objectif à présent est de tirer parti de l’analyse asymptotique eﬀectuée
dans la section précédente, afin de proposer deux modèles, indépendants l’un de l’autre,
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qui d’une part approchent le modèle exact (au sens où l’erreur entre les solutions de ces
deux modèles est petite, dans un sens que nous préciserons) et d’autre part sont signifi-
cativement plus faciles à résoudre que le problème initial, d’un point de vue numérique.
Un trait commun aux deux modèles que nous proposerons est le fait qu’ils sont gouvernés
par une équation des ondes acoustique dans l’espace libre, ayant comme paramètres ⇢0 et
µ0, les paramètres physiques du milieu environnant les inclusions. Bien évidemment ces
deux équations d’ondes seront couplées à des inconnues auxiliaires, qui permettront de
rendre compte de la présence des inclusions dans le milieu.
L’intérêt d’une telle approche, d’un point de vue numérique, est qu’elle permet de dis-
crétiser l’équation d’onde sous-jacente à l’aide d’un espace élément finis s’appuyant sur
un maillage complètement indépendant des hétérogénéités. En particulier, la taille des
mailles pourra être choisie indépendamment de la taille caractéristique des inclusions ",
nous permettant ainsi de nous aﬀranchir des diﬃcultés liées à la condition de stabilité
CFL, de stockage mémoire et de coût de calcul.
A contrario, les deux modèles approchés que nous allons construire présentent des diﬀé-
rences dans leur façon de gérer la présence des inclusions. Le premier s’appuie sur une
représentation du problème de diﬀraction comme perturbation d’un problème de propa-
gation dans l’espace libre. Nous introduisons des inconnues auxiliaires artificielles vivant
sur les inclusions, à la facon de la méthode des domaines fictifs [23, 49]. Ces inconnues
peuvent être considérées comme des multiplicateurs de Lagrange volumiques. Le modèle
approché est alors obtenu en réduisant l’espace fonctionnel dans lequel vivent ces multi-
plicateurs de Lagrange grâce à une méthode de Galerkin, basée sur l’analyse en champ
proche eﬀectuée au chapitre 3.
Le second modèle quand à lui s’appuie exclusivement sur une analyse en champ lointain
de la solution u" du problème de diﬀraction. Il s’agit de régulariser le problème vérifié par
l’ansatz de champ lointain tronqué à l’ordre 2.
Ce chapitre est organisé de la manière suivante : nous présentons successivement les
deux modèles approchés que nous avons développés. Pour chacun de ces modèles, nous
exposons sa construction dans le cas simplifié d’une unique inclusion afin de faciliter
la lecture, puis nous présentons le modèle approché dans le cas général d’un nombre
quelconque d’inclusions. Dans un deuxième temps, nous donnons des résultats établissant
le caractère bien-posé de chacun de ces deux modèles, puis nous eﬀectuons une analyse
de convergence, afin d’établir que la solution de chacun des modèles approchés est une
bonne approximation de la solution u" du problème exact (2.2.2).
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4.1 Une première approche avec
inconnue auxiliaire par analyse du champ
proche
Le premier modèle approché que nous proposons provient d’une idée relativement simple :
il s’agit de considérer que le problème modèle (2.2.2) est une perturbation du problème
sans inclusions. La perturbation fait intervenir la valeur de u", que nous traitons selon
une décomposition de Galerkin le long de certaines fonctions de bases, intervenant dans
l’expression des termes de champ proche. Rappelons le problème initial étudié :$’’&’’%
Trouver u" P C 2pR`,L2pR2qq X C 0pR`,Dp µ"qq tel que
⇢"B2t u" ´ divpµ"ru"q “ fpx, tq, x P R2, t P R`,
u"px, 0q “ Btu"px, 0q “ 0, x P R2,
(4.1.1)
où les paramètres physiques ⇢" et µ" présentent des discontinuités à la frontières des
inclusions !"n pour n P t1, . . . , Nu. Il s’agit alors d’écrire que u" est solution d’une équation
d’ondes dans le milieu p⇢0, µ0q, perturbée par la présence des petites inclusions.
Nous procédons dans cette section à un léger changement de notation, en comparaison
des sections qui précèdent, concernant les paramètres physiques du problème.
Remarque 4.1.1
Rappelons que les paramètres physiques du problème µ" et ⇢" sont définis par
µ"pxq “
$’&’% µ0 si x P R2z
N§
n“1
!n" ,
µn si x P !n" ,
⇢"pxq “
$’&’% ⇢0 si x P R2z
N§
n“1
!n" ,
⇢n si x P !n" .
Nous introduisons les 2N constantes ✓1, . . . , ✓µn,  1, . . . ,  n qui sont telles que
1
µ"
pxq “
$’’’&’’’%
1
µ0
si x P R2z
N§
n“1
!n" ,
1` ✓n
µ0
si x P !n" ,
⇢"pxq “
$’&’% ⇢0 si x P R2z
N§
n“1
!n" ,
⇢0p1`  nq si x P !n" .
Notons que ces constantes de contraste relatif sont définies de manière univoque, sont
sans dimension, et sont données selon la formule explicite
✓n “ µ0
µn
´ 1 et  n “ ⇢n
⇢0
´ 1.
Remarquons que puisque µ" • 0 et ⇢" • 0 sur R2, nécessairement  n ° ´1 et ✓n ° ´1 et
ce pour tout n P t1, . . . , Nu. Notons également que le cas de figure où  n “ ✓n “ 0 revient
à supposer que la n-ème inclusion est vide (au sens où elle n’existe pas, elle se confond
avec le milieu environnant).
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L’intérêt de ce changement de notation (nous passons d’une notation absolue à une no-
tation en contraste relatifs) apparaîtra quand nous chercherons à exprimer que le milieu
avec inclusion est une perturbation du milieu de référence, caractérisé par les coeﬃcients
p⇢0, µ0q.
Par souci de pédagogie, nous présentons le modèle approché dans le cas d’une inclusion
unique puis dans le cas de N inclusions.
4.1.1 Cas d’une inclusion unique et d’un contraste ⇢ uniquement
Dans cette section uniquement, nous supposons que nous disposons d’une unique inclusion
!". Nous supposons que celle-ci est centrée en 0 P R2 au sens où
@" ° 0, 0 P !".
Nous notons   “  1 le contraste relatif du paramètre ⇢" dans l’inclusion, de sorte que
⇢"pxq “
"
⇢0 si x P R2z!",
⇢0p1`  q si x P !",
et nous supposons que
µ"pxq “ µ0pxq, @x P R2.
Ces hypothèses vont nous permettre d’exposer les idées conduisant à l’obtention du pre-
mier modèle approché. Nous généraliserons ensuite ceci au cas d’un nombre quelconque
d’inclusions, avec un contraste de la rigidité µ" à l’intérieur de chacune d’entre elles.
Notons 1" la fonction indicatrice de l’inclusion !" :
1"pxq “
#
1 si x P !",
0 sinon.
Avec les notations ci-dessus, le problème (4.1.1) est équivalent au problème$’’&’’%
Trouver u" P C 2pR`,L2pR2qq X C 0pR`,Dp µ0qq tel que
⇢0B2t u" ` ⇢0 B2t u"1" ´ divpµ0ru"q “ fpx, tq, x P R2, t P R`,
u"px, 0q “ Btu"px, 0q “ 0, x P R2.
(4.1.2)
4.1.1.a Construction du modèle
L’idée de ce premier modèle approché est de considérer le terme ⇢0 B2t u"1" comme une
source auxiliaire du problème, couplée à l’inconnue u" du problème. Cette source vivant
uniquement sur l’inclusion !", elle peut-être approchée par les termes de champ proche
issus de l’analyse asymptotique du problème.
Ainsi, nous introduisons une inconnue auxiliaire définie par
v" “ ↵u"1",
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où ↵ P R est une constante non nulle dont nous préciserons la valeur ultérieurement. Nous
allons réécrire le problème (4.1.2) en terme de l’inconnue pu", v"q, puis nous procéderons
à une décomposition de Galerkin sur v" le long des fonctions de champ proche. Nous
constaterons qu’il existe une valeur critique de ↵, dépendant uniquement de la valeur du
contraste relatif  , pour laquelle une propriété de conservation d’énergie sera établie, ce
qui sera fondamental afin d’établir des schémas numériques stables.
Notons
U “ C 2pR`,L2pR2qq X C 0pR`,Dp µ0qq et V" “ C 2pR`,L2p!"qq,
les espaces fonctionnels adaptés pour u" et v" respectivement.
Il est clair que le problème (4.1.2) est équivalent au problème$’’’’’’&’’’’’’%
Trouver pu", v"q P Uˆ V" tel que
⇢0B2t u" ` ⇢0 ↵ B
2
t v" ´ divpµ0ru"q “ fpx, tq, x P R2, t P R`,
v" “ ↵u"1", x P !", t P R`,
u"px, 0q “ Btu"px, 0q “ 0, x P R2.
(4.1.3)
Nous considérons le problème (4.1.3) comme une équation d’ondes dans le milieu de
référence p⇢0, µ0q, perturbée par une source auxiliaire vivant uniquement sur l’inclusion,
cette source étant elle-même couplée à l’inconnue u" de notre équation d’ondes.
En tant que tel, le problème (4.1.3) est strictement équivalent au problème (4.1.1). En
eﬀet, si u" est solution de (4.1.1), alors le couple pu", v"q où v" est définie par
v" “ ↵u"1", x P !", t ° 0,
est solution du problème (4.1.3), tandis que la réciproque est également valide : si pu", v"q
est solution de (4.1.3), alors u" est solution du problème initial (4.1.1).
Afin de proposer un modèle approché du problème (4.1.3), nous le passons sous forme
variationnelle. On montre selon une démarche classique qu’il est équivalent au problème$’’’’’&’’’’’%
Trouver pu", v"q P Uˆ V" tel que
d2
dt2
mpu", ruq ` apu", ruq ` d2
dt2
b"pv", ruq “ F pruq, @t P R`,
m"pv", rvq “ b"prv, u"q, @t P R`,
u"p0q “ Btu"p0q “ 0, @pru, rvq P H1pR2q ˆ L2p!"q.
(4.1.4)
où les formes bilinéaires m et a, de masse et de rigidité respectivement, sont définies par
m :
ˇˇˇˇ
ˇˇ L
2pR2q ˆ L2pR2q Ñ R
pu, ruq ﬁÑ ⇢0 ª
R2
uru dx, et a :
ˇˇˇˇ
ˇˇ H
1pR2q ˆ H1pR2q Ñ R
pu, ruq ﬁÑ µ0 ª
R2
ru¨rru dx, (4.1.5)
tandis que les formes bilinéaires m" et b" sont définies par
m" :
ˇˇˇˇ
ˇˇ L
2p!"q ˆ L2p!"q Ñ R
pv, rvq ﬁÑ ⇢0 
↵2
ª
!"
vrvdx et b" :
ˇˇˇˇ
ˇˇ L
2pR2q ˆ L2p!"q Ñ R
pv, uq ﬁÑ ⇢0 
↵
ª
!"
uv dx.
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Enfin, la forme linéaire F est définie par
F :
ˇˇˇˇ
ˇˇ L
2pR2q Ñ R
u ﬁÑ
ª
R2
uf dx
(4.1.6)
Les formes bilinéaires m et a sont les formes de masse et de rigidité usuellement associées
à l’équation des ondes acoustiques, tandis que m" est la forme de masse associée à l’espace
V" et b" est une forme de couplage entre les espaces U et V".
L’idée du premier problème approché que nous proposons est de remplacer l’espace V" par
un espace de fonctions de la variable temporelle à valeurs dans un espace de dimension
finie et petite, construit à partir du développement en champ proche issu de l’analyse
asymptotique.
Nous allons utiliser l’analyse asymptotique eﬀectuée dans la section précédente afin de
proposer un modèle approché de (4.1.3), dans lequel nous remplacerons l’espace vectoriel
de dimension infinie V" par un espace de dimension finie. Rappelons les résultats de
l’analyse asymptotique, et en particulier la définition des termes de champ proche pour
le cas d’une inclusion unique.
Retour sur l’approximation de champ proche En se référant à l’analyse asymp-
totique eﬀectuée section 3, et précisément d’après le théorème 3.3.2, au voisinage de
l’inclusion !", le champ u" est approché par
px, tq ﬁÑ uP px, tq “ U0
´x
"
, t
¯
` "U1
´x
"
, t
¯
` "2U2
´x
"
, t
¯
où le terme de champ proche U0 est défini par U0p⇠, tq :“ u0p0, tq pour ⇠ P R2, tandis que
U1 et U2 sont solutions des problèmes
$’’’&’’’%
Trouver t ﬁÑ U1ptq PW 1´1´ pR2q,   Ps0, 1r tel que
´divpµrU1q “ 0, ⇠ P R2,
U1p⇠, tq „|⇠|Ñ8⇠ ¨ru0p0, tq,
et $’’’’’&’’’’’%
Trouver t ﬁÑ U2ptq PW 1´2´ pR2q,   Ps0, 1r tel que
´divpµrU2q “ ´⇢B2tU0, ⇠ P R2,
U2p⇠, tq „|⇠|Ñ8
ÿ
|↵|“2
⇠↵
↵!
B↵xu0p0, tq,
la variable rapide ⇠ étant définie par ⇠ “ x{".
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Précisément, en vertu de l’équation (3.4.13), U2 est tel que$’’’’’’&’’’’’’%
U2p⇠, tq :“  p⇠q
ÿ
|↵|“2
⇠↵
↵!
B↵xu0p0, tq ` V2p⇠, tq
où V2 PW1´ pR2q,   Ps0, 1r, ; tel que
´divpµrV2q “ ´ p⇠q⇢p⇠qB2t u0p0, tq ` µ0r , s
ÿ
|↵|“2
B↵xu0p0, tq⇠
↵
↵!
.
Nous avons montré, en vertu de l’équation (3.4.14) que
V2p⇠, tq ´ ⇧10pV2p¨, tqqp2⇡µ0q´1 ln |⇠| ´ ⇧0pV2p¨, tqq PW1 pR2q,
où ⇧10pV2p¨, tqq et ⇧0pV2p¨, tqq sont des fonctions du temps, définies au paragraphe 3.4.3.
A présent, nous cherchons un espace de dimension finie X" Ä L2p!"q tel que pour tout
temps t ° 0, nous ayons
Uiptq P X", i “ 0, 1, 2.
Introduisons la fonction W0 constante égale à 1 sur R2, que nous pouvons également
appréhender comme étant solution du problème$’’’’&’’’’%
W0 PW1´ pR2q,   Ps0, 1r tel que
´divpµrW0q “ 0, ⇠ P R2,
W0p⇠q „|⇠|Ñ8 1.
Ce problème a une unique solution en vertu de la proposition 3.2.16. Nous introduisons
également les fonctions W1,1 et W1,2, solutions respectivement des problèmes$’’’’&’’’’%
W1,1 PW1´1´ pR2q,   Ps0, 1r tel que
´divpµrW1,1q “ 0, ⇠ P R2,
W1,1p⇠q „|⇠|Ñ8 ⇠
1,
et
$’’’’&’’’’%
W1,2 PW1´1´ pR2q,   Ps0, 1r tel que
´divpµrW1,2q “ 0, ⇠ P R2,
W1,2p⇠q „|⇠|Ñ8 ⇠
2,
où nous avons noté ⇠ “ p⇠1, ⇠2q les coordonnées de ⇠ dans la base canonique de R2. En
tant que telles, les fonctions W1,1 et W1,2 sont définies à une constante près, et ce en vertu
de la proposition 3.2.16. Nous imposons que
W1,i ´ ⇠i Ñ|⇠|Ñ8 0, i “ 1, 2,
ce qui fixe les constantes indéterminées à 0.
Enfin, pour finir, nous définissons les fonctions de profil d’ordre 2. Introduisons W2,1 et
W2,2 définies comme les solutions des problèmes$’’’’&’’’’%
W2,1 PW1´2´ pR2q,   Ps0, 1r tel que
´divpµrW2,1q “ 0, ⇠ P R2,
W2,1p⇠q „|⇠|Ñ8 ⇠
2
1 ´ ⇠22,
et
$’’’’&’’’’%
W2,2 PW1´2´ pR2q,   Ps0, 1r tel que
´divpµrW2,2q “ 0, ⇠ P R2,
W2,2p⇠q „|⇠|Ñ8 ⇠1⇠2.
(4.1.7)
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Notons que les comportements prescrits pour W2,1 et W2,2 au voisinage de l’infini sont
donnés par deux polynômes harmoniques de degré 2 linéairement indépendants.
Introduisons une dernière fonction de profil, que nous noterons W2,0, définie comme la
solution du problème$’’’’&’’’’%
W2,0 PW1´2´ pR2q,   Ps0, 1r tel que
´divpµrW2,0q “ ´⇢p⇠q, ⇠ P R2,
W2,0p⇠q „|⇠|Ñ8 ´
⇢0
4µ0
`
⇠21 ` ⇠22
˘´ ⇢
2⇡µ0
ln |⇠|.
(4.1.8)
Les fonctions W0, W1,1, W1,2, W2,0, W2,1 et W2,2 sont des fonctions de profil, dépendant
uniquement de l’espace, et révélant un certain nombre d’informations à propos de l’inclu-
sion !. A nouveau, les fonctions W2,i pour i “ 0, 1, 2 ne sont pas entièrement déterminées
par les problèmes (4.1.7) et (4.1.8). Il est en eﬀet nécessaire de spécifier les comportements
linéaires, logarithmiques et constants de chacune d’entre elles au voisinage de l’infini.
A cet eﬀet, nous imposons que
W2,0 ` ⇢0
4µ0
`
⇠21 ` ⇠22
˘Ñ 0, W2,1p⇠q ´ `⇠21 ´ ⇠22˘Ñ 0 et W2,2p⇠q ´ ⇠1⇠2 Ñ 0
quand |⇠| Ñ 8.
La construction de ces fonctions de profil est hiérarchique : W0 admet un comportement
constant au voisinage de l’infini, les W1,i admettent des comportements linéaires tandis
que les et W2,j sont quadratiques au voisinage de l’infini.
Alors les résultats fournis par la méthode des développements asymptotiques raccordés
montrent qu’à tout temps t • 0, le champ proche
uP p¨ , tq P vect xW0, W1,1, W1,2, W2,0, W2,1, W2,2y.
En eﬀet, nous avons
U0p⇠, tq “ u0p0, tqW0p⇠q, U1p⇠, tq “ ru0p0, tq¨
ˆ
W1,1p⇠q
W1,2p⇠q
˙
et enfin
U2p⇠, tq “ 1
4
B2t u0p0, tq
„
W2,0p⇠q ` 2
⇡
⇢µ0
ln
"W0p⇠q
⇢
`1
4
pB2x´B2yqu0p0, tqW2,1p⇠q`12B
2
xyu0p0, tqW2,2p⇠q,
Notons
X" “ vect xW0, W1,1, W1,2,W2,0, W2,1, W2,2y, (4.1.9)
Étant donné que les polynômes 1, ⇠1, ⇠2 et ⇠21 ´ ⇠22, ⇠1⇠2 et ⇠21 ` ⇠22 forment une famille
libre de l’espace vectoriel des polynômes réels à deux indéterminées, nous avons le résultat
suivant
Proposition 4.1.2
La famille tW0, W1,1, W1,2, W2,0, W2,1, W2,2u est libre dans l’espace vectoriel des fonctions
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mesurables de R2 dans C. En particulier, tW0, W1,1, W1,2, W2,0, W2,1, W2,2u est une base
de X".
L’idée est de chercher l’inconnue auxiliaire v", qui est, à une constante multiplicative près,
la restriction du champ u" sur l’inclusion !", dans l’espaces X" qui est de dimension 6 et
qui contient moralement l’information spatiale associée au champ proche tronqué à l’ordre
2.
Nous proposons donc le problème approché suivant$’’’’’&’’’’’%
Trouver pu", v"q P Uˆ C pR`, X"q tel que
d2
dt2
mpu", ruq ` apu", ruq ` d2
dt2
b"pv", ruq “ F pruq, @t P R`,
m"pv", rvq “ b"prv, u"q, @t P R`,
u"p0q “ Btu"p0q “ 0, @pru, rvq P H1pR2q ˆX".
(4.1.10)
On remarquera que le problème approché ci-dessus présente la particularité de faire inter-
venir une équation d’évolution, qui est en réalité une équation d’onde dans l’espace libre
perturbée, tandis que la seconde équation est purement statique.
4.1.1.b Analyse de consistance et de stabilité
En tant que tel, le problème (4.1.4) est équivalent au problème (4.1.3) et donc au problème
(4.1.1). En terme d’application au calcul numérique d’une approximation de la solution
u" du problème exact (4.1.3), la diﬃculté décrite paragraphe 1.3 peut se comprendre au
travers du fait que l’espace V" intervenant dans (4.1.4) est de dimension infinie.
Nous commencons par introduire un résultat de conservation d’énergie pour le problème
approché (4.1.10). Pour une fonction v P L2p!"q, nous notons v son prolongement par 0 à
R2 tout entier, défini par
vpxq “
#
vpxq si x P !",
0 sinon.
Introduisons l’énergie E associée au problème (4.1.10), définie pour t • 0 par
Eptq :“ 1
2
“
mp 9u" ` 9v", 9u" ` 9v"q ` apu", u"q
‰
, (4.1.11)
où nous avons noté 9u “ du{dt pour une fonction u de la variable temporelle. Nous avons
le résultat de stabilité suivant, qui nous permet de fixer la valeur du paramètre ↵, laissé
indéterminé jusqu’à présent :
Proposition 4.1.3 (Estimation d’énergie a priori)
Supposons que le problème (4.1.10) admette une solution pu", v"q. Si le paramètre ↵ est
choisi de telle manière que
↵ “ ˘?1`   ´ 1,
alors l’énergie E associée au problème (4.1.10) et définie par (4.1.11) est conservée au
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cours du temps, c’est-à-dire que si le terme source f est nul, alors
dE
dt
ptq “ 0, @t • 0.
Remarque 4.1.4
Notons que comme   • ´1 pour les raisons exposées suite à la remarque 4.1.1, ↵ est un
nombre réel correctement défini.
Démonstration : Choisissons ru “ 9u" dans la première équation de (4.1.10). Nous
obtenons
1
2
d
dt
rmp 9u", 9u"q ` apu", u"qs ` b"p :v", 9u"q “ 0. (4.1.12)
Dérivons par rapport au temps la seconde équation de (4.1.10) et choisissons rv “ :v" pour
obtenir
1
2
d
dt
m"p 9v", 9v"q “ b"p:v", 9u"q. (4.1.13)
L’idée est de calibrer le paramètre ↵ de telle sorte que les termes en m" et en b" s’in-
corporent au terme de masse global, faisant intervenir la forme bilinéaire m. Multiplions
l’équation (4.1.13) par ↵2{  et sommons avec l’équation (4.1.12) : nous obtenons que
1
2
d
dt
„
mp 9u", 9u"q ` apu", u"q ` ↵
2
 
m"p 9v", 9v"q
⇢
`
ˆ
1´ ↵
2
 
˙
b"p :v", 9u"q “ 0.
Par ailleurs, en dérivant deux fois par rapport au temps la seconde équation de (4.1.10)
et choisissant rv “ 9v", nous observons que
bp:v", 9u"q “ 1
2
d
dt
m"p 9v", 9v"q “ bp 9v", :u"q (4.1.14)
Ainsi, étant donné que
↵2
 
m"p 9v", 9v"q “
ª
!"
⇢0| 9v"|2 dx,
et que (en utilisant (4.1.14))ˆ
1´ ↵
2
 
˙
b"p :v", 9u"q “ 1
2
ˆ
1´ ↵
2
 
˙
pb"p :v", 9u"q ` b"p 9v", :u"qq
“ 1
2
ˆ
1´ ↵
2
 
˙
 
↵
d
dt
ª
!"
⇢0 9v" 9u" dx,
il suﬃt de choisir ↵ tel que ˆ
1´ ↵
2
 
˙
 
↵
“ 2 (4.1.15)
pour que l’on obtienne au final l’égalité annoncée, à savoir
1
2
d
dt
“
mp 9u" ` 9v", 9u" ` 9v"q ` apu", u"q
‰ “ 0.
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L’équation (4.1.15) est satisfaite si et seulement si  {↵ ´ ↵ “ 2, soit si et seulement si
↵ “ ´1˘?1`  .
˝
La proposition précédente nous fournit une condition sur le paramètre ↵ sous laquelle le
problème approché (4.1.10) satisfait une estimation d’énergie a priori. Cette estimation a
priori va nous permettre de montrer le caractère bien posé du problème (4.1.10).
Proposition 4.1.5
Le problème (4.1.10) admet une unique solution pu", v"q, et ce pour tout " • 0. Par
ailleurs, il existe une constante C ° 0 telle que @t • 0 et @" • 0, on aitdª
R2
⇢0
ˇˇˇˇBpu" ` v"q
Bt
ˇˇˇˇ2
px, tq ` µ0 |ru"|2 px, tq dx § C
ª t
0
dª
R2
|fpx, ⌧q|2 dx d⌧. (4.1.16)
Démonstration : Nous donnons ici les grandes lignes de la démonstration. De l’esti-
mation d’énergie a priori dans le cas d’un second membre nul établie proposition 4.1.3,
nous déduisons l’estimation a priori (4.1.16) selon une démarche similaire à celle adoptée
dans la preuve de la proposition 2.2.2, l’argument sous-jacent étant l’utilisation du lemme
de Gronwall (ou plus simplement l’intégration d’une inéquation diﬀérentielle).
A partir de l’estimation a priori (4.1.16), l’existence d’un couple solution pu", v"q se dé-
montre en construisant une approximation de Galerkin de la solution. Cette approche est
explicitée en détail dans de nombreuses références comme par exemple [42, Paragraphe
7.2.2].
L’unicité de la solution est une conséquence de la linéarité du problème (4.1.10) et de
l’estimation d’énergie (4.1.16) : si f “ 0 alors nécessairement ru" “ 0 dans R2 à chaque
instant, donc u" est constante à chaque instant et u" “ ´v" dans !", mais comme u P
H1pR2q alors u" “ v" “ 0.
˝
Notons que l’estimation a priori obtenue dans le résultat précédent est fortement similaire
à celle établie proposition 2.2.2, et constitue un résultat de stabilité de la solution pu", v"q
relativement à " (la famille pu", v"q"•0 est uniformément bornée dans la norme d’énergie).
Le prochain résultat que nous présentons indique que la solution du problème approché
(4.1.10) est une bonne approximation de la solution du problème exact. Avant cela, rap-
pelons le problème exact sous considération (rappelons que nous supposons que µ" “ µ0)
$’’&’’%
Trouver u" P C 2pR`,L2pR2qq X C 0pR`,Dp µ0qq tel que
⇢"B2t u" ´ divpµ0ru"q “ fpx, tq, x P R2, t P R`,
u"px, 0q “ Btu"px, 0q “ 0, x P R2.
(4.1.17)
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Ce problème est équivalent, nous l’avons vu, au problème$’’’’’&’’’’’%
Trouver pu", v"q P Uˆ V" tel que
d2
dt2
mpu", ruq ` apu", ruq ` d2
dt2
b"pv", ruq “ F pruq, @t P R`,
m"pv", rvq “ b"prv, u"q, @t P R`,
u"p0q “ Btu"p0q “ 0, @pru, rvq P H1pR2q ˆ L2p!"q.
(4.1.18)
où m, a et F sont définis par les équations (4.1.5) et (4.1.6) respectivement. Ainsi, en
dérivant deux fois par rapport au temps la seconde équation de (4.1.18), le problème
modèle (4.1.18) peut se mettre sous la forme$’’’&’’’%
Trouver pu", v"q P Uˆ V" tel que
d2
dt2
M"ppu", v"q, pru, rvqq ` Appu", v"q, pru, rvqq “ ˆ F pruq0
˙
, @t P R`,
u"p0q “ Btu"p0q “ 0, @pru, rvq P H1pR2q ˆ L2p!"q,
(4.1.19)
où M" et A : H1pR2q ˆ L2p!"q ˆ H1pR2q ˆ L2p!"q Ñ R2 sont définies respectivement par
M"ppu, vq, pru, rvqq “ ˆ mpu, ruq ` b"pv, ruqm"pv, rvq ´ b"prv, uq
˙
et Appu, vq, pru, rvqq “ ˆ apu, ruq
0
˙
,
tandis que le problème approché (4.1.10) est équivalent à$’’’&’’’%
Trouver pu", v"q P Uˆ C pR`, X"q tel que
d2
dt2
M"ppu", v"q, pru, rvqq ` Appu", v"q, pru, rvqq “ ˆ F pruq0
˙
, @t P R`,
u"p0q “ Btu"p0q “ 0, @pru, rvq P H1pR2q ˆX".
(4.1.20)
Avant d’aborder l’estimation d’erreur pour ce premier modèle approché, commençons
par donner un lemme concernant la continuité de M", qui découle immédiatement de la
définition des formes mises en jeu.
Lemme 4.1.6 (Continuité des formes variationnelles)
‚ Les applications m : L2pR2q2 Ñ R, m" : L2p!"q2 Ñ R et b" : H1pR2q ˆ L2p!"q Ñ R
sont continues. Précisément il existe une constante  ° 0 et "0 ° 0 telle que pour tout
" P r0, "0r, on ait
~m~| § , ~m"~ § , ~b"~ § .
‚ L’application M" : pH1pR2q ˆ L2p!"qq2 Ñ R2 est continue. Précisément, il existe une
constante C ° 0 et "0 ° 0 telle que pour tout " P r0, "0r, on ait
|M"ppu, vq, pru, rvqq| § C}pu, vq}H1pR2qˆL2p!"q}pru, rvq}H1pR2qˆL2p!"q,
et ce pour tout couples pu, vq, pru, rvq P H1pR2q ˆ L2p!"q.
Le point important dans le résultat précédent et qui nous sera utile par la suite est l’aspect
borné uniformément en " deM". Nous pouvons aborder le résultat concernant l’erreur
de consistance du premier modèle.
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Théorème 4.1.7 (Estimation d’erreur pour le premier modèle)
Soit u" la solution du problème (4.1.17) et pru", rv"q la solution du problème approché
(4.1.10). Pour tout temps T ° 0 et pour tout ⌘ ° 0, il existe deux constantes C⌘ “
CpT, ⌘q ° 0 et "0 ° 0 telles que pour tout " P r0, "0r, on ait l’estimation
sup
tPr0,T s
“}Btu" ´ Btu˜"}L2pR2q ` }ru" ´ru˜"}L2pR2q‰ § C⌘ "3´⌘, @" P r0, "0r.
Démonstration : Deux approches sont possibles pour montrer ce résultat :
‚ Montrer que les équations de champ lointain et de champ proche associées au problème
approché (4.1.10) sont identiques aux équations de champ lointain et de champ proche
pour le problème exact (4.1.18) jusqu’à l’ordre 2, ce qui montrera l’estimation annoncée,
puisqu’il suﬃra alors de reprendre la preuve du théorème 3.5.1 pour conclure.
‚ Une deuxième approche, plus directe, qui consiste à montrer un résultat de consistance
puis de stabilité, comme dans la démonstration du théorème 3.5.1. C’est cette deuxième
approche qui est présentée ici.
Notons w" “ pu", v"q la solution du problème exact (4.1.19) et rw" “ pru", rv"q la solution
du problème approché (4.1.20). Nous cherchons un contrôle de la diﬀérence w" ´ rw" en
fonction de ".
A cette fin, introduisons pv" le projeté orthogonal de v" sur l’espace d’approximation X"
pour le produit scalaire de L2p!"q, caractérisé par
xv" ´ pv", v1yL2p!"q “ 0
pour toute fonction test v1 P X".
Notons pw" “ pu", pv"q P H1pR2q ˆX", qui peut-être vu comme le projeté orthogonal de w"
sur l’espace produit H1pR2q ˆX".
La preuve peut se décomposer en trois étapes. Dans un premier temps, nous contrôlons
la norme de rw" ´ pw" par la norme de w" ´ pw" grâce à une estimation d’énergie. Dans un
deuxième temps, nous contrôlons w"´ pw" grâce aux propriétés de l’opérateur de projection
orthogonale. Nous pourrons alors conclure en utilisant l’inégalité triangulaire.
Soit w1 P H1pR2q ˆ X" une fonction test. En vertu de la décomposition rw" ´ pw" “ rw" ´
w" ` w" ´ pw", il vient
d2
dt2
M"p rw" ´ pw", w1q ` Ap rw" ´ pw", w1q “ d2
dt2
M"pw" ´ pw", w1q.
En vertu de l’estimation d’énergie (4.1.16) et de la continuité de la forme bilinéaire M"
établie lemme 4.1.6, nous obtenons l’existence d’une constante C ° 0 telle que
sup
tPr0,T s
`}Btpu" ´ ru" ` v" ´ rv"q}L2pR2q ` }rpu" ´ ru"q}L2pR2q˘ § C}B2t pw"´ pw"q}L1p0,T,L2pR2qˆX"q.
(4.1.21)
Or dérivation en temps et projection orthogonale commutent (c’est une conséquence directe
de la continuité de l’opérateur de projection), c’est-à-dire que B2t pv" “ yB2t v", pour tout t • 0,
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de sorte que B2t pw" est le projeté orthogonal de B2tw" sur H1pR2q ˆX". Par définition de la
projection orthogonale, nous avons
}B2t pw"ptq ´ pw"ptqq}H1pR2qˆL2p!"q “ infrwPH1pR2qˆX" }B2tw"ptq ´ rw}H1pR2qˆL2p!"q.
Or l’espace X" a été construit de sorte que si z"ptq désigne l’ansatz de champ proche
d’ordre 2 associé à u"ptq à t • 0 fixé, défini par
z"px, tq “
2ÿ
n“0
"nUnpx{", tq,
alors w1"ptq “ pu"ptq, z"ptqq P H1pR2q ˆX" (voir équation (4.1.9)).
Ainsi, en vertu de l’estimation d’erreur entre u" et son développement asymptotique rac-
cordé (voir le théorème 3.3.1 et la remarque 3.5.3), on a, pour tout ⌘ ° 0, l’existence de
deux constantes C⌘ ° 0 et "0 ° 0 telles que
infrwPH1pR2qˆX" }B2tw"ptq ´ rw}H1pR2qˆL2p!"q § }B2t pw"ptq ´ w1"q}H1pR2qˆL2p!"q § C⌘"3´⌘,
et ce pour tout " P r0, "0r et tout temps 0 § t § T .
A partir d’ici, nous continuons à noter C⌘ des constantes strictement positives indépen-
dantes de " dont la valeur est susceptible de changer d’une ligne à l’autre.
En réinjectant dans l’équation (4.1.21), on a l’existence de C⌘ ° 0 telle que
sup
tPr0,T s
`}Btpu" ´ ru" ` v" ´ rv"q}L2pR2q ` }rpu" ´ ru"q}L2pR2q˘ § C⌘"3´⌘,
et ce pour tout " P r0, "0r. Nous ne pouvons conclure immédiatement quand à la validité
de l’estimation annoncée dans la proposition, à cause du terme
}Btpu" ´ ru" ` v" ´ rv"q}L2pR2q.
Pour achever la preuve, il est possible d’appliquer le même raisonnement que ce qui précède
à la dérivée première des équations définissant le modèle exact et le modèle approché, afin
de parvenir à une estimation de la forme
sup
tPr0,T s
}rBtpu" ´ ru"q}L2pR2q § C⌘✏3´⌘,
puis d’utiliser l’inégalité de Poincaré pour parvenir à une estimation du type
sup
tPr0,T s
}Btpu" ´ ru"q}L2pR2q § C⌘✏3´⌘.
L’utilisation de l’inégalité de Poincaré est ici légitime pour la raison suivante : la source
f est supposée à support compact en espace, et l’équation des ondes jouit alors de la
propriété de propagation à vitesse finie. Ainsi, pour tout temps t P r0, T s, pu" ´ ru"qptq P
H10p⌦T q où ⌦T est une boule dont le rayon croît linéairement avec T et est suﬃsamment
grand pour que
pu" ´ ru"qptq “ 0 sur B⌦T ,
et l’utilisation de l’inégalité de Poincaré sur ⌦T est valide. Ceci achève la preuve.
˝
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Remarque 4.1.8
Remarquons que nous pourrions expliciter la dépendance de la constante C⌘ en le temps
final T ° 0. Ceci peut se faire en travaillant plus finement sur l’estimation d’erreur du
développement asymptotique raccordé lors de la preuve de (3.3.1), et en explicitant la
dépendance de la constante de Poincaré intervenant à la fin de la preuve précédente en
T ° 0.
Rappelons que l’avantage du problème approché (4.1.10) est qu’il fait intervenir un opé-
rateur des ondes indépendant de ", ce qui nous permettra d’utiliser une discrétisation par
éléments finis s’appuyant sur un maillage totalement indépendant de ". Avant d’aborder
les aspects liés à la discrétisation numérique, nous présentons le même type de modèle pour
le cas général, où nous avons un nombre N quelconque d’inclusions, et où le coeﬃcient µ"
varie à l’interface des inclusions.
4.1.2 Présentation dans le cas général
Revenons au cas général. Nous disposons de N inclusions, avec un contraste des para-
mètres ⇢" et µ" à l’intérieur de chacune d’entre elles.
4.1.2.a Construction du modèle
Reformulons le problème (4.1.1) en un système d’ordre 1 en temps, selon une démarche
classique : posons, formellement pour le moment,
v" “ Bu"Bt et p" “ µ"ru".
Notons
V “ C 1pR`,L2pR2qq X C 0pR`,H1pR2qq
ainsi que
P “ C 1pR`,L2pR2qq X C 0pR`,Hpdiv,R2qq
Alors il est clair que (4.1.1) est équivalent au problème$’’’’’’’’&’’’’’’’’%
Trouver pv", p"q P V ˆ P tel que
⇢"Btv" ´ div p" “ fpx, tq, x P R2, t P R`,
1
µ"
Btp" ´r v" “ 0, x P R2, t P R`,
p"px, 0q “ v"px, 0q “ 0, x P R2,
(4.1.22)
où le terme source f En eﬀet, la première équation du système (4.1.22) est simplement la
transcription de l’équation volumique de (4.1.1) en terme des nouvelles inconnues v" et p".
La seconde équation de (4.1.22) est une condition de compatibilité, exprimant le fait que
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dérivée temporelle et spatiale de u" commutent. Enfin, les équations définissant le com-
portement initial de v" et p" se déduisent directement de celle définissant le comportement
initial de u".
Nous souhaitons exprimer le système (4.1.22) comme une perturbation du problème sans
inclusions. L’intérêt de travailler avec le système d’ordre 1 plutôt qu’avec le système initial
d’ordre 2 provient du fait que nous sommes capables de nous aﬀranchir des conditions de
transmission qui apparaissent lorsque nous cherchons à découpler le terme divpµ"ru"q.
En eﬀet, µ" est définie par morceaux dans chaque inclusion !n" ainsi que dans R2zYNn“1!n" .
Si nous exprimons le terme divpµ"ru"q comme une somme de termes définis uniquement
dans une inclusion !n" ou dans le complémentaire de leur union, alors nous devons égale-
ment prendre en compte la continuité de la trace et de la trace normale sur la frontière
de chaque inclusion !n" , ces conditions de transmission étant contenues dans le fait qu’à t
fixé, divpµ"ru"q P L2pR2q.
Pour n P t1, ¨ ¨ ¨ , Nu, notons 1n" l’indicatrice de !n" . Avec ces notations en tête, il apparaît
que le système (4.1.22) peut se réécrire sous la forme équivalente suivante$’’’’’’’’’’’&’’’’’’’’’’’%
Trouver pv", p"q P V ˆ P tel que
⇢0Btv" ` ⇢0
Nÿ
n“1
 n1
n
" Btv" ´ div p" “ fpx, tq, x P R2, t P R`,
1
µ0
Btp" ` 1
µ0
Nÿ
n“1
✓n1
n
" Btp" ´r v" “ 0, x P R2, t P R`,
p"px, 0q “ v"px, 0q “ 0, x P R2.
(4.1.23)
Moralement, l’idée que nous cherchons à développer ici est la suivante : le système (4.1.23)
est une équation des ondes acoustiques transitoire dans le milieu caractérisé par les coeﬃ-
cients ⇢0, µ0, perturbée par les sommes de terme faisant intervenir la valeur de l’inconnue
pv", p"q sur la n-ème inclusion. Or les inclusions sont petites, donc la perturbation est
petite, et l’on doit pouvoir établir une méthode numérique pour résoudre l’équation des
ondes avec inclusions qui ne coûte pas significativement plus cher que l’équation des ondes
sans défauts. Introduisons des quantités auxiliaires, que nous nommerons multiplicateurs
de Lagrange volumiques, définies selon les formules
qn" “ ↵np"1n" , wn" “  nv"1n" ,
pour tout n P t1, . . . , Nu, où ↵n et  n sont deux constantes réelles non nulles, dont
nous préciserons la valeur plus loin. Les quantités qn" et wn" représentent, aux constantes
multiplicatives ↵n et  n près, la valeur des champs p" et v" sur l’inclusion !n" . Introduisons
les vecteurs
q" “ pqn" q1§n§N et w" “ pwn" q1§n§N
ainsi que les espaces fonctionnels
L" “ L2p!1"q ˆ L2p!2"q ˆ . . .ˆ L2p!N" q
et
C pL"q “ C 0pR`,L"q.
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Avec ces notations, il est clair que le problème (4.1.23) est équivalent au système$’’’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’’’%
Trouver pv", p",w",q"q P V ˆ Pˆ C pL"q ˆ C pL"q tel que
⇢0Btv" ` ⇢0
Nÿ
n“1
1n"
 n
 n
Btwn" ´ div p" “ fpx, tq, x P R2, t P R`,
1
µ0
Btp" ` 1
µ0
Nÿ
n“1
1n"
✓n
↵n
Btq" ´r v" “ 0, x P R2, t P R`,
qn" “ ↵np"1n" , x P !n" , t P R`,
wn" “  nv"1n" , x P !n" , t P R`,
p"px, 0q “ v"px, 0q “ 0, x P R2.
(4.1.24)
L’idée est alors d’utiliser une méthode de Galerkin sur les multiplicateurs de Lagrange
volumiques qn" et wn" , le long d’un faible nombre de fonctions de base données par la
méthode des développements asymptotiques raccordés. Avant d’eﬀectuer cette opération,
nous réécrivons le système (4.1.24) sous une forme faisant apparaître un certain nombre
de symétries dans les coeﬃcients physiques. Le système (4.1.24) est équivalent au système$’’’’’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’’’’’%
Trouver pv", p",w",q"q P V ˆ Pˆ C pL"q ˆ C pL"q tel que
⇢0Btv" ` ⇢0
Nÿ
n“1
1n"
 n
 n
Btwn" ´ div p" “ fpx, tq, x P R2, t P R`,
1
µ0
Btp" ` 1
µ0
Nÿ
n“1
1n"
✓n
↵n
Btq" ´r v" “ 0, x P R2, t P R`,
✓n
µ0↵2n
qn" “ ✓nµ0↵np"1
n
" , x P !n" , t P R`,
⇢0 n
 2n
wn" “ ⇢0 n n v"1
n
" , x P !n" , t P R`,
p"px, 0q “ v"px, 0q “ 0, x P R2.
(4.1.25)
Nous allons passer le système (4.1.25) sous forme variationnelle, afin d’en dériver un cer-
tain nombre de propriétés, notamment de conservation d’énergie, qui nous permettrons de
calibrer la valeur des ↵n et des  n de manière adéquate. Introduisons les formes bilinéaires
de masse
mv :
ˇˇˇˇ
ˇˇ L2pR2q ˆ L2pR2q Ñ Rpv, rvq ﬁÑ ⇢0 ª
R2
vrv dx et mp :
ˇˇˇˇ
ˇˇ L2pR2q2 ˆ L2pR2q2 Ñ Rpp, rpq ﬁÑ 1
µ0
ª
R2
prp dx ,
et la forme variationnelle de rigidité
a :
ˇˇˇˇ
ˇˇ L2pR2q ˆ Hpdiv,R2q Ñ Rpv, pq ﬁÑ ª
R2
v divp dx.
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Nous introduisons également 2N formes bilinéaires de masse pour les multiplicateurs de
Lagrange q" et w" respectivement. Pour n P t1, . . . , Nu fixé, nous notons
m",nq :
ˇˇˇˇ
ˇˇ L
2p!n" q ˆ L2p!n" q Ñ R
pq, rqq ﬁÑ ✓n
µ0↵2n
ª
!n"
qrq dx et m",nw :
ˇˇˇˇ
ˇˇ L
2p!n" q ˆ L2p!n" q Ñ R
pw, rwq ﬁÑ ⇢0 n
 2n
ª
!n"
w rw dx .
Enfin, nous introduisons les 2N formes variationnelles de couplage, définies, pour n P
t1, . . . , Nu fixé, par
bn" :
ˇˇˇˇ
ˇˇ L
2p!n" q2 ˆ L2p!n" q2 Ñ R
pp, qq ﬁÑ
ª
!n"
✓n
µ0↵n
pq dx et c
n
" :
ˇˇˇˇ
ˇˇ L
2p!n" q ˆ L2p!n" q Ñ R
pv, wq ﬁÑ
ª
!n"
⇢0 n
 n
vw dx ,
Notons que toutes les formes introduites ci-avant sont bilinéaires, et que hormis a, celles-ci
sont toutes symétriques. Pour terminer, nous introduisons la forme linéaire
F :
ˇˇˇˇ
ˇˇ L2pR2q Ñ Rv ﬁÑ ª
R2
fv dx.
Nous avons introduit tous les ingrédients nécessaires pour passer le système (4.1.25) sous
forme variationnelle. Celui-ci est équivalent au problème$’’’’’’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’’’’’’%
Trouver pv", p",w",q"q P V ˆ Pˆ C pL"q ˆ C pL"q tel que
d
dt
mvpv", v˜q ` d
dt
Nÿ
n“1
cn" pv˜, wn" q ´ apv˜, p"q “ F pv˜q,
d
dt
mppp", p˜q ` d
dt
Nÿ
n“1
bn" pp˜, qn" q ` apv", p˜q “ 0,
m",nq pqn" , q˜nq “ bn" pp", q˜nq, @n P t1, . . . , Nu,
m",nw pwn" , w˜nq “ cn" pv", w˜nq,
p"p0q “ v"p0q “ 0,
pour tout pv˜, p˜, q˜, w˜q P H1pR2q ˆ Hpdiv, R2q ˆ L" ˆ L",
(4.1.26)
où si z P L", nous avons noté zn P L2p!n" q sa n-ème composante. C’est le problème
(4.1.26) qui sera la brique de base pour proposer un premier modèle approché. En eﬀet,
les composantes des inconnuesw" et q" sont, moralement et à une constante multiplicative
près, la valeur de la vitesse et de la pression au voisinage de chaque inclusion. Or, l’analyse
asymptotique eﬀectuée au chapitre 3 nous donne des informations très précises sur le
comportement du champ acoustique au voisinage de chacune des inclusions : celui-ci est
donné par l’ansatz de champ proche au voisinage de chaque inclusion.
Retour sur les ansatz de champ proche Rappelons les résultats fournis par la
méthode des développements asymptotiques raccordés. Fixons n P t1, . . . , Nu. D’après le
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théorème 3.3.2, au voisinage de la n-ème inclusion (dans la zone de champ proche associée
à la n-ème inclusion), le champ u" est approché par
p⇠n, tq ﬁÑ unP px, tq “ Un0 p⇠n, tq ` "Un1 p⇠n, tq ` "2Un2 p⇠n, tq
où la variable rapide ⇠n est définie par
⇠n “ x´ x
0
n
"
,
et où les termes Un0 , Un1 et Un2 sont solutions du problème
´divpµnrUnk q “ ´⇢nB2tUnk´2, ⇠n P R2, t P R` ,
pour k “ 0, 1, 2, où Un´1 “ Un´2 “ 0, et où un comportement à l’infini est prescrit via
Un0 p⇠n, tq „|⇠n|Ñ8 u0p0, tq
Un1 p⇠n, tq „|⇠n|Ñ8 ⇠n¨ru0p0, tq
Un2 p⇠n, tq „|⇠n|Ñ8
ÿ
|↵|“2
⇠↵n
↵!
B↵xu0p0, tq.
Précisément, U0 est donné par
Un0 p⇠n, tq :“ u0pxn, tq.
Ainsi, à t • 0 fixé, Un0 p¨ , tq est la fonction constante, égale à la valeur du champ limite u0
évalué en pxn, tq.
Le terme d’ordre 1, Un1 , est solution du problème au Laplacien généralisé$’’’&’’’%
Trouver t ﬁÑ Un1 ptq PW 1´1´ pR2q,   Ps0, 1r tel que
´divpµnrU1q “ 0, ⇠n P R2,
U1p⇠n, tq „|⇠n|Ñ8⇠n ¨ru0pxn, tq.
Enfin, le terme d’ordre 2, U2 est défini comme solution du problème au Laplacien généralisé
avec condition de croissance quadratique au voisinage de l’infini$’’’’’&’’’’’%
Trouver t ﬁÑ Un2 ptq P W 1´2´ pR2q,   Ps0, 1r tel que
´divpµnrU2q “ ´⇢nB2tUn0 ⇠n P R2,
Un2 p⇠n, tq „|⇠n|Ñ8
ÿ
|↵|“2
⇠↵n
↵!
B↵xupxn, tq.
A nouveau, comme dans le cas d’une unique inclusion, nous cherchons un espace de
dimension finie Xn" Ä L2p!"nq tel qu’à chaque instant t • 0, nous ayons`
Un0 ` "Un1 ` "2Un2
˘ p⇠n, tq P Xn" .
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Introduisons, pour n P t1, . . . , Nu fixé, la fonctionW n0 , dépendant uniquement de l’espace,
définie comme solution du problème$’’’’&’’’’%
W n0 PW1´ pR2q,   ° 0 tel que
´divpµnrW n0 q “ 0, ⇠n P R2,
W n0 p⇠nq „|⇠n|Ñ8 1.
Nous introduisons également les fonctions W n1,1 et W n1,2, solutions respectivement des pro-
blèmes$’’’’&’’’’%
W n1,1 PW1´1{2´ pR2q,   Ps0, 1r tel que
´divpµnrW n1,1q “ 0, ⇠n P R2,
W n1,1p⇠nq „|⇠n|Ñ8 ⇠
1
n,
et
$’’’’&’’’’%
W n1,2 PW1´1{2´ pR2q,   Ps0, 1r tel que
´divpµnrW n1,2q “ 0, ⇠n P R2,
W n1,2p⇠nq „|⇠n|Ñ8 ⇠
2
n,
où nous avons noté ⇠n “ p⇠1n, ⇠2nq les coordonnées de ⇠n dans la base canonique de R2.
Définissons également les fonctions de profil d’ordre 2 : soient W n2,1, W n2,2 et W n2,0 solutions
respectivement de$’’’’&’’’’%
W n2,1 PW1´2´ pR2q,   Ps0, 1r tel que
´divpµnrW n2,1q “ 0, ⇠n P R2,
W n2,1p⇠nq „|⇠n|Ñ8 p⇠
1
nq2 ´ p⇠2nq2,
et
$’’’’&’’’’%
W n2,2 PW1´2´ pR2q,   ° 0 tel que
´divpµnrW n2,2q “ 0, ⇠n P R2,
W n2,2p⇠nq „|⇠n|Ñ8 ⇠
1
n⇠
2
n,
Enfin, nous définissons W n2,0 comme solution du problème$’’’’’&’’’’’%
W n2,0 PW1´2´ pR2q,   ° 0 tel que
´divpµnrW n2,0q “ ´⇢np⇠nq, ⇠n P R2,
W n2,0p⇠nq „|⇠n|Ñ8 ´
⇢0
4µ0
`p⇠1nq2 ` p⇠2nq2˘´ ⇢n2⇡µ0 ln |⇠n|.
Comme dans le cas du modèle approché pour une inclusion unique, les fonctions W n1,1
et W n1,2 sont définies à une constante près, et ce en vertu de la proposition 3.2.16. Nous
imposons que
W n1,i ´ ⇠in Ñ|⇠n|Ñ8 0, i “ 1, 2,
ce qui fixe les constantes indéterminées à 0. De même, pour caractériser complètement
les fonctions W n2,i pouri “ 0, 1, 2, il est nécessaire de spécifier les comportements linéaires,
logarithmiques et constants de chacune d’entre elles au voisinage de l’infini.
A cet eﬀet, nous imposons que
W n2,0` ⇢04µ0
`p⇠1nq2 ` p⇠2nq2˘Ñ 0, W2,1p⇠nq´`p⇠1nq2 ´ p⇠2nq2˘Ñ 0 et W2,2p⇠q´⇠1n⇠2n Ñ 0
quand |⇠n| Ñ 8.
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Alors les résultats fournis par la méthode des développements asymptotiques raccordés
montrent qu’à tout temps t • 0, le champ proche
unP p¨ , tq P vect xW n0 , W n1,1, W n1,2, W n2,0, W n2,1,W n2,2y.
En eﬀet, en notant W˜ n2,0 “ ´4µ0W n2,0{⇢0, nous avons
Un0 p⇠n, tq “ u0p0, tqW n0 p⇠nq, Un1 p⇠, tq “ ru0p0, tq ¨
ˆ
W n1,1p⇠nq
W n1,2p⇠nq
˙
` ↵nW n0
et
U2p⇠n, tq “ W
n
2,1p⇠nq ` W˜ n2,0p⇠nq
4
B2x1u0p0, tq `
W˜ n2,0p⇠nq ´W n2,1p⇠nq
4
B2x2u0p0, tq
` W
n
2,2
2
p⇠nqBx1Bx2u0p0, tq `  nW n0 .
Notons
Xn" “ vect xW n0 , W n1,1, W n1,2, W n2,0, W n2,1, W n2,2y,
ainsi que
Y n" “ rXn" .
Notons également
X" “ X1" ˆ . . .ˆXN" et Y" “ rX" “ Y 1" ˆ ¨ ¨ ¨ ˆ Y N" ,
où le gradient est pris composante par composante.
L’idée est de chercher les inconnues w" et q", respectivement la dérivée en temps du
champ u" et son gradient au voisinage des inclusions, dans les espaces X" et Y", qui sont
désormais des espaces de petite dimension, mais qui contiennent moralement l’information
spatiale contenue dans le champ proche tronqué à l’ordre 2.
Nous proposons donc le modèle approché suivant$’’’’’’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’’’’’’%
Trouver pv", p",w",q"q P V ˆ Pˆ C pX"q ˆ C pY"q tel que
d
dt
mvpv", v˜q ` d
dt
Nÿ
n“1
cn" pv˜, wn" q ´ apv˜, p"q “ F pv˜q,
d
dt
mppp", p˜q ` d
dt
Nÿ
n“1
bn" pp˜, qn" q ` apv", p˜q “ 0,
m",nq pqn" , q˜nq “ bn" pp", q˜nq, @n P t1, . . . , Nu,
m",nw pwn" , w˜nq “ cn" pv", w˜nq,
p"p0q “ v"p0q “ 0,
pour tout pv˜, p˜, q˜, w˜q P H1pR2q ˆ Hpdiv, R2q ˆX" ˆY",
(4.1.27)
Du au fait que les espaces X" et Y" sont de dimensions finies, le modèle (4.1.27) est plus
simple à résoudre que (4.1.26) d’un point de vue numérique.
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4.1.2.b Analyse de consistance et de stabilité
Avant d’aborder en détail la justification du fait que le problème (4.1.27) est une approxi-
mation du problème (4.1.1), citons un premier résultat important, qui nous permettra de
fixer la valeur des constantes ↵n et  n.
Théorème 4.1.9
Si les paramètres ↵n et  n sont choisis de la manière suivante
↵n “ ˘
a
1` ✓n ´ 1 et  n “ ˘
a
1`  n ´ 1, @n P t1, . . . , Nu,
alors l’énergie E du système (4.1.27), donnée par
Eptq “ 1
2
«
mv
˜
v" `
Nÿ
n“1
wn" , v" `
Nÿ
n“1
wn"
¸
`mp
˜
p" `
Nÿ
n“1
1n" q
n
" , p" `
Nÿ
n“1
1n" q
n
"
¸ 
,
est conservée au cours du temps, c’est-à-dire que si f “ 0 alors
dE
dt
ptq “ 0, @t • 0.
Démonstration : Supposons que le terme source soit nul, c’est-à-dire que
fpx, tq “ 0, @x P R2, @t • 0.
Comme c’est le cas lors de la démonstration d’estimations a priori, nous supposons que
le problème (4.1.27) admet une unique solution
pv", p",w",q"q P V ˆ PˆX" ˆY".
Dans les deux premières équations de (4.1.27), choisissons v˜ “ v" et p˜ “ p", et sommons
les relations ainsi obtenues pour obtenir
d
dt
mvpv", v"q ` d
dt
mppp", p"q ` d
dt
Nÿ
n“1
rcn" pv", wn" q ` bn" pp", qn" qs “ 0 (4.1.28)
Par ailleurs, en choisissant q˜n “ qn" et w˜n “ wn" , pour tout n P t1, . . . , Nu dans la troisième
et la quatrième équation du système (4.1.27), il vient
m",nq pqn" , qn" q “ bn" pp", qn" q et m",nw pwn" , wn" q “ cn" pv", wn" q. (4.1.29)
En substituant la dérivée par rapport au temps de (4.1.29) dans (4.1.28), nous obtenons
que
d
dt
«
mvpv", v"q `mppp", p"q `
Nÿ
n“1
`
m",nq pqn" , qn" q `m",nw pwn" , wn" q
˘  “ 0. (4.1.30)
Posons à présent
↵n “ ˘
a
1` ✓n ´ 1 et  n “ ˘
a
1`  n ´ 1, @n P t1, . . . , Nu,
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comme annoncé. Alors pour tout n P t1, . . . , Nu, nous avons
↵2n ` 2↵n “ ✓n et  2n ` 2 n “  n,
donc en particulier
✓n
↵2n
“ 1` 2
↵n
et
 n
 2n
“ 1` 2
 n
.
Ainsi
m",nq pqn" , qn" q “
ª
!n"
✓n
µ0↵2n
qn" q
n
" dx
“
ˆ
1` 2
↵n
˙
mppqn" , qn" q
“ mppqn" , qn" q ` 2↵n✓n
ª
!n"
✓n
µ0↵2n
qn" q
n
" dx
“ mppqn" , qn" q `
2↵n
✓n
m",nq pqn" , qn" q
“ mppqn" , qn" q `
2↵n
✓n
bn" pp", qn" q
“ mppqn" , qn" q ` 2mppp", qn" q
On peut montrer de manière tout à fait similaire que nous avons
m",nw pwn" , wn" q “ mvpwn" , wn" q ` 2mvpv", wn" q.
En réinjectant alors dans l’équation (4.1.30), nous obtenons que
d
dt
mvpv", v"q` d
dt
mppp", p"q` d
dt
Nÿ
n“1
”
mppqn" , qn" q ` 2mppp", qn" q `mvpwn" , wn" q ` 2mvpv", wn" q
ı
“ 0
Etant donné que les inclusions sont bien séparées les unes des autres (voir l’hypothèse
3.1.2), nous avons, pour deux entiers distincts m et n
mppqm" , qn" q “ 0 et mvpwm" , wn" q “ 0.
Ainsi, au bilan, nous avons établi que
d
dt
«
mv
˜
v" `
Nÿ
n“1
wn" , v" `
Nÿ
n“1
wn"
¸
`mp
˜
p" `
Nÿ
n“1
qn" , p" `
Nÿ
n“1
qn"
¸ 
“ 0.
˝
Nous pouvons montrer, de manière tout à fait similaire à la preuve du théorème 4.1.7, le
résultat suivant
Théorème 4.1.10
Soit pv", p"q la solution du problème (4.1.22) et pru", rv"q la solution du problème approché
(4.1.27). Il existe une constante C ° 0 telle que pour tout ⌘ ° 0 et pour tout " P r0, "0r,
104 CHAPITRE 4. CONSTRUCTION ET ANALYSE DE MODÈLES APPROCHÉS
on ait l’estimation
sup
tPr0,T s
“}Btv" ´ Btu˜"}L2pR2q ` }rv" ´ru˜"}L2pR2q‰ § C⌘ "3´⌘, @" P r0, "0r.
Nous verrons au chapitre 5 comment discrétiser de manière pertinente ce modèle approché.
Pour le moment, nous étudions un second modèle approché, construit grâce à l’analyse
en champ lointain.
4.2 Une seconde approche sans inconnue
auxiliaire par analyse du champ lointain
Nous construisons ici un second modèle approché du problème modèle (2.2.3), dont la
solution est une approximation de u" en champ lointain. La construction de ce modèle
s’appuie sur l’analyse asymptotique en champ lointain de u", et fait explicitement appa-
raître au travers de l’équation d’ondes perturbées sur laquelle il repose l’intuition physique
suivante : l’onde diﬀractée par chaque petit défaut se comporte, en première approxima-
tion, comme l’onde émise par un point source localisé en ce petit défaut.
4.2.1 Cas d’une inclusion unique
Dans cette section uniquement, nous supposons que nous disposons d’une unique inclusion
!" Ä R2. Rappelons que celle-ci est une version contractée à l’échelle " d’une inclusion de
référence ! Ä R2
@" ° 0, !" “ "!,
où ! a pour centre de gravité 0 : ª
!
x dx “ 0.
4.2.1.a Construction du modèle
Définissons, pour " ° 0 fixé, le champ
up2q" px, tq :“ u0px, tq ` "2u2px, tq, x P R2zt0u, t • 0.
où les champs u0 et u2 sont les termes d’ordre 0 et 2 respectivement en champ lointain,
comme établi au chapitre 3. Ainsi, up2q" est l’ansatz de champ lointain tronqué à l’ordre 2.
Rappelons que u0 est le champ limite obtenu par passage à la limite de u" quand "Ñ 0,
et est solution de$’&’%
Trouver u0 P C 2pR`,L2pR2qq X C 0pR`,H2pR2qq tel que
⇢0B2t u0 ´ µ0 u0 “ fpx, tq, x P R2, t P R`,
u0px, 0q “ Btu0px, 0q “ 0, @x P R2 ,
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tandis que u2 est défini par
u2px, tq “ Graspx, tq ` Bx1Grb1spx, tq ` Bx2Grb2spx, tq
avec
Gras :“ G ˚t a, et aptq :“ ´ ⇢
⇢0
B2u0
Bt2 p0, tq, b
jptq “ ´ ´ 2⇡c20 eTj ¨Q ¨ru0p0, tq, j “ 1, 2 ,
G étant la fonction de Green associée à l’opérateur des ondes caractérisé par le couple
p1, c0q vérifiant “B2tG ´ c20 G‰ px, tq “  ptq pxq, x P R2, t • 0,
et Q étant le tenseur de polarisation généralisé associé à l’inclusion !.
Le champ u2 est le premier terme d’ordre non nul dans la décomposition de u" en champ
lointain, et constitue le développement au premier ordre non nul du champ diﬀracté. Il
s’agit d’une superposition de source monopolaires et dipolaires localisées en 0 (la limite
de l’inclusion quand "Ñ 0).
L’objectif du modèle développé dans cette section est de permettre un calcul eﬃcace de
up2q" . Plaçons nous dans le contexte de l’approximation numérique : up2q" étant dans la zone
de champ lointain une approximation d’ordre 3´⌘ de u", une méthode numérique capable
d’approximer eﬃcacement up2q" sera alors capable de calculer une bonne approximation de
u" (nous préciserons dans le prochain chapitre ce que nous entendons par bonne approxi-
mation). D’un point de vue pragmatique, une première idée de méthode pourrait être de
calculer une approximation de u0 (par exemple avec une méthode de type éléments finis
standard), d’extraire la valeur en 0 de u0 et de son gradient, par interpolation par exemple,
puis de calculer l’approximation de u2 correspondante. Nous aurions alors une méthode
nécessitant deux calculs (celui de u0 puis de u2) capable de calculer une approximation
de u" et serions parvenu à notre fin.
Nous nous proposons de développer une méthode plus astucieuse que cela, qui calculera
une approximation de up2q" en un seul calcul. Notons ˝ l’opérateur des ondes dans R2zt0uˆ
R` associé au milieu de propagation p⇢0, µ0q :
˝ “ ⇢0 B
2
Bt2 ´ divpµ0rq.
Nous avons, par définition de la fonction de Green G et par propriétés du produit de
convolution
˝up2q" px, tq “ ˝u0 ` "2 ˝ u2
“ fpx, tq ´ "2 `B2t u0p0, tq pxq ` p2⇡µ0Q¨ru0p0, tqq¨r pxq˘ , x P R2zt0u ˆ R`,
où   est la mesure de Dirac. Notons que les fonctions de la variable temporelle a et b
dépendent de u0. Ainsi, up2q" vérifie
⇢0
B2up2q"
Bt2 ´divpµ0ru
p2q
" q “ fpx, tq´"2paptq pxq`bptq¨r pxqq, x P R2zt0uˆR`., (4.2.1)
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où aptq “ ´⇢B2t u0p0, tq. où le vecteur b est défini par
bptq “ 2⇡µ0Qru0p0, tq.
L’égalité (4.2.1) a lieu au sens des distributions dans D1ppR2zt0uq ˆ R`q.
Deux obstacles sont à traiter en vue de proposer un modèle issu de (4.2.1) qui admette une
formulation variationnelle qui soit bien posée dans les espaces de Sobolev classiquement
utilisés :
‚ L’équation (4.2.1) vérifiée par up2q" admet, formellement, deux inconnues : up2q" et u0. Le
problème est sous-dimensionné. Nous allons contourner cette diﬃculté en utilisant un
résultat de stabilité lié à l’opérateur des ondes et en utilisant le fait que, moralement,
u0 est une approximation d’ordre 2 de u".
‚ Le deuxième obstacle provient du fait que la masse de Dirac et son gradient ne sont
pas, en tant que distribution, continues sur l’espace de Sobolev H1pR2q classiquement
utilisé pour étudier les phénomènes de propagation d’onde. Pour pallier cette diﬃculté,
nous allons proposer une version relaxée de la masse de Dirac, continue sur H1pR2q, qui
converge vers   quand "Ñ 0.
Penchons nous sur la relaxation de la masse de Dirac et de son gradient.
Comme approximation de la masse de Dirac, nous proposons d’intégrer la fonction test
sur la "petite" boule de rayon 1", tandis que pour la relaxation du gradient de la masse
de Dirac, nous intégrons la fonction test sur la boule de rayon 2", où 1,2 ° 0 sont
deux constantes réelles.
Introduisons les formes linéaires
p" :
ˇˇˇˇ
ˇˇˇ H
1pB1"q Ñ R
v ﬁÑ 1|B1"|
ª
B1"
vpxq dx et q" :
ˇˇˇˇ
ˇˇˇ H
2pB2"q Ñ R
v ﬁÑ 1|B2"|
ª
B2"
rvpxq dx, (4.2.2)
où B1" est la boule de centre 0 et de rayon 1". Les formes linéaires p" et q" sont des
versions relaxées de la masse de Dirac en 0 et de son gradient respectivement, comme
nous allons le voir au travers des résultats qui suivent.
Remarque 4.2.1
Il est important de noter que nous utilisons à nouveau dans cette section les notations p"
et q" mais que celles-ci désignent des objets de nature diﬀérente comparativement à leur
utilisation dans la section précédente !
Notons que, formellement, up2q" vérifie, au moins formellement,$&%
d2
dt2
mpup2q" , vq ` apup2q" , vq ` "2
„
⇢
d2u0p0, tq
dt2
vp0q ` 2⇡µ0ru0p0, tq ¨Q ¨rvp0q
⇢
“ F pvq,
up2q" p0q “ Btup2q" p0q “ 0, @v P H1pR2q, t P R`.
(4.2.3)
Les formes bilinéairesm et a sont les formes de masse et de rigidité classiquement associées
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à l’opérateur des ondes, définies par
m :
ˇˇˇˇ
ˇˇ L
2pR2q ˆ L2pR2q Ñ R
pu, ruq ﬁÑ ⇢0 ª
R2
uru dx, et a :
ˇˇˇˇ
ˇˇ H
1pR2q ˆ H1pR2q Ñ R
pu, ruq ﬁÑ µ0 ª
R2
ru¨rru dx,
tandis que F ptq est, à t fixé, la forme linéaire
F :
ˇˇˇˇ
ˇˇL
2pR2q Ñ R
u ﬁÑ
ª
R2
fpx, tqupxq dx.
Nous allons proposer un modèle issu de (4.2.3) dans lequel nous allons formellement
remplacer la dépendance de a et b en u0 par une dépendance directe en up2q" et également
remplacer la masse de Dirac par p" et son gradient par q" respectivement.
Nous introduisons une matrice carrée d’ordre 2 que nous notons pQ, et qui remplacera
Q dans le modèle approché. Nous donnerons plus loin des conditions sur pQ pour que la
solution du problème approché approche la solution du problème exact.
Nous proposons le modèle approché suivant :
$’’&’’%
Trouver w" P C 2pR`,L2pR2qq X C 0pR`,H2pR2qq tel que
⇢0B2tw" ´ µ0 w" ` "2
”
⇢ p"p :w"qp"p¨ q ` 2⇡µ0 q"pw"qT ¨ pQ ¨ q"p¨ qı “ fpx, tq, @x P R2,
w"px, 0q “ Btw"px, 0q “ 0, @x P R2, @t P R`.
(4.2.4)
Écrit tel quel, le modèle approché (4.2.4) est à comprendre au sens variationnel. Précisé-
ment, celui-ci doit s’interpréter au sens suivant :
$’’’&’’’%
Trouver w" P C 2pR`,L2pR2qq X C 0pR`,H2pR2qq tel que
d2
dt2
mpw", vq ` apw", vq ` "2
„
⇢
d2
dt2
p"pw"qp"pvq ` 2⇡µ0 q"pw"qT ¨ pQ ¨ q"pvq⇢ “ F pvq,
w"p0q “ Btw"p0q “ 0, @v P H1pR2q, @t P R`.
(4.2.5)
Il est important d’observer le parallèle entre le modèle approché (4.2.5) et l’équation
vérifiée par l’ansatz d’ordre 2 (4.2.3).
Nous pouvons également donner au modèle approché (4.2.5) une interprétation au sens
fort. Il est clair que pour tout u, v P H1pR2q, on a
p"puqp"pvq “
B
1
|B1"|p"puq11", v
F
L2pR2q
où 11" désigne l’indicatrice de la boule de centre 0 et de rayon 1". De manière similaire,
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nous avons
q"puqT ¨ pQ¨ q"pvq “ 1|B2"|2
ª
B2"
ª
B2"
rupxqT ¨ pQ¨rvpyq dxdy
“ ´ 1|B2"|2
ª
B2"
ª
B2"
vpyqdivyppQ¨rupxqq dxdy
` 1|B2"|2
ª
BB2"
ª
B2"
vpyqppQ¨rupxqq ¨ ⌫pyq dxd pyq,
par application de la formule de Green, ⌫ désignant le vecteur unitaire sortant et   la
mesure surfacique sur à BB2". Le terme volumique est nul puisque le terme à dériver ne
dépend pas de y. Au bilan, nous avons
q"puq¨ pQ¨ q"pvq “ B 1|B2"| ppQ¨ q"puqq ¨ ⌫, v
F
L2pBB2"q
. (4.2.6)
Au bilan, le problème (4.2.4) s’interprète au sens classique comme$’’’&’’’%
Trouver w" P C 2pR`,L2pR2qq X C 0pR`,H2pR2qq tel que
⇢0B2tw" ´ µ0 w" ` "2
„
⇢
1
|B1"|p"pw"q11" `
2⇡µ0
|B2"| p
pQ¨ q"pw"qq ¨ ⌫  BB2"⇢ “ fpx, tq,
w"px, 0q “ Btw"px, 0q “ 0, @x P R2, t P R`,
(4.2.7)
où  BB2" désigne la mesure de Dirac porté par la surface BB2".
4.2.1.b Analyse de consistance et de stabilité
Commençons par donner un lemme concernant la qualité d’approximation de la masse de
Dirac   par p".
Lemme 4.2.2
Si v P C 1pB1"q, alors nous avons l’estimation
p"pvq “ vp0q `Op"q
quand "Ñ 0.
Démonstration : Soit v P C 1pB1"q. Alors le développement de Taylor-Young de v au
voisinage de 0 donne
vpxq “ vp0q ` x¨rvp0q ` op|x|q (4.2.8)
quand x Ñ 0. Notons que si c P R, alors en notant à nouveau c la fonction constante
égale à c, il est clair que
p"pcq “ c
tandis que si b “ pb1, b2qT P R2, il vient
p"px¨ bq “ 1|B1"|
ª 2⇡
0
ª 1"
0
rpb1 cos ✓ ` b2 sin ✓q dr d✓ “ 0.
4.2. UNE SECONDE APPROCHE SANS INCONNUE AUXILIAIRE PAR ANALYSE DU
CHAMP LOINTAIN 109
Notons gpxq “ vpxq´vp0q´x¨rvp0q et appliquons la forme linéaire p" a l’égalité (4.2.8).
Il vient
p"pvq “ vp0q ` p"pgq.
Or g est de la forme
gpxq “ |x|rpxq
où rpxq Ñ 0 quand xÑ 0. En particulier, r est bornée au voisinage de 0 et on a l’existence
d’une constante C ° 0 indépendante de " telle que
|p"pgq| § C1"
pour " suﬃsament petit, ce qui achève la preuve.
˝
Le résultat précédent établit que p"pvq est une bonne approximation de vp0q lorsque v
est régulière au voisinage de 0. Bien évidemment, si v n’admet pas de valeur ponctuelle
(de trace) en 0, alors p"pvq diverge lorsque " Ñ 0 (ceci fait référence aux points dits de
Lebesgue en théorie de la mesure). En particulier, nous avons le résultat suivant
Lemme 4.2.3
Soient " ° 0 et ⌦ Ä R2 un ouvert non vide, tels que B1" Ä ⌦ pour tout " P r0, "0r. Il
existe C ° 0 telle que pour tout v P H1p⌦q on ait
|p"pvq| § C| ln "|}v}H1p⌦q.
De même, si v P H2p⌦q alors
|q"pvq| § C| ln "|}v}H2p⌦q.
Démonstration : Fixons v P H1p⌦q. D’après l’inégalité triangulaire et l’inégalité de
Cauchy-Schwarz, nous avons
|p"pvq| § 1|B1"|
ª
B1"
|v| dx
§ 1a|B1"|}v}L2pB1"q.
Or d’après l’inégalité de Hardy logarithmique (voir par exemple [68, 48]), qui stipule
l’existence d’une constante C ° 0 telle que pour tout v P H1p⌦q,ª
⌦
|vpxq|2 dx
|x|2| lnpxq|2 § C}v}
2
H1p⌦q,
nous avons
}v}2L2pB1" § C1"2| lnp1"q|2}v}2H1p⌦q.
Au bilan, nous concluons qu’il existe C 1 “ ?C tel que
|p"pvq| § C 1| ln1"|}v}H1p⌦q.
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La seconde estimation se montre de manière similaire.
˝
Les deux lemmes précédents nous permettent un premier résultat de stabilité.
Hypothèse 4.2.4
Nous supposons que les constantes 1 et 2 sont suﬃsamment grandes pour que
1´ 1
⇡21
|⇢| ° 0 et I` 2⇡µ0
22
Q soit inversible.
Ces deux hypothèses vont nous permettre d’établir la stabilité du problème approché.
La seconde hypothèse nous permet de définir la matrice pQ intervenant dans le modèle
approché (4.2.4) par pQ “ 22
˜ˆ
I` 1
22
Q
˙´1
´ I
¸
. (4.2.9)
La relation (4.2.9) peut paraître artificielle à première vue. Elle va nous permettre d’établir
l’égalité des tenseurs de polarisation du premier ordre associés au problème exact et au
problème approché.
Enfin, nous supposons que 2 est suﬃsamment grand pour que
1´ 1
⇡22
max
 PSp pQ | | ° 0.
Notons que la matrice pQ est symétrique réelle car Q l’est également.
Théorème 4.2.5 (Caractère bien-posé du problème approché)
Sous les hypothèses 4.2.4, il existe une constante "0 ° 0 telle que @" P r0, "0r, le problème
(4.2.4) admet une unique solution w". Par ailleurs, il existe une constante C ° 0 telle que
pour tout " P r0, "0r, on aitgffeª
R2
˜
⇢0
ˇˇˇˇBw"
Bt
ˇˇˇˇ2
px, tq ` µ0|rw"|2px, tq
¸
dx § C
ª t
0
}fp⌧q}L2pR2q d⌧,
pour tout t • 0.
Démonstration : A nouveau, comme dans la preuve du caractère bien-posé du pro-
blème approché (4.1.10) et du problème modèle (2.2.2), nous procédons via l’utilisation
d’estimations d’énergie a priori. Supposons qu’il existe w" solution de (4.2.5). Alors, en
choisissant, à t P R` fixé, v “ 9w"ptq, il vient
d
dt
E"pw", tq “ F p 9w"q, @t ° 0, (4.2.10)
où nous avons noté
E"pw", tq :“
”
mp 9w", 9w"q ` apw", w"q ` "2
´
⇢p"p 9w"q2 ` 2⇡µ0 q"pw"q¨ pQ¨ q"pw"q¯ı
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l’énergie associée à w" et au problème (4.2.4).
Or nous avons
p"p 9w"q2 “
˜
1
|B1"|
ª
B1"
9w"pxq dx
¸2
§ 1|B1"|
ª
B1"
9w"pxq2 dx
§ 1|B1"|mp 9w", 9w"q,
en vertu de l’inégalité de Cauchy-Schwarz.
Comme par hypothèse 1 est tel que ↵ :“ p1´ |⇢|{p⇡21qq ° 0, on en déduit que
mp 9w", 9w"q ` "2⇢ p"p 9w"q2 • mp 9w", 9w"q ´ "2
ˇˇ
⇢
ˇˇ
p"p 9w"q2
•
ˆ
1´ 1
⇡21
ˇˇ
⇢
ˇˇ˙
mp 9w", 9w"q
“ ↵mp 9w", 9w"q.
Le même raisonnement permet de montrer l’existence de   ° 0 tel que
apw", w"q ` "2q"pw"qT ¨ pQ¨ q"pw"q •  apw", w"q (4.2.11)
ce qui montre, au bilan, l’existence d’une constante   “ minp↵,  q ° 0 telle que E"pw", tq •
 E0pw", tq. Ainsi E" est une énergie.
A présent, nous avons
⇢0
2
} 9w"}2L2pR2qq § E0pw", tq § 1 E"pw", tq, @t ° 0, @" ° 0.
Ainsi, en intégrant l’égalité (4.2.10) entre les temps t “ 0 et t “ T , en utilisant le fait que
les conditions initiales pour w" sont nulles et en appliquant l’inégalité de Cauchy-Schwarz,
nous avons
E"pw", tq §
ª T
0
}fptq}L2pR2q} 9w"}L2pR2q dt
§
ª T
0
c
2
 ⇢0
}fptq}L2pR2q
a
E"pw", tq dt.
En appliquant alors le lemme de Gronwall (voir lemme 2.2.3), nous obtenons
E"pw", tq §
ˆ
1?
2 ⇢0
ª t
0
}fp⌧q}L2pR2q d⌧
˙2
, @t ° 0.
Ainsi, au bilan, nous avons obtenu que
E0pw", tq § 1
 
E"pw", tq §
ˆ
1?
2 ⇢0
ª t
0
}fp⌧q}L2pR2q d⌧
˙2
, @t ° 0.
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A partir de l’estimation d’énergie, nous déduisons le caractère bien-posé du problème hy-
perbolique 4.2.5 en utilisant des approximations de Galerkin, comme dans [42, Paragraphe
7.2].
˝
4.2.1.c Développement asymptotique raccordé de la solution du modèle ap-
proché
Nous abordons à présent l’estimation d’erreur entre la solution du problème approché
(4.2.5) et la solution du problème exact (2.2.2). Nous allons montrer que les termes de
champ lointain du développement raccordé associé au problème approché (4.2.4) sont
identiques à celles du problème initial (2.2.2) jusqu’à l’ordre 2. Une fois ceci accompli, la
preuve sera complète car nous aurons alors prouvé que le développement raccordé de w"
coincide avec celui de u" jusqu’à l’ordre 2 en champ lointain.
Comme lors de la dérivation du développement asymptotique de la solution u" du pro-
blème exact (2.2.2), réalisée au chapitre 3, nous raisonnons de manière formelle dans un
premier temps pour dériver les équations aux dérivées partielles satisfaites par les termes
du développement de la solution w" du problème approché (4.2.4).
Notons que comme les équations (2.2.2) caractérisant u" et (4.2.7) caractérisant w" ne
diﬀèrent que sur un disque de rayon Op"q, on s’attend à ce que les équations volumiques
satisfaites par les termes de champ lointain soient identiques. Le travail reposera sur les
termes de champ proche et sur le principe de raccord.
Rappelons le problème approché : il s’agit de$’’’&’’’%
Trouver w" P C 2pR`,L2pR2qq X C 0pR`,H2pR2qq tel que
d2
dt2
mpw", vq ` apw", vq ` "2
„
⇢
d2
dt2
p"pw"qp"pvq ` 2⇡µ0 q"pw"qT ¨ pQ ¨ q"pvq⇢ “ F pvq,
w"p0q “ Btw"p0q “ 0, @v P H1pR2q, @t P R`.
Décrivons les équations de champ lointain et de champ proche associées à ce problème
approché.
Les équations de champ lointain Plaçons nous à grande distance de l’inclusion et
cherchons w" sous la forme
w"px, tq “ w0px, tq ` "w1px, tq ` "2w2px, tq ` . . .
Injectons l’ansatz ci-dessus dans le problème variationnel satisfait par w" (4.2.5) et uti-
lisons l’hypothèse selon laquelle x est grand devant ", ce qui revient à sélectionner une
fonction test v P H1pR2q nulle dans un voisinage de 0. Les termes en p"pw"q et q"pw"q
sont négligeables devant "2 en vertu du lemme 4.2.3 et en identifiant les termes en ", nous
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obtenons que$&%
d2
dt2
mpwn, vq ` apwn, vq “  n0F pvq, , @t P R`, 0 § n § 2,
wnp0q “ Btwnp0q “ 0.
(4.2.12)
Ainsi, les équations de champ lointain associées au problème (4.2.5) sont des équations
d’ondes dans l’espace libre, avec une singularité en 0.
Étant donné la nature perturbative des formes linéaires p" et q" et en particulier le lemme
4.2.3, il est naturel de choisir w0 comme le champ limite, c’est-à-dire w0 “ u0, défini
comme l’unique solution du problème limite$’&’%
Trouver w0 P C 2pR`,L2pR2qq X C 0pR`,H2pR2qq tel que
⇢0B2tw0 ´ µ0 w0 “ fpx, tq, x P R2, t P R`,
w0px, 0q “ Btw0px, 0q “ 0, @x P R2 ,
ce qui est compatible avec l’équation (4.2.12). Les termes d’ordre supérieures w1 et w2
vérifient quant à eux$’&’%
Trouver wj P C 2pR`,L2locpR2zt0uqq X C 0pR`,H2locpR2zt0uqq tel que
⇢0B2twj ´ µ0 wj “ 0, x P R2zt0u, t P R`,
wjpx, 0q “ Btwjpx, 0q “ 0, @x P R2zt0u .
Comme c’était déjà le cas lors du développement asymptotique de la solution du problème
exact au chapitre 3, nous allons prescrire un certain comportement singulier au voisinage
de 0 pour wj. La nature de cette singularité peut-être calculée grâce au principe de raccord.
Écrivons dans un premier temps les équations de champ proche associées au problème
approché.
Les équations de champ proche Plaçons nous au voisinage de l’inclusion et cherchons
w" sous la forme
w"px, tq “ W" p⇠, tq “ W0p⇠, tq ` "W1p⇠, tq ` "2W2p⇠, tq . . .
où ⇠ “ x{" est la variable rapide associée à l’inclusion.
Pour n “ 0, 1, 2, nous avons
p"pWnp¨ {", tqq “ 1|B1"|
ª
B1"
Wn
´x
"
, t
¯
dx “ 1
⇡21
ª
B1
Wn py, tq dy “ ppWn, tq,
où nous avons noté B1 la boule de centre 0 et de rayon 1 et
ppWn, tq :“ 1
⇡21
ª
B1
Wn py, tq dy.
De même, on a
q"pWnp¨ {", tqq “ 1|B2"|
ª
B2"
rWn
´x
"
, t
¯
dx “ 1
⇡22"
ª
B2
rWn py, tq dy “ 1
"
qpWn, tq,
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où
qpWn, tq :“ 1
⇡22
ª
B2
rWn py, tq dy.
Ainsi, en sélectionnant une fonction test de la forme v"pxq “ V px{"q, où V P H1comppR2q :“
t' P H1pR2q | suppp'q est bornéu, et en utilisant le fait que
d2
dt2
mpw", v"q “ "2
2ÿ
n“0
"n
d2
dt2
mpWn, V q et apw", v"q “
2ÿ
n“0
"napWn, V q,
nous obtenons
d2
dt2
mpw", v"q ` apw", v"q ` "2
„
⇢
d2
dt2
p"pw"qp"pv"q ` 2⇡µ0 q"pw"qT ¨ pQ ¨ q"pv"q⇢
“
2ÿ
n“0
"n
ˆ
apWn, V q ` 2⇡µ0 qpWnqT ¨ pQ ¨ qpV q ` "2 d2
dt2
mpWn, V q ` "2 ⇢ d
2
dt2
ppWnqppV q
˙
“Op"3q,
en vertu de l’estimation établie dans le lemme 4.2.3. En identifiant les puissances de ",
nous obtenons que pour n “ 0, 1, on a
apWn, V q ` qpWnqT ¨ 2⇡µ0 pQ ¨ qpV q “ 0, @V P H1pR2q. (4.2.13)
Pour n “ 2, on obtient
d2
dt2
mpW0, V q ` apW2, V q ` ⇢ d
2
dt2
ppW0qppV q ` 2⇡µ0 qpW2qT ¨ pQ¨ qpV q “ 0. (4.2.14)
La forme forte des équations (4.2.13) est alors
´µ0 Wn ` 2⇡µ0|B2 |⌫ ¨
pQ ¨ qpWnq BB2 “ 0, ⇠ P R2, n “ 0, 1,
tandis que la forme forte associée à l’équation (4.2.14) est
´µ0 W2 ` 2⇡µ0|B2 |⌫ ¨
pQ ¨ qpW2q BB2 “ ´⇢0B2tW0 ´ ⇢ ppW0q11 , ⇠ P R2,
où 11 désigne la fonction indicatrice de la boule de centre 0 et de rayon 1.
De la même manière que pour l’estimation (4.2.11), on montre que
apW,W q ` 2⇡µ0 qpW qT ¨ pQ ¨ qpW q •  apW,W q
ce qui montre la coercivité de l’opérateur diﬀérentiel intervenant dans les équations de
champ proche (4.2.13) et (4.2.14). Évidemment, nous devons préciser le comportement au
voisinage de l’infini des fonctions W0, W1 etW2 pour les caractériser entièrement. Comme
lors de la section 3.4, c’est l’application du principe de raccord qui permettra de définir
complètement W0, W1, W2 ainsi que w0, w1, w2.
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Construction des termes d’ordre 0 Nous l’avons vu, le terme de champ lointain
d’ordre 0, w0, est défini comme l’unique solution du problème limite$’&’%
Trouver w0 P C 2pR`,L2pR2qq X C 0pR`,H2pR2qq tel que
⇢0B2tw0 ´ µ0 w0 “ fpx, tq, x P R2, t P R`,
w0px, 0q “ Btw0px, 0q “ 0, @x P R2 ,
de sorte que w0 “ u0.
Nous raisonnons de manière similaire à ce qui a été fait au chapitre 3. Le principe de
raccord dicte que le terme de champ proche W0 doit vérifier
lim
⇠Ñ8W0p⇠, tq “ w0p0, tq “ u0p0, tq. (4.2.15)
De plus, W0 est satisfait l’équation (4.2.13) :
apWn, V q ` 2⇡µ0 qpWnqT ¨ pQ ¨ qpV q “ 0, @V P H1pR2q.
On peut énoncer un résultat similaire à la proposition 3.2.16 pour l’opérateur associée à
la forme bilinéaire a` q¨Q¨ q, grâce à la coercivité de celui-ci : l’opérateur est surjectif et
admet un noyau de dimension 1 composé des fonctions constantes. La condition (4.2.15)
permet de complètement caractériser W0.
Ainsi W0 est la fonction constante définie par W0p⇠, tq “ w0p0, tq “ u0p0, tq, pour tout
⇠ P R2 et vérifie W0 “ U0.
Construction des termes d’ordre 1 De manière similaire à la section 3.4, le principe
de raccord à l’ordre 1 donne
w0px, tq ` "w1px, tq „|x|Ñ0 w0p0, tq ` x ¨rw0p0, tq ` "w1px, tq ` . . .
W0
´x
"
, t
¯
` "W1
´x
"
, t
¯
„
|x|
" Ñ8
w0p0, tq ` "W1
´x
"
, t
¯
` . . .
Nous constatons qu’afin que les deux développements coïncident aux ordres 0 et 1 en tant
que polynôme des variables x et ", il est suﬃsant d’annuler le terme de champ lointain
w1 “ 0,
(ce qui est compatible avec le fait que w1 soit solution de l’équation d’onde (4.2.12)) et
d’imposer
W1p⇠, tq „⇠Ñ8 ⇠ ¨rw0p0, tq.
Ainsi W1 est caractérisé par le système d’équations suivant$&% apW1, V q ` 2⇡µ0 qpW1q
T ¨ pQ ¨ qpV q “ 0, @V P H1comppR2q,
W1p⇠, tq „|⇠|Ñ8 ⇠ ¨ru0p0, tq.
(4.2.16)
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De la même manière que lors de la construction de U1, ces équations permettent de
caractériser la fonction Uˆ1p⇠, tq à une constante additive près que l’on choisit égale à zero,
de sorte que cette fonction admet un développement de la forme suivante à l’infini
W1p⇠, tq “ ⇠ ¨
ˆ
I` 1|⇠|2 Q˜
˙
¨rw0p0, tq `Op|⇠|´2q
où Q˜ est une matrice 2 ˆ 2 symétrique. Il est naturel de se demander comment cette
matrice est reliée à Q. Il s’avère que la construction de pQ donnée par l’équation (4.2.9)
va garantir que Q˜ “ Q, de sorte que le comportement à l’infini de W1 est le même que
celui de U1 comme nous allons le voir.
Nous cherchons à calculer le tenseur de polarisation Q˜ associé aux problème de champ
proche du modèle approché. Notons temporairement B :“ B2 ainsi que   :“ BB. Le
problème (4.2.16) caractérisant W1 est de la forme$’’&’’%
Trouver U P H1locpR2q tel que
apU, V q ` 2⇡µ0 qpUqT ¨ pQ ¨ qpV q “ 0, @V P H1comppR2q,
Up⇠, tq „
|⇠|Ñ8
↵ ¨ ⇠,
(4.2.17)
où ↵ est une donnée du problème, égale à ru0p0, tq pour le problème qui caractérise W1.
Comme au paragraphe 3.4.2, la théorie de Kondratiev montre que ce problème admet une
solution unique au choix d’une constante additive près qui peut être choisie de telle sorte
que la solution admette au voisinage de l’infini le comportement suivant
Up⇠q “ ↵ ¨ ⇠ ` ↵ ¨ Q˜ ¨ ⇠|⇠|2 `Op|⇠|
´2q.
Nous souhaitons calculer l’expression du tenseur de polarisation Q˜ en fonction de pQ.
Étant donné que, d’après l’équation (4.2.6), on a
qpUqT ¨ pQ ¨ qpV q “ ª
 
V FpUq ¨ ⌫ d ,
où FpUq :“ pQ ¨ qpUq{|B|, en appliquant la formule de Green de part et d’autre de  , si U
satisfait (4.2.17), alors U satisfait également$’&’%
 U “ 0 dans R2,
rU s  “ 0 sur  ,
µ0rB⌫U s  ` 2⇡µ0FpUq ¨ ⌫ “ 0 sur  ,
(4.2.18)
où rzs  “ z`|  ´ z´|  désigne le saut de z sur  . Notons qu’une application directe de la
formule de Green montre que si V P H1comppR2q est telle queª 2⇡
0
V pr, ✓qe˘i✓ d✓ “ 0,
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alors on a FpV q “ 0. En combinant cette remarque avec la symétrie de révolution de la
géométrie, on en déduit l’existence de deux vecteurs   et   P C2 tels que U a nécessaire-
ment la forme
Up⇠q “
#
´12  
T ¨ ⇠ pour |⇠| † 2,
↵T ¨ ⇠ ` 2 T ¨ ⇠{|⇠|2 pour |⇠| ° 2. (4.2.19)
En injectant l’expression précédente dans la première condition de transmission de (4.2.18)
et en gardant à l’esprit que |⇠| “ 2 sur  , on obtient que nécessairement
  “ 2↵ `  . (4.2.20)
Pour la seconde condition de transmission, liée aux dérivées normales de U , un calcul
direct montre que
B⌫U´|  “ ´22  T ¨ ⇠ et B⌫U`|  “ ´12 ↵T ¨ ⇠ ´ ´22  T ¨ ⇠.
En remarquant que ⌫ “ ´12 ⇠ sur   et en utilisant la relation (4.2.20), la deuxième
condition de transmission montre que
2
µ0
22
p  ´ 2↵qT ¨ ⇠ ` 2⇡µ0
2
FpUqT ¨ ⇠ “ 0, @⇠ P  .
Comme par ailleurs FpUq “ pQ ¨  {p2|B|q, on en déduit que
2
µ0
22
p  ´ 2↵q ` 2⇡µ0
22|B|
pQ ¨   “ 0.
Au bilan, on en déduit que ˆ
I` ⇡|B| pQ
˙
  “ 2↵.
Nous avons donc obtenu une expression explicite de   en fonction de ↵. En vertu de
l’analyse eﬀectuée section 3.4.2 et de la définition de U donnée par (4.2.19), on a par
définition 2  “ rQ↵. Ainsi, nous avons montré que
rQ “ 22
˜ˆ
I` ⇡|B| pQ
˙´1
´ I
¸
.
En reportant l’expression de pQ donnée par (4.2.9), nous avons ainsi montré que rQ “ Q,
c’est-à-dire que le tenseur de polarisation du problème approché (4.2.4) est exactement le
même que le tenseur de polarisation du problème exact. On en déduit que W1 “ U1.
Construction des termes d’ordre 2 Relevons tout d’abord que, au vu de la définition
de W0, le second membre de (4.2.14) se simplifie un peu. En eﬀet posons ⇢ˆp⇠q “ ⇢0 pour
⇠ P R2zB1 , et ⇢ˆp⇠q “ ⇢0 ` ⇢{|B1 | pour ⇠ P B1 . Puisque W0 ne dépend pas de ⇠, on a
d2
dt2
mpW0, V q ` ⇢ d
2
dt2
ppW0qppV q “ d
2
dt2
W0ptq
ª
R2
⇢ˆp⇠qV p⇠q d⇠.
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Comme au paragraphe 3.4.3, le comportement de W2p⇠, tq quand ⇠ Ñ 8 que nous devons
prescrire est dicté par les termes d’ordre 2 du développement de Taylor de u0px, tq quand
xÑ 0. Le terme W2p⇠, tq doit satisfaire (4.2.14) ainsi que
W2p⇠, tq “ ⇧
1
0pW2q
2⇡µ0
ln |⇠| ` ÿ
|↵|“2
B↵xu0p0, tq⇠
↵
↵!
` O
|⇠|Ñ8
p1q (4.2.21)
où ⇧10pW2q P C est une constante qui sera choisie de façon à satisfaire la condition de
compatibilité lié au problème (4.2.14). Un calcul similaire à celui eﬀectué à la fin du
paragraphe 3.4.3.a donne la valeur de cette constante,
⇧10pW2q “
ª
R2
⇢ˆp⇠q ´ ⇢0 d⇠ Btu0p0, tq
“
ª
B1
1
|B1 |⇢ d⇠ Btu0p0, tq “ ⇢ B
2
t u0p0, tq
(4.2.22)
Les équations (4.2.14)-(4.2.21)-(4.2.22) déterminent W2p⇠, tq à une constante additive
près. En fait, cette fonction ne coïncide pas a priori avec la fonction U2p⇠, tq (le deuxième
terme de champ proche de u") mais, en choisissant correctement la constante additive, on
a |U2p⇠, tq ´W2p⇠, tq| “ Op|⇠|´1q pour ⇠ Ñ 8.
Il reste à examiner le second terme de champ lointain w2px, tq. En suivant la même
méthodologie qu’en section 3.4.3, mais appliquée au modèle approché (4.2.4), au vu du
comportement à l’infini de W0, W1, W2, cette fonction doit satisfaire les équations$’’’&’’’%
⇢0B2tw2 ´ µ0 w2 “ 0 dans R2zt0u ˆ R`,
w2px, tq „|x|Ñ0
xT
|x|´2 ¨ Q˜ ¨ru0p0, tq ` ⇢ B
2
t u0p0, tq ln |x|2⇡µ0 ,
w2px, 0q “ Btw2px, 0q “ 0, @x P R2.
Or il s’avère que rQ “ Q. Ainsi on a w2 “ u2.
Théorème 4.2.6 (Estimation d’erreur pour le second modèle approché)
Soit u" la solution du problème (4.1.1) et w" la solution du problème approché (4.1.10).
Pour tout temps T ° 0 et pour tout ⌘ ° 0 il existe deux constantes C⌘ “ CpT, ⌘q ° 0 et
"0 ° 0 ainsi qu’un compact K Ä R2 contenant un voisinage non vide de l’origine tels que
pour tout " P r0, "0r, on ait l’estimation
sup
tPr0,T s
“}Btu" ´ Btw"}L2pR2zKq ` }ru" ´rw"}L2pR2zKq‰ § C⌘ "3´⌘, @" P r0, "0r.
Démonstration : L’analyse eﬀectuée ci-dessus montre que les termes de champ lointain
pour le problème approché vérifient wn “ un pour n “ 0, 1, 2. Soit up2q" “ u0 ` "2u2 le
développement asymptotique en champ lointain de u" tronqué à l’ordre 2. Ainsi on a en
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vertu de l’inégalité triangulaire
sup
tPr0,T s
“}Btu" ´ Btw"}L2pR2zKq ` }ru" ´rw"}L2pR2zKq‰
§ sup
tPr0,T s
“}Btup2q" ´ Btw"}L2pR2zKq ` }rup2q" ´rw"}L2pR2zKq‰
` sup
tPr0,T s
“}Btup2q" ´ Btu"}L2pR2zKq ` }rup2q" ´ru"}L2pR2zKq‰
Or nous avons vu au chapitre 3 qu’il existe C⌘pT q ° 0 et "0 ° 0 telles que pour tout
" P r0, "0r on ait
sup
tPr0,T s
“}Btup2q" ´ Btu"}L2pR2zKq ` }rup2q" ´ru"}L2pR2zKq‰ § C⌘"3´⌘.
De même, comme nous disposons du résultat de stabilité énoncé théorème 4.2.5, nous pou-
vons appliquer la même démarche que pour l’analyse d’erreur eﬀectuée pour le problème
exact, à la section 3.5, pour établir l’estimation d’erreur entre w" et son développement
asymptotique raccordé (à savoir un raisonnement par stabilité puis par erreur de consis-
tance) et l’on montre ainsi que le développement asymptotique en champ lointain de w"
à l’ordre 2 est exactement up2q" . Ainsi, pour tout " P r0, "0r on a
sup
tPr0,T s
“}Btup2q" ´ Btw"}L2pR2zKq ` }rup2q" ´rw"}L2pR2zKq‰ § C⌘"3´⌘,
ce qui achève la preuve.
˝
Ce résultat montre que le modèle approché est consistant à l’ordre 3´⌘ en ". Nous présen-
tons une généralisation immédiate de ce modèle approché au cas de plusieurs inclusions.
4.2.2 Cas d’un nombre quelconque d’inclusions
Ici, nous présentons succinctement le modèle approché que nous utilisons pour le cas de
plusieurs inclusions. Il s’agit d’une généralisation immédiate du modèle pour une inclu-
sion unique présenté équation (4.2.4). Nous disposons de N inclusions !n" , les propriétés
matérielles du milieu de propagation sont représentées par les fonctions µ" and ⇢" définies
par
µ"pxq “
$’&’% µ0 si x P R2z
N§
n“1
!n" ,
µn si x P !n" ,
⇢"pxq “
$’&’% ⇢0 si x P R2z
N§
n“1
!n" ,
⇢n si x P !n" .
Nous introduisons, 2N constantes réelles n1 et n2 suﬃsamment grandes pour que
1´
Nÿ
n“1
1
⇡pn1 q2 |⇢n| ° 0 et I`
Nÿ
n“1
2⇡µ0
pn2 q2Qn soit inversible. (4.2.23)
où ⇢n est le contraste relatif intégré sur la n-ème inclusion
⇢n “
ª
!n
p⇢n ´ ⇢0q dx “ p⇢n ´ ⇢0q|!n|,
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tandis que Qn est une matrice symétrique réelle d’ordre 2, le tenseur de polarisation
généralisé d’ordre 1 associé à l’inclusion !n et au couple pµ0, µnq.
Nous introduisons la matrice auxiliaire pQn définie par
pQn “ pn2 q2
˜ˆ
I` 1pn2 q2Qn
˙´1
´ I
¸
qui nous servira pour la construction du modèle approché.
Nous supposons que pour tout n P t1, . . . , Nu, n2 est suﬃsamment grand pour que
1´ 1
⇡pn2 q2 max PSp pQn | | ° 0. (4.2.24)
Notons que la matrice pQn est symétrique réelle car Qn l’est également.
De manière similaire à (4.2.2), nous introduisons les formes linéaires pn" et qn" définies par
pn" :
ˇˇˇˇ
ˇˇˇˇ H
1pBnn1 "q Ñ R
v ﬁÑ 1|Bnn1 "|
ª
Bn
n1 "
vpxq dx et q" :
ˇˇˇˇ
ˇˇˇˇ H
2pBnn2 "q Ñ R
v ﬁÑ 1|Bnn2 "|
ª
Bn
n2 "
rvpxq dx, (4.2.25)
où Bnl est la boule de centre xn et de rayon l.
Nous proposons le modèle approché$’’’&’’’%
Trouver w" P C 2pR`,L2pR2qq X C 0pR`,H2pR2qq tel que
⇢0B2tw" ´ µ0 w" ` "2
Nÿ
n“1
”
⇢n p
n
" p :w"qptqpn" p¨ q ` 2⇡µ0 qn" pw"q ¨ pQn ¨ qn" p¨ qı “ fpx, tq,
w"px, 0q “ Btw"px, 0q “ 0, @x P R2, @t P R`.
(4.2.26)
La formulation variationnelle associée à (4.2.26) est$’’’&’’’%
Trouver w" P C 2pR`,L2pR2qq X C 0pR`,H2pR2qq tel que t P R`,
d2
dt2
mpw", vq ` apw", vq ` "2
Nÿ
n“1
„
⇢n
d2
dt2
pn" pw"qpn" pvq ` 2⇡µ0 qn" pw"q ¨ pQn ¨ qn" pvq⇢ “ F pvq,
w"p0q “ Btw"p0q “ 0, @v P H1pR2q.
(4.2.27)
Ce problème est posé comme une généralisation de l’étude faite dans le cas d’une inclusion
unique. Son caractère bien-posé se prouve de manière similaire, en s’appuyant sur une
technique énergétique.
Théorème 4.2.7
Il existe une constante "0 ° 0 telle que @" P r0, "0r, le problème (4.2.26) admet une unique
solution w". Par ailleurs, il existe une constante C ° 0 telle que pour tout " P r0, "0r, on
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ait gffeª
R2
˜
⇢0
ˇˇˇˇBw"
Bt
ˇˇˇˇ2
px, tq ` µ0|rw"|2px, tq
¸
dx § C
ª t
0
}fp⌧q}L2pR2q d⌧,
pour tout t • 0.
Démonstration : La preuve de ce résultat est tout à fait similaire à celle de la preuve
de l’existence d’une solution unique pour le problème approché à une seule inclusion,
théorème 4.2.5. La première étape consiste à montrer une estimation d’énergie a priori,
l’argument technique étant le choix de constantes n1 et n2 vérifiant les conditions (4.2.23)
et (4.2.24).
A partir de l’estimation d’énergie, nous déduisons le caractère bien-posé du problème
hyperbolique (4.2.5) en utilisant des approximations de Galerkin, comme dans [42, Para-
graphe 7.2].
˝
Enfin, nous disposons du résultat de consistance suivant, qui généralise le résultat énoncé
théorème 4.2.6 au cas de N inclusions.
Théorème 4.2.8
Soit u" la solution du problème (4.1.1) et w" la solution du problème approché (4.1.10).
Pour tout temps T ° 0 et pour tout ⌘ ° 0, il existe deux constantes C⌘ “ CpT, ⌘q ° 0 et
"0 ° 0 ainsi qu’un compact K Ä R2 contenant un voisinage non vide de l’origine tels que
pour tout " P r0, "0r, on ait l’estimation
sup
tPr0,T s
“}Btu" ´ Btw"}L2pR2zKq ` }ru" ´rw"}L2pR2zKq‰ § C⌘ "3´⌘, @" P r0, "0r.
Démonstration : La preuve est identique à celle du théorème 4.2.6. Le passage de 1
à N inclusions est identique à celui fait pour l’analyse d’erreur entre le développement
asymptotique et la solution du problème exact, réalisée au théorème 3.5.1 : les équations
de champ lointain sont insensibles aux termes perturbatifs, tandis que les équations de
champ proche sont locales à chaque inclusion.
˝
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CHAPITRE
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Approximation numérique
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Dans ce chapitre, nous abordons diﬀérentes questions liées à l’approximation numérique du
modèle exact et des modèles approchés proposés au précédent chapitre pour la diﬀraction
d’ondes acoustiques par une ou des petites hétérogénéités.
Replaçons-nous dans le contexte. Le problème initial de diﬀraction par un ensemble de
petites hétérogénéités (2.2.2) peut-être considéré comme la perturbation du problème de
propagation d’onde acoustique dans l’espace libre caractérisé par la paire de paramètres
physiques p⇢0, µ0q. La théorie de l’approximation du problème de propagation sans inclu-
sion est bien connue et présente un certain nombres de propriétés agréables : la convergence
de la méthode numérique issue d’une semi-discrétisation en espace par éléments finis de
Lagrange Pk ou Qk associée à un pas de maillage h et d’une discrétisation en temps à
l’aide d’un schéma saute-mouton de pas de temps  t fournit une convergence à la vitesse
hk `  t2 (l’erreur étant mesurée en norme C 0t pL2xq à condition que la solution du pro-
blème exacte soit suﬃsament régulière) [34] ; le schéma temporel est stable à condition
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qu’une condition de stabilité CFL soit vérifiée ; l’utilisation de techniques de condensation
de masse permet d’utiliser une matrice de masse diagonale [35, 36], ce qui a pour eﬀet
d’augmenter l’eﬃcacité de la méthode en terme de stockage et de coût de calcul tout en
conservant une vitesse de convergence standard.
Nous souhaitons que les méthodes numériques que nous proposons garantissent une
convergence qui ait lieu à la même vitesse que la méthode standard pour un problème de
propagation dans un milieu sans inclusion, ainsi qu’une condition de stabilité CFL qui
soit une perturbation de la condition CFL pour la méthode numérique sans inclusions.
Idéalement, nous tirerons parti de la structure diagonale de la matrice de masse produite
par la discrétisation de la méthode éléments finis avec condensation de masse pour le
problème de propagation sans inclusion.
De plus, nous souhaitons pouvoir choisir le pas spatial de notre méthode numérique h in-
dépendamment de la taille caractéristique des défauts ". En eﬀet, nous constaterons qu’en
ce qui concerne la convergence des méthodes d’approximation numériques par éléments
finis standards, un phénomène de verrouillage numérique a lieu (la vitesse de convergence
est fortement pénalisée par la présence de l’inclusion dans le modèle). Ceci est très pénali-
sant en terme de coût de calcul : si " est très petit (par exemple de l’ordre de 10´10), alors
il nous faut choisir un pas de maillage du même ordre pour garantir une bonne précision,
et ce même en utilisant les modèles approchés proposés dans le chapitre précédent.
Nous souhaitons donc proposer des méthodes permettant d’atteindre des précisions satis-
faisantes tout en choisissant le pas de maillage h indépendamment de ".
Une stratégie pour contourner cette diﬃculté et retrouver des vitesses de convergence
standards pour ce type de méthode consiste à enrichir l’espace d’approximation à l’aide
d’un faible nombre de fonctions, permettant de rendre compte de la nature singulière du
champ diﬀracté par l’inclusion. Les fonctions d’enrichissement sont choisies comme étant
des approximations du comportement de la fonction de Green au centre de l’inclusion.
Malheureusement, un bug réside dans le code et je ne suis pas en mesure de fournir de ré-
sultats numériques concernant l’enrichissement de l’espace d’approximation. Cependant,
sont présentés dans ce chapitre la démarche et la discrétisation employés pour l’enri-
chissement, qui consiste à ajouter deux fonctions particulières par inclusion à l’espace
d’approximation par éléments finis standards.
5.1 Discrétisation des modèles approchés
Nous décrivons dans cette section la discrétisation des deux modèles approchés proposés
dans le chapitre précédent. Rappelons que, comme évoqué dans l’introduction de ce ma-
nuscrit, une des contraintes intervenant dans le développement de méthodes numériques
pour les problèmes de diﬀraction considérés dans cette thèse stipule que celles-ci doivent
s’inscrire dans une librairie de calcul pré-existante à cette thèse de doctorat. Cette librairie
de calcul, ONDOMATIC (voir [60]), entre autres fonctionnalités, utilise des éléments finis
en espace et des schémas d’ordre 1 ou 2 pour la discrétisation temporelle. Ainsi, nous
utiliserons la démarche suivante pour la discrétisation des problèmes approchés : dans un
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premier temps, nous appliquons une semi-discrétisation en espace puis nous discrétiserons
totalement le problème.
Nous décrivons dans un premier temps le problème obtenu après semi-discrétisation en
espace, en utilisant une procédure de discrétisation par éléments finis standards. Dans
un deuxième temps, nous nous intéressons à la discrétisation totale, c’est-à-dire que nous
proposons des schémas temporels pour les problèmes semi-discrétisés. Enfin, nous nous
intéressons au phénomène de verrouillage numérique et à l’enrichissement des espaces
d’approximations, qui permettent d’outrepasser le verrouillage.
5.1.1 Semi-discrétisation en espace
5.1.1.a Premier modèle
Nous souhaitons développer une méthode numérique pour la formulation (4.1.27), que
nous rappelons ici :$’’’’’’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’’’’’’%
Trouver pv", p",w",q"q P V ˆ Pˆ C pX"q ˆ C pY"q tel que
d
dt
mvpv", v˜q ` d
dt
Nÿ
n“1
cn" pv˜, wn" q ´ apv˜, p"q “ F pv˜q,
d
dt
mppp", p˜q ` d
dt
Nÿ
n“1
bn" pp˜, qn" q ` apv", p˜q “ 0,
m",nq pqn" , q˜nq “ bn" pp", q˜nq, @n P t1, . . . , Nu,
m",nw pwn" , w˜nq “ cn" pv", w˜nq,
p"p0q “ v"p0q “ 0,
pour tout pv˜, p˜, q˜, w˜q P H1pR2q ˆ Hpdiv, R2q ˆX" ˆY",
(5.1.1)
où
V “ C 1pR`,L2pR2qq X C 0pR`,H1pR2qq et P “ C 1pR`,L2pR2qq X C 0pR`,Hpdiv,R2qq,
tandis que X" “ X1" ˆ . . . ˆ XN" et Y “ rX", où à n fixé l’espace Xn" est l’espace
engendré par les fonctions de profil vivant sur la n-ème inclusion jusqu’à l’ordre 2 (voir
section 4.1.2).
Les formes mv, mp, m",nq , m",nw sont les formes de masse associées aux variables v, p, qn"
et wn" respectivement, tandis que les formes bn" et cn" sont les formes de couplage pour les
couples pp", qn" q et pv", wn" q respectivement.
L’objectif est de discrétiser la paire d’espaces fonctionnels pV, P q avec des éléments finis
classiques, avec un pas de maillage h indépendant de ".
Nous introduisons deux espaces d’éléments finis [65, 33, 1, 46]
Vh “ vectx n, 1 § n § Nhy, Ph “ vectx⇠n, 1 § n § Nhy
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de dimension Nh P N, pour les inconnues v" et p" respectivement. Pour assurer la conver-
gence de la méthode par éléments finis, il est nécessaire qu’une certaine compatibilité ait
lieu entre les espaces Vh et Ph [46].
La convergence de la méthode par élément finis a lieu si rPh Ä Vh (nous renvoyons par
exemple à [1]).
La formulation semi-discrète associée au problème (5.1.1) est alors :
$’’’’’’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’’’’’’%
Trouver pv",h, p",h,w",h,q",hq P C 1pVhq ˆ C 1pPhq ˆ C pX"q ˆ C pY"q tel que
d
dt
mvpv",h, v˜q ` d
dt
Nÿ
n“1
cn" pv˜, wn",hq ´ apv˜, p",hq “ F pv˜q,
d
dt
mppp",h, p˜q ` d
dt
Nÿ
n“1
bn" pp˜, qn",hq ` apv",h, p˜q “ 0,
m",nq pqn",h, q˜nq “ bn" pp",h, q˜nq, @n P t1, . . . , Nu,
m",nw pwn",h, w˜nq “ cn" pv",h, w˜nq,
p",hp0q “ v",hp0q “ 0,
pour tout pv˜, p˜, q˜, w˜q P Vh ˆ Ph ˆX" ˆY",
(5.1.2)
En notant vh" les coordonnées de vh" dans la base t n, 1 § n § Nu, ph" les coordonnées de
ph" dans la base t n, 1 § n § Nu, qh" les coordonnées de q",h dans la base canonique de X"
et wh" les coordonnées de w",h dans la base canonique de X", et en testant la formulation
variationnelle (5.1.2) contre les fonctions de base canonique de l’espace produit VhˆPhˆ
X"ˆY", il est classique que la solution pv",h, p",h,w",h,q",hq de (5.1.2) est caractérisée par
le système matriciel suivant$’’’’’’’’’&’’’’’’’’’%
d
dt
Mvv
h
" ´Aph" ` ddt
Nÿ
n“1
Cn"w
h,n
" “ Fh, t P R`,
d
dt
Mpp
h
" `ATvh" ` ddt
Nÿ
n“1
Bn"q
h,n
" “ 0,
M",nq q
h,n
" “ pBn" qTph" , @n P t1, . . . , Nu,
M",nw w
h,n
" “ pCn" qTvh" ,
(5.1.3)
où les matrices sont définies par
Mv “ pmvp i, jqq1§i,j§Nh , Mp “ pmpp⇠i, ⇠jqq1§i,j§Nh ,
et
A “ ap i, ⇠jq1§i,j§Nh ,
où MT désigne la transposée de la matrice M , où les matricesM",nq etM",nw sont définies,
à n P t1, . . . , Nu fixé par les formules suivantes
M",nw “ pm",nw pW ni ,W nj qq1§i,j§NW et M",nq “ pm",nq prW ni ,rW nj qq1§i,j§NW , (5.1.4)
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où nous avons noté
tW n0 , W n1,1, W n1,2,W n2,0, W n2,↵, |↵| “ 2u “ tW ni , 1 § i § 7u. (5.1.5)
Ici NW est le nombre de fonction W utilisées dans l’espace d’approximation. Si nous
utilisons le développement de u" à l’ordre 0, 1 ou 2, alors NW vaudra respectivement 1, 3
ou 7.
Quand à elles, les matrices B"n et C"n sont définies par
pBn" qij “ bn" p⇠i,W nj q et pCn" qij “ cn" p i,W nj q, 1 § i § Nh, 1 § j § NW .
Enfin, le terme source Fh est défini par
pFhqi “ F p iq, 1 § i § Nh.
On notera que nous avons omis de signaler la dépendance de la totalité des matrices
intervenant dans le système précédent (hormis M ",nw et M ",nq ) en le paramètre h. Cette
omission est délibérée et vise simplement a alléger les notations, déjà relativement lourdes.
Nous allons à présent éliminer les variables p"h, q"h et wh,n" du système matriciel (5.1.3),
pour n’obtenir qu’une équation d’ondes augmentée en la variable vh" .
En supposant, formellement pour le moment, que les matrices M",nw et M",nq sont inver-
sibles, le système matriciel (5.1.3) se réécrit$’’’’&’’’’%
d
dt
Mvv
h
" ´Aph" ` ddt
Nÿ
n“1
Cn" pM",nw q´1pCn" qTvh" “ Fh, t P R`,
d
dt
Mpp
h
" `ATvh" ` ddt
Nÿ
n“1
Bn" pM",nq q´1pBn" qTph" “ 0.
Nous cherchons à éliminer ph" du système ci-dessus. Introduisons la matrice
M",augp “Mp `
Nÿ
n“1
Bn" pM",nq q´1pBn" qT .
La puissance aug est l’abréviation de augmentée. Nous avons besoin du résultat suivant
qui va nous permettre d’éliminer la variable ph" .
Lemme 5.1.1
La matrice M",augp est inversible, pour " suﬃsamment petit.
Démonstration : La preuve repose sur le fait que la matrice Mp elle-même est inver-
sible, et que la matrice M",augp est une petite perturbation de Mp, quand " Ñ 0. Étant
donné que Mp est inversible et que l’ensemble des matrices inversibles est ouvert dans
l’ensemble des matrices carrées, on en déduit le résultat.
˝
En dérivant par rapport au temps la première équation et en éliminant la variable p" de
la seconde équation, on déduit que
d2
dt2
«
Mv `
Nÿ
n“1
Cn" pM",nw q´1pCn" qT
 
vh" `ApM",augp q´1ATvh" “ 9Fh, (5.1.6)
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ce que nous pouvons réécrire
d2
dt2
Maug" v
h
" `Kaug" vh" “ 9Fh,
Ainsi, nous retombons sur une équation diﬀérentielle ordinaire classique au sens où celle-
ci a la même forme que les EDOs obtenues après discrétisation par éléments finis d’une
équation d’onde classique. Ici, les matrices de masse
Maug" “
«
Mv `
Nÿ
n“1
Cn" pM",nw q´1pCn" qT
 
et de rigidité
Kaug" “ A
`
M",augp
˘´1
AT
dépendent de " et rendent compte de la présence de l’inclusion.
Nous verrons dans la prochaine section quelle stratégie employer pour discrétiser en temps
l’équation (5.1.6).
5.1.1.b Second modèle
Dans cette section, nous souhaitons développer une méthode numérique pour le second
modèle approché (4.2.27), que nous rappelons ici :$’’’&’’’%
Trouver w" P C 2pR`,L2pR2qq X C 0pR`,H2pR2qq tel que @t P R`,
d2
dt2
mpw", vq ` apw", vq ` "2
Nÿ
n“1
„
⇢n
d2
dt2
pn" pw"qpn" pvq ` 2⇡µ0 qn" pw"q ¨ pQn ¨ qn" pvq⇢ “ F pvq,
w"p0q “ Btw"p0q “ 0, @v P H1pR2q.
(5.1.7)
Sélectionnons un domaine ⌦ Ä R2 borné contenant l’inclusion !" Ä ⌦ pour tout
n P t1, . . . , Nu. Typiquement, dans les simulations numériques que nous présenterons
ultérieurement, ⌦ sera un rectangle. Nous allons borner le domaine de calcul, en substi-
tuant l’espace R2 tout entier par ⌦ dans la formulation (5.1.7) et en apposant des couches
parfaitement absorbantes (PMLs) sur le bord de ⌦. Nous renvoyons à l’abondante littéra-
ture ([16, 22, 78, 24] entre autres) concernant les couches parfaitement absorbantes pour
plus de détails. Nous omettons celles-ci dans les formulations qui interviendront dans la
suite de cette section. Gardons simplement à l’esprit que nous disposons d’un procédé
permettant de borner artificiellement le domaine de calcul.
Soit k P N et h ° 0, soit Vkh l’espace d’éléments finis d’ordre k associé à une triangulation
ou une quadrangulation de ⌦. Notons Nkh “ dimVkh, et notons t'n, 1 § n § Nkhu une
base de Vkh. La formulation semi-discrète associée à (5.1.7) est$’’’’&’’’’%
Trouver w",h P C 2pR`,Vkhq tel que @t P R`,
d2
dt2
mpw",h, vhq ` apw",h, vhq ` "2
Nÿ
n“1
„
⇢n
d2
dt2
pn" pw",hqpn" pvhq ` 2⇡µ0 qn" pw",hq ¨ pQn ¨ qn" pvhq⇢ “ F pvhq,
w",hp0q “ Btw",hp0q “ 0, @v P Vkh.
(5.1.8)
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En notant w",h le vecteur des coordonnées de w",h dans la base canonique de Vkh, il est
classique que résoudre (5.1.8) est équivalent à résoudre le système matriciel suivant (il
suﬃt de tester (5.1.8) en prenant vh successivement égal à toutes les fonctions de la base
canonique de Vkh)
M :w",h `
Nÿ
n“1
Pn" :w",h `Kw",h `
Nÿ
n“1
Qn"w",h “ Fh, t P R`, (5.1.9)
où la matrice de masseM et la matrice de rigidité K sont données respectivement par les
formules
Mij “ mp'i,'jq et Kij “ ap'i,'jq, 1 § i, j § Nkh ,
tandis que les matrices de perturbation P" et Q" sont données respectivement par
pPn" qij “ "2⇢n pn" p'iqpn" p'jq et pQn" qij “ 2⇡µ0 "2qn" p'iq¨ pQn¨ qn" p'jq, 1 § i, j § Nkh .
Remarque 5.1.2
Du à la définition des formes linéaires pn" et qn" (4.2.25) qui, rappelons-le, sont des versions
relaxées de la masse de Dirac et de son gradient au centre de la n-ème inclusion, les
matrices Pn" et Qn" ont une structure creuse. En fait, pQn" qij et pP"qij sont non nuls
uniquement si les indices i et j correspondent à des degrés de libertés appartenant à
des mailles voisines de l’inclusion !". Nous tirerons parti de cette structure creuse pour
l’implémentation d’un schéma numérique en temps.
De plus, en vertu des résultats annoncés section 4.2 et en particulier le lemme 4.2.3, il
vient que Pn" Ñ 0 et Qn" Ñ 0 dans MNkh pRq quand "Ñ 0.
5.1.2 Discrétisation complète et schémas temporels
Les deux modèles approchés (4.1.27) et (4.2.5) fournissent chacun, après semi-
discrétisation en espace par éléments finis, une équation diﬀérentielle ordinaire du type
d2
dt2
Maug" v
h
" `Kaug" vh" “ Fh, @t P R`, (5.1.10)
où, dans le cas du premier modèle, les matrices Maug" et Kaug" sont données par (voir
l’équation (5.1.6))
Maug" “Mv `
Nÿ
n“1
Cn" pM",nw q´1pCn" qT et Kaug" “ AM",augp AT , (5.1.11)
et dans le cas du second modèle (voir l’équation (5.1.9))
Maug" “M`
Nÿ
n“1
Pn" et Kaug" “ K`
Nÿ
n“1
Qn" . (5.1.12)
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De même, le terme source Fh diﬀère d’un modèle à l’autre (d’une dérivation en temps).
Dans les deux cas, les matrices de masse et de rigidité augmentées que nous obtenons sont
des perturbations des matrices de masse et de rigidité obtenues dans le cas d’une équation
d’onde dans l’espace libre, sans inclusion. En particulier, dans les deux cas, la matrice de
rigidité peut s’écrire sous la forme
Kaug" “ K`Kper" ,
où K est la matrice de rigidité usuelle et Kper" est une matrice de perturbation.
Rappelons la logique d’implémentation numérique que nous suivons : nous traitons un
problème de diﬀraction par une ou plusieurs petites hétérogénéités, considéré comme per-
turbation d’un problème de propagation dans l’espace libre. Pour ce dernier problème,
nous disposons d’un code de calcul performant que nous souhaitons conserver comme
brique élémentaire pour la résolution du problème de diﬀraction : nous souhaitons que
notre méthode numérique soit une perturbation de la méthode numérique pour les phé-
nomènes de propagation dans l’espace libre.
Le code ONDOMATIC au sein duquel nous réalisons l’implémentation numérique utilise
une technique de condensation de masse [35, 36, 60] ainsi qu’un schéma explicite en temps
pour résoudre l’équation des ondes dans l’espace libre. Cette méthode est très performante
en terme de temps de calcul, sous condition de stabilité CFL.
Supposons que nous appliquions cette stratégie de discrétisation (un schéma explicite) à
l’équation (5.1.10). Soit  t ° 0 le pas de temps, soit T ° 0 le temps final de simulation,
et notons
NT “
Z
T
 t
^
.
Pour 1 § n § NT , nous notons tn “ n t. Il s’agit de déterminer la suite de vecteurs
pvh,n" q1§n§NT de dimension Nkh telle que
vh,n" „ vh" ptnq.
Nous proposons le schéma suivant
Maug"
vh,n`1" ´ 2vh,n" ` vh,n´1"
 t2
`Kaug" vh,n" “ Fn, @1 § n § NT ,
qui peut se réécrire sous la forme
vh,n`1" “ 2vh,n1" ´ vh,n´1" ` t2pMaug" q´1
`
Fn ´Kaug" vh,n"
˘
.
Ce schéma est stable sous la condition de stabilité CFL (voir par exemple [2])
 t § 2a
⇢ppMaug" q´1Kaug" q , (5.1.13)
où ⇢pAq désigne le rayon spectral de la matrice A. Cette condition ne nous satisfait pas,
car nous souhaiterions comparer la condition de stabilité CFL (5.1.13) par rapport à la
condition de stabilité pour le cas du schéma explicite sans inclusion
 t § 2a
⇢pM´1Kq , (5.1.14)
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où M et K sont les matrices de masse et de rigidité classiques, tandis que, rappelons-
le, Maug" et Kaug" sont des perturbations de M et de K respectivement. Or la condition
CFL (5.1.13) ne nous permet pas d’établir une comparaison théorique avec la condition
de stabilité pour la cas homogène (5.1.14). Ceci est du au fait que les perturbations des
matrices de masse et de rigidité peuvent être de signe opposés.
Ainsi, nous utilisons plutôt une stratégie mixte : nous appliquons un schéma explicite pour
la partie rigidité issue de la discrétisation par éléments finis classique, et un ✓-schéma pour
la partie perturbative de la rigidité.
Nous renvoyons à [27, 70] pour une présentation détaillée des ✓-schémas. Soit ✓ Ps1{4, 1s.
Nous proposons le schéma suivant pour discrétiser (5.1.10) :
Maug"
vh,n`1" ´ 2vh,n" ` vh,n´1"
 t2
`Kvh,n" `Kper" tvh" un✓ “ Fn, @1 § n § NT , (5.1.15)
où nous avons noté de manière synthétique
tvh" un✓ “ ✓vh,n`1" ` p1´ 2✓qvh,n" ` ✓vh,n´1" .
Les ✓-schémas sont inconditionellement stables quand ✓ • 1{4. Pour parler avec les mains,
le fait de traiter le terme perturbatif Kper" tvh" un✓ à l’aide d’un ✓-schéma va avoir tendance
à ne pas modifier la CFL du schéma explicite de l’équation non-perturbée sous-jacente.
Nous souhaiterions que la condition de stabilité CFL du schéma (5.1.15) soit
 t § 2a
⇢ppMaug" q´1Kq , (5.1.16)
c’est-à-dire à ce que la condition CFL ne soit aﬀectée que par la partie perturbative de la
matrice de masse et insensible à la perturbation de la matrice de rigidité. Nous avons en
eﬀet le résultat suivant
Proposition 5.1.3
Si " est suﬃsamment petit, le schéma (5.1.15) est stable sous la condition de stabilité
CFL
 t § 1
✓
a
⇢ppMaug" q´1Kq .
En particulier, si ✓ “ 1{2, la condition de stabilité CFL est (5.1.16).
Démonstration : Nous utilisons la relation algébrique suivante :
tvh" un✓ “ vh,n" ` ✓ t2v
h,n`1
" ´ 2vh,n" ` vh,n´1"
 t2
.
Ainsi, le schéma (5.1.15) peut se réécrire sous la forme`
Maug" ´ ✓ t2K
˘ vh,n`1" ´ 2vh,n" ` vh,n´1"
 t2
` pK`Kper" q tvh" un✓ “ Fn, @1 § n § NT .
Le schéma ci-dessus est un ✓-schéma de matrice de masse Maug" ´ ✓ t2K et de rigidité
K`Kper" . Etant donné que ✓ • 1{4, il inconditionnellement stable (voir par exemple [27])
si tant est que les matrices de masse et de rigidité soient positives.
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Étant donné que Kper" Ñ 0 quand "Ñ 0 (voir la proposition 4.2.3) et étant donné que K
est positive, la matrice K`Kper" est positive pour " suﬃsamment petit. Ainsi, le schéma
(5.1.15) est stable si
Maug" ´ ✓ t2K
est positive c’est -à-dire si et seulement si
 t § 1
✓
a
⇢ppMaug" q´1Kq .
Dans le cas ✓ “ 1{2, on retrouve la condition de stabilité CFL (5.1.16).
˝
Nous souhaiterions à présent obtenir un contrôle de la condition CFL (5.1.16) en fonction
de la CFL pour la cas sans inclusion (5.1.14). De manière formelle, la diﬀérence entre
ces deux conditions de stabilité, au moins dans le cas ✓ “ 1{2 dépend du signe de la
perturbation de matrice de masse
Maug" ´M.
Nous ne sommes pas parvenu à établir un résultat théorique dans le cas général de N
inclusions, mais les résultats numériques viendront confirmer la pertinence de notre ap-
proche.
Remarque 5.1.4 (Sur l’inversion de la matrice de masse augmentée)
Pour implémenter numériquement le schéma (5.1.15) et mettre à jour vh,n`1" connaissant
vh,k" pour k § n, il est nécessaire d’inverser
Maug" ` t2✓Kper" ,
ou tout du moins de savoir calculer une solution au système matriciel`
Maug" ` t2✓Kper"
˘
X “ Y (5.1.17)
d’inconnue X. Rappelons que dans le cas sans inclusion, par exemple si " “ 0, nous
disposons d’un moyen tout à fait eﬃcace de procéder, puisqu’alors la matrice ci-dessus
est diagonale par le procédé de condensation de masse [35, 33].
La structure augmentée de la nouvelle matrice de masse vient perturber la matrice lo-
calement en terme de blocs. En eﬀet, peu importe que l’on utilise le premier modèle
approché via l’équation (5.1.11) ou le second via l’équation (5.1.12), la matrice à inverser,
Maug" ` t2✓Kper" est de la forme
Maug" ` t2✓Kper" “M`ÄM"
oùM est la matrice de masse élément finis, diagonale grâce au procédé de condensation de
masse, tandis queÄM" est une matrice ayant des entrées non nulles uniquement aux indices
correspondant à des degrés de libertés voisins de l’inclusion (ce qui rejoint la remarque
5.1.2) :
ÄM" “
¨˝
0 0 0
0 M " 0
0 0 0
‚˛,
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où l’on peut montrer que M " est inversible. Ainsi, pour résoudre (5.1.17), nous réalisons
simplement une inversion de M " comme un pré-calcul, puis nous exploitons la structure
par bloc deMaug" ` t2✓Kper" et diagonale deM pour résoudre le système matriciel (5.1.17)
à chaque itération en temps.
5.2 Etude du phénomène de verrouillage
numérique
Dans cette section, nous présentons une analyse inspirée de [31] et qui donne un résultat
formel décrivant le phénomène de verrouillage numérique sur un problème légèrement
diﬀérent du problème que nous traitons dans ce manuscrit. En eﬀet, nous illustrons le
principe de verrouillage numérique au travers d’un problème fréquentiel de diﬀraction par
un petit défaut avec condition de Neumann sur le bord de l’hétérogénéité. Considérons
l’équation de Helmholtz suivante$’&’%
Trouver u" P H1p⌦q such that
´ u" ´ 2" u" “ fpxq, x P ⌦,
Bnu" “ 0, x P B⌦,
(5.2.1)
où ⌦ Ä R2 est un ouvert borné lipschitzien, n est le vecteur unitaire normal sortant à B⌦
et " est une fonction constante par morceaux, définie par
2"pxq “
#
2 pour x P ⌦z!",
2 ` 2‹ pour x P !",
où  et ‹ sont deux constantes strictement positives indépendantes de ". Nous supposons
de plus que le terme source f P L2p⌦q.
Nous supposons que le problème (5.2.1) est bien-posé. Nous renvoyons à [14, 15, 38] pour
plus de détails.
La formulation variationnelle associée au problème (5.2.1) est alors : Trouver u" P H1p⌦q
tel que
apu", vq ` b"pu", vq “
ª
⌦
f v dx, @v P H1p⌦q,
où apu, vq :“
ª
⌦
`rurv ´ 2uv˘ dx,
where b"pu, vq :“ ´2‹
ª
!"
uv dx.
Imaginons que nous souhaitions résoudre (5.2.1) à l’aide d’une méthode de type éléments
finis s’appuyant sur une triangulation Th (nous pourrions également considérer une qua-
drangulation sans nuire à notre propos), où h représente le diamètre maximal des triangles
de Th et est destiné à tendre vers 0. Nous supposons que la taille de l’inclusion " est petite
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comparée à la taille des triangles, en supposant que nous avons une relation du type
" “ h1` 
pour un certain   ° 0 fixé. Considérons une discrétisation de (5.2.1) à l’aide d’éléments
finis de Lagrange Pk d’ordre k et supposons que k ° 2`2 , c’est-à-dire que nous utilisions
des éléments finis d’ordre élevé pour discrétiser (5.2.1).
Notons Vh l’espace variationnel discret associé à cette discrétisation, et notons uh" la solu-
tion discrète associée, c’est-à-dire que uh" est l’unique élément de Vh vérifiant
apuh" , vhq ` b"puh" , vhq “
ª
⌦
fvhdx @vh P Vh.
Le résultat qui suit montre que la précision d’une telle méthode numérique est limitée,
quel que soit l’ordre k des éléments finis utilisés.
Théorème 5.2.1
Supposons que u0p0q ‰ 0. Alors il existe des constantes C, "0, h0 ° 0 telles que
}u" ´ uh" }H1p⌦q • C "
2
| ln "|
pour tout " Ps0, "0r et tout h Ps0, h0r.
Ce résultat est démontré dans [31] et montre que l’utilisation d’éléments finis d’ordre
élevé est inopérante pour obtenir une approximation précise du champ diﬀracté associé à
(5.2.1). Précisément, l’estimation (??) montre qu’augmenter l’ordre k des éléments finis
utilisés n’accélère pas la convergence de la méthode numérique, l’erreur produite par celle-
ci étant dominée par "2{| ln "|. La consistance des éléments finis Pk de Lagrange n’est pas
de l’ordre Ophkq si k • 2 ` 2✏. En d’autres termes, la présence d’une petite inclusion
rompt les propriétés d’approximation spectrale des éléments finis d’ordre élevés.
L’analyse réalisée ici sur le problème fréquentiel (5.2.1) de diﬀraction par une petite
inclusion montre qu’une stratégie de discrétisation par éléments finis standards occasionne
un phénomène de verrouillage numérique, qui dégrade la qualité de la convergence de la
méthode numérique. Cette observation va nous pousser à proposer une discrétisation plus
fine pour les problèmes approchés présentés au chapitre précédent, et en particulier à
enrichir les espaces d’approximation que nous utiliserons.
5.3 Enrichissement de l’espace
d’approximation
Observons l’erreur numérique commise par les schémas numériques décrits dans la section
précédente. L’expérience que nous réalisons est celle d’une inclusion unique, située au
centre d’un rectangle. Nous calculons la solution de référence en utilisant l’approximation
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de champ lointain
u"px, tq » u0px, tq ` "2u2px, tq,
où u0 est l’unique solution de$’&’%
Trouver u0 P C 2pR`,L2pR2qq X C 0pR`,H2pR2qq tel que
⇢0B2t u0 ´ µ0 u0 “ fpx, tq, x P R2, t P R`,
u0px, 0q “ Btu0px, 0q “ 0, @x P R2 ,
et où u2 est le terme d’ordre 2 en champ lointain, donné par la formule
u2px, tq “ Graspx, tq ` Bx1Grb1spx, tq ` Bx2Grb2spx, tq,
où G est la fonction de Green de l’opérateur des ondes. Nous renvoyons à la section 3.3
pour plus de détails.
Les résultats numériques sont décrits figure 5.3.1.
Nous calculons la solution du modèle discrétisé (5.1.15) pour le second modèle. Nous
utilisons des éléments finis de Gauss-Lobatto Qk, pour k allant de 1 à 4. Pour chaque
ordre k fixé, nous faisons varier le pas de maillage h. Nous répétons cette expérience pour
plusieurs valeurs de taille de défauts ".
Nous constatons que pour chaque ordre k de famille d’élément finis utilisé, hormis pour le
cas limite " “ 0 qui nous donne l’échelle de comparaison de notre méthode numérique, les
courbes d’erreur sont rangées par valeur décroissante de ". Toute chose égale par ailleurs,
l’erreur commise par la méthode numérique est d’autant plus grande que " est petit. Ce
phénomène est une des conséquences du verrouillage numérique : en eﬀet, ceci reflète
l’incapacité de notre méthode numérique à reproduire le comportement singulier de u2
quand "Ñ 0. Cette observation peut-être formalisée dans le cas d’un problème fréquentiel
par l’analyse eﬀectuée section 5.2.
Pour pallier à ce problème, nous introduisons deux fonctions supplémentaires par inclusion
à l’espace d’approximation, ayant pour rôle de reproduire les singularités de la fonction
de Green et de son gradient au centre de l’inclusion xn, selon une démarche inspirée de
[31, Section 5.2.4] :
 ",n0 pxq “ ln |x´ xn|" 1"§|x´xn|§h ↵,hp|x´ xn|q,
 ",n1 pxq “
ˆ
1
|x´ xn| ´
1
"
˙
1"§|x´xn|§h ↵,hp|x´ xn|q,
(5.3.1)
où h ° ↵ ° " et  ↵,h : R Ñ r0, 1s est une fonction de troncature régulière telle que
 ↵,hpxq “ 1 si |x| § ↵ et suppp ↵,hq “ r´h, hs, et notons, pour h ° 0 et k P N,
Wkh," “ Vkh `
Nà
n“1
vect x ",n0 ,  ",n1 y
l’espace d’approximation éléments finis classique Vkh enrichi des fonctions  
",n
0 et  
",n
1 .
Notons que  ",n0 et  
",n
1 sont continues et ont un support localisé au voisinage de la n-ème
136 CHAPITRE 5. APPROXIMATION NUMÉRIQUE
inclusion, limité par la taille des mailles h. L’idée est de capter le comportement singulier
du champ lointain tronqué à l’ordre 2 dans l’espace d’approximation élément finis.
Tentons d’expliquer avec les mains pourquoi nous avons abordé cette démarche : quand
" Ñ 0, en champ lointain, le champ diﬀracté se comporte au premier ordre comme une
combinaison de monopole et de dipôle centré en xn, le centre de la n-ème inclusion. En
rajoutant les fonctions de base  ",n0 et  
",n
1 à l’espace d’approximation, nous espérons
que notre méthode numérique reproduira plus fidèlement l’allure du champ diﬀracté et
convergera plus rapidement.
Notons que cette technique d’enrichissement est similaire aux techniques du type XFEM
(eXtended Finite Element Method) [28, 53] introduits initialement pour simuler la propa-
gation de fissures dans le contexte de la mécanique des solides ou encore à la méthode du
complément singulier [7, 29], utilisée notamment pour simuler les solutions d’équations
de Maxwell dans des domaines singuliers.
Nous présentons l’analyse liée à cette enrichissement dans le cas d’une inclusion unique
par souci de simplicité, mais il est aisé de généraliser les observations qui suivent au cas
du modèle à N inclusions. Notamment, nous nous intéressons à l’aspect implémentation
et montrons que l’enrichissement ne vient pas perturber le fond de la méthode numérique.
La version semi-discrète de (5.1.7) devient, après enrichissement,$’’’&’’’%
Trouver w",h P C 2pR`,Wkh,"q tel que @t P R`,
d2
dt2
mpw",h, vhq ` apw",h, vhq ` "2
„
⇢
d2
dt2
p"pw",hqp"pvhq ` 2⇡µ0 q"pw",hq ¨ pQ ¨ q"pvhq⇢ “ F pvhq,
w",hp0q “ Btw",hp0q “ 0, @v PWkh,".
En notant w",h les coordonnées de w",h dans la base canonique de Wkh,", nous sommes à
nouveau ramenés à étudier l’équation diﬀérentielle ordinaire
Maug" :w",h `Kaug" w",h “ F, t ° 0. (5.3.2)
où les matrices de masse augmentées M" et K" ont maintenant les structures par bloc
enrichies suivantes
Maug" “
ˆ
M`P" Mec"
Mce" M
e
"
˙
, Kaug" “
ˆ
K`Q" Kec"
Kce" K
e
",
˙
le bloc supérieur gauche étant de taille Nkh et le bloc inférieur droit de taille 2. Les matrices
M, P", K et Q" ont toutes été définies section 5.1.1.b.M est la matrice de masse usuelle
associée à l’espace d’approximation Vkh tandis queK est la matrice de rigidité. Les matrices
Me" et K"e sont les matrices de masse et de rigidité associées à l’espace vect x "0,  "1y, c’est-
à-dire que
pMe"qij “ mp i,  jq ` "2⇢ p"p iqp"p jq, 0 § i, j § 1,
pKe"qij “ ap i,  jq ` 2⇡µ0 "2q"p iq ¨ pQ ¨ q"p jq, (5.3.3)
et finalement les matrices Mec" , Mce" , Kec" et Kce" sont les matrices de couplage entre les
espaces Vkh et vect x "0,  "1y. La notation ec renvoie à enrichi vers classique tandis que ce
renvoie à classique vers enrichi.
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Ainsi, on a
pMec" qij “ mp'i,  jq ` "2⇢ p"p'iqp"p jq, 1 § i § Nkh , 0 § j § 1,
pKec" qij “ ap'i,  jq ` 2⇡µ0 "2q"p'iq ¨ pQ ¨ q"p jq, (5.3.4)
ainsi que les relations Mec" “ pMce" qT et Kec" “ pKce" qT .
Commençons par noter que les matrices Me" et Ke" sont symétriques, de manière immé-
diate.
Séparons les coordonnées de w",h en deux blocs, correspondant à la décomposition dans
Vkh et dans vect x "0,  "1y, de la manière suivante
w",h “
˜
wc",h
we",h
¸
,
où wc",h dénote le vecteur des coordonnées de w",h dans l’espace élément finis classique Vkh
tandis que we",h dénote le vecteur des coordonnées de w",h dans l’espace d’enrichissement
vect x "0,  "1y.
L’équation diﬀérentielle ordinaire (5.3.2) peut alors s’écrire de la manière suivante$&% pM`P"q :w
c
",h `Mec" :we",h ` pK`Q"qwc",h `Kec" we",h “ F,
Mce" :wc",h `Me" :we",h `Kce" wc",h `Ke"we",h “ 0.
(5.3.5)
A nouveau, nous cherchons un schéma en temps pour (5.3.5) qui exploite au mieux le
fait qu’il s’agisse d’une équation d’ondes dans l’espace libre perturbé par des matrices
qui tendent vers 0 avec ". Rappelons nous que le terme Kwc",h doit être discrétisé à l’aide
d’un schéma explicite, et que nous souhaitons que la condition de stabilité CFL du schéma
global ne soit pas grandement aﬀectée par la présence des termes perturbatifs.
Comme à la section 5.1.2, nous introduisons ✓ Ps1{4, 1s. Notons T ° 0 le temps final,  t
le pas de temps, ainsi que
NT “
Z
T
 t
^
.
Pour une suite de vecteurs pvnq1§n§NT de même dimension, nous introduisons les notations
tvun✓ :“ ✓vn`1 ` p1´ 2✓qvn ` ✓vn´1,
D2 tv
n :“ v
n`1 ´ 2vn ` vn´1
 t2
.
Notamment, il est classique que D2 twn",h et tw",hun✓ sont des approximations d’ordre 2
de d2w",hptnq{dt2 et de w",hptnq. Nous proposons alors le schéma suivant pour discrétiser
(5.3.5) :$&% pM`P"qD
2
 tw
c,n
",h `Mec" D2 twe,n",h `Kwc,n",h `Q"twc",hun✓ `Kec" twe",hun✓ “ Fn,
Mce" D
2
 tw
c,n
",h `Me"D2 twe,n",h `Kce" twc",hun✓ `Ke"twe",hun✓ “ 0.
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On retrouve le schéma explicite pour la partie correspondant au modèle de propagation
d’ondes dans l’espace libre usuel, et l’ensemble des termes perturbatifs sont traités à l’aide
d’un ✓-schéma. Le système précédent peut se mettre sous la forme$&% pM`P" ` ✓ t
2Q"qwc,n`1",h ` pMec" ` ✓ t2Kec" qwe,n`1",h “  t2Fn `Gn1,",
pMce" ` ✓ t2Kce" qwc,n`1",h ` pMe" ` ✓ t2Ke"qwe,n`1",h “ Gn2,",
où nous avons placé dans Gn1," et Gn2," des termes dépendants uniquement d’instants
strictement antécédents à tn`1.
Avec des définitions immédiates, ce système est de la forme$&%Aw
c,n`1
",h `Bwe,n`1",h “  t2Fn `Gn1,",
Cwc,n`1",h `Dwe,n`1",h “ Gn2,",
Nous le résolvons à l’aide d’un complément de Schur (voir par exemple [19]), de la manière
suivante `
A´BD´1C˘wc,n`1",h “  t2Fn `Gn1," ´BD´1Gn2,". (5.3.6)
Le schéma (5.3.6) constitue le schéma final que nous utilisons pour les simulations numé-
riques avec enrichissement présentées au chapitre 6.
5.4 Remarques concernant
l’implémentation numérique
Dans cette section, nous explicitons les détails du calcul numérique tel que développé
sur machine et eﬀectuons quelques remarques sur l’implémentation. Les deux modèles
approchés développés au chapitre 4 ont été implémentés au travers d’une classe C++
chacun. Précisons qu’étant donnée la forme finale des modèles après discrétisation et le
traitement numérique qui en est fait, une refactorisation de ces deux classes en une seule
est envisageable et pourra faire l’objet d’un travail futur.
Les deux modèles approchés, on l’a vu au travers des équations (4.1.27) et (4.2.5) dans
leur version continue, et au travers de l’équation (5.1.10) pour la version semi-discrète en
espace, sont des perturbations de l’équation des ondes dans l’espace libre. D’un point de
vue algorithmique, l’idée est de ne pas perturber outre mesure les itérations nécessaires à
la progression dans le schéma en temps pour l’équation des ondes sans perturbation.
On va le constater, l’implémentation des deux modèles nécessite une phase de preproces-
sing, précédant la phase itérative, puis au cours de chaque itération l’application d’un
complément de Schur pour continuer à bénéficier des fonctionnalités implémentées pour
traiter la partie du schéma liée à la discrétisation par éléments finis classique de l’équation
des ondes.
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Remarques concernant l’implémentation du premier modèle L’implémentation
de ce modèle est relativement directe. Le seul point à régler concerne l’intégration et
l’assemblage des termes (5.1.4) et (5.1.5). Il s’avère que les fonctions WNi sont polyno-
miales par morceaux, ainsi l’utilisation de règles de quadrature classiques est adaptée à
l’intégration de ces termes. Nous utilisons les points de Lobatto, qui fournissent une règle
d’intégration déjà implémentée dans ONDOMATIC.
Remarques concernant l’implémentation du second modèle Ce modèle est ca-
ractérisé par deux quantités par inclusion, le contraste relatif ⇢n défini équation (3.3.1)
ainsi que le tenseur de polarisation Qn pour la n-ème inclusion, pour n P t1, . . . , Nu. Nous
nous sommes limités dans le cadre des applications numériques de cette thèse au cas où
les inclusions sont des disques en 2 dimensions ; ainsi ces paramètres sont-ils calculables
analytiquement, comme nous allons le voir.
Il est tout à fait envisageable d’implémenter une procédure de pré-calcul s’appuyant sur
une discrétisation des inclusions pour calculer numériquement ces quantités dans le cas
de défauts de forme plus générales.
Pour le cas du disque, nous utilisons les égalités
⇢n “ p⇢n ´ ⇢0q⇡,
qui suit immédiatement de la définition (3.4.15), tandis qu’en ce qui concerne le tenseur
de polarisation généralisé d’ordre 1, nous référons à [4, Théorème 2.2] pour son calcul
dans le cas du disque, donné par
Qn “
¨˚
˝ 2⇡µn ´ µ0µ0 ` µn 0
0 2⇡
µn ´ µ0
µ0 ` µn
‹˛‚.
Notes concernant le calcul des termes d’enrichissement Pour mener à bien la
procédure d’enrichissement, il est nécessaire d’assembler des termes matriciels faisant
intervenir les fonctions d’enrichissement  "0 et  "1.
Pour ce faire, nous utilisons une stratégie de quadrature adaptative. Nous renvoyons à
[45] pour une description détaillée des algorithmes de quadrature adaptative. Du point
de vue de l’implémentation, nous utilisons la librairie Cubature écrite en C, disponible à
l’adresse http://ab-initio.mit.edu/wiki/index.php/Cubature.
Précisément, en reprenant les équations (5.3.3) et (5.3.4), nous constatons qu’il est néces-
saire de savoir calculer une approximation des termes
pMe"qij “ mp i,  jq ` "2⇢p"p iqp"p jq, 0 § i, j § 1,
pKe"qij “ ap i,  jq ` "2q"p iq ¨Q ¨ q"p jq,
(5.4.1)
ainsi que
pMec" qij “ mp'i,  jq ` "2⇢p"p'iqp"p jq, 1 § i § Nkh , 0 § j § 1,
pKec" qij “ ap'i,  jq ` "2q"p'iq ¨Q ¨ q"p jq,
(5.4.2)
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où les p'iq1§i§Nkh sont les fonctions de base de l’espace d’approximation élément finis Vkh
tandis que les p jq0§j§1 sont les fonctions d’enrichissement définies équation (5.3.1). Il est
diﬃcile de construire des règles de quadrature exactes pour l’intégration de termes tels
que ceux définis aux équations (5.4.1) et (5.4.2).
Les algorithmes de quadrature adaptatives permettent sous certaines hypothèses de régu-
larité sur l’intégrande de fournir une approximation aussi précise que souhaitée de termes
intégraux. L’idée de ces algorithmes est basée sur le concept de Divide & Conquer couplé
à l’usage d’un estimateur d’erreur a posteriori.
5.5 Synthèse
Dans ce chapitre, nous avons explicité les schémas numériques totalement discrétisés que
nous utilisons pour l’implémentation des deux modèles approchés présentés au chapitre
4.
Le premier modèle s’appuie sur une analyse en champ proche de la solution u" du pro-
blème exact, tandis que le second modèle s’appuie sur une analyse en champ lointain.
L’implémentation numérique de ces deux modèles approchés permet de réduire grande-
ment le temps de calcul nécessaire au calcul d’une approximation de u" comparé à une
méthode par éléments finis standards.
Cependant, les deux modèles approchés discrétisés à l’aide d’une méthode par élément
finis standard verrouillent. Cette limitation semble pouvoir être outrepassée grâce à l’ajout
de deux fonctions de base par inclusion à l’espace d’approximation. Ces deux fonctions
de forme additionnelles ont un support localisé au voisinage de l’inclusion qui leur est
associée.
Pour des raisons techniques, en l’état actuel du manuscrit, l’implémentation de l’enrichis-
sement de la méthode numérique ne fournit pas de résultats satisfaisants, en raison d’un
bug présent dans le code. En eﬀet, nous ne parvenons pas à faire converger la règle de
quadrature adaptative qui devrait permettre de calculer une approximation des termes
matriciels liés à l’enrichissement, explicités équations (5.3.3) et (5.3.4). Tous les eﬀorts
sont concentrés sur cette diﬃculté pour parvenir à fournir des résultats numériques avec
enrichissement de la méthode au plus vite.
Les deux méthodes numériques sans enrichissement sont néanmoins consistantes, avec
des taux de convergence dégradés relativement à la méthode par élément finis standards
sous-jacente. Concrètement, les méthodes que nous proposons sont pertinentes pour une
gamme de valeur de taille caractéristique de défaut " bornée inférieurement (quand " est
trop petit, la précision de nos méthodes numériques tend à diminuer).
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(a) Eléments finis d’ordre 1.
(b) Eléments finis d’ordre 2.
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(c) Eléments finis d’ordre 3.
(d) Eléments finis d’ordre 4.
Figure 5.3.1 – Analyse d’erreur numérique pour plusieurs pas de maillage h, plusieurs
tailles de défauts " et plusieurs ordres d’éléments finis, pour la méthode sans enrichis-
sement. Sur chaque graphe, le comportement de la méthode élément finis standard sous-
jacente est donné par la courbe en bleu, correspondant au cas sans défaut. Nous observons
le phénomène de verrouillage numérique : hormi pour la courbe bleue correspondant à
" “ 0, les autres courbes sont triées par valeurs décroissantes de ". Ceci indique que plus
" strictement positif est petit, plus l’erreur de modèle est grande. Il s’agit précisément du
verrouillage numérique.
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Dans cette section, nous présentons un certain nombre de résultats numériques. Nous
présenterons des instantanés pris lors de la simulation des modèles approchés, démontrant
la pertinence de notre approche d’un point de vue qualitatif, ainsi que des analyses d’erreur
numériques venant préciser cette intuition.
Les simulations 1D ont été réalisées sous le logiciel de calcul scientifique Matlab. L’en-
semble des simulations 2D ont été réalisées au sein d’une librairie de simulation appelée
ONDOMATIC écrite en C++, capable de traiter diﬀérentes équations d’ondes transitoires
par éléments finis d’ordre élevés en espace et mentionnée en introduction. Diﬀérents al-
gorithmes de post-traitement et d’analyse d’erreur ont été écrits en Python.
Dans un premier temps, nous présentons les résultats numériques pour un problème de
diﬀraction unidimensionnel traité à l’aide du premier problème approché. Dans un second
temps, nous illustrons les résultats numériques issus des deux modèles approchés décrits
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section 4.
6.1 Un cas d’école : le cas
unidimensionnel
La première implémentation numérique réalisée dans le cadre de ces travaux de thèse
prend place dans un cadre unidimensionnel, plus simple que le cas bidimensionnel.
Décrivons brièvement l’expérience numérique que nous réalisons.
Nous nous donnons un obstacle unique !" “s´ ", "r, ainsi que les deux fonctions ⇢" et µ"
qui représentent les paramètres physiques du problème et définies par
⇢"pxq “
#
⇢0 si |x| ° ",
⇢1 si |x| § ", et µ"pxq “
#
µ0 si |x| ° ",
µ1 si |x| § ".
Notons que ⇢" “ ⇢px{"q et µ" “ µpx{"q, où ⇢ et µ sont les deux fonctions définies par
⇢pxq “
#
⇢0 si |x| ° 1,
⇢1 si |x| § 1, et µpxq “
#
µ0 si |x| ° 1,
µ1 si |x| § 1.
Nous étudions alors le problème modèle unidimensionnel$’’&’’%
Trouver u" P C 2pR`,L2pR2qq X C 0pR`,Dp µ"qq tel que
⇢"B2t u" ´ divpµ"ru"q “ fpx, tq, x P R, t P R`,
u"px, 0q “ Btu"px, 0q “ 0, x P R,
(6.1.1)
pour lequel il n’est pas si aisé de donner une solution analytique même pour des termes
sources f bien choisis. A cause des réflexions multiples ayant lieu au passage de l’inter-
face B!", la solution u" de (6.1.1) s’exprime nécessairement sous forme de série infinie et
une approche numérique pour calculer une solution numérique de référence semble plus
adéquate.
Le problème unidimensionnel que nous traitons dans cette section diﬀère légèrement du
problème que nous avons considéré tout au long de ce manuscrit, puisque celui-ci était
bidimensionnel. En particulier, nous n’avons pas calculé le développement asymptotique
de u" lorsque la géométrie est unidimensionnelle.
Cependant, il est aisé d’adapter le premier modèle approché décrit section au cas unidi-
mensionnel. En eﬀet, la seule diﬀérence avec le cas bidimensionnel repose sur le calcul des
fonctions de profil Wi intervenant dans l’expression des termes de champ proche de u".
Nous référons à la section ?? pour l’introduction des fonctions de profil dans le cas 2D.
Or ce calcul est aisé en une dimension d’espace. En eﬀet, (nous renvoyons au paragraphe
4.1.1.a pour une discussion sur la définition des fonctions de profil Wi), trois fonctions de
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profil W0, W1 et W2 sont nécessaires en 1D pour décrire le champ proche à l’ordre 2, et
celles-ci vérifient
d
dx
ˆ
µ
dWi
dx
˙
“ 0, x P R, n “ 0, 1, (6.1.2)
et
d
dx
ˆ
µ
dW2
dx
˙
“ ⇢, x P R. (6.1.3)
L’espace vectoriel des solutions de l’équation (6.1.2) est de dimension 2, et est engendré
par la fonction constante W0pxq “ 1 ainsi que par la fonction égale à
W1pxq “
$’’’’’&’’’’’%
µ1
µ0
x´ µ0 ´ µ1
µ0
" si x Ps ´ 8,´"r,
x si x Ps ´ ", "r,
µ1
µ0
x` µ0 ´ µ1
µ0
" si x Ps",8r.
Enfin, une solution particulière de l’équation (6.1.3) est donnée par
W2pxq “
$’’’’’’’&’’’’’’’%
⇢0
2µ0
x2 ` ⇢0 ´ ⇢1
µ0
"x`
ˆ
⇢1
2µ1
´ ⇢0
2µ0
˙
"2 ` ⇢0 ´ ⇢1
µ0
"2 si x Ps ´ 8,´"r,
⇢1
2µ1
x2 si x Ps ´ ", "r,
⇢0
2µ0
x2 ` ⇢0 ´ ⇢1
µ0
"x`
ˆ
⇢1
2µ1
´ ⇢0
2µ0
˙
"2 ´ ⇢0 ´ ⇢1
µ0
"2 si x Ps",8r,
l’espace aﬃne des solutions de (6.1.3) étant donné par W2 ` vect xW0, W1y.
Nous implémentons alors le schéma numérique pour le premier modèle approché, sans
enrichissement, décrit équation (5.1.15), avec ✓ “ 1{2. Le code a été développé sous
Matlab.
6.1.1 Un premier cas test
La première expérience que nous réalisons est présentée figure 6.1.2. Chaque sous-figure
est un instantané à un instant précis. Sur la première ligne est tracé le champ total obtenu
par résolution du modèle approché. Sur la deuxième ligne est aﬃché le champ diﬀracté
uniquement, calculé à l’aide du modèle approché. Sur la troisième ligne est aﬃché le
champ diﬀracté à l’aide d’une méthode de référence, et sur la dernière ligne est aﬃché le
champ total calculé à l’aide d’une méthode de référence.
Par méthode de référence, nous entendons une méthode par éléments finis classiques,
calibrée avec un pas de maillage h adapté à la taille du défaut ".
Pour l’expérience présentée figure 6.1.2, le pas de maillage pour la méthode approchée est
happ “ 10´2, le pas de maillage pour la méthode de référence est href “ 0, 5.10´3 tandis
que le défaut est de taille " “ 3.10´4, de sorte que 6 mailles sont contenues dans le défaut
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s ´ ", "r pour la méthode de référence. Les éléments finis P3 sont utilisés, couplés à une
technique de condensation de masse.
L’erreur relative en champ diﬀractée vaut
e “ }u˜" ´ u"}}u" ´ u0} “ 2.10
´2
où la norme utilisée est la norme L1p0, T,L2pRqq, où u" désigne la solution de référence
calculée grâce à la méthode élément finis standard, u0 le champ incident et u˜" le champ
approché, calculé à l’aide de la méthode asymptotique.
La diﬀérence de temps de calcul est quand à elle notable : la méthode par élément finis
standard s’exécute en Tref “ 0.75 s tandis que la méthode approchée s’exécute en Tapp “
0.02 s, soit un gain de temps de calcul d’un facteur 30 !
Pour l’ensemble des expériences numériques en 1D, nous utilisons le terme source f suivant
fpx, tq “ Cpx´ x0qe´ px´x0q
2´pt´t0q2
2  ,
ainsi qu’une vitesse dans le milieu ambiant valant c “ 1 (imposé par le fait de choisir
⇢0 “ µ0 “ 1), de sorte que   joue le rôle de carré de la longueur d’onde centrale. Le
graphe de x ﬁÑ fpx, tq est aﬃché figure 6.1.1.
Figure 6.1.1 – Graphe de la source x ﬁÑ fpx, tq utilisée dans les simulations numériques
pour diﬀérents instants t.
Pour l’expérience décrite figure 6.1.2, les valeurs de ⇢ et de µ dans l’inclusion sont ⇢1 “
10 “ µ1.
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(a) Champ total calculé par la méthode approchée.
(b) Champ diﬀracté calculé par la méthode approchée.
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(c) Champ diﬀracté calculé par la méthode de référence.
(d) Champ total calculé par la méthode de référence.
Figure 6.1.2 – Instantanés pour la méthode numérique associée au premier modèle ap-
proché dans le cas unidimensionnel. L’inclusion se trouve au centre du domaine et est
délimitée par les traits rouges. Les éléments finis utilisés sont les éléments finis de La-
grange P3. Le pas de maillage est h “ 0, 01 pour une inclusion de taille " “ 10´3. La
longueur d’onde centrale est de l’ordre de   » 10´2, de sorte que "{  » 10´1.
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6.1.2 Le cas d’un fort contraste du paramètre ⇢"
Nous décrivons une seconde expérience numérique. Le cadre est le même que dans l’expé-
rience précédente. Les paramètres sont " “ 3.10´3, la valeur de µ dans le défaut a été fixée
à µ1 “ 0 tandis que ⇢1 “ 1000, le pas de maillage pour la méthode de référence href “ 10´3
et le pas de maillage pour la méthode approchée happ “ 10´2. On se rapproche ainsi d’une
condition au bord du défaut de type Dirichlet homogène sur le bord de l’obstacle, comme
les résultats numériques le montrent. Les résultats sont présentés figure 6.1.3.
L’erreur relative en champ diﬀractée vaut
e “ }u˜" ´ u"}}u" ´ u0} “ 1, 5.10
´2
où la norme utilisée est la norme L1p0, T,L2pRqq, où u" désigne la solution de référence
calculée grâce à la méthode élément finis standard, u0 le champ incident et u˜" le champ
approché, calculé à l’aide de la méthode asymptotique.
Les temps de calcul sont les suivants Tref “ 0.364 s tandis que la méthode approchée
s’exécute en Tapp “ 0.006 s, soit un gain de temps de calcul d’un facteur 50 environ !
6.1.3 Analyse d’erreur numérique
Dans cette section, nous réalisons une analyse d’erreur numérique de notre méthode d’ap-
proximation unidimensionnel, décrite en début de section. Précisons qu’il s’agit d’une
implémentation de la méthode numérique associée au premier modèle approché, sans en-
richissement. L’expérience est présentée figure 6.1.4, et nous observons le même type de
phénomène que celui décrit section 5.3, à savoir le phénomène de verrouillage numérique.
En eﬀet, commentons un peu plus avant la figure 6.1.4. Nous avons tracé le logarithme
de l’erreur relative en champ diﬀracté en fonction du logarithme du pas de maillage, où
l’erreur est définie par
e “ }u˜" ´ u"}}u" ´ u0} ,
où u0 désigne le champ incident, solution du problème sans défaut, u" est une solution de
référence calculée grâce à une méthode de type élément finis ayant presque convergé.
Note sur le calcul de la solution de référence Contrairement au cas bidimensionnel
où le calcul d’une solution de référence est obtenu analytiquement grâce aux résultats issus
de l’analyse asymptotique, dans le cas unidimensionnel qui nous intéresse ici u" désigne
une solution numérique calculée par élément finis P3 associée à un pas de maillage h tel
que h “ "{6. Avec ce choix de paramètres, la solution numérique est très proche de la
solution du problème exact : la solution numérique associée à un pas de maillage h{2 est
extrêmement proche de la solution numérique associée au pas de maillage h.
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(a) Champ total calculé par la méthode approchée.
(b) Champ diﬀracté calculé par la méthode approchée.
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(c) Champ diﬀracté calculé par la méthode de référence.
(d) Champ total calculé par la méthode de référence.
Figure 6.1.3 – Instantanés pour la seconde expérience numérique. L’inclusion se trouve au
centre du domaine et est délimitée par les traits rouges. Le pas de maillage est h “ 0, 01
pour une inclusion de taille " “ 10´3. La longueur d’onde centrale est de l’ordre de
  » 3.10´2, de sorte que "{  » 10´1. Le contraste relatif ⇢1{⇢0 “ 1000, de sorte que l’on
se rapproche d’une condition de Dirichlet sur le bord.
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Figure 6.1.4 – Analyse d’erreur pour le problème de diﬀraction unidimensionnel.
6.2 Le cas bidimensionnel
La première expérience numérique que nous réalisons consiste à étudier la capacité des
modèles approchés développés chapitre 4 à reproduire l’onde diﬀractée par un unique
défaut de petite taille comparée à la longueur d’onde. Nous nous donnons " ° 0 et   ° 0,
respectivement la taille du défaut et la longueur d’onde centrale de l’onde incidente, de
sorte que
"
 
! 1.
La petite hétérogénéité est choisie comme étant le disque ouvert centré en 0 de rayon " :
!" :“ Dp0, "q. Le domaine de calcul à l’intérieur duquel nous réalisons la simulation est
un carré centré en 0 de demi-côté R ° 0 : ⌦R “s ´R,RrˆsR,Rr.
Nous bornons le domaine de calcul en placant des couches parfaitement absorbantes
(PMLs) [16] sur la frontière du domaine de calcul, afin de simuler la propagation dans R2
tout entier.
Dans cette configuration, nous donnons les résultats numériques pour les deux méthodes
numériques associées aux deux modèles approchés dont les discrétisations sont décrites
au chapitre 5.
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Figure 6.2.1 – Exemple de maillage utilisé. Le maillage est cartésien, les degrés de libertés
sont les points de Gauss-Lobatto. Le pas de maillage est calibré sur la longueur d’onde,
de sorte que l’on ait de l’ordre d’une dizaine de mailles par longueur d’onde.
Toutes les simulations ont été eﬀectuées sur un ordinateur portable de milieu de gamme
(cette remarque étant sensée servir de point de repère pour les temps de calcul annoncés).
6.2.1 Résultats numériques pour la méthode numérique associée
au premier modèle approché
Le cas d’une inclusion unique Nous présentons ici quelques instantanés issus de
la simulation d’une onde diﬀractée par un défaut unique, placé au centre du domaine.
Le milieu environnant est caractérisé par les paramètres ⇢0 “ 1 et µ0 “ 1, tandis que
l’inclusion a pour paramètre ⇢1 “ 50 et µ1 “ 10. Les résultats numériques sont présentés
sur la figure 6.2.2. Le temps de calcul nécessaire à la simulation sur l’intervalle de temps
r0, 10s est de 12.3 secondes.
Un réseau d’inclusions Nous présentons ici quelques instantanés issus de la simulation
d’une onde diﬀractée par un réseau de 100 inclusions, disposées selon une grille régulière
légèrement perturbée. Les paramètres du milieu environnant sont ⇢0 “ 1 et µ0 “ 1,
tandis que chaque la n-ème inclusion a pour paramètre ⇢n “ 800 ` xn et µn “ 0.5 ` yn,
où les pxnq1§n§N sont N réalisations d’une loi de probabilité uniforme dans r´50, 50s et
les pynq1§n§N sont N réalisations d’une loi de probabilité uniforme dans r´0.1, 0.1s. Les
résultats numériques sont présentés sur la figure 6.2.3. Le temps de calcul nécessaire à la
simulation sur l’intervalle de temps r0, 10s est de 15.4 secondes. La diﬀérence de temps
154 CHAPITRE 6. RÉSULTATS ET VALIDATION NUMÉRIQUE
Figure 6.2.2 – Instantanés pour la méthode numérique associée au premier modèle ap-
proché. L’onde incidente est émise depuis le bord supérieur du domaine et l’inclusion se
trouve au centre du domaine. Les éléments finis utilisés sont les éléments finis de Gauss-
Lobatto Q4. Le pas de maillage est h “ 0.15 pour une inclusion de rayon " “ 0.01. La
fréquence centrale est f “ 1, la vitesse dans le milieu vaut 1, de sorte que la longueur
d’onde centrale vaut   “ 1.
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de calcul avec le cas d’une inclusion unique provient de la phase de pre-processing qui
consiste à assembler les matrices liées aux formes bilinéaires qui rendent compte de la
présence de l’inclusion.
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Figure 6.2.3 – Instantanés pour la méthode numérique associée au premier modèle appro-
ché. L’onde incidente est émise depuis le bord supérieur du domaine et les 100 inclusions
sont centrés sur les points perturbés aléatoirement d’un réseau régulier. Les éléments finis
utilisés sont les éléments finis de Gauss-Lobatto Q3. Le pas de maillage est h “ 0.15 pour
une inclusion de rayon " “ 0.01. La fréquence centrale est f “ 1, la vitesse dans le milieu
vaut 1, de sorte que la longueur d’onde centrale vaut   “ 1{2.
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Analyse d’erreur numérique pour le premier modèle approché Nous présen-
tons à présent l’analyse d’erreur numérique concernant la méthode associée au premier
problème approché. La démarche que nous suivons est identique à celle présentée section
5.3 : nous calculons l’ansatz de champ lointain d’ordre 2 associé à la solution u" du pro-
blème exact de diﬀraction par une unique hétérogénéité placée au centre d’un domaine
carré. Nous calculons alors la solution numérique via le premier modèle approché, et nous
calculons l’erreur L1 en temps à valeurs L2 en espace dans un domaine spatial excluant
un voisinage de l’hétérogénéité.
Nous répétons cette démarche pour plusieurs valeurs du pas de maillage h de la méthode
éléments finis sous-jacente, pour plusieurs tailles d’inclusions " et pour plusieurs ordres
d’éléments finis. Les résultats sont présentés sur la figure 6.2.4.
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6.2.2 Résultats numériques pour la méthode numérique associée
au second modèle approché
Nous présentons les résultats numériques pour la seconde méthode numérique, décrite
section 5.1.1.b.
Le cas d’une inclusion unique Nous présentons ici quelques instantanés issus de
la simulation d’une onde diﬀractée par un défaut unique, placé au centre du domaine.
Le milieu environnant est caractérisé par les paramètres ⇢0 “ 1 et µ0 “ 1, tandis que
l’inclusion a pour paramètre ⇢1 “ 20 et µ1 “ 10. Le temps de calcul nécessaire à la
simulation sur l’intervalle de temps r0, 10s est de 11.8 secondes. Les résultats numériques
sont présentés sur la figure 6.2.2.
Un réseau d’inclusions Nous présentons ici quelques instantanés issus de la simulation
d’une onde diﬀractée par un réseau de 25 inclusions, disposées selon une grille régulière
légèrement perturbée. Les paramètres du milieu environnant sont ⇢0 “ 1 et µ0 “ 1, tandis
que chaque la n-ème inclusion a pour paramètre ⇢n “ 800 ` xn et µn “ 0.5 ` yn, où
les pxnq1§n§N sont N réalisations d’une loi de probabilité uniforme dans r´50, 50s et les
pynq1§n§N sont N réalisations d’une loi de probabilité uniforme dans r´0.1, 0.1s. Le temps
de calcul nécessaire à la simulation sur l’intervalle de temps r0, 10s est de 13.5 secondes.
Les résultats sont présentés sur la figure 6.2.6.
L’analyse d’erreur numérique pour le second modèle approché a été présentée figure 5.3.1.
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(a) Eléments finis d’ordre 1.
(b) Eléments finis d’ordre 2.
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(c) Eléments finis d’ordre 3.
(d) Eléments finis d’ordre 4.
Figure 6.2.4 – Analyse d’erreur numérique pour plusieurs pas de maillage h, plusieurs
tailles de défauts " et plusieurs ordres d’éléments finis, pour la méthode numérique sans
enrichissement associée au premier modèle approché. Sur chaque graphe, le comporte-
ment de la méthode élément finis standard sous-jacente est donné par la courbe en bleu,
correspondant au cas sans défaut. Nous observons le phénomène de verrouillage numé-
rique : hormi pour la courbe bleue correspondant à " “ 0, les autres courbes sont triées
par valeurs décroissantes de ".
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Figure 6.2.5 – Instantanés pour la méthode numérique associée au deuxième modèle
approché. L’onde incidente est émise depuis le bord supérieur du domaine et l’inclusion se
trouve au centre du domaine. Les éléments finis utilisés sont les éléments finis de Gauss-
Lobatto Q4. Le pas de maillage est h “ 0.15 pour une inclusion de rayon " “ 0.01. La
fréquence centrale est f “ 1, la vitesse dans le milieu vaut 1, de sorte que la longueur
d’onde centrale vaut   “ 1.
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Figure 6.2.6 – Instantanés pour la méthode numérique associée au deuxième modèle ap-
proché. L’onde incidente est émise depuis le bord supérieur du domaine et les 25 inclusions
sont centrés sur les points perturbés aléatoirement d’un réseau régulier. Les éléments finis
utilisés sont les éléments finis de Gauss-Lobatto Q4. Le pas de maillage est h “ 0.15 pour
une inclusion de rayon " “ 0.01. La fréquence centrale est f “ 2, la vitesse dans le milieu
vaut 1, de sorte que la longueur d’onde centrale vaut   “ 1{2.
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Conclusions et perspectives
Nous avons présenté dans ce manuscrit une étude théorique et numérique de la diﬀraction
d’ondes acoustiques transitoires par des obstacles petits devant la longueur d’onde, dans
le domaine transitoire et pour une géométrie bidimensionnelle.
Après avoir calculé le développement asymptotique de la solution du problème de dif-
fraction par une hétérogénéité pénétrable, nous avons proposé deux modèles approchés
admettant une solution unique proche de celle du modèle exact. L’intérêt de ces modèles
approchés est qu’ils s’appuient tous deux sur l’opérateur des ondes dans l’espace libre, ce
qui permet une discrétisation par éléments finis standards, diminuant ainsi grandement
le temps de calcul nécessaire au calcul d’une approximation de l’onde diﬀractée par une
ou plusieurs petites hétérogénéités.
Nous avons en eﬀet montré qu’une discrétisation par éléments finis des modèles approchés
proposés dans ce manuscrit conduit à des temps de calcul similaires au cas d’une méthode
par éléments finis pour le problème de propagation d’ondes dans l’espace libre. Nous
avons également mis en évidence un phénomène de verrouillage numérique, qui pénalise
la convergence de la méthode numérique, mais qui peut-être surmonté via l’enrichissement
de l’espace d’approximation grâce à l’ajout de deux fonctions par inclusion.
Plusieurs perspectives de diﬃculté variables sont envisageables pour ces travaux. Une ex-
tension immédiate consisterait en l’implémentation numérique d’une méthode de calcul
des diﬀérents paramètres des modèles approchés dans le cas où les hétérogénéités n’ad-
mettent pas de géométrie à variable séparées. Ceci nécessite la résolution de problèmes
de transmission pour Laplacien généralisé dans l’espace libre (afin de calculer une ap-
proximation des fonctions de profils W définies section 4.1 ou le tenseur de polarisation
généralisé Q utilisé pour le second modèle approché introduit section 4.2). Ces calculs
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pourraient faire partie d’une phase de pre-processing, puisqu’il s’agit de calculs statiques,
ayant lieu en amont des itérations en temps.
Une question également intéressante est celle de l’élaboration de modèles approchés à tout
ordre en ". Le premier modèle approché que nous avons proposé se prête tout à fait à
une montée en ordre en " puisqu’il suﬃrait pour cela de rajouter les fonctions de profil
d’ordre supérieur. Le second modèle approché que nous avons proposé dépend quand à
lui fortement de l’ordre en ", tant sa construction que son analyse.
Enfin, le développement de méthodes asymptotiques pour la diﬀraction d’ondes transi-
toires pourrait être mis en place pour les équations de l’électromagnétisme et de l’élasto-
dynamique.
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MODÈLES ASYMPTOTIQUES ET SIMULATION NUMÉRIQUE POUR LA
DIFFRACTION D’ONDES PAR DES PETITES HÉTÉROGÉNÉITÉS
Résumé
Cette thèse est consacrée à l’étude du problème de la diﬀraction d’une onde acoustique par un
ensemble de petites hétérogénéités pénétrables ainsi qu’au développement de méthodes de simulation
numérique dédiées à la résolution eﬃcace de ce type de problèmes. La principale nouveauté de ces travaux
provient du fait que nous traitons ce problème dans le domaine temporel.
La première partie de ce manuscrit est consacrée à l’analyse asymptotique du problème de diﬀraction,
menée à bien grâce à la méthode des développements asymptotiques raccordés, le petit paramètre étant
la taille caractéristique des défauts ". Ceci nous permet d’obtenir un développement du champ acoustique
comme perturbation du problème sans défauts. Nous prouvons un résultat de consistance entre le champ
exact et son développement asymptotique en ".
Dans la seconde partie, en s’appuyant sur les résultats de l’analyse asymptotique, nous proposons
deux modèles approchés pour le problème de diﬀraction. Ces deux modèles sont bien-posés et leur solution
sont chacune des approximations précises du champ total. La principale caractéristique de ces modèles
approchés est qu’ils s’appuient tous deux sur une équation d’onde dans le milieu ambiant (sans défauts),
couplée à des termes sources auxiliaires permettant de rendre compte de la présence des défauts. Il est ainsi
envisageable, pour traiter ces problèmes approchés, d’utiliser une méthode de discrétisation par éléments
finis présentant des performances de temps de calcul similaires au cas de la propagation d’une onde dans
l’espace libre, puisque l’opérateur des ondes sous-jacent s’appuie sur une géomètrie indépendante des
petits défauts. Nous présentons un certain nombre de résultats numériques permettant de valider les
deux modèles proposés ainsi qu’une analyse d’erreur numérique.
Mots-clés : ondes acoustiques, domaine temporel, petites hétérogénéités, développement asymptotique,
méthode des développements asymptotiques raccordés, éléments finis, méthodes numériques.
ASYMPTOTIC MODELS AND NUMERICAL SIMULATION FOR TIME
DOMAIN WAVE SCATTERING BY SMALL DEFECTS
Abstract
This work is dedicated to the study of the diﬀraction of acoustic waves by a set of small inclusions,
as well as to the development of numerical methods for the simulation of such phenomenons. The main
novelty of this work is that we deal with time-domain waves.
The first part of this manuscript deals with the asymptotic analysis of the diﬀraction problem, which
is carried out by matched asymptotics, the small parameter being the characteristic size of the defects ".
This furnishes an asymptotic expansion of the acoustic field as a perturbation of the defect-free problem.
We prove a consistency result between the total field and its "-asymptotic expansion.
In the second part, using the results of the asymptotic analysis, we introduce two approximate models
for the diﬀraction problem. These models are well-posed and their solution are precise approximations of
the total acoustic field. One of the main features of these approximate models is that they both rely on
a wave equation in the surrounding medium (without defects), coupled to auxiliary source terms which
account for the presence of the inclusions. It is then possible to discretize these approximate models using
a finite element method, leading to a numerical method which performs as fast as in the defect-free case,
since the underlying wave operator is independent of the defects. We present several numerical results
which validate both approximate models as well as some insights about numerical error analysis.
Keywords : acoustic waves, time domain, small heterogeneities, asymptotic development, matched
asymptotic method, finite elements, numerical methods.
