ABSTRACT With the development of smart phones and online to offline, spatial platforms, such as TaskRabbit, are getting famous and popular. Tasks on these platforms have three main characters: they are in real-time dynamic scenario, they are on the road networks, and some of them have multiple skills. However, existing studies do not take into account all these three things simultaneously. Therefore, an important issue of spatial crowdsourcing platforms is to assign workers to tasks according to their skills on road networks in a real-time scenario. In this paper, we first propose a practical problem, called online multi-skilled task assignment on road networks (OMTARN) problem, and prove that the OMTARN problem is NP-Hard and no online algorithms can achieve a constant competitive ratio on this problem. Then, we design a framework using batch-based algorithms, including fixed and dynamic batch-based algorithm, and we show that how the algorithms update the batch. After that, we use the hierarchically separated tree structure to accelerate our algorithms. Finally, we implement all the algorithms of the OMTARN problem and clarify their strengths and weaknesses by testing them on both synthetic and real datasets.
I. INTRODUCTION
In recent years, crowdsourcing has attracted industries and enterprises to setup some successful platforms, such as Amazon Mechanical Turks (AMT), 1 oDesk, 2 etc. Moreover, thanks to the development of smart mobile phones and wireless networks [1] , [2] , some of these famous crowdsourcing platforms, according to our research, are gradually becoming more based on spatial [3] , [4] , namely spatial crowdsourcing platforms, for example Gigwalk 3 and Gmission. 4 These spatial crowdsourcing platforms allow people to submit or participate in some spatial tasks, such as preparing for a party or repairing houses. TaskRabbit, 5 a typical type of spatial platforms, is used to assign a number of workers to fulfill a certain nearby spatial task, which requires workers to physically move to the location of the spatial task within the road networks and complete it in real-time environment. 1 Compared with traditional crowdsourcing platforms [5] , these spatial platforms mainly focus on three things about task assignment [3] , [4] , [6] - [8] . Firstly, these task assignments are in a real-time dynamic scenario, so we cannot predict what might happen afterwards. Secondly, some tasks need to be completed by multi-skills workers together. Lastly, in the real-life scenario, the workers' physical movements to the task are on the road networks, so it is necessary to measure by road-network distance instead of by Euclidean distance. It is noteworthy that there are two types of existing studies on task assignment oriented spatial crowdsourcing [9] - [13] . One is online multi-skilled task assignment problem measured by Euclidean distance [14] . The other is traditional task assignment problem measured by how well a worker matches up a task on road networks [15] , [16] . However, no one has taken all these three things into account as a whole. Therefore, we cannot directly use the previous solutions on these platforms. We can imagine the following scenario. On a cloudy Saturday morning, Steven forecast that it would rain tonight, so he intended to reinforce his house to make it firm enough to weather the coming storm. His tasks included repairing the roofs, checking the circuit and reinforcing the windows. And then Steven released the online task on a spatial platform like TaskRabbit and ordered the platform to assign workers before it got dark. These online workers had one or more skills and came from different districts of this city, and the conditions of different type of roads vary a lot, choosing which of roads to get Steven's house seemed especially important. Therefore, we may encounter such a question: how to assign moving workers to multi-skilled tasks efficiently on road networks in a real-time (a.k.a online) scenario?
Inspired by the phenomenon of the complicated spatial tasks on the road networks, in this paper, we are going to propose a significant problem in the spatial crowdsourcing system, which is very common on crowdsourcing platforms, namely Online Multi-skilled Task Assignment on Road Networks (OMTARN) problem, which is about assigning multi-skilled workers to the complicated tasks according to the road networks, with the maximum number of the finished tasks.
Example 1: Suppose there are four workers w 1 − w 4 and four tasks t 1 − t 4 appearing on a spatial crowdsourcing platform, whose initial locations are shown in a road networks of main districts of Beijing in Fig. 1 , while those workers and tasks' skills (descriptions are shown in Table 1 ), release times and durations (a.k.a deadlines) are shown in Table 2 . In this example, when time comes to 11:23, the release time of worker w 3 , the task t 1 can be finished. Then in order to fully cover all task t 1 's skills, we must use worker w 1 , w 2 , and w 3 , just as the green lines shows. Each route between a single worker and the certain task is the least time-consuming route on the road networks. And these routes compose an assignment. However, it seems that this assignment is not good enough because only one task has been finished. If we do not assign workers to task t 1 immediately at 11:23 because task t 1 still has a 21-hour duration, instead, we wait for another time, such as at 14:12, then we can finish task t 2 by assigning workers w 3 and w 4 ; we can finish task t 3 by assigning worker w 1 ; we can finish task t 4 by assigning w 2 . In this way, we can finish three tasks, as pink lines show. In terms of the number of finished tasks, the latter one is better.
From the example above, we can find that tasks require multi-skilled workers to complete together. Both tasks and workers appear dynamically and randomly on the road networks, and they are both constrained by time. When we are at a time point, because we cannot predict what will happen afterwards, there needs to be a balance between assigning immediately to finish as many tasks as possible and providing the possibilities to finish more tasks in the future. However, how to balance it is difficult. Moreover, calculating by using road-network distance is more complicated than by just using Euclidean distance, so how to measure the workers' movement by using road-network distance efficiently also seems challenging.
Therefore, in this paper, we first prove the OMTARN problem in the spatial crowdsourcing system is NP-Hard by reducing it to Vertex Cover Problem [17] . Thus, we cannot find an optimal solution in polynomial time. So, in this paper, we will use two batch-based algorithms -fixed batch-based algorithm and dynamic batch-based algorithm -to achieve an approximative solution. Besides, we also propose effective algorithms to improve the time complexity of calculating the distance of the road networks.
In summary, we make the following contributions.
• We define Online Multi-skilled Task Assignment on Road Networks (OMTARN) problem, under the constraints of multi-skilled covering, time and distance
on the road networks of spatial crowdsourcing platforms.
• We prove that the OMTARN problem is NP-Hard by reducing it to a classical problem Vertex Cover, and any online algorithm for the OMTARN problem has no constant ratio.
• We propose two effective algorithms, namely fixed batch-based and dynamic batch-based algorithms, to tackle the problem. Furthermore, we use Hierarchically Separated Tree (HST) structure to reconstruct the road networks, which can accelerate our algorithms.
• We conduct several extensive experiments on synthetic and real datasets and present the efficiency and effectiveness of our algorithms. The rest paper is organized as follows. In Section II, we define OMTARN problem and present its hardness and competitive ratio. In Section III, we propose two algorithms to solve the problem and use HST structure to accelerate them. In Section IV, we present our experimental datasets and analysis results. Finally, we compare our work with other related efforts and give a conclusion of our paper in Section V and Section VI, respectively.
II. THE OMTARN PROBLEM
In this section, we will present formal definition of Online Multi-skilled Task Assignment on Road Networks (OMTARN) problem, in which we assign online multi-skilled workers to the online multi-skilled tasks with time constraint, and then prove its hardness.
A. PROBLEM DEFINITION
This subsection presents the formal definition of Online Multi-skilled Task Assignment on Road Networks problem.
We use a graph G = (V , E) to represent a road network that consists of a vertex set V and an edge set E. For each edge (u, v) ∈ E(u, v ∈ V ) attached with a weight w (u, v) suggests the value from u to v. This value can be measured as the travel distance or travel time from u to v. If the average speed of going through each road is known, then the travel distance and time can be converted to each other. In this paper, we define the weight value w(u, v) as the travel time from u to v.
Besides, as Due to the definition of online multi-skilled task and worker, both of them emerge and disappear dynamically on the road networks. We assume that each worker and task's release time is always no greater than its expiration time, i.e., r t e t and r w e w , and their skill sets are not empty, i.e., t = φ and w = φ as well.
Given an online multi-skilled task set T = {t 1 , t 2 , . . . t n } and an online multi-skilled worker set W = {w 1 
B. THE HARDNESS OF OMTARN PROBLEM
In this subsection, we present the hardness of OMTARN problem, and prove it by reducing it to vertex cover problem. Theorem 1: The OMTARN problem is NP-Hard. Proof: We prove the lemma by reducing the OMTARN problem to a classical NP-Completed problem, vertex cover problem [17] . An instance of a vertex cover problem consists of a graph G(V , E). The vertex cover problem is to find a smallest scale subset V , so that ∀(u, v) ∈ E ⇒ u ∈ V or v ∈ V . Now, we give an instance of OMTARN problem as follows, which can be transformed to an instance of vertex cover problem.
We give a task set T = {t 1 , t 2 , . . . t |T | } and a worker set W = {w 1 , w 2 , . . . , w | | }. Each task t i has a non-empty skill set t i ⊆ , and the time before its deadline d t i lasts long enough for any worker to arrive in time. Worker set W has a fixed size | |. Each worker w j has only one unique skill θ j ∈ . Now we build a conflicting graph G c (V c , E c ) following such rules:
If we can find a smallest scale subset V c ⊆ V c that is the solution of this vertex cover problem, then the task set T \ V c contains the most finished tasks. And |T \ V c | is the solution of this instance of OMTARN problem. Since the hardness of vertex cover problem is NP-Completed, OMTARN problem is NP-Hard.
C. COMPETITIVE ANALYSIS
We use competitive ratio to measure the performance of online algorithms. Since OMTARN is a maximization problem, the competitive ratio CR on an online algorithm is defined as: Each w i has a unique skill θ i and his expiration time e w i = 3. Meanwhile, a task t 0 appears at B with an expiration time e t 0 = 2 + , and its skills are {θ 1 , θ 2 , . . . , θ m }. At time 2, m tasks (t 1 , . . . , t m ) appear at C. Each t i has a unique skill θ i and its expiration time e t i = 3 − . In an optimal solution, every worker can directly go to C after they are released on the road networks, and they arrive at C before time 2, when m tasks are released. Each w i can finish a specific task t i . Therefore, the optimal result of this instance is m. However, in a deterministic algorithm alg, when task t 0 is released, we should assign all workers to finish the task t 0 at B, because there is only task t 0 at time 0 while all workers' skills can fully cover t 0 's skills. As a result, the workers arrive at B at time 2 but they cannot finish t 1 − t m afterwards. Then, the competitive ratio should be
because m can be an arbitrary large value. Thus, OMTARN problem does not have a deterministic algorithm with a constant competitive ratio.
Lemma 2: No randomized algorithm for OMTARN problem has a constant competitive ratio.
Proof: We prove the lemma by showing an instance that randomized algorithms perform bad, as Fig. 2b shows. Each t i has a unique skill θ i and its expiration time e t i = 1 + . This yields a probability distribution X over the input of tasks. No matter where these m tasks appear, in optimal solution all workers can wait at location l j until tasks appear. Therefore, the optimal result on distribution X is E |M b | opt = n. Now consider a generic deterministic online algorithm alg. These m workers randomly choose the road and at time 1, they each are at a location in l 1 , l 2 , . . . , l m . This means that the expectation of the result under the input distribution X is that
Therefore, the competitive ratio of this instance should be
because n can be an arbitrary large value. Thus, OMTARN problem does not have a randomized algorithm with a constant competitive ratio. 
Algorithm 1 Evaluation Function Greedy
Input : 
III. SOLUTIONS TO OMTARN PROBLEM
Although no deterministic or randomized algorithms can achieve a constant competitive ratio, we propose two efficient heuristic algorithms, fixed batch-based algorithm and dynamic batch-based algorithm, to solve the OMTARN problem.
A. BATCH-BASED APPROACH
Each worker and task has its deadline, which means that the worker and task can be staying on the road networks, waiting for a better assignment until the time is up. In order to describe the assignment based on the tasks and workers on the road networks in a period of time, we use batch to record the dynamic status of the road networks. Q t is a subset of the whole tasks and Q w is a subset of the whole workers. And every task in Q t and every worker in Q w must be on the road networks before the time d b . In other words, tasks in Q t and workers in Q w are still waiting for the assignment at time d b .
In a certain batch B, a task may have more than one assignment strategy. In order to find a relatively good assignment both currently and globally, we will use an evaluation function to choose workers according to a certain task. The evaluation function may appraise the pair of a task and a worker from the following aspects. First of all, the number of covered skills is the most important. For a task t and a worker w, we first consider the size of the intersection of worker's skill set and task's skill set | w t |. Second is the number of wasted skills. For a task t and a worker w, the wasted skills are those skills that are not contained in t but contained in w . So, we also consider the size of the | w − t |. Last but not the least, the remaining time that the worker will be on the road networks should be considered. If a worker w 1 and another worker w 2 have the same numbers of covered skills and wasted skills, but w 1 will reach his deadline
Algorithm 2 Generate Conflicted Graph
Input : Assignments set
soon whereas w 2 can still be on the road networks for a long time, it is intuitively obvious that worker w 1 is the better choice.
Definition 6 (Evaluation Function): Function
is to evaluate how well the worker w fits the task t at timestamp c.
When a batch B reaches its deadline d b , we can find every task's best assignment by using evaluation function greedy algorithm presented in Alg. 1. However, these assignments are not the final assignments, because some tasks share the same workers. Thus, we denote these assignments as conflicted assignment M c .
1) FIND CURRENT BEST ASSIGNMENT SET
This section will introduce the algorithm of finding current best assignment based on the conflicted assignment M c by reducing it to vertex cover problem.
An instance of a vertex cover problem, given an undirected graph G(V , E), is to find a smallest scale subset V , so that
In the Section III-A, we have explained that some tasks may share the same workers. If we assign some workers to finish one task, then the other tasks cannot be finished. Therefore, we generate a conflicted graph G c (V c , E c ) based on conflicted assignments M c to record this. We propose an algorithm to generate the conflicted graph shown in Alg. 2.
In Alg. 2, we initialize the vertex set V c and the edge set E c of conflict graph empty (line 1). We put all the tasks in the conflicted graph M c into the vertex set V c (lines 2-3). If two tasks share the same workers, then we add this pair of two conflicted tasks into the edge E c of the conflicted graph (lines [4] [5] [6] .
Because the hardness of vertex cover problem is NP-Completed, we will use its approximation algorithm to solve. Since we have generated the conflicted graph G c , we can find a current best assignment set according to Alg. 3.
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Algorithm 3 Find Current Best Assignment Set
Input
remove edges incident on either t i or t j from E ;
In Alg. 3, every time when the rest edge set E is not empty, we randomly pick an edge from E , and add the two vertices of the edge into the V . In this way, we can get the tasks that cannot be assigned to the workers in V (lines [3] [4] [5] . At last, we will get the current best assignment M c b .
2) FRAMEWORK OF BATCH-BASED ALGORITHM
Based on the algorithms proposed above, we will propose the framework of batch-based algorithm (Alg. 4) in this section.
3) FIXED BATCH-BASED ALGORITHM
The fixed time slide batch-based algorithm is using the same time interval between two adjacent batches. Given two adjacent batches B i and B i+1 , it satisfied the condition that the difference between their deadline is constant,
For example, if the previous batch's deadline is 10:50, and we set the time interval as 30 minutes, this batch's deadline should be 11:20, and the next will be 11:50 and so on. Time Complexity. Given a road network G(V , E), a task set T , a worker set W , line 5 and line 12 will cost O (E + V log V )|T ||W | by using Dijkstra algorithm to find shortest path from a worker to a task. Line 7 will cost O(|T | 2 + |T |), and line 8 will also cost at most O(|T | + |T | 2 ). According to this, line 12 costs the most. Because we use fixed batch-based algorithm, the number of batches will be at most λ, which we can get directly. Thus, the total time complexity will be at most O λ(E + V log V ) |T ||W | .
4) DYNAMIC BATCH-BASED ALGORITHM
Although using the fixed time slide batch-based algorithm has a good time complexity, it has several limitations. In a certain fixed batch, if some workers or tasks appear frequently, some of them may exceed their deadline, or some workers cannot arrive at task's position in time. On the other hand, if some workers or tasks appear infrequently, there will be few tasks finished in this batch. In order to avoid this situation, we will set the batch's deadline dynamically according to the attributes of workers and tasks, ensuring that each task and worker is assigned as much as possible. In this section, we will improve the performances of batch-based algorithm by using a dynamic time slide.
We consider that a worker w and a task t have skills intersection and the worker w can arrive at task t's position before its deadline. Then we use the pair (t, w) to describe this relationship. Intuitively, this pair of worker and task has possibility of composing an assignment. However, this pair is not immutable. Whenever time hits the deadline of worker or task, this pair will disappear.
Definition 7 (Longest Waiting Time): Longest waiting time, denoted by lwt(t, w), aims to describe a deadline of a pair of a task and a worker (t, w) on the road networks.
Definition 7 describes that if time exceeds lwt(t, w), then we cannot assign task t to the worker even if worker w has the skills that task t requires. In other words, lwt(t, w) is the latest time when the worker w should set off for the task t. So, we have the following equation:
According to the equation, each worker and task has a longest waiting time. For the purpose of not losing any pairs, we can find a pair whose longest waiting time is the earliest, and then update the next batch's deadline. The pseudocode is presented in Alg. 5.
Time Complexity. Given a road network G(V , E), a task set T , a worker set W , because of using dynamic batch-based algorithm, time cost on calculating next batch's deadline will be at most O |T ||W | log(|T | + |W |) according to Alg. 5. Thus, the total time complexity will be at most 
B. THE FAST BATCH-BASED ALGORITHMS
The fast batch-based algorithms aim to quickly calculate the result under the condition that the size of the best assignment |M b | is not much decreased. Because a road network is a relatively stable system and it changes little in a long period of time. In this way, we use a structure, called hierarchically separated tree (HST), as metric space, to reorganize the whole road network. Since the following two algorithms are using HST, we first introduce this structure and review those two algorithms (Fixed Batch-based Algorithm with HST and Dynamic Batch-based Algorithm with HST).
α-Hierarchically Separated Tree (α-HST): Given a met-
The α-hierarchically separated tree (α-HST) is a rooted tree, and its metric is a metric that dominates the original metric, which also guarantees that
In addition, the HST has the following three properties on the distance metric [18] : •
For an arbitrary vertex v ∈ V , let p(v) be the parent of v and c(v) be a child of v, then d(v, p(v)) = αd(v, c(v)).
• All the leaf vertices are at the same level of the HST. For an arbitrary vertex v ∈ V , let λ 1 (v) and λ 2 (v) be the leaf vertices that are the descendants of v,
. By using HST, although the distance between the worker and a certain task is not accurate, it is bounded and does not vary so much. Assuming that worker's location is u ∈ V on the road networks while a task's location is v ∈ V , we search on the HST until u and v have the same ancestor. And then the appropriative result of the cost from u to v can be calculated by the distance on the tree. Given the longest distance d max on the road networks, the search on the tree only costs O(log d max ), which can be seen as constant. In this way, changing from using Dijkstra algorithm to using HST algorithm can contribute to a more efficient result in terms of time complexity. 
IV. EXPERIMENTAL STUDY
In this section, we first test the performance of our proposed algorithms through varying different parameters, and analyze the results. And then we test those algorithms by enlarging the size of task set and worker set and perform them on real datasets. Finally, we give an evaluation on each algorithm.
A. EXPERIMENTAL SETUP 1) DATASETS
We evaluate the performance of the proposed algorithms on both synthetic and real datasets. Table 3 shows the settings of the synthetic datasets, where defaulting settings are marked in bold. Tasks and workers are randomly sampled on the vertices of road networks of Beijing, with different values of |T | and |W |. Similar to [19] , we generate the release time of tasks and workers by a uniform distribution in one day. We also change the expiration time of tasks and workers (e t and e w ). And the duration of each task (worker) follows a Gaussian distribution. Besides, we also generate the skills of workers and tasks. The number of skills of each task (worker) obeys Gaussian distribution, but the specific skills are subject to the uniform distribution. We also generate datasets with large scales to test the scalability of our algorithms. For the real datasets, we use the taxi order data, collected from a taxi-calling service platform. The release time of a task is generated from an order's release time and its location is generated from the order's starting location. Similarly, the release time of a worker is also generated from an order's release time while his/her location is generated from the order's starting location. Other settings are the same as the synthetic datasets. 
2) COMPARED ALGORITHMS AND EXPERIMENTS ENVIRONMENT
We study the performances of fixed batch-based algorithm, fixed batch-based algorithm with HST, dynamic batch-based algorithm and dynamic batch-based algorithm with HST on the real road networks of Beijing. We study the effects of varying parameters on the performance of the algorithms in terms of the number of finished tasks, running time and memory consumption. All the algorithms are implemented in Java 9, and the experiments are performed on a machine with 24 Intel(R) Xeon(R) E5 2.40GHz CPUs and 96G memory.
B. EXPERIMENT RESULTS
In this section, we will analyze the results of varying different parameters. Fig. 3 shows the results of varying |T |, |W |, task's duration and worker's duration. Fig. 4 shows the results of varying other parameters and the algorithms' performance on scalability and real datasets.
1) EFFECT OF CARDINALITY OF T
The first column of Fig. 3 shows the results of varying |T |. All algorithms show a similar trend in terms of the number of finished tasks. The two dynamic algorithms complete more tasks than the corresponding fixed algorithms, while dynamic batch-based algorithm performs the best. In Fig. 3(a) , as |T | becomes larger, |M b | is increasing while the rate of increase slows down. That's because, on one hand, when adding tasks, those workers may have more choices, thus they can have a higher possibility to get a better assignment; on the other hand, those workers can finish up to |W | tasks. As for the running time, shown in Fig. 3(e) , HST structure has a great effect on time cost. The algorithms with HST run 10 2 to 10 4 times faster than those without using HST. Moreover, the dynamic batch-based algorithm consumes much more time than other algorithms because the increase of tasks means that there will be more dynamic batches and cost more time on solving the conflicted graphs. In Fig. 3(i) , those two algorithms with HST use less memory than the other two.
2) EFFECT OF CARDINALITY OF W
The results of varying |W | are shown in the second column of Fig. 3 . All algorithms also show the similar trend in terms of the number of finished tasks. The two dynamic algorithms also complete more tasks than the corresponding
fixed algorithms, while dynamic batch-based algorithm performs the best. In Fig. 3(b) , as |W | becomes larger, |M b | is increasing while the rate of increase slows down. That's because, on one hand, adding workers means that they can finish more tasks; on the other hand, those workers can finish up to |T | tasks. As for the running time, shown in Fig. 3(f) , the algorithms using HST structure are also effective. The algorithms with HST run 10 2 to 10 4 times faster than those without using HST. Furthermore, dynamic batch-based algorithm also consumes the most time. Meanwhile, we find that all algorithms cost less time when adding workers. The possible reason is that most tasks are finished by the earlier workers among the worker set. In this way, there are not many even no tasks left in last batches. In Fig. 3(j) , those algorithms with HST still perform better than those without HST.
3) EFFECT OF TASK's DURATION
The third column of Fig. 3 presents the results of varying the duration of tasks. First, for the number of finished tasks, shown in Fig. 3(c) , we can observe that it increases slightly when the duration increases, which indicates that our algorithms have a good robustness for different-duration tasks. Also, when the tasks' duration increases, the number of finished tasks increases, because the longer the task waits, the higher possibility they will get better assignment. For running time, presented in Fig. 3(g) , it also increases as duration increases. The algorithms with HST run 10 2 to 10 4 times faster than those without using HST. Meanwhile, fixed algorithms consume less time than dynamic algorithms. Finally, in Fig. 3(k) , algorithms with HST have few changes as the duration increases, and they use less memory than those without HST.
4) EFFECT OF WORKER's DURATION
The results of varying the duration of workers are presented in the fourth column of Fig. 3 . In Fig. 3(d) , for the number of finished tasks, again, we observe that it increases when the workers' duration increases. That's because when the duration increases, the possibility that a group of workers fully cover a task's skills becomes higher. For running time, shown in Fig. 3(h) , it also increases as the duration increases. The algorithms with HST run 10 2 to 10 4 times faster than those without using HST. Meanwhile, fixed algorithms consume less time than dynamic algorithms. Finally, for memory consumption, presented in Fig. 3(l) , algorithms with HST have few changes as the duration increases, and they use less memory than those without HST.
5) EFFECT OF CARDINALITY OF
The results of varying | | are presented in the first column of Fig. 4 . First, in Fig. 4(a) , for the number of finished tasks, we can observe that it decreases when the number of skills increases. That's because when the number of skills increases, the possibility that a group of workers fully cover a task's skills becomes lower. And again, for different algorithms, dynamic batch-based algorithm performs the best. For running time, shown in Fig. 4(e) , it also decreases as the number of skills increases, and the algorithms with HST run 10 2 to 10 4 times faster than those without using HST. Meanwhile, fixed algorithms consume less time than dynamic algorithms. Finally, for memory consumption, presented in Fig. 4(i) , all algorithms have relatively stable memory consumption when the number of skills increases. The reason is that the conflicted graph in each batch does not expand much. Although the number of skills increases, the possibility of a worker and a task sharing the same type of skill decreases. Thus, the memory consumption does not vary much.
6) EFFECT OF RATIO
In the second column of Fig. 4 , the results of varying the ratio are presented. For the number of finished tasks, shown in Fig. 4(b) , we observe that it decreases when the ratio increases. That's because when the ratio increases, finishing a task needs more workers. For running time, presented in Fig. 4(f) , it increases as the ratio increases. The reason is that, in a batch, the higher the ratio is, the higher possibility that two tasks share the same worker, which means that it will cost more time to solve the conflicted graph. Again, the algorithms with HST run 10 2 to 10 4 times faster than those without using HST. Finally, in Fig. 4 (j), algorithms with HST have few changes as the ratio increases, and they use less memory than those without HST.
7) SCALABILITY
The scalability results are shown in the third column of Fig. 4 . Since the algorithms without HST are not efficient enough from the experimental results above, we only study the scalability of those two algorithms with HST. In Fig. 4(c) , we can see that dynamic batch-based algorithm with HST has a slightly better performance than fixed batch-based algorithm with HST. As for the time and memory consumption, shown in Fig. 3(g) and Fig. 3(k) , fixed batch-based algorithm with HST costs less than the dynamic batch-based algorithm with HST.
8) REAL DATASETS
The results of the performance on real datasets are shown in the fourth column of Fig. 4 . Again, since the algorithms without HST are not efficient enough, we only perform the real datasets on those two algorithms with HST. In Fig. 3(d) , we can observe that the dynamic batch-based algorithm with HST has a better performance on the number of finished tasks. Besides, an interesting phenomenon is that the number of finished tasks is quite large for both of these two algorithms between 12PM and 18PM, and is smallest from 0AM to 6AM, which conforms to the situation that the taxi orders are quite a lot in the afternoon while there are few taxi orders at midnight. For time and memory consumption, shown in Fig. 4(h) and Fig. 4(l) , fixed batch-based algorithm with HST performs better. 
C. SUMMARY
Through the whole analysis above, we can find that each algorithm has its own advantage. Now we will evaluate them from three aspects.
• The first and the most important aspect is the number of the finished tasks. For these four algorithms, those which do not use HST structure perform better than those which use HST in this aspect. Besides, using dynamic batch-based algorithms performs better than using fixed algorithms. Thus, the ranking of these algorithms in descending order of their performance of |M b | is that Dynamic > Dynamic + HST > Fixed > Fixed + HST batch-based algorithm.
• As for the efficiency of these four algorithms, we use both time cost and memory consumption to measure it. For time cost, those algorithms which use HST structure take much less time than those which do not use that. More specifically, the algorithms with HST run 10 2 to 10 4 times faster than those without using HST. Besides, dynamic batch-based algorithms take more time than fixed algorithms. As for the memory consumption, Fixed+HST and Dynamic+HST cost less than the other two. Thus, if we consider these two factors together, the ranking in descending order of the efficiency is that Fixed + HST > Dynamic + HST Fixed > Dynamic batch-based algorithm.
• For the test of scalability and real datasets, two efficient algorithms, Dynamic + HST algorithm completes more tasks but takes more time and uses more memory than Fixed + HST algorithm. Therefore, if we want to use these algorithms in practice, we recommend dynamic batch-based algorithm with HST structure because of its relatively good performance on all the aspects discussed above.
V. RELATED WORK
In this section, we review related works from two categories, spatial crowdsourcing and vertex cover.
A. SPATIAL CROWDSOURCING
In recent years, with the development of smart phones and wireless networks [1] , [2] , many studies on spatial crowdsourcing have been proposed, especially after [4] . Furthermore, one of the most important issues in spatial crowdsourcing is task assignment [4] , [14] , [20] , [21] . For a real-life scenario, there are three typical characteristics: tasks and workers are dynamic; all workers move on road networks; some tasks are rather complex.
Kazemi et al. [6] further study the reliability of workers according to [4] . To et al. [22] summarize the model of [4] by adding a score function to each pair of a worker and a task to evaluate the assignment, and then choose an assignment with the maximum total scores. Tong et al. [23] propose a protocol that aims to guide idle workers based on the prediction of tasks and workers so as to increase the total number of assigned worker-task pairs. But these works mainly focus on offline scenario, where spatiotemporal information of all tasks and workers is known before tasks allocation is conducted.
Tong et al. [21] propose a new online micro-task allocation problem, called global online micro-task allocation in spatial crowdsourcing, and design algorithms to maximize the total scores. Tong et al. [12] give a great proof that greedy algorithms perform quite well for some online problems. Although the aforementioned works study the online task assignment oriented spatial crowdsourcing, they mostly focus on the model in which one worker finishes one task. In other words, they assume that spatial crowdsourcing tasks are simple. However, some tasks need more than one worker to collaboratively complete.
Some recent works have considered the multi-skilled task assignment, such as [14] . The biggest difference between [14] and our work lies on the problem definition. First, our research is oriented to the road networks, but [14] only use Euclidean distance as metric space. Also, each worker has an expired time in our model while in [14] , and each worker has a maximum moving distance. In addition, the solutions of [14] fail to give any competitive ratio proof. Some problems caused by searching on road networks can make some algorithms perform well on Euclidean metric but perform badly on road networks.
B. VERTEX COVER
The vertex cover is a classical NP-Completed problem [17] , which aims to choose a minimum subset of the vertex set so that all the edges have at least one vertex in this subset. Vertex cover is an important part in our algorithm when solving the conflicted graph in each batch. The well-known greedy solution [24] takes linear-time to get a result with an approximation ratio of 2. Thus, for our problem, if the size of the universe task set is |T | and the optimal result of our problem solving is |T |−|t|, where |t| is the size of unfinished tasks, our algorithms can get a result at least |T | − 2|t|, which is a quite good performance.
VI. CONCLUSION
In this paper, we study a practical problem, called Online Multi-skilled Task Assignment on Road Networks (OMTARN) problem, and prove that the OMTARN problem is NP-Hard and no online algorithms can achieve a constant competitive ratio on this problem. Then, we propose a framework of using batch-based algorithms, including fixed and dynamic batch-based algorithm, and we show that how the algorithms update the batch separately. In order to make our algorithms more efficient, we use Hierarchically Separated Tree (HST) structure to accelerate our algorithms. Finally, we implement all the algorithms of OMTARN problem and clarify their strengths and weaknesses by testing them on both synthetic and real datasets. Among these four algorithms, the dynamic batch-based algorithm with HST has a relatively good performance.
