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Summary
Next generation high performance systems are being standardised assuming a generic 
service delivery paradigm capable of supporting a diversity of circuit and importantly 
packet services. However, this flexibility comes at a cost which is the increased 
complexity of the dimensioning, planning, optimisation and QoS provisioning with respect 
to previous generation single-service mobile systems. Accurate system dimensioning is of 
fundamental importance and this thesis explores this requirement at two levels. Firstly, it 
departs from the common assumption of static users and examines what is the impact of 
mobile users on the system capacity. Secondly, it examines the impact of voice and web 
browsing services on the system dimensioning. In spite of the accuracy of dimensioning 
and planning, load imbalances occur for different reasons, which result in small-scale 
congestion events In the system. A load equalisation scheme Is proposed which utilises 
the overlapping areas between neighbouring cells in order to eliminate the load 
imbalances. Essentially, coverage overlapping is needed in order to achieve ubiquitous 
coverage, hence to eliminate coverage holes. However, excessive overlapping results in 
capacity loss in interference-limited systems which is virtually the case with all modern 
systems. Radio coverage optimisation is needed but today this is performed on a cell-by- 
cell basis producing sub-optimal results. This thesis proposes an advanced coverage 
optimisation algorithm which takes into consideration simultaneously all cells within the 
considered area. For the operators (and also the proposed coverage optimisation 
algorithm) It is imperative to have accurate path loss predictions. However, contemporary 
planning tools come with certain limitations, and often time-consuming and expensive 
measurement campaigns are organised. This thesis builds on the assumption that mobile 
systems will be able to locate the position of mobile terminals and subsequently proposes 
an automated process for the estimation of the radio coverage of the network. Lastly, 
the assumption regarding the positioning capabilities of the mobile systems is further 
exploited in order to enhance the QoS guarantees to mobile users. Thus, various 
algorithms are examined which perform handovers towards base stations which 
maximise the survivability of the handed over calls.
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Introduction
Chapter 1
Introduction
1.1 High performance 3'“'' generation mobile communications 
systems
Traditionally, mobile communications systems were designed around a voice-service- 
delivery paradigm, whose important characteristic was that it was rather inflexible for a 
prompt introduction of a new service. And, this inherent inflexibility resulted in long 
delays lasting in many cases several years before the introduction of new services. 
Because of these long delays, the introduced services were not actually following market 
requirements but rather they were introduced within the existing paradigm either for the 
sake of supporting them such as facsimile services or simply by accident such as text 
messaging (SMS). As a result, these services were not really considered as a revenue 
source by the operators who predominately measured their success in the size of their 
subscriber base and the revenue generated by the total of voice minutes.
In the meantime, however, the telecommunications world changed beyond recognition 
with the exploding growth of the Internet, which thanks to its flexible IP-based service- 
delivery paradigm, it enabled the rapid introduction of a multitude of different services. 
Importantly, all these services had a relatively small development cycle which enabled 
the service vendors to follow closely the market needs.
In view of the success of Internet services, the need to change the mobile service- 
delivery paradigm appeared. Thus, from the early standardisation days of the 3'''^  
generation mobile communications systems it was clear that these systems should 
revolutionise their approach In delivering services. Consequently, they adopted the 
Internet paradigm and they are now viewed as a generic service delivery platform, 
although currently not IP-based.
Because of this radical change of the service-dellvery paradigm, the next generation 
mobile communications systems will be capable of supporting a plethora of different
14
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services ranging from the traditional voice services and the Internet-age established web 
browsing and e-mail, to the newly emerged video streaming and video telephony. 
Therefore, there Is a need to have high performance systems which take into 
consideration the specific QoS requirements of every service in order that the end user 
will have the best possible experience. However, such a requirement poses significant 
difficulties to the dimensioning, design, planning, optimisation and QoS provisioning of a 
3G system and therefore a number of important Issues emerge, which will be addressed 
in this thesis.
1.2 3G system aspects
Before proceeding with the issues regarding 3G systems, it would be beneficial to give a 
high-level system description. Although, originally it was expected that the mobile 
communications industry would proceed with the adoption of only one standard as the 
basis of the next generation mobile system, because of the existence of several legacy 
incompatible systems eventually a family of standards was adopted under the unifying 
umbrella of IMT-2000 as specified by ITU. The IMT-2000 standards are classified into 
five categories as shown In Figure 1-1.
IMT-2000
DS:- Direct spectrum 
W-CDMA
TC:- Time-code 
TD-CDMA
FT:- Frequency-time 
DECT
MG:- Multi-carrier 
CDMA-2000
SC:- Singie-carrier 
EDGE
Figure 1-1. The IMT-2000 family of standards
15
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Despite their bizarre in many cases given names, fundamentally these systems bear 
important similarities and they can be classified into two categories. The first one is the 
CDMA-based category which includes systems such as W-CDMA [46], [59] and CDMA- 
2000, whereas the second one is the TDMA-based category including the likes of TD- 
CDMAi [36], [41], DECT and EDGE which is the evolution of the existing GSM [65] 
system. Despite the fact that CDMA-based standards are expected to hold the majority of 
the worldwide-deployed 3G systems, TDMA-based standards and especially EDGE has 
been selected by a large number of European and US operators as their 3G solution. 
Consequently this thesis will distance its analysis from being either CDMA or TDMA 
specific and it will try to provide independent results.
Apart from the air-interface differences, these standards have another significant 
distinction which is the different core network architectures they support. Thus, all ETSI 
derived standards such as W-CDMA and EDGE adhere to the GSM-MAP core network 
architecture, whereas the ANSI derived CDMA-2000 adhere to the IS-41 core network 
architecture. These core-network architectural differences affect primarily the roaming 
procedures, and their examination is beyond the scope of this thesis.
Figure 1-2 illustrates a high-level architecture of a possible 3G network, which depicts 
four distinct areas each encompassing various nodes. The first one is the UMTS 
Terrestrial Radio Access Network (UTRAN), which comprises UTRAN-FDD (Frequency 
Division Duplex) and UTRAN-TDD (Time Division Duplex) commonly known as W-CDMA 
and TD-CDMA2. The second one is the GSM EDGE Radio Access Network (GERAN), the 
third one is the GSM-MAP based core network and lastly the fourth one shows the 
possible connection examples to external networks such as PSTN/ISDN and of course the 
Internet.
 ^TD-CDMA Is a hybrid system having both a TDMA and a CDMA aspect in Its architecture, but 
these do not have equal weight, and as a result the TDMA aspect of the system tends to 
characterise largely the system behaviour.
2 W-CDMA and TD-CDMA are collectively included within UMTS.
16
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spsfmsDN ï  ,!MSC/VLR GMSC
Node-B
æ  Internet ,.)Node-B SGSN GGSN
Node-B MAP core network
Node-B
Node-B UTRAN
Figure 1-2. UTRAN and GERAN high-level system architectures
Importantly, within GERAN two nodes are identified namely the Base Station (BS) and 
the Base Station Controller (BSC), whereas within UTRAN there is the Node-B^ and the 
Radio Network Controller (RNC). Any details regarding the various nodes of a 3G network 
will not be given here and the reader is referenced to [46].
1.3 Issues regarding the overall design of a 3G system
The important requirement for high performance systems to take into consideration the 
specific QoS requirements of every offered service poses difficulties to the dimensioning, 
design, planning, optimisation and QoS provisioning of such system. Thus, the following 
issues emerge through the various phases of a 3G system:
• System dimensioning
• QoS provisioning
• Flexible usage of network resources
17
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•  Maximisation of system capacity
1.3.1 System dimensioning
Conventionally, the dimensioning procedure of mobile networks considered static users 
and a single service (voice), and based on these assumptions the Erlang-B formula was 
an adequate dimensioning tool [73]. Although, the first assumption can be relaxed under 
certain circumstances [79], the multi-service case cannot be handled at all by the Eriang- 
B formula. On top of that, services can be packet-switched and therefore delay rather 
than blocking is the Important QoS parameter. However, because of their bursty nature 
[33], [68], their traffic characteristics deviate significantly from being a Poisson process 
and this indicates that the packet inter-arrival times are not exponentially distributed 
(packet arrival is not a Poisson process) and also the packet sizes follow heavy-tailed 
pareto distributions (coefficient of variation much greater than one). Consequently, well- 
understood queues such as M/M/1 and M/M/n are not generally applicable.
In more details, the assumption regarding static users is a rather simplified approach 
since in reality a mix of static/moving users will always be present, and most Importantly 
this mix will be different for various parts of the network. Although, the literature has 
been extensively exploring the nature of handover traffic and the applicability of Erlang-B 
when the handover traffic is taken Into consideration [12], [23], [24], [49], [69], [75], 
[79], It has yet to produce a framework under which the effect of the moving users on 
the system dimensioning Is quantified. This Is especially Important, if there Is the 
requirement for QoS guarantees (reduced dropping probability) for the handover calls. 
This thesis will build upon the assumption that handover traffic Is a poisson process and 
therefore the Erlang-B formula Is still applicable [23], [79] and consequently it will 
examine how a static/moving user mix can affect the system dimensioning.
Furthermore, extensions of the Erlang-B formula for the multi-service circuit-switched 
case have been Introduced [7], [43]. This formula considers jointly the blocking 
probability of multiple services, and It is applicable only for the joint dimensioning of real­
time circuit-switched services such as voice and video where blocking is the important 
QoS parameter. However, this is hardly the case. It is expected that web-browsing
3 BS and Node-B are interchangeable terms for the same node. This thesis will use throughout the 
former term regardless gf the underlying radio access network technology.
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services are expected to count for the majority of the offered 3G traffic [46] and 
therefore a more appropriate service mix would be voice and web browsing. This multi­
service scenario is very interesting because each service has different QoS objectives: 
blocking for voice versus delay for web browsing. Consequently, this thesis will explore 
dimensioning solutions for the voice and web browsing multi-service scenario.
1.3.2 QoS provisioning
Quality of service provisioning is of paramount importance to any telecommunications 
systems and of course to mobile communication systems as well. As discussed in section 
1.1, the important characteristic of 3""^  generation mobile systems is that they are 
enablers for the delivery of a plethora of services ranging from the conventional speech 
telephony, facsimile and text messaging to the brand new services such as video 
telephony and audio and video streaming, web browsing, interactive and multimedia 
messaging and many more. The problem however supporting all these services is that 
they have different quality of service requirements.
Until now, QoS was limited to blocking and dropping probability and therefore a cellular 
nework was designed, dimensioned and optimised in order to keep these QoS measures 
below a maximum tolerable threshold such as 2% for blocking. However, the situation in 
the future will change radically. The new services come with a range of different 
requirements as shown in Table 1-1 [2], where services have different data rate, delay, 
delay variation and Information loss requirements. Therefore, in addition of having to 
cater for blocked and dropped voice calls, the system design must cater for the 
particularities of every supported service as well.
Table 1-1. QoS requirements for different services
Service Data rate 
(kbps)
End-to-end 
transfer delay
Delay variation 
(ms)
Information
loss
Speech telephony 4.75 -1 2 .2 <200 ms <1 ms <3%  PER
Video telephony 64 -  128 <200 ms <1 ms <1%  PER
Video streaming 64 -1 2 8 <10 s N/A <1%  PER
Real-time games 8 - 3 2 <200 ms N/A no loss
Web browsing 64 -  384 <8 sec/page N/A no loss
E-mail 64 -  384 <4 sec N/A no loss
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Because of the sheer number of degrees of freedom, tackling the problem of QoS 
provisioning in a generic manner is simply an impossible task. Thus, it is imperative to 
reduce this to something more manageable, and this thesis will provide joint QoS 
solutions for the following two services: speech telephony and web browsing. Despite the 
hype regarding all these new and exciting IP-based services, voice services will always be 
required by the end-users. On the other hand, as it has been already argued web 
browsing is expected to be the greatest traffic contributor in the next generation 
systems. In a nutshell, this service mix requires a solution for both a real-time service 
where QoS is measured in terms of blocking and dropping probability and a non-real- 
time service which demands a maximum delay.
Specifically for voice services, QoS provisioning is largely associated with reducing the 
dropping probability of handover da I Is because dropped calls are perceived to be worse 
than blocked calls. Therefore, it is of critical importance for the mobile network to have 
the mechanisms to guarantee call continuation (reduced dropping probability) for 
handover calls. Such a mechanism, which is widely employed in mobile systems, is the 
reservation of resources especially for handover calls [48], [71]. Fundamentally, this 
scheme trades off dropped for blocked calls and as a result the dropping probability can 
be reduced to very low levels.
Instead of having a mechanism reacting to a handover event in order to meet the QoS 
requirements, another approach is to modify the mechanism that actually controls the 
generation of handover events. For instance, shadow fading causes a long-term variation 
of the received signal strength, a fact that results in the initiation of several handovers, 
commonly known as "Ping-Pong" handovers. To combat this phenomenon, numerous 
handover algorithms have been proposed in the literature [13], [76], [83] with the 
objective to minimise the number of handover events. But besides "Ping-Pong" 
handovers, unnecessary handovers could arise as well. The fact that real mobile 
networks have a two-dimensional layout in conjunction with the user location and 
mobility (speed and direction), a phenomenon can occur whereby handover events could 
lead to an immediate subsequent handovers. Although the literature has yet to address 
this very interesting phenomenon, this thesis will examine its origins and it will provide 
solutions for its elimination.
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1.3.3 Flexible usage of network resources
By definition, a dimensioning procedure provides an "average" network design, which 
importantly assumes that the offered load is uniformly distributed across the network. 
However, this is not the case because of a variety of reasons such as sites are not 
planned to create ideal hexagons, subscribers are not uniformly distributed and are 
constantly moving. These load imbalances are generally difficult to predict and the only 
solution before the network becomes operational is to perform extensive sensitivity 
analyses to the dimensioning conclusions in order to determine a range of offered load 
under which the QoS guarantees for the service-mix can be met. However, if the actually 
offered load is outside this range, or even worse the assumptions behind the service mix 
were incorrect and hence the accepted range was altogether wrong [7], then serious 
small-scale (local) congestion problems could occur.
Existing mobile systems are equipped with local congestion relief techniques the most 
frequently used of which being direct retry [31], [66]. According to this method, 
whenever a new call arrives to a cell which does not have any resources available, but 
resources are available in a neighbouring cell, then the call is admitted at the 
neighbouring cell. However, the survivability probability of such calls is rather low, 
because of increased interference and typically they are dropped.
An alternative solution is the dynamic modification of the handover margins of the 
congested and its neighbouring cells [19], [22]. Effectively, this solution modifies the 
handover load between cells and it can result in the equalisation of any load imbalances 
between cells. Importantly, because it does not operate on specific calls but tries to 
equalise the load over a longer timer-scale, any accepted calls within the congested cell 
are not likely to be dropped. This thesis adopts this technique, identifies the limitations of 
previous solutions based on this technique and proposes a scheme to handle both voice 
and packet load imbalances.
1.3.4 Maximisation of system capacity & guarantee ubiquitous service 
coverage
The primary objective of planning of a mobile network is the provisioning of ubiquitous 
service coverage. Often this is achieved by allowing high overlapping between 
neighbouring cells, a fact that results in increased interference. However, control of
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interference is of critical importance to mobile networks. High capacity systems normally 
deployed in areas with high subscriber density such as urban areas are interference- 
limited which practically means that any reduction of the interference could result in an 
increase of the system capacity. Any reduction of the interference can be sufficiently 
exploited by both CDMA-based and TDMA-based systems, where the latter are typically 
equipped with a dynamic channel allocation scheme [56].
There are various factors such as the antenna height, the antenna electrical and/or 
mechanical downtilt, the orientation (azimuth) and the pilot power (for CDMA-based 
systems) that affect the system interference. Thus, by tuning these base-site parameters 
it is possible to minimise the system interference (co-channel interference for TDMA 
systems and other-cell interference for CDMA systems). Unfortunately, performing this 
task is not straightforward for two reasons: firstly optimum results cannot be achieved 
unless several base-sites are jointly optimised and secondly the interference optimisation 
procedure can lead to coverage holes. Although, this is currently a significant research 
topic results are not publicly available in the literature apart from some rather simplified 
cases [59] because of substantial intellectual property value.
Even if an interference optimisation procedure were not performed, it would still be 
possible to have discontinuous coverage across the network. Especially in areas such as 
urban areas where the terrain characteristics impose significant difficulties to the path 
loss prediction capabilities of contemporary planning tools. The only alternative solution 
is to use high-resolution (typically 5 -  10 m) digital maps and utilise computationally 
expensive 3-D ray tracing algorithms which demand several tens of hours of 
computations even for small relative areas such as the 3 km by 3 km area of central 
London considered in [50]. And, the situation worsens because contemporary mobile 
networks are designed to provide indoor coverage. Largely, Indoor coverage provisioning 
is based on adding a constant loss (building penetration loss [14], [33]) to the path loss 
prediction just outside the building. However, this approach introduces additional 
prediction errors for the reason that different buildings are constructed from a range of 
different materials fact that affects greatly the actual penetration loss.
In order to overcome these limitations radio measurement campaigns often take place, 
nonetheless they are expensive, labour-intensive and time-consuming tasks, and
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importantly they are virtually always focused in verifying outdoor coverage only^. These 
limitations have been identified in the literature [15], [16], [38], and various solutions 
have been proposed in order to make them as efficient and error-free as possible, 
although the proposed solutions are focused only on outdoor measurement campaigns. 
Based on the advanced capabilities of forthcoming cellular systems in estimating the 
location of the terminals [72], this thesis proposes a scheme whereby the measurements 
performed by the terminals are actually used in order to estimate the actual cell 
coverage, and consequently the necessity for having such campaigns becomes obsolete.
1.4 Structure of thesis
Figure 1-3, presents the structure of this thesis and the relationship between the 
chapters.
Chapter 1
Introduction
Chapter 5
Coverage optimisation
Chapter 6
Cell coverage estimation
Chapter 8
Conclusions & ftjrther study
Chapter 7
Handovers and reducing 
unnecessary handovers
Chapter 3
Dimensioning for packet 
services and mixed services
Chapter 2
Dimenaoning for voice services 
under general user mobility
Chapter 4
Load imbalances and 
optimisation of resource 
utilisation
Figure 1-3. Structure of thesis
Indoor measurement campaigns are typically conducted in buildings which are planned to have 
an indoor system.
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Chapter 2 builds on the assumption that handover traffic can be approximated as a 
Poisson process and therefore the Erlang-B formula is still applicable and after a rigorous 
procedure a set of formulae Is derived which calculate the mean channel holding and the 
mean number of performed handovers during the call duration. This formulae set enables 
the estimation of the offered load under different static/moving user scenarios and by 
applying the Erlang-B formula it is possible to dimension the network accordingly. Next, 
the dimensioning framework is extended to cater for QoS guarantees (reduced dropping 
probability) for handover calls by over-dimensioning the network. Furthermore, even 
though it is well established that channel reservation schemes improve the dropping 
probability of handover calls, it is thoroughly examined here under what static/moving 
user mixes having such a scheme actually should be utilised.
Chapter 3 concentrates on the dimensioning aspects of web browsing services under 
different delivery mechanisms while the service-specific QoS requirements i.e. page 
download delay are met. The three identified delivery mechanisms are: dedicated 
resources allocated for the entire session duration, dedicated resources allocated only for 
the duration of a page download and lastly shared resources. Subsequently, these 
findings are extended to cover the joint voice/web browsing multi-service dimensioning 
problem while again the individual QoS requirements are taken into consideration. Joint 
dimensioning approaches are analysed which assume separate and shared resources 
between voice and packet services respectively, and importantly for every case 
dimensioning rules are presented.
Chapter 4 investigates the important problem of load imbalances both for voice and 
packet services. The first part of the chapter concentrates on voice services. It proposes 
a scheme which adaptively changes the handover margins between neighbouring cells in 
order to equalise the voice load imbalances. The scheme is examined against a number 
of test cases, and in all cases the system performance is substantially enhanced. The 
second part, starts with a closer look at the impact of packet load imbalances on system 
performance and again the same scheme is introduced in order to alleviate these 
imbalances. The chapter concludes with an assessment of the signalling load needed for 
exchange of resource utilisation information between neighbouring cells.
Chapter 5 deals with coverage optimisation issues in mobile networks. Initially, it argues 
for the necessity of ubiquitous coverage to guarantee call continuation, but this 
requirement could lead to significant overlapping between neighbouring cells, and hence 
increased interference (capacity loss for interference-limited systems). Therefore, the
24
Introduction
ideal coverage optimisation could guarantee ubiquitous sen/ice coverage and also 
minimise the induced interference, maximising In this way the system capacity. It is 
demonstrated that in real systems there are numerous factors affecting a joint coverage 
optimisation problem, and therefore in order to reach an optimum solution this chapter 
proposes an optimisation scheme based on genetic algorithms. The capabilities of the 
proposed scheme are examined against a test example needing to jointly optimise the 
pilot power and the antenna downtilt of all cells within the network.
In order to eliminate the limitations of contemporary planning tools in performing 
accurate path loss predictions and therefore guarantee ubiquitous service coverage, 
chapter 6 proposes a scheme whereby the network estimates the location of a terminal, 
collects the reported radio power measurements and based on these measurements the 
cell coverage is estimated. Starting from the ideal case where both the location and the 
radio power measurements are error free, the scheme Is tested against more realistic 
cases where there is a positioning error of up to 125 m and also power measurement 
error of up to 10 dB.
Focusing on the requirement of QoS provisioning of handover calls, chapter 7 starts with 
an assessment regarding the frequency of the occurrence of unnecessary handovers 
which are happening because of the two-dimensional layout of mobile networks in 
conjunction with the location and mobility (velocity and direction) of mobile users. 
Essentially, unnecessary handovers could potentially lead to dropped calls and in order to 
minimise their occurrence three algorithms are proposed. Thus, these algorithms upon a 
handover request utilise location, speed and direction estimates of mobile users in order 
to handover the terminal to the cell which gives the minimum probability of a subsequent 
handover to occur. The algorithms are tested both in ideal (error free estimates) and 
non-ideal conditions.
Finally, chapter 8 concludes the thesis and highlights possible areas for further research.
1.5 Original achievements
The original achievements during the course of this research are briefly outlined as 
follows:
1. New cell residence time model, which takes into consideration both the mobility 
characteristics of the terminals and the handover mechanism
25
Introduction
2. A framework for the calculation of channel holding time and number of performed 
handovers during a session
3. Dimensioning techniques taking into account the user's mobility and required QoS
4. Analysis of impact of "channel reservation schemes" on achievable QoS
5. Dimensioning approaches for mixed voice and data services taking into 
consideration the particular QoS requirements
6. A novel load balancing algorithm for enhanced system performance applicable to 
both voice and data services
7. A novel network coverage optimisation algorithm which reaches optimum results 
by considering and fine tuning of all involved cell parameters
8. A novel scheme which utilises power measurement reports in conjunction with 
mobile positioning in order to estimate the radio footprint of a cell and 
subsequently eliminate the need for measurement campaigns for cell coverage 
verification
9. Analysis of the occurrence of unnecessary handovers which are caused because 
of the two-dimensional layout of mobile networks
10. A novel handover scheme utilising positioning information in order to minimise 
the occurrence of unnecessary handovers
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Chapter 2
Dimensioning for voice services under 
general user mobility
2.1 Introduction
Contemporary mobile network design is based on the fundamental assumption of 
stationary users and their mobility is not taken into consideration. Largely, this 
assumption results in treating mobile networks like typical fixed wireline networks, hence 
the network Is dimensioned as if throughout the duration of a call the user starts and 
finishes the call within the same cell, a fact that is always true only for a portion of the 
total users, apparently, the static users. Otherwise, regardless of how low the user speed 
might be, it is possible that during the call duration there would be one or more 
handovers of that call from one cell to a new cell.
The presence of the handovers raises significant issues for the dimensioning of a cellular 
network. First, the actual cell load is a function of the call arrival rate, the handover 
arrival rate and the time spend within one cell between successive handovers (channel 
holding time). Importantly, however, there are not generic formulae in the literature 
which evaluate the handover arrival rate and the channel holding time, and often very 
simplified cases are considered. Second, although the call arrival rate is a poisson 
process the same cannot be stated in general for the handover arrival rate and 
consequently the applicability of the Erlang-B blocking model is questionable. Third, the 
dimensioning of wireline networks consider only blocking probability as the required QoS 
metric, but in mobile networks blocking alone is not sufficient. From the end-user point 
of view it Is far better to block a new call rather than to drop an on-going call, hence 
blocking and dropping probability are needed in order to dimension successfully the 
mobile network.
These listed issues highlight the significant challenges for the dimensioning of a cellular 
network. Precisely, the scope of this chapter is to explore how the handover statistics 
(handover rate or equivalently the number of performed handovers and the channel
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holding time) are affected by the user mobility and the handover mechanism, and 
subsequently to utilise these statistics in order to enhance the procedure of the mobile 
network dimensioning.
The rest of the chapter is organised as follows: initially, the difference between the load 
generated by static and mobile users is examined. Next, the nature of the handover 
traffic is investigated together with the applicability of the Erlang B blocking model in the 
dimensioning of the air interface of cellular networks. An examination regarding the 
impact of the handover mechanism upon the handover related statistics leads to the 
analysis of the cell residence time and the subsequent proposal of a model for the cell 
residence time. Furthermore, it is proved that the excess life theorem should not be used 
to link newly and handed-over cell residence time and based on that a model for the 
holding time statistics is developed. Having established a suitable framework, a gradual 
dimensioning procedure takes place considering firstly an all-static and an all-mobile user 
scenario, secondly a mixed mobility scenario, thirdly a mixed mobility scenario where the 
network has been over-dimensioned in order to guarantee QoS for handover calls and 
fourthly a mixed mobility scenario again where this time the network reserves resources 
for use only by handover calls.
2.2 Static versus mobile users
According to the static-user dimensioning approach and assuming voice services with 
poisson arrivals of A. calls per second per cell and exponentially distributed call durations 
of 7^seconds, then the average offered load to one cell is equal to:
a,*,, ==:L ( 2.1 )
I f  this offered load is applied to the Erlang B formula, then the required channels to carry 
this load with a given blocking probability can be calculated.
In reality, however, a portion of the users are moving, and whenever a user crosses the 
cell boundaries a handover is executed whereby the link with the serving cell is 
disconnected and a new link with the handed over cell is established^. Hence, if It is 
assumed that all users are moving at mean velocity of i/m/s and every terminal performs
 ^ In CDMA based systems, because of the soft handover, the mobile terminal first makes a
connection with the new.cell and after a while the connection with the former cell is cut off.
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on average /y handovers during the call duration^, then the cell load equation can be 
written as:
= (1 f f )  % ( 2.2 )
where 7^ /, is the mean channel holding time.
Although the Erlang B formula in the static-user case of Eq. 2.1 is readily applicable, this 
is not true for the moving-user case of Eq. 2.2, since there are two important differences. 
The first one stems from the fact that in the moving-user case, a cell receives two kinds 
of incoming traffic: newly generated calls and handed over calls from neighbouring cells, 
where in contrast to the former, the latter do not necessarily constitute a poisson 
process. The second difference has to do with the fact that contrary to the static-user 
case of exponentially distributed call duration or equivalently channel holding time, the 
moving-user case has a mean channel occupancy time that is lower than the mean call 
duration and also it is not necessarily exponentially distributed.
2.2.1 Nature of handover traffic and the applicability of Erlang B 
blocking model
The literature is quite divided regarding the nature of the handover traffic. Thus, some 
authors argue that the handover traffic is not poissonian, because the ever existent 
blocking results In the smoothness of the originally offered poisson traffic. As a result, 
the handover traffic follows gamma [69] or log-normal [75] distributions, both of which 
give traffic with smoother characteristics (coefficient of variation smaller than 1) than 
that of the poissonian traffic. In contrast, others support the argument that the handover 
traffic does not deviate significantly statistically from the exponential distribution [79],
[49]. Or equivalently, the operating blocking probabilities are very low (typically 2% to 
5%), hence the smoothness of the handover traffic is so small that the poisson 
assumption is a reasonable approximation [23], [24]. It is Interesting to mention here 
that even authors who are strong proponents of the non-poissonian nature of the
6 In [82] it is proved that it is equivalent whether all terminals are travelling at different speeds 
and their mean population velocity equals i/m /s, or all terminals are travelling at the same 
speed of v m/s,
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handover traffic, at operating blocking probabilities they produce results which do not 
deviate significantly from a poisson process [69].
The user mobility and the subsequent occurrence of handovers results in the departure 
of the channel holding distribution from the exponential distribution [79], which is 
approximated as log-normal distribution [12], [49] or gamma distribution [69].
The fundamental assumption of the Erlang B blocking model is that of poisson arrivals. 
Therefore, if it is assumed that the handover traffic is poissonian or at least it can 
adequately approximate a poisson process, then the Erlang B formula is applicable. On 
the other hand. If it is assumed that the handover traffic deviates significantly from a 
poisson process, then because it is reported that such a process will be smoother than a 
poisson process, the Erlang B formula will overestimate the dimensioning of the air 
Interface. Lastly, regarding the distribution of the channel holding time, it Is well known 
that the Erlang B is insensitive to the channel holding distribution but depends only upon 
the mean channel holding time [40].
Consequently, this thesis assumes that handover traffic is poissonian for the considered 
operating blocking probabilities and also it does not explicitly investigate the distribution 
of the channel holding time but rather only the mean channel holding time.
2.2.2 Handover related statistics and the impact of the handover 
mechanism
Having established that the handover traffic can be approximated as a poisson process, 
the next step Is to calculate the number of performed handovers //during the call 
duration and the mean channel holding time T^y,. Calculating handover related statistics 
such as the aforementioned and others like the cell residence time is one of the 
objectives of mobility modelling and It is a widely cited topic in the literature. In mobility 
modelling, fundamental assumptions are made on the mobility characteristics, namely 
speed and direction, of the users. Typically, the initial velocity for every mobile user 
within the system Is assumed to be constant or distributed with a uniform or a truncated 
normal distribution, and it may remain constant throughout the call duration or it may 
change uniformly within a range relative to the current velocity. The initial direction is 
selected to be uniformly distributed between 0° to 360° and it is allowed to change
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uniformly either within a certain range ±a with respect to the current direction (vehicular- 
type mobile users) or without any restrictions (pedestrian-type users) [84].
In addition to that, a very crucial assumption is made. Handovers occur whenever a 
mobile user crosses the çeoçr<^p/7/cû/boundaries of its serving cell, and as a result the 
handover related statistics are solely based on the mobility characteristics. This 
assumption implies that handovers are happening according to geographic (location) 
criteria.
However, in reality a handover is initiated if certain radio channel quality criteria are met, 
such as the received signal strength of an adjacent cell is greater than that of the serving 
cell or the received signal strength of the serving cell falls below an absolute value. This 
fundamental difference has a tremendous Impact on the statistics of the various 
handover parameters, which is mainly caused by the presence of shadowing and the 
several techniques in use aiming at the mitigation of its undesired consequences. Ideally, 
if there were no shadowing present, the received signal strength at the mobile station 
would be simply a function of the distance from the serving base station, and as a result 
the previous assumption would be valid. But since this is not the case, the mobile station 
has to perform frequently measurements and to report them regularly back to the 
network. Next, the network filters them and either at certain instances or whenever 
required it processes them in order to reach a decision regarding the Initiation or not of a 
handover. (The reader is referenced to [67] for an overall description of various 
handover mechanisms).
For example, in GSM [32], [65] a mobile station (whilst in active mode) measures the 
received signal strength of the serving cell and as many as possible (at least 6 but ideally 
all) of the cells included in the neighbouring list of its serving cell within 480 ms. At the 
end of the measuring period, it reports back to the network the signal strength of the 
serving along with 6 of the strongest neighbouring cells. Under normal conditions, where 
all of the serving cell measurements are greater than -103 dBm and the quality indicator 
shows acceptable interference levels (co-channel interference below 9.5 dB) neglecting In 
this way the need for an imperative handover, the network averages 32 consecutive 
measurements of the serving and of all (up to 32) neighbouring cells. Then, these 
averages are used to calculate the power budget measure (in dB):
=  R X L E V _ N C E L L n  -  R X L E V _ _ D L  ( 2.3 )
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where R X L E V _ D L  is the received signal strength of the serving cell, and R X L E V _ N C E L L n  Is 
the received signal strength of the n"^"^ neighbouring cell.
Whenever the following condition is satisfied
PBGTo,n > ( 2.4 )
where /%,„is the handover margin for a handover from the serving cell to the n^*^  
neighbouring cell, then a handover is triggered. I f  Eq. 2.4 is simultaneously satisfied for a 
number of cells, then a handover towards the cell with the largest PBGTo^ n is performed.
To sum up, in GSM networks and generally in FDMA and TDMA based MAHO cellular 
networks the handover process is controlled (and thus the handover statistics are 
affected) by a number of factors. These factors could be divided into three categories: 
First, shadowing related factors which are the shadowing standard deviation and the 
decorrelation length, second the measurement and the reporting rate, and third the 
averaging window (with the corresponding averaging function if any) and the handover 
margin.
From the selection of handover statistics the most readily applicable are the number of 
performed handovers and the channel holding time as for example Eq. 2.2 uses them In 
order to calculate the offered cell load of moving users. However, these statistics are 
affected by the actual call duration and as a result they are not good metrics in order to 
understand in depth the handover phenomena. For instance, if the call duration is very 
small with respect to the cell range then no handovers are happening. On the other 
hand, an adequately long call will always cause handovers to occur. Thus, in order to 
have an independent approach the cell residence time seems to be the desired statistical 
measure. Cell residence time does not depend on the call duration (it is implicitly 
assumed that the on-going call has infinite duration) and as a result it is able to give a 
better understanding between the time a terminal spends within one cell and the 
handover mechanism. Therefore, the starting point of the handover statistics analysis is 
the cell residence time.
It  should be noted here that these handover statistics are relevant for CDMA based 
networks as well, but because of the particularities of the utilised soft handover and its 
associated mechanism (the UMTS-FDD soft handover mechanism is described in [46]) 
important differences exist. For instance, in TDMA based networks because a terminal 
during a handover breaks the current connection and makes a new connection towards
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the new server, apparently the sum of the Individual channel holding times equals the 
call duration:
( 2 5 )
On the other hand, the soft handover mechanism forces the terminal to establish one or 
more connections before terminating the current, hence for a substantial portion of the 
call duration the terminal is connected to more than one servers which means that the 
sum of the individual channel holding times is greater than the call duration:
T .< 'L ^ c„ ( 2 .6 )
Because of these differences, it is important to stress here that any drawn conclusions for 
TDMA networks should not be considered valid for CDMA networks as well unless 
otherwise stated.
2.2.3 Cell residence time
2.2.3.1 Analysis without considering the handover mechanism
As it has already been stated, according to this simplified approach which is typically 
encountered in the literature, handovers occur whenever a MS crosses the geographical 
boundaries of a cell. Based on this assumption, Yeung [82] starts from the simplified 
mobility case whereby MSs have a random Initial velocity taken from an arbitrary pdf and 
random direction, both of which crucially do not change and theoretically evaluates that 
mean cell residence time is given by:
(2 .7 )371
( 2.8 )
where 7^  and T/j are the mean cell residence time of a newly emerged MS and a handed 
over MS respectively, R is the cell radius and is the velocity pdf.
A quite general mobility model was examined in [84], without however producing any 
analytical results as it importantly states that generic mobility models cannot produce
33
Dimensioning for voice services under general user mobility
analytically amenable results. Nonetheless, a very important conclusion was drawn from 
the presented simulation results: The PDF of new and handover cell residence times can 
be adequately approximated by a generalised gamma distribution:
= ( 2.9 )
(where t, a, b, c>  0).
2.2.3.2 Analysis when considering the handover mechanism 
Preliminaries
The handover analysis [57] is formulated for the general case of an MS located at the 
point A/travelling with a velocity v amid a number of BSs which are located at points 
respectively, and its serving BS is at the point Ao. The MS measures the signal strength of 
the serving and /Vneighbouring cells, where /Vis equal to the size of the neighbouring 
cell list, at constant time intervals x (measurement period). Hence, at time rm the MS 
receives the signal levels:
Pn ('«) = log[dist(M(w), )]+ U„(/«) ( 2.10 )
where an and bn are the parameters of the mean signal strength for the MS to BS„ {n = 
0...N) link, dist(/^/77). An) is the distance between the points A /^t?) and An, and they can 
be calculated from the transmit power, path loss model, and the various gain and losses 
along the transmission path. Furthermore, UXfP) is the shadowing factor with standard 
deviation a, where U,im) and Ur{m-1) are jointly normally distributed, each with zero 
mean and with autocorrelation r = exp(-r[v|/(/), where |v| is the norm of the MS velocity
and d\s the decorrelation length [33].
Assuming that during the time interval x, the velocity v(m) remains constant, then the 
next position of the MS is given by:
O M {m ^\)=O M {m )+Tv{m ) ( 2.11 )
Let the MS velocity be equal to v(wo) at the instant m^ . Based on a widely used mobility 
model [33], given a probability pveiodty^ ov a velocity update, the MS velocity changes to
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v(m ), whenever the MS has managed to travel in the meantime a distance greater than 
a predetermined update distance d^ .
( 2.12)
According to the investigated mobility pattern the new MS velocity could have a small 
Increase or decrease of its previous magnitude, a totally new direction or perhaps its new 
direction is constrained within a certain range with respect to the previous direction. The 
serving BS gathers K measurement reports and produces an average estimate of the 
received signal strength of the various BSs. These estimates are used to calculate the 
PBGTo^ n decision variables as in Eq. 2.3.
( 2.13 )
A=0
Assuming that for the mean signal strength related parameters a„= a and bn = b, then 
Eq. 2.13 can be written as:
+ (2 .14)
A handover is initiated if the relation in Eq. 2.4 is satisfied for one neighbouring BS. 
Therefore, the probability for a handover at the decision instance 777/6equals:
Y P B G T ,„{m K )> H ,^
./f-I
P h a n d o v c À f ^ K )  =  \ - Ÿ [ Q«=I K -\o l 2 \ K  + Y ,^ {K -k ) r ‘
k=\
(2 .15)
where Q{x) -  and erfc(A) is the complementary error function.
I f  an MS started to be served by BSo at the instant m ' then its mean residence time at 
that particular cell is given by:
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/ H - l
H=m
The previous equation for m"= 0, gives the mean cell residence time for a newly 
emerged MS Tn, otherwise for a handed over MS 7A.
Naturally, trying to evaluate analytically the mean cell residence time for this general 
case is by no means a trivial task. Hence, either a more simplified analytically amenable 
case has to be considered, or the general case could be retained though simulations have 
to be introduced in order to investigate the impact of the previously listed factors on the 
handover process. As it was more desirable to retain the general case, which would 
incorporate a quite complex mobility model, the second option has been chosen.
System model
A typical cellular network was considered, with varying cell radius from 0.5 km to 5 km. 
The network was assumed to be deployed in an urban area outside the high rise core 
where the buildings are of nearly uniform height, and the path loss Is given by the 
following equation [33]:
/.= 40 (1 -  4 lO’^Ahy,) Logio(/?) -  18 Logio (Ah*) + 21 L o g M  + 80 dB ( 2.17 )
where R is the distance between the BS and the MS in km, /"is the carrier frequency in 
MHz (2000 MHz) and Ah* is the base station antenna height in m (valid ranges are 
between 0 and 50 m), measured from the average rooftop level (15 m). Based on these 
figures the previous equation reduces to:
L = 128.1 + 37.6 Logio(/q ( 2.18 )
Furthermore, because of the urban environment a log-normal shadow fading with a 10 
dB standard deviation was assumed, and the decorrelation length was set to 20 m.
Every cell had a neighbouring list which was only comprised by its Immediate neighbours, 
resulting in lists with a maximum of 6 cells. In order to ensure uniformity of the 
simulation statistics, none of the cells located at the network boundaries were taken into 
consideration and thus, statistics were only gathered from cells with exactly 6 cells in 
their respective neighbour list.
A vehicular-type mobility pattern generated MSs uniformly distributed throughout the 
network, where their velocity was constant at 50 km/h and there was a 20% probability
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of changing their direction (maximum direction change ±45°) at every position update. 
The position update length was set equal to the decorrelation length according to [33].
Results
All following simulation results are presented against the predictions of mobility modelling 
[84] for cell residence time of newly emerged MSs Eq. 2.7 and handed over MSs Eq. 2.8. 
In both cases, there is a correction of 17.1%, which corresponds to direction drift of 45° 
and an additional correction of 15 s which comes from the averaging window [57].
Initially, the effect of the handover margin is examined. In essence, the handover margin 
defines the boundaries of a cell, and as such handover margin variations are manifested 
as a decrease or increase of the cell size eventually resulting In a decrease or increase of 
the mean cell residence time.
Figure 2-1 and Figure 2-2 depict the cell residence time of new and handed over MSs 
respectively for various cell radii, when the MS speed is 50 km/h and the averaging 
window is 15 sec. As expected, for a given cell radius the mean cell residence time 
increases for increased handover margin, however there are some differences between 
these two graphs. For new MSs, an increase in the handover margin (or the cell radius) 
results in an analogous increase of the cell residence time. Within this range of possible 
values, the mobility modelling predictions appear to closely approximate the simulation 
results for a handover margin of 10 dB over the whole range of cell radii. In contrast, the 
mean cell residence time of handed over MSs behaves totally differently. For negative or 
zero handover margins the cell residence time appears to level off and as the handover 
margin increases it tends to follow the predictions of the mobility modelling only for cell 
radii larger than 2 km.
The observed behavioural difference between the cell residence time of new and 
handover calls is primarily caused by the different ways MSs are served by their 
respective cells. A newly appeared MS is served by a BS which is normally located 
somewhere in its locality. Thus, even for negative handover margins, the MS would have 
to travel a significant distance within the cell (negative handover margin gives cell 
residence times lower than that of the mobility modelling) until a handover is initiated. 
Furthermore, a sufficiently large margin (15 dB in this case) would result in the MS 
travelling well beyond the geographical cell boundaries (cell residence times larger than 
that of the mobility modelling).
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Figure 2-2. Mean cell residence time of handed over MSs ( v = 50 km/h)
On the other hand, a handed over MS is probably located near the cell boundaries and a 
small (negative or zero) handover margin does not provide the means for this MS to stay 
for a substantial time within the cell. At that time the handover initiation process is totally 
dictated by the shadowing and apparently the associated counter-shadowing measures, 
and the effect of different cell radii (essentially propagation losses) on the handover 
initiation process is virtually eliminated. This can be clearly seen from the 0 dB handover 
margin results, where for R < 1 km there is an increase of the cell residence time for 
increased R (cells are substantially small so that the propagation would affect the 
handover procedure), whereas for R > 1 km the cell residence time levels off.
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Furthermore, for large handover margins, the mobility modelling predictions seem to 
closely approximate the simulation results. A large handover margin may increase in 
reality the cell boundaries, however, this does not imply that the MSs would actually 
travel for longer. All the cells are increased by the same amount (there is significant 
overlapping among adjacent cells), and consequently on average an MS travels a 
distance equal to about twice the cell radius. This is clearly depicted in Figure 2-3, which 
draws the pdfs of cell residence time for different handover margins when R equals 2 km, 
where the peak of the 15 dB margin PDF corresponds to a cell residence time of 4.25 min 
or an equivalent travelled distance of 3.55 km.
0.2
H M  =  15 dB
H M  = G d B0.15
 H M  = -1 0 d B
0.1
0.05
0
0 2 4 6 8
Cell residence time for handed over UEs (m in)
10 12 14
Figure 2-3. Pdf of cell residence time for handed over MSs (/? = 2 km, v= 50
km/h)
Besides the 15 dB handover margin pdf curve. Figure 2-3 draws the PDF curves for 
handover margins equal to -10 dB and 0 dB. These three curves show that the 
commonly used assumption that the cell residence time is exponentially distributed can 
be used as an approximation only when the handover margin is negative. From values 
close to zero the PDF starts to deviate from the exponential distribution and for 
sufficiently large handover margin values the PDF has no resemblance to the exponential 
distribution at all (and as it will be discussed in section 2.2.3.3, the resulting curve can be 
approximated by a generalised gamma distribution). Consequently, it can be stated that 
the cell residence time is the compound effect of two constituent factors: the extreme 
randomness of the shadowing (exponential distribution) and the relative coherence of the 
mobility characteristics (generalised gamma distribution). Thus, according to the 
handover margin the cell residence time PDF evidently exhibits either the former (-10
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dB) or the latter (15 dB). In conclusion, it is not generally safe to assume that the cell 
residence time is exponentially distributed.
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Figure 2-4. Mean cell residence time of newly emerged MSs (/? = 3 km)
The effect of the handover margin on the cell residence time of new and handed over 
MSs for different MS velocities is shown in Figure 2-4 and Figure 2-5 respectively.
Overall, the same conclusions could be drawn here as in the previous simulation results. 
The only new observable element is the gradual shift of the mobility modelling curve to 
approximate a different handover margin curve according to the MS speed for the cell 
residence time of new MSs, Figure 2-4. As it has been stated, at 50 km/h the mobility 
modelling curve approximates very closely the 10 dB handover margin curve. For lower 
speeds this approximation shifts towards the 15 dB curve whereas for greater speeds this 
shifts towards the 5 dB curve. This can be explained from the fact that the variance of 
the sum of the received signal strength measurements is monotonically increased for 
decreased MS velocity (Eq. 2.15). Thus, at lower speeds the MS requires a larger 
handover margin in order to have the same mean cell residence time as predicted by 
mobility modelling.
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2.2.3.3 Proposed cell residence time model
The previous analysis clearly shows that the simplified mobility models of [82] and [84] 
cannot generally approximate the cell residence time statistics of and 7],, when the
handover mechanism is taken into consideration as well. Especially, Figure 2-3 depicted 
that either on the limit of low (zero or negative) handover margins it could be 
approximated by an exponential distribution, or at very high positive handover margins 
(= 15 dB) a generalised gamma distribution could adequately describe its statistics. The 
reality seems to be a mixture of these two distributions, and precisely, the objective of 
this section is to test the hypothesis that the cell residence time is accurately described 
by a hybrid distribution consisting of both the exponential and the generalised gamma 
functions.
The proposed cell residence time model [55] makes the hypothesis that both and 7^  
follow respective distributions of the form:
fT U ) = a^ge~^‘ +a2 r(m) ( 2.19 )
where a.,a^ g ,m ,[x,c>0
The justification behind this particular formulation of the distribution comes from the 
necessity to create a generic description applicable to every possible case. Consequently, 
the proposed distribution has two parts. The first part is exponentially distributed, which
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mainly tries to describe the effect of shadowing on the handover statistics, whereas the 
second part is a generalised gamma distribution, which takes care of the mobility 
characteristics of the mobile terminals in accordance with other parameters like the cell 
radius.
The proposed distribution is a 6-parameter curve, and it can be seen as a generalisation 
of the hyper-Erlang distribution; in fact by setting c = 1 and forcing mto be an integer 
number, this resolves to a 2-factor hyper-Erlang distribution [26].
In order to test the hypothesis that the cell residence time follows the proposed 
distribution, a similar procedure as in [84] has been adopted and applied to the 
simulation results of the previous section. Hence, for different configurations, the 6 
parameters are estimated in such a way that the maximum deviation between the 
observed and the hypothesised distributions becomes minimum. Then, the Kolmogorov- 
Smirnov goodness-of-fit test [9], [77] is applied to check whether or not the hypothesis 
is valid. The hypothesis was accepted at the 0.05 significance level if the following 
condition was met
yfn max|C„ (x) -  C(.r)| < 1.36 ( 2.20 )
where n is the number of samples, C„ (,r) is the CDF of the measured distribution and 
C(x) is the CDF of the hypothesis distribution.
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Figure 2-6. Handed-over call cell residence time distributions for different 
handover margins (/? = 2 km, v=  50 km/h)
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In every examined case, it was found that the hypothesis of the two-component 
exponential generaiised-gamma distributed new call and handover call cell residence time 
was accepted. Figure 2-6 depicts some results of the verification process, where good 
agreement between the simulation results and the proposed model is observed. Table 
2-1 and Table 2-2 quote the estimated parameters and the maximum deviation 
max|C„ (x) -  C(x)| between the measured and the hypothesis distributions. In all cases,
the number of samples was equal to 8000 samples as per [77]. Lastly, Figure 2-7 draws 
PDF curves of the cell residence time of handed over MSs according to the values quoted 
in Table 2-2.
Table 2-1. Estimated parameters for the new call cell residence time
distribution
HM oci CL2 9 m c Max
deviation
-10 .48 .52 .140 .0095 1.35 1.40 .0056
-5 .36 .64 .120 .0080 1.10 1.55 .0086
0 .30 .70 .095 .0060 1.50 1.40 .0080
3 .24 .76 .090 .0057 1.05 1.70 .0085
5 .24 .76 .075 .0050 1.80 1.30 .0092
10 .15 .85 .070 .0047 1.00 1.82 .0059
15 .12 .88 .050 .0040 1.20 1.75 .0076
Table 2-2. Estimated parameters for the handed-over call cell residence time
distribution
HM cti «1 9 m c Maxdeviation
-10 .84 .16 .180 .0080 2.00 1.10 .0038
-5 .75 .25 .134 .0066 1.08 1.32 .0073
0 .63 .37 .080 .0045 1.25 1.65 .0115
3 .48 .52 .050 .0042 1.02 2.50 .0119
5 .33 .65 .035 .0040 1.05 2.65 .0125
10 .13 .87 .015 .0030 1.70 2.10 .0112
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Figure 2-7. Pdf curves of the cell residence time of handed over MSs for 
different values of handover margin
An important prediction of the proposed model is the domination of a particular 
component at certain cases and the gradual increase or decrease of its effect on the cell 
residence time statistics. Thus, according to the two aforementioned extreme cases, it is 
anticipated that at low handover margins the exponential component would be the 
dominant one, whereas at large positive handover margins the generalised gamma 
component is expected to dominate the overall statistics. The behaviour of the model 
against the handover margin is shown in Figure 2-8, where the cases with one dominant 
component are clearly shown and the gradual increase (decrease) of the weight a2 (aO 
with increasing handover margin is also observed.
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Effectively, for low handover margins, handover statistics do not depend on certain
factors. For example Figure 2-2 and Figure 2-5 Illustrate that 7], depends on neither the
mobile speed nor the cell radius for zero handover margin. I f  the handover margin is 
increasing, then the impact of the shadowing is diminishing, and the handover statistics 
are primarily affected by the mobility characteristics of the terminals.
The observation of Figure 2-8 reveals that although the weight factors against the 
handover margin behave in a similar manner for both 7], and 7),, they seem to be 
somewhat different. Indeed, another significant consequence of the proposed model is 
the fact that the Tj, and 7], random processes cannot be related through the excess life 
theorem.
2.2.3.4 Excess life theorem
So far, the literature has treated these components as closely coupled; in fact, it is 
commonplace to apply the excess life theorem [34], [35], [79], [84] in order to link these 
two. As a result, the study of the cell residence time statistics largely reduces to the 
Investigation of the T), distribution. Especially, if the typical assumption of exponentially
distributed 7], is considered, then the problem is oversimplified since both 7], and 7], 
are described by the same distribution [26].
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At this moment, it is useful to introduce definitions from the renewal process theory [26]:
• Ordinary renewal process; The time intervals between successive 
renewal events have the same distribution Al.
• Modified renewal process: The time interval between the start of the 
observation of the system ( f  = 0) until the first event is distributed 
according to Ao, whereas all subsequent Intervals are distributed according 
to Xi. In this case, the system needs two distributions for its description 
namely Ao and Xi.
• Equilibrium renewal process (excess life theorem): Let's assume a 
system which is described by a modified renewal process. I f  it is assumed 
that the system has been running long before it is first observed ( f  = 0), 
then equivalently the system can be regarded as an ordinary renewal 
process, and it is fully described by the distribution Al.
Applying these definitions to the handover process, it can be easily seen that it is a 
modified renewal process where the distributions of both 7], and 7), are needed for the 
complete description of the system. However, if the excess life theorem is applied then 
only the distribution of 7}, is required.
In the case that the handover mechanism is not taken into consideration, applying the 
excess life theorem is not wrong, as a MS performs handovers because of its mobility 
whenever it crosses the geographical boundaries of a cell. A fact that takes place 
regardless if there is an ongoing active call or not. Consequently, in this case it is safe to 
utilise the excess life theorem and benefit from the resulting simplifications.
On the other hand, if the handover mechanism is considered then the excess life 
theorem cannot be applied. Handovers now take place because of the handover 
mechanism, which is initiated at the moment a call is commenced, which coincides with 
the start of the system observation ( f  = 0). Effectively, the system cannot be assumed 
that it has started long before it was first observed { t=  0). Thus, the excess life theorem
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cannot be applied, and both 7], and 7], must be used in order to describe totally the 
behaviour of the system.
This argument is further proved by taking a close look at the number of handovers 
during a call. Assuming a mean call holding time 1/S,, it can be proved [26] that the mean 
number of performed handovers could be calculated by:
E [H l =
1 (S)
( 2.21 )
where ( / ) ,  (/) are the Laplace transforms of 7], and respectively. By applying
the excess life theorem, Eq. 2.21 results to:
E [ / / ] , = ^ E [ r j  ( 2 .2 2 )
As shown in [84], these formulae are equivalent, but Figure 2-9 = 1/120) illustrates
that this is not true, and in fact Eq. 2.22 deviates significantly from the simulation 
results. Therefore, and 7^  must not be related through the excess life theorem when 
the handover mechanism is considered.
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Figure 2-9. Mean number of handovers during a 120-sec call
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2.23,5 Channel holding time statistics
Although, it is not within the main objectives of this chapter to investigate the 
distribution of the channel holding time (proposed distributions by the literature are 
presented in section 2.2.1) due to the fact that the Erlang B formula is not sensitive to 
this distribution, an interesting consequence results from the adoption of the proposed 
cell residence time model.
Following the analysis of [84] the CDF of the channel holding time could be 
calculated from:
Ft,. = Ft, + E[//] (l -  j ( 2.23 )
where Fy is the CDF of the call duration, and Fy_, Fy^  are the CDFs of 7],
and 7), respectively, and they are given by:
Fy(0 = «i 0— e~^') + a2 (2 .24)
where [(/Mp. r)% /»] is the gamma incomplete function (see also annex B.l)
1 (mn/f
r-„, [{mjLi t y , /«] = 7 7 -T  fz "- ' dz ( 2.25 )F(w) J
and the parameters ai, ai, g, m, p. and care as per the cell residence time model (Table 
2-1 and Table 2-2 for values of 7]^  and 7), respectively).
Knowing the CDF of the channel holding time, it is straightforward to compute the 
function:
d F rJ O /
= (2 .26)  ’ - F tJ O
which according to the Renewal theory this is known as the age-specific failure rate 
function [26], or equivalently in this case the age-specific handover rate function. The 
usefulness of this function stems from the fact that it gives the probability of an 
immediate handover of a 1^  for which time 7 has elapsed since the last handover.
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An Interesting consequence of the definition of the age-specific handover rate function Is 
the special case of exponentially distributed channel holding times. Assuming that the
CDF is given by = 1 -  ' where 1/y Is the mean channel holding time, then by
using the definition of Eq. 2.26, it is easy to see that <p{t) =y , which indicates that the 
probability of performing a handover is independent of the time elapsed from the 
previous handover. Naturally, this result is expected because of the memoryless property 
of the exponential distribution.
In contrast, a non-exponential channel holding time distribution would result in a non­
constant age-specific handover rate function. Barcelo In [12] presents the results from a 
field study regarding the channel holding time, where the graph of the average 
remaining time of a call against the elapsed time is depicted. The field results clearly 
shows that the average remaining time is far from being independent of the elapsed 
time, as it should happen if the channel holding time was exponentially distributed 
because of the memoryless property of the latter.
This dependence is captured by the proposed cell residence time. Thus, if the values 
quoted in Table 2-1 and Table 2-2 for H M -  5 dB are applied to Eq. 2.24, then the CDF 
of the channel holding time is calculated from Eq. 2.23 and finally Eq. 2.26 gives the age- 
specific handover rate function whose graph is drawn in Figure 2-10. As it is clearly 
observed, the proposed model results in an age-specific handover rate function which 
follows the experimental conclusion that the probability for an immediate handover is 
dependent of the elapsed time.
In addition, the age-specific handover rate function exhibits a minimum. Thus, initially 
the handover probability decreases (negative ageing) which is the result of the handover 
mechanism (averaging window and handover margin) not allowing for an immediate 
handover to happen, it reaches a minimum (in the depicted case this is at about 54 sec) 
and next it increases (positive ageing) implying that the more time has elapsed since the 
last handover the more probable it is for a new one to occur. Interestingly, this mix of 
negative and positive ageing is found in many renewal systems according to [26].
49
Dimensioning for voice services under general user mobility
0.03
^ 0.025
0.015
è: 0.005
62 4 50 31
Elapsed time (min)
Figure 2-10. Age-specific handover rate function (/? = 2 km, 50 km/h and
5dB)
2.2.4 Handover & channel holding time calculations
The modelling of the cell residence time 7% and 7), (according to the model of Eq. 2.19) 
coupled with the call duration can lead to the estimation of both the mean channel 
holding time 7"^ /, and the mean number of performed handovers H. Hence, according to 
Eq. 2.21:
E[H] f;.«) ( 2.27 )
where (7), (0  are the PDFs of 7], and 7), respectively, and 1/^ Is the mean call
duration E[7^] =  1/^ .
Additionally, the mean channel holding time could be calculated by [70]:
E[T;„ ] = E[rj{l -  E[//] f ;  (f) -  (l -  E[H]) (f)}=
= E[r, ] |l  -  E[F/] je - f  (f) E[//]) Je-« ' A, (/) dt I ( 2.28 )
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However, according to the proposed cell residence time model there is a number of 
parameters that control the distribution of the cell residence time and thus both channel 
holding time and number of performed handovers depends on the cell radius, the 
terminal speed, the call duration, and parameters of the handover mechanism such as 
the handover margin, averaging window. Because of the increased complexity and the 
lack of an analytically tractable solution, it was decided to concentrate on the most 
important parameters namely the cell radius R, the user speed i/and the handover 
margin HM.
A large number of simulations (the system model of section 2.2.3.2 was used) were run 
under different configurations (/?, i/, HM) and statistics were collected regarding the cell 
residence times 7], and2^. Next, the parameters of the PDFs of 7], andT^ (Eq. 2.19) as
described in section 2.2.3.S and then the mean number of handovers and the mean 
channel holding time are calculated. The mean call duration (exponentially distributed) 
equals 120 seconds.
Finally, because of the vast number of the possible configurations and the need to have a 
somewhat compact description of both //and 7^, a curve fitting exercise took place [53]. 
Thus, the mean channel holding time 7^ is given by:
T d , = 7 ’™ “ ( l - t a n h K H A / P ) + ^ ' t a n h « t f « P  (  2 . 2 9  )
Thm" = C “ (l-tanhè//M)+r^ tanhèÆM ( 2.30 )
^10//Af/i4(i9 i 5 9 _ i  2 4 4 3 ^^) ( 2.31 )
where g =  v f R{vm  m/sec, R\n m), 52.43 sec and b -  0.128. I t  should be
noted here that these functions were solely chosen on an empirical basis, because they 
showed a very good approximation of the simulation data.
Tch is mainly controlled by the ratio p (mobile speed over cell radius which is effectively 
the crossing rate). For a given HM, Eq. 2.29 shows that as p increases (Kincreases or 
equivalently R decreases) Tch takes its lowest possible value x (the mobile station 
performs consecutive handovers every handover decision instant), whereas towards the 
other end Tch takes its maximum possible value . The latter value is solely 
dependent upon //yV(Eq. 2.30), which takes its lowest value when H M -  0 dB and when 
//A/increases, becomes equal to 7^  (no handovers at all).
51
Dimensioning for voice services under general user mobility
Similarly, the mean number of the performed handovers during a call is given by:
H  = 77%^ (l -  tanhg, p )+ -^  tanhg-, p 
exp(-0.3253fflW)
g, = exp[3,258 lexp(0.07742//M)]
HM = 10-™ '"' (7.4492 +1.0838 7/M)
( 2.32 )
( 2.33 ) 
( 2.34 ) 
( 2.35 )
where 77“ “  =1.3169
Again, 7/Is mainly controlled by the ratio p. For a given HM, Eq. 2.32 shows that as p 
increases 7/takes its maximum value T^/t (the mobile station could perform on average 
up to about 8 handovers during a 120-second call), whereas towards the other end H  
takes Its lowest possible value 7/^,“ . The latter (Eq. 2.33) depends only upon HM, which
takes its maximum value when HM  = 0 dB and as 7/7/Increases, becomes equal to
0.
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Figure 2-11. Channel holding time vs ceil radius 3 dB)
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Figure 2-12. Number of handovers vs cell radius (//A /=  3 dB)
Importantly, it has to be stressed here that this set of equations is valid for a specific 
range of the involved parameters and it should not be used otherwise. To sum up, the 
applicable ranges are:
Cell radius (/?): 0.75 -  5 km
Mobile speed ( ^ : 1 -  100 km/h
Handover margin {HM): 0 -  10 dB
Mean call duration (7^): 120 sec
Averaging period (t ): 15.36 sec
2.3 Dimensioning under general user mobility
Having established the framework to calculate the cell load according to the user 
mobility, it is easy to calculate the cell load when the user mobility is taken into 
consideration. The next logical step is to proceed with the cell dimensioning, where 
instead of the conventional static load, the formerly calculated load will be used. Because 
in reality the cell load will be a mixture of static and moving users, this fact must also be 
considered. Finally, blocking and dropping calls are not equally perceived by the end 
user, therefore it is important to ensure certain QoS guarantees for handover calls.
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2.3.1 Actual cell load
Having the formulae which give Hand Tch, as a function of i/, /?and HM, it is a 
straightforward procedure to calculate the actual load (Eq. 2.2) that a cell experiences 
because of the mobility of the users. The comparison of the actual load against the 
stationary load (Eq. 2.1) is Illustrated in Figure 2-13, where the relative decrease of the 
cell load against the ratio p (crossing rate) for different HM\s shown. The use of the ratio 
p has the benefit of enabling the analysis to be independent of the values of vand R 
[53].
For small crossing rates i.e. large cells or low speeds handovers occur not because of the 
user mobility but because of the underlying stochastic nature of the handover 
mechanism. Consequently, the observed decrease of the cell load does not depend at all 
on the mobility (crossing rate) but only on the value of the handover margin. Precisely, 
Figure 2-13 shows that the relative decrease of the cell load depends only on the value 
of the handover margin and it Is independent of the crossing rate while the latter has a 
small value (less than about 10 h'^). Moreover, it is observed that as the handover 
margin increases then the users can be practically considered as static and therefore the 
observed relative decrease of the cell load is approximately equal to 0.
In contrast, for large crossing rates i.e. small cells or high speeds handovers occur 
predominately because of the user mobility and it is expected that the cell load should 
solely depend on the mobility (crossing rate). Again, Figure 2-13 verifies the hypothesis 
towards higher mobility. Thus, at high crossing rates the relative decrease of the cell load 
increases and interestingly when the crossing rate is greater than about 60 h'  ^then the 
resulting relative decrease of the cell load does not depend on the handover margin.
Overall, three distinguished areas can be identified: the first corresponds to crossing 
rates lower than 10 h'  ^where the actual cell load depends only on the handover 
mechanism (handover margin), the second corresponds to crossing rates greater than 60 
h'  ^where the actual cell load depends only on the user mobility and the third 
corresponds to the range from 10 h'^ to 60 h'  ^where the end result is affected by both 
the handover mechanism and the user mobility.
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Figure 2-13. Relative decrease of cell load
Lastly, the reason behind the fact that the cell load decreases when the users are moving 
can be explained from the observation that the user mobility results basically in a 
reduction of the channel holding time but at the same time in an increase of the number 
of handovers. Effectively, this could be seen as break down of the voice load into smaller 
portions (channel holding time) and because of the increased number of handovers the 
same offered load can be better statistically multiplexed among several cells improving in 
this way its blocking performance. It is interesting to point out that the same 
phenomenon is taken advantage of by the advanced channel allocation schemes in order 
to achieve their exceptional good performance. Thus, in [6 6 ] it is seen that the best 
system capacity is achieved by the scheme with the lowest mean channel holding time 
and of course the most performed handovers (best statistical multiplexing).
2.3.2 Cell dimensioning procedure
The fact that the actual cell load because of the user mobility is somewhat smaller than 
the static load as characteristically depicted in Figure 2-13 can be fully exploited during 
the dimensioning process, since a decrease of the cell load could be used in reducing the 
number of cells needed to cover a given area.
In order to simplify the description, a reference cell will be assumed equipped with 40 
voice channels. Assuming that a subscriber will generate voice traffic of 33.3 mErl (or 
equivalently 1 call of 120 sec duration) during the busy hour, then for a 2% GoS the
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reference cell is capable of supporting 929 subscribers (An alternative approach would be 
to estimate the number of sites needed to cover a given area as presented in [53]).
2.3.2.1 Dimensioning under moving traffic
Conversely, if It is assumed that all these subscribers have a crossing rate p of 33.3 h'^  
(for example users moving at 50 km/h when the cell radius equals 1.5 km) and the HM\s 
3 dB, then the mean channel holding time Is 70.58 s and the mean number of handovers 
equals 0.59. As a result every subscriber generates traffic of 31.17 mErl (6.5% lower 
than the static case of 33.3 mErl) during a busy hour, and therefore the reference cell is 
capable of supporting (again using Erlang-B formula at 2% GoS) 994 subscribers, an 
improvement of 6.5%.
2.5.2.2 Dimensioning under mixed traffic
In reality, however, the traffic Is neither totally stationary nor moving, but a mixture of 
these. Figure 2-14 depicts the results of the previous dimensioning example if a mixed 
traffic scenario is assumed, whereby the user mix ratio q is the ratio of the moving users 
(terminals at 50 km/h) over the stationary users. Thus, the cell load under mix traffic is 
given by:
_  (1 ~ ^ ) 2  + ^  (1 + i7 ) A _ (1 + ^  77) A, r  o -sc \
Apparently, for ^  = 0 all the traffic consists of only stationary users (typically micro cell 
scenarios), whereas for = 1 there Is only moving users (motorway coverage cells).
Clearly, this graph gives an Idea of what Is the supported number of subscribers in 
specific environments. Thus, in urban areas it Is estimated that 70% of the traffic is 
stationary (or of very low speed) and 30% is high-speed vehicular traffic, then the 
reference cell could support 957 subscribers.
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Figure 2-14. Supported subscriber under different moving/stationary user mix
23.2.3 Dimensioning with QoS provisioning for handover calls
The previous analysis was based under the assumption that the GoS is the sum of the 
blocking probability and the dropping probability;
GoS = Pblocking Pdmpping ( 2.37 )
However, blocked and dropped calls are not equally perceived by the end user and in 
order to show the greater importance of the dropped calls, the dropping probability is 
weighted by a quality factor ty (typically equal to 1 0 ) [28]:
GoS — Pplocklng W Piropping ( 2.38 )
In this way, it is ensured that for a certain level of GoS (e.g. 2%) the actual probability of 
a dropped call is much lower than that of a blocked call. Before continuing with the 
estimation of the supported subscribers, it is needed to calculate Pbiockmg and Pdroppmg
Pblocking -  P{ ths arrived call is a new call, no resources available} -  
= the call is new | a call has arrived) P( no resources available) =
P( new call) „/ \—7— ^ f — r P( no resources available) P[ a call has arrived) ( 2 3 9 )
Assuming a time interval At sufficiently small that up to one call can arrive in the system, 
the probability of newly generated calls from stationary and moving users equals:
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P{ new ca ll)-  - q) X + q X\ù t^ = X l^ t ( 2.40 )
The probability that a call will arrive during the same interval equals:
P{ a call has aiTived) -  -  q) X q X + q H  X\à.t = {[ + q H )X  ùit ( 2.41 )
The Erlang-B formula gives the probability that the arrived call will be lost because
there are no resources available. Combing Eq. 2.40 and Eq. 2.41 with Eq. 2.39, it can be 
easily shown that:
similarly the dropping probability is given by:
Q _ ^ lo s t  .handover calls _ q H  ^
jÿâi;; "ir;:^ü5r  ^ ^
By plugging Eq. 2.42 and Eq. 2.43 in Eq. 2.38, it is possible to calculate the which 
will enable the delivery of low dropping probability for handover calls:
< '■ « >
As it was expected, if jy = 1 then = GoS meaning that there is no differentiation 
between new and handover calls.
By using the Erlang-B formula, the calculated value of from Eq. 2.44 can be used 
in order to calculate the maximum traffic load, and hence the supported subscribers.
The number of supported subscribers against weighting factor is drawn in Figure 2-15 for 
different moving/stationary user mixes. I t  can be easily seen that an increase of the 
weighting factor results in a significant decrease of the supported subscribers irrespective 
of the user mix if <7 > 0.5 (the majority of the traffic is fast moving). At ly = 10, the 
reference cell supports 875 subscribers irrespective of the user mix, whereas for the case 
of only moving traffic the cell could support 994 subscribers (or a reduction of 12%). The 
important point, however, is that the dropping probability in the latter case equals 0.75% 
(the blocking probability equals 1.25%), whereas now this has been reduced to 0.17% 
(the blocking probability equals 0.29%).
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For g < 0.5 the effect of the weighing factor diminishes and when q becomes very small 
(for instance q < 0 .1 ) then the number of supported subscribers does not depend on the 
weighting factor, since the vast majority of the traffic is stationary. At the extreme of q = 
0, then there is no dependence at all (all traffic is stationary, hence no handovers). It is 
interesting to point out here that at # =  0.3, which corresponds to a typical user mix the 
blocking and dropping probabilities without handover weighting are equal to 1.7% and 
0.3%, whereas after handover weighting {w =  10), they are equal to 0.72% and 0.13% 
respectively.
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Figure 2-15. Supported subscribers against QoS weighting for dropping calls 
and different moving/stationary user mixes
Evidently, the use of the weighting factor can decrease the dropping probability of 
handover calls to more acceptable levels. In fact, by selecting an appropriate ivthe 
dropping probability can decrease to whatever value it is considered an acceptable level 
of QoS for handover calls:
GoS 1w =
dropping.I argel qH ( 2.45 )
where P^ ropping.target the acceptable level for example 0 .1%.
However, this approach has a side effect; the blocking probability reduces to a very small 
level (for instance, the previously shown blocking probabilities are well below 1%).
Having such low blocking probability values is not a problem, however since we have to
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meet the constraint of Eq. 2.38 i.e. GoS must be always for example 2%, It would be 
better from the end-user point of view to somehow improve the dropping probability 
while tolerating higher blocking probability.
2.3.2.4 Dimensioning while reserving resources for handover calls
One way of controlling jointly the blocking and the dropping probabilities is by reserving 
resources exclusively for handover calls as described in [44], [48], [71]. According to this 
policy, from the C resources only L are available for new calls, whereas all of them are 
available for handover calls. In this way, whenever there are L active calls in the system 
new calls that arrive are blocked but handover calls are not yet dropped because there 
are still C-L available resources.
In order to understand the dynamics of the system, the state transition diagram depicted 
in Figure 2-16 is used in order to derive the system state probabilities, where >.new is the 
arrival rate of new calls, Xm  is the arrival rate of the handover calls, l/|.ic is the mean 
call duration and 1/^h is the mean channel holding time. I t  should be noted here that the 
state diagram assumes Markov (Poisson) arrivals and departures but as it was shown in 
section 2 .2 .1  although the arrival process (both Ànew and Xhand) can be considered to be 
Markov processes, the same is not true for the departure process in Its entirety, and 
therefore the system is noted as M/G/c/c according to the queuing theory. However, it is 
proved in [40] that the state probabilities of an M/G/c/c system is equivalent to that of 
an M/M/c/c system, which means that the distribution of the departure process is not 
important.
At equilibrium, the state probabilities are given by:
P.. =
+ X Yhand
I M e + M ch J n < L
^ 2  4 - 2  ^ '^new '^hand
L
( 2  ^  ^hand
< M e  M eh > ^ M c  M ch J
\ n - L
P„ n >  L
( 2.46 )
^0 =
u .
( 2  4-  Y''^ new h^and 
\  M e  M ch J
+ neii’ hand
\  M e  M eh J
A \n~Lhand
H=i+1 Pc/i )
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where is the load for a given traffic mix as given by Eq. 2.36,
M e  +
whereas ~— V7~  is the handover load.
M e  Mch (1  9 y / j’
n^ew h^and n^cw h^and n^ew h^and n^ew ^ h^and n^ew n^ew n^ew
L+1L-1
(L-l)(n^ + ^ J  LCMc + Mck) (L+l)(Pc + Mch)+ Mch 2 (^ 1, + p j
Figure 2-16. The state transition diagram of the reservation policy
Blocking occurs whenever the state of the system n >  L, whereas dropping occurs only if 
n -  Cwith probability Pc. Hence, following a similar procedure it is possible to calculate 
the blocking and dropping probabilities of the system with the reservation policy:
Pr (2 .48)\ + q H
Assuming again a GoS level of 2%, and by plugging Pbiockmg and Pdmppmg in Eq. 2.38 It is 
possible to estimate the maximum number of supported subscribers for a given traffic 
mix. However, because GoS depends now on L as well, this estimation is actually an 
iterative procedure which runs over all possible values of L from 1 to Cand in this way 
the lowest GoS is selected.
The results from the calculations for the reference cell of 40 channels when m/ = 10 are 
drawn in Figure 2-17. The results show that the system capacity improves only in certain 
user mixes when a reservation policy is used. Thus, when (/< 0.1 or equivalently the vast 
majority of the traffic is stationary users and when q>  0 .6  or the majority of the traffic is 
moving users, then there is no difference between a system with or without reservation
61
Dimensioning for voice services under general user mobility
policy. On the other hand, when the moving traffic is a significant portion of the total 
traffic, then the reservation policy improves the system capacity by at most 1%.
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Figure 2-17. Supported subscribers with and without the reservation policy
Such a small improvement of the system capacity is rather insignificant, however the 
goal of using a reservation scheme is not to improve the system capacity but to reduce 
the dropping probability, a fact that is achieved for traffic mixes ranging from 0 .2  to 0 .5 , 
where the dropping probability drops below 0.1% as depicted in Figure 2-18. In addition. 
Figure 2-19 shows that the blocking probability exceeds 1%. These changes happened 
because 1 channel is reserved for handover calls.
In contrast, when <7 < 0.1 then no reserved channels are needed because the handover 
traffic is practically non-existent and any reservations would result in increasing 
unnecessarily the blocking probability. The handover traffic is so low that the reported 
dropping probability from Figure 2-18 even without any reserved channels is less than 
0 .1% for this range.
Interestingly, when g>  0.6 again no reserved channels are needed. This case is the 
extreme whereby the majority of the traffic is handover traffic. Now, the volume of new 
calls is smaller than the volume of handover calls and consequently the reported blocking 
probability from Figure 2-19 drops below 0.5%. Bearing in mind that the design 
constraint of Eq. 2.38 and the fact that equals 2% and ivequals 10, then it is easy 
to find that the dropping probability is greater than 0.15% as shown in Figure 2-18. The 
fact is that the network has been already over-dimensioned to handle such dropping
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probabilities and therefore no channel reservation is needed. If any of these design 
parameters changed and especially the value of w, then there could be the case where 
channels reservations would be required.
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Figure 2-18. Dropping probability for system with reservation policy
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Figure 2-19. Blocking probability for system with reservation policy
In order to show this dependency of the number of reserved channels upon the value of 
w, three mixes gare considered namely 0.05, 0.3 and 0.8 corresponding (according to 
the previous analysis) to the stationary region, to the moving/stationary region and lastly 
to the moving region. Varying QoS weight was assumed from 1 to 1000 and 
subsequently the number of reserved channels for the different case was calculated
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(again GoS = 2%) where the findings^ are presented in Figure 2-20. It is observed that if 
no QoS is considered i.e. weight equals 1, then apparently no channel reservations are 
needed regardless of the moving/stationary user mix. On the other hand, if very low 
dropping probability were demanded which would result in having a weight greater than 
10, then the number of reserved channels grows regardless of the user mix. A weight of 
1 0 0  or 1 0 0 0  corresponds to a dropping probability of about 0 .0 1 % or 0 .0 0 1 % 
respectively and it is easy to understand why the system needs all these reserved 
channels in order to achieve such a low dropping probability.
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Figure 2-20. Impact of considered QoS weight on the number of reserved 
channels for different moving/stationary user mixes
2.4 Conclusions
The main objective of this chapter was to establish a framework for dimensioning of 
voice services when the user mobility is taken into consideration. The first step was to 
understand whether the Erlang B formula is still applicable for the dimensioning of the air 
interface of cellular networks given the fact that the Erlang B blocking model assumes 
Poisson arrivals. Thus, it was argued that although in general handover traffic may not
 ^ I t  is important to stress here that these configurations are not equivalent from a capacity i.e. 
supported subscribers point of view and generally the greater the weight the lower the 
capacity.
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be of poissonian nature, the latter can be safely assumed for the typical blocking 
operating values.
Despite that, the Erlang B formula was not readily applicable because of the fact that 
mobile users were causing consecutive handovers as they moved from one cell to the 
next. Therefore, the cell load is not a function of the call arrival rate and the call 
duration, but a function of the call arrival rate, the number of performed handovers 
during the call and the channel holding time. Of course, the last two factors depend on 
the call duration but also they depend on the mobility characteristics of the mobile users 
and crucially on the handover mechanism. The literature provides models of the cell 
residence time which basically could be used to calculate the number of handovers and 
channel holding time, but these models consider only the mobility aspect of the problem 
and fail to capture it in its entirety. As a result, a comprehensive model of the cell 
residence time was proposed taking into consideration both the user mobility and the 
handover mechanism. Importantly, this model proposed that the new and handover cell 
residence times must not be linked through the excess life theorem, an easy way of 
simplifying the analysis typically found in the literature. Lastly, based on the cell 
residence time model a set of formulae were derived calculating the mean channel 
holding time and the mean number of the performed handovers during the call duration.
The cell load was evaluated under different mobility assumptions and the general 
conclusion was that the user mobility results in a decrease of the actual load with respect 
to the static load. This was justified by the fact that (high) mobility resulted in breaking 
down the offered load into small but many channel holding times and this enabled the 
system to achieve a better statistical multiplexing of the offered load across neighbouring 
cells and therefore the system achieved a performance gain. At low mobility, this gain 
reduced and practically depended only on the stochastic nature of the handover 
mechanism i.e. handover margin. Lastly, at the extreme of low mobility and high 
handover margins, handovers did not occur and practically the actual cell load was equal 
to the static load.
The next step was to proceed with the dimensioning procedure when the user mobility 
was taken into consideration. Based on the important observation that moving users 
generated lower load than static users, the enhanced system capacity was evaluated. 
Thus, it was found that a 40-channel reference cell could support 929 subscribers if they 
were static, but this number increased to 994 subscribers if they had a crossing rate of
33.3 h'  ^ (for example users moving at 50 km/h and the cell radius equals 1.5 km). Of
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course, depending on the moving/stationary user mix the cell capacity would vary 
between those two extremes. However, the previous analysis did not provide any QoS 
for handover calls and given the fact that dropped calls are worse experienced than 
blocked calls by the end user, a QoS weight was considered. I t  was found that if this QoS 
weight was equal to 10 and the moving/stationary user mix was 0,3, then the system 
could support 883 and 956 subscribers with (dropping probability of about 0.1%) and 
without QoS guarantees, respectively. Next, it was investigated how the use of a channel 
reservation scheme would impact the dimensioning procedure and it was found that for 
the normal QoS weight value of 10, such a scheme is not needed if the findings of the 
QoS-guarantee dimensioning procedure were followed when the traffic is either highly 
static or highly moving. In between, there was a user mix region where a channel 
reservation scheme would Increase the system capacity and importantly improve the 
experience of moving users. Thus, it was found that when the user mix was 0.3 and the 
QoS weight was 10, then the reservation scheme would increase the supported 
subscriber figure from 883 to 890. Lastly, it was examined under which QoS guarantee 
assumptions (different weight values) there was significant deviation in the number of 
the reserved channels from the normal case, and it was concluded that the whole 
analysis depended largely on the QoS assumptions and if a very low dropping probability 
were needed like 0 .0 1 %, which was equivalent to a weight of 1 0 0 , then much more 
channels must be reserved exclusively for handover calls.
This chapter presented a framework for network dimensioning for voice services while 
taking into consideration the user mobility. However, contemporary mobile systems like 
GPRS, EDGE and UMTS are poised to deliver a wealth of packet services besides voice, 
and therefore it is imperative to be able to dimension for such services and especially for 
mixed voice and packet services.
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Chapter 3
Dimensioning for packet services and 
mixed services
3.1 Introduction
Traditionally, cellular systems were developed for the delivery of voice services but this 
has been set to change indefinitely with the emergence of packet-oriented systems such 
as GPRS, EDGE and Importantly UMTS. Thus, the dimensioning paradigm is expected to 
incur a radical change from the well-understood voice-centric dimensioning procedures of 
the GSM era to the largely unknown packet-centric and basically mixed-services 
dimensioning procedures needed for the new systems.
This switch of dimensioning paradigms is not easy at all. As it was extensively discussed 
in Chapter 2, the conventional way of dimensioning for voice services requires only 
assumptions regarding the voice calls arrival rate and the call duration under the 
assumption that resources will be utilised only for the duration of the call. Unfortunately, 
a similar straightforward description cannot be given to the packet-centric case because 
of two issues. The first one relates to the fact that the term packet services actually 
encompasses an array of services such as streaming video, streaming audio, web 
browsing, text. Interactive, and multimedia messaging, e-mail, general file transfers like 
MP3 downloads, and corporate virtual private network (VPN) access. The second issue 
stems from the fact that all these packet services have totally different traffic 
characteristics a detailed understanding of which Is of crucial importance in order to 
dimension sufficiently the system to cater for the particular QoS requirements of every 
service.
In order to ease the analysis two major simplifications are often considered. The first one 
is the case where packet services are assumed as simple high data rate (64 kbps or 
higher) services with 1 0 0 % duty cycle and similarly to the voice case, the service is fully 
described by the service arrival rate and the service duration. This case is analytically 
amenable thanks to the multi-service Erlang-B blocking model [7], [43]. According to the
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second case, assumptions are made regarding the total amount of data downloaded (and 
uploaded) by the end user, and based on this figure it is calculated how much time this 
user would occupy a channel with a certain data rate i.e. 64 kbps [46].
In some cases, these simplifications may be readily applicable (for instance when jointly 
dimensioning for voice and video services) but in general they fail to capture the QoS 
provisioning problem in its entirety especially when packet delay estimation is required. 
Taking the example of web browsing and assuming merely that the end user will 
download 4 pages of 20 kbytes each or equivalently 80 kbytes worth of web pages 
during the busy hour, it is not sufficient to simply take these 80 kbytes multiply by the 
number of subscribers and accordingly to dimension the system because the important 
QoS factor of delay requirement is not taken into consideration whatsoever. Thus, it is 
important not only to deliver a requested page but also to deliver this within a logical 
time (for instance Table 1-1 quotes that page delay should not exceed 8  sec) after the 
request has been sent. The authors in [64] proceed with an analytical approach for a 
joint voice and packet services dimensioning model, however this model makes important 
simplifications regarding the packet services. Thus, it assumes that only one packet is 
generated per subscriber, packet arrivals follow a Poisson process and also the packet 
sizes are exponentially distributed, which is hardly the case as It will be seen In section 
3.2 where the web browsing model is presented in detail.
Based on these limitations of the current packet-services dimensioning approaches, this 
thesis will explore how dimensioning and QoS provisioning for packet services can be 
combined. In order to simplify the analysis only one packet service, i.e. web browsing, 
will be considered which is undoubtedly the most important packet service because it is 
expected that overall the web traffic will correspond to the largest portion of the total 
amount of transmitted data. In addition, web browsing comes with QoS requirements 
because every requested web page should be downloaded within a reasonable time.
The rest of the chapter is organised as follows. Initially, a detailed description of a web 
service model is given together with important session, page and packet statistics. Then, 
the chapter continues with the identification of three different mechanisms which could 
be utilised for the delivery of packet services and proceeds with the examination of the 
dimensioning for web browsing services according to QoS requirements and depending 
on the delivery method. Subsequently, the chapter presents the all-important mixed 
service analysis for voice and web browsing services and significantly the results are
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compared against the case where the dimensioning takes into consideration only the 
amount of transmitted data.
3.2 Packet service models
Because of the burst nature of packet services, it is important to have appropriate 
models which approximate their traffic characteristics. Thus, the literature provides 
models for a great range of services such as video [61], [63] and e-mail [20] but by far 
the most cited packet service is web browsing [10], [11], [25], [33], [6 8 ] and [74]. All 
proposed web service models follow generally the depicted model of Figure 3-1, which is 
described by the following parameters:
« Session arrival process
• Number of downloaded pages per session Np^ ge
• Reading time between pages Tpgge
• Number of packets within a page Npacket 
e Interarrival time between packets Tpacket 
» Packet size Spacket
Building on this fundamental model, authors propose different values and distributions 
with the ultimate objective to develop a model which approximates adequately measured 
data. Naturally, it is beyond the scope of this thesis to examine the differences between 
the proposed web models and therefore, the most widely acceptable model will be 
assumed [33] whose parameter description is quoted in Table 3-1.
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Figure 3-1. Illustration of the web browsing service 
Table 3-1. Description of web model parameters
Param eter Value Distribution
Session arrival process Poisson
Number of downloaded pages 
per session
5 Geometrical
Reading time between pages 120 s Geometrical
Number of packets within a 25 Geometrical
page
■ Interarrival time between 
packets (depending data rate 
32, 64, 128 and 384 kbps)
0.12, 0.06, 0.03, 0.01 s Geometrical
Packet size mean 480, max 66666 Truncated pareto
Although, this model is extremely useful in giving insight of the internal processes, it is 
very difficult to handle analytically. The problem stems from the fact that this Is not a 
simple ON-OFF model with certain characteristics, but a complex three-tier model which 
first generates sessions, then every session generates a number of pages and finally 
every page generates a number of packets. Consequently, computer simulations are the 
only available means of understanding the generated traffic.
Table 3-2. Web model statistics (session arrival rate = 0.1 per sec, 64 kbps)
Mean Standard
deviation
Coefficient of 
variation
Session interarrival time (sec) 10.1 10.5 1.03
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duration (sec) 467.3 658.9 1.41
Page interarrival time (sec) 2.00 2.11 1.05
download time (sec) 1.75 1.84 1.04
Packet interarrival time (sec) 0,080 0.3897 4.85
size (bytes) 475.5 2364.6 4.97
Table 3-2 quotes the collected statistics, which are split into three categories: session, 
page and packet statistics (the statistics are discussed in the next section). Thus, taking 
advantage of this inherent separation, it is possible to define different strategies in order 
to assign resources for web browsing (and in general for packet) services. The first 
approach is simply to allocate dedicated resource to one user for the entire duration of 
the web session. The second Is to assign dedicated resources to one user only when the 
user wants to download a page and after the download completion the resources will be 
de-allocated to the common resources pool. Lastly, the third solution is to have a 
common channel, which will be accessible by every user on a packet basis.
Finally, the analysis throughout this chapter will assume only static users. In contrast to 
voice services, when a user within a web session performs a handover to a new cell and 
the connection is dropped because for example of lack of resources in the new cell, this 
does not result necessarily in a bad user experience. Normally, after a while higher layer 
protocols like the RLC and the TCP will force the re-establishment of the radio connection 
and the whole procedure will be merely experienced as a small^ additional delay. In order 
to understand the behaviour of the system the detailed modelling of the upper protocol 
layers is required but this would introduce additional complexity in this analysis and 
importantly the analysis would become very system specific because there are 
fundamental differences between the implementations of the upper protocol layers 
(predominately MAC and RLC) of the various cellular systems.
3.3 Allocating resources for packet services
Having established the level of allocating resources, the following three approaches will 
be explored in detail: permanently allocated dedicated resources, temporarily allocated 
dedicated resources and shared resources.
8 This is expected to be around 1 - 2  sec for UMTS systems
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3.3.1 Permanently allocated dedicated resources
This is the simplest approach whereby resources are allocated for the whole session 
duration. Examining the statistics of the web model on a session level from Table 3-2, it 
is observed that the arrival process has coefficient of variation equal to 1 as expected 
since the model expects that sessions are generated according to a poisson process 
(Table 3-1). However, the session duration deviates from being exponentially distributed 
(coefficient of variation greater than 1, and consequently the well known M/M/n queue 
analysis is not applicable, but instead M/G/n must be used. Unfortunately, this case is not 
analytically solvable, but approximations are available in the literature [18]. The mean 
queuing delay (waiting time) is given by:
1 + C: (3 .1 )
nl
,M  I M I  n (^3/^3^)] —
nju
■ n\ 
ICg" f! 1 -
(:L2)
n \ i
where Q  is the coefficient of variation of the service time (session duration), X is the 
session arrival rate and l/jn is the mean session duration.
Using Eq. 3.1, it is possible to estimate the mean queuing delay for different service 
loads. The calculation results are depicted in Figure 3-2, where 1/p = 467.3 sec, = 
1.41 sec and every channel has a bandwidth of 64 kbps.
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Figure 3-2. Queuing waiting times against session arrival rate
Assuming that the maximum acceptable waiting time for a new user to get access to the 
system is 8  sec, it is possible from Figure 3-2 to estimate the maximum tolerable loatj, 
which is quoted in Table 3-3 for different system configurations (number of channels). 
Obviously, a small number of channels can cope with very small loads but even in the 
case of 10 channels the maximum tolerable load equals only 0.016 sessions/sec. To put a 
perspective to this figure, this is equivalent to the initiation of only 57.6 sessions during 
the busy hour.
Despite the fact that allocating resources in this manner is very user friendly since 
resources are always available for the entire call duration, and requested pages are 
downloaded fast with a mean download time of 1.75 sec (Table 3-2), it is not cost- 
efficient for the operator because they are not utilised during the time between two 
consecutive pages (reading time). Therefore, a better solution should be the de­
allocation of the resources after the end of the page download, as examined in the next 
section.
Table 3-3. Maximum tolerable load for web services (permanent resources)
Number of channels Maximum tolerable 
load (sessions/sec)
4 0.0030
6 0.0075
8 0.0115
10 0.0160
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3.3.2 Temporarily allocated dedicated resources
Dedicated resources are temporarily allocated to a user in order to download a single 
page and then they are de-allocated and become available to other users. Although a 
more rigorous analysis is needed, the examination of the page-related statistics of Table 
3 - 2  reveals that the arrival process and the download time could be assumed to be 
poisson processes, since both have coefficient of variations close to 1. However, the 
reality is more complicated.
Allocating temporary resources would result in introducing advance intelligence in the 
system, i.e. the page download procedure has been finished and therefore resources 
could be de-allocated. For this reason, the system is equipped with a user-specific 
inactivity timer which is reset every time a packet is transmitted and upon its
expiration the resources are de-allocated [54]. Even though, the page download time is 
unaffected, the actual service time is extended by modifying consequently the 
page-related statistics of Table 3-2.
In order to estimate the delays incurred In such a system, traffic according to the web 
model is generated and it is given to the system depicted in Figure 3-3. The system 
comprises of a common queue and a series of timers and servers (channel data rate 
equals 64 kbps). Packets are queued whenever:
• The first packet of a new user arrives in the system but none of the servers 
are available
• A packet of one user arrives in the system but the user's dedicated server 
processes (transmits) another packet at that moment (server is busy)
Furthermore, a server is regarded as unavailable when either it processes a packet or It 
waits idle waiting for the inactivity timer to expire. Whenever a new packet is processed 
by the server, the timer is reset. The timer is set to 1 sec. Lastly, statistics were collected 
regarding the download time of a page i.e. the time period between the first packet of a 
page arriving in the system until the transmission of the last packet of that page.
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Timer Server
Queue
Figure 3-3. System model of temporarily allocated dedicated resources
The simulation results are shown in Figure 3-4, where the 95^ percentile page download 
delay is drawn against the session load for different number of channels. I t  is important 
to note here that in this case we are not interested in simply estimating the waiting time 
in the queue but the entire time needed for the download of the page, since resources 
are not permanently allocated as in the example of Figure 3-2. In addition, because of 
the heavy-tailed delay distributions observed, the mean does not give a good insight of 
the statistics and consequently the 95^ *^  percentile is used [33].
Assuming that there is a performance target of downloading the page at less than 8  sec 
for 95% of the cases, it is possible to estimate from Figure 3-4 the maximum tolerable 
load for every examined scenario. The results are quoted in Table 3-4. Although, a direct 
comparison between the figures presented in Table 3-3 and Table 3-4 is not absolutely 
correct, because the former table quotes values of mean waiting time whereas the latter 
of 95^  ^percentile of page download time, it gives insight of the cost reduction benefits 
which could be gained if the approach of temporarily allocated dedicated resources is 
considered.
Despite the apparent improvement, this resources allocating method has its misgivings. 
Table 3-5 shows some interesting statistics obtained at the maximum tolerable load for 
the examined scenarios. First, it is observed that the system cannot achieve high 
resource utilisation which ranges between 27.3% to 33.4%, a fact that indicates that the 
system resources are rather under-utilised. This is further established by observing
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Figure 3-4 in conjunction to Figure 3-5 where the mean utilisation of a system with 6  
servers is drawn against the network load. Thus, the system with 6  servers becomes 
unstable (constantly growing queues) when the session load exceeds 0.3 sessions/sec, 
which corresponds to only 45% utilisation. The reason for this behaviour of the system is 
the existence of the inactivity timers, which is clearly depicted in Table 3-5 where the 
mean number of servers on timer and the probability that all servers are on timer are 
shown. Thus, the existence of the 1-sec inactivity timer results in having approximately 
half of the servers remain inactive waiting for their timer to expire and also results in a 
rather high probability ranging from 7.3% to 20.8% that all servers remain inactive.
16 -
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—X -- 10 channels
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Figure 3-4. Page download delay against load (temporary resources)
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Figure 3-5. Utilisation against load (6 servers)
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Table 3-4. Maximum tolerable load for web services (temporary resources)
Num ber o f channels Maximum tolerable 
load (sessions/sec)
4 0.10
6 0.14
8 0.20
10 0.27
Unfortunately, because of the penalty paid in terms of signalling load and delay for the 
establishment of a dedicated channel, the inactivity timer cannot be infinitely small but 
typically it should be at least equal to the round-trip delay, which In many cases 
(especially at times of network congestion) is more than 1 sec. On the other hand, if this 
timer was set much greater than 1 sec, then the corresponding figures of Table 3-5 
would be degraded resulting in more servers being idle, lower resource utilisation and 
hence worse system performance.
Table 3-5. Server utilisation characteristics (temporary resources)
Num ber of 
channels
Mean
utilisation
Possibility all 
servers are 
busy
Mean number 
of servers on 
tim er
Possibility all 
servers are 
on tim er
4 27.3% 11.6% 1.7 20.8%
6 30.7% 7.1% 2.5 13.1%
8 32.7% 4.8% 4.0 11.3%
10 33.4% 2.6% 5.4 7.3%
Optimising the inactivity timer requires detailed knowledge of the end-to-end system 
characteristics (including the radio, the core network and the IT servers) and precise 
modelling of the interactions of the upper protocol layers (MAC, RLC and TCP/IP), and 
such a task is beyond the scope of this thesis.
3.3.3 Shared resources
By far, the best solution to provide packet services is the employment of packet (shared) 
channels, whereby resources are not dedicated to a particular user but all users are
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accessing the channel whenever there are specific packets for them^. However, such 
channels necessitate the use of a signalling mechanism, which would notify the  
respective terminals whenever there are due packets. Im portantly, all systems utilising 
packet channels like UMTS-FDD [5 ], [6 ], [54 ], and GPRS [17 ], [20] have such 
mechanisms capable of scheduling efficiently consecutive packet transmissions destined 
to different users. Subsequently, the analysis will not focus on a specific but it will 
assume a generic mobile system.
In  order to examine the performance o f the shared channel, it is needed to know the  
packet arrival and packet size (processing tim e) statistics. The examination of the packet 
related statistics depicted in Table 3 -2  reveals a significant departure of both distributions 
from the exponential distribution (coefficient o f variation much greater than 1).
Therefore, the packet channel could be considered as a G /G /1 queue but because firstly 
the distribution of the packet arrival process is not known (although packet sizes are  
pareto distributed) and secondly G /G /1  is not easily analytically am enable, an analytical 
approach would be rather difficult to proceed with.
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Figure 3-6. Page download delay against load (shared resources)
Consequently, the performance of the system in term s of page download delay was 
assessed with the use of com puter simulations. The considered system model consisted
 ^ Because web traffic is basically only on the downlink direction, only downlink related packet 
channels (i.e. the network transmits packets) are considered here. The examination of uplink 
packet channels (i.e. users requesting access to transmit) is beyond the scope of this thesis.
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of a web traffic generator, a simple FIFO queue and a server (shared channel) able to 
process (transmit) the arrived packets at a given data rate. The simulation results are 
shown in Figure 3-6 and maximum tolerable load (95^ page download time less than 8  
sec) for different data rates are quoted in Table 3-6.
A comparison of the maximum tolerable load tables of the presented schemes (Table 
3-3, Table 3-4 and Table 3-6) shows that the last one can easily give the best results. 
Importantly, the shared-channel scheme offers an enhancement of the system capacity 
ranging from 1 0 0 % to 280% in comparison to the temporarily dedicated channel 
scheme. Largely, the exceptional performance of the shared-channel stems from the fact 
that high resource utilisation can be achieved without causing instability to the system 
(ever increasing queues). The utilisation curve of a 384-kbps shared channel is drawn in 
Figure 3-7, where it can be easily observed that because of the lack of the inactivity 
timers the system can be substantially loaded and its resource utilisation increases 
accordingly. In this case, the maximum tolerable utilisation is about 73% and higher 
resource utilisation figures would result in page download times exceeding the QoS 
requirement of 8  sec.
Table 3-6. Maximum tolerable load for web services (shared resources)
Data rate (kbps) Number of 
equivalent 
dedicated channels 
(64 kbps)
Maximum tolerable 
load (sessions/sec)
Mean utilisation
64 1 0.025 0.16
128 2 0.125 0.47
256 4 0.280 0 .6 8
384 6 0.360 0.73
512 8 0.435 0.85
640 10 0.500 0.90
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Figure 3-7. Utilisation against load (384 kbps shared resources)
3.4 Mixed services
Having established the system capacity for packet services, it is possible to dimension the 
network for mixed voice and packet (web) services. From the three different resource 
allocation methods for packet services, the first one namely the permanent allocation 
method will not be considered in this analysis, because of the inefficient way of using 
resources and hence the very low achieved system capacity.
Also, for comparison purposes the widely used dimensioning method of traffic 
aggregation will be considered. As, it was discussed in section 3.1, this method simply 
sums up all the demanded data traffic and calculates the number of 64-kbps channels 
needed to transmit this amount of data at 100% utilisation. In this way, all data traffic is 
transmitted however there is no consideration regarding the experienced delay. This 
method will be henceforth denoted as no delay consideration method.
In order to have an analysis in mixed services applicable to both TDMA and CDMA 
systems, a generic throughput value will be considered in order to keep the analysis 
independent of the employed cellular technology. Continuing with the reference cell of
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section 2.3.2 capable of supporting 40 voice channels or equivalently 40 * 16 = 640 kbps 
total throughput assuming that a voice service demands a data rate of 16 kbps^o.
Lastly, it is assumed that every subscriber will do one voice call and L web calls during 
the busy hour. Hence the service mix will be simply denoted as L and if Z. > 1 then the 
service mix is data-centric whereas if Z. < 1 then it is voice-centric.
3.4.1 Voice -  web services: No delay consideration
In order to calculate the number of supported subscribers, initially the average required 
throughput per subscriber is calculated. Given that the service mix is L, then during the 
busy hour every subscriber will initiate L web sessions each consisting on average of 5 
web pages of 12 kbytes. Hence, the total throughput requirements per subscriber is:
web.subsriber
5 1 2 8 1
3600 kbps = 0.133 1 kbps (3 .3 )
Equivalently, one subscriber occupies 2.08340*® L of the total capacity of a 64-kbps 
channel. The number of supported subscribers 5 is  given by:
64010' ~ / , ( 2 %, 5 k j l 6 .1 0 =
64.10" = 2.083 10 *16 ' ( 3 .4 )
where [x] is the integer part of x, feipblockingcalculates the number of voice channels
needed to carry the offered traffic A with blocking probability Pbiockmg according to the 
Erlang B blocking model, and is the voice traffic generated per subscriber (1
call of 120 sec during the busy hour or equivalently 33.3 mErl).
The supported number of subscribers for varying service mixes is shown in Figure 3-8. 
For small values of L the maximum number of subscribers equals 820, which basically is 
the number of subscribers supported by 36 voice channels. In section 2.3.2, It was 
shown that the 40 voice channels support 929 subscribers, but in this case a 64-kbps
Implicitly, it is assumed that the duty cycle of voice services equals 100%, fact that is not true 
as it is typically 50%, which would result in CDMA based systems supporting twice the 
number of users. However, this analysis closely follows the hardware resources requirements, 
which are independent of the duty cycle.
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channel (or equivalently 4 voice channels worth of throughput) are needed for the web 
service. For larger values of L the requirements for 64-kbps data channels increases and 
apparently the number of supported users decreases accordingly. At the extreme of L 
being equal to 5, the supported users are only 380.
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Figure 3-8. Supported subscribers for different service mixes L (no delay
consideration)
3.4.2 Voice -  web services: Temporarily allocated resources
Having evaluated the basic system capacity for data services when resources are 
temporarily allocated as quoted In Table 3-4, it is straightforward to proceed with the 
mixed service analysis. In order to estimate the number of supported users, two 
approaches can be considered. The first one, for a given number of subscribers, the 
number of voice channels (at for example 2 % blocking probability) is calculated, and 
hence the voice throughput required. Next, this is deducted from the total throughput 
and the result eventually gives the number of dedicated 64-kbps channels. According to 
Table 3-4, the maximum web load is found and, based on the service mix L, the 
maximum supported number of data users is calculated. The whole procedure runs 
several times until the supported data users is equal to the initial number of subscribers.
The second approach starts with the web service as a basis. Similarly, for a given 
number of subscribers and service mix L, the number of 64-kbps data channels can be 
calculated from Table 3-4. This gives the data throughput, which can eventually lead to 
the available voice throughput and thus the number of voice channels. Again, assuming a
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blocking probability of 2%, the number of supported voice users is computed. The whole 
procedure runs iteratively for several times until the supported voice users is equal to the 
initial number of subscribers.
The mixed services dimensioning results for the two approaches are drawn in Figure 3-9, 
where it can be seen that the number of supported subscribers is inversely proportional 
to the service mix L  In addition, as Z. -> 0 then the number of supported users equals 
820 (as per section 3.4.1), whereas for large values of L the supported users decreases 
significantly and when Z. = 5 then the number of subscribers equals 140. The important 
observation, however, is the fact that the two approaches predict different system 
capacities, where the highest is given by the second one (web service as basis). The 
difference between the predictions ranges from 10% to 15%, it is greater for small 
values of L and it diminishes for increasing L  This difference is due to the fact that with 
the second approach a better resolution of the available throughput can be achieved 
because voice service demands a smaller data rate than the web service, and hence the 
increased number of users.
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Figure 3-9. Supported subscribers for different service mix (temporarily
dedicated resources)
The previous analysis, although simplistic, gives an insight of the system capacity 
regarding mixed services. However, it has an important drawback; real systems have a 
common pool of resources readily available for both services, hence pragmatically the 
system is expected to support more subscribers than predicted by the two previous 
dimensioning approaches.
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In order to examine in more details the system dynamics, computer simulations based on 
the system model of Figure 3-3 were run considering voice services as well. Furthermore, 
because in real systems voice and web traffic interact with each other and voice is 
regarded as a high priority service [3], the system model assumes that whenever a voice 
call arrives in the system and there is no available capacity, but there are idle data 
servers waiting for their respective inactivity timer to expire, then resources are re­
assigned to the voice services. Naturally, if all resources are not available then any 
incoming voice calls are blocked, whereas web sessions are queued.
The simulation results for different service mixes are depicted in Figure 3-10 for the page 
download delay of the web service and in Figure 3-11 for the blocking probability of the 
voice service, where it can be clearly observed the impact of the service mix on the 
corresponding statistics. Thus, voice-centric service mixes tend to shift the page delay 
curve towards large subscriber numbers, whereas data-centric mixes towards the other 
end. In addition, because of the priority of the voice service, the latter does not exhibit 
significant blocking even at high subscriber number when the service mix is data-centric 
and the opposite happens for voice-centric service mixes.
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Figure 3-10. Page download delay for different service mixes
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Figure 3 11. Voice blocking probability Vs number of subscribers for different
service mixes
For different services mixes, the maximum number of supported subscribers was found 
given that the page delay is less than 8 sec and the blocking probability is less than 2%. 
The results are shown in Figure 3-12 and they are compared against the cell 
dimensioning curves of Figure 3-9. As was expected, the fact that the resources are 
shared between the two services leads to an increased system capacity ranging between 
7% and 16%, where the difference decreases for higher values of L
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Figure 3-12. Supported subscribers for different service mix (temporarily 
dedicated resources and common resources pool for voice and web services)
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In conclusion, the split of resources between voice and web during the dimensioning 
process would result in over-dimensioning the real system since the actual system 
capacity would be anything between 7% and 16% higher than that.
3.4.3 Voice -  web services: Shared resources
The mixed service analysis continues with the shared resources scheme. Again a similar 
approach to that of section 3.4.2 is considered, where for a given number of subscribers 
the required shared data channel according to Table 3-6 Is calculated, then the data rate 
of the shared channel is deducted from the total throughput and ultimately the number 
of supported voice users is calculated.
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Figure 3 13. Supported subscribers for different service mix (shared
resources)
The calculation results are depicted in Figure 3-13. For small values of L the supported 
subscribers are again 820, and as previously this number decreases for increasing L 
When L equals 5, it Is estimated that the system supports 280 subscribers. In addition, 
Table 3-7 quotes the resources split between voice and data services.
Table 3-7. Resources split between voice and data services
Service mix Voice channels Shared data channel data 
rate (kbps)
<0.5 36 64
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1 32 128
2 28 192
3 24 256
5 16 384
Lastly, a system employing this scheme is not expected to freely share its overall 
resources between voice and web services, but there would be resources (64 kbps or 
more depending on the data rate of the shared channel) allocated to web services and 
the rest would be used only by voice services.
3.4.4 Practical implications
The previous sections presented the system dimensioning results based on the widely 
used method of aggregated data traffic (noted as no delay consideration method), and 
on the two typically deployed resource allocation schemes namely the temporarily 
allocated resources method and the shared resources method. Figure 3-14 summarises 
the estimated cell capacity figures.
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Figure 3-14. Supported subscribers for different dimensioning methods
Evidently, in the majority of the cases the no-delays-consideration approach results in the 
under-dimensioning of the system, especially when the system utilises the temporarily 
dedicated resource allocation scheme. Figure 3-14 draws the curves of the relative error
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between the planned and the actual system capacity for the two allocation schemes. I t  is 
observed that, the relative error increases for increasing value of service mix L and it is 
always much higher for the temporarily dedicated resource allocation scheme, which can 
be as high as 60%. In contrast, the relative error to the shared resource allocation 
scheme can be zero for a small range of L but again at higher values of L it increases and 
at the extreme it reaches 25%.
These observations lead to the conclusion that the no-delays-consideration approach 
should not be used for the dimensioning of a system employing the temporarily 
dedicated resource allocation scheme. The dimensioning errors result in the significant 
under-dimensioning of the system leading to very poor operational system performance 
and additional effort would be needed in order to bring the packet performance to user 
acceptable levels. On the other hand, a system employing a shared resource allocation 
scheme, thanks to the high resource utilisation achieved as shown in section 3.3.3 could 
be dimensioned using the no-delays-consideration approach for small values of L  
Otherwise, similar to the other allocation method, important errors are introduced and 
the system is under-dimensioned.
At this point it must be noted that the previous conclusions heavily depend on the target 
page download time, which in this analysis was assumed to be up to 8 sec for 95% of 
the cases. I f  this target time was either relaxed or tighten, then overall the previous 
conclusions would change. Thus, if it were relaxed, then the relative dimensioning errors 
for both allocation schemes would decrease, and moreover, the service mix region where 
there are no dimensioning errors for the shared-allocation scheme would increase and 
vice versa.
In sections 3.3.2 and 3.3.3, it was established that the shared-allocation scheme gives 
the best system capacity regarding web services. This conclusion is not readily applicable 
to mixed services, because the end result depends on the value of the service mix.
Hence, Figure 3-14 shows that basically for all expected service mixes the shared- 
allocation scheme provides the highest system capacity, where the relative gain ranges 
from 5% to 85% depending on the service mix. Consequently, only if the expected 
service mix is very voice-centric {L < 0.2 or equivalently 12 kbytes worth of web traffic 
per subscriber during the busy hour) then it is not justified to deploy shared channels, 
since as previously mentioned the deployment of shared channels is typically associated 
with an additional cost.
88
Dimensioning for packet services and mixed services
Lastly, it was assumed that the users are stationary; hence each generates 33.3 mErl of 
voice traffic during the busy hour. However, the findings of this section are readily 
applicable for the case of moving users as well, especially when the system is equipped 
with shared channels. In this case, the voice part of the dimensioning procedure could 
take into consideration the particularities of the moving users using voice services as 
described in section 2.3.2. Regarding the temporarily dedicated allocation method, the 
same approach is applicable, unless fine detail of the system capacity is required, where 
in this case the dynamics of the system must be taken into consideration (see the 
common resources pool analysis in section 3.4.2), and hence more detailed analysis is 
needed which is usually assisted by computer simulations.
3.5 Conclusions
This chapter explored the relatively unknown paths of dimensioning for packet services. 
From their diverse universe, web browsing was chosen as the most representative and 
well understood which Importantly has QoS requirements because the delivery of a web 
page is expected within a logical acceptable delay after the page request. In order to 
deliver packet services three delivery or resource allocation methods were identified. The 
first one operates on a session level and dedicated resources are allocated to a user for 
the duration of the session without taking advantage of any Inactivity periods. The 
second one operates on a page level and dedicated resources are allocated to a user only 
for the duration of the page download. Subsequently, the resources are de-allocated 
back to the common pool. The third one operates on a packet level and only shared 
resources exist. In this way, traffic from all users are queued in a shared packet channel 
which acts as a simple FIFO queue. Based on the particular traffic characteristics of the 
web browsing model, dimensioning guidelines are produced for the three resource 
allocation methods under the QoS requirement guarantee that the 95^ *^  percentile of the 
web page download time was equal to 8 sec. As expected, given a throughput availability 
of 384 kbps, the first method has the worst capacity handling a mere 0.0075 
sessions/sec, the second method Is capable of handling 0.14 sessions/sec and clearly the 
third method has the greatest capacity managing 0.36 sessions/sec.
The second part of the chapter dealt with the mixed services dimensioning and 
specifically with voice and web browsing dimensioning for different service mixes.
Initially, it is examined how many subscribers can be supported when for the packet 
services, the system is simply dimensioned to transfer the total amount without any QoS
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considerations. Thus, for the case when a subscriber would do one voice call and one 
web browsing session during the busy hour then it is found that for the reference cell of 
40 voice channels or an equivalent throughput of 640 kbps, 700 subscribers could be 
supported. On the other hand, If the temporarily allocated dedicated method was 
considered then it was estimated that 490 subscribers could be handled, and lastly it was 
reported that the shared allocation method could support 700 subscribers.
To sum up, taking into consideration the estimated capacity figures for different services 
mixes, it was concluded that when dimensioning the system without considering any 
delays then the resulting dimensioning figures hugely overestimate the system capacity 
In the majority of the cases. Only when the shared resources allocation method is utilised 
in the real system and only when the voice portion is greater than that of the web 
browsing, the dimensioning results resemble reality.
The dimensioning analysis throughout this chapter and the previous chapter made a 
fundamental assumption: there are no load imbalances among neighbouring cells, 
therefore it is expected that the network performance will be quite uniform across the 
entire network. Of course, this is hardly the case and the next chapter examines how the 
network performance is degraded by voice and packet load Imbalances, and importantly 
it proceeds with the introduction of an adaptive scheme capable of equalising these load 
imbalances.
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Chapter 4
Load imbalances and optimisation of 
resource utilisation
4.1 Introduction
Based on future network usage figures (subscriber density, traffic generated per 
subscriber and service mix), the dimensioning procedures, as described in Chapter 2 and 
Chapter 3, are capable of providing dimensioning guidelines regarding the cell ranges 
(i.e. the nominal distance between the base-sites for different radio environments) 
needed to meet a given traffic demand given the service-specific QoS requirements. 
Subsequently, these dimensioning guidelines are used in order to plan the cellular 
network.
Unfortunately, in the real network things are not ideal and only on average the inter- 
base-site distances adhere to what the planning guidelines command. On top of that the 
subscribers are not uniformly distributed across the network and consequently significant 
load deviations among the cells could be observed from the planned basis.
One potential solution to tackle this problem is the utilisation of subscriber density maps 
during the base-slte planning process. These maps could assist in the reduction of the 
load imbalances and manage to give a quite good first cut of the network. Nonetheless 
they fail to capture the short-term and long-term dynamics of the offered load.
Consequently, the network needs constant monitoring of a number of KPIs (key 
performance indicators), such as blocked and dropped calls, handover failures, transmit 
power and interference levels, real-time and non-real-time service throughput and 
transfer delays, in order to ensure that the delivered service is within acceptable QoS 
limits. In contemporary cellular systems, however, the response time because of 
decisions based on statistical analysis of the various KPIs is quite long and typically it is 
used to prevent these events happening in the future. Hence, this framework is a very 
good tool in order to determine the long-term strategy, such as capacity upgrades.
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On the other hand, short-term load irregularities are impossible to handle under this 
framework, and the only apparent solution is to over-dimension the network in order to 
accommodate the demand of these load irregularities. However, a better and more cost- 
effective solution to this problem is to use more efficiently the existent!ng system 
resources by equipping the system with additional functionality. Thus, this chapter 
proposes and examines a scheme which takes advantage of the overlapping areas 
between neighbouring cells in order to equalise the load Imbalances.
The rest of the chapter is organised as follows: Initially, the impact of load imbalances on 
voice services is examined. Next the proposed scheme Is presented in detail. 
Subsequently, the proposed scheme is tested in three test cases which have 
inhomogeneous traffic characteristics. After the voice services, the impact of load 
imbalances on packet services is also examined. Thus, the previously proposed scheme is 
modified to cater for packet services as well and then it is tested in order to quantify the 
enhancement of the network performance.
4.2 Voice services
4.2.1 Impact of load imbalances on voice services
Given the expected service mix, it is possible to estimate as described In section 3.4 the 
number of supported subscribers per cell. Specifically, section 3.4.3 presents cell capacity 
figures when shared resources are used for the data transmission and the reference cell 
has a throughput of 640 kbps. And, given the expected service mix L, Figure 3-13 gives 
the cell capacity in terms of supported subscribers whereas Table 3-7 quotes the 
resources split between voice and data services. As it has been mentioned, these figures 
have been calculated according to service-specific QoS guarantees. Thus, the quoted 
supported-subscriber figures assume that the GoS for voice equals 2%, and given the 
fact that the subscriber number is hardly ever constant but always fluctuates, it is 
important to establish what is the impact of these deviations on the experienced GoS.
Figure 4-1 draws GoS curves and Figure 4-2 draws resource utilisation curves for 
different service mixes when the load imbalance ranges between -30% and 30% from 
the baseline supported-subscriber cell capacity. For negative load imbalances (number of 
actual subscribers less than supported number), the experienced GoS drops below the
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2% limit, which is apparently acceptable by the end user, but results in rather poor 
resource utilisation. On the other hand, positive load imbalances increase rapidly the 
experienced GoS above the acceptable value of 2%.
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Figure 4-1. Impact of load imbalances on GoS of voice services
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Figure 4-2. Impact of load imbalances on resource utilisation
It is interesting to point out here that even ±30% load imbalances is quite likely to occur 
especially for high values of L where the number of supported subscribers is low. For 
example, when Z. = 5, the number of supported subscribers equals 280 meaning that 
about 80 additional subscribers should be present in one cell in order to degrade
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significantly the system performance. Or equivalently, 80 fewer subscribers from one cell 
would result in very low GoS and hence low resource utilisation.
Subsequently, minimising the load imbalances across the various cells of the network can 
result in improved system performance without adding new capacity. Typically, these 
small-scale load deviations are tackled by means of local congestion relief techniques 
such as directed retry [31], [66]. This thesis considers an alternative solution which 
makes use of the overlapping areas among adjacent cells in order to minimise the load 
imbalances across the network.
4.2.2 Handover margins and cell overlapping areas
Under normal conditions, an MS is served by the BS which can provide the strongest 
signal strength. In these cases, handovers are initiated whenever the received signal of a 
neighbour BS becomes stronger than the received signal of the serving BS, after some 
appropriate averaging window and handover margin to avoid Ping-Pong handovers. 
Because of the stochastic nature of the received signal strength, the handovers typically 
occur at the coverage areas among the cells, which are designed to be highly overlapped 
in order that ubiquitous coverage and therefore call continuation could be achieved.
As it was discussed in section 2.2.2, handovers in GSM/EDGE and TD-CDMA systems 
(and generally in FDMA and TDMA based MAHO cellular networks) are initiated whenever 
the following condition is true:
PBGTo,n>Ho^n ( 4 .1 )
where P B G \„  is the power budget measure as given by Eq. 2.3 and //o,/,is the handover 
margin for a handover from the serving cell to the n"^  ^neighbouring cell.
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Figure 4-3. Power budget handover scenario
A simple case with two adjacent cells is depicted in Figure 4-3. Assuming no shadow 
fading, a MS travelling from BSl towards BS2, performs a handover at point B 
(PBGT(1^2) > H0„MARGIN(2)), whereas a MS travelling from BS2 towards BSl, 
performs a handover at point A (PBGT(2->1) > H0_MARGIN(1)). The exact position of 
these points depends on the respective values of the handover margins H0_MARGIN(1) 
for point B and H0_MARGIN(2) for point A. These points, essentially, define the size of 
their respective cell and the size of the overlapping area between these cells. Thus, by 
altering the handover margins of a particular cell, its size could be modified and 
consequently it is possible to alter the incoming handover traffic from adjacent cells or 
the outgoing handover traffic from this cell to its adjacent cells. Ultimately, in this way it 
is possible to equalise the offered load between neighbouring cells.
4.2.3 Heuristic approaches
The handover margin adjustment can be performed either in real-time when the 
overloading of one or more cells occurs or offline by analysing historical mobility pattern 
data. Bodin [19] is the first who introduces the concept of adaptive handover boundaries 
and provides a very simple algorithm for real-time adaptation. However, this algorithm 
does not ensure that an overlapping area exists continuously between two adjacent cells, 
a fact that causes many problems. In contrast, Chandra [22] provides an optimum 
solution for the offline adaptation problem of the handover boundaries based on the 
assumption that the traffic load tends to follow predictable patterns according to rush 
hours and centres of activities. However, like all the offline engineering approaches to
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dynamic systems, it has its significant drawback of becoming inefficient when deviations 
between the current traffic and the already analysed historical traffic patterns occur.
The real-time adaptation of the handover margins could potentially lead to an 
exceptionally good response of the network to every different traffic imbalance as long as 
the latter does not exceed significantly the system capacity. Also, as it adapts only on the 
current offered traffic pattern, it can make very good utilisation of the system capacity in 
order to handle different cells that become overloaded at different time instances during 
the day.
Unfortunately, as with all the dynamic adaptive systems, it conceals the possibility of 
network instabilities and thus, the handover margin adaptation algorithm should be 
designed with great care. For instance, one potential problem Is that two cells would be 
shrunk so much that there Is no overlapping area between them, which is the case in 
Figure 4-3 with such handover margins which will position the point B left of the point A. 
In this case, a MS which travels from BSl towards BS2, will pass the point B and the 
power budget indicator will trigger a handover request. However, since at that point the 
received signal strength of BS2 would not be strong enough (MS has not passed the 
point C), the MS will be handed over to the BS which at that time can provide the 
strongest signal, which of course this is the base station BSl. Naturally, nothing will 
happen apart from a new power budget initiated handover request which will start again 
the previously described cycle, until the MS will move closer to BS2 in order that the 
latter can provide a stronger signal (point C). Now, this cycle will take place again but 
with BS2 instead of BSl and it will finish by the time the mobile passes the point A. Given 
now, the fluctuation of the received signal due to shadowing, during this travel from 
point B to point A, the MS would handover a number of times from BSl to BS2 and vice 
versa (Ping-Pong handovers). Furthermore, given that there is a large number of MSs 
which travel the same distance in both directions, the result of the non-existence of an 
overlapping area between the two cells, is simply an overwhelming signalling load for 
purposeless handover requests, which could potentially lead to dropped calls and 
therefore, degradation of the network performance.
On the other hand, offline adaptation could give an overall maximisation of the system 
performance with no instability worries but as with all the offline designs it does not cope 
efficiently with changes in the current traffic from the already analysed historical traffic 
patterns. In addition, it does not utilises the time-varying nature of the mobility patterns 
during the day, the week etc, and the fact that different cells within the network do not
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necessarily become overloaded at the same time instance. Therefore, the offline design 
of the handover margins considers a static worst-case traffic for all the cells within the 
network, making in this way inefficient utilisation of the system capacity.
In conclusion, the real-time adaptation of the handover boundaries can provide better 
utilisation of the network capacity and has more advantages than the offline adaptation 
despite its design challenges. Furthermore, a network supplied with a well-designed 
adaptation algorithm which would enable it to be self-organised, is more desirable than a 
network which requires continuous analysis of the traffic data and consequent 
optimisation of its parameters. For this reason, this paper will try to investigate the real­
time adaptation problem of the handover boundaries.
4.2.4 Description of the aigorithm
The considered algorithm [52] is totally distributed since it runs autonomously at every 
cell within the network and its only requirement is the exchange of channel utilisation 
and handover margin information among cells belonging to the same neighbour list. 
Obviously, this extra signalling load depends only on the size of the neighbour list and 
the adaptation rate. Although, it is not appropriate to decrease substantially the size of 
the neighbour list due to handover optimisation issues, as It will be shown later the 
adaptation rate could be significantly decreased.
The flow chart of the proposed algorithm is drawn in Figure 4-4. At the beginning of 
every adaptation cycle, each cell calculates its current channel utilisation 6(0) and for 
every n^  ^cell from its neighbour list, it calculates its corresponding current channel 
utilisation 6(n). Then, it compares 6(0) and 6(n) against two thresholds A and B. 
According to the number of channels available in this cell and assuming that the arrival 
rate is a Poisson process, the threshold A equals the expected channel utilisation for a 
equal to 2%, as given by:
~ = _a ( l-G o 5 )  (4 .2 )
N
where t7 is the expected channel utilisation. A/the number of traffic channels and a the 
offered traffic load at a given GoS. Also, the threshold ^  corresponds to the mean 
channel utilisation for a CcSequal to 0.1%.
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Apparently, the existence of the threshold A indicates a quite loaded cell, which has a 
high probability of giving blocked and dropped calls. On the other hand, threshold B 
indicates a moderately loaded cell. The reasoning behind the introduction of two 
thresholds instead of only one, as in [19], is the fact that cells with different channel 
utilisation require different adaptation steps. In more detail, the proposed algorithm 
makes use of three adaptation steps namely a l, a3 and a4, according to the channel 
utilisation levels 6(0) and 6(n). a3 is the cell-resize reduction step and a4 is the 
expansion step when 6(0) > 5 (and obviously 6(0) > A) and 6(n) < For vice versa. 
Typically, a^ has a large value (3-5 dB) whereas a3 (2 dB) is somewhat smaller than a4.
A large a^ value expands sufficiently a lightly loaded cell in order that its offered 
handover traffic to the loaded cell will be essentially minimised, whereas a small a3 value 
does not reduce rapidly the size of the loaded cell in order that the adjacent cell would 
become overloaded from the offered handover traffic. a2 (1 dB) is used as a cell size 
reduction or expansion step when for the current cell 6(0) > A and B < 6(n) < /I or 
vice versa, which means that this parameter is used for controlled adaptations between 
loaded cells. When the examined cells have similar load then no changes happen apart 
from the case when they are both very lightly loaded. In this case, a new parameter a l 
(0.5 dB) has been introduced in order to force the handover margins back to their 
equilibrium value (3 dB) after the end of the traffic burst. This parameter has been given 
such a small value in order that the restoration of the cell sizes would be a very slow 
procedure, in order that the variations of the cell sizes between bursts of traffic are kept 
to a reasonable minimum.
Having decided which is the suitable value AH for adaptation of the handover margin 
//o,nz then it is checked whether the following
A/o,n + Hnfi + AH > 3 dB ( 4.3 )
is satisfied, where //n,o is the current handover margin for handover from the n^ cell 
towards the current cell. Eq. 4.3 ensures that there is always an at least 3-dB margin and 
thus the Ping-Pong handover probability is reduced. Next, it is checked whether AH 
results in //n,o being larger than Hmax ~ 15 dB or smaller than Hmin- -10 dB [19], which 
are the absolute allowable handover margins that a cell can expand or reduce to. 
Otherwise the new handover margin is given by:
A/n,o|new ~ AH ( 4.4 )
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The same procedure continues for the next cell of the neighbour list and so on until no 
cells are left. A new adaptation cycle starts after a delay At.
Lastly, during this idle time every cell continuously monitors and averages the current 
channel utilisation. When a new adaptation cycle commences, the averaged value is used 
and by doing this it is assured that momentarily fluctuations of the channel utilisation 
value does not affect the effectiveness of the adaptation algorithm.
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Figure 4-4. Flow diagram of the proposed algorithm
4.2.5 System model
For the performance evaluation of the handover boundaries adaptation scheme, the 27- 
cell network depicted in Figure 4-5 was considered, with a cell radius equal to 1.5 km. 
Also, every cell had 24 channels and according to Eq. 4.2, for a 2% GoS, it is calculated 
that the threshold A equals 67.9%, whereas for 0.1% 6b5the threshold ^equals 52.7%.
99
Load imbalances and optimisation o f resource utilisation
The network was assumed to be deployed in a typical urban area outside the high rise 
core where the buildings are of nearly uniform height. In this case the path loss is given 
by Eq. 2.18. Furthermore, because of the urban environment a log-normal shadow fading 
with a 10 dB standard deviation was assumed, and the decorrelation length was set to 
20 m [33].
In order to test the adaptability of the proposed algorithm under different 
inhomogeneous traffic conditions, three test cases were considered. All of the test cases 
consisted of two mobility patterns: one vehicular and one pedestrian. The vehicular-type 
mobility pattern generated uniformly distributed MSs throughout the network, each with 
a constant velocity of 50 km/h and there was a 20% probability of changing their 
direction (maximum direction change ±45°) at every position update. The pedestrian- 
type mobility pattern generated MSs with a constant velocity of 5 km/h. The initial MS 
distribution of this mobility pattern was different in the considered test cases. In the first 
one, the MSs were normally distributed from the centre of hot spot cell 2 with a standard 
deviation of 50 m. In the second one, the MSs were uniformly distributed throughout a 
small rectangular area at the edge of hot spot cell 2, as shown in Figure 4-6. Lastly, the 
third test case distributed the MSs normally from the centre of hot spot cell 1 and 3 with 
a standard deviation of 750 m.
Hot spot 
cell 1
Hot spot 
cell 2 Cell 4
Hot spot 
cell 3
Figure 4-5. The simulated 27-cell network
The call arrivals obeyed a Poisson process and their duration was exponentially 
distributed with mean duration equal to 120 s. The vehicular-type mobility pattern 
generated calls at a constant rate of 2.9 calls/s, apart from the third test case which was 
1.067 calls/s. Also, the pedestrian-type mobility pattern generated additional traffic at the 
hot spot cell.
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rectangular area: 500x1000 m
Figure 4-6. The pedestrian-type mobility pattern of the second test case
Lastly, whilst in active mode the MSs perform received signal strength measurements of 
the BSs included in the neighbour list of their corresponding serving BS (up to 5 adjacent 
BSs) and report them back to their corresponding BS every 0.5 s. In order to eliminate 
the impact of the shadow fading on these measurements and consequently to improve 
the reliability of the handover process, a 16 s (32 samples) averaging window was 
utilised [77].
4.2.6 Results
In order to test the capabilities of the proposed scheme, the following step configuration 
was assumed:
a l = 0.5 dB, a 2 - l  dB, a3 = 2 dB, 54 = 4 dB
Additional simulations were run for 54 to be equal to 3 or 5 dB but they both gave 
slightly worse results.
More importantly, simulations were run regarding the adaptation rate and the results are 
drawn in Figure 4-7. As expected the smaller (greater) the adaptation period (rate), the 
better the system performance. However, adaptation periods lower than 5 min do not 
seem to improve significantly the system performance. The reason for this behaviour is 
the fact that for these values the adaptation period approximates the average channel 
holding time of the vehicular type MSs which is about 70 sec (see section 2.3.2.1) and 
thus for consecutive adaptation periods the cell load remains relatively constant. To sum 
up, a reasonable trade-off seems to be an adaptation period of 5 min.
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Lastly, it is worth mentioning that the 6b5is assumed to be the sum of the blocking and 
the dropping probabilities as per Eq. 2.37 and no weighting has been considered for 
dropped calls.
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Figure 4-7. Effect of the adaptation rate on the system performance 
First test case
This test case was considered in order to test the ability of the proposed algorithm to 
equalise ^ e  traffic load among adjacent cells. The pedestrian-type mobility pattern 
generated MSs with arrival rates from 0.036 to 0.15 calls/s, which corresponds to an 
additional load of up to 18 Erl. Figure 4-8 depicts the impact of the increased cell load on 
the Gb5of the cell for the non adaptive and the adaptive cases. Apparently, the dynamic 
adaptation of the handover boundaries can improve substantially the system 
performance. In fact, at 2% GoS a gain of about 6 Erl is reported, which corresponds to 
an additional number of 180 supported subscribers assuming that every subscriber 
generates a traffic of 33.3 mErl.
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Figure 4-8. Hot spot cell performance for the first case
The proposed algorithm by changing the handover boundaries, modifies the handover 
traffic flow between the hot spot cell and its adjacent cells as shown in Figure 4-9. Thus, 
the handover flow towards the adjacent cell increases, and consequently the hot spot BS 
is capable of serving more generated calls decreasing in this way the blocking probability 
of the hot spot cell. In addition, the handover flow from the adjacent cells towards the 
hot spot cell decreases, resulting in decreased dropping probability. Overall the GoS of 
the hot spot cell is significantly improved.
Lastly, Figure 4-10 shows the probability density function of the channel utilisation of the 
hot spot and its adjacent cells for the two cases. The mean channel utilisation of the hot 
spot cell drops from 88.2% to 79.6%, whereas the mean channel utilisation of its 
adjacent cells increases from 46.7% to 50.0%.
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Figure 4-9. Change of the handover traffic flow between the hot spot cell and
its adjacent cells
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Figure 4-10. Channel utilisation of the hot spot and its adjacent cells 
Second test case
The distribution of the MSs within the hot spot cell may cause inefficiencies, especially if 
they are located close to the cell edge. In this case, a reduction of the handover 
boundaries could lead to a massive number of MSs handed over to an adjacent cell. As 
the load between the cells would not be equalised, a reduction of the handover 
boundaries of the adjacent cell would cause the handover of all of these MSs back to the
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original cell and so on. Consequently, it is important for the adaptive algorithm to 
operate correctly regardless of the underlying distribution of the MSs.
The second test case examined this situation, where the pedestrian-type MSs were 
located very close to the edge of the hot spot cell 2. Because of the proximity to Cell 4, a 
careless modification of the handover boundaries would cause a substantial deterioration 
of its GoS. However, the latter was not observed at all, as illustrated in Figure 4-11, 
where the GoS of Cell 4 is roughly the same in both cases. Thus, the algorithm managed 
to reduce substantially the GoS of hot spot cell 2, by reducing its size in such a way that 
the adjacent Cell 4 remained largely unaffected from this adaptation.
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Figure 4-11. System performance for the second case 
Third test case
The last test case examined the real-time behaviour of the proposed algorithm. An 8- 
hour simulation was considered, where the pedestrian-type mobility pattern at hot spot 
cell 1 ran only for the first 4 hours, the other pedestrian-type pattern at hot spot cell 3 
ran from the 3'"'^  to the 6^ hour and the vehicular-type pattern ran throughout the 
simulation. Table 4-1 quotes the simulation results. In this case, the algorithm utilised 
successfully the resources of the adjacent lightly loaded cells under the time varying 
offered load and as a result the GoS of the system and the hot spot cells were 
substantially improved.
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Table 4-1. System performance (GoS) for the third case
Non adaptive Adaptive
System 3.2 % 0.5 %
Hot spot cell 1 21.5 % 2.7 %
Hot spot cell 3 20.7 % 3.9 %
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Figure 4-12. Channel utilisation and handover margins (mean value of all
adjacent cell handover margins)
Furthermore, Figure 4-12 depicts the reduction of the channel utilisation in the adaptive 
case and also the change of the handover margins of hot spot cell 3 according to the 
current channel utilisation. When the second pedestrian-type pattern started at the 3'^ '^  
hour, it caused a dramatic increase of the channel utilisation, which the algorithm 
managed to reduce by modifying the handover boundaries of hot spot cell 3. Thus, the 
handover margin for handovers from the cell changed from 3 dB to -10 dB (in 30 min) 
and the respective margin for handovers towards the cell changed from 3 dB to 15 dB (in 
15 min), which is denoted as inverse handover margin in Figure 4-12. The observed time 
difference depends on the different adaptation steps 4 dB and 2 dB respectively and also 
on the adaptation rate which was 5 min. A faster adaptation rate could somewhat 
improve the GoS of the hot spot cells albeit at an increased additional signalling load. 
After the end of this traffic burst at the 6^ hour, the handover margins gradually 
returned back to their original values.
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4.2.7 Important remarks
Previously, it was mentioned that an alternative solution found in the literature is the 
directed retry [31], [66]. According to this scheme whenever a new call is due to be 
blocked within one cell, because there are no resources available, the call is directed to 
an adjacent cell which has available resources, and consequently the call is not blocked. 
The utilisation of directed retry results in an improvement of the system capacity by 
about 15% to 20%, however, directed retry suffers heavily from the fact that the quality 
of the redirected call is often poor (unsatisfactory SIR because of excessive interference 
since the MS may be located anywhere within the congested cell and not necessarily 
within the overlapping areas) and a handover towards the initial cell is initiated but 
because the latter is congested, these calls are usually dropped.
In contrast, the adaptation of the handover margins does not suffer from this problem. 
Only on-going active MSs normally located at the overlapping areas are handed over 
towards lower loaded cells. This reduction of the load allows the congested BS to always 
serve satisfactorily any new arrived calls and no additional handovers are Initiated for 
quality purposes.
4.3 Packet services
4.3.1 Impact of load imbalances on packet services
The second part of this chapter deals with the impact of load Imbalances on packet 
services. Similar to the voice case, the cell capacity figures of section 3.4.3 are 
considered where shared resources are used for the data transmission and the reference 
cell has a throughput of 640 kbps, where given the expected service mix L, Figure 3-13 
gives the cell capacity in terms of supported subscribers whereas Table 3-7 quotes the 
resources split between voice and data services. As it has been mentioned, these figures 
have been estimated according to service-specific QoS guarantees, which for the 
considered web service it is assumed that the 95^ percentile of the page download delay 
time equals 8 sec.
Unfortunately, as stated in section 3.3.3 this system cannot be treated analytically and 
instead a simplified model is considered here in order to understand the impact of the
107
Load imbalances and optimisation o f resource utilisation
load imbalances on the web services. This simplified model is the same G/G/1 queuing 
model as per section 3.3.3 but now the packet-level instead of the page-level statistics 
will be considered. By doing this, it is possible to have an analytical solution of the mean 
delay. Thus, by applying the following equation which gives the mean number of packets 
E [//] in the system [40]
f2 . ^2 2
to Little's formula
E [r ] = ^  ( 4 ,6 )
A
the mean packet delay E[T] (queuing and transmission delay) is obtained:
E[T] = -  
M 2 1 -p
(4 .7 )
where p  = ^  and A is the mean packet arrival rate (every subscriber generates L
(according to the assumed service mix) web sessions of 5 pages, each comprising of 25 
packets), K  is the mean packet transmission time (mean packet size equals 480 bytes)
and, and Q  are the coefficient of variation of the arrival and the departure 
(transmission) process respectively as quoted in Table 3-2.
Given the previously stated QoS requirement of 8 sec, for the delay sensitivity analysis a 
mean packet delay of 2 sec is assumed. It  should be stressed at this point that the 
objective of this section is to demonstrate the sensitivity of packet services to load 
imbalances, hence it is not really an issue what value should be chosen as the baseline 
mean packet delay. An examination regarding the choice of this value showed that the 
presented conclusions would be reached if a different value around 2 sec were selected.
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Figure 4-13. Impact of load imbalances on mean packet download delay of
web services
Figure 4-13 draws mean packet delay curves against the load imbalance for different 
services mixes (available data rate for shared channel). For negative load imbalances i.e. 
the current load is lower than the planned load the mean delay decreases slightly 
because now the delay is basically dictated by the transmission (processing) delay. In 
contrast, for positive load imbalances there are cases where the mean delay increases 
very sharply, especially for large values of the service mix L. Thus, when Z. = 5 which 
indicates heavy web services usage, even small increases of the current load of 5% to 
10% could lead to very high delays. The sensitivity of the system towards the load 
imbalances improves as the web services usage decreases and at the extreme of Z. = 0.5 
even at 20% load imbalance the mean packet delay is about 3 sec.
Apparently, 5% to 10% load imbalances are extremely easy to happen since only 14 to 
28 additional subscribers are needed to be present in order to increase unacceptably the 
mean packet delay. Therefore, it is even more important for web services to minimise the 
load imbalances across the various cells of the network.
4.3.2 Description of algorithm
The same algorithm described in section 4.2.4 for voice services is used for packet 
services. Again, the adaptation of handover margins is triggered by excessive resource
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Utilisation. In this case the utilisation of the shared channel is monitored and whenever it 
exceeds certain predetermined thresholds (thresholds A and B) then the handover 
margins are accordingly adjusted.
Similar, to the voice service case, the thresholds A and Vindicate a quite loaded and a 
lightly loaded cell respectively. Threshold A corresponds to the case where the 95^ *^  
percentile of the web page download time equals the QoS requirement, which in the 
examined case this is equal to 8 sec. Naturally, the resource utilisation level depends on 
the channel data rate but more details will be given in the following section.
4.3.3 System model
For the performance evaluation of the handover boundaries adaptation scheme, the 27- 
cell network depicted in Figure 4-5 was again considered. However, now every cell had a 
384-kbps shared data channel and according to Table 3-6 at the maximum tolerable load 
(page download delay equals 8 sec), the mean utilisation and hence the value of 
threshold A equals 73%. The value of threshold ^was set to 30% in order to indicate a 
lightly loaded cell.
Following the system model used to test the proposed algorithm for voice services, the 
web traffic load is non-uniformly generated across the network. The traffic consisted of 
two patterns: the first generated web sessions at a rate of 2.7 sessions/sec uniformly 
distributed across the network (or equivalently on average 0.1 sessions/sec per cell), 
whereas the second generated web sessions at a varying rate normally distributed from 
the centre of the hot spot cell (hot spot cell #2 in Figure 4-5) with a standard deviation 
of 50 m. In both cases, the generated MSs followed the pedestrian mobility patterns as 
described in 4.2,5.
The reader is referenced to section 4.2.5 for details regarding cell ranges, the path loss 
model, shadow fading and decorrelation length of the considered network. Lastly, the 
same step configuration as per the voice services case was assumed:
a l = 0.5 dB, a l = l  dB, a3 = 2 dB, a4 = 4 dB
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Figure 4-14. Effect of the adaptation period on the system performance
4.3.4 Results
Initially, the impact of the adaptation rate on the system performance is examined and 
the results are depicted in Figure 4-14 where the hot spot cell had an additional load of 
0.45 sessions/sec. Again, it can be seen that the smaller the adaptation period the 
smaller the page download delay, and a value between 1 to 5 min should be adequate. 
Taking into consideration the excessive signalling load which may occur by adapting the 
handover margins at a high rate, a reasonable trade-off between signalling load and 
performance should be an adaptation period of 5 min. However, depending on the 
architecture of the cellular network, such a design limitation may not be imposed and 
therefore in this analysis three adaptation periods namely 1, 3 and 5 min will be 
considered. Smaller adaptation periods than 1 min may not necessarily improve further 
the system performance primarily because of two reasons:
® Handover-related signalling load: depending on the system-specific 
implementation of the shared channel, there may be excessive handover-related 
signalling load, which could overload the controlling nodes of the network.
• Frequent handovers could upset the normal operation of higher-layer 
protocols: importantly, the throughput of TCP is very sensitive to data loss which 
could arise if the performed handovers are not lossless, and also to large round- 
trip-time deviations which could happen because of the manner the shared channel 
scheduling mechanism treats handover MSs with respect to existing active MSs.
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The modelling of the upper-layer protocols and the handover signalling mechanism is out 
of the scope of this thesis and consequently the lowest considered adaptation period 
equals 1 min.
The improvement of the page download times within the hot spot cell when the 
proposed algorithm is used is shown In Figure 4-15, where delay curves of non-adaptive 
and adaptive schemes are drawn against the additional hot spot load (it should be kept 
in mind that there is always present a nominal load of 0.1 sessions/sec, and this is the 
reason why for zero hot spot load the page download delay equals about 2.5 sec, see 
also Figure 3-6).
At the QoS requirement of 8 sec, the non-adaptive scheme tolerates a maximum 
additional hot spot load of 0.37 sessions/sec^i, whereas the adaptive schemes with a 
period of 1, 3 and 5 min tolerate 0.52, 0.50 and 0.47 respectively (an improvement of 
40.5%, 35.1% and 27.0% respectively). Evidently, the use of adaptive schemes can 
result in significant improvement of the system performance and importantly, using a 
small adaptation period (for example 1 min) can enhance dramatically the system 
performance.
In section 3.3.3, it was found that a single ceil equipped with a non-adaptive 384-kbps shared 
channel manages up to 0.36 sessions/sec, and in this section it is reported that the same 
non-adaptive configuration but within a real multiple-cell network manages to cope with a 
load of 0.47 sessions/sec (0.1 sessions/sec nominal load and 0.37 hot spot load). This result 
verifies again the fact that because of the handovers the multiple-cell resources of the 
network can achieve a higher degree of utilisation than a single cell. This argument was 
presented in section 2.3.1 where it was proved that the load of moving voice users is smaller 
than that of static users because moving users have relatively small channel occupancy times. 
Similarly, packet users with even smaller channel occupancy times (which Is equal to the 
packet size) manage to be efficiently statistically multiplexed across multiple cells and 
consequently an enhanced system performance is observed. Of course, the static-user single­
cell analysis of Chapter 3 is still applicable because it provides the baseline packet 
dimensioning guidelines, and importantly, the results regarding the moving-user multiple-cell 
analysis are somehow ideal in the sense that no packet loss happens and there is zero 
handover delay.
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Figure 4-15. Page download delay curves for different adaptation periods
It is interesting to note here that for voice services it was found in section 4.2.6 that 
adaptation periods between 1 to 5 min perform similarly and because of signalling 
minimisation reasons subsequently a 5-min period was chosen. On the other hand, for 
web services it seems that a smaller period is more appropriate. The reason for this 
difference rises from the fact that typically voice calls have a mean duration of 2 min, 
whereas a web page is normally downloaded within a few seconds. Consequently, for 
web services a small adaptation period is needed to take account of the small time-scale 
changes of the web load.
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Figure 4-16. Resource utilisation for hot spot and its adjacent cells
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Finally, Figure 4-16 shows the reason for the improved system performance whereby a 
small increase of the utilisation of the adjacent cells results in relieving significantly the 
utilisation of the hot spot cell, and thus the latter is capable of sustaining greater loads 
without performance degradation.
4.4 Signalling load
The previous sections have established the capabilities of the proposed algorithm in 
Improving the system performance for both voice and packet services by equalising load 
imbalances among heavily loaded and lightly loaded cells. In order to derive the required 
adjustments, the algorithm needs to know state information regarding the resource 
utilisation and handover margin (hysteresis) values between neighbouring cells. But the 
exchange of state information would result in significant signalling load within the cellular 
network especially if a high rate is needed.
In section 4.2.4, it has been assumed that this algorithm is totally distributed since it 
runs autonomously at every cell. Practically, however, such a scheme will reside within 
the controller entity such as the BSC of GERAN networks and the RNC of UTRAN 
networks as shown in Figure 1-2. These controlling entities are able to handle multiple 
cells ranging from a few tens of cells for the BSC to several hundreds of cells for the 
RNC. This means that depending on the network architecture and the number of cells 
controlled by the controller entity, potentially the penalty of increased network signalling 
may not be important after all, since much of this information always exists within the 
controller entity. Thus, if 5"cells belong to a controller then the latter needs to know the 
state information of all cells, say Y, included within the neighbouring lists of the 5"cells 
excluding (apparently) these f  cells. Therefore, if Kis much smaller than 6"then 
obviously the signalling overhead is not significant. But how much is this overhead?
In order to calculate the signalling overhead, the cellular network of Zcells with the 
simplified layout shown in Figure 4-17 is considered, where cells are squares instead of 
hexagons, and also the controller area is again a square comprised of S = n~ cells. 
Furthermore, the 8 first-tier adjacent cells are included within the neighbouring list of 
every cell.
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Figure 4-17. Simplified layout of cellular network
From this configuration, It is easy to find that every controller needs to know the state 
information of 7 = 4/z + 4 neighbouring cells, since only the first-tier of the adjacent cells 
are included within the neighbouring lis t Thus, the total signalling load per controller 
equals:
Rcontroller = 4 {n + Ï) R ( 4 .8 )
where /?is the exchange rate of state information.
The number of controllers within the network equals Z / S , and therefore the signalling 
load for the entire network equals:
= 1 4  (« + !);?  = 4 ^  Zi? ( 4 . 9 )
Normally, a factor of 2 would appear in the previous equation in order to take into 
consideration the bi-directional nature of the exchange of state information. However, 
transmission iinks connecting controllers are symmetrical, hence the exchange of state 
information would equally load these links.
Given that the network has Zcells, the normalised signalling load per cell is equal to:
(4.10)R „ , , = 4 ! 1 ^ R  = 4 ^ Rn
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Figure 4-18. Normalised signalling rate per cell for different configurations
Figure 4-18 draws curves of the normalised signalling rate for different state 
information exchange rates /? against the number of cells 5  handled by a controller 
entity. The actual needed data rate is given simply by multiplying to the size of the
exchanged message, which in any case is expected to be a few tens of bytes large (at 
most 100 bytes without compression). This indicates that the signalling load per cell at 
the extreme of adaptation period of 1 min with 1 cell per controller equals 13.3 
bytes/sec, which is rather insignificant. Real system such GERAN and UTRAN with 
controllers handling multiple cells would require even less signalling load. Thus, at 100 
cells per controller, the signalling load per cell equals only 0.73 bytes/sec.
In conclusion, the use of controlling entities capable of handling multiple cells results in a 
significant reduction of the signalling load because of the needed exchange of state 
information. As a result, adaptation periods of 1 min could be used for enhanced system 
performance without any penalties due to excessive signalling load.
4.5 Conclusions
Because of a diversity of reasons, load imbalances are happening no matter how 
carefully a mobile network has been dimensioned and planned. Load imbalances cause 
small-scale network congestion and in order to cope against them, local congestion relief 
techniques are often used. This chapter presented such a scheme which exploits the
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coverage overlapping between neighbouring cells in order to eliminate the load 
imbalances.
The first part of the chapter examined load imbalances regarding voice services. Initially, 
it was demonstrated how a change in the number of subscribers within a cell affect the 
system performance (blocking probability). Then, the proposed scheme was presented 
which basically operated on the measured resource utilisation between two neighbouring 
cells and based on a defined algorithm it was decided whether or not to change the 
handover margins between these two cells. In this way, the incoming handover load 
towards a congested cell could be sufficiently controlled and also a portion of the load of 
the congested cell located In the overlapping area could be offloaded towards the 
neighbouring less-congested cell. The scheme was examined in different load imbalance 
conditions and in all cases it demonstrated very good adaptability to the current 
conditions and enhanced network performance. Lastly, the performance of the scheme 
was checked against different adaptation periods, and it was concluded that a good 
trade-off between performance and signalling load is an adaptation period of 5 min.
The second part of the chapter started investigating how load imbalances affect the 
system performance (page download time) regarding packet services. Importantly, it was 
shown that the packet services were more sensitive than voice services especially when 
the service mix was heavily biased towards packet services i.e. a subscriber would 
generate one voice call and more than two web browsing sessions during the busy hour. 
Again, the handover-margin adaptation scheme used for the elimination of load 
imbalances for voice services was utilised for the case of packet services, and the results 
showed an exceptionally improved system performance when an adaptation period of 1 
min is used.
Finally, the chapter evaluated the signalling load required by the proposed scheme for 
the exchange of the state information between neighbouring cells. The analysis assumed 
different mobile network architectures including the particular architectural differences of 
GERAN and UTRAN systems. I t  was found that because in real systems multiple cells are 
controlled by a single entity which had knowledge of the resource utilisation figures of 
every controlled cell, the resulting signalling load was very low. Thus, assuming a 
controlling entity in an UMTS system handling 100 cells, it was calculated that a 
signalling penalty of only 0.73 bytes/sec/cell is needed which could be safely assumed as 
negligible.
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This chapter presented a small-scale congestion relief technique exploiting the coverage 
overlapping areas between adjacent cells. Even though their existence is of vital 
importance generally for the normal operation of the network, excessive overlapping is 
not desired at all, because importantly in interference-limited systems (which are all 
contemporary cellular systems), this results in capacity loss. The next chapter explores in 
much detail the need behind cell coverage optimisation and presents an optimisation 
algorithm which manages to achieve this jointly for all considered cells within a certain 
area.
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Chapter 5
Coverage and interference optimisation
5.1 Introduction
Based on the guidelines derived from the dimensioning procedure described in Chapter 2 
and Chapter 3, the planning procedure of a cellular network decides the locations of the 
base-sites needed in order to cover entirely a certain area. These planning decisions are 
always based on the coverage (path loss) predictions of a planning tool and obviously it 
is of crucial importance for the planning tool to be highly accurate In its predictions. But 
there is a problem. Normally, the terrain of planned areas is littered with obstacles such 
as vegetation, hills, houses and buildings of different heights, which affect considerably 
the prediction capabilities of planning tools. Thus, in order to enhance them it is 
commonplace to use high-quality digital terrain maps with resolution ranging between 5 
m (dense urban and urban areas) and 200 m (rural and open areas) depending on the 
planning scenario. In this way the network planner is capable of understanding whether 
or not a selected location is good or not for a base-site, and as a result a list with "ideal" 
locations for new base-sites is devised. Nonetheless, in the majority of the cases, the 
ideal locations for new base-sites are merely not available because of difficulties usually 
associated with site acquisition. Therefore, often the planner would have to use a subset 
of the ideal and perhaps some non-ideal base-site locations in his endeavour to provide 
ubiquitous coverage throughout the considered area.
Despite their major importance, the locations of the various base-site are not the only 
factors that affect the network coverage. In fact, other factors such as antenna heights, 
orientation (azimuth), electrical and/or mechanical downtiit and (crucially for CDMA- 
based networks) pilot powers also affect the coverage. Moreover, by utilising higher 
antennas it is possible to extend the cell coverage and by fine adjustment of the 
orientation of existing sites coverage holes can be eliminated.
However, there are two important issues: the first is basically the degrees of freedom 
involved given the large number of base-sites, where assuming 3-sector sites it is
119
Coverage and interference optimisation
possible to have more than 10 parameters per site, and this multi-dimensional problem is 
extremely difficult to tackle simply with the current capabilities of the planning tools. The 
second Issue stems from the fact that excessive coverage, i.e. cell overlapping, results In 
capacity loss in interference-limited cellular networks. Thus, it Is desired that the 
overlapping between neighbouring cells should be kept to the minimum required to 
ensure continuous coverage.
These issues have been identified in the literature but because they are deemed as 
highly confidential little information can be found besides simple optimisation solutions, 
typically regarding pilot optimisation. In [62] a simple technique is presented which 
optimises the pilot power of a cell by taking into consideration the status of neighbouring 
cells (pilot and interference levels), nonetheless this technique operates on a per cell 
basis. Whereas, in [59] a high level description of a joint multi-cell single-parameter 
optimisation scheme is given which tries to simultaneously adjust the pilot transmit 
powers of a number of cells. Given this lack of public citations, this chapter proceeds with 
the development of a generic optimisation algorithm capable of delivering joint multi-cell 
multi-parameter optimisation solutions.
The rest of this chapter is organised as follows: first, the need regarding the usefulness 
of coverage optimisation is justified and examples are given of how radio network factors 
such as the antenna downtiit affect the system capacity. Next, a formal definition of the 
radio footprint of a cell is stated together with examples showing how the cell coverage 
can be modified. Building on this definition, the cell coverage optimisation problem Is 
presented and it is mathematically formulated by deriving the cost function which 
describes efficiently this optimisation problem. Afterwards, a literature review justifies the 
use of the genetic algorithm as the reasonable choice to solve this problem, and a 
detailed analysis is performed where all parameters affecting the performance of the 
genetic algorithm are investigated, and subsequently optimum ranges/values of the 
genetic algorithm parameters are concluded. Based on these findings a final analysis is 
performed considering an optimum configuration for the genetic algorithm.
5.2 The need for coverage optimisation
I t  is well established that in systems such as EDGE and UMTS, capacity can be traded-off 
against coverage and vice versa. Thus, large cells providing coverage to a large area 
have much smaller capacity (supported throughput) than smaller ceils. Representative
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capaclty-coverage graphs can be produced either analytically or by means of computer 
simulations and they are readily available in the literature [46], [59].
These capaclty-coverage trade-offs are useful only during the dimensioning procedure 
and by the moment the dimensioning guidelines have been decided, the capaclty- 
coverage trade-off loses its significance. Especially, during the planning procedure there 
is only one objective: continuous coverage^^. In practice, this is achieved by allowing 
high overlapping between neighbouring cells, alas there is a penalty: increased 
interference. Of course, sufficient overlapping is required because otherwise the quality 
of ongoing calls could deteriorate during handovers resulting in dropped calls. However, 
sufficient overlapping means for example that in CDMA systems the pilot channels of 
neighbouring cells are easily received near the edge of one cell for measurement 
purposes, and this typical source of increased interference is known as pilot pollution.
Basically in interference-limited mobile networks (which Is practically the case for all 
systems), any decrease of the interference levels can be sufficiently exploited with a 
resulting increase of the system capacity by both CDMA (other-cell interference) and 
TDMA (co-channel interference) systems. CDMA-based systems can inherently make use 
of any reduction of the interference levels in order to increase the system capacity [80], 
whereas TDMA-based systems are exploiting these reduced interference levels either by 
utilising a dynamic channel allocation scheme [66] as in TD-CDMA and DECT, or by using 
a smaller re-use distance during the planning process [73] as in GSM/EDGE.
There are many examples where this argument can be demonstrated (a very good 
reference examining a real network configuration can be found in [60]) one of which is 
depicted in Figure 5-1, which shows the impact of the antenna electrical downtiit on the 
downlink system capacityi^ (supported voice users). The graph shows that by tilting the 
antenna from the 0° initial tilt (corresponding capacity 38 users) the cell capacity 
increases, and the maximum capacity of 47 users is reached at 4°. Beyond that limit the 
cell capacity decreases and above 6° rather substantially. At 0° downtiit, the base-site 
antennas have beams pointing horizontally to the ground and therefore a significant
Apparently, the capacity requirements are included within the dimensioning guidelines. 
Therefore during the planning procedure it is not required to check again whether the 
planned network can meet the capacity requirements.
13 This capacity graph corresponds to a suburban UMTS 3-sector cell with a radius of 1.5 km. The 
antenna height is set to 15 m.
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portion of the power Is transmitted to neighbouring cells resulting obviously in increased 
interference. As the antennas are tilted then their beams are concentrated better within 
the cell and therefore a reduction of the interference to the other cells is achieved. 
Precisely, this is the reason why this improvement of the system capacity is observed.
For higher tilts, however, the cell capacity drops because the antenna beams cover 
continuously a smaller portion of the cell. In fact, the coverage is reduced to a small area 
around the base-site. Lastly, the observed anomaly between 10° and 12° downtiit is due 
to the side-lobes of the vertical radiation pattern of the antenna.
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Figure 5-1. Impact of antenna electrical downtiit on the downlink capacity of
a UMTS urban cell
So far, it has been established the importance of coverage optimisation with regards to 
interference management and consequently capacity maximisation. But what reaily is the 
coverage of a cell?
5.3 Definition of cell radio boundary
At this point, it would be beneficial to give a definition of the radio boundaries of a cell.
In general, the radio footprint of a cell is a closed line enclosing an area across which the 
probability of the received signal strength of a certain channel being larger than a 
predetermined value is greater than cP/o. Unfortunately, the calculation of such a border 
is by no means a trivial task and there is not a standardised procedure of calculating this.
122
Coverage and interference optimisation
Formally, the literature [15], [16] approaches the problem by considering only the 
circular area around the centre of a cell which meets the previously stated minimum 
received signal strength requirement, and apparently the footprint of a cell is simply a 
circular contour. Nevertheless, there are important drawbacks with this approach. The 
first one is the fact that it is predominately applicable only to omni (or perhaps sectored 
as it is argued in [15] though yet to be verified) macro cells and it is difficult to be 
extended to cover micro cells as well. Micro cell coverage follows the street layout and in 
special cases such as the Manhattan street layout, the coverage area has the 
characteristic diamond shape [38]. The second limitation is the fact that by definition 
this approach provides an average solution and thus any coverage irreguiarities due to 
terrain and clutter shadowing are simply averaged out across the entire coverage area, 
eliminating in this way specific information regarding the position of existing coverage 
holes.
In order to overcome this problem, the following procedure is used to calculate the radio 
footprint of a particular cell. As shown in Figure 5-2, for a given angle cp , a test sector is
created between (p -S'^and cp +5°,  and based on the coverage map of the examined
BS, the maximum angular radius is found for which the enclosed area within the test
sector meets the coverage requirement of a%. The same procedure is followed for all 
values of q> around the circle with a given step, which for the purposes of this thesis it is
assumed to be 1°.
Although, in reality the radio footprint could be a different curve, the calculated footprint 
as described by the previous procedure guarantees that the enclosed area always meets 
the coverage requirement of a%, and as such it can be freely used. Also, it is anticipated 
that the true radio footprint could be somewhat larger than the calculated one, hence the 
described procedure perhaps slightly underestimates the coverage area.
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test sector
BS position
Figure 5-2. Definition of the radio footprint description function
For example, typically in UMTS systems it is required that the received signal strength of 
the CPICH (common pilot channel) should be greater than -115 dBm at 95% of the cell 
locations for urban environments. Following the previously described procedure the radio 
footprint of an urban cell can be calculated and it is drawn in Figure 5-3.
Lastly, it is worth mentioning that generally the received signal strength requirement 
depends on the radio system such as GSM/EDGE, UMTS and so forth, whereas the 
location probability is a function of the service availability which apparently relates to cost 
and it varies for different radio environments. Thus, for instance service availability is 
expected to be lower at rural than at urban environments.
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Figure 5-3. Radio footprint of a UMTS urban cell (95%  location probability of 
the pilot channel being better than -115  dBm)
5.3.1 Impact of antenna electrical downtilt
Having established a formal way of calculating the radio footprint of a cell, this section 
will explore how this changes by modifying the parameters controlling this. In section 
5.2, it was shown that the downlink capacity of a UMTS urban cell is affected by the 
selection of the antenna downtilt. Thus, a small downtilt results in an increase of the 
capacity because of the reduction of the interference to other cells (and vice versa). Also, 
a further downtilting of the antenna results in a substantial decrease of the capacity 
because of significant shrinkage of the cell coverage.
Figure 5-4 illustrates characteristically this argument. Thus, Figure 5-4 (a) shows the 
radio footprint of a sectored celP^ with a 65° 3-dB beamwidth antenna with no downtilt. 
When the downtilt increases to 4° (b) and 6° (c) the radio footprint reduces to match the 
theoretical (hexagonal) cell coverage. For greater downtilts 10° (d) and 12° (e) the cell 
coverage reduces substantially and therefore large portions of the hexagonal area are 
not covered adequately. Lastly, at very large downtilts 15° (f) the radio coverage has 
been reduced to a very small area in the vicinity of the base-site.
Cell radius equals 1 km, pilot power at 10% of total base station power which equals 40 dBm.
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Figure 5-4. Impact of antenna electrical downtilt on the radio footprint of a
UMTS urban cell
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5.4 Proposed scheme
First and foremost a coverage optimisation scheme has one objective: minimisation of 
cell coverage overlapping without creating coverage holes in the network. This 
optimisation problem is characteristically depicted in Figure 5-5. Thus, such a scheme 
should operate upon the non-optimised highly overlapping coverage (a) that normally is 
the result of using the default configuration of the various parameters involved like the 
antenna downtilts and the pilot power. The outcome of this optimisation procedure must 
strive to be as close as possible to (b) where there is sufficient but not excessive 
coverage overlapping. Naturally, coverage holes must be avoided, thus the case (c) is not 
desired at all.
BS2BSl
Non-optimised highly 
overlapping coverage 
(a)
Optimised coverage
Coverage hole
Non-continuous coverage
(b) (c)
Figure 5-5. Coverage of neighbouring cells
5.4.1 Cost function
At the centre of the optimisation problem is the development of a suitable cost function. 
Continuing from Figure 5-5, Figure 5-6 is considered where together with the radio 
boundaries of two cells, the location of one base-site is shown. Furthermore, for two 
vectors (azimuth angles) are shown corresponding to overlapping and non-overlapping 
cases respectively. For each angle, a distance is calculated as the difference between the
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distance from the base-site to Its own radio boundary and the distance from the
base-site to the radio boundary of the neighbouring cell . In this way, positive
distances correspond to overlapping coverage whereas negative distances indicate 
coverage holes.
Based on this approach, it is possible to define the cost function as the sum of these 
distances across all angles. The considered cost function is given by the following 
formula:
( 5 . 1 )
where
R L
R L- 1  1 -  n
>0
<0
In order to have a generic solution for different cell ranges, the cost function operates on
R* /the quantity 1 -  y L  which is basically the normalised (relative) overlapping distance. I f/  \
this quantity is positive (overlapping exists between neighbouring cells), then the cost 
value used is the square of this quantity, whereas if this quantity is negative (coverage 
hole), then the cost value is the exponential. The reason behind this difference in 
handling positive and negative quantities is the fact that the coverage optimisation 
scheme must strive not to create coverage holes. Figure 5-7 depicts how the cost value
R '  /changes for positive and negative values of the quantity 1 -  , and it can been seen/  (p
that in absolute terms negative values always correspond to larger cost values. This 
approach will bias the optimisation algorithm towards positive (relative) overlapping 
distances ensuring in this way sufficient but not excessive coverage overlapping.
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^  overlapping 
\  distance
BSl
non-overlapping
distance
Figure 5-6. Development of coverage optimisation cost function
The cost function of Eq. 5.1 corresponds to a single cell and in order to calculate the cost 
across the entire considered area, this cost function is calculated for all cells. Thus, the 
optimisation algorithm will operate on the cost function given by:
^  Vcells g>
( 5 . 2 )
Ô
1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0
-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5
Relative overlapping distance
Figure 5-7. Cost value for overlapping and non-overlapping distances
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5.4.2 Optimisation approach
The optimisation problem as described by the cost function of Eq. 5.2 is by no means a 
trivial problem. Assuming that the area needing optimisation consists of /V3-sector base- 
sites. Every sector^s could be potentially controlled by factors like orientation (azimuth), 
antenna downtilt (electrical and mechanical) and pilot power which means that there 
could be at least 4 parameters per sector. Including antenna height as an additional 
base-site factor, there could be at least 13 parameters per base-site that affect the 
coverage of a single base-site. Apparently, the entire coverage of the considered area is 
controlled by 13N parameters, and such multi-dimensional optimisation problems are 
extremely difficult to solve.
There are several different optimisation strategies that could be used [42]:
• Exhaustive search
• Analytical optimisation
• Nelder-Mead downhill simplex method
9 Methods based on line minimisation
9 Simulated annealing
• The genetic algorithm
Because of the large number of parameters involved, the resulting sheer number of 
possible combinations is rather too large for the "exhaustive search" method to handle. 
Furthermore, analytical optimisation cannot be used because the cost function is not 
analytically amenable. Nelder-Mead downhill simplex method and methods based on line 
minimisation although fast and robust generally suffer from complicated cost surfaces by 
converging to local minima of the cost surface and usually missing the global minimum.
In addition, many of the line-minimisation based methods are not suitable because they 
are expecting knowledge of first and/or second derivatives of the cost function.
This analysis will use interchangeably the terms sector and cell. Thus, a 3-sector base-site 
effectively serves 3 cells.
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Both simulated annealing and the genetic algorithm are classified as natural optimisation 
based methods and without needing much of the complexity of the other methods, they 
are capable of delivering very good results by relying upon an intelligent search of a 
large but finite solution space using statistical methods. The simulated annealing method 
is presented in [51].
The genetic algorithm was originally proposed by Holland in [45] and basically, it allows a 
population composed of many individuals to evolve under specified rules to a state that 
maximises (or minimises) the cost function. The method is extremely versatile and some 
of its advantages include:
a) Optimises with continuous or discreet parameters
b) Derivative information is not needed
c) Simultaneously searches from a wide sampling of the cost surface
d) Deals with a large number of parameters (multi-dimensional problems)
e) Optimises parameters with extremely complex cost surfaces
f) Jumps out of a local minimum
g) Works with numerically generated data, experimental data or analytical functions
Considering the particularities of the cell coverage optimisation problem In conjunction 
with the advantages of the genetic algorithm, it is quite apparent that the genetic 
algorithm is well suited for this optimisation problem. Especially, given the complexity of 
the cost surface, the large number of parameters and hence the existence of many local 
minima together with the fact that the cost function is calculated from numerically 
generated data, the genetic algorithm seems particularly suitable in order to be this 
thesis's optimisation approach to the coverage optimisation problem.
5.4.3 Description of the genetic algorithm
Before investigating the performance of the genetic algorithm in the cell coverage 
optimisation problem, it would be useful to briefly describe how the genetic algorithm
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works. This thesis considers a continuous genetic algorithm and information regarding its 
discreet counterpart together with many more details on genetic algorithms in general 
can be found in [42].
Initially, a population of N,pop chromosomes is created which samples the entire cost 
surface. Every chromosome consists of M parameters which equals the number of 
parameters needed to be optimised. From the N,pop chromosomes, the fittest /V^opthat 
have either the greatest or the lowest costs (depending the cost function), are selected. 
This population of chromosomes will subsequently be used to deliver the next 
generation. Thus, fittest Ngood (typically Ngood'^ s half of Npop) from this population are 
chosen to form the mating pool, which will be paired in order to create Npop -  Ngood 
offspring. The parent selection rule is based on a weighted random pairing with cost 
weighting as in [42].
The mating parents produce offspring which inherit their parents chromosomes. The 
chromosome inheritance rule follows a combination of an extrapolation with a crossover 
method. At its core, a number b between 0 and M\s randomly selected, and basically 
offspring 1 (offspringz) inherits all chromosomes between 0 and b -\ from parenti (patenta) 
and also all chromosomes between 6+1 and A/from parentz (parenti). This is the 
crossover portion of the mating rule. In addition, the chromosome 6 of offspringi 
(offspringa) is a linear combination between the chromosome b of both parents. This 
chromosome inheritance rule is described in [42].
At this stage the population consists of Npop chromosomes and this is the stage where 
mutation happens at a rate of |ll. Overall the number of mutations taking place Is equal to 
pMNpop and the mutated parameters are randomly selected from the total set of MNpop 
parameters. A mutated parameter is simply erased and a new value is randomly selected 
instead. The considered genetic algorithm has an elitist strategy whereby the best 
chromosome of the population does not incur mutations.
After finishing with the mutations, the cost of the chromosomes is evaluated once again 
and another iteration starts by selecting again the A^oorftnost fit chromosomes to form 
the next mating pool. The same steps are followed for several Iterations.
Deciding the values of the parameters that describe the genetic algorithm is not a trivial 
task and in fact it is often argued that this is an optimisation problem in itself. However,
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the following sections will explore how different values of these parameters affect its 
performance.
5.5 System model
The considered area consists of 6 3-sector cloverleaf base-sites with a total of 13 cells 
(cell radius equals 1 km) and as it is shown in Figure 5-8 depending on their location the 
base-sites serve between 1 and 3 cells. The network is assumed to be deployed in an 
urban area hence the path loss is given by Eq. 2.18, the log-normal fading equals 10 dB 
and the decorrelation length is 20 m. The horizontal and vertical antenna patterns of a 
real 65-degree 3 dB beamwidth antenna with a gain of 8.6 dBi.
base-site
locations
Figure 5-8. Considered 13-cell network for coverage optimisation
Because the number of optimised parameters has direct Impact on the computational 
complexity of the problem, only two parameters per cell have been selected for this 
optimisation exercise. The first one is the electrical antenna downtilt and the second is 
the pilot power^5_ g result, this coverage optimisation problem consists of 2x13 = 26 
parameters. The default configuration is electrical antenna downtilt at 0°, and 10% of the 
total base station power (which equals 40 dBm) is allocated to the pilot channel. The 
downtilt ranges between 0° and 10'^ , whereas the pilot power ranges from 1% to 15%.
without any loss of the generality, it Is assumed that this is a CDMA-based cellular network.
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5.6 Analysis
The baseline configuration of the genetic algorithm is quoted in Table 5-1, and it will be 
used throughout this section unless otherwise stated.
Table 5-1. Baseline configuration of the genetic algorithm
Parameter Value
Njpop 24
Npop 24
Ngood 12
P 4%
Lastly, for comparison purposes the default configuration of the considered network 
(pilot power at 10% and electrical downtilt at 0°) corresponds to a cost value of 263.8.
5.6.1 Convergence
There is no proof in the literature that the genetic algorithm converges [42], and because 
of that optimisation problems using the genetic algorithm should always be examined 
carefully in order to understand the dynamics and the particularities of every case. For 
this reason, conclusions drawn for a specific problem regarding the behaviour of the 
genetic algorithm (especially the convergence) for a certain configuration means usually 
that these are not applicable to other optimisation problems and vice versa.
In order to test the behaviour of the genetic algorithm in the cell coverage optimisation 
problem, one run was performed using the baseline configuration of Table 5-1 over 100 
Iterations. During this run the minimum cost and the mean cost of the population was 
logged, and the results are shown in Figure 5-9. Keeping in mind that the default 
configuration of the network (10% pilot power and 0° antenna downtilt) corresponds to a 
cost of 263.8, it can be seen that even from the 0^*^  generation, which corresponds to the 
initial population phase, the minimum cost of the population drops below that figure. As 
the number of generations increases, the network design improves and after 81 
generations it reaches its minimum observed value of 240.2. Of course, it cannot be 
guaranteed whether or not this is the global minimum, however, the same run was
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continued for 1000 generations and ultimately the best chromosome had a cost of 239.4 
indicating that the best chromosome after 100 generations is almost equally good.
Furthermore, Figure 5-9 draws the mean cost of the chromosome population, which 
decreases continuously and this is another indication that the genetic algorithm 
convergences. Interestingly, the mean cost of the initial population starts from a value 
higher than that of the default configuration of the network and in fact this remains true 
for several generations whereas at the same time the minimum cost of the population 
has a much lower value. This behaviour is typical of the chromosome population whereby 
the initial population tries to sample as much as possible the entire cost surface (hence 
the large mean cost of the population), but as the generations progress the population 
converges towards the fittest chromosome (the mean cost converges to the minimum 
cost). It  is worth noting here that although the latter is a typical behaviour of the genetic 
algorithm, it does not happen always especially when the mutation rate is high as it will 
be examined in 5.6.4.
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Figure 5-9. Plot of the minimum and the mean of the population as a function
of the generation
Next, it would be interesting to get an insight of how the design values (pilot power and 
antenna downtilt in this case) are evolving with the chromosome generations. The 
individual examination of the evolution of the respective design values of the various cells 
is of rather small importance. The reason for that is the fact that these design values 
could change quite dramatically on a cell basis from one generation to the next because 
the genetic algorithm takes into consideration the whole considered network instead of 
individual cells (the latter is the case when the optimisation is performed by the radio 
planner).
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On the other hand, the same is not true for the statistics of the design values. Thus, 
Figure 5-10 and Figure 5-11 draw curves of the mean and the standard deviation of the 
pilot power and the antenna downtilt respectively in conjunction with the minimum cost 
of the chromosome population. From Figure 5-10 it can be observed that the mean pilot 
power across the entire network fluctuates around 10% which is in fact the initial pilot 
power setting. This indicates that regardless of the generation the total transmitted pilot 
power across the considered network is more or less the same. However, the standard 
deviation of the pilot power varies from 2.5 to 3.8 indicating that although the mean pilot 
power is about 10%, the optimised values are quite different from that and thus it can 
be concluded that the genetic algorithm actually takes into consideration the clutter 
deviations among the cells in order to optimise the radio footprint of every cell.
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Figure 5-10. Evolution of mean and standard deviation of pilot power as a
function of the generation
Similarly, Figure 5-11 depicts the evolution of the antenna downtilt statistics. The mean 
value ranges between 5.1° and 6.2° which practically corresponds to the maximum of the 
cell capacity^^. Furthermore, the standard deviation of the downtilt fluctuates around 3°,
Figure 5-1 depicts the impact of antenna downtilt on the downlink capacity for a 1.5-km cell, 
which indicates a maximum capacity at 4°. It  is expected, that for a smaller cell the peak of 
the capacity curve will move towards larger downtilts. Based on that it is expected that for a 
1-km cell, the peak should correspond to a downtilt of about 5° to 6°. This argument was 
confirmed in section 5.3.1 which presented a 6° radio footprint matching closely the 
theoretical hexagonal area of a cell with a radius of 1 km.
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which results in downtilts (for the best chromosome) ranging between 1° and 10° for the 
various cells of the considered network.
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Figure 5-11. Evolution of mean and standard deviation of antenna downtilt as
a function of the generation
Finally, the computational complexity in terms of cost function evaluations will be 
calculated and compared against the "exhaustive search" method. Assuming an elitist 
strategy i.e. the best chromosome does not incur mutations, it is easy to derive that the 
upper bound of the number of cost function evaluations Q \s given by:
Q  -  ^ ip o p  +  ^ g e n  pop -  i j ( 5 .3 )
Thus, assuming the baseline configuration of Table 5-1, it can be found that Ç equals 2.3 
10  ^evaluations.
In contrast, the pilot power ranges from 1% to 15% (assuming a step of 1%) and the 
downtilt ranges from 0° to 10° (assuming a step of 1°) then the possible combinations 
per cell equal 195. However, the considered area consists of 13 cells and therefore the 
total number of cost function evaluations required by the exhaustive search equals 195^  ^
or equivalently 5.9 10^ .^
Comparing the respective evaluation figures of the genetic algorithm against that of the 
exhaustive search, it is clear that the genetic algorithm manages to reach a very good 
solution though not the overall best which can be found by the "exhaustive search" 
method. Importantly, however, the genetic algorithm needs only a small fraction of cost 
function evaluations.
137
Coverage and interference optimisation
5.6.2 Initial population
Generally, it is stated [42] that the genetic algorithm should have a relatively large /V/pop 
and also /Vrpop should be much greater than (the baseline configuration of Table 5-1 
has /\/ipop equal to A/pop). The justification behind this statement is that the larger the initial 
population, the better the cost surface is sampled, therefore the resulting population 
starts from a better position its optimisation endeavour.
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Figure 5 12. Mean and minimum cost of the initial population and the 
resulting 24-strong population after 100 generations
In order to examine the effect of a different A//pop, three new runs are considered where 
A//pop equals 50, 100 and 200 respectively (the other parameters remain as per the 
baseline configuration). The simulation results are depicted in Figure 5-12 which shows 
statistics regarding the 0^  ^populations^ and the ultimate 100^  ^population. Thus, as it was 
expected the larger the initial population Af/pop, the better the sampling of the cost surface 
and consequently the resultant 0^ population has the best statistics.
The examination of Figure 5-12 reveals that an increasing A//pop decreases the mean cost 
and the minimum cost of the resultant 0^  ^ population, however for A/fpop greater than 100 
there does not seem to be any improvement with respect to the minimum cost of the 0^ 
population. The important observation is the fact that after 100 generations the ultimate
The 0^  ^ population is the result of choosing the A/pop best chromosomes after the evaluation of 
the A/ipop chromosomes of the initial population.
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populations have practically the same minimum cost. Therefore, what is the benefit of 
using large initial populations?
Perhaps at the end of 100 generations all examined scenarios may have reached the 
same (approximately) minimum cost, however this does not mean that all scenarios 
reach the minimum cost after the same number of generations. Table 5-2 quotes figures 
regarding how many generations are needed in order to reach the minimum cost. 
Basically, the larger the A/fpop the smaller the generations needed. However this is not the 
full picture. Thus, Table 5-2 additionally presents the worst-case number of cost function 
evaluations performed until the minimum cost is reached, and it is seen that there are 
not significant differences among the considered scenarios as the difference of the cost 
function evaluations between the maximum and the minimum figures is less than 10%.
Table 5-2. Generations needed and cost function evaluations in order to meet
the minimum cost
Generations needed Cost function evaluations
24 81 1887
50 83 1959
100 74 1802
200 69 1787
Overall, all configurations seem to be more or less equivalent. However, in order to 
ensure sufficient diversity during the sampling of the cost surface an initial population 
size of 100 is recommended.
5.6.3 Population
Generally, a small population size causes the genetic algorithm to quickly converge on a 
local minimum, because it insufficiently samples the cost surface. On the other hand, a 
larger population will work more slowly but will eventually achieve better solutions [27], 
[42]. However, it is recommended that the most effective population size largely depends 
on the optimisation problem and therefore it must be always separately evaluated.
In order to decide upon the population size Davis [27] proposes a simple yet effective 
approach. According to that, a number of scenarios are devised all of which have the
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product A/pop Mgen constant and also Nipop equals Npop. For the examined optimisation 
problem six scenarios are considered whose respective parameters are quoted in Table
5-3.
Table 5-3. Considered scenarios in order to examine the chromosome
population size
Scenario 1 2 3 4 5 6
Nipop 192 96 48 24 12 6
Npop 192 96 48 24 12 6
l^ gen 4 8 16 32 64 128
Number of cost 
function evaluations
956 856 800 760 716 646
The simulation results are averaged over 100 independent runs and they are presented 
in Figure 5-13 which depicts the mean and the minimum cost of the population for the 
six considered scenarios. The comparison shows that overall the best results are obtained 
for relatively large population sizes (scenarios 1 to 4), whereas for smaller population 
sizes the genetic algorithm does not perform sufficiently. The reason for this behaviour is 
that small population sizes converge easily on a local minimum and they need many 
more than the considered number of generations in order to escape from the local 
minimum and find a better solution.
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Figure 5-13. Mean and minimum cost of the population for the considered
scenarios
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On the other hand, the mean cost has exactly the opposite behaviour. A large population 
size, which samples more adequately the entire cost surface, is expected to have a much 
larger mean than a smaller population size which converges on a local minimum. A 
further proof of this argument is the fact that for scenario #6, which corresponds to a 
population size of 6, the mean cost and the minimum cost are almost equal.
Although scenario #1 manages to achieve a very good result at only 4 generations, in 
reality it requires the largest number of cost evaluations which is equal to 956 as quoted 
in Tabfe 5-3. Other scenarios need a smaller number of evaluations and for scenario #6 
this reduces to 646 (a reduction of 32.4%). Naturally, allowing scenario #6 to evolve 
further i.e. allow more generations to take place does not guarantee that it will reach the 
performance levels of the other scenarios at the same number of cost evaluations like the 
better performed configurations. As It has been already argued, small populations 
converge easily to local minima and it takes many generations until a better minimum Is 
found.
To sum up, the population size examination concludes that a small population size should 
be avoided because of poor performance, and a very large population size should be 
avoided because of computational complexity. Therefore, It is recommended that a 
population size of 24 to 48 provide the best overall results.
5.6.4 Mutation rate
Mutations are important for the genetic algorithm because this is the only way that the 
algorithm can explore new areas of the cost surface, and diverge the population from the 
vicinity of a local minimum. However, there is a penalty. Large mutation rates cause far 
too many mutations within the population and in many cases causes the algorithm to 
stall, unless an elitist strategy is utilised. The literature generally suggests a small 
mutation rate, however in many cases It has been proved that a large mutation rate 
gives better results [42].
The baseline configuration considers a mutation rate of 4% and in order to understand 
whether there is any benefit for using a higher value, four scenarios are considered 
where the mutation rate equals 10%, 20%, 30% and 40% respectively. First, the 
convergence characteristics of such configurations are examined, and Figure 5-14 depicts 
the evolution of the minimum and the mean cost of a population whose mutation rate
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equals 40%. For comparison, the same figure plots the min cost of a population with a 
mutation rate of 4% (baseline configuration). The extraordinary consequence of using 
high mutation rate is the fact that the mean cost of the population does not seem to 
converge to a lower value than that of the 0^  ^generation. This could raise questions 
regarding the convergence properties of the genetic algorithm at this configuration, 
however this result is expected. It was stated that a high mutation rate causes many 
mutations to the population, which means that this population cannot converge to a 
minimum and basically results in the population spread all over the cost surface. Of 
course, having such a population would resemble the initial population and this is the 
reason why the mean cost does not improve at all.
On the other hand, a comparison of the minimum cost curves between the 4% and the 
40% mutation rate configurations shows that the high mutation rate manages to reach 
practically the same minimum cost at far fewer generations. Thus, the 4% curve needs 
81 generations whereas the 40% curve needs only 9 generations. This is a clear 
demonstration of the genetic algorithm capable of exploiting mutations in order to 
produce the best chromosomes. It is worth stressing here that if elitism were not 
introduced, then this performance would not be recorded. Elitism protects the best 
chromosome from mutations, and it has been examined that if elitism is not present then 
the genetic algorithm is totally incapacitated and it cannot converge. Therefore, for the 
cell coverage optimisation problem a combination of high mutation rate together with 
elitism seems to produce very good results. But what mutation rate should be chosen?
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Figure 5-14. Plot of the minimum and the mean of the population as a 
function of the generation for high/low mutation rates
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Figure 5-15 depicts the simulation results for the four considered scenarios of 10%, 20%, 
30% and 40% mutation rate against the baseline configuration (again the presented 
results are the averages of 100 independent runs). The results show a clear increase of 
the mean cost with increasing mutation rate, although the mean cost seems to level off 
at high mutation rates. Importantly, however there seems to be an improvement of the 
minimum cost of the population in the region of 10% to 20%. Incidentally, [42] reports a 
number of different optimisation problems where better solutions have been found when 
these mutation rates were utilised.
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Figure 5-15. Plot of the minimum and the mean of the population for various
mutation rates
As a conclusion, it is suggested that a mutation rate between 10% and 20% should be 
used in the cell coverage optimisation problem instead of the typical 4%. It  must be 
stressed also when these high mutation rates are assumed, an elitist strategy must 
always be applied to the population.
5.7 Optimised configuration
Section 5.6 examined in detail the various parameters affecting the performance of the 
genetic algorithm and a number of suggestions have been proposed against the baseline 
configuration. Based on these suggestions, this section will produce an optimised 
configuration, and its performance will be checked against that of the baseline.
Table 5-4 summarises the baseline configuration and the suggested values of the various 
parameters. It also quotes the considered optimised configuration.
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Table 5-4. Optimised configuration of the genetic algorithm
Parameter Baseline
configuration
Suggested
value/range
Optimised
configuration
Nipop 24 100 100
Npop 24 2 4 -4 8 48
Ngood 12 — Npop /  2 24
0.04 0 .1 -0 .2 0.2
The simulation findings of the optimised configuration are depicted in Figure 5-16 where 
curves of the mean cost and the minimum cost of the chromosome population are 
plotted. Thanks to its relatively high mutation rate, this genetic algorithm behaves in a 
very similar fashion as it was discussed in section 5.6.4 and consequently the mean cost 
of the population remain relatively constant besides some fluctuations.
In addition, the minimum cost achieved of 237.4 at only 35 generations which is a much 
better result than that accomplished by the baseline configuration (minimum cost 240.2 
at 81 generations). Naturally, these two configuration have different parameter setting, 
and again it is important to calculate the worst-case cost function evaluations. Thus, the 
optimised configuration needs 1745 cost evaluations to reach the minimum cost, whereas 
the baseline configuration needs 1887, a reduction of 7.5%.
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Figure 5-16. Mean and minimum cost as a function of the generation for the
optimised configuration
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In conclusion, based on the suggested values and ranges for the parameters of the 
genetic algorithm an optimised configuration has been considered. Subsequently, its 
performance has been tested against the initially assumed baseline configuration. The 
simulation findings verified the improved performance of the former in terms of minimum 
cost achieved and also required cost function evaluations.
5.8 Conclusions
Currently, the cell coverage optimisation in order to eliminate coverage holes and 
optimise the overlapping between neighbouring cells is performed manually by the radio 
planners during the network planning process. Because of the large number of 
parameters affecting the cell coverage, this optimisation procedure is always performed 
on a cell-by-cell basis, and therefore it is sub-optimal in the sense that it does not take 
into consideration the interactions between neighbouring cells.
To overcome this problem, this chapter produced a formal definition of the radio 
footprint of a cell and based on this it approached the cell coverage optimisation problem 
by deriving a cost function which sufficiently described it. Fundamentally, the cost 
function operated jointly on the radio footprints of the various cells needing optimisation 
and consequently a very large number of parameters controlling the cell coverage could 
be simultaneously optimised. Because of the high complexity of the cost function 
traditional optimisation approaches failed to deliver and thus a scheme was presented 
based on the genetic algorithm which was capable of handling difficult and highly 
complicated cost surfaces in order to deliver an optimum solution.
The proposed scheme was examined in detail under different parameter settings and 
suggestions were given regarding its parameter values. Thus, It was found that a large 
initial population value samples adequately the surface area and gave a good starting 
point for the chromosome population. Moreover, a large population size performed better 
than a small population size and a relatively high mutation rate should be selected when 
it was coupled with an elitist strategy. Subsequently, an optimum setting was proposed 
which managed to reach a very good solution after a small number of generations, and 
importantly at the lowest computational complexity (number of cost function 
evaluations). Overall, the proposed scheme managed to optimised the considered 13-cell 
UMTS network from a starting default configuration of 0° downtilt and 10% pilot power 
corresponding to a cost of 263.8 to a configuration which had an average downtilt of
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about 6° and an average pilot power of 10% across all network cells corresponding to a 
minimum cost of 237.4.
Despite the robustness of the proposed scheme, its usefulness is limited by the path loss 
predictions capabilities of the employed planning tool. Thus, having to rely on potentially 
erroneous data in order to optimise the network coverage could obtain rather 
unpredictable results. For this reason, it is greatly needed to have as much as possible 
accurate path loss predictions and practically the only way to achieve this is by doing 
extensive measurement campaigns, as it will be discussed in the next chapter.
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Chapter 6
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6.1 Introduction
The previous chapter stated that in order to enhance the path loss predictions of the 
planning tools it is commonplace to use digital terrain maps with resolution which 
depends on the planning scenario. Thus, it was argued that a high-resolution (5 m to 10 
m) map is often used in urban planning scenarios whereas lower resolution maps such as 
200 m are employed in rural and open planning scenarios. However, specifically for 
urban environments there are certain problems associated with the use of high-resolution 
maps.
The first limitation relates to cost. High-quality digital terrain maps are expensive and 
their cost increases remarkably as the resolution improves. Consequently, the purchase 
of high-resolution maps is a significant investment for the mobile network operator. The 
second limitation stems from the fact that use of a high-resolution map fails 
characteristically to provide enhanced path loss predictions in urban areas unless the 
planning tool is equipped with 3-D ray tracing algorithms for path loss calculations. 
However, the utilisation of such algorithms has a significant cost: computational 
complexity. This results in tens of hours of substantial computations in order to provide 
coverage estimates even for modest size areas such as the 3 km by 3 km area of central 
London considered In [50]. The last drawback relates to the fact that the recently 
purchased comprehensive digital map does not necessarily guarantee that it captures 
totally all the characteristics of the supposed urban area. Frequently maps are several 
years old and naturally many things could have changed in the meantime. Because of 
these limitations, often operators decide to use lower resolution maps such as 50 m for 
urban environments knowing that the actual coverage footprint of the network will be 
coarsely approximated.
Nevertheless, there is another vital issue with urban areas: indoor coverage provisioning. 
Especially for the next generation of mobile networks with the wealth of multimedia
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services, it is expected that the majority of the mobile users will be accessing these 
services from indoors. Hence, it Is imperative for the network operator to provide 
ubiquitous indoor and outdoor coverage. But how can indoor coverage be introduced into 
the overall coverage context?
Currently a rather simplified solution is used. Indoor path loss prediction is based on 
adding a constant loss (building penetration loss [14], [33]) to the path loss prediction in 
the proximity of the examined building. However, this monolithic approach is an 
important source of additional errors. As characteristically discussed in [14] the actual 
penetration loss is a function of the specific propagation phenomena and interactions 
along all paths between the outdoor macro or micro base-site and an arbitrary position 
within the building, the building's internal layout, the height from the ground level, and 
the construction materials used.
The previous steps will give an approximated view of the indoor and outdoor coverage of 
the network. However, it is imperative for the network operator to enhance the coverage 
of the network, which basically translates to eliminating coverage holes. Thus, by simple 
inspection of the coverage maps "problematic" spots are identified and radio 
measurement campaigns are organised to investigate the propagation characteristics in 
these problematic areas. Nonetheless, they are expensive, labour-intensive and time- 
consuming tasks, and importantly they are usually focused in verifying outdoor coverage 
only. Although, the literature [15], [16], [38] has identified the complexity of the 
outdoors measurement campaigns and various solutions have been proposed in order to 
make them as efficient and error-free as possible, currently there is not any solution for 
indoor coverage verification. Seldom measurement campaigns are taking place in certain 
cities with findings appearing in the literature [14], [58] but these results cannot be 
generalised, and because of the increased associated cost^^ operators often do not 
consider them at all.
Overall, it can be concluded that even after measurement campaigns, there will be 
always an approximated icon of the network coverage especially with regards to indoors. 
Besides all the other consequences, one very important issue as far as this thesis is
For outdoor campaigns, vehicles are equipped with measurement instruments and certain drive 
routes are specified in order to cover efficiently the examined areas. Indoor campaigns are 
more complicated because they require the technician to physically carry measurement 
instruments within one or more buildings.
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concerned is the fact that this limited understanding of the network coverage causes 
severe problems to the coverage optimisation scheme presented in Chapter 5, which 
crucially assumes the availability of accurate path loss predictions which can be used for 
the estimation of the cell footprint. In order to overcome the presented limitations of 
terrain maps and measurement campaigns alike, this chapter proposes a novel scheme 
for the automated estimation of the radio boundaries of a cell.
The rest of the chapter is organised as follows: Initially, a scheme is proposed which 
utilises the power measurements performed by MSs and the ability of the future cellular 
networks to determine the location of the MSs in order to automate the measurement 
campaigns. Next, its performance in determining the coverage of a test cell is evaluated. 
The analysis until now considers only ideal conditions and therefore the chapter 
continues with the introduction of various impairments such as positioning error, 
sensitivity to cell ranges and power measurement errors. The originally proposed scheme 
fails to deliver when these impairments are present, however an enhanced scheme 
manages to achieve exceptionally good performance even at worst and probably 
unrealistic conditions.
6.2 Proposed scheme
6.2.1 Preliminaries
Regardless of the cellular technology employed, mobile terminals continuously perform 
received signal strength measurements which are required in order to trigger handovers. 
Importantly, all modern existing and imminent mobile systems based on MAHO schemes 
to control the handover initiation procedure, use terminals which report to the network 
these power measurements^^. Therefore, if it were possible to know the exact position 
from where these measurements were performed, then it would be possible to have a 
method which almost in quasi-real-time would enable the network operators to have a
Normally, In UMTS MSs do not report power measurements to the network but they report the 
(soft) handover event. However, the UMTS standard allows the operator to configure the 
system in order for the MSs to report power measurements as well.
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very accurate estimate of the actual network coverage as experienced by the mobile 
terminals.
However, there is an existing requirement from emergency services in the USA that all 
existing mobile systems must be able to locate the position of emergency calls with an 
accuracy of 125 m 67% of the time [78]. Although, this requirement is US-specific, it is 
anticipated that similar requirements will appear, especially alongside the introduction of 
a great range of location-aware services. Due to the fact that these semces demand 
better accuracy than 125 m, the positioning performance requirement is expected to 
reduce to 50 m for the next generation systems [1]. Subsequently, it can be concluded 
that existing and more importantly next generation systems will be capable of locating 
the position of mobile terminals, and this feature can be utilised by the proposed scheme 
for estimating the actual network coverage.
The literature reports several different positioning methods [30], [72], [78] such as 
global positioning system (GPS), assisted-GPS (A-GPS) and cellular geolocation methods 
based on time difference of arrival (TDOA) and angle of arrival (AOA). These methods 
have different advantages and limitations and importantly they achieve different 
accuracies which typically depend on the radio environment. For example, GPS achieves 
optimum performance in open areas whereas in heavily built-up (urban) areas there is a 
noticeable degradation. Currently, many of the reported methods are under vigorous 
testing in test networks and in general it can be concluded that the majority of the 
positioning methods can meet the 50-m accuracy requirement even in urban areas.
Nonetheless, there is an Important problem. Positioning methods routinely fail to provide 
adequate performance indoors for various reasons. For instance, because of the building 
penetration loss GPS signals are weakened substantially in order to be detected by 
standard receivers. Although, the literature presents schemes specifically designed for 
indoor-positionIng applications [81], these schemes will be deployed in a limited way and 
a general purpose wide-area indoor positioning system will always be needed. At 
present, it is reported [29] that A-GPS could manage to achieve an all-around adequate 
performance including indoors. In fact it is reported that the typical accuracy achieved by 
A-GPS is 15 m for outdoors and 50 m for indoors.
To conclude, this thesis will not assume the existence of a specific positioning method 
but rather it will assume the net effect which is a positioning accuracy of 50 m indoors
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and outdoors alike. Furthermore, it will be assumed that this accuracy is achieved across 
all radio environments.
6.2.2 Description
Ideally, in order to have the complete picture of the radio footprint of one cell, a large 
number of measurements would be needed across an area relative to the planned cell 
radius. To put it into perspective, a 1.5-km cell radius has an area of 5.85 km^ and 
assuming that this area is divided into a 20-m resolution two-dimensional canvas then it 
is easy to find that 14600 measurements are needed to cover only the area within the 
cell. In reality, however, many more measurements would be needed in order to cater 
for the overlapping areas between adjacent cells.
In general, however, all these measurements are not totally required. Given the fact that 
shadow fading is highly correlated within small distances [39], it can be assumed that 
within small distances there is no significant deviation of the radio signal strength. Taking 
this into consideration, it could be possible to speed up the measurement process. Thus, 
when a new measurement is taken this is assigned not only to one point but also to all 8 
(1^ tier) neighbouring points^T In this way, significant gains can be achieved in terms of 
number of measurements needed in order to obtain a good estimation of the cell radio 
footprint. But how much is this improvement?
Real measurement positions
♦
Assigned positions (1®* tier) Mean assigned value
Figure 6-1. Speed-up method of the measurement process
I f  a measurement already exists at a 2"  ^ tier point, then the mean value of these two values is 
assigned to the point(s) in between as shown in Figure 6-1.
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6.2.3 System model
A 7-cell network is considered with cell radius equal to 1.5 km. The network is assumed 
to be deployed in an urban area with propagation characteristics described by Eq. 2.18. 
Pedestrian-type users are generated randomly and distributed uniformly across the 
network with a rate of 1 call/sec. The mean call duration was 120 sec.
There are no specific assumptions regarding the utilised mobile location method, but it is 
merely assumed that either the MS or the network is equipped with a device capable to 
track the position of an active MS (there is an on-going call at the MS). Furthermore, it is 
assumed that this device produces position measurements every 30 sec (or on average 4 
measurements during the call duration) and also there is no positioning error i.e. the 
position of the MS is determined totally accurately. Also, it is assumed that there is 100% 
availability of the measurements, which is a fair assumption since the analysis is primarily 
interested in positions around the edge of the cell. Because of their good hearability 
properties (the MS is able to measure several neighbouring BSs) if a non GPS-based 
positioning method is used (GPS-based methods do not suffer from this problem), these 
positions usually give excellent measurement availability percentages.
6.2.4 Results
Two sets of simulations were run where traffic was generated for a certain time period 
from 1 to 30 hours and measurements were collected during this period. The first set 
used the previously described speed-up method, where every measurement is assigned 
to multiple positions, whereas the second set used the conventional method, where 
every measurement is assigned to only one position.
At the end of every collection period, an estimate of the cell radio footprint is calculated, 
it is compared against the real cell radio footprint depicted in Figure 5-3 and ultimately 
the estimation error is computed by:
359 ,  ^
( 6 1 )
c p = 0
where cp takes values between 0° and 359°, where the step is not necessarily integer 
and in general it can have any arbitrary value. However, a relatively small value such as
152
Cell coverage estimation
1° (this Is also the value used In this analysis) Is needed for good accuracy. For a given 
(p, and are the real and the estimated distances respectively of the radio 
footprint from the centre of the cell.
The results for both sets of simulations are presented In Figure 6 -2 , where It can be 
clearly seen that the proposed speed-up method can Improve substantially the time 
needed In order to get a good estimation of the cell radio footprint. And an Impressive 
approximate 25-hour difference Is observed between the two methods.
1.E403I
I l.E+02
a
l.E+01
0 5 10 15 20 25 30
• Speed-up 
No speed-up
Collection period (hours)
Figure 6-2. Performance improvement of the proposed method for the 
estimation of the radio footprint of a cell
Figure 6-2 shows that for the duration of the collection period the estimation error 
always Improves, which naturally means that the more the measurements the better the 
radio footprint estimate becomes. However, this procedure cannot be running Indefinitely 
and a termination point must be defined. Assuming that an acceptable relative estimation 
error equals 5%, then Eq. 6.1 could be rewritten as (assuming an angular step of 1°):
r^el = a , - a . a ,  V360 (6 .2 )
or equivalently:
ê =  3 6 0 { e „ , ( 6 . 3 )
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Given that from Figure 5-3 it is seen that the mean value of equals about 2 km, it is
concluded that a reasonable approximation is achieved when the estimation error drops 
to 3.6, which from Figure 6-2 this corresponds to a 21-hour collection period or equally 
to 3'10^ measurements (1 call/sec and 4 measurements/call) across the entire 7-cell 
network. I t is worth mentioning here that many of these measurements correspond to 
positions outside the cell's radio coverage. Although, these measurements or rather these 
attempts for measurements do not actually produce a result (since apparently the MS 
cannot receive the examined cell at all), they are still useful because they Indicate the 
locations around the cell where the radio coverage Is not adequate. The coverage area of 
the cell Is about izR^ = 12.56 km^ and the assumed rectangle that encircles the 7-cell
network has an area of 58.45 km^ It can be concluded that about 21.5% of the 
previously quoted measurements are actually within the coverage area. Therefore, the 
total radio coverage of the examined cell requires 6.5-10'^ measurements. Lastly, It is 
found that the 12.56 km^ area contains 3.1*10'^ points on the 20-m resolution canvas, 
which means that the coverage area must be "over-sampled" about 2.1 times In order to 
get a good estimate.
6.3 Cell coverage estimation performance
This section examines the performance of the proposed estimation method against 
expected Impairments of the previously described ideal case. These Include the 
positioning error, the sensitivity on the cell size, and the power measurement error.
6.3.1 Positioning error
The previous case was hugely oversimplified because there was a crucial assumption; the 
system was capable of estimating correctly (without errors) the position of an MS. Of 
course, this cannot happen In reality and even the most sophisticated differential GPS 
systems always suffer from a (small) non-zero positioning error. As It was stated In 
section 6.2.1, the accuracy of mobile positioning methods Is expected to be about 50 m.
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Figure 6-3. Estimation error performance when positioning error is present
Following the simulation configuration of section 6.2.3, three additional simulation sets 
were run with positioning errors 125 m, 50 m and 1 m respectively. The results are 
depicted in Figure 6-3 together with the no-positioning-error ideal case, and it is 
apparent that positioning errors between 50 m and 125 m result in rather poor 
performance and the proposed method converges to a very high error floor where the 
mean relative error equals 40%. In order to have a relatively acceptable performance, 
the positioning error must be improved substantially, but even at 1 m positioning error, 
the estimation error reduces very slowly with a resulting relative error of 7.6% after a 30 
hours period. In spite of having marginally acceptable performance, such a low 
positioning error is extremely difficult to realise in practical commercial systems, and 
consequently a different approach is needed.
Figure 6-3 shows that regardless of the positioning error the proposed method reduces 
significantly the estimation error until a minimum point and then it starts increasing.
Thus, if there was a modified method which estimates the cell boundaries for a relatively 
small period, but there would be a large number of subsequent such estimations then 
the average of these large number of estimated footprints should theoretically converge 
to the real footprint.
In order to prove mathematically this hypothesis, a simplified one-dimensional model of a 
cell is considered. Assuming an UMTS cell with a pilot power of 30 dBm and antenna gain 
of 18 dBi, the pilot received signal strength at distance /?from the centre of the cell is 
given by:
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PrIP ^  = Peirp-U P )  + Ur ( 6.4 )
where Peirp\^  the pilot EIRP (48 dBm), U^ P) is the path loss given by Eq. 2.18 and is 
the shadow fading margin (normally distributed with standard deviation a (10 dB) and 
also for simplicity it is assumed that the shadow fading of neighbouring positions is 
uncorrelated). The probability that at the position R, the pilot received signal strength 
would be greater than Pf/„-(“ 115 dBm) is given by:
Pthr
a (6 .5 )
where 0{x)  = j^ e r fc  and erfc(A) is the complementary error function.
The coverage probability PcoJ^ R) which gives the percentage of the cell locations between 
0 and /? whose pilot received signal strength is greater than equals:
C  (^ ) = \  dR { 6.6 )
Given a coverage probability requirement such as 95%, the previous equation can be 
solved numerically in order to calculate the true cell radius Rtrue, which was found to be 
4.96 km.
Of course, the existence of positioning errors would result in assigning the measurement 
/^/?+AR) to the bin located at distance R . After performing /V measurements, the mean 
pilot received signal strength at the point R  equals:
= + ( 6 .7 )
A-=l A=1 dV
Assuming that the positioning error AR* is relatively small with respect to the cell range 
(which is valid for positioning errors below 0.1 km), it can be derived that 
l {r  + AuR^ ) = and therefore the previous equation is simplified to:
+ ( 6.8 )A
The probability that the pilot received signal strength at location R  is greater than P th r is 
given by:
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P{PL («) > C  ) = d[PE,nE -  i ( ^ ) +  > P.
= f  >ld{P„.r+L(R)-P,„,)
VA=1
Similarly, the coverage probability is given by:
thr
( 6 . 9 )
c W 4 J e | a^/ÎV ( 6.10 )
Effectively, the collection period can be related with the number of measurements per 
location (sampling rate) /Vand thus a small collection period corresponds to a low value 
of Nf whereas a large collection period corresponds to a large value of N. The exact 
relationship between the collection period and the sampling rate /V depends on many 
factors such as call arrival rate and measurements per call (effectively the measurements 
rate), and the mobility behaviour of the MS. For the purpose of this simplified analysis 
deriving an exact relationship between the collection period and the sampling rate N\s 
rather too much overhead, hence the analysis continues by using the sampling rate.
Given a sampling rate value N, Eq. 6.10 calculates numerically an estimated cell range 
ResiU), and subsequently the estimation error is given by:
e[N) = { R , „ ( N ) - R , J
Figure 6-4 plots the curve of estimation error against sampling rate N. I t  is observed that 
for low values of /V(or equivalently low collection periods), the cell area has not been 
sampled sufficiently hence Res{U) is smaller than which results in large estimation 
error. On the other hand, for large values of N{ov equivalently large collection periods), 
the cell area is sampled sufficiently however because of the averaging process of Eq. 6.7 
the shadow fading contribution is reduced and thus ResiN) is greater than Rtrue- On the 
limit N  + 00, the estimated cell range equals to the cell range calculate as if shadow 
fading was not present at all, which is equal to 8.92 km (this gives an estimation error of 
15.68).
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Figure 6-4. Estimation error of the cell range against the sampling rate
The importance of Figure 6-4 Is the fact that the estimation error cun/e exhibits a 
minimum when the sampling rate equals one. As a result, it can be concluded that a 
collection period value exists which minimises the estimation error. Subsequently, if 
several estimates are taken over this optimum collection period then the resulting 
estimate will achieve very low estimation error.
Having proved that the hypothesis of an optimum collection period is valid for the 
simplified one-dimensional cell, the analysis proceeds with the original network 
configuration. In order to test whether this modification (estimation of a cell footprint 
after an optimum collection period and subsequent averaging of several footprint 
estimates) of the proposed scheme would bear any acceptable results, a series of 
simulations was run where measurements were collected for a fixed collection period and 
based on that the radio boundaries were estimated. The same procedure was repeated 
for 80 iterations producing 80 estimates from which eventually the mean value was 
calculated. Finally, the estimation error was calculated.
The simulation results are depicted in Figure 6-5 for the cases of 50 m and 125 m 
positioning error. Whereas the proposed method as characteristically shown in Figure 6-3 
results in totally unacceptable performance, its modified version is capable of achieving 
extremely good performance even at high positioning errors. For the examined range of 
collection periods, the two curves of Figure 6-5 exhibit overall low estimation errors 
(smaller than about 10 which is equivalent to 8.3% relative estimation error) and in fact 
both have a minimum of less than 3 at 3.25 hours. This point is the optimum collection 
period because smaller values do not feed the radio boundaries estimation algorithm with
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enough measurements hence the algorithm always underestimates the real radio 
footprint, whereas larger periods contain a great deal of erroneous measurements and 
the result is naturally erroneous estimates as shown in Figure 6-3. Importantly, it should 
be noted that the collection period corresponding to the minimum estimation error is not 
very sensitive to the value as a small deviation from that does not result in significant 
performance degradation and also this value seems to be applicable to a great range of 
positioning errors.
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Figure 6-5. Performance of the modified proposed method in the presence of
significant positioning error
Having established that the modified scheme is able to estimate very well the radio 
footprint of a cell under positioning error albeit after 80 iterations, it is important to 
investigate what is the number of needed iterations in order to have a minimum 
acceptable performance. Again, the 3.6 estimation error (5% relative error) mark will be 
considered as the required minimum.
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Figure 6-6. Convergence of the modified proposed method against different
positioning error
The convergence behaviour of the proposed method is drawn in Figure 6-6 for different 
positioning errors when the collection period equals 3.25 hours. Section 6.2.4 states that 
a 5% relative estimation error corresponds to an estimation error value of 3.6, and from 
Figure 6-6 it can be seen that this value is achieved at the 4^  ^and 11^ iteration when the 
positioning error equals 50 m and 125 m respectively. Equivalently, this corresponds to 
13 hours and 35.75 hours respectively of measurements collection.
The comparison of these results against those of the original method operating at zero 
positioning error reveals that the modified method is capable of improving even further 
the time needed for the estimation of the radio footprint of a cell, and it simply depends 
on the positioning error. Of course, the larger the positioning error, the longer it takes to 
have an acceptable estimate of the radio footprint of the cell.
Importantly, if the estimation error equals 50 m then approximately 1.87-10^ 
measurements are needed, from which 4.02-10"  ^measurements corresponds to positions 
within the cell coverage. This means that the required oversampling of the cell area is 
equal to only 1.3, whereas for the originally proposed method this is equal to 2.1.
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Figure 6-7. Actual and estimated radio footprints of a UMTS urban cell
At this point, it is interesting to see how the footprint of the UMTS urban cell shown in 
Figure 5-3 is estimated by the proposed scheme. Figure 6-7 depicts the actual radio 
boundaries of the cell together with the estimated boundaries when the positioning error 
equals 50 m and 125 m. In both cases, it is once again verified that the proposed 
scheme is capable of estimating the radio footprint of a cell regardless the presence of 
significant positioning error.
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Figure 6-8. Distribution of angular estimation errors
An inspection of the statistics of the angular estimation errors reveals that for
the 50-m positioning error curve the mean value equals -30.7 m, whereas for the 125-m
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curve it is -25.84 m. This indicates that the estimated radio footprint slightly 
overestimates the real footprint (negative mean value), although this result could be 
simply because of statistical uncertainties since the mean value of -R^  ^ is very small 
in comparison to the mean value of R  ^ (about 2 km). This argument is supported by 
Figure 6-8 which depicts the distribution of R  ^ -  for the 50-m curve together with an
approximated normal distribution, and it is seen that the latter is well distributed around 
the mean value. Furthermore, from this distribution it can be seen that 93% of the 
observed R  ^-R^  ^values lie within the ±100 m range, which corresponds to ±5% relative
estimation error. This is another indication of the effectiveness of the proposed scheme 
to estimate successfully the radio footprint of a cell. Lastly, it is Intuitively expected that 
the larger the positioning error the larger the standard deviation of R  ^-  R^ .^ Indeed, an
increase of the positioning error from 50 m to 125 m results in an increase of the 
standard deviation from 60.96 m to 80.52 m.
6.3.2 Cell sizes
Cells across the network have different sizes which directly depend on the subscriber 
density. Thus, the largest cells are deployed in rural areas with cell radii greater than 4 -  
5 km. Next, in suburban areas cells of 2 -  3 km radius are usually found and lastly the 
smallest cells are found in urban areas with typical cell radii about 0.5 -  1.5 km. 
Consequently, it is important to examine how the proposed algorithm behaves for cell 
sizes other than 1.5 km.
The same procedure is followed as in section 6.3.1 and the radio footprints of two cells 
of 1 km and 2 km radius respectively are estimated. Figure 6-9 and Figure 6-10 present 
the results of the estimation process against the collection period. Once again, the same 
behaviour is observed; the estimation error curve exhibits a minimum, which does not 
depend on the positioning error and it is relatively insensitive to the value of the 
collection period.
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Figure 6-9. Estimation error against collection period (cell radius = 1 km)
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Figure 6-10. Estimation error against collection period (cell radius = 2 km)
The most important observation, however, is the fact that the collection perioij 
corresponding to the minimum estimation error is different for different cell radii. For cell 
radius equal to 1.5 km this was found to be equal to 3.25 hours, whereas now this is 
equal to 1.75 hours and 5.25 hours for cell radii of 1 km and 2 km respectively.
At this point, it would be interesting to examine what is the physical meaning of the 
collection period. For the 1.5-km cell, it was found that the collection period equals 3.25 
hours, and it can be easily calculated that about lO'’ measurements are collected within 
the coverage area. Given that the coverage area consists of 3.1*10'* points, it is derived 
that 32.3% or about one third of the area is needed to be sampled in order to have an 
acceptable radio boundary estimate. Following the same steps for the other cell ranges, 
it is found that in all cases the collection period corresponds approximately to the
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sampling of one third of the coverage area. Basicaiiy, this indicates that there should be 
a linear relationship between the collection period and the square of the cell radius (cell 
area).
This hypothesis is verified in Figure 6-11 where various points of the collection time 
against the square of the cell radius are plotted together with their connecting linear 
trendline, where the regression co-efficient equals 99.97%. This finding is very important 
because it enables the beforehand derivation of the collection time for any arbitrary cell 
size.
9
8Î 7
S 3s :
0
6 82 40
$ Results 
 Trendline
Cell radius squared (km2)
Figure 6 11. Relationship of collection time with cell radius
6.3.3 Power measurement error
Apart from the positioning error, there is another source of errors that could potentially 
Impair the effectiveness of the proposed method in estimating the radio footprint of a 
cell. This error source is the power measurement error.
Similarly to all measurements, power measurements cannot be error free, and there is 
always a trade-off between MS complexity and power measurement accuracy. However, 
the normal operation and importantly the stability of a cellular system depends on the 
measurements reported by the MS. Therefore, in order to guarantee adequate system 
performance, power measurement accuracy requirements are specified and these 
typically range from 3 dB to 10 dB. For example, in UMTS it is specified that the absolute 
accuracy requirement for pilot (RSCP) measurements equals 6 dB [4].
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Taking this additional impairment into consideration, simulations were run in order to 
examine its impact on the proposed method. Figure 6-12 draws curves of the estimation 
error against the collection period for different power measurement errors. It is seen that 
for small power measurement error such as 2 dB, there is not much practical difference 
from the error-free (0 dB) case. However, as the accuracy requirement degrades it is 
observed that there is a shift of the estimation error curve towards the right meaning 
that the collection period corresponding to the minimum estimation error increases. For 
instance, it is found that for 5 dB error the collection period equals 3.75 hours.
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Figure 6-12. Estimation error against collection period for different power 
measurement error (cell radius = 1.5 km)
The effect of power measurement accuracy on the collection period is clearly shown in 
Figure 6-13. Thus, for relatively small errors up to 4 dB then the collection period lies 
within the range from 3.25 to 3.5. Above 4 dB, the collection period increases gradually 
and for 6 dB it is found to be 4.5 hours. For the extreme of 10 dB, the reported value 
equals 9.5 hours.
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Figure 6-13. Collection period against measurement power error (cell radius =
1.5 km)
The presence of power measurement error is of course another impairment which 
prohibits the error-free estimation of the radio footprint of a ceil, and as such it is 
intuitively expected that this impairment could be sufficiently combated by increased 
sampling and (perhaps) averaging. From the previous analysis, it is clearly concluded 
that increased sampling is needed only in cases where the measurement accuracy is 
greater than 4 dB. Thus, when the measurement accuracy ranges from 0 dB (error-free) 
to 4 dB then a collection period samples about 32% of the coverage area, at 6 dB the 
collection period needs to sample about 44%, whereas at the extreme of 10 dB almost 
the entire area (94%) must be sampled per collection period.
Having established the impact of the power measurement error on the sampling 
(duration of collection period), it is important to examine how it affects the averaging 
(number of collection periods needed). Figure 6-14 draws the convergence curve of no 
power measurement error (0 dB) against the curves of 5 dB and 7 dB power 
measurement error. In all cases, it is seen that regardless of the power measurement 
error, the curves are converging to the same error floor, however the converging rate is 
not the same. In section 6.3.1, it was found that the error-free case needs 4 iterations in 
order to obtain an estimation error of 3.6 (which corresponds to a relative error of 5%), 
whereas from Figure 6-14 it is seen that the 5-dB curve needs 6 iterations, and the 7-dB 
curve 9 iterations. Of course, this behaviour is largely anticipated. Thus, the power 
measurement error results in requiring more iterations than the error-free case in order 
to reach the same estimation error.
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To sum up, the presence of the power measurement error has a double effect. It 
requires a longer sampling (collection period) of the coverage area and also a larger 
number of iterations in order to achieve an acceptable estimation error. Overall, this 
means that the presence of the power measurement error prolongs the required time in 
order to get acceptable estimates. Thus, the error-free case needs 4 iterations of 3.25- 
hour collection periods which is equal to 13 hours, whereas the 5-dB case needs 22.5 
hours ( 6  iterations of 3.75 hours) and the 7-dB case needs 36 hours which is almost 3 
times more than the error-free case (9 iterations of 5 hours).
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Figure 6-14. Convergence of the modified proposed method against different
power measurement error
It is interesting to point here that the mobile network specifications, such as [4], specify 
always the maximum acceptable power measurement error. Thus, if this limit equals 6  
dB, then it is expected that all the terminals must perform power measurements where 
the measurement error is up to 6  dB. Of course, this allows different terminals within the 
network to have any accuracy between OdB to 6  dB. However, as it is shown in Figure
6-13 the collection period depends on the accuracy and in this example the collection 
period changes from 3.25 hours for the error-free case (0 dB) to 4.5 hours for the 6 -dB 
case. Unfortunately, if the collection period is set to accommodate the worst case 
accuracy i.e. 6  dB then the estimates from the terminals with better accuracy are highly 
incorrect as shown by Figure 6-12.
A solution to this problem in not straightforward as it is almost impossible to know the 
accuracy of the various terminals, especially given the fact that this accuracy could be
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different even for terminals from the same manufacturer. On the other hand, because 
the measurement accuracy has a direct impact on the terminal cost, the terminal vendors 
always try to marginally meet the specifications. Therefore, it is pragmatically expected 
that all terminals would have more or less the same measurement accuracy as dictated 
by the specifications.
5.4 Conclusions
Because of the practical limitations of the planning tools in predicting accurately path loss 
especially in urban environments, it is common practice nowadays to perform 
measurement campaigns in order to establish the actual network coverage. However, 
they are rather expensive, labour-intensive, and time-consuming tasks which are 
primarily focused on outdoor coverage verification. In order to eliminate the need for 
measurement campaigns, this chapter presented a scheme whereby the network makes 
use of the power measurement reports together with estimates of the position of the 
terminals which performed these measurements in order to create a radio coverage map 
and subsequently it estimates the radio footprint of every cell within the network.
The proposed scheme collects several measurements from various terminals and places 
them onto the corresponding pixels of a two-dimensional canvas with a bin step of 2 0  m. 
In order to speed up the estimation process every collected measurement actually is 
placed onto nine pixels (the original one and its eight neighbouring) because it is 
assumed that because of the correlation of shadow fading such locations will not have 
very different actual path loss figures. Simulation results showed that the proposed 
scheme managed to estimate sufficiently (5% relative estimation error) the footprint of a 
cell after collecting measurements which was equivalent to a 2 1 -hour collection
period according to the system configuration.
Nonetheless, the analysis assumed perfect position and power measurement estimations. 
Thus, the proposed scheme was firstly tested against positioning inaccuracies. It  was 
readily observed that for expected positioning errors such as 50 m to 125 m, the 
proposed scheme performed poorly and it failed to produce a usable estimate, whereas 
even for smaller (unrealistic) errors such as 1 m, the collection period must be 
lengthened in order to reach the required 5% relative estimation error. To overcome this 
problem, the proposed scheme was modified whereby measurements were collected for 
a fixed period, then an estimate of the radio boundary was performed and the same
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procedure was repeated several times. At the end, the various interim radio boundaries 
were averaged to produce a final estimate. The modified proposed scheme was tested 
for a positioning error of 50 m and it was found that it succeeded in estimating 
sufficiently the radio footprint after collecting 4.02-10'^ measurements (13 hours with a 
fixed collection period of 3.25 hours) implying that the averaging process can actually 
improve substantially the estimation procedure despite the existence of a positioning 
error. Furthermore, the modified proposed scheme was tested against different cell sizes 
and in all cases it was found that it managed to estimate adequately the actual cell 
footprint. An important outcome of this analysis was the observation that the fixed 
collection period was proportional to the cell radius.
Next, the scheme was examined in the presence of power measurement error ranging 
from 1 dB to 10 dB. The results showed that the scheme managed to give adequate 
estimates although the fixed collection period was increased and hence the total 
estimation time was increased. Thus, in order to meet the 5% relative estimation error it 
was found that at 5 dB error the fixed collection period increased to 3.75 hours with a 
total estimation time of 22.5 hours whereas at 7 dB error the fixed collection period 
increased to 5 hours and the total estimation time to 36 hours.
I t  is worth mentioning here that the schemes found in the literature [15], [16], [38] 
regarding the minimisation of collected measurements in order to estimate the circular 
(singe dimension) coverage area of a cell during measurement campaigns do not 
consider any positioning or power measurement error. In contrast, the proposed scheme 
succeeded in estimating sufficiently the actual (two dimensional) radio footprint of a cell 
in spite of the presence of measurement errors. But, importantly, this scheme managed 
to achieve this by using only available power and positioning measurements without 
introducing any additional complexity to the system eliminating in this way the need for 
measurement campaigns.
Although, emergency and location-aware services is the primary reason behind the 
emergence of positioning-enabled mobile systems, this chapter presented an alternative 
use of this enhanced capability in order to estimate the actual network coverage. The 
next chapter proceeds further with this exploitation by assisting the handover algorithm 
with positioning information in order to enhance the QoS (dropping probability) of 
handover calls.
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Chapter 7
Reduction of unnecessary handovers
7.1 Introduction
Chapter 2 examined dimensioning approaches for GoS provisioning (reduced dropping 
probability) for handover calls. The analysis concluded that under certain moving/static 
user mixes a channel reservation scheme must be employed in order to guarantee low 
dropped calls, whereas in other cases the required QoS can be guaranteed by simply 
over-dimensioning the network.
Largely, these dimensioning solutions are trying to provide QoS by guaranteeing 
available resources whenever a handover event occurs. But there is an alternative 
approach whereby instead of reacting after a handover, the system alters the probability 
of a handover event. Thus, the system tries to minimise handover events and to execute 
only those absolutely necessary which will guarantee call continuation. In this way, 
because on average fewer handovers happen during a call, It becomes less likely for a 
call to drop during a handover event. But what is the mechanism causing all these 
handover events to happen?
Providing shadow fading is not present, an MS travelling away from its serving BS 
towards a neighbouring BS, would perform only one handover. This handover would be 
initiated at the instance when the received signal strength of the neighbouring BS would 
become stronger than that of the serving BS. However, the reality of the shadow fading 
affects significantly this very idealistic situation.
Shadow fading causes a long-term variation of the received signal strength, a fact that 
results in the initiation of several handovers, commonly known as "Ping-Pong" 
handovers, instead of just one. To combat this phenomenon, numerous handover 
algorithms have been proposed in the literature [13], [76], [83]. All of them consider the 
simplified case of two BSs and one MS travelling from one to the other, and they
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introduce various techniques like averaging windows and handover margins in order to 
minimize the number of the unnecessary handovers.
Basically these proposals succeed in their goal for the case of two BSs. Nonetheless, in 
real cellular systems the handover initiation mechanism is dictated by a large number of 
BSs typically equal to the number of BSs included in the neighbouring list of the serving 
BS. Figure 7-1 illustrates a possible handover initiation scenario where an MS located at 
point A near the cell edge, is heading towards BSz and is currently being served by BSo. 
Furthermore, it is assumed that at point A all the BSs can provide adequate received 
signal strength with the strongest provided by BSi and consequently, a handover will be 
executed to BSi. The MS will continue towards BSz and at point B it is probable that the 
received signal of BSi will be weaker than that of BSz or BS3 and a new handover will be 
initiated, where the MS could be served by either BS2 or BS3. In the case that the MS 
would be served by BS3 then it is possible that another handover to BS2 will be requested 
later. In conclusion, the existence of multiple BSs could result in the execution of 
unnecessary handovers (not necessarily Ping-Pong handovers).
BSI
BSO O-
BS3
Figure 7-1. Handover scenario involving 4 adjacent cells
Until now, it has been stated that dropped calls are caused because of the lack of 
resources at the new cell. However, dropped calls could occur for other reasons as well 
such as lack of resources in the transmission network and signalling failure. Although the 
probability of such events is quite low, it adds to the overall dropping probability, hence 
it is imperative to minimise the occurrence of unnecessary handovers and improve the 
end-user experience.
171
Reduction o f unnecessary handovers
The rest of the chapter is organised as follows: Initially, an analytical formulation of the 
phenomenon of the unnecessary handovers is derived and it is applied to the simplified 
4-cell network in order to quantify how often the unnecessary handovers occur. Based on 
this analytical description, the MUH (minimisation of unnecessary handovers) algorithm is 
derived and its performance is verified and evaluated in the previous 4-cell network.
Next, the practical limitations of the MUH algorithm are listed and subsequently two 
algorithms are introduced which successfully address these limitations. The performance 
analysis so far has assumed only ideal conditions, and thus a detailed sensitivity analysis 
is performed with respect to the accuracy that the network estimates the position, speed 
and direction of the mobile terminals. Lastly, important implications regarding CDMA- 
based cellular networks are presented.
7.2 Handover analysis
The analysis assumes the general case described in section 2.2.3.2, and continues to 
evaluate the handover probability occurrence (first &  or consecutive P/j) given that the 
handover probability at the decision instant mKx is given by (see section 2.2.3.2 for 
details):
H=1
h  °d is t[M (m g -^),.4 o ]
< A'-l \
V A=1
(2 .1 5 )
Assuming that at the time instant 0 an MS emerges and starts to be served by BSo 
(therefore (0 ) = 0 ), then the probability that a handover would be performed at
the time instant mKx given that the MS is continuously served by BSq until then, is given 
by:
PpU = n  t  ~ hando.ar C /^ )] Puandovar ( 7-1 )p=0
Let the cell residence time of a newly emerged MS be 7;,. Evidently, mKx the 
previous formula corresponds to the probability density function (pdf) (r) of T?.
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The duration of a voice call follows a negative exponential distribution with mean call 
duration 1/p^. Thus, the probability that a call will end in time duration fis:
= (7 .2 )
I t  can be easily seen [84] that the probability for a newly emerged MS to perform a 
handover during the call is equal to:
P, = Prob{r, > r,,} = ]prob{7; > t \ T „ =  /}Prob{7-„ =t}dt = ] e “’'‘7r. W dt ( 7.3 )
0 0
Additionally, assuming that at the time instant 0 an MS (already In a call process and 
served by the BS^) is handed over to BS* (Xr# m) which is located at the point A*, then 
Eq. 7.1 could be rewritten as:
ffi-t
0»K) = n  (pK )\ ( '« ^ ) ( 7.4 )
where = m^Kx ) = 0 and (wAT)is derived by Eq. 2.15 for BS*.
I f  the cell residence time of a handed over MS is Th (cell residence time between 
subsequent handovers), then for Th -  mKx - f^the previous formula gives the PDF (r)
of Th.
Lastly, the probability for a handed over MS to perform an additional handover during 
the call is equal to:
P* = Probk > } = Je-'''7r. if)dt ( 7.5 )
0
7.3 Evaluation of the unnecessary handover probability
For the calculation of the unnecessary handover probability, the general case is left and 
the analysis focuses on the simplified network scenario depicted in Figure 7-1. An MS 
emerges at the position of BSo (and consequently served by BSo), moves right towards 
BSz and at the time instant mKx a handover is Initiated. At that point, the MS will be 
handed over to either BSi or BS3 instead of BS2, if the received signal strength of either
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of these BSs is greater than that of BSq. Following the same steps as in the handover 
analysis section, it can be seen that the probability for the MS not to be handed over to 
BSz, is given by:
/)=1,3 or 2
f  K-\ \
K  + Y , 2 { K - k ) r ‘^
V A=i J y
(7 .6 )
The overall probability that the MS would be handed over to an incorrect BS (BSi or BS3) 
whilst being active, is simply:
Pincorrcc, = Prob{7 ; > T„ I fas, < P e s , (« = 1.3 )}
= ]prob{7; >t \T„  =?}Prob{r„ =t}P,,{,mKx = 0 ^ *  = WP’u W *  (7 .7 )
0 0
7.4 Minimizing the unnecessary handovers
Following the fundamental assumption of Chapter 6 , hereinafter it is assumed that the 
network has the ability to determine the position, speed and direction of an MS whenever 
a handover occurs [72]. Continuing the analysis on the simplified network scenario, it is 
assumed that actually at the time instant mKx a handover has been initiated and 
therefore, the MS will be handed over to either BSi, BSz or BS3. Furthermore, it is 
assumed that all of the potentially serving BSs could provide an adequate signal strength 
(received signal power greater than the receiver sensitivity). At this point, it is interesting 
to calculate the probability of a subsequent handover given that the MS would be handed 
over to BSAr(/r= 1, 2, 3).
Under the hypothesis that until the end of the call the MS will not change its speed and 
direction, it is possible to compute the ('” ^ )  / where mKx > to, for all the BSs,
and consequently from Eq. 7.4 the PDF (?). Finally, from Eq. 7.5 the probability Ph,k of
a subsequent handover after the MS has been handed over to BS^can be calculated. 
Among the possible BSs, a handover towards the BS which corresponds to
min{y^/;,^} (7 .8 )
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ensures that the probability for a future handover is minimum [56].
7.4.1 System model (I) -  simplified network
For the simplified network of Figure 7-1 a cell radius of 1.5 km is assumed, resulting in a 
BSo -  BSz of I . 5 V3 km. The network is deployed in urban areas characterized by macro- 
cellular propagation, the path loss model of which is given by Eq. 2.18. Also, the shadow 
fading standard deviation is set to 10 dB, the decorrelation length equals 20 m, and an 
averaging window of 15 s is used. Lastly, voice calls have a mean duration of 120 s.
0.12
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Figure 7-2. Probability of incorrect handover against MS velocity for the
simplified case
The probability of incorrect handover (MS is not handed over to BS2) as given by Eq. 7.6 
against the MS speed is drawn in Figure 7-2 for different values of HM. The graph shows 
that regardless of HMdX. low or at very high MS speeds the probability of an unnecessary 
handover is very small, almost zero. This happens because at low speeds it is very likely 
that the MS will end the call without performing a handover at all, whereas at very high 
speeds it is very unlikely that a handover decision would take place somewhere in the 
middle of BSo -  BS2 distance, where it is more probable to handover to either BSi or BS3. 
In contrast, when the speed of the MS ranges from about 10 km/h to 50 km/h it is likely 
that several handover decision instances could happen in the middle of BSo -  BS2 
distance, and consequently it is observed that regardless of the value of HM'\r\ this speed 
region there is an increased probability for an unnecessary handover (handover to BSi or 
BS3) to occur. A peak appears at about 25 km/h, which attains its maximum value of 
10.1% when HM =  0 dB and this reduces for increasing HM. Interestingly, the maximum
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value does not reduces quickly, and still for HM =  5 dB, the peak value is greater than 
5%.
Figure 7-3 plots the min {  }  against all the possible handover decision instances for a
MS with a velocity of 50 km/h (apparently Ph,\ = Ph,3). As it was expected, by the time it 
is likely that a handover will occur (peak of (f)), handover decisions based on Eq. 7.8
are capable of identifying the BS (BS2 in this case), which is more probable to serve the 
BS until the very end of the ongoing call.
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Figure 7-3. Probability of a subsequent handover for the simplified network
scenario (MS speed 50 km/h)
7.5 Locality algorithm & locality algorithm with received 
signal strength window
Unfortunately, a handover algorithm based on Eq. 7.8 is difficult to implement because 
several parameters have to be evaluated beforehand including the path loss exponent, 
the shadow fading standard deviation and the decorrelation length. Moreover, the 
implementation complexity of the algorithm could be even worse as in real systems the 
various BSs are located generally in different environments, which consequently 
necessitate the estimation of a range of values for these parameters.
Because of these implementation limitations, a new handover algorithm is proposed, 
which takes into consideration the relative distances of an MS with all the BSs in its 
vicinity. Under this algorithm, upon a handover request at the time instant to, the
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following metric is calculated for the serving BS and its neighbouring BSs with the 
assumption that the speed and the direction of the MS will remain constant:
M„ = |]P ro b {r, > t = mKT}dist{M(t„+mKT),A„]= d is t(M ( f,+ m & ),W j(  7.9 )
«1=0 «1=0
where n = 0 (serving BS), 1, ... N (neighbouring BSs). The MS is handed over to (or 
keeps to be served by) the BS with the lowest metric /%, provided that its received signal 
strength is greater than the receiver sensitivity, hence a signal of adequate quality can be 
received.
In contrast to a handover algorithm based on Eq. 7.8, this algorithm does not require the 
estimation of any parameters. Instead it merely requires the location, the velocity and the 
direction of the MS at the moment of the handover request. Essentially, the proposed 
algorithm calculates a metric, which shows the nearest BS to the MS for the duration of 
the call (distances are appropriately weighted).
However, this algorithm has a significant drawback. From a received signal strength point 
of view, the only constraint is that the signal power is greater than the receiver 
sensitivity. Although the MS will continue to receive a powerful enough signal, there is 
the possibility that the MS would have to transmit at significantly increased power for 
potentially a long period of time. Naturally, such an event would have an important 
impact on the battery life of the MS and also it could result in increased interference at 
the BS which of course could cause some loss of the uplink capacity.
Subsequently, an extension of the locality metric handover algorithm is also proposed 
which takes into consideration the received signal strengths of the neighbouring BSs. In 
more detail, upon a handover request the strongest-received BS is found. Given a 
predetermined power window, a set of all the BSs which can provide a signal strength 
greater than the strongest signal minus the power window, is compiled. Then, the 
locality metric from Eq. 7.9 is calculated for every BS included in this set. Finally, the MS 
is handed over to the BS with the lowest locality metric.
Lastly, it is worth noting here that if the power window is set to 0 dB, then the MS is 
always handed over to the best received BS, which means that the algorithm behaves as 
a typical handover algorithm seeking for the strongest received BS. On the other hand, if 
the power window is set theoretically to % dB, then the MS is always handed over to the 
BS with the lowest locality metric. Thus, a zero power window causes the algorithm not
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to take into consideration the topographical characteristics of the MS and its surrounding 
BSs, whereas an infinite power window results in not considering the relative received 
signal strength differences of the various BSs.
7.5.1 System model (II)
In order to test the ability of the proposed algorithms in minimising the number of 
performed handovers, two 17xl7-cell networks with a cell radius of 1.5 km and 0.5 km 
respectively are considered, which are deployed in the same environment with the 
previously considered 4-cell network.
MSs are randomly generated and distributed uniformly throughout the network. Again 
the mean call duration is 120 s. According to the MS velocity two mobility patterns are 
considered: pedestrian ( 0  km/h to 5 km/h) and vehicular (10 km/h to 200 km/h). More 
specifically, a pedestrian-type MS changes rapidly its direction (±180°) at the position 
update, whereas a vehicular-type MS changes its direction to a relative maximum of 
±45°. In both cases, an MS has a 20% likelihood to change its direction at every position 
update and a position update point is declared whenever an MS travels a distance equal 
to the decorrelation length from the last position update [33]. Lastly, the receiver 
sensitivity level is set to -100 dBm.
7.5.2 Simulation results
Simulations were run in order to test the relative performance characteristics of four 
handover algorithms: Strongest received signal (SRS) which is the conventional handover 
algorithm, minimisation of unnecessary handovers (MUH, Eq. 7.8), locality metric (LM Eq. 
7.9) and locality metric with power window (LMPW).
Initially, given that all the proposed algorithms make the fundamental assumption that 
the MS does not change its speed and direction until the end of the call, it is imperative 
to test these under this assumption and to compare the results against a typically 
behaved MS. Table 7-1 quotes the expected number of handovers during a voice call for 
three of the examined handover algorithms, when the MS velocity Is 50 km/h. 
Interestingly, the assumption regarding the invariability of the MS direction does not 
impact at all the MUH algorithm. The location and mobility characteristics of the MS are 
used indirectly in the MUH algorithm to calculate received signal strengths, since
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essentially this algorithm compares expected signal strengths for a number of future 
positions of the MS. The application of shadow fading results in decreasing the 
dependence of the signal strength calculation on the relative position of the MS with 
respect to the adjacent BSs. Consequently, the MUH algorithm tolerates effectively the 
mobility nature of the MSs. As expected, the same is also observed for the SRS 
algorithm. However, the LM algorithm seems to degrade by about 7.8% and 14.7% for 
the case of 0.5 km and 1.5 km networks respectively. Furthermore, the LM algorithm 
does not work efficiently with networks of small cell radius (performs worse than the SRS 
algorithm). Nonetheless, with larger network geometries (cell radius greater than 1.5 km) 
it is capable of improving substantially the number of performed handovers regardless of 
the assumption about the invariability of the MS direction (almost 48% improvement). 
Lastly, the MUH algorithm gave the best results under any test case.
Table 7-1. Mean number of handover per call (MS speed 50 km/h)
cell radius 
(km)
MS direction Strongest received 
signal (SRS)
Minimization of 
unnecessary 
handovers (MUH)
Locality metric
0.5 constant 2.14 1.69 2.04
variable 2.14 1.70 2 .2 0
1.5 constant 1.63 0.82 0.75
variable 1.64 0.82 0 .8 6
The performance of the LMPW algorithm for a range of power window values Is depicted 
in Figure 7-4 for the two considered networks. Again the fundamental assumption about 
the invariability of the MS direction does not affect dramatically the performance of the 
algorithm. As expected, if the window decreases towards 0 dB, the LMPW performance 
approximates that of the SRS algorithm whereas windows towards the other end force 
the LMPW algorithm to perform similarly to the LM algorithm.
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Figure 7-4. Number of handover for the LMPW algorithm (MS speed 50 km/h)
In order to reduce the effect of the changes of the MS direction, an averaging procedure 
as described in [8 ] could be utilised capable of tracking the mean direction of the MS. 
However, the presented results of Table 7-1 and Figure 7-4 indicate that the impact of 
the variation of MS direction should be rather minor. Actually, in section 7.6.3 the effect 
of direction estimation errors on the performance of the considered algorithms is 
investigated, clearly showing that the effect is small and therefore the employment of the 
averaging mechanism is not really justified.
Like the LM algorithm, the network geometry impacts its performance, however unlike 
the LM algorithm, the LMPW algorithm has the ability to optimise its performance for a 
particular power window value under certain network geometries. Thus, for the 0.5 km 
cell radius network the LMPW algorithm with a power window of about 12 dB seems to 
minimize the number of handovers and to approximate the performance of the MUH 
algorithm. In any case, the choice of the operating power window of the LMPW algorithm 
is a trade-off between the number of performed handovers and the MS battery life.
Performance curves of the SRS, the MUH, the LM and two power window values (3 dB 
and 6  dB) for the LMPW algorithm are drawn in Figure 7-5 for a range of MS speeds, 
where ///Vequals 0 dB. From 0 km/h to 5 km/h an MS exhibits pedestrian mobility 
pattern behaviour, whereas from 10  km/h up to 2 0 0  km/h it exhibits vehicular mobility 
pattern behaviour. The cell radius is 1.5 km. The results show that for a significant range 
of MS speeds the handover algorithms do not distinguish between the two mobility
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patterns. In essence, this indicates that all the handover algorithms are quite tolerable 
against the mobility behaviour of the various MS.
Overall, the best performance is achieved by the MUH algorithm, which is matched by 
the LM algorithm only at low and moderate MS speeds. The LMPW performs better than 
the SRS but worse than MUH (and the LM at low MS speeds), and its performance is 
greatly affected by the value of the window. As expected, a small value forces the LMPW 
to perform similarly to the SRS, whereas a large value gives performance similar to the 
LM algorithm (at least for low/moderate speeds).
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Figure 7-5. Number of handovers against mobility characteristics of MS
In high vehicular MS speeds, all the algorithms perform more handovers with the LM 
algorithm having the worst performance. The substantial degradation of the LM 
performance is because of the fact that for a 200 km/h MS the mean travelled distance 
during a 2-min calP^ is about 6 .6  km or almost 4.5 times the cell radius. Thus, after a 
few position updates BSs, which are supposed to be in the MS's locality, could result in 
being far away from the MS and vice versa. Conversely, the other algorithms appear to 
have a more graceful degradation of their respective performances but in all cases they 
perform better that the SRS indicating again the previous hypothesis that the LMPW 
algorithm is not affected by errors regarding the direction of the MS. Lastly, if a larger
22 Because of the memoryless property of the exponential distribution, a 2-min call at every 
handover decision is expected to last for an average of 2 minutes.
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cell radius were chosen, then the performance degradation of all presented algorithms at 
the high MS speeds may appear smaller, and in some cases there could be no 
degradation at all.
To sum up, for MS velocities up to 50 km/h the MUH and LM algorithms give the best 
results whereas for higher velocities the MUH algorithm is the best. However, because of 
the its complexity, the best overall solution Is by far the LMPW algorithm which with a 
window of 3 dB is capable of reducing the occurrence of unnecessary handovers without 
affecting the UE battery life or creating excessive interference.
7.6 Sensitivity analysis of estimation errors
The previous analysis assumed no errors during the estimation phase, i.e. the position, 
the speed and the direction of the mobile were perfectly known at the handover decision 
instant. However, this cannot happen in reality and there will be always a level of error In 
the estimation measurement. In order to examine in more detail the effect of estimation 
errors of position, speed and direction, initially a separate analysis will be performed 
where one estimated parameter will be assumed erroneous and the other two error-free. 
Next, a combined analysis takes place (none of the estimated parameters are error-free) 
which assumes that the errors of the estimated parameters are uncorrelated. This 
assumption can be justified by the fact that for the estimation of the parameters different 
techniques could be utilised. For example, the position of the MS can be estimated by 
using one of the methods presented in section 6.2.1 whereas the speed of the MS could 
be measured by using the method presented in [47] where the speed is estimated by 
measuring the maximum Doppler frequency of the received signal. On the other hand, if 
the errors were assumed correlated, then a specific method would be considered and 
consequently the whole sensitivity analysis would lose its generality and would become 
very implementation specific.
Because of the complexity of the MUH, this algorithm will not be considered in this 
sensitivity analysis. Furthermore, although it is believed that an LMPW algorithm with a 3 
dB window is overall the best solution, this section considers a scheme with a 6  dB 
window. The reason behind this is the fact that a 3-dB LMPW is less prone to estimation 
inaccuracies than a 6 -dB LMPW, because the latter has stronger locality dependence than 
the former. As it was explained earlier, a small window forces the LMPW to behave like 
the SRS, which apparently does not need any estimation inaccuracies, whereas a large
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window results in behaving like the LM, which is expected to be very sensitive in 
estimation errors.
Lastly, wherever appropriate the performance of the SRS is shown for comparison 
purposes.
7.6.1 Positioning accuracy
First, the impact of the positioning accuracy is examined. In section 6.2.1 various 
positioning methods were presented capable of delivering positioning estimation where 
the inaccuracy ranges from some metres to several tens of metres and this greatly 
depends on the positioning method utilised, and the environment (for example, urban, 
suburban etc). On the whole, however, the maximum expected inaccuracy is not 
expected to exceed 125 m 67% of the time [78].
Positioning estimates are not always available, usually because the MS is located within a 
building. In this case, the positioning methods characteristically fail and their normal 
response is a failure message and by convention they place the MS at the centre of the 
cell i.e. the MS is given the co-ordinates of the serving BS. This side-effect of the 
positioning methods is very useful for the proposed algorithms because in this way they 
will simply respond by giving the current cell as the most probable cell for the MS to 
finish the call. Fact, that its virtually always true since when the MS is located inside a 
building it is very likely that the MS will finish the call within the serving macro-celP^. 
Subsequently, this analysis will assume that positioning estimates are always available, 
and it will not consider the rather trivial case of indoor MS.
23 I t  is assumed here that the building is not served by a pico system. The analysis of unnecessary 
handovers is applicable only to macro systems.
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Figure 7-6. Effect of positioning errors on LM algorithm
To sum up, the proposed algorithms will be tested against the 125-m required 
measurement inaccuracy, but also they will be tested against more adverse conditions 
where the inaccuracy equals 300 m. Measurement availability will be 100% of the time.
Figure 7-6 presents the impact of the positioning errors on the performance of the LM 
algorithm. It  is observed that for MS velocities of up to 50 km/h, the performance is 
significantly degraded and worsens as the inaccuracy increases, however, in all cases 
even at 300-m measurement error the performance of the LM algorithm is better than 
that of the SRS. Interestingly, at high MS velocities, there is no apparent degradation 
primarily because the performance of the LM is basically dominated by the estimation 
errors introduced because of the already high speed of the MS.
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Figure 7-7. Effect of positioning errors on LMPW algorithm for different cell
ranges
The impact of the positioning errors on the LMPW algorithm is depicted in Figure 7-7 for 
varying windows and different cell radius (MS speed equals 50 km/h). The important 
conclusion is that for small (up to 6  dB) windows the LMPW algorithm is not affected at 
all by the positioning errors regardless the cell ranges. In contrast, for large values 
deviation from the error-free case is observed, which is more apparent for small cell 
ranges (0.5 km cell radius).
Additionally, the performance of the 6 -dB LMPW algorithm is shown in Figure 7-8 against 
the MS speed. Its behaviour is very similar to that of the LM algorithm (Figure 7-6), 
however for speeds up to 50 km/h, the observed degradation is smaller than that of the 
LM algorithm. Importantly, despite the measurement errors the 6 -dB LMPW algorithm 
achieves always better performance than the SRS across the entire spectrum of MS 
speeds.
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Figure 7-8. Effect of positioning errors on 6-dB LMPW algorithm
7.6.2 Speed accuracy
The speed of the MS can be estimated by using positioning methods, where consecutive 
time-stamped measurements of the MS position are taken and after some post­
processing the speed is estimated. Alternatively, methods operating directly upon the 
received signal could be utilised such as the method presented in [47] where the 
maximum Doppler frequency is estimated from the received signal and consequently, the 
speed can be calculated.
Given that the examined spectrum of MS velocities ranges from 1 km/h to 200 km/h, 
testing the algorithms against an absolute error would be inappropriate. For instance, an 
absolute error of 10  km/h is very large for small/moderate speeds but almost negligible 
for high speeds. Consequently, a relative error approach was assumed and the proposed 
algorithms were tested against a relative error of 50%. Comparatively, the estimation 
speed method of [47] gives a worst-case relative error of less than 25%.
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The impact of the speed estimation errors on the performance of the LM algorithm is 
shown in Figure 7-9, where it is observed that the 50% relative error results in a small 
degradation across all speeds. As the error-free case, the LM algorithm performs worse 
than the SRS algorithm when the MS speed equals 100 km/h.
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Figure 7-10. Effect of speed estimation errors on LMPW algorithm for different
cell ranges
Additionally, Figure 7-10 presents the performance of the LMPW algorithm for different 
windows and cell ranges (MS speed equals 50 km/h). Thus, for /? = 1.5 km, the LMPW 
does not degrade its performance for windows sizes up to 10 dB, whereas for larger 
windows there is a small degradation in comparison to the error-free case. On the other
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hand, for R = 0.5 km, it is observed that there is no significant deviations for varying 
window sizes between the two cases.
Lastly, Figure 7-11 shows the performance of the 6 -dB LMPW for different MS velocities 
(/? = 1.5 km) and it is clearly observed that there is no difference whatsoever against the 
error-free case.
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Figure 7 11. Effect of speed estimation errors on 6-dB LMPW algorithm
7.6.3 Direction accuracy
The last examined estimated parameter is the direction of the MS, and typically it is 
estimated by using consecutive time-stamped measurements of the MS position. Then, 
these measurements are filtered to remove large momentary variations because of 
estimation errors and in some cases where detailed maps with routes are available, the 
direction estimates could be related to these routes and highly accurate direction 
estimates could be obtained.
In order to understand how the positioning errors are affecting the estimation of the 
direction, the following simple model is considered. At the instants ^ and Ù2, the position 
(%, +  A y ,) and {x^  y  ^ -t-Ay^) respectively is determined, where AA'/and
Ay, are the positioning estimation errors, which are normally distributed. The estimated 
direction of the MS is given by:
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(p = arctan V2 - y ,  -(4x2 -  A}/,)
^2 "  W 2 ~ ^ i ) .
whereas the true direction of the MS equals:
(7 .10)
(p = arctan 
Apparently, the estimation error equals:
/ \  f 2 - y ,
X. - X\ 1 /
(7 .11)
e  =  ( p - ( p ( 7.12 )
An analytical approach to calculate the statistics of the estimation error is rather difficult, 
hence computer simulations are used. Thus, it is assumed that the time instances are 30 
sec apart, the direction of the MS equals 0° and the positioning error is 125 m. For a 
given MS speed random samples are drawn and subsequently the estimated direction, 
and the estimation error are evaluated. Finally, the mean and the standard deviation are 
obtained. As depicted in Figure 7-12, it is found that the mean estimation error is 
approximately equal to 0 °, hence this estimation procedure is not biased and the 
standard deviation depends on the speed which reduces quickly from 1 0 0 ° when the 
speed equals 1 km/h to 5° at 120 km/h. To conclude, a safe assumption would be that 
the typical error and the worst-case error would be equal to 30° and 90° respectively.
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Figure 7-12. Mean and standard deviation of direction estimation error
Figure 7-13 presents the effect of the direction estimation error on the LM algorithm, 
where it is clearly shown that the LM is quite sensitive to direction errors. Even at speeds
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lower than 10  km/h, its performance starts to deteriorate significantly, especially when 
the direction error equals 90°. Lastly, at about 50 -  70 km/h the LM algorithm results in 
performing more handovers than the SRS algorithm.
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Figure 7-13. Effect of direction estimation errors on LM algorithm
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Figure 7-14. Effect of direction estimation errors on LMPW algorithm for
different cell ranges
Next, the LMPW algorithm for different windows and cell ranges is examined against the 
direction error (MS speed equals 50 km/h), and the results are depicted in Figure 7-14. 
Importantly, only for windows of up to 6  dB is the performance of the LMPW similar to
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the error-free case. For larger windows and especially at small cell ranges, there is a 
significant deviation of the LMPW performance.
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Figure 7-15. Effect of direction estimation errors on 6-dB LMPW algorithm
Finally, the performance of the 6 -dB LMPW algorithm is examined. Figure 7-15 reports 
that once again this scheme manages to perform adequately despite the direction 
estimation error. Interestingly, at 30° error the algorithm gives the same results as the 
error-free case and it always performs better than the SRS algorithm.
7.6.4 Combinetd errors
Having examined the behaviour of the proposed algorithm against separate estimation 
errors, it is important to understand how these algorithms behave when all the estimated 
parameters are erroneous. Until now, it has been undoubtedly concluded that the LM 
algorithm could give adequate performance in rather limited scenarios, and consequently 
in this section only the 6 -dB LMPW algorithm is tested against the SRS algorithm.
This examination considers two error combinations:
• Combi: positioning error 125 m, speed error 50% and direction error 30°
• Comb2: positioning error 300 m, speed error 50% and direction error 90°
Figure 7-16 and Figure 7-17 presents the performance curves of the 6 -dB LMPW 
algorithm for a cell radius of 1.5 km and 0.5 km respectively. In all cases, the error
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combinations 1 & 2 results in a deterioration of the 6 -dB LMPW performance with respect 
to the error-free case. However, the important conclusion is that the 6 -dB LMPW 
algorithm always performs better than the SRS algorithm, and only at speeds greater 
than 100 km/h and when the cell radius equals 0.5 km (which is an improbable scenario 
to happen) do the two algorithms have a similar performance.
2I1
o —
10 100 1000
SRS
I JVt PW 6 dB (comb 1 ) 
LMPW 6dB 
LMPW 6 dB (comb2)
MS velocity (km/h)
Figure 7-16. Effect of combined estimation errors on 6-dB LMPW algorithm
(cell radius equals 1.5 km)
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Figure 7-17. Effect of combined estimation errors on 6-dB LMPW algorithm
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7.7 Important implications
The proposed algorithms (MUH, LM and LMPW) have been developed because of the 
need to decrease the number of unnecessary handovers occurring due to the two- 
dimensional nature of the cellular networks, a fact that would enhance the QoS provided 
to handover calls.
In addition, these algorithms could be utilised to assist the call admission control function 
of the mobile network to enhance its performance against dropping calls. A very 
important and interesting example is their use in adding radio links during the soft 
handover procedure in CDMA-based mobile networks.
7.7.1 Adding radio links during soft handover in CDMA networks
One of the important differences between TDMA and CDMA based networks is that 
normally in CDMA networks during the handover phase the MS has concurrent links with 
more than one BSs. This event is commonly known as soft handover, because the MS 
first makes a new connection towards the new BS and then breaks the old one. 
Potentially, the MS can have simultaneous links with more than 2 BSs where the 
maximum' number is a system parameter known as the active set size. The active set size 
could be very large (for example 6 ), however typically the maximum size used is 3 [45]. 
In contrast, the handover procedure in TDMA systems is known as hard handovers 
because first the MS is disconnected from the old BS and then the new connection is 
established^^. Regarding soft handover, a number of different events could be identified 
the most important of which are the addition of a radio link to the active set and the 
deletion of a radio link from the active set.
Again the MS performs pilot strength measurements, the frequency of which for UMTS- 
FDD networks equals 10 ms. Then the MS averages these measurements and every 200 
ms (every 2 0  measurements) it calculates a soft handover measure similar to the power 
budget measure of Eq. 2.3. Whenever the following condition is satisfied
PBGTo^ n < ( 7.13 )
24 It  should be noted here that hard handovers exist in CDMA systems as well [46].
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where W_ADD ,^n is known as the soft handover add window, then the MS reports back to 
the network that a new link with BSn must be added to the active set of the MS. The 
addition of a new link is a complicated procedure like the handover procedure in TDMA 
systems, and again the MS runs the risk of dropping the call if there are no resources 
(radio, hardware or transmission) available at the target cell.
One could point out that it is not really necessary to drop a call if there are no resources 
available during the addition of a new radio link, however such drastic measures are 
needed during congestion periods. CDMA is primarily a network which tries to control the 
induced interference from the various network nodes (a fast power control mechanism 
exists both in uplink and downlink), and during congestion periods the interference levels 
are reaching the maximum tolerable limits^s. Thus, if an MS reports to the network an 
addition radio link event with BSj which at the same time experiences high levels of 
interference, then the radio link addition request is dropped. However, if the MS is kept 
alive (it still has one or more active connections), because of the near-far phenomenon 
the MS, which is not power controlled by BSj, will cause more interference to the already 
congested BSj, and eventually this could result in the dropping of other calls served by 
BSj. As a result, it is preferable to drop one call, rather than losing a number of calls due 
to uplink outages of the congested BS.
Setting aside for a while congested BSs, it was earlier stated that an addition radio link 
event could fail because of other causes such as hardware or transmission resources 
limitation. Adding to that all the causes for a handover failure as described for a TDMA 
system, which are more or less applicable to CDMA systems as well, it is plain that an 
addition radio link event could potentially result in dropping a call. Following the 
reasoning behind the occurrence of unnecessary handovers, it can be concluded that a 
dropped call could happen for a range of reasons even though the target BS is not 
actually congested.
At this moment, it would be useful to estimate how often unnecessary handover or 
(more accurately according to the CDMA terminology) unnecessary addition radio link 
events occur. Again the simplified 4-cell network of Figure 7-1 is considered, however 
now the network is CDMA based.
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Assuming that a MS is moving from BSo towards BSz, therefore the MS is expected to be 
served by these two BSs. Naturally, it is likely that at one point the MS would declare an 
addition radio link event with BSi or BS3. Similar to the TDMA analysis, such events are 
rather unnecessary because they do not actually contribute to the overall link 
performance (a very good reference regarding the benefits and limitations of soft 
handover is [59]). The total probability that an addition radio link event will occur at the 
decision instant mKx is given by (details about the notation could be found in section 
2.2.3.2):
^(addition radio link of BS, =
“ / (^addition radio link of BS, ,^ mAT | server is BS,,, mA7) f  (server is BS,,, mAT) ( 7.14 )
it= 0 .2
where ^(addition radio link of BS, 3, mK | server is BS,,, tnK) is the probability that an
addition radio link event with BSi or BS3 will occur given that the BSk is the server at the 
decision instant mKx, which is given by:
YPBGT,JmK)<W_ADD,,,
n=\,3
i»tK) = 1 -  n  (mK) > W _  ADD,^„ )
K -\
k=0
dist[M(wAT -  k), A„ ] 
d is t [M (m Æ -^ ) ,y 4 j
V I  A-=i J
( 7 J 5 )
Furthermore, f  (server is BS,,, mÆ) is the probability that BSk is the server at the decision 
instant mKx, which is given by:
25 This description is more applicable to the uplink, however, it is not necessary at this stage to 
give full details of both uplink and downlink. For further information the reader is referenced 
to [46].
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server BSi^ ( m K )  =  P Y P B G T , J m K ) < 0 = u qn^k
K-\-bj^log
k=0
d i s t [ M ( m K  -  k ) ,  A 
dist[M(wAr
A.'-l
K  +  Y , 2 ( K - k ) r ‘
k=\
(7 .16)
/ J
By plugging the previous equations to Eq. 7.14, it is easy to calculate the probability that 
an addition radio link event will occur along the path from BSo to BSzat the decision 
instant mKr. Figure 7-18 draws soft handover probability curves for different (typically 
used) soft handover add windows ranging from 3 dB to 5 dB. It is observed that the 
probability to add a radio link from BSi or BS3 to the MS active set demonstrates a 
maximum at the middle of the distance between BSo and BS2. For a 3-dB window the 
maximum probability equals 30.5% and increases according to the add window to reach 
a value of 34.4% when the window equals 5 dB.
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Figure 7-18. Soft handover probability for the 4-cell network against soft
handover window
Clearly, the soft handover mechanism could result in very often additions of new radio 
links to the active set, some of which could cause dropped calls due to a potential failure 
of the establishment of the new radio link. Consequently, the utilisation of the proposed 
algorithms is of great importance to CDMA-based systems, since like the TDMA case 
unnecessary soft handover addition events can be identified and subsequently omitted.
In this way, whenever a soft handover event occurs, the locality metrics of Eq. 7.9 could 
be calculated and accordingly the call admission control function could decide whether or 
not to continue with the establishment of the new radio link.
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7.8 Conclusions
Because of the two-dimensional layout of cellular networks and the mobility behaviour of 
the users, handovers could occur with high probability of an immediate handover to 
follow. Given that whenever a handover occurs there is always a probability of a dropped 
call (and hence bad user experience) either because of lack of resources at the new cell 
or possible failure of the handover procedure (as explained in section 7.1), it is desired to 
minimise their occurrence.
Based on a simple 4-cell network, the probability of unnecessary handovers has been 
estimated and it was found ranging from 3% to 10% depending on the system 
configuration (value of handover margin). Subsequently, a theoretically derived algorithm 
namely the MUH algorithm was derived which whenever a handover was triggered, the 
MUH took into consideration the radio conditions, the relative position of the MS with 
respect to the neighbouring cells and also its speed and direction in order to estimate to 
which BS the MS must be handed over In order that the probability of a consecutive 
handover to happen was minimised.
Due to the implementation complexity of the MUH algorithm, since it required accurate 
knowledge of the radio environment, two other algorithms were developed: the LM and 
the LMPW. The fundamental idea behind these algorithms was that whenever a handover 
was triggered, locality metrics were calculated indicating near which BS it was more likely 
that the MS could reside until the end of the call. Whereas the LM algorithm operated 
only on locality metrics, the LMPW algorithm was a hybrid between the LM and the 
traditional received-signal-based handover algorithms. Thus, whenever a handover was 
initiated, the LMPW algorithm created a list of BSs (based on a power window) including 
the most suitable (from a power point of view) BSs for the MS to be handed over to.
Next, the locality metrics were calculated for these BSs and eventually the one with the 
smallest locality metric was chosen.
For a range of simulated scenarios with varying MS speed and several mobility profiles 
and also different cell ranges, it has been clearly established that the LMPW coupled with 
a window between 3 dB and 6  dB was capable of delivering superior performance in 
comparison to any other handover scheme. Thus, in all cases regardless of the scenario 
configuration the LMPW algorithm allowed the UE to perform the smallest number of 
handovers during the call duration.
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What was most important, however, was the fact that the LMPW algorithm demonstrated 
very good tolerance in estimation errors of the position, the speed and the direction of 
the MS. Thus, it was shown that worst-case expected estimation errors such as 125 m 
positioning error, 50% relative speed error or 90 degrees direction error had a small 
impact on the performance of the LMPW algorithm.
The last section of the chapter discussed the applicability of the proposed algorithms 
within the call admission control function of a CDMA-based cellular network. It was 
analytically shown that the probability of unnecessary soft handover events is very high 
(more than 30%) and equally their failure could cause dropped calls. Therefore, the 
utilisation of the proposed algorithms could be of great importance to CDMA-based 
systems, because unnecessary soft handover addition events could be identified and 
subsequently omitted. In this way, whenever a soft handover event occured, the call 
admission control function could decide whether or not to continue with the 
establishment of the new radio link reducing in this way the dropping probability.
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Chapter 8
Conclusions & future work
3 '^  generation mobile communication systems are being built according to a generic 
service-delivery paradigm. Although this approach enables the prompt introduction of a 
vast array of different services with apparent benefits for the operators, it conceals 
important issues regarding the dimensioning, design, planning, optimisation and QoS 
provisioning of the mobile network. This thesis has provided detailed analysis of the 
following issues:
1 . Dimensioning for voice services under general user mobility
2. Dimensioning for packet services and mixed services
3. Load imbalances and optimisation of resource utilisation
4. Coverage and interference optimisation
5. Cell coverage estimation
6 . Reduction of unnecessary handovers
Although, it was originally expected that the next generation mobile systems would be 
based on a single air-interface standard, because of the existence of several legacy 
incompatible systems eventually a family of standards was adopted under the unifying 
umbrella of IMT-2000. Despite their differences, fundamentally these standards were 
either TDMA (such as EDGE, DECT and TD-CDMA) or CDMA based (such as W-CDMA and 
CDMA 2000). As a result, this thesis distanced its analysis from being either CDMA or 
TDMA specific and it tried to provide independent results.
The analysis started with the exploration of network dimensioning for voice services 
under general user mobility. Initially, it was verified that the Erlang B blocking model was 
still applicable for the dimensioning of the air interface of mobile networks because at the 
typical blocking operating values, the handover traffic could be considered to be of 
poissonian nature. However, in order to use the Erlang B formula, the mean channel 
holding time and the mean number of performed handovers during the call needed to be
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evaluated. For this purpose, a cell residence time model was proposed which took into 
consideration both the mobility behaviour and the handover mechanism. The introduction 
of this model, however, had another important implication. The model proposed that 
when both the mobility characteristics and the handover mechanism are taken into 
consideration then the new and handover cell residence times must not be linked 
through the excess life theorem. The latter Is an easy way of simplifying the analysis 
when only the mobility characteristics are considered in order to describe handover 
phenomena and it is typically found in the literature.
The proposed cell residence time model was subsequently used in order to calculate the 
mean channel holding time and the mean number of the performed handovers during the 
call duration. These statistics helped to establish that the user mobility results in 
decreasing the actual cell load in comparison to the calculated cell load under the static- 
user assumption. This was justified by the fact that user (especially high) mobility 
resulted in breaking down the offered load in smaller channel holding times. This enabled 
the system to achieve better statistical multiplexing of the offered load across 
neighbouring cells and consequently the system capacity was improved. At low mobility, 
however, this capacity gain was reduced and practically it depended only on the 
stochastic nature of the handover mechanism i.e. handover margin. Lastly, at the 
extreme of low mobility and high handover margins, handovers did not occur and 
naturally the actual cell load was equal to the static load.
These findings were further elaborated to quantify the performance gain in terms of 
supported subscribers, and it was established that a 40-channel reference cell could 
support-929 stationary users, but this number was increased to 994 subscribers (at a 
crossing rate of 33.3 h'^). It was obsen/ed that in reality all users were neither stationary 
nor static, but a mix always existed and therefore it was calculated how this mix affected 
the system capacity. However, the analysis so far did not consider QoS for handover calls 
and given the fact that dropped calls are a worse experience than blocked calls by the 
end user, a QoS weight was assumed for handover calls. The existence of this QoS 
requirement resulted in a decrease of the system capacity (883 instead of 956 
subscribers with and without QoS guarantees respectively for a moving/stationary user 
mix of 0.3) but importantly the dropping probability was reduced to 0.1%. Next, it was 
investigated how the use of a channel reservation scheme for handover calls would affect 
the dimensioning procedure. The important conclusion was that such a scheme is not 
needed if the findings of the QoS-guarantee dimensioning procedure were applied when
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the traffic was either highly static or highly moving, but in between there was a user mix 
region where a channel reservation scheme would increase the system capacity (for a 
user mix of 0.3 the supported subscribers increased from 883 to 890).
Next, attention was focused on investigating the dimensioning issues around packet and 
more generally mixed services. In order to simplify the analysis web browsing was 
chosen as the most representative and well understood from the large family of packet 
services. Most importantly, web browsing comes with specific QoS requirements because 
the delivery of a web page is expected within a logical acceptable delay after the page 
request. Three packet delivery mechanisms were identified operating on session, page 
and packet level respectively. The first method allocated permanently dedicated 
resources for the entire session duration (multiple pages), the second method allocated 
temporarily dedicated resources only for the duration of the page download whereas the 
third method made use of shared channels. Given a QoS requirement that the 95'^ '’ 
percentile of the page download delay was equal to 8  sec, the capacity of these delivery 
mechanisms was estimated assuming a celi throughput of 384 kbps. Thus, it was found 
that the first method managed to handle only 0.0075 sessions/sec, the second method 
achieved much better at 0.14 sessions/sec whereas the third had the best performance 
managing 0.36 sessions/sec.
The next step was to proceed with the mixed service (voice and web browsing) 
dimensioning procedure. Initially, the number of supported subscribers was examined 
where for packet services the system was simply dimensioned to transfer the total 
amount without any QoS considerations. Thus, for the case when a user did one voice 
call and one web browsing session during the busy hour, it was found that the reference 
cell could handle 700 subscribers. On the other hand, the temporarily dedicated method 
was estimated to support 490 subscribers and lastly the shared allocation method 
managed to support 700 subscribers. Importantly, it was concluded that dimensioning 
the system for mixed services without taking into consideration any delays for the packet 
services could result in hugely underestimating the system capacity in the majority of the 
cases. Only when the shared resources allocation method was utilised and only when the 
voice portion was greater than that of the web browsing, the dimensioning results 
resembled reality.
However, regardless how carefully a mobile network is dimensioned and planned, load 
imbalances occur for various reasons causing small-scale network congestion. This thesis 
examined an alternative method which exploited the coverage overlapping between
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neighbouring cells in order to eliminate the load imbalances and optimise resource 
utilisation. The proposed method basically operated on the measured resource utilisation 
between two neighbouring cells and according to a defined algorithm It was decided 
whether or not to change the handover margins between these two cells. In this way, 
the incoming handover load towards a congested cell could be sufficiently controlled and 
also a portion of the load of the congested cell located in the overlapping area could be 
offloaded towards the neighbouring less-congested cells.
Initially, it was examined and quantified how load imbalances regarding voice services 
affected the system performance (blocking probability). The proposed scheme was tested 
against different load imbalance conditions and in all cases it demonstrated excellent 
adaptability to the current conditions and enhanced network performance. Next, the 
analysis focused on load imbalances regarding packet services and importantly it was 
shown that the packet services were more sensitive than voice services especially when 
the service mix was heavily biased towards packet services. However, again the 
proposed scheme showed its capability in equalising the load imbalances across multiple 
cells improving substantially the system performance.
The performance of the proposed handover-margin adaptation scheme was largely 
depended upon the exchange rate of the state information between neighbouring cells. 
Results showed that especially for packet services a relatively small exchange period is 
needed of 1 min, which could potentially result in high signalling load in the network. 
However, it was shown that because in real systems multiple cells were controlled by a 
single entity which had knowledge of the resource utilisation figures of every controlling 
ceil, the resulting signalling load was very low. Thus, assuming a controlling entity in a 
UMTS system handling 100 cells, it was calculated that a signalling penalty of only 0.73 
bytes/sec/cell was needed which could be safely assumed as non-existent.
Although the existence of overlapping coverage between neighbouring cells was fully 
exploited by the load imbalance equalisation scheme, having too much overlapping is not 
desired because this results in capacity loss in interference-limited systems. This raised 
the requirement of achieving ubiquitous coverage i.e. eliminating coverage holes but not 
at the expense of having highly overlapping coverage. Conventional coverage 
optimisation approaches performed on a cell-by-cell basis providing sub-optimal results 
because only a limited number of parameters of one cell could be optimised at one 
instant. On the other hand, the proposed scheme aimed to optimise jointly all 
parameters of all cells (of a given area). Parameters affecting the cell coverage include
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mechanical and electrical antenna downtiit, antenna height, orientation and pilot transmit 
power.
The coverage optimisation problem was fully described by a cost function which operated 
jointly on the radio footprints of the various cells needing optimisation and consequently 
a very large number of parameters controlling the cell coverage could be simultaneously 
optimised. Subsequently, the cost function was minimised by making use of an 
optimisation algorithm which was based on the genetic algorithm. The proposed 
optimisation algorithm was examined in detail under different parameter settings and 
suggestions were given regarding its parameter values. Ultimately, an optimum setting 
was proposed which managed to reach a very good solution after a small number of 
generations, and importantly at the lowest computational complexity (number of cost 
function evaluations). Hence, this optimum configuration managed to optimise an 
examined 13-cell UMTS network from a starting default configuration of 0° downtiit and 
10% pilot power corresponding to a cost of 263.8 to a configuration which had an 
average downtiit of about 6 ° and an average pilot power of 1 0 % across all network cells 
corresponding to a cost of 237.4.
Despite the robustness of the proposed coverage optimisation scheme or generally any 
other coverage optimisation approach, they are limited by the path loss prediction 
capabilities of the employed planning tool. In order to overcome these limitations often 
measurement campaigns take place although with important disadvantages. In order to 
eliminate the need for measurement campaigns and basically automate the cell coverage 
estimation procedure, a scheme was proposed whereby the network made use of the 
power measurement reports together with estimates of the position of the terminals 
which performed these measurements in order to create a radio coverage map and 
subsequently it estimated the radio footprint of every cell within the network. The 
proposed automatic cell coverage estimation scheme was rigorously examined against 
both positioning measurement errors (up to 125 m) and power measurement errors (up 
to 10 dB). In all cases, it demonstrated outstanding capability in estimating the actual 
radio footprint of a cell. Thus, it was found that in order to meet the 5% relative 
estimation error requirement, a total measurement collection time of 22.5 hours is 
needed when the positioning error was 50 m and the power measurement error was 5 
dB.
Examining alternative ways of enhancing even more the QoS guarantees of handover 
calls, this thesis exploited even further the positioning capabilities of the mobile systems
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in order to minimise the occurrence of unnecessary handovers which are caused because 
of the two-dimensional layout of cellular networks and the mobility behaviour of the 
users. Based on a simple 4-cell network, the probability of unnecessary handovers was 
estimated and it was found to range from 3% to 10% depending on the system 
configuration (value of handover margin). Subsequently, a theoretically derived algorithm 
namely the minimisatlon-of-unnecessary-handovers (MUH) algorithm was derived. In 
more details, whenever a handover was triggered, the MUH took into consideration the 
radio conditions, the relative position of the mobile station with respect to the 
neighbouring cells and also its speed and direction in order to estimate to which base 
station the mobile station must be handed over such that the probability of a consecutive 
handover to happen was minimised.
Due to the implementation complexity of the MUH algorithm since it required accurate 
knowledge of the radio environment, two other algorithms were developed: the locality- 
metric (LM) and the locality-metric-with-power-window (LMPW). The fundamental idea 
behind these algorithms was that whenever a handover was triggered, locality metrics 
were calculated indicating near which base station it is more likely that the mobile station 
could reside until the end of the call. Whereas the LM algorithm operates only on locality 
metrics, the LMPW algorithm was a hybrid between the LM and the traditional received- 
signal-based handover algorithms. Thus, whenever a handover was Initiated, the LMPW 
algorithm creates a list of base stations (based on a power window), including the most 
suitable from a power point of view, for the mobile station to handover to. Next, the 
locality metrics were calculated for these base stations and eventually the one with the 
smallest locality metric was chosen. All proposed algorithms were tested against different 
scenarios and importantly in the presence of position, speed and direction estimation 
error and overall it was concluded that the LMPW coupled with a window between 3 dB 
and 6  dB is capable of delivering superior performance in comparison to any other 
handover scheme.
Limitations & Future work
Although, this thesis tried to provide results and conclusions that were independent of 
the multiple access scheme. In some cases this was not feasible and rather very specific 
conclusions were presented. Thus, it is proposed that the cell residence time model and 
the voice- dimensioning framework both presented in Chapter 2 should be extended for 
CDMA-based systems as well. In this case, the cell residence time must be able to
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capture the soft handover mechanism which basically results In the lengthening of the 
mean cell residence time spent by a terminal within one cell. Subsequently, statistics 
regarding the number of soft handover events and channel holding times must be 
obtained in order to assess precisely what is the actual cell load because of the user 
mobility.
The packet dimensioning approach of Chapter 3 was based on traffic models which did 
not take into consideration the behaviour of the upper protocols. Although such models 
give overall a reasonable approximation of the system behaviour, they fail to provide 
accurate results at high loads because they do not capture the behaviour of higher layer 
protocols such as TCP. Thus, future work should develop an accurate model of TCP, RLC 
and MAC protocols in order to obtain a better understanding regarding the packet 
dimensioning. Another important application of this model is that it can be used to 
optimise the inactivity timer used to de-allocate resources after the download of a page.
The handover-margin adaptation scheme of Chapter 4 showed that its ability in 
equalising load imbalances of packet services improves dramatically as the adaptation 
period is reduced. However, it was argued that adaptation periods smaller than 1 min 
should not be used because it would become similar to the handover execution time. 
Nonetheless, the previously developed upper-layer protocol model could be applied In 
order to rigorously examine the system behaviour at even lower adaptation period and 
perhaps achieve even better system performance.
Although the coverage optimisation procedure of Chapter 5 is totally generic and 
applicable to all mobile systems, it would be beneficial to be extended in order to capture 
the particularities of CDMA-based systems. Basically, these systems utilise soft handover 
which practically demands a small overlapping between neighbouring cells. Of course, 
large overlapping results in increased interference in the downlink and capacity loss, 
whereas no overlapping gives rise to dropped calls. Hence, the coverage optimisation 
algorithm could be extended to take into consideration the required soft handover 
overhead (for example 40%) and apart from the coverage parameters it can optimise the 
soft handover parameters.
The proposed cell coverage estimation scheme of Chapter 6  considered the same 20-m 
bin step for the two-dimensional canvas regardless of the cell range. Although this bin 
step is ideal for small cells, for cell radii greater than 2  km this is rather more than the 
required resolution and preferably a larger bin step could be used. Thus, future research
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could extend the cell coverage estimation scheme to operate on different bin steps 
depending on the range of the considered cell.
In Chapter 1, the presented algorithms aiming to minimise the occurrence of 
unnecessary handovers can potentially increase the system interference which will result 
in some capacity loss. Consequently, it is proposed to further investigate the use of these 
algorithms in both TDMA and CDMA based systems and to assess what is the expected 
capacity loss. Ultimately, the analysis will conclude under what circumstances improved 
QoS provisioning (reduction of dropped calls) can be traded off for a capacity loss. 
Furthermore, the proposed algorithms of this chapter were tested against independent 
positioning, speed and direction estimation errors. However, it is highly probable that the 
speed and the direction estimates will be derived from the positioning estimation process 
and hence all estimation errors will be correlated. Consequently, it is further proposed to 
test the effectiveness of these algorithms assuming a scheme which provides positioning, 
speed and direction estimates with correlated estimation errors.
205
References
References
[1] 3GPP TR 25.923, "3*^  ^Generation Partnership Project; Technical Specification Group Radio 
Access Network; Working Group 2; Report on Location Services", v l.0 .0 , April 1999
[2] 3GPP TS 23.107, "3"^  Generation Partnership Project; Technical Specification Group Services 
and System Aspects; QoS Concept and Architecture (Release 99)", V3.6.0, April 2001
[3] 3GPP TS 23.107, "3'’^  Generation Partnership Project; Technical Specification Group Services 
and System Aspects; QoS Concept and Architecture (Release 99)", v3.6,0, April 2001
[4] 3GPP TS 25.133, "3^  ^Generation Partnership Project; Technical Specification Group Radio 
Access Network; Requirements for Support of Radio Resource Management (FDD) (Release 
99)", V3.7.0, September 2001
[5] 3GPP TS 25.211, "3^ *^  Generation Partnership Project; Technical Specification Group Radio 
Access Network; Physical channels and mapping of transport channels onto physical 
channels (FDD) (Release 99)", v3.8.0, September 2001
[6] 3GPP TS 25.303, "3''‘^  Generation Partnership Project; Technical Specification Group Radio 
Access Network; Interlayer Procedures In Connected Mode (Release 99)", v3.9.0, September 
2001
[7] Adiego D., Cordier C., "Multi-service radio dimensioning for UMTS circuit-switched services", 
5 / *  IEEE Vehicular Technology Conference, Vol. 4, pp. 2745 -  2749, Atlantic City, USA, 
October 2001
[8] Aljadhai A., Znati T.F., "A framework for call admission control and QoS support in wireless 
environments", IEEE Conference on Computer Communications, Vol. 3, pp. 1019 -  1026, 
New York, USA, March 1999
[9] Allen A.O., Probability, Statistics and Queueing Theory: with Computer Science Applications, 
Academic Press, San Diego, USA, 1990
[10] Anagnostou M., Sanchez J., Venieris I., "A multiservice user descriptive traffic source 
model", IEEE Transactions on Communications, Vol. 44, No. 10, pp. 1243 -  1246, October 
1996
[11] Anderlind E., Jens Z., "A Traffic Model for Non-Real-Time Data Users in a Wireless Radio 
Network", IEEE Communications fetters, Vol. 1, No. 2, March 1997
207
References_________________ ____________________ _____________ _______________ ___
[12] Barcelo F., Jordan J., "Channel holding time distribution in cellular telephony", Electronics 
letters, Vol. 34, No. 2, pp. 146-147, January 1998
[13] Benvenuto N., SantuccI F., "A least squares path-loss estimation approach to handover 
algorithms", IEEE Transactions on Vehicular Technology, Vol. 48, No. 2, pp. 437-447, March 
1999
[14] Berg J.E., "Building penetration", Digital Mobile Radio Toward Future Generation Systems 
(COST231 Final Report), Sec. 4.6, pp. 167 -  174, Brussels, Belgium: COST Telecom 
Secretariat, CEC, 1999
[15] Bernardin P., Manoj K., "The postprocessing resolution required for accurate RF coverage 
validation and prediction", IEEE Transactions on Vehicular Technology, Vol. 49, No. 5, 
September 2000
[16] Bernardin P., Yee M.F., Ellis T., "Cell radius inaccuracy: A new measure of coverage 
reliability", IEEE Transactions on Vehicular Technology, Vol. 47, No. 4, November 1998
[17] Bettstetter C., Vogel H.J., Eberspacher J., "GSM Phase 2+ General Packet Radio Service 
GPRS: Archtecture, protocols and air interface", IEEE Communications Surveys, Vol. 2, No.
3, pp. 2 -  14, 1999
[18] Bhat U.N., Basawa I.V ., Queueing and related models, Oxford university press. New York, 
USA^  1992
[19] Bodin R., Norefers A., Load sharing control fo ra  mobile cellular radio system, U.S. Patent 
No. 5241685, 31 August 1993.
[20] Brasche G., Walke B., "Concepts, services, and protocols of the new GSM Phase 2+ general 
packet radio service", IEEE Communications magazine, Vol. 35, No. 8, pp. 94 -  104, August 
1997
[21] CarciofI C., Grazioso P., "Radio resource management strategies for packet data services in 
UMTS", 53'"^  IEEE Vehicular Technology Conference, Vol. 2, pp. 1012 -  1016, Rhodes,
Greece, May 2001
[22] Chandra C., Jeanes T.and Leung W.H., "Determination of optimal handover boundaries in a 
cellular network based on traffic distribution analysis of mobile measurement reports", 4 / ^  
IEEE Vehicular Technology Conference, Vo l.l, pp. 305-309, May 1997
[23] Chlebus E., Ludwin W., "Is handoff traffic really poissonian?" 4^ IEEE International 
Conference In Universal Personal Communications, pp. 348-353, Tokyo, Japan, November 
1995
208
References_______________ ________________ ___________________
[24] Chlebus E., Zbiezek T., Ludwin W., "Analysis of channel holding time in wireless mobile 
systems: Does the probability distribution of cell residence time matter?" International 
Teletraffic Conference, Edinburgh, UK, June 1999
[25] Choi H.K,, Limb J.O., "A behavioral model of web traffic", IEEE International Conference 
on Network Protocols, pp. 327 -  334, Toronto, Canada, October 1999
[26] Cox D.R., Renewal Theory, Methuen & Co, London, UK, 1967
[27] Davis L., Handbook o f genetic algorithm. Van Nostrand Reinhold, New York, USA, 1991
[28] Dimitriou N., Tafazolli R., Sfikas G., "Call admission policies for UMTS", IEEE Vehicular 
Technology Conference, Vol. 2, pp. 1420 -  1424, Tokyo, Japan, May 2000
[29] Djuknic G.M., Richton R.E., "Geolocation and assisted GPS", Computer, Vol. 34, No. 2, pp. 
123 -  125, February 2001
[30] Drane C., Macnaughtan M., Scott C., "Positioning GSM telephones", IEEE Communications 
Magazine, Vol. 36, No. 4, pp. 46-59, April 1998
[31] Ekiundh B., "Channel utilisation and blocking probability in a cellular mobile telephone 
system with directed retry", IEEE Transaction on Communications, Vol. 34, No. 4, pp. 329 -  
337, April 1986
[32] ETSI GSM 05.08 "Digital cellular telecommunications system (Phase 2+); Radio subsystem 
link control", V5.3.1, August 1997
[33] ETSI TR 101 112, "Universal Mobile Telecommunications System (UMTS); Selection 
procedures for the choice of radio transmission technologies of the UMTS", V3.2.0, April 
1998
[34] Fang Y., Chlamtac I., "Teletrafflc analysis and mobility modelling of PCS networks", IEEE 
Transactions on Communications, Vol. 47, No. 7, pp. 1062 -  1072, July 1999
[35] Fang Y., Chlamtac I., Lin Y., "Modelling PCS networks under generall call holding time and 
cell residence time distributions", lEEE/ACM Transactions on Networking, Vol. 5, No 6, 
December 1997
[36] Gebner C., Kohn R., Schniedenharn J., Sitte A., "Layer 2 and layer 3 of UTRA-TDD", 5 f ’^ 
IEEE Vehicular Technology Conference, Vol. 3, pp. 1181 -  1185, Tokyo, Japan, May 2000
[37] Gentle J.E., Random number generation and monte carlo methods. Springer, New York,
USA, 1998
209
References _____________ ___________________________________ ____________________
[38] Goldsmith AJ., Greestein LJ. "A measurement-based model for predicting coverage area of 
urban microcells" IEEE Journal on Selected Areas in Communications, Vol. 11, No. 7, 
September 1993
[39] Gudmundson M., "Correlation model for shadow fading in mobile radio systems", Eiectronics 
letters, Vol. 27, No. 23, pp. 2145 -  2146, November 1991
[40] Gross D., Harris C., Fundamentals o f queueing theory, Wiley, New York, USA, 1974
[41] Haard M., Klein A., Oestreich S., Pu rat M., Sommer V., Ulrich T., "The physical layer of UTRA 
TDD", 5 IEEE Vehicuiar Technoiogy Conference, Vol. 2, pp. 1175 -  1180, Tokyo, Japan, 
May 2000
[42] Haupt R.L., Haupt S.E., Practical genetic algorithms, Wiley, New York, USA, 1998
[43] Heras-Brandin A., Bartolome-Pascual P., Gomez-Mateo D., Izquierdo-Arce J., "A multiservice 
dimensioning procedure for 3G CDMA", 1^  ^ International Conference on 3G Mobile 
Communications Technoiogies, pp. 406 -  410, March 2000
[44] Ho C.J., Lea C.T., "Finding better call admission policies in wireless networks", 44^ IEEE 
Vehicular Technology Conference, Vol. 3, pp. 2135 -  2139, Ottawa, Canada, May 1998
[45] Holland J.H., Adaptation in natural and artific ia l systems. The University of Michigan Press, 
1975
[46] Holma H., Toskala A., WCDMA fo r UMTS, Wiley, Chichester, UK, 2000
[47] Holtzman J.M., Sampath A., "Adaptive averaging methodology for handoffs in cellular 
systems", IEEE Transactions in Vehicular Technology, Vol. 44, No. 1, pp. 59 -  66, February 
1995
[48] Hyun S., Tcha D.W., "Prioritized channel assignment in a cellular radio network", IEEE  
Transactions on Communications, Vol. 40, No. 7, pp. 1259 -  1269, July 1992
[49] Jedrzycki C., Leung V., "Probability distribution of channel holding time in cellular telephony 
systems", 44'^  IEEE Vehicuiar Technoiogy Conference, No. 1, pp. 451-455, Atlanta, USA,
April 1996
[50] Johnson C., Khalab J., "The coexistence of WCDMA macrocell and microcell radio network 
layers", lEE Conference on Mobiie Communication Technologies, pp. 81, London, UK, May 
2002
[51] Kirkpatrick S., Gelatt C.D., Vecchi M.P., "Optimization by simulated annealing". Science, No. 
220, pp. 671 -  680, May 1983
210
References_________________ _________________ ______________ _____ ______ _____ _
[52] Kourtis S., Tafazolli R., "Adaptive Handover Boundaries: A proposed scheme for enhanced 
system performance" 5 f^  IEEE Vehicular Technoiogy Conference, Vol. 3, pp. 2344 -  2349, 
Tokyo, Japan, May 2000
[53] Kourtis S., Tafazolli R., "Cell dimensioning under general user mobility", International 
Conference on 3G Mobile Communications Technologies, pp. 166 -  170, March 2001
[54] Kourtis S., Tafazolli R., "Downlink Shared Channel: An effective way for delivering Internet 
services in UMTS", lEE Conference on Mobile Communication Technoiogies, pp. 479,
London, UK, May 2002
[55] Kourtis S., Tafazolli R., "Modelling the cell residence time of mobile terminals in cellular 
radio systems", Electronics letters. Vol. 38, No. 1, pp. 52 -  54, January 2002
[56] Kourtis S., Tafazolli R., "Reducing handover probability through mobile positioning", 10th 
Annual Virginia Tech Symposium on Wireless Personal Communications, pp. 227-237, 
Virginia, June 2000
[57] Kourtis S., Tafazolli R., "Evaluation of handover-related statistics and the applicability of 
mobility modelling in their prediction", if ^  IEEE International Symposium on Personal, 
Indoor, and Mobile Radio Communications, No. 1, pp. 665-670, London, UK, September 
2000
[58] Kurner T., Meier A., "Prediction of outdoor and outdoor-to-indoor coverage in urban areas at 
1.8 GHz", IEEE Journal on Selected Areas In Communications, Vol. 20, No. 3, April 2002
[59] Lalho J., Wacker A., Novosad T., Radio network planning and optimisation fo r UMTS, Wiley, 
Chichester, UK, 2002
[60] Laiho-Steffens J., Wacker A., Aikio P., "The impact of the radio network planning and site 
configuration on the WCDMA network capacity and Quality of Service", IEEE Transactions on 
vehicular technology. Vol. 49, No. 3, pp. 1006-1010, May 2000
[61] Lazaro 0 ., Girma D., Dunlop J., "A study of video source modelling for 3G mobile 
communication systems", lEE Conference on Mobile Communication Technoiogies, pp. 461 -  
465, London, UK, March 2000
[62] Love R.T., Beshir K.A., Schaeffer D., Nikldes R.S., "A pilot optimization technique for CDMA 
cellular systems", SCf'^  IEEE Vehicular Technology Conference, Vol. 4, pp. 2238 -  2242, 
Amsterdam, Netherlands, September 1999
211
References________________________ _______________________________________________
[63] Maglaris B., Anastassiou D., Sen P., Karlsson G., Robbins J.D., "Performance models of 
statistical multiplexing in packet video communications" IEEE Transactions in 
Communications, Vol. 36, No. 7 pp. 834 -  843, July 1988
[64] Mahdavi M., Tafazolli R., "Analysis of integrated voice and data for GPRS", 1^*^  International 
Conference on 3G Mobile Communications Technologies, pp. 436 -  440, March 2000
[65] Mouly M., Pautet M.B., The GSM System for Mobile Communications, Ceil & Sys, 1992
[66] Nettleton R.W., "Self organizing channel assignment for wireless systems", IEEE 
Communications Magazine, Vol. 35, No., 8, pp. 45 -  51, August 1997
[67] Noerpel A., Lin Y.B., "Handover management for a PCS network", IEEE Personal 
Communications, Vol. 4, No. 6, pp. 18-24, December 1997
[68] Poza M., Iracheta M., "On the quest of a better world wide web traffic model for UMTS", lEE 
Conference on Mobiie Communication Technoiogies, pp. 456 -  460, London, UK, March 2000
[69] Rajaratnam M., Takawira F., "Hand-off traffic characterisation in cellular networks under 
non-classical arrivals and gamma service time distributions", IEEE International 
Symposium on Personal, Indoor, and Mobile Radio Communications, No. 2, pp. 1535-1539, 
London, UK, September 2000
[70] Rajaratnam M., Takawira F., "Nonclassical traffic modelling and performance analysis of 
cellular mobile networks with and without channel reservation", IEEE Transactions on 
vehicular technology. Vol. 49, No. 3, pp. 817-834, May 2000
[71] Rappaport S.S., "Blocking, hand-off and traffic performance for cellular communication 
systems with mixed platforms", lEEProceedings, Vol. 140, No. 5, pp. 389 -  401, October 
1993
[72] Rappaport T.S., Reed J.H., Woerner B.D., "Position location using wireless communications 
on highways of the future", IEEE Communications Magazine, Vol. 34, No. 10, pp. 33-41, 
October 1996
[73] Rappaport T.S., Wireless communications: principles and practise, Prentice Hall, London,
UK, 1996
[74] Reyes A., Gonzalez E., Casilari E., Casasola J. C., Diaz A., "A page-oriented WWW traffic 
model for wireless system simulations", International Teletraffic Conference, pp. 1271 -  
1280, Edinburgh, UK, June 1999
212
References__________________________________ __________ ____________ __________ __
[75] Sanchez J.I., Barcelo F., Jordan J., "Inter-arrival time distribution for channel arrivals in 
cellular telephony" International Workshop on Mobile Multimedia Communications, pp. 
245 -  254, Berlin, Germany, October, 1998
[76] Senadji B., Boashash B., "Estimation of the hysteresis value for handover decision 
algorithms using Bayes criterion", 1997International Conference on Information, 
Communication and Signai Processing, Voi. 3, pp 1771-1775, Singapore, September 1997
[77] Steele R., Mobiie radio communications, Wiley, London, UK, 1996
[78] Tekinay S., Chao E., Richton R., "Performance benchmarking for wireless location systems", 
IEEE Communications Magazine, Vol. 36, No. 4, pp. 72-76, April 1998
[79] Tunnicliffe G. W., Murch A. R., Sathyendran A., Smith P. J., "Analysis of traffic distribution in 
cellular networks", IEEE Vehicular Technology Conference, No. 3, pp. 1984-1988, 
Ottawa, Canada, May 1998
[80] Viterbi A.J., CDMA Principles o f spread spectrum communication, Addison-Wesley, Reading, 
USA, 1995
[81] Werb J., LanzI C., "Designing a positioning system for finding things and people indoors", 
IEEE Spectrum, Vol. 35, No. 9, pp. 71-78, September 1998
[82] Yeung K.L., Nanda S., "Optimal mobile-determined micro-macro cell selection", 4^ IEEE 
International Symposium Personal, Indoor and Mobile Radio Communications, pp. 294-299, 
Toronto, September 1995
[83] Zonoozi M., Dassanayake P., "Handover delay and hysteresis margin in microcells and 
macrocells", 8th IEEE International Symposium on Personal, Indoor and Mobile Radio 
Communications, Vol. 2, pp. 396-400, Helsinki, September 1997
[84] Zonoozi M., Dassanayake P., "User mobility modeling and characterisation of mobility 
patterns", IEEE Journal on Selected Areas in Communications, Vol. 15, No. 7, pp. 1239- 
1252, September 1997
213
Description of the simulator
Annex A
Description of the Simulator
A .l Overview
The capacity of a flexible and efficient simulation tool to model adequately miscellaneous 
test scenarios regarding the study of the various proposed adaptive resource allocation 
schemes, was considered from the very early stages of this endeavour. Thus, instead of 
using one of the readily available general-purpose simulation tools, it was decided to 
develop a particular simulation program highly specialised for the needs of this research.
UnMled Simuldiof
£te fontiguiabon SimJaboo £d* yiow
EUgQ
Figure A-1. The graphical output of the Simulator
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From the various alternatives. Visual C++ was selected primarily because of the power of 
C++ to create efficient and very fast executable code, minimising in this way the 
simulation time to an absolute minimum. Furthermore, the provision of the Windows- 
based development environment of Visual C++ with a range of libraries for the easy 
implementation of graphical interfaces, was the second important reason, which led to 
the selection of Visual C++ as the programming language for the development of the 
Simulator.
In a nutshell, the chosen programming language in conjunction with the accompanying 
development environment constitute a complete programming framework. This 
framework enables the easy writing of source code, the efficient compilation of this code, 
which produces fast executable code and also the supreme easiness in debugging of the 
source code. Especially, the most important tool of the debugging suite is the real-time 
graphical output of the Simulator (see Figure A-1), which provides instant and effortless 
verification capabilities.
A.2 Simulator architecture
Largely, the programming flexibility of the Simulator is originated from the object- 
oriented capabilities of C++ and thus object-oriented analysis &. design techniques were 
called in order to create an architecture flexible enough to accommodate easily most of 
the future programming requirements.
At the heart of the Simulator architecture, two classes are defined namely 
SimulatorEntity and SimulatorEntityList.
SimulatorEntity defines a generic class of a Simulator entity and it does not correspond to 
any real object within the Simulator. Nevertheless this class declares fundamental 
functions like Initialise, Draw and Update, which enable the easy manipulation of all the 
Simulator entities. Additionally, it is purely used as the cornerstone (base) class from 
which all the other Simulator entity classes are derived, as characteristically depicted In 
Figure A-2. In this way, all the derived classes simply inherit the attributes of the base 
class and modify them according to their specific needs. As an example, the Update 
function in the Mobile class includes tasks like NewPosition, ReceivedSignalStrength 
whereas the same function in the BaseStation class includes tasks like SignalAveraging 
and CheckForHandover.
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Figure A-2. The inheritance tree of the Simulator classes
On the other hand, the SimulatorEntitlyList class consists of an object list and a set of 
functions for its manipulation like UpdateAII and DrawAII. Apparently, the list contains 
only SimulatorEntity objects rather than the various proper well-known and understood 
Simulator entities. However, as It has been already stated all the classes are derived from 
the SimulatorEntity base class which In object-oriented terminology means that they are 
already SimulatorEntity objects. As a result, the SimulatorEntityList object does not care 
about the actual type of the various listed objects and whenever it wants to handle them 
it merely performs a polymorphic call to them. For example at every simulation step, the 
function UpdateAII is called which goes through all the listed objects and does a 
polymorphic call to the modified function Update of their respective derived class. 
Therefore, if the accessed object is identified to be of Mobile class, then the Mobile class 
associated Update function is called.
The result of this architectural approach is an ultimate flexibility in adding new classes or 
handling the existing objects. Therefore, the introduction of a new Simulator entity class 
is a simple two-stage procedure: Derive the new class from the SimulatorEntity base 
class and write the required code. All the housekeeping related tasks are left on the 
Simulator and it is guaranteed that the correct object will be called at the correct time 
instant.
A.3 Network, Services and Mobility Pattern configurations
The graphical user interface (GUI) of the Simulator enables the easy realisation of 
different test scenarios. Primarily, the Simulator configuration is divided into three 
categories: Network, Services and Mobility patterns.
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On a network level, only macro-cell type system deployments are considered although 
the introduction of micro or pico systems is straightforward. At this level, one can set the 
size of the network, the cell radius, the type of the cells (omni or sectored), the used air 
interface(s) and accordingly for GSM the total number of channels and the re-use factor. 
Lastly, in case for the sectored cells it is possible to set the antenna type (there are many 
antenna models available with 3dB beamwidth ranging from 37 degrees to 120 degrees).
According to the selected air interface(s) a different list of services is supported from e- 
mail and voice services to the more advanced packet services of several hundred kb/s. 
However, at present only the voice services are available, where parameters like 
interarrival rate, call duration and their respective distributions can be set. Shortly, the 
service models for e-mail and Internet access will be introduced.
Lastly, the Simulator provides the means to create several mobility patterns with totally 
different properties in order to meet the specific mobility requirements of every test 
scenario. Thus, one can set the type of the mobility pattern (pedestrian or vehicular), the 
velocity characteristics (initial velocity & direction, rate and probability of their change 
and their respective distributions), the distribution of the initial position of the mobiles 
within the network, the type of the services that specific mobility patterns require and 
also the duration of the existence of the mobility pattern throughout the simulation.
A.4 Simulator output statistics
Finally, the Simulator has the capability to acquire easily simulation statistics. In fact, 
every Simulator class is equipped with its relevant statistics acquisition functions. For 
example, the BaseStation class monitors on a BaseStation level the offered, carried, 
incoming and outgoing handed over traffic, the number of dropped and blocked calls 
whereas the ResourceManager class monitors on a system level the same parameters. 
Furthermore, the Mobile class is capable of measuring the cell dwell time of every mobile 
station and so forth.
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Mathematical proofs
B.l CDF of generalised gamma distribution
The PDF of the generalised gamma distribution is given by:
f ( f  \ —   ^ . m c - l  - ( i n i n Y
r(m)
where jn ,c > 0  
For the CDF:
/ t /  Y«c
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Let
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By substituting z to the generalised gamma CDF It is derived:
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where r  [(m fi t y  ,n i\  is the gamma incomplete function given by:
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