Abstract-Semantic Mutation Testing (SMT) is a technique that aims to capture errors caused by possible misunderstandings of the semantics of a description language. This paper focuses on the use of SMT to represent possible problems caused by the use of Floating Point Comparison (FPC) since this feature of programming languages can lead to subtle errors. We describe six FPC semantic mutation operators that have been implemented in a C SMT tool. These operators mutate a C program by introducing tolerances using three different algorithms. The paper reports on the results of experiments that explored the proposed mutation operators. It was found that random test suites were not good at killing the resultant mutants, suggesting also that random test suites are poor at revealing FPC problems. We therefore devised a new approach to generate test data to kill these mutants. The manually generated test suites produced using the new approach were more effective in killing FPC mutants. In addition, the random test suites and manual test suites killed different sets of FPC mutants. The impact of using three different algorithms in FPC mutation was also investigated with no dominates relationships being found between the three types of FPC operators. Finally, we ran the same experiments on a computer with a different configuration. We found that slightly different sets of mutants were killed on the two computers, indicating that portability problems can be introduced by FPC.
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I. INTRODUCTION Mutation testing (MT) is a powerful and flexible testing
technique [1] , [2] , [3] , [4] , [5] , [6] . Recently, a new approach, Semantic Mutation Testing (SMT), was proposed to tackle errors which are caused by misunderstandings of the semantics of languages that software engineers use to deliver artifacts [7] . In this paper, we use the SMT approach to analyse the problems that may be introduced by comparisons between Floating Point (FP) numbers in C programs.
The idea behind SMT is to use mutants to simulate the semantic misunderstanding of languages used to develop software products. The difference between traditional MT and SMT is that traditional MT makes syntactical changes to the program but SMT makes semantic changes to the language used. Formally, given a description N written in a language with semantics L, the behaviour is defined by the pair (N, L). Traditional MT mutates the description. Thus, the application of a traditional mutation operator is of the form (N, L) → (N , L) for some N . By contrast, the application of an SMT operator is of the form (N, L) → (N, L ). For example, such a failure led to a Patriot missile not intercepting an incoming Scud missile which killed 28 soldiers and injured around 100 other people in 1993; also in the same year, an FPC error led to a robot arm falling into the wrong quadrant in the NASA space shuttle [8] . The risk is mainly introduced by two operands being considered to not be equal using FPCs when they may be equal when using real numbers. For example, the code in Listing 1 from [9] prints "Unexpected result" when it is compiled by a GCC compiler (v4.3.5) with optimization level 0 on a 32 bit Linux computer with Intel R 64 CPU 1 , although the two operands at line 3 should be equivalent if using real numbers. One solution is to introduce tolerances into FPCs [8] , [10] , [9] where a tolerance is a threshold which allows two FP numbers to be counted as equivalent if their difference is smaller than the threshold. However, this solution may introduce further problems because non-equivalence may be the desired results for the FPCs with two operands whose values are close to one another. Thus one question is how to determine when tolerances should be used? In addition, for each FPC, a different tolerance may be required, resulting in another question, which is how should the value of the tolerance be decided? In order to reveal further facts about FPC and facilitate better solutions, we conducted an SMTbased analysis of FPC.
To apply the analysis, we implemented six FPC operators for the C SMT tool, SMT-C [7] . These operators find FPCs in C programs and then mutate them into helper functions which encapsulate FPC with tolerances. The six operators can be divided into two groups: three for comparisons between float operands and three for double operands. For each operator in a group, the helper function implements one specific algorithm to calculate the tolerance. In addition, to generate effective test cases for the SMT-based analysis, we develop an FP number generation module for SMT-C to generate test input which was used to kill FPC mutants.
The subject programs of our analysis are mainly from a mathematics library of R which is a well-known opensource statistics tool [11] . The aim of the experiments was to answer questions such as the following. on FPCs? The rest of the paper is organised as follows. An introduction to SMT and SMT-C is given in Section II. Section III demonstrates problems relating to FPCs and introduces the six FPC operators and the algorithms that they use. Experimental settings and results are described in Section IV. In Section V, we discuss the possible threats to validity. Related work is described in Section VI. Finally, in Section VII, we draw the conclusions and give possible future work.
II. SEMANTIC MUTATION TESTING FOR C
In this section, traditional MT, SMT and an SMT tool for C are briefly introduced.
MT is an approach in which a set of variants (mutants) of a description N are used to assess the quality of a test suite. Each variant is produced by applying a mutation operator to N . The mutation operators are designed to represent syntactically small errors. For example, an operator might replace − by + in arithmetic expressions.
A test case t kills a mutant M of N , if M and N produce different output for t. A mutant M of N is said to be an equivalent mutant if no possible test case kills M . In MT, test suite T is judged against the mutants by computing the mutation score which is the percentage of non-equivalent mutants that are killed by T . The motivation is that a test suite that is good at distinguishing N from variants of N is likely to be good at finding faults that are similar to applications of the mutation operators.
SMT is a different approach to mutation testing. While traditional MT tries to capture syntactical slips in the description, SMT targets possible misunderstandings of the semantics of the language used. SMT aims to represent a different class of faults to traditional MT and should complement traditional MT. A semantic error model was proposed in [7] where scenarios in which SMT have particular value are discussed. In addition to common misunderstandings, semantic mistakes are likely to be injected in refining artifacts in software engineering process, migrating from one configuration to another, and porting of code.
The following are three ways to implement semantic mutation:
1) Have a parameterisable system for interpreting a language, the parameters allowing the semantics to be mutated. 2) Express the semantics in some form that can be manipulated. One such form is a set of rewrite rules. 3) Simulate a mutation of the semantics by making changes to the syntax of the description. C is a general purpose programming language with a long development history [12] , [13] . Previous research and industrial experience shows that misunderstandings of the semantics of C can lead to serious safety problems [8] , [9] , [14] . An SMT tool for C (SMT-C) was implemented using the approach that semantic mutations are simulated through making changes to the syntax of C code [7] . A group of 13 semantic mutation operators were designed based on specific misunderstandings of C language semantics including 4 related to FP numbers [8] , [9] , [7] . SMT-C has multiple modules: the mutation module is built upon the TXL program transformation tool [15] ; the test harness uses CHECK [16] and there is an Eclipse front-end. It was found that some semantic mutation operators were more difficult to implement than traditional mutation operators. For example, there are mutation operators related to FP numbers that need type information regarding variables and expressions. In order to provide this information, a type annotation module in TXL for the C language was implemented.
III. SEMANTIC MUTATION OPERATORS FOR FPC
In this section, after briefly introducing FP numbers and possible problems caused by FPCs, six semantic mutation operators for FPCs are introduced.
A. FP numbers and FP comparison
The idea behind FP numbers is to encode real numbers with a limited number of bits in computer memory. The IEEE-754 standard defines five basic formats including binary32 and binary64 which use 32 bits and 64 bits, respectively [17] . These two types of FP numbers correspond to float and double numbers in C [13] .
There are two important issues related to comparison of FP numbers. Not every real number can be represented by an FP number [18] . Considering double numbers on an IA-32 Linux computer with a GNU project C and C++ compiler (GCC) as an example, the smallest FP number greater than 1.0 is 1.0+DBL EP SILON where DBL EP SILON ≈ 2.220446E − 16. Generally, the term ulp which is the abbreviation of "units in the last place" is used to denote the distance between two consecutive FP numbers. ulp increases with the absolute value of the number. For example, the ulp of the double/float number closest to 1.0E + 30 is about 1.407E + 14/7.556E + 22.
2 Therefore, calculations using FP numbers are inexact. Calculation errors can cumulate and be propagated to FPCs. In this case, program execution may be diverted to an undesirable branch and lead to serious problems. For example, a C code snippet is given in Listing 2. The program should not go though both line 5 and 7 in an execution when calculating with real numbers. However, this is possible when calculating with FP numbers. For example, if x is equal to 1.0E +30 and y is 5.0E +13 which is smaller than 1/2 × 1.407E + 14, the result of the calculation at line 5 of Listing 2 will be round to the original value of x and would be equal to z. The value of the conditional expression at line 6 is thus true. 
}
The other issue is that the behaviour of FPC depends on multiple factors including hardware, programming language, compiler, optimisation option and so on. The result of an FP comparison is not predictable [8] . Let us reconsider the C code given in Listing 1. There are two reasons for the program returning an undesirable result: 3.0/7.0 results in a repeating binary number; Intel R 64 Floating-Point Unit (FPU) calculates arithmetic with double extended precision which has better precision than float numbers. After the calculation of line 2 in FPU, the double extended precision result is copied back to variable c and rounded to a float number. At line 3, the float number in c is loaded into FPU to compare with the immediate result in double extended precision for the same division between a and b. This leads to a false value at line 3 due to different precisions of the two numbers. However, the code prints "Comparison succeeds" when it is compiled with optimisation level 1 or higher. This is because using level 1 optimisation the division expressions do not appear in the assembly code since the optimiser automatically deems that there is no need to do divisions to judge the equivalence between the two operands at line 3. "Comparison succeeds" is directly printed out. Optimisation will not help in other situations. For example, if we change the FPC at line 3 to "c == a*3.0 / b*3.0", the program prints "Unexpected result" with level 1 optimisation as the assembly code does the divisions.
In the case of comparison between a float/double number and a double extended precision number, there is always an error if the extended bits of the double number are used, although the calculations should result in the same results when calculating using real numbers. The error can be as big as 1/2 × ulp when double extended precision numbers are round to the closest float/double numbers. However, there is no simple solution to the issue since the semantics of similar instructions of different FPUs may be different; different compilers may used different sets of instructions to do the same arithmetic calculations; and optimisers of different compilers may behave differently.
The above analysis and examples show that the semantics of FPC is not straightforward and can be non-deterministic. Consequently, it is extremely difficult to implement 'correct' software when FPC is used. C programming guidelines generally suggest to avoid using FPC in programming [8] , [9] . However, for most scientific programming FPC is unavoidable. As a result, software engineers have to be cautious when using FPC in their programs.
B. FPC operators
In the first version of SMT-C, only two FPC operators were implemented: MFC E and MFC R which deal with equality expressions (== and ! =) and relational expressions (<, >, >=, <=), respectively [7] . These operators find an FPC and then change the expression to a call of the function flpcmp. For example, the left-hand side code in Listing 3 is mutated into the right-hand side code in the same listing. flpcmp introduces a small number as the tolerance which means that, if the difference between two operands of an FPC is smaller than , the two operands are considered to be equal. was set to F LT EP SILON .
There is a more 'precise' but less 'efficient' approach to introducing tolerances for FPC which was first proposed by D.E. Knuth [10] . The idea behind this is to scale the original given by software engineers with the exponent of x in base 2 representation, where x is the operand with bigger absolute value. The final tolerance = × 2 fexp(x) where fexp(x) is the exponent of x. A C implementation (function fcmp) can be found at [19] which takes three parameters: the first two are operands of the FPC and the third is the original .
The return values of fcmp are 1, 0,−1 representing the first operand being bigger than, equivalent to or smaller than the second operand, respectively. To generate a tolerance close to upl of the larger operand for float and double numbers, F LT EP SILON and DBL EP SILON , are used as the original , respectively [19] .
However, when a small number x = 0 is compared to 0, fcmp generates a smaller since 2 fexp(x) is generally much smaller than 1. 3 The problem is that x may be the error of a calculation that should be considered to be 0 and the calculated by fcmp will not tolerate x as an error. For example, the code in Listing 4 prints "Unexpected result" with optimisation level 0. In this code, c is assigned to a number approximately 5.551115123125783E − 17 rather than 0. The evaluation value is false for the first part of the conditional expression c == 0.0. For the second part fcmp(c, 0.0, DBL EP SILON ), is approximately 2.465190328815662E − 32 which is far smaller than c, so it is also evaluated to be false. In order to avoid such situations, we propose a new algorithm to generate tolerances: tolerances are calculated by fcmp when the larger absolute value of the operands are bigger than 0.5, otherwise, tolerances are introduced using constants, FLT EPSILON and DLB EPSILON, for float and double numbers respectively. Actually, it is not clear which algorithms mentioned above (using constants, using function fcmp and the hybrid approach) introducing better tolerances. In our SMT-based analysis of FPC, we investigated the difference between native FPCs and FPCs using tolerances. In addition, we also investigated the impact of using different algorithms to introduce tolerances. Therefore, six operators were implemented using the three algorithms for float numbers (MFC C, MFC F and MFC H) and for double numbers (MDC C, MDC F and MDC H). 4 We use FLT EPSILON and DBL EPSILON as original for MFC * operators and MDC * operators, respectively. 5 The operators were implemented based on six helper functions. After applying these operators, mutants are generated by replacing original FPCs with helper functions. Each operator in group MFC * or MDC * generates a mutant for an identified FPC. Therefore, the total number of mutants is three times the number of FPCs. We note that double operands may be compared with float operands (including constants in single precision). In these cases, both MDC * and MFC * operators generate mutants for the same FPC. We call these FPCs identified by both MDC * and MFC * operators overlapping FPCs.
IV. EXPERIMENT AND RESULTS
This section presents settings, results and discussions regarding possible implications of the experiments. In the experiments described in Sections IV-C and IV-D, tests were run on a 32 bit Linux OS with an Intel R Core2 Duo processor (C1). Those described in Section IV-E, which investigated the portability of FPC, were run on a 64 bit Linux OS with an AMD R Phenom II processor (C2). Both computers had GCC but with different versions (v4.4.5 for C1 and v4.3.5 for C2).
A. Subject and mutant generation
We applied FPC operators to nine C programs randomly chosen from a list of 23 programs in [16] which used CHECK as the unit test framework. They are shown in the first nine rows of Table I . It transpired that FPC expressions were seldom used in these general purpose C programs. In total, in 532k LoC there were only 171 FPCs or 0.0321 FPCs per 100 LoC identified. Seven programs did not contain FPCs. The other two programs also had very low frequencies of using FPC. Looking into these two programs, they are a game and a media library which may use more mathematics. The initial results led us to investigate arithmetic intensive C programs and, in particular, a program called R (version 2.7.1). R is a well-known open-source software environment for statistical computing and graphics [11] . As shown in the last two rows in Table I , R has many more FPCs per 100 LoC. Moreover, the number of mutants for the nmath library of R is about half of all mutants for R. nmath is a C Library of special mathematical functions used in R. This shows that FPCs are intensively used in the arithmetic functions of R. We thus chose the functions of the nmath library of R as our main experimental subjects.
There are 21 functions defined in the library header file, nmath.h. After applying FPC operators to these functions, it transpired that 12 functions contained FPCs. We removed function R finite since it contained only two lines of code. The details of the remaining 11 functions are listed in Table II If we consider the non-overlapping FPCs, we find that the comparison operators "==", "! =", "<", ">", "<=" and ">=" appear 27, 3, 38, 27, 21 and 7 times respectively. For the overlapping FPCs, there are two 'versions' of each mutant: one produced by an MFC * operator and one produced by an MDC * operator. For such mutants, since FLT EPSILON is much bigger than DBL EPSILON, a mutant generated by an MFC * operator uses a bigger tolerance than the corresponding mutant generated by an MDC * operator. Finally, 558 mutants were generated which is three times the number of FPCs. 1) Random test suites: Initially, a preliminary random test suite R was generated with 100 random test cases for each function. R was generated using uniform distribution on the input domain with a random test generator. However, it turns out that R was not efficient since its test cases almost always generated special numbers (0, NAN and INFINITE) as output. To improve the quality of the random test suite, we partitioned the input domain of each function according to the guards and first level branches in the function and then randomly generated test cases from each sub-domain of the partition using a uniform distribution (on the subdomain). For the random test suite R, 1000 random test cases were generated across the partitions for each function and thus there were 11000 test cases in total for the 11 functions. Table III gives details of random test suites R and R. This shows that partition random test suites significantly improve the quality of the tests for all functions in terms of generating fewer special numbers and also improving the statement coverage considerably for several functions, such as bratio, qchisq appr and pnbeta. 
2) Manual test suites:
Since FPC mutants introduce tolerances into FPCs, a test case may kill an FPC mutant if the test input leads to a comparison between two numbers whose difference can be tolerated by comparison algorithms used in the mutants. For example, Listing 5 shows a comparison between np and 0.0 in function bd0 where np is a double parameter. In a mutant based on this expression, np == 0.0 will be changed to a function such as dblcmp(np, " == ", 0.0) used to introduce tolerances. Therefore, in aiming to kill the mutant generated for the FPC between np and 0.0, we can assign to np a very small number close to 0.0. However, it is generally unclear what the closest number of a given FP number is. We thus implemented a module for the SMT-C test tool to generate FP numbers very close to given FP numbers. This is achieved by reducing or increasing a specific number of units in the fraction part of the FP number. Thus, the manually generated test case targeting the mutant shown in Listing 5 calls bd0 with x set to a random number and np set to 4.9406564584E − 324. This test case should lead to a different execution path when applied to the mutant. However, whether it kills the mutant also depends on the nature of the function.
In principle, for each FPC, we can generate one test case that leads to a comparison between two very close operands. However, it is hard to manually generate such test cases when the FPC is inside a complex control flow structure. A strategy was introduced to choose a subset of FPCs in subject functions: we only generated test cases for FPCs in the first level of conditional statements and with one of the operands being equal to or being easily generated from a parameter. By applying this filter to identified FPCs, there were 95 left: ND = 57 and NF = 38. However, there were 35 overlapping FPCs between ND and NF. Only three out of 38 FPCs with float operands has no corresponding overlapping FPCs with double operands. Therefore, there were actually 60 comparison expressions in the subject functions. We generated test suite M based on these 60 selected FPCs. Test cases were thus designed to lead to FPCs between two operands with about one unit difference in the fraction part. For the 35 overlapping FPCs, we only generated test cases with double precision. This is because, for a pair of overlapping mutants, a test case diverts the MFC * mutant if the MDC * mutant generated from the same FPC is diverted by the test case. In devising M, most of the targeted FPCs were between a pair of small numbers. A distribution of the 60 values of operand (one for each targeted FPC in corresponding test run) is given in Figure 1 . Almost half of the FPCs involve comparison with 0 and about 1/4 are between numbers bigger than 1. Coverage information for these test cases is given in the last two columns of Table III . It shows that the average coverage of test suite M is smaller than test suite R.
C. Semantic mutation analysis
We ran SMT for the 11 functions in the nmath library with the two test suites. The results are given in Table IV . Usually, a mutant is said to be killed if its output for the test suite does not equal the output of the original program. However, to judge whether an FPC mutant is killed, we introduced a tolerance at the verdict point when checking the output of the mutant against the original program. The tolerance is calculated using the same algorithm that is used in the mutant which means that mutants generated from the same FPC in different types have different tolerances at the verdict points. In other words, the notion of "mutant being killed" varies with the type of mutant. However, we believe that this is necessary since the results of FP calculations are not accurate by themselves. Later we discuss the results of additional experiments that used the traditional notion of killing a mutant.
In Table IV Considering the KM scores for test suite M, we find that M kills similar numbers of different types of MFC * mutants: (KM, MFC C) = 24, (KM, MFC F) = 25, (KM, MFC H) = 24.
6 . However, there are bigger differences among the three types of MDC * mutants: MDC F) . We examined the MFC * mutants to determine why the mutation scores were so similar. We found that, 22 killed mutants of each type of MFC * mutants are generated from overlapping FPCs. The test cases targeting overlapping FPCs were designed in double precision. This means that differences between the two operands in corresponding tests should be much smaller than the tolerances introduced by any type of MFC * operator. Therefore, most of these test cases divert almost an equal number of each type of MFC * mutant to different branches.
We recorded differences between outputs of the original program and the killed * C mutants in their killing tests. The distribution of the differences is given in Figure 2 which shows that the output differences are generally big. 80.9% of the output differences are bigger than or equal to 1 and 45.6% of the differences are INFINITE and NAN. We note that, in the special number differences, only three are produced by the INFINITE original output and most special differences were caused by tests being diverted into undesired branches.
The big differences between the KM scores for MDC F and other two types of MDC * mutants may be explained by the fact that a large proportion of FPCs happen between 0 or a very small number and another very small number according to Figure 1 . In calculating the tolerances for MDC F, fcmp underflows in these situations and always gives 0 tolerances and the executions are not diverted after the FPCs in such test runs. For (KM, MDC H) > (KM, MDC C), the reason may be * H always introducing bigger tolerances than * C and thus more mutants have been diverted. 
D. Dominates relationship
Although Table IV shows that M kills different numbers of the three types of FPC mutants, it is also interesting to investigate dominates relationships between types of FPC operators and dominates relationships between test suites.
Given FPC e, operator op and test suite T , let M (e, op) denote the set of mutants formed by mutating e using op and K(e, op, T ) denote the mutants in M (e, op) killed by T . Given test suite T , let us suppose that we are considering 6 The pair (column name, row name) is used to refer the number in the corresponding cell. a program with set E of FPCs and FPC operators op 1 and op 2 are such that M (e, op 1 ) = φ ⇔ M (e, op 2 ) = φ for e ∈ E: op 1 and op 2 can be applied to the same FPCs from the program. We will say that op 1 dominates op 2 if for all e ∈ E, K(e, op 2 , T ) = φ ⇒ K(e, op 1 , T ) = φ. In this case, K(e, op 2 , T ) and K(e, op 1 , T ) are referred to as a Killed Mutant Pair (KMP)
Results are given in Table V to show the dominates relationships between different types of operator or test suites. For example, numbers in (1) of Table V are sums of KMPs killed by test suite M. 7 The number in a cell on the diagonal is the number of killed mutants generated by the corresponding type of operator. For example, (* C,* C) of (1) in Table V is 57 and this is the sum of numbers in Table  IV for KMs of MFC C and MDC C for test suite M. The number in a cell off the diagonal line is the sum of KMPs for the two types of operators in the column and row. Data in (1) of Table V shows that there is no dominates relationship between the three types of FPC operators using test suite M: the KMP sums in the cells off the diagonal line are smaller than those on the diagonal line. In addition, there are significant differences between KMP sums of different pairs of operator types. For example, (* F,* C) = 31 is much smaller than (* F,* F) = 44 and (* C,* C) = 57. This means mutants generated from the same FPC with different algorithms generate observably different results with M. Data in (2) of Table V shows the dominates relationship between the three types of FPC operators based on R. It shows: type * F is dominated by types * C and * H; types * C and * H dominate each other.
Results in (3) of Table V shows the sums of mutants killed by both test suites, M and R. Although, R kills only 7 mutants in total, 4 of them are not killed by test suite M. There is no dominates relationship between the two test suites. Results shown in the three tables imply that test suite M and R cannot replace each other. In addition, the three comparison algorithms used in different types of mutants show different behaviours when running test suite M.
Intuitively, it seems that operator type * C and type * F should be dominated by * H since the tolerances introduced by * H operators are bigger than those introduced by * C and * F. We reran tests with the two test suites but removed the tolerances introduced in computing verdicts. M and R are used to represent new test suites with verdicts without tolerances. The details of dominates relationship are given (6) in (4), (5) and (6) of Table V . According to (4) of Table  V , M kills more mutants in all three operator types. In addition, type * H dominates both * C and * F and * C dominates * F. The dominates relationship with test suite R is given in (5) of Table V . There are no changes compared with (2) . The relationship between test suites M and M is shown in (6) of Table V . It is clear that M dominates M since the sums of killed mutants on the diagonal line are the number of mutants killed by M for corresponding mutant types. These result confirms the idea that the absence of dominates relationships in (1) is due to tolerances introduced at verdict points. Moreover, M kills more mutants since diverted executions of some mutants only introduce very small differences which may not be harmful.
For test suite M, we generated test cases that lead to comparisons between two very close operands (about one ulp). To investigate how differences between the operands affect test results, three more test suites, denoted by M i where i = 1, 2, 3, were generated based on M. In the new test suites one parameter in each test case of M was changed to induce comparisons between two operands with difference is about (i+1)×ulp. Experiment results are given in Figure  3 : labels on the y-axis are the numbers of killed mutants; labels on x-axis are executed test suites; 8 the bright/dark dot line shows the trend regarding the number of killed mutants of group MFC */MDC * (based on average number of killed mutants generated by MFC */MDC * operators). According to Figure 3 , it is clear that the number of killed mutants declines for mutants generated by MDC * operators when gaps between FPC operands increase. However, the bright dot line for MFC * operators is almost flat. This is because the extended differences are still too small for the tolerances introduced for the comparisons between float numbers. 8 Labels M and M* in the figure map to test suites M and M i . 
E. Portability of FPC
The behaviour of FP arithmetic depends on the hardware, OSs and compilers etc. used. We thus conducted experiments to investigate how changes of computer configuration affects behaviours of FPCs. We first ran test suites M and R on computer C2 with test oracles generated on C1. As shown in Table VI , on average, 16.44% of test cases fail. This means that there were different outputs with the two settings. We thus regenerated test oracles on C2 for the rest of the experiments. Similar mutation scores and dominates relationships between operator types were achieved by running experiments on C2. There is no difference in mutation score when running random test suite R. However, manual test suite M kills three more * C, one more * H mutants (60-57 and 61-60), and one less * F mutants group (43-44). In addition, not all * C and * H mutants killed on C1 are killed on C2. For both * C and * H mutants, there is one mutant that is only killed on C1. Although it is not a significant difference, this shows that it is necessary to rerun tests for programs containing FPCs on different configurations to avoid the portability problems introduced by FPC.
V. THREATS TO VALIDITY
Our greatest concern with respect to the validity in this research is the representativeness of subject programs. The nine well-known open-source projects used to investigate the number of FPCs are large but they still may not be representative of C programs. In addition, although R is a popular piece of software, the subject functions from nmath may not be a good sample of C mathematics programs. The LoCs of the 11 subject functions are not large, but they have reasonable LoC for C functions.
The other concern is the quality of the random test suite. We used a simple way to partition the input domain. However, the random test suite is much bigger than the manual test suite and the two test suites have comparable statement coverage. In addition, there are considerable differences between mutation scores of the two test suites. Therefore, it is reasonable to conclude that the manual test suite is more effective.
As shown in the Table I , the computation of the total number of FPCs in the open-source programs is not accurate due to the parser not being able to handle a small number of source files which involve complex macros. We manually checked these files. No significant changes on the density of FPC expressions in these files have been identified.
Finally, there may be errors in the implementation of our tools. We reviewed all code of the tool and thoroughly tested it. In general, all the threats of validity can be further addressed only by additional research in the future and this piece of work is the beginning of our investigations on SMT.
VI. RELATED WORK
The problems of FP arithmetic are well-known, there are excellent standards/introductions/guidelines in the literature [17] , [20] , [21] , [18] . However, these FP problems may still be encoded into newly generated software and lead to system failures. New approaches and tools that tackle the FP problems would be useful.
There are a number of pieces of research conducting general analysis on the performance of FP arithmetic functions [22] , [23] , [24] . Goubault [22] developed an interpretationbased static analysis for FP arithmetic. In [23] , the author presented a general concrete semantics for FP arithmetic to explain the propagation of roundoff errors. Recently, Tang et al. [24] developed a framework to analyse the potential numeric errors in numeric functions by mutating both input values and FP expressions. Compared to these approaches, our solution concentrates on a more specific problem, FP comparisons.
Most symbolic execution tools do not support FPCs, but there are exceptions. As an extension of the symbolic execution tool KLEE [25] , KLEE-FP [26] solves FP constraints but concentrates on the equivalence of an FP program and its SIMD version. In [27] , Lakhotia et al. provided a search-based FP constraint solver, but this approach does not consider inaccuracy of FPCs. Botella et al. implemented a tool, FPSE, which supported FP numbers [28] . Moreover, the constraint solver of FPSE was designed to capture the inaccuracy of FPCs. Our approach may benefit from these symbolic execution tools to automatically generate efficient test cases for FPCs in complex program structures.
VII. CONCLUSION AND FUTURE WORK
In this paper we conducted an analysis of FPC using a recently proposed approach: SMT. This main aim was to use SMT to study the possible problems caused by FPCs in software programs. In Section I we outlined our research questions, which were answered by the experiments whose results were given in Section VII.
We showed that FPC was not often used in general C programs according to the open-source projects listed in Table I . The average number of FPC in 100 LoC is 0.0321. However, for some mathematics libraries such as nmath in R, FPCs were intensively used.
The FPC operators generated mutants that have a tolerance when comparing two FP numbers. Due to the fact that FPC calculations are not accurate, a test case that kills an FPC mutant may also correspond to the program showing unintended behaviours.
Mutants generated by FPC operators were hard to kill using random test suites. It was shown that a large randomly generated test suite only achieved an average mutation score of 0.013. Based on making comparisons between two operands whose values differed by only a small number, we manually generated a test suite with far fewer test cases. The manual test suite achieved a significant higher average mutation score of 0.289. One reason that the mutation score of manual test suite was not closer to 1 could be that we used a strategy to select about half of the FPCs in subject functions.
The three algorithms used to introduce tolerances in FPC mutants showed different behaviours than the original programs (mutants were killed). It was shown that there were no dominates relationships among the three types of FPC operators using different algorithms. It was also shown that, for the manual test suites, decreasing the tolerances or increasing the differences between the operands in targeted FPCs reduces the number of killed mutants.
We also showed that FPC did have portability problems. As a result, test oracles of the subject functions should be changed with different configurations. The same manual test suite killed slightly different sets of mutants with two computers with different settings.
We argue that our research provides additional information about FPC in C programs and test suites that explore these FPCs. The FPC operators identify FPCs in programs. The SMT-based analysis on FPC categorises FPC mutants. The inability to kill a mutant generated from an FPC may imply that the corresponding FPC is "benign" and corresponds to an equivalent mutant. Software engineers may need to pay more attentions to the killed mutants. Further analysis should be introduced to decide whether the underline FPC is harmful since, for example, it might lead to portability problems.
There are several avenues for future work. For example, it may be interesting to investigate the equivalent mutants generated by FPC operators. In addition to the FPC, there are other problems in FP arithmetic, we can extend our analysis to "divide by integer", "FP number truncation" and so on. It would also be interesting to automate the generation of test cases for killing FPC mutants. Finally, there is a possibility to combine the research of general FP arithmetic analysis and our approach to give more precise suggestions to the software engineers of how to avoid FP arithmetic problems.
