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Abstract
In this paper, we address a general eigenstructure assignment problem where the ob-
jective is to distribute the closed-loop modes over the components of the system outputs in
such a way that, if a certain mode appears in a given output, it is unobservable from any of
the other output components. By linking classical geometric control results with the theory
of combinatorics, we provide necessary and sufficient conditions for the solvability of this
problem, herein referred to as state-to-output decoupling, under very mild assumptions.
We propose solvability conditions expressed in terms of the dimensions of suitably defined
controlled invariant subspaces of the system. In this way, the solvability of the problem
can be evaluated a priori, in the sense that it is given in terms of the problem/system data.
Finally, it is worth mentioning that the proposed approach is constructive, so that when a
controller that solves the problem indeed exists, it can be readily computed by using the
machinery developed in this paper.
Keywords: State-to-output decoupling, geometric control, combinatorics, eigen-
structure assignment.
1 Introduction
The problem of mode allocation/distribution in the outputs of multiple-input multiple-output
(MIMO) systems is central in systems and control theory. The pioneering paper [15] was the
first to highlight the fact that this problem is, in essence, a problem of eigenstructure assignment
for the closed-loop. In other words, imposing a certain distribution of closed-loop modes on
the output components of a MIMO system is equivalent to suitably assigning the closed-loop
eigenvalues as well as the corresponding eigenvectors. This idea has been exploited in a variety
of contexts, raging from fault diagnosis and isolation [7] to aircraft control [18], and extending
also to areas such as matrix interpolation [1], active suppression of vibrations [17] and design
of autopilots [8].
In recent years, the eigenstructure assignment of [15] has found new applications in the area
of tracking control for MIMO systems. In [26], a new control methodology was presented
to tackle the problem of tracking a vector of step functions with no overshoot; the main idea
behind that strategy, which has been very recently developed in [20] for the case of monotonic
tracking, is to ensure that every component of the tracking error comprises a single closed-loop
mode independently from the initial condition. This property was proved in [20] to be necessary
and sufficient to guarantee that the system response is monotonic from any initial state of the
system.
In this paper, for the first time in the literature, we provide necessary and sufficient con-
ditions for the solvability of the eigenstructure assignment problem of an arbitrary number of
closed-loop modes per output component under virtually no assumptions. In particular, this
paper addresses the problem of ensuring that each output component comprises a preassigned
set of closed-loop modes, possibly including the invariant zeros of the system. In order to prove
this result, a new framework is introduced which links classical results of geometric control the-
ory [30, 3, 28, 6, 10] with the theory of combinatorics [24, 23, 14] that enables the solvability
conditions to be expressed in terms of specific and easily computable controlled invariant sub-
spaces which are completely defined in terms of the parameters of the problem. It is also worth
mentioning that the methodology developed in this paper is constructive in nature, because it
allows to immediately compute the suitable feedback matrix that solves the problem whenever
such matrix exists.
We also establish that the above mentioned eigenstructure assignment problem can be re-
formulated as the problem of rendering the autonomous system associated with the system at
hand equivalent, in a system-theoretic sense, to a set of decoupled autonomous systems. Hence,
the eigenstructure assignment problem considered here is equivalent to finding a controller that
achieves a decoupling between the state and the output; for this reason, hereafter this property
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will be referred to as state-to-output decoupling.
This property appears to be a particularly important feature of the problem considered in
this paper. For example, it links with some problems of security in large-scale complex sys-
tems, see [22], [29] and the references cited therein. Indeed, the idea behind the state-to-output
decoupling is the fact that, from each output component, only a certain subset of the system
modes is observable; this means that, in the context of secure control, an attacker needs to have
access to the information originating from all the sensors in order to reconstruct the state of the
system. In this way, if the information coming from a sensor is compromised, it is not possible
to reconstruct the entire state of the system, but only a portion of it.
Furthermore, the machinery developed in this paper can be used as a building block to solve a
variety of other important control problems. For instance it allows to drastically reduce the com-
putational burden in the calculation of the matrix exponential of the closed-loop system. Other
applications arise in the context of the fault detection and non-interacting control literature, see
e.g. [31]. Indeed, a number of those problems, for which only a posteriori solvability conditions
are currently available in the literature, can be viewed as reformulations of the state-to-output
decoupling problem. Thus, the methodology provided in this paper provides a solution to the
aforementioned problems in terms of the problem data, which is therefore a priori.
Among the problems that can be dealt with as state-to-output decoupling, one that stands
out is the monotonic tracking control for those systems for which the necessary and sufficient
conditions of [20] do not hold. Indeed, such systems may still exhibit a non-overshooting and
non-undershooting response, and the shape and size of the set of initial conditions for which this
is the case depends on the number of closed-loop modes appearing in each output component.
Moreover, in practice it is not always necessary to impose a monotonic response in each output
component. These two fundamental relaxations of the problem dealt with in [20] require a
richer machinery, which is the one developed in this paper.
The concept of state-to-output decoupling introduced in this paper is also relevant in the
context of constrained distributed control, involving a number of subsystems with shared con-
straints and dynamics. Generally speaking, the prediction obtained using e.g. a model predictive
control (MPC) scheme [4] or a distributed command governor architecture [9] cannot neglect
the influence that each subsystem has on the other subsystems. Hence, even though the decou-
pling of the dynamics of these subsystems does not completely overcome the issue (because of
the presence of the constraints which remain in general coupled), the technique presented here
leads to simpler and more efficient distributed control strategies (see e.g. [5]).
Finally we want to mention that an important by-product of the results established in this
paper is the identification of a self-bounded output-nulling subspace, herein denoted by L ,
which has interesting system-theoretic properties that, to the best of our knowledge, have never
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been investigated, and which plays a key role in the solution of the state-to-output decoupling
problem.
Notation. The image and the kernel of matrix A are denoted by im A and ker A, respectively.
The Moore-Penrose pseudo-inverse of A is denoted by A†, and A−R denotes a right inverse of
A when A is right invertible. When A is square, we denote by σ(A) the spectrum of A. If
A : X −→ Y is a linear map and if J ⊆ X , the restriction of the map A to J is denoted
by A |J . If X = Y and J is A-invariant, the eigenstructure of A restricted to J is denoted
by σ (A |J ). If J1 and J2 are A-invariant subspaces and J1⊆J2, the mapping induced
by A on the quotient space J2/J1 is denoted by A |J2/J1, and its spectrum is denoted by
σ (A |J2/J1). Given a map A : X −→ X and a subspace B of X , we denote by 〈A |B〉
the smallest A-invariant subspace of X containing B. Given a complex matrix M, the symbols
M and M∗ denote the conjugate and the conjugate transpose of M, respectively. Moreover, we
denote by Mi its i-th row and by M j its j-th column, respectively. Given a finite set S, the
symbol 2S denotes the power set of S, while card(S) stands for the cardinality of S.
2 Problem Statements
In what follows, whether the underlying system evolves in continuous or discrete time is irrel-
evant and, accordingly, the time index set of any signal is denoted by T, on the understanding
that this represents either R+ in the continuous time or N in the discrete time. The symbol Cg
denotes either the open left-half complex plane C− in the continuous time or the open unit disc
C◦ in the discrete time.1 Likewise, Rg denotes the set of strictly negative real numbers in the
continuous time or the real numbers in (−1,1) in the discrete time. Consider the LTI system Σ
governed by
Σ :
{
D x(t)=Ax(t)+Bu(t), x(0) = x0,
y(t)=C x(t)+Du(t),
(1)
where, for all t ∈ T, x(t) ∈ X = Rn is the state, u(t) ∈ U = Rm is the control input, y(t) ∈
Y = Rp is the output, and A, B, C and D are appropriate dimensional constant matrices. The
operator D denotes either the time derivative in the continuous time, i.e., Dx(t) = x˙(t), or the
unit time shift in the discrete time, i.e., Dx(t) = x(t +1). Let the system Σ described by (1) be
identified with the quadruple (A,B,C,D). The following standing assumptions ensures that any
given constant reference target r(t) = r¯ ∈Rp can be tracked from any initial condition x0 ∈X :
1The results developed in this paper continue to hold even when Cg is an arbitrary self conjugate region of C
to the left of the imaginary axis in the continuous time or inside the open unit circle in the discrete time.
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Assumption 2.1 System Σ is right invertible and stabilizable. Moreover, Σ has no invariant
zeros at the origin in the continuous time or at 1 in the discrete time.
Let us consider the state-feedback control law
u(t) = F x(t)+Gr(t), (2)
where F is a stabilizing feedback, i.e., σ(A+BF) ⊂ Cg, and G is a right inverse of the static
gain of the quadruple (A+BF,B,C+DF,D), i.e.,
G =−((C+DF)(A+BF)−1 B+D)−R and G = ((C+DF)(I− (A+BF))−1 B+D)−R
in the continuous and discrete time, respectively. Notice that a right inverse always exists in
view of Assumption 2.1, and it can be computed for example as a Moore-Penrose pseudo-
inverse. Applying (2) to (1), we obtain the closed-loop system
ΣF,G :
{
D x(t)=(A+BF)x(t)+BGr(t), x(0) = x0,
y(t)=(C+DF)x(t)+DGr(t).
(3)
Since r(t) = r¯ is constant, with a change of coordinates (3) can be written in terms of the error
ε
def
= y− r as
ΣF,G :
{
D ξ (t)=(A+BF)ξ (t), ξ (0) = ξ0,
ε(t)=(C+DF)ξ (t). (4)
This paper deals with the problem of determining the state feedback matrix F for (4) such that
each output component comprises a number of closed-loop modes that are unobservable from
any other output component. This problem will be referred to as state-to-output decoupling.
Definition 1 [STATE-TO-OUTPUT DECOUPLING]
We say that a feedback matrix F in (4) achieves state-to-output decoupling if, when r(t) is
constant, the error in (4) can be written for any initial condition as
ε(t) =

β1,1 eλ1,1 t + . . .+β1,ν1 eλ1,ν1 t
.
.
.
βp,1 eλp,1 t + . . .+βp,νp eλp,νp t
 and ε(t) =

β1,1 λ t1,1 + . . .+β1,ν1 λ t1,ν1
.
.
.
βp,1 λ tp,1+ . . .+βp,νp λ tp,νp

in the continuous and discrete time, respectively, where λi, j are the observable closed-loop
eigenvalues and
• if λi, j is real, the coefficient βi, j can be made arbitrary by choosing a suitable initial state
ξ0;
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• if λi, j is complex, there exists k such that λi,k = λ i, j, and βi,k = β i, j where βi, j can be
made arbitrary by choosing a suitable initial state ξ0.
In Definition 1, for clarity we have distinguished the case where λi, j is real from the case where
λi, j is complex. The two cases can be captured together by saying that for every λi, j either the
real or the imaginary part of the corresponding βi, j can be made arbitrary.
Note that in Definition 1 it has been implicitly assumed that no Jordan chains appear in the
observable closed-loop eigenstructure. Indeed, in this paper we make the standing assumption
that no Jordan chains are allowed in the closed-loop eigenstructure. The reason for this choice,
together with a discussion of the technicalities to overcome this apparent limitation, will be
detailed in Remark 2.
Remark 1 The requirement that the coefficients βi, j can be made arbitrary guarantees that each
λi, j defines the closed-loop dynamics along a different direction of the state space. In other
words, each λi, j is associated with a different closed-loop eigenvector. This implies that if
two closed-loop eigenvalues are identical, they describe the dynamics along different direc-
tions, and therefore they correspond to two different closed-loop modes. This consideration
can be formalized as follows. The solution of ΣF,G, say in the continuous time, can be writ-
ten as ε(t) = (C +DF)e(A+BF)t ξ0. Assume for simplicity that A+BF has n real eigenval-
ues λ0,1, . . . ,λ0,ν0,λ1,1, . . . ,λ1,ν1, . . . ,λp,1, . . . ,λp,νp (with ν0 = n−ν1− . . .−νp) associated with
the linearly independent real eigenvectors v0,1, . . . ,v0,ν0 ,v1,1, . . . ,v1,ν1, . . . , vp,1, . . . ,vp,νp , so that
we can write ξ0 = ∑pi=0 ∑νij=1 αi, j vi, j for suitable αi, j ∈ R. Recall that (A+BF)vi, j = λi, j vi, j
(i ∈ {0, . . . , p} and j ∈ {1, . . . ,νi}) implies e(A+BF)t vi, j = eλi, j t vi, j, which means that
ξ (t) = e(A+BF)t ξ0 =
p
∑
i=0
νi∑
j=1
αi, j eλi, j t vi, j
ε(t) = (C+DF)ξ (t) =
p
∑
i=0
νi∑
j=1
αi, j eλi, j t (C+DF)vi, j =
p
∑
i=1
νi∑
j=1
αi, j eλi, j t (C+DF)vi, j.
Now it is clear that (Ci +Di F)vi, j 6= 0 implies that (Ch +Dh F)vi, j = 0 for all h 6= i. Indeed,
if we have (Ci +Di F)vi, j 6= 0 and (Ch +Dh F)vi, j 6= 0 for some h 6= i, then in εi we would
have the component βi, j eλi, j t = αi, j (Ci+Di F)vi, j eλi, j t and in εh we would have the component
βh, j eλi, j t = αi, j (Ch+Dh F)vi, j eλi, j t , which are proportional. Thus, βi, j and βh, j cannot be made
arbitrary by choosing a suitable initial condition (which would affect only αi, j).
The following result shows that the state-to-output decoupling problem can be reformulated
as the problem of existence of p single-output systems Σ1, . . . ,Σp such that Σ is equivalent (in a
system-theoretic sense) to the Cartesian product of Σ1, . . . ,Σp.
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Theorem 1 The state-to-output decoupling problem is equivalent to the existence of matrices
A1, . . . ,Ap and row vectors C1, . . . ,Cp such that:
• to any state x ∈ X it is possible to associate x1 ∈ X1, x2 ∈ X2, . . ., xp ∈ Xp such that
the response of ΣF,G from the initial condition x0 with the reference r = 0 coincides with
the vectors of the responses
[ y1(·)
.
.
.
yp(·)
]
obtained from (Ai,Ci), the initial condition xi,0, i.e.,
(C+DF)e(A+BF)tx0 =
[
C1eA1 tx1,0
.
.
.
CpeAp txp,0
]
∀ t ≥ 0; (5)
• conversely, for any choice of initial states x1,0 ∈X1, x2,0 ∈X2, . . ., xp,0 ∈Xp there exists
an initial state x0 ∈X of ΣF,G such that (5) holds true for r = 0.
Proof: Consider the continuous time for the sake of argument. If
(C+DF)e(A+BF)tx0 =
[
C1eA1 tx1,0
.
.
.
CpeAp txp,0
]
and σ(Ai) = {λi,1, . . . ,λi,νi,λi,νi+1, . . . ,λi,ni} (where in general ni ≥ νi since Σi needs not be in
minimal form), there exists an invertible matrix Ti such that T−1i Ai Ti = diag{λi,1, . . . ,λi,ni}. We
find
(C+DF)e(A+BF)tx0 =
[ C1 T1 diag{λ1,1,...,λ1,n1}T−11 x1,0
.
.
.
Cp Tp diag{λp,1,...,λp,np}T−1p xp,0
]
=

[ c1,1 . . . c1,n1 ]

e
λ1,1 t z1,0,1
.
.
.
e
λ1,n1 t z1,0,n1

.
.
.
[ cp,1 . . . cp,np ]

e
λp,1 t zp,0,1
.
.
.
e
λp,np t zp,0,np


=

β1,1 eλ1,1 t + . . .+β1,n1 eλ1,n1 t
.
.
.
βp,1 eλp,1 t + . . .+βp,np eλp,np t
=

β1,1 eλ1,1 t + . . .+β1,ν1 eλ1,ν1 t
.
.
.
βp,1 eλp,1 t + . . .+βp,νp eλp,νp t

where Ci Ti = [ ci,1 . . . ci,νi ] with ci,νi+1 = . . .= ci,ni = 0 since λi,νi+1, . . . ,λi,ni are unobserv-
able, zi,0 = T−1i xi,0 =
[ zi,0,1
.
.
.
zi,0,ni
]
, and where βi, j = ci, j zi,0, j. The same steps can be reversed to
prove the opposite implication.
In this paper we deal with three specific problems of state-to-output decoupling. Before
proceeding with their definition, we recall that the Rosenbrock matrix is defined as the matrix
pencil
PΣ(λ ) def=
[
A−λ I B
C D
]
(6)
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in the indeterminate λ ∈ C. The invariant zeros of Σ are the values of λ ∈ C for which the
rank of PΣ(λ ) is strictly smaller than its normal rank, see [2]. Given an invariant zero z ∈ C, the
rank deficiency of PΣ(λ ) at the value λ = z is the geometric multiplicity of the invariant zero z,
and is equal to the number of elementary divisors (invariant polynomials) of PΣ(λ ) associated
with the complex frequency λ = z. The degree of the product of the elementary divisors of
PΣ(λ ) corresponding to the invariant zero z is the algebraic multiplicity of z, see [12]. Thus, the
algebraic multiplicity of an invariant zero in not smaller than its geometric multiplicity.
In line with our standing assumption on the absence of Jordan chains in the closed-loop
eigenstructure, the algebraic and geometric multiplicities of every minimum-phase invariant
zero coincide, i.e., the minimum-phase invariant zeros have trivial (i.e., diagonal) Jordan form,
see Remark 2.
The set of invariant zeros of Σ is denoted by Z , and the set of the minimum-phase invariant
zeros is denoted by Zg
def
= Z ∩Cg.
We now present the three main problems that we address in this paper: they all deal with
the issue of achieving tracking with state-to-output decoupling. In the first problem, the num-
ber of observable modes that are visible from each output is fixed, and these modes do not
coincide with the minimum-phase invariant zeros of the system. The second problem differs
from the first only by the fact that minimum-phase invariant zeros are allowed to be observable
eigenvalues for the closed loop. In the last problem, minimum-phase invariant zeros are still al-
lowed to become observable from the output, but only an upper bound for the number of modes
observable from each output is assigned.
Each of these three problems will be in turn divided into three subproblems, labelled as
(A), (B) and (C): Problem i A (for i ∈ {1,2,3}) refers to the case where both the observable
and the unobservable eigenvalues are assigned; Problem i B is the case where only the observ-
able eigenvalues are assigned. Finally, Problem i C considers the situation where none of the
observable/unobservable eigenvalues are assigned.
We now formulate each problem, along with its subproblems, precisely. We begin with the
first problem, which considers the case where each εi displays exactly νi modes and the invariant
zeros are not selected as observable eigenvalues.
Problem 1 Determine under which conditions F and G exist such that:
1. The output asymptotically tracks any constant reference r, i.e., if r(t) = r for all t ≥ 0,
then limt→∞ y(t) = r;
2. State-to-output decoupling is achieved;
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3. For each εi there are exactly νi observable eigenvalues and they are not invariant zeros
of the system, 2
in the following three cases:
(A) the eigenvalues that are observable from εi are exactly {λi, j} j=1,...,νi; the unobservable
eigenvalues are equal to {λ0, j} j=1,...,ν0 , where ν0 = n−∑pi=1 νi;
(B) the eigenvalues that are observable from εi are exactly {λi, j} j=1,...,νi; the unobservable
eigenvalues are not assigned a priori;
(C) neither the observable nor the unobservable eigenvalues are assigned a priori.
As aforementioned, the second problem deals with the case where each output displays ex-
actly νi eigenvalues, and we allow the selection of invariant zeros in Cg as observable eigenval-
ues.
Problem 2 Determine under which conditions F and G exist such that:
1. The output asymptotically tracks any constant reference r, i.e. if r(t)= r, limt→∞ y(t)= r;
2. Output decoupling is achieved;
3. For each εi there are exactly νi observable eigenvalues,
in the following three cases:
(A) the eigenvalues observable from εi are exactly {λi, j} j=1,...,νi; the unobservable eigenvalues
are equal to {λ0, j} j=1,...,ν0 , where ν0 = n−∑pi=1 νi;
(B) the eigenvalues that are observable from εi are exactly {λi, j} j=1,...,νi; the unobservable
eigenvalues are not assigned a priori;
(C) neither the observable nor the unobservable eigenvalues are assigned a priori.
The last problem considers the case where each output displays at most νi eigenvalues and
we allow the selection of the minimum-phase invariant zeros as observable eigenvalues.
Problem 3 Determine under which conditions F and G exist such that:
2The eigenvalues are assumed to be counted with their multiplicities. This is equivalent to saying that the
unobservable subspace relative to the output i has dimension n− νi. As already pointed out, for the sake of
simplicity, we will only consider the case where the geometric and algebraic multiplicities coincide.
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1. The output asymptotically tracks any constant reference r, i.e. if r(t)= r, then limt→∞ y(t)=
r;
2. State-to-output decoupling is achieved;
3. For each εi there are at most ¯νi observable eigenvalues (so that νi ≤ ¯νi),
in the following three cases:
(A) the eigenvalues of the closed-loop are {λi, j}i=0,...,p, j=1,...,ν¯i , and the observable eigen-
values from εi are a subset {λi, j} j=1,...,νi of {λi, j} j=1,...,ν¯i; the unobservable eigenvalues
contain {λ0, j} j=1,...,ν¯0 , where ¯ν0 = n−∑pi=1 ¯νi;
(B) the observable eigenvalues of the closed-loop from εi are the subset {λi, j} j=1,...,νi of
{λi, j} j=1,...,ν¯i;
(C) neither the observable nor the unobservable eigenvalues are assigned a priori.
Notice that in Problem 3(A), some eigenvalues may be hidden from the output, but they still
result as eigenvalues of the closed loop.
Notice also that if the eigenvalues which are observable from εi are constrained to be at most
νi, we have the option of hiding as many modes as possible for each output component; hiding
more modes than what is strictly necessary may compensate for values of λi, j that we will not
effectively observe. For this reason, in the case of Problem 3, λi, j will not necessarily all be
observable eigenvalues. For example, if we are able to hide n modes, then we can obtain ε = 0,
and none of {λi, j}i=1,...,p, j=1,...,νi will need to be part of the closed-loop eigenstructure.
Before proceeding with the solutions of the problems formulated in this section, in the next
two sections we will discuss some geometric and combinatorial preliminaries that are needed
for the main proofs of this paper.
3 Geometric preliminaries
We denote by V ⋆ the largest output-nulling subspace of Σ, i.e., the largest subspace V of
X for which a matrix F∈Rm×n exists such that (A + BF)V ⊆ V ⊆ ker(C + DF). Any
real matrix F satisfying this inclusion is called a friend of V . The symbol R⋆ denotes
the so-called reachability subspace on V ⋆. The closed-loop spectrum can be partitioned as
σ(A + BF) = σ(A + BF |V ⋆)⊎ σ(A + BF |X /V ⋆). Further, we have σ(A + BF |V ⋆) =
σ(A+BF|R⋆)⊎σ (A+BF|V ⋆/R⋆), where σ(A+BF|R⋆) is freely assignable with a suit-
able friend F of V ⋆, whereas σ (A+BF |V ⋆/R⋆) is fixed for every friend F of V ⋆ and coincide
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with the invariant zero structure of Σ, [28, Theorem 7.19]. Finally, the symbol V ⋆g denotes the
largest stabilizability subspace of Σ.
An important result for the computation of a basis for R⋆, which also offers a great deal of
insight into the properties of this subspace, is based on the null-space of the Rosenbrock system
matrix pencil, when λ assumes arbitrary values that are distinct from the invariant zeros of the
system.
Given the h self-conjugate complex numbers L = {λ1, . . . ,λh} including exactly s complex
conjugate pairs, we say that L is s-conformably indexed if 2s ≤ h and the first 2s values are
complex, while the remaining are real, and for all odd k≤ 2s we have λk+1 = ¯λk. The following
important result holds, [16, Proposition 4].
Theorem 2 Let r = dimR⋆. Let L = {λ1,λ2, . . . ,λr} be an s-conformably indexed set of self-
conjugate distinct complex numbers disjoint from the invariant zeros, i.e., L ∩Z =∅. For all
k ∈ {1, . . . ,r}, let us denote by
[
Xk
Yk
]
a basis matrix for kerPΣ(λk) partitioned conformably with
PΣ(λk). Let this basis be chosen in such a way that
[Xk+1
Yk+1
]
=
[
Xk
Y k
]
when k ≤ 2s is odd. Let
Vk
def
=

Re{Xk} if k ≤ 2s is odd,
Im{Xk} if k ≤ 2s is even,
Xk if k > 2s,
Wk
def
=

Re{Yk} if k ≤ 2s is odd,
Im{Yk} if k ≤ 2s is even,
Yk if k > 2s.
(7)
Then, R⋆ = im[ V1 V2 . . . Vr ].
The following corollary shows how the computation of a friend of R⋆ can be carried out. In
particular, the values of λ used to construct the basis of R⋆ will become, with such feedback F ,
eigenvalues of the closed-loop restricted to R⋆.
Corollary 1 Consider a basis for R⋆ as constructed in Theorem 2. Let R⋆= im[ V1 V2 · · · Vr ].
Let {v1, . . . ,vr} be a set of columns extracted from the matrix [ V1 V2 · · · Vr ] to form a basis
for R⋆, and let {w1, . . . ,wr} denote the corresponding columns of [ W1 W2 · · · Wr ]. If vk is
a column of Vj, let us denote by µk the eigenvalue λ j. Let {v1, . . . ,vr} be constructed in such a
way that the multi-set {µ1, . . . ,µr} is self-conjugate. Then, the matrix
F = [ w1 w2 . . . wr ] [ v1 v2 . . . vr ]† (8)
is a friend of R⋆, and σ(A+BF |R⋆) = {µ1, . . . ,µr}.
Theorem 2 apparently requires the a priori knowledge of the dimension of R⋆ to deter-
mine a spanning set for R⋆. However, this knowledge is not necessary: in fact it is pos-
sible to compute a spanning set of R⋆ recursively, because when computing the sequence
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of subspaces {imVk}k∈N, at each step k the dimension of the subspace im[ V1 V2 · · · Vk ]
increases with respect to the size of im[ V1 V2 · · · Vk−1 ], until the dimension of R⋆ has
been reached. In other words, considering the matrices V1, . . . ,Vr as obtained in Theorem
2, for all k ∈ N, we have rank[ V1 V2 · · · Vk−1 ] < r if and only if rank[ V1 V2 · · · Vk ] >
rank[ V1 V2 · · · Vk−1 ]. This follows from Theorem 2 and the Rosenbrock Theorem [25].
The second fundamental result is [16, Proposition 5], and is about the construction of a basis
matrix for V ⋆ (resp. V ⋆g ): the idea is essentially the same as the one for the construction of
a basis for R⋆, but this time the invariant zeros (resp. minimum-phase invariant zeros) also
have to be taken into account when choosing the λi for which we compute the null-space of the
Rosenbrock matrix.
Theorem 3 Let r = dimR⋆. Let Z = {z1,z2, . . . ,zt} be the s-conformably indexed set of self-
conjugate invariant zeros (respectively, the minimum-phase invariant zeros). Let for all k ∈
{1, . . . , t} denote by
[
Xk
Yk
]
a basis matrix for kerPΣ(zk) partitioned conformably with PΣ(zk). Let
this basis be chosen in such a way that
[
Xk+1
Yk+1
]
=
[
Xk
Y k
]
when k ≤ 2s is odd. Let Vk and Wk
be constructed as in Theorem 2. Then, V ⋆ = R⋆ + im[ V1 V2 · · · Vt ] (respectively, V ⋆g =
R⋆+ im[ V1 V2 · · · Vt ]).
We finally recall that the following statements are equivalent:
• Σ is right invertible;
• PΣ(λ ) is full row-rank for all but finitely many λ ∈ C;
• the transfer function GΣ(λ ) =C (λ I−A)−1B+D is right invertible as a rational matrix.
3.1 Preliminaries in combinatorial linear algebra and affine geometry
Let K denote a field (R or C). We also recall that the dimension of a set S of Kn is defined as
the dimension of the smallest linear subspace that contains S (i.e., the dimension of span
K
(S))
or, equivalently, the maximum number of linearly independent vectors that it is possible to find
in S. We recall that given two sets S1,S2 of the vector space Kn, there holds spanK(S1∪S2) =
span
K
S1 + spanK S2.
The following result is a cornerstone of Combinatorics, [24, Theorem 3], and it will be the
starting point of our investigation.
Theorem 4 [RADO´’S THEOREM]
Consider the sets P1, . . . ,Pq in the vector space Kn. It is possible to find a linearly independent
set {ξ1, . . . ,ξq} such that ξ1 ∈ P1, ξ2 ∈ P2, . . ., ξq ∈Pq if and only if given k numbers η1, . . . ,ηk ∈
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N such that 1 ≤ η1 < η2 < .. . < ηk ≤ q for all k ∈ {1, . . . ,q}, the union Pη1 ∪Pη2 ∪ . . .∪Pηk
contains k independent elements, i.e., if and only if for any set S ⊆ {1, . . . ,q} of cardinality
s = card (S) there exist s independent vectors ζ1, . . . ,ζs such that ζ1, . . . ,ζs ∈ ⋃i∈S Pi.
The following corollary will be useful in the rest of the paper.
Corollary 2 Consider the sets P1, . . . ,Pq of vectors in the vector space Kn. It is possible to find
a set of linearly independent vectors {ξ1, . . . ,ξq} such that ξ1 ∈ P1, ξ2 ∈ P2, . . ., ξq ∈ Pq if and
only if for any set S ⊆ {1, . . . ,q} there holds
dim
(
∑
i∈S
span
K
Pi
)
≥ cardS.
Proof: From Theorem 4, for any S there exist s = card (S) vectors ζ1, . . . ,ζs ∈ ⋃i∈S Pi that are
linearly independent if and only if dim
(
span
K
(⋃
i∈S Pi
)) ≥ s. The statement follows noting
that span
K
(⋃
i∈S Pi
)
= ∑i∈S spanK Pi.
The following corollary is a generalization of the latter.
Corollary 3 Consider the sets P1, . . . ,Pq of vectors in Kn and ν1, . . . ,νq ∈ N. It is possi-
ble to find a set of linearly independent vectors {ξ1,1, . . . ,ξ1,ν1, . . . ,ξq,1, . . . ,ξq,νq} such that
ξi,1, . . . ,ξi,νi ∈ Pi for i ∈ {1, . . . ,q} if and only if for any set S ⊆ {1, . . . ,q} there holds
dim
(
∑
i∈S
span
K
Pi
)
≥ ∑
i∈S
νi.
Proof: The claim follows by considering the problem of finding a set of linearly indepen-
dent vectors {ξ1,1, . . . ,ξ1,ν1, . . . ,ξq,1, . . . ,ξq,νq} such that ξ1,1 ∈ P1,1, . . . ,ξ1,ν1 ∈ P1,ν1 , . . ., ξq,1 ∈
Pq,1, . . . ,ξq,νq ∈ Pq,νq , writing the condition of Corollary 2 under the assumption Pi,1 = Pi,2 =
. . .= Pi,νi = Pi for i ∈ {1, . . . ,q}.
The following corollary highlights the fact that, when we are interested in selecting linearly
independent vectors, what really matters is the span of the set Pi, rather than the set itself.
Corollary 4 Let P1, . . . ,Pq be sets of vectors in Kn and let Q1, . . . ,Qq be sets of Kn such that
span
K
Pi = spanK Qi for i ∈ {1, . . . ,q}. It is possible to find a set of linearly independent vectors
{ξ1, . . . ,ξq} such that ξi ∈ Pi for all i ∈ {1, . . . ,q} if and only if it is possible to find a set of
linearly independent vectors {ζ1, . . . ,ζq} such that ζi ∈ Qi for all i ∈ {1, . . . ,q}.
Proof: Applying Corollary 2 to P1, . . . ,Pq and Q1, . . . ,Qq, the two sets of conditions, for any set
S ⊆ {1, . . . ,q}, are that dim
(
∑i∈S spanK Pi
)
≥ cardS and dim
(
∑i∈S spanK Qi
)
≥ cardS. Since
span
K
Pi = spanK Qi for all i ∈ {1, . . . ,q}, the result readily follows.
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The previous result provides a guideline on the selection of the vectors in P1, . . . ,Pq by re-
stricting the attention to the vectors of each Pi that forms a basis for the subspace spanK Pi.
Corollary 5 Let the vectors in Qi ⊆ Pi be basis vectors for spanK Pi. It is possible to find a set
of linearly independent vectors {ξ1, . . . ,ξq} such that ξi ∈ Pi for all i ∈ {1, . . . ,q} if and only if
it is possible to find a set of linearly independent vectors {ζ1, . . . ,ζq} such that ζi ∈ Qi for all
i ∈ {1, . . . ,q}.
Proof: The statement follows directly from Corollary 4, since a vector of Qi also belongs to Pi.
We now consider another generalization of Rado´’s theorem, which considers the case where
we want to extract at most k linearly independent vectors from q > k subspaces. The following
theorem provides a solution to this problem.3
Theorem 5 Consider the sets P1, . . . ,Pq in the vector space Kn. It is possible to find a set of
linearly independent vectors {ξ1, . . . ,ξk} such that ξ1 ∈ Pi1, ξ2 ∈ Pi2 , . . ., ξq ∈ Pik for some
1 ≤ i1 < i2 < .. . < ik ≤ q if and only if there holds
dim
(
∑
i∈S
span
K
Pi
)
≥ cardS− (q− k)
for all S ∈
{
S ∈ 2{1,...,q}|cardS> q− k
}
.
Corollary 6 Consider the sets Pg,P1, . . . ,Pq in the vector space Kn. Let h≥ n−q be the dimen-
sion of Pg. There exists a linearly independent set of vectors {ξg1 , . . . ,ξgn−k ,ξi1, . . . ,ξik} such
that {ξg1 , . . . ,ξgn−k} ∈ Pg and ξi j ∈ Pi j for some 1 ≤ i1 < i2 < .. . < ik ≤ q and for some k ≤ q if
and only if
dim
(
span
K
Pg+∑
i∈S
span
K
Pi
)
≥ n−q+ cardS (9)
holds for all S ∈
{
S ∈ 2{1,...,q}|cardS> h− (n−q)
}
.
Proof: It is clear that if there exists the linearly independent set for some k such that n− k < h
there always exists another linearly independent set for n−k = h. Then, it is sufficient to prove
the theorem when k = n−h.
Let Kn = X1 ⊕X2, where X1 = spanK Pg. In these coordinates a basis matrix of spanK Pg
is given by
[
Ih
0k×h
]
. Denote by
[
Πi,1
Πi,2
]
a basis matrix for span
K
Pi, where Πi,1 and Πi,2 have
3This result is usually presented in the literature, see e.g. [14, Theorem 1.3] and [23, Theorem 1.1], in terms
of sets in an Euclidean space and expressed in terms of numbers of linearly independent vectors belonging to the
unions of these sets. However, one can repeat verbatim the argument in the proof of Corollary 2 to rewrite the
same result in terms of the spans of these sets.
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h and k rows, respectively. We can find a linearly independent set {ξg1, . . . ,ξgh ,ξi1, . . . ,ξik}
such that {ξg1, . . . ,ξgh} ∈ Pg and ξi j ∈ Pi j for some 1 ≤ i1 < i2 < .. . < ik ≤ q and for k =
q if and only if there exist ˜ξi1 ∈ im Πi1,2, . . . , ˜ξik ∈ im Πik,2 such that the set { ˜ξi1, . . . , ˜ξik} is
linearly independent. In view of Theorem 5 this happens if and only if dim
(
∑i∈S spanK Pi
)
≥
cardS−(q−k), for all S ∈
{
S ∈ 2{1,...,q}|cardS> q− k
}
. Considering that k = n−h and that
span
K
Pg∩ spanK{ξi1, . . . ,ξik}= {0}, (9) is readily obtained.
We now specialize these results to the case where the field K is equal to C, see [11, Lemma
1].
Theorem 6 [KIMURA’S THEOREM] Consider the sets P1, . . . ,Pq ⊆ Cn. It is possible to find a
set of linearly independent vectors {ξ1, . . . ,ξq} such that ξ1 ∈ P1, ξ2 ∈ P2, . . ., ξq ∈ Pq if and
only if for any set S ⊆ {1, . . . ,q} of cardinality s = card (S) there holds
dim
(
∑
i∈S
span
C
Pi
)
≥ card S.
Moreover, for any pair Pi,Pj that are linear subspaces such that Pi = P j it is possible to guar-
antee that the further constraint ξi = ξ j is satisfied.
The following result is an extension of Theorem 6 to the case of affine sets of Cn.
Theorem 7 Consider the sets P1, . . . ,Pq ⊆Cn. It is possible to find a set of linearly independent
vectors {ξ1, . . . ,ξq} such that ξ1 ∈P1, ξ2 ∈P2, . . ., ξq ∈Pq if and only if for any set S⊆{1, . . . ,q}
of cardinality s = card (S) there holds
dim
(
∑
i∈S
span
C
Pi
)
≥ card S.
Moreover:
• for every Pi such that there exists a set of real vectors Qi ⊆ Pi for which spanC Qi =
span
C
Pi, we can guarantee also that Im{ξi}= 0;
• for any pair Pi,Pj such that there exist two affine subspaces Qi ⊆ Pi and Q j ⊆ Pj and
Qi =Q j and spanC Qi = spanC Pi, we can guarantee also that the further constraint ξi = ξ j
is satisfied.
Proof: The proof of the first part follows from Corollary 4. Indeed, the existence of a vector in
Pi which is linearly independent from all the others is equivalent from the existence of a (real)
vector from Qi.
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We prove the second point. Let us assume, with no loss of generality, that P1 and P2 are
sets from which we want to extract two vectors p1 ∈ P1 and p2 ∈ P2 that are complex conjugate
and linearly independent. Let Q1 ⊆ P1 and Q2 ⊆ P2 be such that spanC Q1 = spanC P1 and
span
C
Q2 = spanC P2, and Qi =Q j; a linearly independent set {ξ1, . . . ,ξq} exists such that ξi ∈ Pi
for all i∈{1, . . . ,q} if and only if a linearly independent set {ζ1, . . . ,ζq} exists such that ζ1 ∈Q1,
ζ2 ∈ Q2 and ζi ∈ Pi for all i ∈ {3, . . . ,q}.
If Qi is an affine subspace, given two vectors v1,v2 ∈ Qi, for every λ ∈ C their affine combi-
nation λ v1 +(1−λ )v2 is in Qi.
If Q1 = Q2 and we assume ξ1 6= ξ 2 such that ξ1 ∈ Q1 and ξ2 ∈ Q2, it is possible to construct
the vectors w1 = γ1 ξ1+γ2 ξ 2 and w2 = γ1 ξ 1+γ2 ξ2, where γ1,γ2 ∈C, such that by construction
1. w1 = w2;
2. since ξ 1 ∈ P1 = P2 and ξ 2 ∈ P2 = P1, then w1 ∈ P1 and w2 ∈ P2 if γ1 + γ2 = 1, i.e., if
Re{γ1}+Re{γ2}= 1 and Im{γ1}= Im{γ2}. (10)
We now have to prove that it is possible to find γ1,γ2 ∈ C such that (10) holds and such that
the set of vectors {w1,w2,ξ3, . . . ,ξq} is linearly independent. The vectors ξ 1 ∈ P2 and ξ 2 ∈ P1
can be written as
ξ 1 = α1 ξ1 +α2 ξ2 + . . .+αn ξn + t1 (11)
ξ 2 = β1 ξ1 +β2 ξ2 + . . .+βn ξn + t2, (12)
where t1 and t2 are suitable vectors orthogonal to ∑ni=1 spanC{ξi}.
To prove this point, we proceed similarly to what is done in [11, Lemma 1] and we first show
that, for all α1,α2,β1,β2 ∈ C there exist γ1,γ2 ∈ C such that
1. γ1 + γ2 = 1;
2. the determinant of
[ γ1+γ2 β1 γ1 α1
γ2 β2 γ1 α2+γ2
]
is different from zero.
Three cases must be considered:
1. if β1 6= 0, choose γ1 = 0 and γ2 = 1, so that
∣∣∣ γ1+γ2 β1 γ1 α1γ2 β2 γ1 α2+γ2 ∣∣∣= ∣∣∣β1 0β2 1 ∣∣∣= β1 6= 0;
2. if β1 = 0 and α2 6= 0, choose γ1 = 1 and γ2 = 0, so that
∣∣∣ γ1+γ2 β1 γ1 α1γ2 β2 γ1 α2+γ2 ∣∣∣= ∣∣∣1 α10 α2 ∣∣∣=α2 6= 0;
3. if β1 = 0 and α2 = 0, we have
∣∣∣ γ1+γ2 β1 γ1 α1γ2 β2 γ1 α2+γ2 ∣∣∣ = ∣∣∣ γ1 γ1 α1γ2 β2 γ2 ∣∣∣= γ1 γ2− γ1 γ2 α1 β2. Here
we have to consider two subcases:
• if α1 β2 6= 1, by choosing γ1 = γ2 = 12 the determinant becomes 14 (1−α1 β2) 6= 0;
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• if α1 β2 = 1, by choosing γ1 = 1+ i and γ2 = i the determinant becomes γ1 γ2 −
γ1 γ2 = 2 i.
We now show that {w1,w2,ξ3, . . . ,ξq} is linearly independent. Suppose by contradiction that
there exist κ1, . . . ,κq ∈ C not all zero such that κ1 w1 +κ2 w2 +κ3 ξ3 + . . .+κq ξq = 0. Using
the definition of w1 and w2, and (11-12), we find
(κ1 γ1 +κ1 γ2 β1 +κ2 γ1 α1)ξ1 +(κ1 γ2 β2 +κ2 γ1 α2 +κ2 γ2)ξ2 +
+
q
∑
i=3
(κ1 γ2 βi +κ2 γ1 αi +κi)ξi +κ1 γ2 p2 +κ2 γ1 p1 = 0.
Since {ξ1, . . . ,ξq} is a linearly independent set, all the coefficients in the latter are zero. Thus,
in particular
[ γ1+γ2 β1 γ1 α1
γ2 β2 γ1 α2+γ2
][
κ1
κ2
]
= 0. Since the determinant of the matrix in the left hand
side is non-zero, the only solution is κ1 = κ2 = 0, and therefore also κ3 = . . .= κq = 0. This is
a contradiction.
4 Solution of Problem 1
For the sake of simplicity, in this part of the paper we consider only the case where the eigenval-
ues to be assigned and the stable invariant zeros are real. The change that occurs where invariant
zeros or eigenvalues to be assigned are in complex conjugate pairs will be discussed in Section
7. Nevertheless, whenever possible, the definitions of the subspaces used in the sequel will be
given in the general case where the indeterminate is complex to avoid repetitions. Let for all
λ ∈ C
R(λ ) def=
{
v ∈ Cn
∣∣∣∃w ∈ Cm : [ A−λ I B
C D
][
v
w
]
= 0
}
.
Notice that
[
A−λ I B
C D
][ v
w
]
= 0 if and only if
[
A−λ I B
C D
][
v
w
]
= 0, from which we find R(λ ) =
R(λ). Let us also define
Ri(λ ) def=
{
v ∈ Cn
∣∣∣∃w ∈ Cm : [ A−λ I B
C(i) D(i)
][
v
w
]
= 0
}
,
where C(i) and D(i) are matrices obtained from C and D by removing their i-th rows.
As a direct consequence of Theorem 2, denoting by r the dimension of R⋆, if λ1, . . . ,λr are
real, distinct and different from the invariant zeros, there holds
R⋆ = R(λ1)+R(λ2)+ . . .+R(λr), (13)
and if the minimum-phase invariant zeros z1, . . . ,zt are real, we also have
V ⋆g = R(λ1)+ . . .+R(λr)+R(z1)+ . . .+R(zt).
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It is worth observing that (13) cannot be used to exhaustively parameterize the vectors of
R⋆; in other words, given an arbitrary v ∈R⋆, there might not exist λ ∈ C such that v ∈R(λ ).
Consider for example the quadruple A =
[−1 0 0
3 2 0
−1 2 0
]
, B =
[
0
1
0
]
, C = [1 0 0 ] and D = 0. In
this case R⋆ = im
[ 0 0
1 0
0 1
]
, but if we take v = [ 0 1 0 ]⊤ ∈ R⋆, we cannot find w ∈ Cm and
λ ∈ C such that
[
A−λ I B
C D
][ v
w
]
= 0; to see this, we can re-write this as the linear equation[−v B
0 D
][
λ
w
]
=−
[
A
C
]
v and notice that
[
A
C
]
v =
[0
2
2
0
]
/∈ im
[−v B
0 D
]
= span
{[0
1
0
0
]}
.
It is easily seen that for all λ ∈ R, the sets R(λ ) and Ri(λ ) are subspaces of X for all
i ∈ {1, . . . , p}. For all λ ∈ C, we also define the set
R̂i(λ ) def=
{
v ∈ Cn
∣∣∣∃w ∈ Cm, ∃δ ∈ R\{0} : [ A−λ I B
C D
][
v
w
]
=
[
0
δ ei
]}
.
Clearly, in general, the set R̂i(λ ) is not a subspace of Cn. For reasons that will be clearer later,
it is worth also to define the sets
Ŵi(λ ) =
{
v ∈ Cn
∣∣∣∃w ∈ Cm : [ A−λ I B
C D
][
v
w
]
=
[
0
ei
]}
.
Notice that for every vector v ∈ R̂i(λ ), there exist a vector v′ ∈ Ŵi(λ ) which is parallel to v
(so that, in particular, their spans coincide). Indeed,
[
A−λ I B
C D
][ v
w
]
=
[
0
δ ei
]
, for δ 6= 0, can
be rewritten as
[
A−λ I B
C D
][ 1
δ v
1
δ w
]
=
[
0
ei
]
. Notice also that Ŵi(λ ) is an affine set in Cn. Indeed,
given v1,v2 ∈ Ŵi(λ ), there exist w1,w2 ∈ Cm such that
[
A−λ I B
C D
][ vi
wi
]
=
[
0
ei
]
for i ∈ {1,2};
for any α ∈ C, the vector α v1 +(1−α)v2 is also in Ŵi(λ ). This can be seen by taking v =
α v1 +(1−α)v2 and w = α w1 +(1−α)w2.
Finally, we notice that there holds R̂i(λ ) = R̂i(λ ) and Ŵi(λ ) = Ŵi(λ).
Given λ ∈ R, the set R̂i(λ ) contains the non-zero initial states for which a state-feedback
control u = F x exists for which every output except the i-th is zero, while the i-th is given by
a single exponential. Indeed, consider v ∈ R̂i(λ ), and let w ∈U and δ ∈ R\{0}. Since v 6= 0,
choosing F v = w gives
(A+BF)v = λ v
(C+DF)v = δ ei.
Let x0 = v. Then, recalling that e(A+BF)t v = eλ t v, we find that from
x˙(t) = (A+BF)x(t), x0 = v,
y(t) = (C+DF)x(t),
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we get
y(t) = (C+DF)e(A+BF)t v = (C+DF)eλ t v = δ ei eλ t =

0
.
.
.
δ eλ t
.
.
.
0

.
The next result shows that the only invariant zeros that it is necessary to compute are those of
the original system, because the invariant zeros of all the systems obtained by removing outputs
are a subset of the former.
Lemma 1 For all i ∈ {1, . . . , p}
Z (A,B,C,D)⊇Z (A,B,C(i),D(i)).
Proof: The statement follows directly from the right invertibility of the system.
Lemma 2 Let µ ∈ C\Z . For all j ∈ {1, · · · , p}, there holds
R j(µ)⊃R(µ).
Proof: First, notice that R j(µ) ⊇ R(µ). The row [ C j D j ] is linearly independent from
every row of
[A−µ In B
C( j) D( j)
]
. This implies that dimR(µ)< dimR j(µ).
Lemma 3 Let µ ∈ C\Z . For all j ∈ {1, · · · , p}, there holds
R j(µ)⊇ R̂ j(µ)⊇R j(µ)\R(µ). (14)
Proof: The fact that R j(µ) ⊇ R̂ j(µ) follows directly from the definition. We now show that
R̂ j(µ)⊇R j(µ)\R(µ). Let v ∈R j(µ)\R(µ); since v ∈R j(µ) there exists w ∈U such that[
A−µ I B
C( j) D( j)
][
v
w
]
= 0.
On the other hand, since v /∈R(µ), there are no ω ∈U for which[
A−µ I B
C D
][
v
ω
]
= 0.
Thus, there must hold [
A−µ I B
C D
][
v
w
]
=
[
0
δ e j
]
for some δ 6= 0. Thus, v ∈ R̂ j(µ).
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Lemma 4 Let µ ∈ C\Z . For all j ∈ {1, · · · , p}
span
C
R̂ j(µ) = R j(µ).
Proof: Taking the span on each term of (14) we get
span
C
R j(µ)⊇ spanC R̂ j(µ)⊇ spanC
(
R j(µ)\R(µ)
)
.
We have span
C
R j(µ) = R j(µ), because R j(µ) is a linear subspace. Recall that given two
linear subspaces A and B such that A ⊂B (which means that A ⊆B and dimA < dimB)
we have span
C
(B \A ) = span
C
B = B. Thus, span
C
(
R j(µ) \R(µ)
)
= span
C
(
R j(µ)
)
=
R j(µ). Thus, we find
R j(µ)⊇ spanC R̂ j(µ)⊇R j(µ),
which immediately implies that span
C
(
R̂ j(µ)
)
= R j(µ).
4.1 Problem 1A
We begin by giving a necessary and sufficient condition for the solvability condition of Problem
1A that, even if not expressed in terms of the problem data, will turn out to be constructive for
the calculation of the feedback matrix whenever the problem admits solutions.
Lemma 5 Let ν0 = n−ν1− . . .−νp. Problem 1A is solvable if and only if there exist
v0,k ∈R(λ0,k) k ∈ {1, . . . ,ν0}
vi, j ∈ R̂i(λi, j) i ∈ {1, . . . , p}, j ∈ {1, . . . ,νi}
such that the set
{
v0,1, . . . ,v0,ν0,v1,1, . . . ,v1,ν1, . . . ,vp,1, . . . ,vp,νp
}
is linearly independent.
Proof: Let us prove sufficiency. Since v0,k ∈R(λ0,k) for k∈{1, . . . ,ν0}, there exist w0,1, . . . ,w0,ν0 ∈
Rm such that
[
A−λ0,k I B
C D
][
v0,k
w0,k
]
= 0 for k ∈ {1, . . . ,ν0}. Moreover, from vi, j ∈ R̂i(λi, j) for
i∈{1, . . . , p} and j∈{1, . . . ,νi}, we have
[
A−λi, j I B
C D
][
vi, j
wi, j
]
=
[ 0
δi, j ei
]
, for i∈{1, . . . , p} and j∈
{1, . . . ,νi} for some δi, j 6= 0. Since ν0 = n−ν1− . . .−νp and {v0,1, . . . ,v0,ν0,v1,1, . . . ,v1,ν1, . . . ,
vp,1, . . . ,vp,νp} are linearly independent, then {v0,1, . . . ,v0,ν0,v1,1, . . . ,v1,ν1, . . . ,vp,1, . . . ,vp,νp} is
a basis for X , and we can define
F = [ w1,1 . . . w1,ν1 | . . . | wp,1 . . . wp,νp | w0,1 . . . w0,ν0 ]
×[ v1,1 . . . v1,ν1 | . . . | vp,1 . . . vp,νp | v0,1 . . . v0,ν0 ]−1, (15)
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from which we find
(A+BF)[ v1,1 . . . v1,ν1 | . . . | vp,1 . . . vp,νp | v0,1 . . . v0,ν0 ]
= diag{λ1,1, . . . ,λ1,ν1, . . . ,λp,1, . . . ,λp,νp,λ0,1, . . . ,λ0,ν0}
×[ v1,1 . . . v1,ν1 | . . . | vp,1 . . . vp,νp | v0,1 . . . v0,ν0 ]
(C+DF)[ v1,1 . . . v1,ν1 | . . . | vp,1 . . . vp,νp | v0,1 . . . v0,ν0 ]
=
{
δi, j ei i ∈ {1, . . . , p}
0 i ∈ {p+1, . . . ,n}
The first says that
e(A+BF)t vi, j = exp(λi, j t)vi, j
for i ∈ {0, . . . , p} and j ∈ {1, . . . ,νi}. Let ξ0 = ξ (0) be the initial error state, and define
α
def
= [ v1,1 . . . v1,ν1 | . . . | vp,1 . . . vp,νp | v0,1 . . . v0,ν0 ]−1 ξ0.
The second yields
ε(t) = (C+DF)e(A+BF)t ξ0
= (C+DF)
p
∑
i=0
νi∑
j=1
exp(λi, j t)vi, j αi, j
=
p
∑
i=1
νi∑
j=1
δi, j ei exp(λi, j t)αi, j =

δ1,1 α1,1 eλ1,1 t + . . .+δ1,ν1 α1,ν1 eλ1,ν1 t
.
.
.
δp,1 αp,1 eλp,1 t + . . .+δp,νp αp,νp eλp,νp t

as required. We now establish necessity. Suppose we have
ε(t) =

γ1,1 eλ1,1 t + . . .+ γ1,ν1 eλ1,ν1 t
.
.
.
γp,1 eλp,1 t + . . .+ γp,νp eλp,νp t
 , (16)
where γi, j can be made arbitrary by suitably choosing ξ0. It follows that n−ν1− . . .−νp = ν0
closed-loop modes are unobservable. We denote these modes by λ0,1, . . . ,λ0,ν0. Since λ0,k is
not observable and is not an invariant zero, the corresponding closed-loop eigenvector v0,k is
in R⋆ for all k ∈ {1, . . . ,ν0}. Similarly, denoting by vi, j the closed-loop eigenvector associated
with λi, j and defining α = [ v0,1 . . . v0,ν0 . . . vp,1 . . . vp,νp ]−1 ξ0, and wi, j = F vi, j for
all i ∈ {0, . . . , p} and j ∈ {1, . . . ,νi}, we find
ε(t) = (C+DF)e(A+BF)t ξ0
= (C+DF)e(A+BF)t [ v0,1 . . . v0,ν0 v1,1 . . . v1,ν1 . . . vp,1 . . . vp,νp ]α
=
p
∑
i=0
νi∑
j=0
(C+DF)vi, j eλi, j tαi, j, (17)
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where α = [ α0,1 . . . α0,ν0 α1,1 . . . α1,ν1 . . . αp,1 . . . αp,νp ]
⊤ is partitioned conformably.
Comparing (16) with (17), there must hold:
• (C+DF)v0,k = 0 for all k ∈ {1, . . . ,ν0}. It follows that
[
A−λ0,k I B
C D
][
v0,k
w0,k
]
= 0 for all
k ∈ {1, . . . ,ν0}, which proves that v0,k ∈R(λ0,k) or all k ∈ {1, . . . ,ν0};
• defining (C +DF)vi, j αi, j = ∑pℓ=1 eℓ φℓ for some coefficients φ1, . . . ,φp; we must have
φℓ = 0 for all ℓ 6= i, or else the coefficients γi, j would not be arbitrary. Thus, φi = γi, j so
that (C +DF)vi, j αi, j = ei γi, j. Hence, for an initial state such that αi, j 6= 0 we have
[ C D ]
[
vi, j
wi, j
]
= ei
γi, j
αi, j , which together with [ A−λi, j I B ]
[
vi, j
wi, j
]
= 0 implies vi, j ∈
R̂i(λi, j).
For conciseness of notation, we define R0(λ0,k) def= R(λ0,k) for k ∈ {1, . . . ,ν0}.
The following result provides a necessary and sufficient condition for the solvability of Prob-
lem 1A written in terms of the parameters of the problem.
Theorem 8 Let ν0 = n−ν1− . . .−νp. Problem 1A is solvable if and only if
dim
(
∑
(i, j)∈P
Ri(λi, j)
)
≥ card P (18)
for all P in the power set 2I where I = {(0,1), . . . ,(0,ν0), . . . ,(p,1), . . . ,(p,νp)}.
Proof: From Lemma 4, there holds span
R
R̂ j(µ) = R j(µ) for µ ∈ R \Z and j ∈ {1, · · · , p}.
Applying Corollary 2, the statement immediately follows.
With Theorem 8, we have obtained a set of necessary and sufficient conditions for the so-
lution to Problem 1A. These conditions are very easy to check, because they are expressed in
terms of the subspaces Ri(λi, j). In order to construct the feedback matrix, we can use the result
in Lemma 4. Indeed, if the conditions of Theorem 8 are satisfied, almost all choices of vectors
v0,k ∈ R(λ0,k) for k ∈ {1, . . . ,ν0} and vi, j ∈ R̂i(λi, j) for i ∈ {1, . . . , p} and j ∈ {1, . . . ,νi} will
be such that the set
{
v0,1, . . . ,v0,ν0, . . . ,vp,1, . . . ,vp,νp
}
is linearly independent, as the following
result establishes.
Theorem 9 Let the conditions of Theorem 8 hold true. Let V0,k and W0,k be such that
[ V0,k
W0,k
]
be a basis matrix for ker
[
A−λ0,k I B
C D
]
for all k ∈ {1, . . . ,ν0} and let
[ Vi, j
Wi, j
]
be a basis matrix
for ker
[
A−λi, j I B
C(i) D(i)
]
for all i ∈ {1, . . . , p} and j ∈ {1, . . . ,νi}. Let ki, j be parameter vectors of
suitable size, for i ∈ {0, . . . , p} and j ∈ {1, . . . ,νi}, such that we can define
Vki, j = [ V0,1k0,1 . . . V0,ν0k0,ν0 . . . Vp,1kp,1 . . . Vp,νpkp,νp ],
Wki, j = [ W0,1k0,1 . . . W0,ν0k0,ν0 . . . Wp,1kp,1 . . . Wp,νpkp,νp ].
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Then:
1. the rank of Vki, j is equal to n for almost all parameters ki, j, i ∈ {0, . . . , p} and j ∈
{1, . . . ,νi};
2. For almost all ki, j, i ∈ {0, . . . , p} and j ∈ {1, . . . ,νi} such that rankVki, j = n, the feedback
matrix
F =Wki, j V
−1
ki, j , (19)
solves Problem 1A.
Proof: First, we observe that there exist ki, j, i ∈ {0, . . . , p} and j ∈ {1, . . . ,νi} such that the
matrix
Ω = [ V0,1k0,1 . . . V0,ν0k0,ν0 . . . Vp,1kp,1 . . . Vp,νpkp,νp ]
= [ V0,1 . . . V0,ν0 . . . Vp,1 . . . Vp,νp ]diag{k0,1, . . . ,k0,ν0, . . . ,kp,1, . . . ,kp,νp}
has rank equal to n. The rank of matrix [ V0,1 . . . V0,ν0 . . . Vp,1 . . . Vp,νp ] is equal
to n from the condition (18). Thus, Ω loses rank only for values of ki, j, i ∈ {0, . . . , p} and
j ∈ {1, . . . ,νi} for which a set of linear equations are satisfied. This proves the first point. We
now prove the second point. We first show that every feedback matrix F that solves Problem 1A
can be written as in (19). Let F be a feedback matrix that solves Problem 1A. Let v0,k ∈R(λ0,k)
for k ∈ {1, . . . ,ν0}. Then, F satisfies
[
A+BF
C+DF
]
v0,k =
[
v0,k
0
]
λ0,k for k ∈ {1, . . . ,ν0}. Like-
wise, let vi, j ∈ R̂i(λi, j) for i ∈ {1, . . . , p} and j ∈ {1, . . . ,νi}. Then, since R̂i(λi, j) ⊆ Ri(λi, j),
matrix F satisfies
[ A+BF
C(i)+D(i)F
]
vi, j =
[
vi, j
0
]
λi, j for i ∈ {1, . . . , p} and j ∈ {1, . . . ,νi}. Defin-
ing wi, j = F vi, j for i ∈ {0, . . . , p} and j ∈ {1, . . . ,νi}, we obtain
[
A−λ0,k I B
C D
][
v0,k
w0,k
]
= 0 for
k ∈ {1, . . . ,ν0} and
[
A−λi, j I B
C(i) D(i)
][
vi, j
wi, j
]
= 0 for i ∈ {1, . . . , p} and j ∈ {1, . . . ,νi}. Thus, F sat-
isfies F [ v0,1 . . . v0,ν0 . . . vp,1 . . . vp,νp ] = [ w0,1 . . . w0,ν0 . . . wp,1 . . . wp,νp ].
Moreover, [ w0,1 . . . w0,ν0 . . . wp,1 . . . wp,νp ] and [ v0,1 . . . v0,ν0 . . . vp,1 . . . vp,νp ]
can be written as Wki, j diag{k0,1, . . . ,k0,ν0, . . . ,kp,1, . . . ,kp,νp} and Vki, j diag{k0,1, . . . ,k0,ν0, . . . ,
kp,1, . . . ,kp,νp} for a suitable choice of the parameters ki, j, i ∈ {0, . . . , p} and j ∈ {1, . . . ,νi}. We
conclude the proof by noting that the set of parameters ki, j for which vi, j ∈ Ri(λi, j) \ R̂i(λi, j)
has zero Lebesgue measure.
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4.2 Problem 1B
We now consider the problem in which the unobservable closed-loop eigenvalues are not as-
signed but stable. To this end, we define the set
Eg
def
=
⋃
λ∈Rg
R(λ )
=
{
v ∈ Rn
∣∣∣∃λ ∈ Rg, ∃w ∈ Rm :
[
A−λ I B
C D
][
v
w
]
= 0
}
.
Lemma 6 There holds span
R
Eg = V ⋆g .
Proof: This is a simple consequence of Theorem 3. Indeed, a spanning set for the subspace V ⋆g
is therein constructed exactly by taking vectors of Eg.
Lemma 7 Let ν0 = n−ν1− . . .−νp. Problem 1B is solvable if and only if there exist
v0,k ∈ Eg ∀k ∈ {1, . . . ,ν0}
vi, j ∈ R̂i(λi, j) ∀ i ∈ {1, . . . , p} ∀ j ∈ {1, . . . ,νi}
such that {v0,1, . . . ,v0,ν0, . . . ,vp,1, . . . ,vp,νp} is linearly independent.
Proof: The proof can be carried along the same lines of that of Lemma 5. Indeed, in the part of
sufficiency the only difference is that v0,k ∈ Eg implies that there exist λ0,k ∈ Rg and w0,k ∈ Rm
such that
[
A−λ0,k I B
C D
][
v0,k
w0,k
]
= 0 for all k ∈ {1, . . . ,ν0}. Necessity is the same as in the proof of
Lemma 5, since R(λ0,k)⊂ Eg for all λ0,k.
Theorem 10 Let ν0 = n−ν1− . . .−νp. Problem 1B is solvable if and only if
dim
(
V ⋆g + ∑
(i, j)∈P
Ri(λi, j)
)
≥ card P+ν0 (20)
and
dim
(
∑
(i, j)∈P
Ri(λi, j)
)
≥ card P
for all P in the power set 2I where I = {(1,1), . . . ,(1,ν1), . . . ,(p,1), . . . ,(p,νp)}.
Proof: Since Ri(λi, j) = spanR R̂i(λi, j) and V ⋆g is the smallest subspace containing Eg because
V ⋆g = spanR Eg in view of Lemma 6, then we can apply Corollary 3 and the statement follows.
The next result shows how to construct the feedback matrix that solves Problem 1B.
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Theorem 11 Let the conditions of Theorem 10 hold true. Let V0,k and W0,k be such that
[ V0,k
W0,k
]
is a basis matrix for ker
[
A−λ0,k I B
C D
]
for some λ0,k ∈ Rg, possibly including minimum-phase
invariant zeros, for all k ∈ {1, . . . ,ν0} and let
[ Vi, j
Wi, j
]
be a basis matrix for ker
[
A−λi, j I B
C(i) D(i)
]
for all i ∈ {1, . . . , p} and j ∈ {1, . . . ,νi}. Let ki, j be parameter vectors of suitable size, for
i ∈ {0, . . . , p} and j ∈ {1, . . . ,νi}, such that we can define
Vki, j = [ V0,1k0,1 . . . V0,ν0k0,ν0 . . . Vp,1kp,1 . . . Vp,νpkp,νp ],
Wki, j = [ W0,1k0,1 . . . W0,ν0k0,ν0 . . . Wp,1kp,1 . . . Wp,νpkp,νp ].
Then:
1. the rank of Vki, j is equal to n for almost all parameters ki, j, i ∈ {0, . . . , p} and j ∈
{1, . . . ,νi};
2. For almost all ki, j, i ∈ {0, . . . , p} and j ∈ {1, . . . ,νi} such that rankVki, j = n, the feedback
matrix
F =Wki, j V
−1
ki, j , (21)
solves Problem 1B.
The proof can be carried out along the same lines of the proof of Theorem 9, and it is therefore
omitted.
4.3 Problem 1C
We finally consider the case where none of the closed-loop eigenvalues is assigned. Define
Ei
def
=
{
v ∈ Rn
∣∣∣ ∃λ ∈ Rg \Z , ∃w ∈ Rm, ∃δ ∈ R\{0} :
[
A−λ I B
C D
][
v
w
]
=
[
0
δ ei
]}
.
Lemma 8 For all i ∈ {1, . . . , p} there holds
span
R
Ei = R⋆i .
Proof: By definition we have Ei = ⋃λ∈Rg\Z R̂i(λ ). Thus,
span
R
Ei = spanR
( ⋃
λ∈Rg\Z
R̂i(λ )
)
= ∑
λ∈Rg\Z
span
R
R̂i(λ )
= ∑
λ∈Rg\Z
Ri(λ ) = R⋆i ,
where the last equality follows from Theorem 2.
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Lemma 9 Let ν0 = n−ν1− . . .−νp. Problem 1C is solvable if and only if there exist
v0,k ∈ Eg ∀k ∈ {1, . . . ,ν0}
vi, j ∈ Ei ∀ i ∈ {1, . . . , p} ∀ j ∈ {1, . . . ,νi}
such that {v0,1, . . . ,v0,ν0, . . . ,vp,1, . . . ,vp,νp} is linearly independent.
Proof: This result follows by adapting the proof of Lemma 7 considering this time that the
sets Ei represent the sets from which the closed-loop eigenvalues can be effectively extracted
using an arbitrary closed-loop eigenvalue. Thus, in the sufficiency the only difference is that
vi, j ∈ Ei implies that there exist λi, j ∈ Rg and wi, j ∈ Rm such that
[
A−λi, j I B
C D
][
vi, j
wi, j
]
=
[ 0
δi, j ei
]
for all i ∈ {1, . . . , p} and j ∈ {1, . . . ,νi}. Necessity is the same as in the proof of Lemma 5,
since R(λ0,k)⊆ Eg for all λ0,k and R̂i(λi, j)⊆Ri(λi, j)⊆ Ei.
Theorem 12 Let ν0 = n−ν1− . . .−νp. Problem 1C is solvable if and only if
dim
(
V ⋆g +∑
i∈P
R⋆i
)
≥ ∑
i∈P
νi +ν0
and
dim
(
∑
i∈P
R⋆i
)
≥ ∑
i∈P
νi
for all P in the power set 2I where I = {1,2, . . . , p}.
Proof: We recall that V ⋆g = spanR Eg (see Lemma 6) and that spanR Ei = R⋆i (see Lemma 8),
then dimEi = dimR⋆i . Therefore, we can apply Corollary 3 and we obtain the result.
The construction of the feedback matrix F that solves Problem 1C is carried out exactly in
the same way as described in Theorem 11.
5 Solution of Problem 2
Let us now consider Problem 2. We recall that this problem requires that in output i we can
observe exactly νi modes, which, differently from Problem 1, this time can be chosen also
among the minimum-phase invariant zeros. For all i ∈ {1, . . . , p}, let us define the sets
Li
def
=
{
v ∈ Rn
∣∣∣∃λ ∈ Rg, ∃w ∈ Rm, ∃ δ ∈ R\{0} :
[
A−λ I B
C D
][
v
w
]
=
[
0
δ ei
]}
.
What distinguishes the set Li from the set Ei defined earlier is the fact that in Li now we are
allowing λ to be a minimum-phase invariant zero. We also define
Ti
def
=
{
v ∈ Rn
∣∣∣∃λ ∈ Rg, ∃w ∈ Rm :
[
A−λ I B
C(i) D(i)
][
v
w
]
= 0
}
.
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We allow again λ to be an minimum-phase invariant zero. Notice that the span of Ti is the
supremal stabilizability subspace of the system (A,B,C(i),D(i)), that we also denote by V ⋆g,i, so
that span
R
Ti =V ⋆g,i (remember that right now we are assuming that the minimum-phase invariant
zeros are real).4
We have proved that span
R
Ei =R⋆i ; in the same way, one would expect the identity spanR Li =
V ⋆g,i to hold. However, it can be proved that this is not the case. In other words, Li
def
= span
R
Li is
not equal to span
R
Ti in general. In fact, when λ is equal to an invariant zero, the system[
A−λ I B
C D
][
v
w
]
=
[
0
ei
]
may not admit solutions because in this case the Rosenbrock matrix might lose rank (and there-
fore its rows are no longer linearly independent). This happens when the row [ Ci Di ] be-
comes linearly dependent with the other rows.
Example 5.1 Consider the right invertible quadruple (A,B,C,D) given by the matrices
A =
[ 0 0 −2
0 −3 0
0 0 0
]
, B =
[ 3 2
0 0
−1 2
]
, C =
[
0 0 −2
2 0 0
]
, D = 02×2.
This quadruple has one invariant zero at −3. One can easily verify that (A,B,C(1),D(1)) has the
same invariant zero, and R1 =
[ 0
0
1
]
. Moreover,
ker
[A−(−3) I B
C(1) D(1)
]
= im

0 0
1 0
0 −8
0 −10
0 7

gives V ⋆g,1 = im
[ 0 0
1 0
0 1
]
. The subspace Li is spanned by the vectors v satisfying
[
A−µ I B
C D
][ v
w
]
=[
0β e1
]
for some w, for arbitrary µ including the invariant zero. A calculation shows that when
µ 6=−3 we have
[
A−µ I B
C D
]−1

0
0
0
δ
0

=

0 0 0 0 12
0 − 1µ+3 0 0 0
0 0 0 −12 0
1
4 0 −14 18 µ − 14 18 µ
1
8 0
3
8 − 316 µ − 18 116 µ


0
0
0
δ
0

= δ

0
0
−12
1
8 µ − 14
− 316 µ − 18

.
4If the system is right invertible, it is possible to prove that there holds V ⋆g,i = V ⋆g +R⋆i .
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When µ =−3 we have
[
A− (−3) I B
C D
]†

0
0
0
δ
0

=

0 0 0 0 12
0 0 0 0 0
0 0 0 −12 0
1
4 0 −14 −58 −38
1
8 0
3
8
7
16 − 316


0
0
0
δ
0

= δ

0
0
−12
−58
7
16

,
so that no other new vectors are added from the invariant zeros and Li = im
[0
0
1
]
. Hence, in
this case Li is strictly contained in V ⋆g,i.
This example shows the necessity to introduce the new subspace Li. The following result is
instrumental in proving that, for all i ∈ {1, . . . , p}, the subspace Li is “between” R⋆i and V ⋆g,i,
i.e., R⋆i ⊆Li ⊆ V ⋆g,i for all i ∈ {1, . . . , p}.
Lemma 10 For all i ∈ {1, . . . , p} we have
Li = R
⋆
i + ∑
λ∈Rg∩Z
span
R
R̂i(λ ).
Proof: We have the following chain of identities:
Li = spanR Li = spanR
( ⋃
λ∈Rg
R̂i(λ )
)
= ∑
λ∈Rg
span
R
R̂i(λ ) = ∑
λ∈Rg\Z
span
R
R̂i(λ )+ ∑
λ∈Rg∩Z
span
R
R̂i(λ )
= ∑
λ∈Rg\Z
Ri(λ )+ ∑
λ∈Rg∩Z
span
R
R̂i(λ ) = R⋆i + ∑
λ∈Rg∩Z
span
R
R̂i(λ ).
Theorem 13 There holds
R⋆i ⊆Li ⊆ V ⋆g,i.
Proof: From the previous result it is obvious that R⋆i ⊆ Li. Moreover, as already observed
we have ∑λ∈Z Ri(λ )⊆ V ⋆g,i. Since we have shown that Ri(λ ) ⊇ R̂i(λ ), we can conclude that
∑λ∈Z spanR R̂i(λ )⊆ V ⋆g,i.
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5.1 Problem 2A
The counterpart of Lemma 5 appears to be written exactly as Lemma 5 itself. However, recall
that in Problem 2A the closed-loop eigenvalues are allowed to coincide with minimum-phase
invariant zeros.
Lemma 11 Let ν0 = n−ν1− . . .−νp. Problem 2A is solvable if and only if there exist
v0,k ∈R(λ0, j) ∀k ∈ {1, . . . ,ν0}
vi, j ∈ R̂i(λi, j) ∀ i ∈ {1, . . . , p} ∀ j ∈ {1, . . . ,νi}
such that {v0,1, . . . ,v0,ν0,v1,1, . . . ,v1,ν1, . . . ,vp,1, . . . ,vp,νp} is linearly independent.
Proof: The proof follows directly from the one of Lemma 5.
We denote R̂0(λ ) = R(λ ) for notational conciseness.
Theorem 14 Let ν0 = n−ν1− . . .−νp. Problem 2A is solvable if and only if
dim
(
∑
(i, j)∈P
span
R
R̂i(λi, j)
)
≥ card P (22)
for all P in the power set 2I where I = {(0,1), . . . ,(0,ν0), . . . ,(p,1), . . . ,(p,νp)}.
Proof: In both statements of Lemma 5 and 11, the sets R̂i(λi, j) are involved. However, while
in the case where λi, j are not invariant zeros the span of R̂i(λi, j) is equal to Ri(λi, j), when λi, j
coincide with invariant zeros this may not necessarily be the case.
We notice that condition (22) is very easy to check since, whenever λi, j /∈ Zg, we have
span
R
R̂i(λi, j) = Ri(λi, j). The parameterization of all the feedback matrices F that solves
Problem 2A, when the necessary and sufficient conditions in Theorem 14 are satisfied, can
be carried out exactly as in Theorem 9, recalling that this time the observable eigenvalues
{λi, j}i=1,...,p, j=1,...,νi may contain invariant zeros.
5.2 Problem 2B
Using the same argument, for Problem 2B the following results hold.
Lemma 12 Let ν0 = n−ν1− . . .−νp. Problem 2B is solvable if and only if there exist
v0,k ∈ Eg ∀k ∈ {1, . . . ,ν0}
vi, j ∈ R̂i(λi, j) ∀ i ∈ {1, . . . , p} ∀ j ∈ {1, . . . ,νi}
such that {v0,1, . . . ,v0,ν0,v1,1, . . . ,v1,ν1, . . . ,vp,1, . . . ,vp,νp} is linearly independent.
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Proof: The proof follows from that of Lemma 7.
Theorem 15 Let ν0 = n−ν1− . . .−νp. Problem 2B is solvable if and only if
dim
(
V ⋆g + ∑
(i, j)∈P
span
R
R̂i(λi, j)
)
≥ card P+ν0
and
dim
(
∑
(i, j)∈P
span
R
R̂i(λi, j)
)
≥ card P
for all P in the power set 2I where I = {(1,1), . . . ,(1,ν1), . . . ,(p,1), . . . ,(p,νp)}.
The proof follows immediately from the one of Theorem 10. Likewise, the parameterization
of all the feedback matrices that solve Problem 2B are given exactly as that in Theorem 11, with
the only difference that the set {λi, j}i=1,...,p, j=1,...,νi is allowed to contain invariant zeros.
5.3 Problem 2C
Let us now consider Problem 2C.
Lemma 13 Let ν0 = n−ν1− . . .−νp. Problem 2C is solvable if and only if there exist
v0,k ∈ Eg ∀k ∈ {1, . . . ,ν0}
vi, j ∈ Li ∀ i ∈ {1, . . . , p} ∀ j ∈ {1, . . . ,νi}
such that {v0,1, . . . ,v0,ν0,v1,1, . . . ,v1,ν1, . . . ,vp,1, . . . ,vp,νp} is linearly independent.
Theorem 16 Let ν0 = n−ν1− . . .−νp. Problem 2C is solvable if and only if
dim
(
V ⋆g +∑
i∈P
Li
)
≥ ∑
i∈P
νi +ν0
and
dim
(
∑
i∈P
Li
)
≥ ∑
i∈P
νi
for all P in the power set 2I where I = {0,1, . . . , p}.
Proof: The statement follows on recalling that span
R
Li = Li and using Corollary 3.
6 Solution of Problem 3
Recall that in Problem 3 we need to observe at most νi modes on the i-th output.
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6.1 Problem 3A
Finally, in this section, we solve the third problem, in which only the maximum number of
eigenvalues is assigned.
Lemma 14 Let ¯ν0 = n− ¯ν1− . . .− ¯νp. Problem 3A is solvable if and only if there exist
v0,k ∈R(λ0,k) ∀k ∈ {1, . . . , ¯ν0}
vi, j ∈Ri(λi, j) ∀ i ∈ {1, . . . , p} ∀ j ∈ {1, . . . , ¯νi}
such that {v0,1, . . . ,v0,ν¯0,v1,1, . . . ,v1,ν¯1, . . . ,vp,1, . . . ,vp,ν¯p} is linearly independent.
Proof: Differently from the other two cases, in Problem 3A some modes associated to a partic-
ular output component may not appear. Therefore, it is easy to see that in this case the result in
Lemma 5 holds true for sets defined as R̂i(λi, j) but where δi, j is allowed to be zero. It is obvious
that such set coincides with the linear space Ri(λi, j). Moreover, R(λi, j) is contained in Ri(λi, j)
for every i ∈ {1, . . . , p}, so that if the eigenvector vi, j associated with a certain eigenvalue λi, j is
in R(λi, j), it is also in Ri(λi, j), which implies that the condition can be expressed in terms of
the problem data ¯νi instead of νi.
Notice that in view of the analogy between Lemma 5 and Lemma 14, the necessary and
sufficient solvability conditions for Problem 3A are exactly the same as those of Problem 1A.
Theorem 17 Let ¯ν0 = n− ¯ν1− . . .− ¯νp. Problem 3A is solvable if and only if
dim
(
∑
(i, j)∈P
Ri(λi, j)
)
≥ card P
for all P in the power set 2I where I = {(0,1), . . . ,(0, ¯ν0), . . . ,(p,1), . . . ,(p, ¯νp)}.
6.2 Problem 3B
Let us now consider Problem 3B. The same argument given before justify the following.
Lemma 15 Let ¯ν0 = n− ¯ν1 − . . .− ¯νp. Problem 3B is solvable if and only if there exist νi ≤
¯νi, i ∈ {1, . . . , p} and ν0 = n−ν1− . . .−νp ≥ ¯ν0 and
v0,k ∈ Eg ∀k ∈ {1, . . . ,ν0}
vi, j ∈Ri(λi, j) ∀ i ∈ {1, . . . , p} ∀ j ∈ {1, . . . ,νi}
such that {v0,1, . . . ,v0,ν0,v1,1, . . . ,v1,ν1, . . . ,vp,1, . . . ,vp,νp} is linearly independent.
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In the case of Problem 3B, we cannot express the statement of Lemma 15 only in terms of
the parameters of the problem, because in this case the ¯νi− νi closed-loop modes that are not
effectively visible on the i-th output are not necessarily closed-loop unobservable modes. In
other words, the conditions in Lemma 15 are expressed in terms of the numbers of closed-loop
eigenvalues effectively observable from each output component. Nevertheless, it is desirable
to express the solvability conditions in terms of the problem data. The following theorem ad-
dresses this point.
Theorem 18 Let ¯ν0 = n− ¯ν1− . . .− ¯νp. Problem 3B is solvable if and only if
dim
(
V ⋆g + ∑
(i, j)∈P
Ri(λi, j)
)
≥ card P+ ¯ν0
for all P in the power set 2I where I = {(1,1), . . . ,(1, ¯ν1), . . . ,(p,1), . . . ,(p, ¯νp)}.
Proof: The statement follows from Corollary 6 by considering that q = ∑pi=1 ¯νi, h = dimV ⋆g ,
k = n−dimV ⋆g and recalling that spanR Eg = V ⋆g .
6.3 Problem 3C
Finally we consider Problem 3C.
Lemma 16 Let ¯ν0 = n− ¯ν1− . . .− ¯νp. Problem 3C is solvable if and only if there exist
v0,k ∈ Eg ∀k ∈ {1, . . . , ¯ν0}
vi, j ∈ Ti ∀ i ∈ {1, . . . , p} ∀ j ∈ {1, . . . , ¯νi}
such that {v0,1, . . . ,v0,ν¯0,v1,1, . . . ,v1,ν¯1, . . . ,vp,1, . . . ,vp,ν¯p} is linearly independent.
Proof: This result follows from the definition of Ti, by noting that since Eg ⊂ Ti, if a vector vi, j
belongs to Eg, it also belongs to Ti, so that the condition can be expressed in terms of ¯νi.
Theorem 19 Let ¯ν0 = n− ¯ν1− . . .− ¯νp. Problem 3C is solvable if and only if
dim
(
V ⋆g +∑
i∈P
V ⋆g,i
)
≥ ∑
i∈P
¯νi + ¯ν0 (23)
for all P in the power set 2I where I = {1,2, . . . , p}.
Proof: The statement follows from Corollary 3 on recalling that span
R
Ti =V ⋆g,i and considering
that V ⋆g,i ⊇ V ⋆g for all i ∈ {1, . . . , p}.
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From the conditions obtained above we can see that whenever the closed-loop eigenvalues
must be chosen to be different from the minimum-phase invariant zeros, requiring that a certain
exact number will be observable from a certain output is entirely equivalent to requiring that
at most the same number will be observable from that output. This fact seems rather coun-
terintuitive, because at first sight the second problem appears to be a relaxation of the first.
Nevertheless we have shown that no extra degrees of freedom arise when we only specify an
upper bound on the number of modes we can observe, unless the closed-loop eigenvalues are
chosen from within the minimum-phase invariant zeros. Indeed, in such case, it is no longer
true that requiring that a certain number of modes will be observable from a certain output is
equivalent to requiring that at most the same number will be observable from that output.
Corollary 7 Let ¯ν0 = n− ¯ν1− . . .− ¯νp. Problem 3C is solvable if and only if
dim
(
∑
i∈P
V ⋆g,i
)
≥ ∑
i∈P
¯νi + ¯ν0 (24)
and
dimV ⋆g ≥ ν0 (25)
for all P in the power set 2I \∅ where I = {1,2, . . . , p}.
Proof: Since V ⋆g,i ⊇ V ⋆g for all i ∈ {1, . . . , p}, (23) is equivalent to (24) for all P ∈ 2{1,...,p} \∅
and, when P =∅, (23) reduces to (25).
Remark 2 As repeatedly mentioned, in this paper we have restricted our attention to the case
where no Jordan structures occur, both for the assignable and unassignable eigenvalues (invari-
ant zeros). The case of non-trivial Jordan structures requires a slightly different machinery,
which involves the computation of Jordan chains of generalized closed-loop eigenspaces. For
example, in Theorem 2, a spanning set for R⋆ in the case of possibly coincident eigenvalues
λ1, . . . ,λr involves the null-space of the Rosenbrock pencil complemented with a suitable chain
of subspaces obtained in a recursive way starting from those null-spaces, see [19]. The other
subspaces R(·), Ri(·), R⋆i , Li, V ⋆g , V ⋆g,i defined in the previous sections have to be general-
ized accordingly. While this extension does not pose conceptual difficulties, it does not lead
to further insight and it considerably increases the notational burden; for this reason it has
not been considered in this paper. It is also worth noting that allowing the case of non-trivial
Jordan chains for the assignable eigenstructure does not enlarge the set of solvable problems.
Finally, we observe that the most general definition of state-to-output decoupling, which takes
into account the case of possibly non-trivial Jordan forms, is the one given in Theorem 1; the
adaptation of its proof to the case of Jordan chains is trivial.
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7 The complex case
The case of complex conjugate closed-loop eigenvalues and invariant zeros is significantly more
difficult than the real case. The reason for this is immediately clear when one thinks that, in a
case where R⋆ = {0} and the system has a single complex conjugate pair of invariant zeros in
Cg with single multiplicity, we cannot render a single closed-loop mode unobservable, because
the complex conjugate vectors that we extract to build the feedback must be in pairs. This fact
alone suggests that Rado’s theorem may not be applied directly, because an additional constraint
has to be added in some situations.
Consider, for example, the minimum-phase system
A =
[−6 0 0 3
0 0 4 0
0 −4 0 0
0 0 3 0
]
B =
[ 0 0
0 0
4 0
−4 −1
]
C =
[−5 0 0 −1
3 0 7 −2
]
D =
[
0 0
0 −1
]
which has the following zeros Zg = {−21,−2+ i
√
7,−2− i
√
(7)}. We aim to solve Problem
1B with ν1 = 1 and λ1,1 =−3, ν2 = 1 and λ2,2 =−5, ν0 = 2. For this systems we have
R1(−3) = spanR

 0− 43
1
0
 R2(−5) = spanR
{
1
10
[ 63
−8
10
21
]}
V ⋆g = im
[−1 0 0
0 1 0
0 0 1
5 0 0
]
.
It is immediate to check that the conditions of Theorem 10 hold. Nevertheless, the problem
is not solvable by using a real feedback matrix F . Indeed, denoting by
[
V1
W1
]
a basis matrix
of ker
[
A−(−2+i√7)I B
C D
]
and by
[
V2
W2
]
a basis matrix of ker
[
A−(−2−i√7)I B
C D
]
, both partitioned
conformably with the Rosenbrock matrix, it can be noted that R1(−3) ⊆ imV1 + imV2 ⊆ V ⋆g .
Hence, in order to have the mode λ1,1 =−3 appearing on the first output, we should only con-
sider a subspace of dimension 1 of imV1 + imV2 which, evidently, implies that such a subspace
cannot contain complex conjugate elements. Thus, it is impossible to extract from that subspace
pairs of complex conjugate linearly independent vectors, which is a necessary condition to ob-
tain a real feedback matrix F .
In other words, Rado’s theorem provides necessary and sufficient conditions for the extraction
of a set of linearly independent vectors, but is does not ensure that such a basis contains com-
plex vectors that are not in complex conjugate pairs.
In the rest of the paper, for the sake of simplicity and with no loss of generality (see Remark
4), we assume that the arbitrary modes that we select are real. The invariant zeros are allowed
to be in complex conjugate pairs. With this simplifying assumption in mind, the solvability
conditions for Problems 1A, 2A and 3A do not change, provided that span
C
(·) is used in place
of span
R
(·) .
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The situation is different for Problem 1B. The following corollary of Theorem 2 shows that the
use of complex conjugate closed-loop eigenvalues that are not invariant zeros has no influence
in the span of all the possible R(λ ).
Corollary 8 There holds
span
C
( ⋃
λ∈C\Z
R(λ )
)
= span
C
( ⋃
λ∈R\ZR
R(λ )
)
.
Proof: We only need to prove that span
C
(⋃
λ∈C\Z R(λ )
) ⊆ span
C
(⋃
λ∈R\ZR R(λ )
)
, the op-
posite inclusion being obvious. We recall that in view of Theorem 2 we have
R⋆ = span
R
( ⋃
λ∈R\ZR
R(λ )
)
and for all λ ∈ C \Z we have Re{R(λ )} ⊆ R⋆ and Im{R(λ )} ⊆ R⋆, because for the con-
struction of a basis for R⋆ the values of the closed-loop eigenvalues are arbitrary (provided
they form a self conjugate set of distinct values that are different from the invariant zeros).
Let {v1, . . . ,vr} be a basis for R⋆. Let v ∈ R(λ ), where λ ∈ C. Since Re{v},Im{v} ∈ R⋆,
we can write Re{v}= α1 v1 + . . .+αr vr and Im{v}= β1 v1 + . . .+βr vr, where αi,βi ∈ R for
i ∈ {1, . . . ,r}. Thus, v = (α1 + iβ1)v1 + . . .+(αr + iβr)vr.
Let Zg,C denote the set of invariant zeros in Cg \R. The following result is a counterpart of
Corollary 8, and can be proved using the same argument.
Lemma 17 There holds
span
C
( ⋃
λ∈C\ZC
R(λ )
)
= span
C
( ⋃
λ∈R
R(λ )
)
. (26)
span
C
( ⋃
λ∈Cg\ZC
R(λ )
)
= span
C
( ⋃
λ∈Rg
R(λ )
)
. (27)
We begin defining the set
Eg =
⋃
λ∈Cg
R(λ )
=
{
v ∈ Cn
∣∣∣∃λ ∈ Cg, ∃w ∈ Cm :
[
A−λ I B
C D
][
v
w
]
= 0
}
= Eg,0∪
⋃
λ∈Zg,C
R(λ )
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in Cn, where Eg,0 =
⋃
λ∈Cg\Zg,C R(λ ). If there are c pairs of complex conjugate invariant zeros
in Zg,C, we may write ⋃
λ∈Zg,C
R(λ ) = Eg,1∪Eg,2∪ . . .∪Eg,2c,
where the Eg,i are conformably indexed, i.e., where for all odd i ∈ {1, . . . ,2c− 1} we have
Eg,i = Eg,i+1. By considering the definition of R(λ ), it is immediate to note that Eg,i = R(λi)
and Eg,i+1 = R(λi+1), for all odd i ∈ {1, . . . ,2c−1} such that λi = ¯λi+1 and λi,λi+1 ∈Zg,C.
7.1 Problem 1
We address in this section the solution of Problems 1B-1C. Following the same structure used
in Section 4, we first propose the solution in terms of existence of linearly independent vectors
and then in terms of dimension of suitable subspaces.
7.1.1 Problem 1B
Since, in Lemma 7, ν0 closed-loop eigenvectors are chosen from Eg, in the complex case there
must exist ν0,0,ν0,1, . . . ,ν0,2c, with ν0,i = ν0,i+1 for each odd i, such that ν0 = ∑2ci=0 ν0,i. Lemma
7 is modified in the complex case as follows.
Lemma 18 Let ν0 = n−ν1−ν2− . . .−νp. Problem 1B is solvable if and only if there exist
v0,0,1, . . . ,v0,0,ν0,0 ∈ Eg,0
v0,i, j ∈ Eg,i
v0,i+1, j = v0,i, j ∈ Eg,i+1 = Eg,i i ∈ {1,3, . . . ,2c−1}, j = {1, . . . ,ν0,i}
vi, j ∈ R̂i(λi, j) i ∈ {1, . . . , p}, j ∈ {1, . . . ,νi}
which are all linearly independent and such that v0,0,1, . . . ,v0,0,ν0,0 are real.
Proof: The only point that needs to be proved is the requirement that v0,0,1, . . . ,v0,0,ν0,0 are
real. Since Eg,0 is in Cn, but we want to obtain a real feedback, we can choose the vectors
v0,0,1, . . . ,v0,0,ν0,0 to be either real or in complex conjugate pairs. However, in view of Lemma
17 and Corollary 5, selecting these vectors to be real or in complex conjugate pairs is irrelevant.
In the previous lemma, the vectors were complex, because Eg,0,Eg,1, . . . ,Eg,2c are sets in Cn.
This does not constitute an issue for the vectors in Eg,1, . . . ,Eg,2c, because they will result in
complex conjugate pairs. The problem lies in the vectors that we are free to choose from within
the set Eg,0. In other words, when using Rado’s theorem, we learn that our ability to choose
linearly independent vectors {v0,1, . . . ,v0,ν0,0} depends on the span, with complex coefficients,
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of Eg,0. On the other hand, Corollary 8 ensures that spanC Eg,0 coincides with the span that is
obtained by restricting ourselves to real values of λ . Thus, we have the following intermediate
result.
Lemma 19 Let ν0 = n−ν1− . . .−νp. Problem 1B is solvable if and only if there exist
v0,0,1, . . . ,v0,0,ν0,0 ∈ Eg,0 = spanC Eg,0
.
.
.
v0,i,1, . . . ,v0,i,ν0,i ∈ Eg,1 = spanC Eg,i
v0,i,1, . . . ,v0,i,ν0,i ∈ E g,i = spanC Eg,i
.
.
.
vi, j ∈ R̂i(λi, j) i ∈ {1, . . . , p} j ∈ {1, . . . ,νi}
with v0, j,k = v0, j+1,k for all 1 ≤ k ≤ ν0, j = ν0, j+1 and for each odd j ∈ {1, . . . ,2c}, such that
{v0,1, . . . ,vp,νp} are linearly independent and such that v0,0,1, . . . ,v0,0,ν0,0 are real.
Theorem 20 Problem 1B is solvable if and only if there exist ν0,0,ν0,1,ν0,3, . . . ,ν0,2c−1 ∈ N
such that ν0,0 +2ν0,1 +2ν0,3 + . . .+2ν0,2c−1 = ν0 and
dim
(
∑
i∈Q0
Eg,0 + ∑
i∈Q
Eg,i + ∑
i∈Q′
E g,i + ∑
(i, j)∈P
Rci (λi, j)
)
≥ ∑
i∈Q0
ν0,i + ∑
i∈Q
ν0,i + ∑
i∈Q′
ν0,i + cardP (28)
for all
• Q0 ∈ 2J0 with J0 = {0},
• Q,Q′ ∈ 2J with J = {1,3, . . . ,2c−1},
• P ∈ 2I , where I = {(1,1), . . . ,(1,ν1), . . . ,(p,1), . . . ,(p,νp)},
and where Rci (λi, j) = spanC R̂i(λi, j).
Proof: The result follows directly from Theorems 6 and 7 by considering that i) Eg,0 is a real
set, ii) Eg,i = R(λi) and ¯Eg,i = Eg,i+1 = R(λi+1) are subspaces, thus also affine subspaces and
iii) that, since λi, j ∈ R, then R̂i(λi, j) always contains a real set R ⊇ Q ⊆ R̂i(λi, j) such that
span
C
Q = span
C
R̂i(λi, j). The first two points are obvious; the third one follows immediately
by noting that, from its definition, the set R̂i(λi, j) always comprises pairs of complex conjugate
elements. For every set containing complex conjugate pairs there exists a real subset such that
their complex spans coincide.
Notice that if the conditions of Theorem 20 are satisfied, dimEg,i ≥ ν0,i for all i ∈ {0, . . . ,c}.
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Remark 3 The construction of the feedback in this case can be carried out by following the
same procedure given in Theorem 11, where now the values λ0,k are allowed to also be in
Zg, with the constraint that if a complex value is chosen, its complex conjugate, say λ0,ℓ is also
chosen. Moreover, if V0,k and W0,k are such that
[ V0,k
W0,k
]
is a basis matrix for ker
[
A−λ0,k I B
C D
]
, then
V0,ℓ = V 0,k and W0,ℓ = W 0,k are such that
[ V0,ℓ
W0,ℓ
]
is a basis matrix for ker
[
A−λ0,ℓ I B
C D
]
. Hence,
the parameters k0,k and k0,ℓ have to be chosen to be complex conjugate, so that constructing the
matrices Vki, j and Wki, j as in Theorem 11, the corresponding feedback matrix F is real as shown
for example in the proof of [15, Proposition 1].
7.1.2 Problem 1C
Lemma 20 Let ν0 = n−ν1−ν2− . . .−νp. Problem 1B is solvable if and only if there exist
v0,0,1, . . . ,v0,0,ν0,0 ∈ Eg,0
v0,i, j ∈ Eg,i
v0,i+1, j = v0,i, j ∈ Eg,i+1 = Eg,i i ∈ {1,3, . . . ,2c−1}, j = {1, . . . ,ν0,i}
vi, j ∈R⋆i i ∈ {1, . . . , p}, j ∈ {1, . . . ,νi}
which are all linearly independent and such that v0,0,1, . . . ,v0,0,ν0,0 are real.
Proof: The proof follows immediately form the one of Lemma 18 by considering that now we
can select arbitrary vectors from R⋆i since the model λi, j are not assigned.
Theorem 21 Problem 1C is solvable if and only if there exist ν0,0,ν0,1,ν0,3, . . . ,ν0,2c−1 ∈ N
such that ν0,0 +2ν0,1 +2ν0,3 + . . .+2ν0,2c−1 = ν0 and
dim
(
∑
i∈Q0
Eg,0 + ∑
i∈Q
Eg,i + ∑
i∈Q′
E g,i + ∑
i∈P
R⋆i
c
)
≥ ∑
i∈Q0
ν0,i + ∑
i∈Q
ν0,i + ∑
i∈Q′
ν0,i +∑
i∈P
νi (29)
for all
• Q0 ∈ 2J0 with J0 = {0},
• Q,Q′ ∈ 2J with J = {1,3, . . . ,2c−1},
• P ∈ 2I , where I = {1,2, . . . , p},
and where R⋆i c = spanCR⋆i .
Proof: The result follows naturally form the proof of Theorem 21 by noting that the set R⋆i c
always comprises pairs of complex conjugate elements.
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7.2 Problem 2
This section is devoted to the solution of Problems 2B-2C in the presence of complex-conjugate
zeros. The necessary subspaces will be defined along the section.
7.2.1 Problem 2B
Lemma 21 Let ν0 = n−ν1−ν2− . . .−νp. Problem 2B is solvable if and only if there exist
v0,0,1, . . . ,v0,0,ν0,0 ∈ Eg,0
v0,i, j ∈ Eg,i
v0,i+1, j = v0,i, j ∈ Eg,i+1 = Eg,i i ∈ {1,3, . . . ,2c−1}, j = {1, . . . ,ν0,i}
vi, j ∈ R̂i(λi, j) i ∈ {1, . . . , p}, j ∈ {1, . . . ,νi}
which are all linearly independent and such that v0,0,1, . . . ,v0,0,ν0,0 are real and either vi, j = v¯i,k
if λi, j ∈Zg,C or vi, j is real if λi, j ∈ R.
Theorem 22 Problem 2B is solvable if and only if there exist ν0,0,ν0,1,ν0,3, . . . ,ν0,2c−1 ∈ N
such that ν0,0 +2ν0,1 +2ν0,3 + . . .+2ν0,2c−1 = ν0 and
dim
 ∑
i∈Q0
Eg,0 + ∑
i∈Q
Eg,i + ∑
i∈Q′
E g,i + ∑
(i, j)∈PR
Rci (λi, j)+ ∑
(i, j)∈PC
Rci (λi, j) ∑
(i, j)∈P′
C
R
c
i (λi, j)

≥ ∑
i∈Q0
ν0,i + ∑
i∈Q
ν0,i + ∑
i∈Q′
ν0,i + cardPR+ cardPC+ cardP′C (30)
for all
• Q0 ∈ 2J0 with J0 = {0},
• Q,Q′ ∈ 2J with J = {1,3, . . . ,2c−1},
• PC,P′C ∈ 2IC , where IC = {(i, j) | i, j ∈ N, i≤ p, j ≤ νi,λi, j ∈Zg,C,Imλi, j < 0},
• PR ∈ 2IR , where IR = {(i, j) | i, j ∈ N, i≤ p, j ≤ νi,λi, j ∈ R},
and where Rci (λi, j) = spanC R̂i(λi, j).
7.2.2 Problem 2C
In order to address Problem 2C, we consider the generalization of the set Li to the complex case.
We define
Li
def
=
{
v ∈ Cn
∣∣∣∃λ ∈ Cg, ∃w ∈ Cm, ∃ δ ∈ R\{0} :
[
A−λ I B
C D
][
v
w
]
=
[
0
δ ei
]}
.
It is immediate to note that Lemma 10 generalizes to the complex case yielding
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Lemma 22 For all i ∈ {1, . . . , p} we have
Li = R
⋆c
i + ∑
λ∈Rg∩Z
span
C
R̂i(λ )+ ∑
λ∈Zg,C
span
C
R̂i(λ ).
Proof: The result can be proven using exactly the same procedure employed in the proof of
Lemma 10.
Following the same approach used in the definition of the set Eg, we decompose the set Li
into smaller subsets in order to apply Theorems 6-7. We can conveniently represent the set Li
as
Li = Li,0∪
⋃
λ∈Zg,C
R̂i(λ )
where Li,0 =
⋃
λ∈Cg\Zg,C R̂i(λ ). If there are c pairs of complex conjugate invariant zeros in
Zg,C, we may write ⋃
λ∈Zg,C
R̂i(λ ) = Li,1∪Li,2∪ . . .∪Li,2c,
where the Li, j are conformably indexed, i.e., where for all odd j ∈ {1, . . . ,2c− 1} we have
Li, j = Li, j+1.
Since νi closed-loop eigenvectors are chosen from each Li, in the complex case there must exist
νi,0,νi,1, . . . ,νi,2c, with νi, j = νi, j+1 for each odd j, such that νi = ∑2cj=0 νi, j.
Lemma 23 Let ν0 = n−ν1−ν2− . . .−νp. Problem 2C is solvable if and only if there exist
v0,0,1, . . . ,v0,0,ν0,0 ∈ Eg,0
v0, j,k ∈ Eg, j
v0, j+1,k = v0, j,k ∈ Eg, j+1 = Eg, j j ∈ {1,3, . . . ,2c−1}, k ∈ {1, . . . ,ν0, j}
vi,0,k, . . . ,vi,0,νi,0 ∈ Li,0
vi, j,k ∈ Li, j
vi, j+1,k = vi, j,k ∈ Li, j+1 = Li, j i ∈ {1, . . . , p}, j ∈ {1,3, . . . ,2c−1}, k ∈ {1, . . . ,νi, j}
which are all linearly independent and such that vi,0,1, . . . ,vi,0,νi,0 are real.
Theorem 23 Problem 2C is solvable if and only if there exist νi,0,νi,1,νi,3, . . . ,νi,2c−1 ∈N such
that νi,0 +2νi,1+2νi,3 + . . .+2νi,2c−1 = νi and
dim
(
∑
j∈Q0
Eg,0 + ∑
j∈Q
Eg,i + ∑
j∈Q′
E g,i + ∑
i∈P0
Li,0 + ∑
(i, j)∈P
Li, j + ∑
(i, j)∈P′
L i, j
)
≥ ∑
j∈Q0
ν0, j + ∑
j∈Q
ν0, j + ∑
j∈Q′
+ν0, j + ∑
i∈P0
νi,0 + ∑
(i, j)∈P
νi, j + ∑
(i, j)∈P′
νi, j (31)
for all
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• Q0 ∈ 2J0 with J0 = {0},
• Q,Q′ ∈ 2J with J = {1,3, . . . ,2c−1},
• P0 ∈ 2J0 with J0 = {1, . . . , p},
• P,P′ ∈ 2J with J = {(1,1),(1,3), . . .,(1,2c−1),(2,1), . . .,(p,2c−1)},
where Li, j
def
= span
C
Li, j.
7.3 Problem 3
Finally, in this section, we address Problems 3B-3C. Again, the necessary subspaces will be
generalized to the complex case along the section.
7.3.1 Problem 3B
Lemma 24 Let ν0 = n− ν1 − ν2 − . . .− νp. Problem 3B is solvable if and only if there exist
νi ≤ ¯νi, i ∈ {1, . . . , p} and ν0 = n−ν1− . . .−νp ≥ ¯ν0 and
v0,0,1, . . . ,v0,0,ν0,0 ∈ Eg,0
v0,i, j ∈ Eg,i
v0,i+1, j = v0,i, j ∈ Eg,i+1 = Eg,i i ∈ {1,3, . . . ,2c−1}, j = {1, . . . ,ν0,i}
vi, j ∈ R̂i(λi, j) i ∈ {1, . . . , p}, j ∈ {1, . . . ,νi}
which are all linearly independent and such that v0,0,1, . . . ,v0,0,ν0,0 are real and either vi, j = v¯i,k
if λi, j ∈Zg,C or vi, j is real if λi, j ∈ R.
Theorem 24 Problem 2B is solvable if and only if there exist νi ≤ ¯νi, i ∈ {1, . . . , p}, ν0 =
n−ν1− . . .−νp ≥ ¯ν0, and ν0,0,ν0,1,ν0,3 . . . ,ν0,2c−1 ∈ N such that ν0,0 +2ν0,1 +2ν0,3 + . . .+
2ν0,2c−1 = ν0 and
dim
 ∑
i∈Q0
Eg,0 + ∑
i∈Q
Eg,i + ∑
i∈Q′
E g,i + ∑
(i, j)∈PR
Rci (λi, j)+ ∑
(i, j)∈PC
Rci (λi, j) ∑
(i, j)∈P′
C
R
c
i (λi, j)

≥ ∑
i∈Q0
ν0,i + ∑
i∈Q
ν0,i + ∑
i∈Q′
ν0,i + cardPR+ cardPC+ cardP′C (32)
for all
• Q0 ∈ 2J0 with J0 = {0},
• Q,Q′ ∈ 2J with J = {1,3, . . . ,2c−1},
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• PC,P′C ∈ 2IC , where IC = {(i, j) | i, j ∈ N, i≤ p, j ≤ νi,λi, j ∈Zg,C,Imλi, j < 0},
• PR ∈ 2IR , where IR = {(i, j) | i, j ∈ N, i≤ p, j ≤ νi,λi, j ∈ R},
and where Rci (λi, j) = spanCRi(λi, j).
7.3.2 Problem 3C
In order to address the last problem we need to generalize the definition of the set Ti to the
complex case
Ti
def
=
{
v ∈ Cn
∣∣∣∃λ ∈ Cg, ∃w ∈ Cm :
[
A−λ I B
C(i) D(i)
][
v
w
]
= 0
}
.
Again, following the procedure previously employed to decompose Eg and Li, we can get Ti =
Ti,0∪
⋃
λ∈Zg,C Ri(λ ) where ⋃
λ∈Zg,C
Ri(λ ) = Ti,1∪Ti,2∪ . . .∪Ti,2c,
and the Ti, j are conformably indexed, i.e., where for all odd j ∈ {1, . . . ,2c−1} we have Ti, j =
T i, j+1.
We can now state the following lemma. It is worth stressing that the resolvability result can be
provided in terms of the problem data ¯νi because, in view of the right invertibility, we have that
Eg, j ⊆ Ti, j, ∀i ∈ {1, . . . , p}.
Lemma 25 Let ¯ν0 = n− ¯ν1 − ¯ν2 − . . .− ¯νp. Problem 3C is solvable if and only if there exist
¯νi,0, ¯νi,1, ¯νi,3 . . . ,νi,2c−1 ∈ N such that ¯νi,0+2 ¯νi,1 +2 ¯νi,3 + . . .+2 ¯νi,2c−1 = ¯νi
v0,0,1, . . . ,v0,0,ν0,0 ∈ Eg,0
v0, j,k ∈ Eg, j
v0, j+1,k = v0, j,k ∈ Eg, j+1 = Eg, j j ∈ {1,3, . . . ,2c−1}, k ∈ {1, . . . ,ν0, j}
vi,0,k, . . . ,vi,0,νi,0 ∈ Ti,0
vi, j,k ∈ Ti, j
vi, j+1,k = vi, j,k ∈ Ti, j+1 = T i, j i ∈ {1, . . . , p}, j ∈ {1,3, . . . ,2c−1}, k ∈ {1, . . . ,νi, j}
which are all linearly independent and such that vi,0,1, . . . ,vi,0,νi,0 are real.
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Theorem 25 Problem 3C is solvable if and only if there exist ¯νi,0,νi,1, ¯νi,3, . . . , ¯νi,2c−1 ∈N such
that ¯νi,0 +2 ¯νi,1+2 ¯νi,3 + . . .+2 ¯νi,2c−1 = ¯νi and
dim
(
∑
j∈Q0
Eg,0 + ∑
j∈Q
Eg,i + ∑
j∈Q′
E g,i + ∑
i∈P0
Ti,0 + ∑
(i, j)∈P
Ti, j + ∑
(i, j)∈P′
T i, j
)
≥ ∑
j∈Q0
¯ν0, j + ∑
j∈Q
¯ν0, j + ∑
j∈Q′
+ ¯ν0, j + ∑
i∈P0
¯νi,0+ ∑
(i, j)∈P
¯νi, j + ∑
(i, j)∈P′
¯νi, j (33)
for all
• Q0 ∈ 2J0 with J0 = {0},
• Q,Q′ ∈ 2J with J = {1,3, . . . ,2c−1},
• P0 ∈ 2J0 with J0 = {1, . . . , p},
• P,P′ ∈ 2J with J = {(1,1),(1,3), . . .,(1,2c−1),(2,1), . . .,(p,2c−1)},
where Ti, j
def
= span
C
Ti, j.
Remark 4 In this section, for the sake of simplicity, only the case of possibly complex minimum-
phase invariant zeros has been considered. The same machinery can easily be employed to
tackle the case where some freely assignable closed-loop eigenvalues are selected to be com-
plex (in complex conjugate pairs). Addressing the general case where some pairs of assignable
eigenvalues are chosen to be complex conjugate involves a full characterization of the order of
the indexing of the assigned eigenvalues as already done in the indexing of the invariant zeros.
This minor extension does not lead to an augmentation of the set of solvable problems; indeed,
if a problem is solvable by assigning complex conjugate eigenvalues which are not invariant
zeros, it is always solvable by assigning real closed-loop eigenvalues. This is clearly not the
case for the minimum-phase invariant zeros, which cannot be selected; this is the reason why
this case has been considered in this section.
7.4 Necessary conditions
An important consideration is related to the necessary solvability conditions in the presence
of complex conjugate closed-loop modes. Computing the necessary and sufficient conditions
provided in this section could result in cumbersome calculations. Hence, the user may prefer
to have algorithmically less burdensome necessary condition to check before considering going
through the necessary ad sufficient ones. We show here that the conditions provided in Sections
4-6 in this case result to be exactly the necessary condition we were looking for. for the sake
of brevity, we only address Problem 1B. All the other cases can be treated using the same
machinery.
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Theorem 26 Let ν0 = n−ν1− . . .−νp. If Problem 1B is solvable then
dim
(
V ⋆g + ∑
(i, j)∈P
Ri(λi, j)
)
≥ card P+ν0, (34)
and
dim
(
∑
(i, j)∈P
Ri(λi, j)
)
≥ card P, (35)
for all P in the power set 2I where I = {(1,1), . . . ,(1,ν1), . . . ,(p,1), . . . ,(p,νp)}.
Proof: If the problem is solvable, then (28) holds true. We first note that for each pair of
complex conjugate subspaces Eg,i, E g,i, with i ∈ J = {1,3 . . . ,2c− 1}, we can find a pair of
complex conjugate basis matrices Ag,i and Ag,i such that5
span
C
Eg,i + spanC Eg,i = Eg,i +E g,i = spanC{Ag,i}+ spanC{Ag,i}= spanC{
[
Ag,i Ag,i
]
}.
Since Ag,i and Ag,i are complex conjugate, it is always possible to find a complex invertible ma-
trix T such that ˜Ag,i =
[
Ag,i Ag,i
]
T is real and span
C
{
[
Ag,i Ag,i
]
}= span
C
{ ˜Ag,i}. Defin-
ing the set ˜Eg,i ⊂ Rn as the set that comprises all the columns of ˜Ag,i, there holds
span
C
Eg,i + spanC Eg,i = Eg,i +E g,i = spanC ˜Eg,i.
Moreover, for every pair of complex conjugate sets Eg,i, Eg,i, with i ∈ J, if dim
(
span
C
Eg,i +
span
C
Eg,i
)≥ 2n for some n ∈ N, then dim(span
C
Eg,i
)
= dim
(
span
C
Eg,i
)≥ n.
Now, (28) can be rewritten as
dim
(
∑
i∈Q0
span
C
Eg,0 + ∑
i∈Q
span
C
˜Eg,i + ∑
(i, j)∈P
span
C
R̂i(λi, j)
)
≥ ∑
i∈Q0
ν0,i + ∑
i∈Q
2ν0,i + cardP.
The previous equation can be conveniently rewritten as
dim
span
C
( ⋃
i∈Q0
Eg,0∪
⋃
i∈Q
˜Eg,i∪
⋃
(i, j)∈P
R̂i(λi, j)
)≥ ∑
i∈Q0
ν0,i + ∑
i∈Q
2ν0,i + cardP.
Since λi, j ∈ R and in view of Lemma 17, all the sets appearing in the left hand-side of the latter
are real, hence, dim
(
span
C
{·})= dim(span
R
{·}) and we can rewrite
dim
(
span
R
( ⋃
i∈Q0
Eg,0∪
⋃
i∈Q
˜Eg,i
)
+ ∑
(i, j)∈P
span
R
R̂i(λi, j)
)
≥ ∑
i∈Q0
ν0,i + ∑
i∈Q
2ν0,i + cardP.
When Q0 = {0} and Q = {1,3 . . . ,2c−1} the previous condition is easily seen to be equivalent
to (34), whereas when Q0 and Q are empty sets, the equivalence with (35) is proven.
Similar necessary conditions can be obtained for the other problems considered in this paper,
following the same ideas.
5Given a real or complex matrix M, we denote by span
C
{M} the span of the columns of M over the field C.
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Concluding remarks
In this paper, we provided necessary and sufficient constructive conditions for the solution of
the general eigenstructure assignment problem, which is shown to be equivalent to a tracking
problem in which a certain number of closed-loop modes appear in each output component.
This problem is not just important per se, but also because in the past twenty years it appeared
as the prototype of a variety of non-interacting and fault detection problems, for which a set of
necessary and sufficient conditions could only be achieved a posteriori by checking the rank of
the matrix of closed-loop eigenvectors.
Nine problems have been identified in this paper, whose formulation depends on whether the
eigenvalues to be assigned coincide or not with invariant zeros of the system, on the fact that
we may want to assign only the number, but not the specific numerical value, of the closed-loop
modes, and also on whether we want this assignment to take place only within the unobservable,
or also in the observable part of the closed-loop spectrum.
The solvability conditions of these problems have been obtained by merging the key ideas
of combinatorics with those of geometric control theory. The method for determining the de-
coupling filter matrix is also outlined. The new framework developed in this paper has yielded
a satisfactory answer to control/estimation problems for which, so far, the use alone of stan-
dard geometric techniques has not been successful. We expect the same framework to provide
important insight into problems that are still open in control theory, such as the input-output
(row-by-row) decoupling problem.
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