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Metaplectic geometrical optics for modeling caustics in uniform and nonuniform media
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As an approximate theory that is highly regarded for its computational efficiency, geometrical
optics (GO) is widely used for modeling waves in various areas of physics. However, GO fails at
caustics, which significantly limits its applicability. A new framework, called metaplectic geometrical
optics (MGO), has recently been developed that allows caustics of certain types to be modeled accu-
rately within the GO framework. Here, we extend MGO to the most general case. To illustrate our
new theory, we also apply it to several sample problems, including calculations of two-dimensional
wavefields near fold and cusp caustics. In contrast with traditional-GO solutions, the corresponding
MGO solutions are finite everywhere and approximate well the true wavefield near these caustics.
I. INTRODUCTION
The propagation of waves in homogeneous and weakly
inhomogeneous media is often described within the ap-
proximate theory known as geometrical optics (GO), or
ray optics [1, 2]. However, GO fails at so-called caus-
tics, where it predicts spurious singularities of the wave-
field. Loosely speaking, caustics are surfaces across which
the number of rays arriving at a given point changes
abruptly [3]. The general properties of such surfaces
have long been known from catastrophe theory, which
provides a classification wherein only a finite number of
caustic types are possible for a given number of spatial
dimensions [4, 5]. This result underlies modern research
into caustics [6–9], as general properties of a given caustic
type can be inferred by studying a particular case. Still,
practical calculations continue to rely on directly solving
wave equations [10–12], which is computationally expen-
sive. It would be advantageous to find a more efficient
way to calculate these caustic structures. In particular,
the question whether caustics can be modeled by some-
how extending GO has been attracting attention for a
long time.
One known solution to this problem is by Maslov [13],
who proposed to rotate the ray phase space occasionally
by π/2 using the Fourier transform (FT) in one or more
spatial variables. Such rotations can remove caustics and
locally reinstate GO, but they are inconvenient for sim-
ulations because the rotation points have to be intro-
duced ad hoc, requiring the simulations to be supervised.
In Refs. [14, 15], we proposed a modification of Maslov’s
approach by replacing the FT with the metaplectic trans-
form (MT). Using the MT, one can transform the wave-
field continually along the rays, both eliminating the sin-
gularities at caustics and allowing for fully automated
and fast simulations. This new framework, which we
call metaplectic geometrical optics (MGO), has already
been successfully benchmarked on one-dimensional (1-D)
problems [15]. However, MGO as originally formulated
in Refs. [14, 15] can still yield singularities in certain sit-
uations; thus, further progress is needed.
Here, we report a more general version of MGO, where
the last spurious singularities are removed at the ex-
pense of additional calculations. We then demonstrate
the reformulated MGO analytically on three examples:
a homogeneous plane wave, a fold caustic, and a cusp
caustic. In Arnold’s classification [16], they correspond
to the A1, A2, and A3 caustic types, respectively. The
first case has no caustic per se; it is considered only to
present a basic tutorial on the MGO machinery. The two
other cases show how MGO leads to solutions that, un-
like traditional-GO solutions, are finite everywhere and
approximate well the true wavefield near the caustics.
This paper is organized as follows. In Sec. II, we re-
view the basic equations of GO and MGO as described
in Ref. [15]. In Sec. III, we report a more general ver-
sion of MGO. In Sec. IV, we discuss three examples of
the reformulated MGO, and we show analytically that
MGO adequately approximates the wavefield in the en-
tire space, even at caustics. In Sec. V, we summarize our
main conclusions. Auxiliary calculations are presented in
appendices and in the supplementary material.
II. OVERVIEW OF METAPLECTIC
GEOMETRICAL OPTICS
We start by briefly reviewing the MGO method as it
was presented in Ref. [15]. Let us consider a non-driven
linear wave in a general linear medium. For simplicity,
we assume that the wave is described by a scalar field ψ
and governed by an integral equation∫
dq′D(q,q′)ψ(q′) = 0. (1)
(Generalization to vector waves on non-Euclidean spaces
is possible using the machinery presented in Ref. [17].)
Here, q is the coordinate on an N -D Euclidean (or
pseudo-Euclidean) space, called q-space, and D(q,q′) is
the dispersion kernel. Differential wave equations (par-
tial or ordinary) have dispersion kernels that consist of
delta functions and their derivatives.
Consider also p-space, which is the Fourier-dual of q-
space. Then, q-space and p-space collectively define a
2N -D phase space with coordinates (q,p). The disper-
sion kernel D(q,q′) can be associated with a function on
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phase space via the transformation
D(q,p) .=
∫
ds eip
⊺sD
(
q− s
2
,q+
s
2
)
, (2)
where the integral is taken over q-space and
.
= denotes
definitions. (Note that vectors are interpreted as row
vectors unless explicitly transposed via ⊺, so p⊺s = p ·s.)
The function D(q,p) is known as the Weyl symbol of
D(q,q′). We shall now analyze Eq. (1) in the short-
wavelength limit using both traditional GO and MGO.
A. Traditional geometrical optics
In traditional GO, ψ(q) is assumed to take the eikonal
form given by
ψ(q) = φ(q) eiθ(q), (3)
where φ(q) is a slowly varying envelope and θ(q) is
a rapidly varying phase. Then, to the lowest order,
Eqs. (1)-(3) yield the local dispersion relation [2, 17]
D [q,k(q)] = 0, (4)
along with the envelope transport equation
v(q)⊺∂q logφ(q) = −1
2
∂q · v(q). (5)
Here, the local wavevector k(q) and the local group ve-
locity v(q) are defined as
k(q)
.
= ∂qθ(q), v(q)
.
= ∂pD(q,p)|p=k(q) . (6)
Hence, k(q) is irrotational, meaning that
∂qℓkm = ∂qmkℓ, ℓ,m = 1, . . . , N. (7)
Equations (4) and (5) are commonly solved along the
characteristic rays that satisfy
∂τ1q(τ ) = ∂kD [q(τ ),k(τ )] , (8a)
∂τ1k(τ ) = −∂qD [q(τ ),k(τ )] . (8b)
For integrable systems, these rays trace out an N -D sur-
face in phase space called the dispersion manifold. We
then define τ
.
= (τ1, . . . , τN ) as coordinates on the dis-
persion manifold, with τ1 serving as the longitudinal co-
ordinate along a ray. Initial conditions provide q(0, τ⊥)
and k(0, τ⊥), where τ⊥
.
= (τ2, . . . , τN ). For example, τ1
can be the time variable or one of the spatial coordinates;
then τ⊥ are the remaining spatial coordinates.
The wavevector k(q) is determined from the rays as
k(q) = k [τ (q)] , (9)
where τ (q) is the function inverse to q(τ ). Although
Eqs. (8) show that rays cannot cross in phase space, their
projections onto q-space can. As a result, τ (q) is gener-
ally multivalued, meaning k(q) is as well. The envelope
is constructed along the rays as
φ [q(τ )] = φ [q(0, τ⊥)]
√
j(0, τ⊥)
j(τ )
, (10)
where φ[q(0, τ⊥)] is set by initial conditions, and
j(τ )
.
= det ∂τq(τ ). (11)
Then, the total wavefield is constructed as
ψ(q) =
∑
t∈τ(q)
φ [q(t)] exp
[
i
∫
dq⊺ k(q)
]
, (12)
where the summation is taken over all branches of τ (q).
Clearly, ψ(q) diverges where j(t) = 0. Such points
are caustics, and by Eq. (11), they occur where the dis-
persion manifold has a singular projection onto q-space.
To extend GO modeling to caustics and the neighboring
regions, Ref. [15] proposed MGO, which we now describe.
B. Metaplectic geometrical optics
MGO also uses the rays provided by Eqs. (8) to solve
Eq. (4). However, in MGO, the phase space is not fixed
but instead is continually rotated, (q,p) → (Qt,Pt),
such that the local projection of the dispersion manifold
onto Qt-space is always well-behaved. Accordingly, the
envelope equation (5) is replaced with a similar envelope
equation in the rotated frame that has no caustics by
construction. This is done as follows.
Let us assume that the dispersion manifold (q,p) =
(q(τ ),k(τ )) has been obtained by integrating Eqs. (8)
and consider the tangent plane at τ = t. We can ro-
tate our original phase space to align q-space with the
tangent plane at t (Qt-space) using the following linear
transformation:
Qt = Atq+ Btp, Pt = Ctq+ Dtp, (13)
where Pt is Fourier-dual to Qt and the matrices At, Bt,
Ct, and Dt are all N ×N . In Eq. (13), we require that
St
.
=
(
At Bt
Ct Dt
)
(14)
be symplectic, that is,
StJ S
⊺
t = J, J
.
=
(
0N IN
−IN 0N
)
, (15)
where 0N and IN are respectively the N × N null and
identity matrices. (A practical algorithm for computing
St from the ray trajectories using Gram–Schmidt orthog-
onalization is provided in Ref. [15].)
The transformation of the wavefield corresponding to
the symplectic transformation (14) of the ray phase space
2
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is the MT [14, 18], sometimes called the linear canonical
transform. The MT is a linear integral transformation
from ψ to a new function Ψ given explicitly as
Ψ(Q) =
∫
dqM(Q,q)ψ(q), (16)
where the MT kernel is given as
M(Q,q)
.
=
σ exp [iG(q,Q)]
(2πi)N/2
√
detB
, (17)
and G(q,Q) is the following quadratic phase function:
G(q,Q)
.
=
1
2
Q⊺DB−1Q−Q⊺B−⊺q+ 1
2
q⊺B−1Aq. (18)
(Here, −⊺ denotes the matrix inverse transpose.) Each
S actually has two corresponding MTs that differ by an
overall sign, which is designated by σ
.
= ±1. Note that
Eq. (17) requires detB 6= 0; this requirement will be lifted
in Sec. III A. Also note that the MT reduces to the fa-
miliar FT when S = J.
Let Ψt(Qt) be the MT of ψ(q) corresponding to St of
Eq. (14) (for a chosen MT sign convention). In MGO,
we assume that Ψt(Qt) [not ψ(q)] has the eikonal form
Ψt(Qt) = Φt(Qt) e
iΘt(Qt), (19)
where Φt is a slowly varying complex envelope and Θt is
a phase that varies rapidly with the new coordinate Qt;
hence, Kt(Qt)
.
= ∂Q
t
Θt(Qt) is understood as the local
wavevector in Qt-space. The eikonal approximation (19)
is facilitated by the fact that ∂τ1Kt = −∂QtD˜ = 0 at the
tangent point by definition, where
D˜(Qt,Pt) = D(D⊺tQt − B⊺tPt,−C⊺tQt + A⊺tPt), (20)
is the Weyl symbol of the dispersion operator in the new
coordinates. (We also assume that ∂τ1Kt is slowly vary-
ing in the neighborhood of the tangent point.)
As shown in Ref. [15], taking the MT of Eq. (1) and
performing the standard GO procedure inQt-space using
Eq. (19) yields equations similar to Eqs. (4) and (5) in the
new variables. Specifically, the local dispersion relation
has the form
D˜ [Qt,Kt(Qt)] = 0, (21)
and the envelope transport equation becomes
Vt(Qt)
⊺∂Q
t
logΦt(Qt) = −
1
2
∂Q
t
·Vt(Qt). (22)
Here, we have introduced
Vt(Qt)
.
= ∂PtD˜(Qt,Pt)|Pt=Kt(Qt) , (23)
which is the corresponding group velocity.
If Eq. (4) is satisfied along the original rays, then
Eq. (21) is satisfied along the rotated rays given by
Qt(τ ) = Atq(τ ) + Btk(τ ), (24a)
Kt(τ ) = Ctq(τ ) + Dtk(τ ). (24b)
Hence, the dispersion manifold simply rotates with the
ambient phase space1.
Before solving Eq. (22), it is convenient to renormalize
Ψt(Qt) by its value at Qt(t); that is, let
Ψt(Qt) = αtΦt(Qt)e
iΘt(Qt), αt
.
= Ψt [Qt(t)] , (25)
and require
Φt [Qt(t)] = 1, Θt [Qt(t)] = 0. (26)
Then, analogous to Eq. (10), Eq. (22) is solved to yield
Φt [Qt(τ )] = Φt [Qt(t1, τ⊥)]
√
Jt(t1, τ⊥)
Jt(τ )
, (27)
where Φt[Qt(t1, τ⊥)] is set by initial conditions subject
to Eq. (26), and
Jt(τ )
.
= det ∂τQt(τ ). (28)
The phase can also be immediately determined as
Θt(Qt) =
∫ Q
t
Q
t
(t)
dQ⊺Kt(Q), (29)
where the line integral is taken over any path with the
specified endpoints, and Kt(Qt) is constructed as
Kt(Qt) = Kt [τ (Qt)] , (30)
where τ (Qt) is the function inverse to Qt(τ ). Note that
Kt(Qt) will generally be multivalued, so it must be re-
stricted to the branch satisfying Kt[Qt(t)] = Kt(t).
By continuity, αt evolves along the rays as
αt = α(0,t⊥) exp
[∫ t1
0
dh η(h,t⊥)
]
, (31)
where α(0,t⊥) is determined by initial conditions and
ηt
.
=
i
2
K
⊺
t (t)WtKt(t)−
i
2
Q
⊺
t (t)UtQt(t)−
1
2
tr (Vt)
+
[
∂hQt(t)− V⊺tQt(t)−W⊺tKt(t)
]⊺
×
{
∂QΦt [Qt(t)] + iKt(t)
}
. (32)
Here, the N ×N matrices Ut, Vt, andWt are defined via
(∂hSt)S
−1
t
.
=
(
V
⊺
t Wt
−Ut −Vt
)
, (33)
where the directional derivative, defined as h ∂h
.
= h⊺∂t,
should be interpreted as a total derivative acting on ar-
guments and subscripts containing t. (An alternate al-
gorithm for evolving αt based on successive applications
of a near-identity MT [14] is provided in Ref. [15].)
1 This is analogous to Wigner functions being simply rotated by
fractional FTs [19].
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Applying an inverse MT then maps Ψt(Qt) to a func-
tion on q-space, denoted ψt(q), as
ψt(q) =
∫
dQtM
−1
t (q,Qt)Ψt(Qt), (34)
where the inverse MT kernel is given as
M−1t (q,Qt)
.
=
σt exp [−iGt(q,Qt)]
(−2πi)N/2√detBt
. (35)
The overall sign factor σt must change whenever detBt
crosses the branch cut of the square root to maintain
continuity. This change in σt is related to the discrete
phase jumps a wavefield experiences upon traversing a
caustic.
At this point, semiclassical methods like GO and
Maslov’s method traditionally evaluate Eq. (34) using
the stationary-phase approximation (SPA) about the ray
contribution Qt = Qt(t) [20]. However, the SPA fails
when saddlepoints are close together [21], as occurs near
caustics. To remedy this, note that under fairly gen-
eral conditions, integrals like Eq. (34) can be evaluated
on the union of steepest-descent contours through some
subset of saddlepoints in complexQt-space [22]. By inte-
grating Eq. (34) only along the steepest-descent contour
through Qt = Qt(t) rather than the entire set, we can
isolate the desired ray contribution in a manner that is
asymptotically equivalent to the SPA but is also well-
behaved at caustics. (In this regard, we can also define
the ‘saddlepoint contribution’ to an integral as the result
of integrating along the corresponding steepest-descent
contour.) Hence, the variable shift ǫ
.
= Qt−Qt(t) yields
ψt(q) =
σt αt exp
[− i2βt(q)]
(−2πi)N/2√detBt
Υt(q), (36)
where we have defined
βt(q)
.
= 2Gt[q,Qt(t)], (37a)
Υt(q)
.
=
∫
C0
dǫΨt [ǫ+Qt(t)] exp [−iγt(ǫ,q)] , (37b)
γt(ǫ,q)
.
=
1
2
ǫ⊺DtB
−1
t ǫ+ ǫ
⊺
B
−⊺
t [D
⊺
tQt(t)− q] , (37c)
and C0 is the steepest-descent contour through ǫ = 0. Fi-
nally, ψ(q) is reconstructed by summing over all branches
of the dispersion manifold:
ψ(q) =
∑
t∈τ(q)
ψt [q(t)] . (38)
Equation (38) can accurately model the wavefield in-
cident on an isolated fold caustic or bounded between
a pair of fold caustics in 1-D. However, Eq. (38) can-
not model a wavefield whose dispersion manifold has
detBt = 0 over a finite domain (examples of which are
discussed in Sec. IV). We call such ray patterns ‘quasi-
uniform’. To enable MGO to model quasiuniform ray
patterns, the restriction that detBt 6= 0 must be lifted.
The corresponding theory is discussed in the next section.
III. METAPLECTIC GEOMETRICAL OPTICS
FOR QUASIUNIFORM RAY PATTERNS
A. Singular metaplectic transforms
The MT kernel M(Q,q; S) that corresponds to a sym-
plectic matrix S with detB = 0 can be considered as a
limiting case [14, 18]
M(Q,q; S) = lim
ε→0
M(Q,q; Sε), (39)
where Sε is a symplectic matrix that has S as a limit at
ε → 0. (Here and further, we omit the subscript t for
ease of notation.) For example, we can adopt
Sε =
(
A B+ εA
C D+ εC
)
, (40)
whose symplecticity (to all orders in ε) can be readily
verified by definition (15).
To show that det (B+ εA) 6= 0 and subsequently com-
pute the limit in Eq. (39), it is useful to perform a singu-
lar value decomposition (SVD) of B. Let ρ and ς
.
= N−ρ
be the rank and corank of B respectively. Then, the SVD
of B takes the form
B = L B˜ R⊺, (41)
where B˜ is a diagonal matrix given by
B˜ =
(
Λρρ 0ρς
0ςρ 0ςς
)
(42)
(the submatrices with subscript mn are size m× n) and
Λρρ is a diagonal matrix that has all nonzero singular
values of B on its diagonal:
Λρρ
.
=
λ1 . . .
λρ
 . (43)
Note that detΛρρ 6= 0 by definition. The matrices L and
R are both orthogonal and can be written as
L =
 ↑ . . . ↑ℓˇ1 . . . ℓˇN
↓ . . . ↓
 , R =
 ↑ . . . ↑rˇ1 . . . rˇN
↓ . . . ↓
 . (44)
The columns of these matrices are, respectively, the left
singular vectors {ℓˇj} and right singular vectors {rˇj} of
B, which are mutually orthonormal:
ℓˇ
⊺
j ℓˇk = δjk, rˇ
⊺
j rˇk = δjk. (45)
Let us similarly define
A˜
.
= L⊺AR, C˜
.
= L⊺CR, D˜
.
= L⊺DR. (46)
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As shown in Appendix A, these matrices have the form
A˜ =
(
aρρ aρς
0ςρ aςς
)
, C˜ =
(
cρρ cρς
cςρ cςς
)
, D˜ =
(
dρρ 0ρς
dςρ a
−⊺
ςς
)
.
(47)
Note that aςς is invertible. Hence, we compute
det (B+ εA) = det
(
Λρρ + εaρρ εaρς
0ςρ εaςς
)
= det (Λρρ + εaρρ) det (εaςς)
≈ ες detΛρρ det aςς , (48)
where we have used det L = detR = 1. Since det aςς 6= 0
and detΛρρ 6= 0 by definition, det(B+ εA) is nonzero for
finite ε. (We adopt the convention that 0 × 0 matrices
have unit determinant.)
By Eqs. (17) and (48), we obtain to leading order in ε
M(Q,q; Sε) ≈
σ ε−ς/2 exp
[
i g(qρ,Q)
]
(2πi)N/2
√
detΛρρ det aςς
× exp
(
i
2ε
∣∣qς − a−1ςς Qς ∣∣2) , (49)
where we have defined
g(qρ,Q)
.
=
1
2
q⊺ρ Λ
−1
ρρ aρρ qρ − q⊺ρ M1 L⊺Q
+
1
2
Q⊺ LM2L
⊺Q, (50)
along with the matrices
M1
.
=
(
Λ−1ρρ −Λ−1ρρ aρςa−1ςς
)
, (51a)
M2
.
=
(
dρρ Λ
−1
ρρ Λ
−1
ρρ d
⊺
ςρ
dςρΛ
−1
ρρ cςςa
−1
ςς − dςρΛ−1ρρ aρςa−1ςς
)
(51b)
and the vector decompositions
R
⊺q =
(
qρ
qς
)
, L⊺Q =
(
Qρ
Qς
)
. (52)
Note thatM2 and Λ
−1
ρρ aρρ are symmetric [Eqs. (A4), (A7),
and (A16)]. Also note that M1 is size ρ × N , M2 is size
N × N , and any vector νm is size m × 1. [Appendix B
provides details for the derivation of Eq. (49).] Then,
using Eq. (39) along with
lim
ε→0
ε−ς/2 exp
(
i
2ε
∣∣qς − a−1ςς Qς ∣∣2)
= (2πi)ς/2 δ
(
qς − a−1ςς Qς
)
, (53)
we obtain the limit of the MT kernel at detB→ 0:
M(Q,q) =
σ exp
[
i g(qρ,Q)
]
δ
(
qς − a−1ςς Qς
)
(2πi)ρ/2
√
detΛρρ det aςς
, (54)
where, for brevity, we no longer mention the dependence
of M on the symplectic matrix explicitly.
Following straightforward delta-function manipula-
tions, we obtain the inverse MT kernel when detB = 0:
M−1(q,Q) =
σ exp
[−i g˜(Qρ,q)] δ (Qς − aςςqς)
(−2πi)ρ/2
√
detΛρρ det a
−1
ςς
, (55)
where we have defined
g˜(Qρ,q)
.
=
1
2
Q⊺ρ dρρΛ
−1
ρρ Qρ −Q⊺ρM3R⊺q
+
1
2
q⊺ RM4R
⊺ q, (56)
along with the matrices
M3
.
=
(
Λ−1ρρ −Λ−1ρρ d⊺ςρaςς
)
, (57a)
M4
.
=
(
Λ−1ρρ aρρ Λ
−1
ρρ aρς
a⊺ρςΛ
−1
ρρ a
⊺
ςςcςς − a⊺ςςdςρΛ−1ρρ aρς
)
. (57b)
Note thatM4 and dρρΛ
−1
ρρ are symmetric [Eqs. (A4), (A7),
and (A16)]. Also, M3 is size ρ × N while M4 is size
N ×N . Lastly, we choose the following branch-cut con-
vention: arg(i) = π/2 and arg(detΛρρ det aςς) ∈ (−π, π]
in Eq. (54); arg(−i) = −π/2 and arg(detΛρρ det a−1ςς ) ∈
[−π, π) in Eq. (55).
B. Singular metaplectic geometrical optics
Let us now incorporate the general representation for
the inverse MT given by Eq. (55) into the MGO formal-
ism. We emphasize that Eq. (55) is valid for all values of
detB. Using Eqs. (34), (52), and (55) yields
ψt(q) = Nt(q)
∫
dQρ dQς δ
(
Qς − aςςqς
)
Ψt
[
L
(
Qρ
Qς
)]
× exp
(
− i
2
Q⊺ρ dρρΛ
−1
ρρ Qρ + iQ
⊺
ρ M4R
⊺ q
)
, (58)
where we have substituted Q with Qρ and Qς as
Q = L
(
Qρ
Qς
)
, dQ = d (LQ) = dQρ dQς (59)
and defined the prefactor
Nt(q) .=
σt αt exp
(− i2q⊺ RM4R⊺ q)
(−2πi)ρ/2
√
detΛρρ det a
−1
ςς
. (60)
(As a reminder, all matrices depend on t.) The integra-
tion over Qς is immediately performed to yield
ψt(q) = Nt(q)
∫
dQρΨt
[
L
(
Qρ
aςςqς
)]
× exp
(
− i
2
Q⊺ρ dρρΛ
−1
ρρ Qρ + iQ
⊺
ρ M3R
⊺ q
)
. (61)
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The phase of the integrand is stationary where
∂QρΘt
[
L
(
Qρ
aςςqς
)]
+M3R
⊺q− dρρΛ−1ρρ Qρ = 0. (62)
When q is evaluated at the ray location q(t) in Eq. (38),
then, using Eqs. (24), we can simplify
M3R
⊺q(t) = M3R
⊺
D
⊺Qt(t)−M3R⊺B⊺Kt(t)
= Λ−1ρρ d
⊺
ρρQ
ρ
t(t)−Kρt(t), (63)
where we have defined the vector projections
L
⊺Kt(t)
.
=
(
K
ρ
t(t)
Kςt(t)
)
, (64a)
L
⊺Qt(t)
.
=
(
Q
ρ
t(t)
Qςt(t)
)
=
(
Q
ρ
t(t)
aςςqς(t)
)
. (64b)
Note that Eq. (64b) follows from Eq. (24). Since
∂QρΘt
[
L
(
Qρ
aςςqς
)]
=
← ℓˇ
⊺
1 →
...
← ℓˇ⊺ρ →
Kt [L( Qρ
aςςqς
)]
.
= Kρt
[
L
(
Qρ
aςςqς
)]
, (65)
the saddlepoint criterion (62) therefore becomes{
K
ρ
t
[
L
(
Qρ
aςςqς(t)
)]
−Kρt(t)
}
+ dρρΛ
−1
ρρ
[
Q
ρ
t(t)−Qρ
]
= 0, (66)
where we have used the fact that dρρΛ
−1
ρρ is symmetric.
As can be verified, the desired point t on the disper-
sion manifold is a root to Eq. (66), since both terms in
brackets vanish simultaneously when Qρ = Q
ρ
t(t). Let
us therefore define the new integration variable
ǫρ
.
= Qρ −Qρt(t), dǫρ = dQρ. (67)
This yields a modified version of Eq. (36):
ψt(q) =
σt αt exp
[− i2βρt (q)]
(−2πi)ρ/2
√
detΛρρ det a
−1
ςς
Υρt(q), (68)
where we have defined
βρt (q)
.
= 2 g˜t[Q
ρ
t(t),q], (69a)
Υρt(q)
.
=
∫
C0
dǫρΨt
[
L
(
Q
ρ
t(t) + ǫρ
aςςqς
)]
× exp [−iγρt (ǫρ,q)] , (69b)
γρt (ǫρ,q)
.
=
1
2
ǫ⊺ρ dρρΛ
−1
ρρ ǫρ
+ ǫ⊺ρ
[
dρρΛ
−1
ρρ Q
ρ
t(t)−M3R⊺q
]
. (69c)
Note that Υρt(q) is integrated along the steepest-descent
contour C0 passing through ǫρ = 0. Equation (38) with
ψt computed via Eq. (68) constitutes the generalization
of MGO to all values of detB. Thus, MGO can now be
applied to any ray pattern in arbitrary media.
C. Metaplectic geometrical optics with Gaussian
coherent states
Instead of performing an SVD of B, we can develop an
expression equivalent to Eq. (68) using
f(Q,Z−0) .= exp
[
−|Q−Q0|
2
2
− iK⊺0
(
Q− Q0
2
)]
. (70)
These functions, which satisfy the completeness relation
δ(Q−Q′) =
∫
dQ0 dK0
(2π)NπN/2
f(Q,Z−0)
[
f(Q′,Z−0)
]∗
, (71)
can be understood as the spatial representations of the
Gaussian coherent states centered around Z−0 .= (Q0,K0)
in phase space. These states are commonly used in quan-
tum optics [23] and are discussed in detail in Appendix C
and supplementary material. As shown in Appendix C,
the property (71) ultimately leads to an alternate repre-
sentation of the MT:
M−1t (q,Q) =
∫
dK0
σ exp
[
G˜t(q, ξ)− |K0|2
]
(
√
2π)N
√
det(2Dt − iBt)
, (72)
where we have defined ξ
.
= Q+ 2iK0 and
G˜t(q, ξ)
.
= −1
2
q⊺ (2Dt − iBt)−1 (At + 2iCt)q
+
(
q− 1
2
D
⊺
tξ
)⊺
(2Dt − iBt)−1 ξ. (73)
Note that the complex matrix 2D − iB is always invert-
ible [24].
With Eq. (72) as the MT kernel, the phase of Eq. (34)
is stationary where Q and K0 simultaneously satisfy
2iD⊺t [Kt(Q)−K0] + q− D⊺tQ+ B⊺tKt(Q) = 0, (74a)
q− D⊺tQ+ B⊺tK0 = 0. (74b)
When q is evaluated at q(t), a simultaneous solution to
Eqs. (74) is Q = Qt(t) and K0 = Kt(t). Therefore,
upon defining the new integration variables
ǫr
.
= Q−Qt(t), ǫi .= 2K0 − 2Kt(t), (75)
we obtain the following alternate representation of ψt(q):
ψt(q) =
σtαt exp
{
G˜t[q, ξt(t)]− |Kt(t)|2
}
(2
√
2π)N
√
det(2Dt − iBt)
×
∫
C0
dǫr dǫiΨt[ǫr +Qt(t)] exp [−γ˜t(ǫ,q, t)] , (76)
where we have defined
ǫ
.
= ǫr + iǫi, (77a)
ξt(t)
.
= Qt(t) + 2iKt(t), (77b)
γ˜t(ǫ,q, t)
.
=
1
2
ǫ⊺Dt (2Dt − iBt)−1 ǫ+ |ǫi|
2
4
+ ǫ⊺iKt(t)
− ǫ⊺ (2Dt − iBt)−⊺ [q− D⊺tξt(t)] . (77c)
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Equation (76) is equivalent to Eq. (68) but might be
advantageous since it can be applied ‘as is’ without per-
forming an SVD of Bt. That said, Eq. (76) involves a
2N -D integral, which is harder to evaluate numerically.
In this sense, the representation (68) may be more prac-
tical, especially at large N .
IV. EXAMPLES
Here, we consider several examples of MGO, which
have been shortened for clarity. The complete calcula-
tions can be found in the supplementary material.
A. Plane wave in uniform medium: No caustic
As a first example, let us consider a plane wave propa-
gating in a uniform medium. For simplicity, we consider
1-D propagation governed by the one-way wave equation
i∂qψ(q) + ψ(q) = 0. (78)
There is no caustic in this case, and Eq. (78) is easy
to integrate even without using MGO. However, this ex-
ample is instructive to illustrate the reformulated MGO
machinery when detBt = 0 with relatively little algebra.
Let us start by writing Eq. (78) in the integral form
(1). The corresponding kernel D(q, q′) can be written as
D(q, q′) = i∂q′δ(q − q′)− δ(q − q′), (79)
so the Weyl symbol (2) is as follows:
D(q, k) = k − 1. (80)
The corresponding ray equations are
∂τq(τ) = 1, ∂τk(τ) = 0, (81)
with solutions given by
q(τ) = τ, k(τ) = 1, (82)
where the integration constants have been chosen to sat-
isfy D[q(0), k(0)] = 0. Since τ(q) = q is single-valued,
ψ(q) will be absent of caustics.
From Eq. (81), it is clear that the tangent plane of the
dispersion manifold is q-space itself, that is,
St = I2 (83)
for all t ∈ τ(q). Hence, Ψt(Qt) is trivially obtained as
Ψt(Qt) = αt exp(iQt − it), (84)
where we have used Qt(t) = t. Since ∂tSt = 02,
∂QΨt(Q) = 0, and ∂tQt(t) = 1, we also compute
ηt = i, αt = α0 exp (it) , (85)
where α0 is a constant. Then, since Bt = 0 implies that
ρ = 0, ς = 1, and R = L = 1, then βρt = γ
ρ
t = 0 and the
integration over dǫρ is empty. Hence, Eq. (68) becomes
ψt[q(t)] = σtα0 exp[iQt(t)]. (86)
Since the branch cut of the MT is never crossed, we can
take σt = 1. Then, the summation over branches is triv-
ially performed to yield
ψ(q) =
∑
t∈τ(q)
ψt[q(t)] = α0 exp (iq) . (87)
Equation (87) is an exact solution of Eq. (78), which is
anticipated because (78) is a first-order equation and thus
coincides with its GO approximation.
B. Plane wave in linearly stratified medium: Fold
caustic
As a second example, let us consider oblique propaga-
tion in a linearly stratified medium. Suppose that the
wave is described by the Helmholtz-type equation
∂2qψ(q) + (k
2
0 − q1)ψ(q) = 0, (88)
where k0 is a constant and ∂
2
q
.
= ∂2q1+∂
2
q2 . Our coordinate
system is such that q1 is aligned with the medium strat-
ification and q2 is transverse to q1. Let us also consider
the initial condition
ψ(0, q2) = c exp(ik0q2), (89)
where c is an arbitrary constant.
Equation (88) can be equivalently written as an inte-
gral equation (1) with integration kernel
D(q,q′) = −∂2q′δ(q− q′) + (q1 − k20)δ(q− q′). (90)
The corresponding Weyl symbol (2) is
D(q,k) = k21 + k22 + q1 − k20 , (91)
and the corresponding ray equations are
∂τ1q1(τ ) = 2k1(τ ), ∂τ1k1(τ ) = −1, (92a)
∂τ1q2(τ ) = 2k2(τ ), ∂τ1k2(τ ) = 0. (92b)
Let us define τ1 such that q1(0, τ2) = 0. Then, the ini-
tial condition (89) implies that k2(0, τ2) = k0, and the
local dispersion relation D[q(0, τ2),k(0, τ2)] = 0 requires
k1(0, τ2) = 0. This leaves q2(0, τ2) undetermined. Since
τ2 must parameterize the initial conditions for the rays,
let us choose q2(0, τ2) = τ2. Hence, the ray solutions are
q1(τ ) = −τ21 , q2(τ ) = τ2 + 2k0τ1, (93a)
k1(τ ) = −τ1, k2(τ ) = k0. (93b)
The inverse function τ (q) is calculated as
τ1(q) = ±
√−q1, τ2(q) = q2 ∓ 2k0
√−q1. (94)
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Clearly, τ (q) is double-valued, so there are two branches
that must ultimately be summed over.
A basis for Qt-space is provided by the vector pair
∂τ1z(t) =
(−2t1 2k0 −1 0)⊺ , (95a)
∂τ2z(t) =
(
0 1 0 0
)⊺
, (95b)
where z(t)
.
= (q(t),k(t))⊺. Then, symplectic Gram–
Schmidt orthogonalization [15] yields the submatrices
At = Dt =
1
ϑt
(−2t1 0
0 ϑt
)
, (96a)
Bt = −Ct = 1
ϑt
(−1 0
0 0
)
, (96b)
where we have defined
ϑt
.
=
√
1 + 4t21. (97)
The rotated rays are calculated via Eq. (24) as
Qt(τ ) =
(
2t1τ
2
1
+τ1
ϑt
τ2 + 2k0τ1
)
, Kt(τ ) =
(
2t1τ1−τ
2
1
ϑt
k0
)
. (98)
We can therefore compute the inverse function τ (Qt),
which is double-valued. Upon restricting Kt(Qt) to the
correct branch, we obtain
Kt,1(Qt) = −
Qt,1
2t1
− ϑt
1−√1 + 8t1ϑtQt,1
8t21
, (99a)
Kt,2(Qt) = k0. (99b)
Then, the line integral of Eq. (29) is computed to yield
Θt[ǫ+Qt(t)] = k0ǫ2 +
8t41 − ϑ4t
8t21ϑt
ǫ1 − 1
4t1
ǫ21
+
(
ϑ4t + 8t1ϑtǫ1
)3/2 − ϑ6t
96t31
. (100)
Using Eqs. (27) and (28), we next compute
Φt [ǫ+Qt(t)] =
ϑt
(ϑ4t + 8t1ϑtǫ1)
1/4
, (101)
where we have chosen the initial conditions to satisfy
Φt [Qt(t1, τ2)] = 1. (102)
We then compute via Eqs. (31) and (32)
αt =
α(0,t2)√
ϑt
exp
(
2ik20t1 + i
2t31
3
− i t
5
1
ϑ2t
)
, (103)
where α(0,t2) is an arbitrary initial condition.
We now perform the inverse MT. Note that Bt is al-
ready in the desired SVD form, with L = R = I2 and
ρ = 1. Since ǫρ = ǫ1 and Q
ρ
t(t) = Qt,1(t), we compute
βρt [q(t)] = −
2t51
ϑ2t
, γρt [ǫρ,q(t)] =
t21
ϑt
ǫ1 + t1ǫ
2
1. (104)
q1
q2
Fold caustic
FIG. 1: Contour plot showing the real part of the MGO
solution (109), with k0 = 2, near the fold caustic (cutoff)
located at q1 = 0 (magenta). The ray trajectories
(q1(τ ), q2(τ )) are shown as black curves. Note that the field
remains finite along the caustic. In fact, the MGO solution
is nearly indistinguishable with the exact solution (111).
Hence, we obtain
Υρt [q(t)] =
∫
C0
dǫ1
ϑt
(ϑ4t + 8t1ϑtǫ1)
1/4
× exp
[
i
(
ϑ4t + 8t1ϑtǫ1
)3/2 − ϑ6t
96t31
− i ϑ
2
t
4t1
ǫ21 − i
ϑ3t
8t21
ǫ1
]
.
(105)
This is the same integral that was studied in Ref. [15],
where the following approximation was derived:
Υρt [q(t)] ≈ πϑt exp
(
−i2
3
t31ϑ
6
t
)
×
[
Ai
(−t21ϑ4t)− i t1|t1| Bi (−t21ϑ4t)
]
, (106)
where Ai(x) and Bi(x) are the Airy functions of the first
and second kind, respectively [25]. Thus, Eq. (68) yields
ψt[q(t)] = iσtα(0,t2)
ϑt
√
π√−2i exp
[
2ik20t1 + i
2t31
3
(
1− ϑ6t
)]
×
[
Ai
(−t21ϑ4t)− i t1|t1| Bi (−t21ϑ4t)
]
. (107)
Since the MT branch cut is never crossed, we can take
σt = 1. Then, summing over both branches of τ (q)
[Eq. (94)] and choosing
α(0,t2) =
√−2i
2i
√
π
exp(ik0t2) (108)
to satisfy the initial condition (89) ultimately yields
ψ(q) =
√
1− 4q1 exp(ik0q2)
× {Ai[−̺2(q1)] cos̟(q1)
−Bi[−̺2(q1)] sin̟(q1)
}
, (109)
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where we have chosen c = Ai(0) and defined
̺(q1)
.
= (1 − 4q1)
√−q1, (110a)
̟(q1)
.
=
2
3
̺3(q1)− 2
3
(−q)3/2. (110b)
The MGO solution (109) is plotted in Fig. 1. Notably,
this solution is finite along the caustic surface (cutoff)
located at q1 = 0, and agrees remarkably well with the
exact solution of Eq. (88),
ψex(q) = Ai(q1) exp(ik0q2). (111)
A similar plot of Eq. (111) is not presented because it is
virtually indistinguishable from Fig. 1.
C. Imperfectly focused plane wave in uniform
medium: Cusp caustic
As a final example, let us consider a 2-D plane wave
described by the paraxial wave equation [26]
i∂q1ψ(q) +
1
2
∂2q2ψ(q) + ψ(q) = 0, (112)
where q1 is aligned with the optical axis and q2 is tran-
verse to it. Let us assume the initial condition
ψ(0, q2) =
√
2πi
f
exp
(
− i
2f
q22 −
ia
4f3
q42
)
. (113)
This corresponds to a wave that is being focused by an
imperfect lens, with focal distance f and aberration a.
In the absence of aberration (a = 0), the initial field
will focus at q = (f, 0); however, as shown in Fig. 2,
finite aberration causes the focusing to become distorted,
resulting in a cusped wavefield. For simplicity, we shall
assume that f ≫ 1 and a < 0.
Equation (112) can be equivalently written as an inte-
gral equation (1) with integration kernel
D(q,q′) = i∂q′
1
δ(q−q′)− 1
2
∂2q′
2
δ(q−q′)−δ(q−q′). (114)
The corresponding Weyl symbol (2) is
D(q,k) = k1 + k
2
2
2
− 1, (115)
and the corresponding ray equations are
∂τ1k1(τ ) = 0, ∂τ1q1(τ ) = 1, (116a)
∂τ1k2(τ ) = 0, ∂τ1q2(τ ) = k2(τ ). (116b)
Similar to the previous example, let us define τ1 and
τ2 such that q1(0, τ2) = 0 and q2(0, τ2) = fτ2. Then,
imposing the local dispersion relation (4) and the initial
condition (113) yields the ray trajectories
q1(τ ) = τ1, q2(τ ) = fτ2 + k2(τ2)τ1, (117a)
k1(τ ) = 1− k
2
2(τ2)
2
, k2(τ ) = − τ2 − a τ32 . (117b)
The inverse function τ (q) is either single- or triple-
valued, depending on the value of the discriminant
∆(q) = 4
(
q1 − f
aq1
)3
+ 27
(
q2
aq1
)2
. (118)
If ∆(q) > 0, there is only one ray given by
τ
(0)
2 (q) =
3
√
− q2
2aq1
+
√
∆(q)
108
+
3
√
− q2
2aq1
−
√
∆(q)
108
,
(119)
while if ∆(q) ≤ 0, there are two additional rays given by
τ
(±)
2 (q) = Re
(−1± i√3) 3
√
− q2
2aq1
+ i
√
|∆(q)|
108
 .
(120)
For all values of ∆(q), one has τ1(q) = q1.
A basis for Qt-space is provided by the vector pair
∂τ1z(t) =
(
1 k2(t) 0 0
)⊺
, (121a)
∂τ2z(t) =
(
0 jt −k2(t)k′2(t) k′2(t)
)⊺
, (121b)
where we have defined
jt
.
= det ∂τq(t) = f + t1k
′
2(t). (122)
Then, St is constructed using symplectic Gram–Schmidt
orthogonalization [15]. This yields the submatrices
At = Dt =
1
ϑtϕt
(
ϕt ϕtk2(t)
−jtk2(t) jt
)
, (123a)
Bt = −Ct = ϑtk
′
2(t)
ϕt
(
0 0
−k2(t) 1
)
, (123b)
where we have defined
ϑt
.
=
√
1 + k22(t), ϕt
.
=
√
j2t + [k
′
2(t)ϑ
2
t ]
2
. (124)
The rotated rays are computed using Eqs. (24), al-
though the result is quite lengthy and will not be shown.
Next, using Eq. (27) we compute the envelope as
Φt(τ ) =
ϕt√
jtjτ + [1 + k2(t)k2(τ )]2k′2(τ )k
′
2(t)
, (125)
where Φt(τ )
.
= Φt[Qt(τ )] and we have chosen
Φt [Qt(t1, τ2)] = 1. (126)
Although τ (Qt) is impractical to construct explicitly,
∂QΦt can still be calculated from Φt(τ ) using
∂QΦt[Qt(t)] = [∂τQt(t)]
−1
∂τΦt(t). (127)
Ultimately, Eqs. (31) and (32) yield
αt = α(0,t2)
√
ϕ(0,t2)
ϕt
exp
{
it1
1 + ϑ2t
2
+
i
2
βρt [q(t)]
− i
2
βρ(0,t2)[q(0, t2)]
}
, (128)
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q1
q2 Positive Aberration:  > 0
q1
q2 No Aberration:  = 0
q1
q2 Negative Aberration:  < 0
FIG. 2: Ray trajectories for the paraxial equation (112) with initial conditions given by Eq. (113). For no aberration
(a = 0), the rays focus at q = (f, 0). Positive aberration (a > 0) causes the outer rays to focus before the focal point, while
negative aberration (a < 0) causes the outer rays to focus beyond the focal point. Both cases result in a cusped ray pattern.
where α(0,t2) is determined by the initial conditions and
βρt [q(t)] is defined below [Eq. (130a)].
We next perform an SVD of Bt to obtain
L =
(
0 1
−1 0
)
, R =
1
ϑt
(
k2(t2) 1
−1 k2(t2)
)
. (129)
Hence, we can compute
βρt [q(t)] =
f2jtt
2
2
ϑ4tk
′
2(t2)
− 2fϕtt2Qt,2(t)
ϑ3tk
′
2(t2)
+
jtQ
2
t,2(t)
ϑ2tk
′
2(t2)
,
(130a)
γρt [ǫρ,q(t)] =
jt
2ϑ2tk
′
2(t2)
ǫ2ρ −Kt,2(t)ǫρ. (130b)
Thus, Eq. (68) yields
ψt[q(t] =
σt α(0,t2)
√
ϕ(0,t2)
ϑt
√−2πi√k′2(t2) Υρt [q(t)]
× exp
{
it1
1 + ϑ2t
2
− i
2
βρ(0,t2)[q(0, t2)]
}
. (131)
Note that k′2(t2) can change sign, meaning σt = σt2 6= 1.
However, we do not need to explicitly compute σt2 since
it will be removed by matching to initial conditions.
After making a slow-envelope approximation, a quartic
polynomial (normal form) can be fit to an implicit Taylor
expansion of Θt [Qt,1(t), Qt,2(t)− ǫρ] to ultimately yield
Υρt [q(t)] ≈ ϑt
∣∣∣∣fa
∣∣∣∣1/4
√
−2k′2(t2)
t1
exp
(
i
jt + f − t1
4t1
ft22
)
×
∫
Ct2
dε exp
(
iytε+ ixtε
2 + iε4
)
, (132)
where we have defined
xt
.
=
∣∣∣∣fa
∣∣∣∣1/2 f − q1(t)q1(t) , yt .=
∣∣∣∣4f3a
∣∣∣∣1/4 q2(t)q1(t) , (133)
and Ct2 is the steepest-descent contour through the sad-
dlepoint ε = −t2|fa|1/4/
√
2.
Our assumption ξ < 0 implies that τ (q) is single-
valued along the initial surface. Thus, Eq. (131) yields
ψ [q(0, t2)] = σt2 α(0,t2)
√
ϕ(0,t2)
f
× exp
{
i
1− st
2
π − i
2
βρ(0,t2) [q(0, t2)]
}
, (134)
where we have defined st
.
= sgn[k′2(t2)] and have evalu-
ated Eq. (132) in the GO limit, since f ≫ 1 implies that
the initial surface lies sufficiently far from the caustic.
Thus, the initial conditions are satisfied by the choice
α(0,t2) =
√
2π
σt2
√
ϕ(0,t2)
exp
{
i
2
βρ(0,t2) [q(0, t2)]−
i
2
ft22
− ia
4
ft42 + i
2st − 1
4
π
}
. (135)
Equation (38) therefore yields
ψ(q) =
∣∣∣∣ 4faq21
∣∣∣∣1/4 exp(iq1 + i q222q1
)
×
∑
t2∈τ2(q)
∫
Ct2
dε exp
(
iytε+ ixtε
2 + iε4
)
, (136)
where the sum is over all real saddlepoint contributions.
Let us recall the Pearcey function [27], defined as
Pe(x, y)
.
=
∫ ∞
−∞
ds exp
(
iys+ ixs2 + is4
)
. (137)
Then, when ∆(q)∆˜(q) ≥ 0, where
∆˜(q)
.
= 2
(
f − q1
|a|q1
)3
+ 27(5−
√
27)
(
q2
|a|q1
)2
, (138)
the summation in Eq. (136) is simplified as∑
t2∈τ2(q)
∫
Ct2
dε exp
(
iytε+ ixtε
2 + iε4
)
= Pe(x, y). (139)
When ∆(q)∆˜(q) < 0 (the caustic shadow), Pe(x, y) con-
tains an additional contribution from one of the two com-
plex saddlepoints [28], which is not included in Eq. (136).
It does not seem possible to isolate the real saddlepoint
contribution to Pe(x, y) using a complex rotation as done
in Ref. [15] for Ai(x). Nevertheless, the shadow contribu-
tion is asymptotically subdominant, so within the MGO
accuracy we can include it such that Eq. (136) can be
universally expressed through the Pearcey function as
ψ(q) =
∣∣∣∣ 4faq21
∣∣∣∣1/4 exp(iq1 + i q222q1
)
× Pe
(∣∣∣∣fa
∣∣∣∣1/2 f − q1q1 ,
∣∣∣∣4f3a
∣∣∣∣1/4 q2q1
)
. (140)
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q1
q2
Cusp caustic
FIG. 3: Contour plot showing the real part of the MGO
solution (140), with a = −4/f , near a cusp caustic located
at q2 = ±
√
4(f − q1)3/27aq1 (magenta). The ray
trajectories (q1(τ ), q2(τ )) are shown as black lines. Note
that the field remains finite along the caustic.
As readily verified, Eq. (140) also happens to be the exact
solution of Eq. (112) for the initial condition (113). This
solution is illustrated in Fig. 3 for a = −4/f .
V. CONCLUSION
Metaplectic geometrical optics, or MGO, has recently
been developed to accurately model caustics by integrat-
ing field equations over GO rays. However, as originally
formulated in Ref. [15], MGO fails to describe what we
call quasiuniform ray patterns (detBt = 0 over a finite
domain). Here, we extend MGO so that the new theory
can be applied to any ray pattern in both uniform and
nonuniform media. To aid practical implementations, we
provide two equivalent representations of the new MGO
using either singular value decompositions or Gaussian
states.
We demonstrate MGO analytically in three examples,
namely, a plane wave propagating in uniform media
(no caustic), a plane wave incident on an isolated cut-
off (Airy-type fold caustic), and an imperfectly focused
plane wave in vacuum (Pearcey-type cusp caustic). In
all examples, MGO provides an accurate representation
of the exact solution that remains finite at the caustics,
unlike traditional GO. Yet, as the final example shows,
MGO does not always accurately model caustic shad-
ows. Further extensions of MGO to incorporate caustic
shadow fields will be investigated in future research.
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Appendix A: Symplectic matrices in the SVD basis
As is well-known, the symplectic criterion (15) for S
implies that A, B, C, and D satisfy [14, 29]
AB
⊺ − BA⊺ = 0N , (A1a)
B
⊺
D− D⊺B = 0N , (A1b)
AD
⊺ − BC⊺ = IN , (A1c)
A
⊺
D− C⊺B = IN , (A1d)
C
⊺
A− A⊺C = 0N , (A1e)
DC
⊺ − CD⊺ = 0N . (A1f)
The orthogonality of L and R means that A˜, B˜, C˜, and D˜
also satisfy Eqs. (A1). After using the parameterization
A˜ =
(
aρρ aρς
aςρ aςς
)
(A2)
(where each block amn is a matrix of size m × n),
Eq. (A1a) reads(
aρρΛρρ − (aρρΛρρ)⊺ − (aςρΛρρ)⊺
aςρΛρρ 0ςς
)
= 0N . (A3)
Since Λρρ 6= 0ρρ, this implies that
aςρ = 0ςρ, aρρΛρρ = (aρρΛρρ)
⊺
. (A4)
Similarly, after using the parameterization
D˜ =
(
dρρ dρς
dςρ dςς
)
, (A5)
Eq. (A1b) becomes(
Λρρdρρ − (Λρρdρρ)⊺ Λρρdρς
− (Λρρdρς)⊺ 0ςς
)
= 0N . (A6)
This yields analogous constraints on D˜, namely
dρς = 0ρς , Λρρdρρ = (Λρρdρρ)
⊺ . (A7)
Next, after using the parameterization
C˜ =
(
cρρ cρς
cςρ cςς
)
, (A8)
Eq. (A1c) becomes(
aρρd
⊺
ρρ − Λρρc⊺ρρ aρρd⊺ςρ + aρςd⊺ςς − Λρρc⊺ςρ
0ςρ aςςd
⊺
ςς
)
= IN .
(A9)
Since the matrix inverse is unique, we therefore obtain
dςς = a
−⊺
ςς , (A10)
which means that aςς is invertible. Since Λρρ is invertible,
we also obtain
cρρ = dρρa
⊺
ρρΛ
−1
ρρ − Λ−1ρρ , (A11a)
cςρ = dςρa
⊺
ρρΛ
−1
ρρ + a
−⊺
ςς a
⊺
ρςΛ
−1
ρρ , (A11b)
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where we have used Eq. (A10). Consequently, Eq. (A1d)
is greatly simplified; it reads(
Iρ 0ρς
a⊺ρςdρρ + a
⊺
ςςdςρ − c⊺ρςΛρρ Iς
)
= IN . (A12)
We therefore obtain
cρς = Λ
−1
ρρ d
⊺
ρρaρς + Λ
−1
ρρ d
⊺
ςρaςς . (A13)
Finally, since aςς is invertible, both Eq. (A1e) and
Eq. (A1f) take the form(
0ρρ 0ρς
0ςρ n− n⊺
)
= 0N , (A14)
where
n
.
= a⊺ςςdςρΛ
−1
ρρ aρς − a⊺ςςcςς . (A15)
We therefore require cςς to satisfy
a
⊺
ςςdςρΛ
−1
ρρ aρς − a⊺ςςcςς =
(
a
⊺
ςςdςρΛ
−1
ρρ aρς − a⊺ςςcςς
)⊺
.
(A16)
Appendix B: Derivation of Eq. (49)
Here, we derive Eq. (49) as the limit of M(Q,q; Sε) at
ε→ 0. First, we obtain, using Eq. (17),
M(Q,q; Sε) =
σ exp
[
iG˜(q,Q)
]
(2πi)N/2
√
det (B+ εA)
, (B1)
where we have defined
G˜(q,Q)
.
=
1
2
(L⊺Q)⊺
(
D˜+ εC˜
)(
B˜+ εA˜
)−1
L
⊺Q
− (R⊺q)⊺
(
B˜+ εA˜
)−1(
L
⊺Q+
1
2
A˜ R
⊺q
)
(B2)
and used the unitarity of L and R. Next, we must ap-
proximate the matrix inverse term to leading order in ε.
Let us adopt the parameterization(
B˜+ εA˜
)−1
=
(
mρρ mρς
mςρ mςς
)
. (B3)
Then, since(
mρρ (Λρρ + εaρρ) ε (mρρaρς +mρςaςς)
mςρ (Λρρ + εaρρ) ε (mςρaρς +mςςaςς)
)
= IN , (B4)
we require
mςρ (Λρρ + εaρρ) = 0ςρ, (B5a)
ε (mρρaρς +mρςaςς) = 0ρς , (B5b)
ε (mςρaρς +mςςaςς) = Iς , (B5c)
mρρ (Λρρ + εaρρ) = Iρ. (B5d)
Solving Eqs. (B5) in sequence yields
mςρ = 0ςρ, mρς = −mρρaρςa−1ςς , (B6a)
mςς = ε
−1
a
−1
ςς , mρρ = (Λρρ + εaρρ)
−1 ≈ Λ−1ρρ , (B6b)
where we have used the fact that aςς is invertible. Hence,
we obtain the following leading-order approximations:(
D˜+ εC˜
)(
B˜+ εA˜
)−1
≈
(
dρρΛ
−1
ρρ Λ
−1
ρρ d
⊺
ςρ
dςρΛ
−1
ρρ ε
−1a−⊺ςς a
−1
ςς + cςςa
−1
ςς − dςρΛ−1ρρ aρςa−1ςς
)
,
(B7)(
B˜+ εA˜
)−1
A˜ ≈
(
Λ
−1
ρρ aρρ 0ρς
0ςρ ε
−1Iς
)
. (B8)
Upon introducing the vector decompositions
R
⊺x =
(
xρ
xς
)
, L⊺y =
(
yρ
yς
)
(B9)
(where all subvectors νn are size n× 1), we obtain
G˜(q,Q) ≈ 1
2ε
∣∣qς − a−1ςς Qς ∣∣2 + 12q⊺ρ Λ−1ρρ aρρ qρ
− q⊺ρ M1 L⊺Q+
1
2
Q⊺ LM2L
⊺Q, (B10)
where the matrices M1 and M2 are defined in Eqs. (51).
Appendix C: Metaplectic transforms in the mixed
basis of configuration and coherent states
Here, we derive Eq. (72) using Gaussian coherent
states. To help with the presentation, in this section, we
employ the bra-ket notation of quantum mechanics [30].
The Gaussian coherent states, denoted |Z−0〉, are de-
fined by their Q-space representations
〈Q|Z−0〉 =
exp
[
− |Q−Q0|22 + iK⊺0
(
Q− Q02
)]
πN/4
, (C1)
where |Q〉 are the eigenstates of the Q-space position
operator Qˆ, normalized as 〈Q|Q′〉 = δ(Q − Q′). The
parameters Q0 and K0 define the center of |Z−0〉 in phase
space, that is,
〈Z−0|Qˆ|Z−0〉 = Q0, 〈Z−0|Pˆ|Z−0〉 = K0, (C2)
where Pˆ is the Q-space momentum operator. The states
|Z−0〉 also satisfy a completeness relation of the form
1ˆ =
∫
dQ0dK0
(2π)N
|Z−0〉〈Z−0|, (C3)
where 1ˆ denotes the identity operator.
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Let us denote ψt(q) by 〈q|ψt〉 and Ψt(Q) by 〈Q|ψt〉.
Then, the inverse MT of Eq. (34) can be written as
ψt(q) =
∫
dQ 〈q|Q〉〈Q|ψt〉 =
∫
dQ 〈q|Q〉Ψ(Q), (C4)
where we have used the completeness of |Q〉, that is,
1ˆ =
∫
dQ |Q〉〈Q|. (C5)
The matrix element 〈q|Q〉 is the inverse MT kernel. Di-
rect computation of 〈q|Q〉 will yield Eq. (35), which is
delta-shaped when detBt = 0. However, by introducing
the normalizable states |Z−0〉 as
〈q|Q〉 =
∫
dQ0dK0
(2π)N
〈q|Z−0〉〈Z−0|Q〉, (C6)
a nonsingular representation of the MT can be obtained.
Indeed, as shown in Ref. [18],
〈q|Z−0〉 =
σt exp
[
− 12q⊺ (Dt − iBt)−1 (At + iCt)q
]
πN/4
√
det(Dt − iBt)
× exp
[(
q− i
2
B
⊺
tζ
)⊺
(Dt − iBt)−1 ζ − 1
2
Q
⊺
0ζ
]
, (C7)
where we have introduced the complex vector ζ
.
= Q0 +
iK0. Importantly, the complex matrix Dt− iBt is always
invertible [24]. Then, upon using 〈Z−0|Q〉 = (〈Q|Z−0〉)∗,
one computes
〈q|Z−0〉〈Z−0|Q〉 =
σt exp
[
− 12q⊺ (Dt − iBt)−1 (At + iCt)q
]
πN/2
√
det(Dt − iBt)
× exp
[(
q− i
2
B
⊺
tζ
)⊺
(Dt − iBt)−1 ζ − |Q0|2
−|Q|
2
2
+Q⊺ζ∗
]
. (C8)
Finally, we integrate over Q0 in Eq. (C6) to obtain
Eq. (72). Note that K0 cannot be integrated over with-
out inverting Bt.
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