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1. INTRODUCTION
This work deals with the following system of perturbed elastic wave equa-
tions,
utt − b21u− a2 − b2r divu C qx; tu D 0; x 2 3; t 2 ; (1.1)
where u D u1; u2; u3 and each ui D uix; t.
We are using the notation 1u D 1u1; 1u2; 1u3, utt D u1tt ; u2tt ; u3tt , r
is the gradient and div the divergence. Also, the parameters satisfy b2 D
; a2 D C 2, and a2 > b2 > 0, where  and  are the Lame´ coefficients
of the Elasticity Theory.
The function q: 3 !  represents the medium’s impurities and we
shall mainly be concerned with two cases: q D qx, that is, the nonhomo-
geneity is independent of time, and q D qx; t is periodic in time, with
period T . For the deduction and a general review on the system of elastic
wave equations, we mention [6, 8].
In general, the resonances associated with an evolution model are com-
plex numbers which are, in some sense, eigenfrequencies of the evolution
and which characterize the asymptotic behaviour of the solutions. They
form a discrete set 1; 2; 3;    in the complex plane and we expect
that regular solutions of the system (1.1), with local finite energy, have an
asymptotic expansion,
ux; t 
1X
jD1
cje
ijtvjx; t i D
p
−1;
as t tends to 1, where cj are constants and vj D vjx, in the case q D
qx, and vj D vjx; t is periodic in t with the same period of q, in the
periodic case.
The existence and distribution of the resonances for a given perturbation
qx; t is relevant, for example, in the so called inverse problem. The location
of the resonances in the complex plane should give some information about
qx; t , such as the size of its support or its singularities. These kinds of
results, for the scalar wave equation, appear, for example, in [4, 11, 14].
There exist different ways of defining the concept of resonance (see [4,
5, 15]). For instance, when q D qx, the usual separation of variables
method applies, that is, some solutions can be written as ux; t D eitvx
and we say that  2  is a resonance (or scattering frequency) associated
to qx, if there is an nontrivial outgoing solution v D vx of the equation,
b21v C a2 − b2r div v C 2v D qxv; x 2 3: (1.2)
The outgoing concept for the elastic wave system can be characterized in
terms of the Sommerfeld radiation condition (see, for example, [9]). Fol-
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lowing [2], the unique outgoing solution of the nonhomogeneous equation
b21v C a2 − b2r div v C 2v D gx; x 2 3; (1.3)
where gx satisfies some decaying conditions at 1, is given by
vx D 1
4
Z
3

e−ib
−1x−y
b2x− y

x− y
x− y2
(x− y  gy− gy
− e
−ia−1x−y
a2x− y3 x− y
(x− y  gy
C 1
4
Z
3
x− y3
Z b−1x−y
a−1x−y
re−ir dr


gy − 3x− yx− y2
(x− y  gydy; (1.4)
where the dot  is the inner product in 3 ( see also the formulas (3.1)-(3.4)
in [1]).
There is also a dynamical formulation of the outgoing condition, which
has been adapted to the elastic wave equation (see, for example, [2]) and
which we shall discuss in the next section.
This article is organized as follows: in Section 2 we introduce the main
function spaces we shall use and we present some general results concern-
ing outgoing solutions of the elastic wave system. In Sections 3 and 4 we
prove some explicit estimates for the integral operator L; q which is in-
volved in the formula for outgoing solutions. Our main results are presented
in Section 5. These include the existence of regions free of resonances, de-
pendence of the resonances on parameters, and a result on the existence
of infinitely many resonances.
2. PRELIMINARY RESULTS
In this section we introduce the main spaces we shall use, as well as the
hypothesis on the perturbation q.
2.1. Basic Notions. In general we shall consider perturbations qx; t
which decay in x and are periodic in time. We shall include the case in
which qx; t has compact support in x and also the time independent case
q D qx.
We consider the family Q of all functions q: 3  !  such that:
(1) There exists a positive number T such that qx; t C T  D qx; t.
(2) The map t ! q; t is a continuous function from  to L13:
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(3) There exist positive constants M and  such that qx; t 
Me−x:
Definition 2.1. We define the Hilbert space H0 to be the completion
of C10 33  C10 33 with respect to the energy norm
f; g20 D
1
2
Z
3

g2 C b2
3X
jD1
rf j2 C a2 − b2div f 2

dx;
where f D f 1; f 2; f 3; g D g1; g2; g3:
Moreover, given R > 0, we define the Hilbert space HR to be the
completion of C10 33  C10 33 with respect to the modified energy
norm
f; g2R D f; g20 C
Z
xR
f 2 dx:
We shall work with the space HR, in the case q 2 Q has compact support,
contained in the ball x  R.
We also introduce the space Hloc , consisting of all pairs f; g with local
finite energy, that is , which satisfy that
f; g20;K D
1
2
Z
K

g2 C b2
3X
jD1
rf j2 C a2 − b2div f 2 C f 2

dx;
is finite, for any compact set K contained in 3:
Given  D f; g 2 Hloc , we consider the Cauchy problem
utt − b21u− a2 − b2r divu C qx; tu D 0; x 2 3; t 2  (2.1)
ux; s D f x; utx; s D gx: (2.2)
A solution of the problem (2.1), (2.2) is a distribution ux; t 2 D03 
, such that the function W x; t D ux; t; utx; t 2 C0;Hloc and
satisfies the associated integral equation,
W x; ty s D U0t − s−
Z t
s
U0t − rQrW x; ry sdr; (2.3)
where U0t is the free group generated by the solutions of Eq. (1.1), when
q  0: Here we have used the notation
Qt D
 
0 0
qx; t 0
!
:
Theorem 2.1. Given an initial data  2 Hloc , the integral equation (2.3)
has a unique solution W x; ty s 2 C0;Hloc.
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The proof is standard and we omit it. It uses estimates on the free group
U0t, embedding and fixed point theorems. We denote the propagator
associated with Eq. (1.1) by Ut; s. Namely Ut; s: Hloc ! Hloc is given by
Ut; sx D W x; ty s, for all  2 Hloc . We mention the book [13] as a
reference for general properties about propagators.
The propagator Ut; s leaves each of the spaces H0 and HR invariant. It
does not conserve the energy, but its operator norm in HR can be estimated
from above.
Lemma 2.1. Let q 2 Q with compact support. Then, for t  s,
Ut; s  ect−s;
where c D 1C q1:
Proof. We take the inner product of Eq. (1.1) with ut . Then , integration
over 3, gives
d
dt
1
2
Z
ut 2 C b2
Z  3X
jD1
ruj2 C a2 − b2
Z
r  u2

D −
Z
qu  ut:
We now add RxR u2t to both sides of this equality and use the Holder
inequality in the right hand side. Finally, by integrating with respect to t
and using Gronwall’s inequality, we obtain the desired result.
We now state the dynamical definition of the outgoing condition.
Definition 2.2. Suppose that the components of gx; t satisfy reason-
able decay conditions at infinity.
A solution ux; t of the equation,
utt − b21u− a2 − b2r divu D gx; t; (2.4)
is outgoing if u; t; ut; t 2 Hloc , for any t and
U0t − su; s; ut; s ! 0; (2.5)
when s!1; where the convergence is in the space Hloc .
Lemma 2.2. Let g: ! L233 be a continuous function and suppose
that there exists R > 0 such that gx; t D 0, for all t 2  and all x 2 3 with
x  R.
Then, the unique outgoing solution of
utt − b21u− a2 − b2r divu D gx; t; x 2 3; t 2  (2.6)
is given by the Duhamel integral
Ut D
Z t
−1
U0t − s0; g; tds: (2.7)
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The proof uses standard arguments and, for the case of the wave equa-
tion, it can be found in [13].
Definition 2.3. A complex number  is a resonance for the perturba-
tion q 2 Q if there exists a nontrivial outgoing solution of Eq. (1.1), with
local finite energy, such that e−itux; t is periodic in time, with the same
period of q.
When the perturbation q D qx is independent of time, the definition of
the outgoing condition coincides with the usual notion of outgoing solutions
of the corresponding stationary equation, via the radiation condition at
infinity. This is done by separating variables in the elastic wave equation
thus obtaining solutions of (1.1) of the form ux; t D eitvx. Then, by
computing the limit when s!1, in the Eq. (2.3), we conclude that ux; t
is an outgoing solution of (1.1) if and only if vx is an outgoing solution
of the stationary equation (1.2).
2.2. The Operator L; q. Let q 2 Q be considered a perturbation with
time-period T .
Given R > 0, we define the sets
 D x; t=t 2 ; x < R;
and
T D x; t 2 =0 < t < T; x < R:
We shall also work with the spaces
XR D

v:! 3=vx; t C T  D vx; t and vXR  vL2T 3 <1
}
;
and
YR D v 2 XR=vYR  vH1T 3 <1:
By Rellich’s Theorem, the space YR is compactly embedded in XR.
On the other hand, we shall use weight functions x, and consider the
spaces
X D

v: 3  ! 3=vx; t C T  D vx; t and
v2 D
Z T
0
Z
3
vx; t2xdxdt <1}:
We now define the operator L; q, which appears implicitly in the for-
mula for the outgoing solution of the nonhomogeneous equation given by
Lemma 2.2. Formally, this operator is given by
L; qvt D −
Z t
−1
U10 t − se−it−sqsvsds; (2.8)
where U10 tg stands for the the first component of U0t0; g.
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The operator L; q acts on functions vt D v; t in the function
spaces we just introduced. For example, when q 2 Q has compact support,
L; qv is well defined, for v 2 XR, and for any complex number  . This
follows from the Huygens’ principle.
In the general case, we shall prove that L; qv is well defined for all
v 2 X, whenever the weight  is chosen such that qx; t  x 
Me−x and  2  satisfies = < b=2. Here and throughout this paper,
=z denotes the imaginary part of a complex number z.
The group U0t is explicitly known as an integral operator (see, for
example, [1, 10]). One can deduce from this that the operator L; q can
be expresed as
L; qvx; t D
Z
3
Kx; y; t; vdy; (2.9)
where the kernel K is given by
4Kx; y; t; v
D e
−ia−1x−y
a2x− y
x− y
x− y2

x− y  qv

y; t − x− y
a

C e
−ib−1x−y
b2x− y

x− y
x− y2

x− y  qv

y; t − x− y
b

− qv

y; t − x− y
b

C
Z b−1x−y
a−1x−y
re−ir x− y−3


qvy; t − r − 3x− yx− y2
x− y  qvy; t − rdr:
We note that when qx; t has compact support in x, the kernel Kx; y; t; v
also has compact support in y.
On the other hand, if q D qx is independent of t, then the operator
L; q can be written in a simpler form, namely, it is given by (1.4), with
qv in place of g.
3. EXPLICIT ESTIMATES ON L; q
In this section, we present different estimates for the operator L; q.
Each of them depends on the space under consideration, which in turn is
determined by the properties of the perturbation q.
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Proposition 3.1. Let q 2 Q and let C D Ca; b D 1=a2 C 2=b2 C
4a− b=ab2.
(a) If q D qx is independent of t, has compact support contained in
the ball BR D x 2 3=x  R, and qx  M , then L; q= 2  is
an analytic family of compact operators on L2BR3 satisfying,
L; q2  13C2M2R3Fk;
where Fs is the function given by
Fs D
8><>:
e4Rs − 1
2s
; s 6D 0
2R; s D 0:
Also, k D ==b for =  0 and k D ==a for = < 0.
(b) Suppose that q D qx is independent of t and let x be such
that qx  x  Me−x. Then, L; q= 2  satisfying = < b=2
is an analytic family of compact operators on the space L23; xdx3
and, for any  2  with = < b=2,
L; q2 
8>>>>>>><>>>>>>>:
4b4C2M2
b− 2=2 for 0  = <
b
2
4C2M2=4 for
−a
4
 = < 0
−C
2M2a
3= for −  < = < −
a
4
Moreover, if q satisfies
qx Me−x1C ; x 2 3
for some  > 0, then L; q is a family of compact operators, for all  2 .
(c) Suppose that qx; t has compact support in the x-variable, con-
tained in the ball BR. Then, L; q= 2  is an analytic family of compact
operators on the space XR. Also,
L; q2 
8>>><>>>:
2RC1
b
q1

2T C 2R
b

e4R=b=; =  0
2RC1
b
q1

2T C 2R
b

; = < 0;
where C1 is a positive constant which depends only on a; b and the constant
of Poincare´’s inequality for the ball x < R.
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Proof. The analyticity with respect to  is immediate.
Let us first assume that q D qx.
It is easy to prove (see [2]) that the operator L has the form L D
L1; L2; L3, where Lj D
P3
lD1 Ljl, j D 1; 2; 3.
When q is exponentially decaying, in order to prove that L is compact
on X D L23; xdx3, it is enough to verify that each Ljl, acting on
L23; xdx, is a Hilbert–Schmidt operator.
We note that the kernel Kjl of the operator Ljl satisfies
4Kjlx− y D
xj − yjxl − yl
x− y2

e−i=bx−y
b2x− y −
e−i=ax−y
a2x− y
− 3x− y3
Z b−1x−y
a−1x−y
re−ir dr

for x 6D y and j 6D l.
Also, for j D l and x 6D y,
4Kjjx− y D
e−i=bx−y
b2x− y
xj − yj2
x− y2 − 1

C e
−i=ax−y
a2x− y3 xj − yj
2
C
Z b−1x−y
a−1x−y
re−ir drx− y−3
3xj − yj2
x− y2 − 1

:
For j 6D l, we have that
4Kjlx− y 
e==bx−y
b2x− y C
e==ax−y
a2x− y
C 3x− y3
Z b−1x−y
a−1x−y
b−1x− ye=r dr
 e
==bx−y
b2x− y C
e==ax−y
a2x− y C
3
bx− y

1
b
− 1
a

ekx−y;
for x 6D y, where
k D
8>><>>:
=
b
if =  0;
=
a
if = < 0 0 < b < a:
On the other hand, if j D l, then
4Kjjx− y 
2e==bx−y
b2x− y C
e==ax−y
a2x− y
C
Z b−1x−y
a−1x−y
b−1x− ye=r dr 4x− y3
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 2e
==bx−y
b2x− y C
e==ax−y
a2x− y C
4
b

1
b
− 1
a

ekx−y
x− y
 Kx− y D Kx− y:
In both cases we obtain that
4Kjlx− y  Kx− y:
Therefore, L; q is a compact operator, for any complex number  such
that
I D
Z
3
Z
3
Kx− y2xydxdy < C1:
Before estimating I, we verify that
4L; qvx 
Z
3

2
e==bx− y
b2x− y C
e==ax− y
a2x− y
C 4x− y3
Z b−1x−y
a−1x−y
re=r dr

qy vydy

Z
3
Kx− y qy vydy:
By the Holder inequality,
L; qv2X 
1
162
Z
3
Z
3
Kx− y2qydy


Z
3
qy vy2 dy

xdx

Z
3
vy2ydy
 1
162
Z
3
Z
3
Kx− y2yxdy dx:
From this we conclude that
L; q2  I
162
:
We now use the estimates for I given in [2], to obtain an upper bound
on L; q, thus proving the first part of (b).
In the second part of assertion (b), that is , in the super exponential case,
we consider the weight function x D M exp−x1C. In this case, it
is easy to verify that I is finite, for all  2 . This implies that the
operator L; q is compact, for all complex numbers  .
Let us now assume that qx has compact support, contained in the
ball BR. Clearly, there exists a positive number  such that qx 
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3M exp−x2. Hence, by (b), the operator L; q is compact, for all
 2 :
We now prove the estimates for L; q, in assertion (a). Since the
support of q is contained in the ball BR, we have that
L; qvx  M
4
Z
yR
Kx− y  vydy:
By using the estimates for K , given in [2], it follows thatL; qvx  M
4

2
b2
C 1
a2
C 4
b

1
b
− 1
a
 Z
yR
ekx−y
x− y vydy:
Hence,
L; qv2 D
Z
xR
L; qvx2 dx
 M
2
162
C2a; b
Z
xR
Z
yR
ekx−y
x− y vydy
2
dx
 M
2
162
C2a; b
Z
xR
Z
xR
e
2kx−y
x−y2 dy
Z
yR
vy2 dy

dx
D M
2C2a; b
162
v2X
Z
xR
Z
yR
e2kx−y
x− y2 dy dx:
Now, for k 6D 0 and x  R we have thatZ
yR
e2kx−y
x− y2 dy D
Z
x−zR
e2kz
z2 dz 
Z
zRCx
e2kz
z2 dz

Z
z2R
e2kz
z2 dz
D 4
2k
e4kR − 1 D 4Fk:
Also, for k D 0,Z
yR
dy
x− y2 
Z
z2R
dz
z2 D 8R D 4F0:
The rest of assertion (a) follows inmediately from these estimates.
Finally, we prove the item (c). We note first that in order to prove that
the application
v 2 XR! L; qv 2 XR;
is compact, for any  2 , it is enough to show that
v 2 XR! L; qv 2 YR
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is continuous, for any  2 , that is, that there exists a positive constant
c; q such that
L; qv2YR  C; qv2XR: (3.1)
Let v 2 XR. We note that
 gradxL; qvj2L2T 3 D
Z T
0
 gradxL; qvjtL2x<R3 :
On the other hand,
L; qvt D −
Z t
−1
U10 t − se−it−sqsvsds
D −
Z t
t−2R=b
U10 t − se−it−sqsvsds:
The last equality follows from the Huygens’principle, which is valid for the
free group U0t.
But since U0t is a unitary group with respect to the energy norm, we
have that
b2 gradxU10 tgj2L233  g2L233; (3.2)
for any g 2 L233 and j D 1; 2; 3:
Therefore,
 gradxL; qvj2L2T 3

Z T
0
Z t
t−2R=b
 gradxU10 t − se−it−sqsvsjL2x<R3 ds
2
dt
 b2
Z T
0
Z t
t−2R=b
e−it−sqsvsL233 ds
2
dt
 b2e2= 2R=b
Z T
0
Z t
t−2R=b
qsvsL2x<R3 ds
2
dt;
where we have extended v as 0 , outside the ball x  R.
By using the Holder inequality, it follows that
 gradxL; qvj2L2T 3
 b2e4R=b=   2R
b
Z T
0
Z t
t−2R=b
qsvs2L2x<R3 ds dt
 2bRTe4R=b= 
Z T
−2R=b
qsvs2L2x<R3 ds
 2bRT

2 C 2R
bT

e4R=b= 
Z T
0
qsvs2L2x<R3 ds;
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since qsvs has period T . From the fact that q is bounded, we obtain
that
 gradxL; qvj2L2T 3
 2bRT

2 C 2R
bT

e4R=b= q21
Z T
0
vs2L2x<R3 ds:
That is,
 gradxL; qvj2X  2bRT

2 C 2R
bT

e4R=b=   q21  v2X; (3.3)
for j D 1:2:3.
Next, we compute∥∥∥∥ ddt L; qv
∥∥∥∥2
L2T 3
D
Z T
0
∥∥∥∥ ddt

−
Z t
t−2R=b
U10 t − se−it−sqsvsds
∥∥∥∥2
L2x<R3
dt
D
Z T
0
∥∥∥∥−qtvt − Z t
t−2R=b
d
dt
U10 t − sqsvse−it−s ds
C i
Z t
t−2R=b
U10 t − se−it−sqsvsds
∥∥∥∥2
L2x<R3
dt:
We note that, in computing the derivative, the integrand, evaluated in the
lower limit, is 0, because of the Huygens’ principle.
We proceed now estimating each of these integrals. For the first one, we
have Z T
0
qtvt2L2x<R3 dt  q21v2XR: (3.4)
Also, by using the properties of the free group, we obtain∥∥∥∥ ddt U10 t − sqsvs
∥∥∥∥2
L2x<R3
 U0t − s0; qsvs2
D 0; qsvs2
D qsvs2L233
D qsvs2L2x<R3 :
Hence,∥∥∥∥ ddt U10 t − sqsvs
∥∥∥∥2
L2x<R3
 q21vs2L2x<R3 : (3.5)
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Finally, by using the Holder inequality,∥∥∥∥i Z t
t−2R=b
U10 t − se−it−sqsvsds
∥∥∥∥2
L2x<R3
  2e4R=b= 
Z t
t−2R=b
U10 t − sqsvsL2x<R3 ds
2
  2e4R=b=  2R
b
Z t
t− 2Rb
U10 t − sqsvs2L2x<R3 ds
 2R
b
 2e4R=b= 
Z t
t−2R=b
Cqsvs2L2x<R3 ds
 2RC
b
 2e4R=b= q21
Z t
t−2R=b
vsL2x<R3 ds;
where C D CR is a constant for whichZ
3
U10 t0; gx2 dx  C
Z
x<R
gx2 dx;
for any g 2 L233 with support contained in x < R. Thus,∥∥∥∥i Z t
t−2R=b
U10 t − se−it−sqsvsds
∥∥∥∥2
L2x<R3
 2RC
b
 2e4R=b= q21
Z t
t−2R=b
vs2L2x<R3 ds: (3.6)
By using the last three estimates, we obtain∥∥∥∥ ddt L; qv2
∥∥∥∥2
L2T 3
 3q21v2X C 3
Z T
0
Z t
t−2R=b
q21vs2L2x<R3 ds dt
C 3
Z T
0
2RC
b
 2e4R=b=q21
Z t
t−2R=b
vs2L2x<R3 ds dt
D 3q21

v2X C

1C 2RC
b
 2e4R=b= 


Z T
0
Z t
t−2R=b
vs2L2x<R3 ds dt

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 3q21

v2X C

1C 2RC
b
 2e4R=b= 


Z T
0
Z T
−2R=b
vs2L2x<R3 ds dt

 3q21

v2X C

1C 2RC
b
 2e4R=b= 

T

2 C 2R
bT


Z T
0
vs2L23 ds

:
In other words, if c D 31C 1C 2RC=b 2e4R=b= 2T C 2R=b;
then ∥∥∥∥ ddt L; qv
∥∥∥∥2
L2T 3
 cq21  v2X: (3.7)
Next, we estimate the norm of L; q.
L; qv2L2T 3
D
Z T
0
L; qvt2L2x<R3 dt
D
Z T
0
∥∥∥∥− Z t
t−2R=b
U10 t − se−it−sqsvsds
∥∥∥∥2
L2x<R3
dt
 e4R=b= 
Z T
0
Z T
t−2R=b
U10 t − sqsvsL2x<R3 ds
2
dt
 e4R=b= 
Z T
0
2R
b
Z t
t−2R=b
U10 t − sqsvs2L2x<R3 ds dt
 e4R=b=  2R
b
C
Z T
0
Z T
−2R=b
q21vs2L2x<R3 ds dt
 2RC
b
e4R=b= T

2 C 2R
bT

q21
Z T
0
vs2L2x<R3 ds:
From (3.6) and (3.7), it follows that
L; qv2L2T 3  C1q
2
1v2X; (3.8)
where C1 D 2RC=b2T C 2R=be4R=b= .
Therefore, L; qv 2 Y D H1T 3 and (3.1) is verified, where
C; q D

2bRT

2T C 2R
b

e4R=b= C C C C1

q21
D QCq21: (3.9)
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Finally, we observe that, in the case in which = is negative, we can use
C1 D 2RC=b2T C 2R=b, thus concluding the proof of item (c).
Next, we establish some result of continuity of the operator L, with re-
spect to the perturbation q and other parameters.
Proposition 3.2. Let us consider the metric space QR consisiting of all
functions qx; t which have compact support in the x--variable, contained in
the ball BR; with distance given by
dq1; q2 D q1 − q21 D sup
3
q1x; t − q2x; t:
Also, let KR be the set of all compact operators on XR, with the usual operator
norm.
(a) Suppose that ql 2 QR depends on a parameter l and that the func-
tion
l 2 ! ql 2 QR;
is continuous. Then, the application
; l 2   ! L; ql 2 KR
is continuous.
(b) Let q 2 Q be constant in time, q D qx.Then, the application
; a 2   b;1 ! L; a; q 2 K
is continuous, where a  b > 0 are the coefficients of Eq. (1) and K is the
set of all compact operators on X, with the operator norm.
Proof. Let us denote L; l as the corresponding operator associated
to ql. We note that we are assuming that all ql have the same time period T .
Clearly,
L; lv−L; l0vt D −
Z t
t−2R=b
U10 t − se−it−sqls − ql0 svsds:
We now use the estimate (3.1) and the fact that the embedding Y ! X is
compact to conclude that
L; l − L; l0v2X  const L; l − L; l0v2Y
 constC; ql − ql0 v2X;
where the constant C; q is given by (3.9). Hence,
L; l − L; l0K  QCql − ql0 21;
which proves the assertion (a).The proof of (b) follows from the fact that
the kernel of the operator L; q is jointly continuous in the variables
; q, for 0 < b  a.
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4. ESTIMATES ON L; q: THE GENERAL CASE
Here, we work with a general perturbation q D qx; t 2 Q. Let LR; q
be the operator defined on X as
LR; qvx; t D
Z
yR
Kx; y; t; vdy; v 2 X:
Lemma 4.1. Suppose that = < b=2. Then, the operator LR; q con-
verges uniformly to L; q, as R tends to 1.
Proof. Given v 2 X, we have that
L; qv − LR; q2X D
∥∥∥∥ZyR Kx; y; t; vdy
∥∥∥∥2
X
D
Z T
0
Z
3
ZyR Kx; y; t; vdy
2xdxdt:
But, from the definition of the kernel Kx; y; t; v, it follows that
4Kx; y; t; v  e
==axy 
a2x− y
qvy; t − x− ya

C 2e
==bx−y
b2x− y
qvy; t − x− yb

C e
kx−y
bx− y2
Z b−1x−y
a−1x−y
4qvy; t − rdr;
where k is as in item (a) of Proposition 2.1. Hence,
L; qv − LR; qv2X

Z T
0
Z
3
3
Z
yR
e==ax−y
4a2x− yy

vy; t − x− ya
dy2xdxdt
C
Z T
0
Z
3
3
Z
y
e==bx−y
2b2x− yy

vy; t − x− yb
dy2xdxdt
C
Z T
0
Z
3
3
Z
y
ekx−y
bx− y2

Z b−1x−y
a−1x−y
yvy; t − rdr dy
2
xdxdt:
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We now proceed to estimate each of these integrals. First, by the Holder
inequality,Z T
0
Z
3
3
Z
yR
e==ax−y
4a2x− yy
vy; t − x− ya
dy2xdxdt
 3
Z T
0
Z
3
x
Z
yR
e2==ax−y
162a4x− y2ydy


Z
yR
vy; t − x− ya
2ydydxdt
D 3
Z
3
x
Z
yR
e2==ax−y
162a4x− y2ydy

Z T
0
Z
yR
vy; t − x− ya
2ydy dtdx
 3v2X
Z
3
Z
yR
e2==ax−y
162a4x− y2yxdy dx:
Here we have used the fact that v is time periodic, with period T and
therefore,Z T
0
Z
yR
vy; t − x− ya
2ydy dt
D
Z
yR
Z T−x−y=a
−x−y=a
vy; s2yds dy 
Z T
0
Z
3
vy; s2ydy ds
D v2X:
Similarly, the second term verifies
3
Z T
0
Z
3
Z
yR
e==bx−y
2b2x− yy
vy; t − x− yb
dy2xdxdt
 3v2X
Z
3
Z
yR
e2==ax−y
42b4x− y2yxdy dx:
Finally, again by the Holder inequality,
3
Z T
0
Z
3
x
Z
yR
ekx−y
bx− y2
Z b−1x−y
a−1x−y
yvy; t − rdr dy
2
dxdt


1
b
− 1
a
 Z
3
Z T
0
vy; s2yds dy D

1
b
− 1
a

v2X:
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We conclude that there exists a positive constant C, which is independent
of R such that
L; qv − LR; qv2X  Cv2X
Z
3
Z
yR
e2kx−y
x− y2yxdy dx;
where
k D
8>><>>:
=
b
for =  0
=
a
for = < 0:
The proof concludes by noting thatZ
3
Z
yR
e2kx−y
x− y2yxdy dx

Z
3
Z
yR
M2
e2kx−y
x− y2 e
−xCy dy dx
M2C; k
Z 1
R
r2e2k−r dr;
where C; k is a positive constant which depends only on  and k, where
k < =2. In fact, the last integral converges to 0, as R converges to 1.
Proposition 4.1. Let q 2 Q. Then L; q is a compact operator on the
space X that depends analytically on  , for  2  with = < b=2. Moreover,
the estimates on the norm of L; q, given in Proposition 3.1(b), remain valid.
Proof. Again, the analyticity is immediate.
Given q 2 Q, R > 0, and t 2 , we define the function
q1x; t D
(
qx; t for x < R
0 for x  R
Then q1 has compact support and by Proposition 3.1(c), the operator
L; q1, acting on X D L2T 3, is compact.
On the other hand, by (2.9),
L; q1vx; t D
Z
3
Kx; y; t; vdy
D
Z
yR
Kx; y; t; vdy
D LR; qvx; t;
for any complex number  and v 2 L2perx < R  0; T 3.
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But, since the projection
: L2per3  0; T ; xdxdt3 ! L2perx < R  0; T 3
is continuous, the operator LR; q, acting on L2per3  0; T ;
xdxdt3, is compact, for any R > 0.
By Lemma 4.1, it follows that L; q, acting on X, is also compact,
for = < b=2. Finally, the estimates on L; q are obtained as in
Lemma 4.1.
5. RESONANCES
The discussion of the resonances for the system of the elastic wave equa-
tion can be formulated in terms of the spectral theory for the compact
operators L; q. This approach was used for instance in [4], in the case
of the wave equation.
Lemma 5.1. A complex number  is a resonance for q 2 Q if and only if
1 is an eigenvalue of the operator L; q.
Proof. The proof of this lemma is analogous to the case of the wave
equation. See [4].
5.1. Location of the Resonances. In this subsection, we obtain some re-
sults about the number and location of resonances in the complex plane.
Theorem 5.1. If q satisfies the conditions of part (a) in Proposition 3.1
then the set of resonances is discrete. Furthermore, there is a constant 0 D
0C;M;R such that there are no resonances in the region = < 0. If the
constants C;M;R satisfy the relation
2C2M2R4 < 3; (5.1)
then 0 > 0, and we obtain a pole-free band on the upper half plane that
contains the real axis.
Proof. Let 0 2  be such that C2M2R3Fk < 3 for all  2  with
= < 0, where k is as in Proposition 2.1. This is possible because Fk is
continuous and limk!−1 Fk D 0.
From the estimates on Proposition 3.1 it follows that L; q − I is
invertible for = < 0. By Steinberg’s theorem [15, 16] it follows that
L; q − I−1 is meromorphic on . By Lemma 5.1, we can conclude
that the resonances are discrete on  and they are located on the region
=  0. Moreover, if the relation (5.1) is satisfied, then by the continuity
of F and the fact that F0 D 2R, we obtain that there is 0 > 0 such that
L; q − I is invertible, for = < 0.
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Corollary 5.1. (1) Let A be a positive constant and 0   < 1=2. If
M D A=R1C and R converges to 0, then 0 tends to infinity.
(2) Let M and R be fixed constants and a > b. Suppose that b!C1.
Then 0 tends to C1.
Proof. These results follow using the estimate in Propostion 3.1(a), and
the fact that C D Ca; b approaches 0, when b tends to C1.
Theorem 5.2. If q satisfies the conditions of part (b) in Proposition 3.1,
then there are two real constants 0 and 1 such that the following three
statements hold.
(1) 1  b=2.
(2) The set of resonances in the band 0  =  1 is discrete.
(3) The set of resonances is empty if = < 0.
Furthermore, if 2 > 2CM , then 0 > 0 and we get a pole-free band on the
upper half plane that contains the real axis. If qx also satisfies qx 
Me−x
1C
, for some  > 0, then we can take 1 to be C1.
Proof. The proof follows directly from the corresponding estimates in
Proposition 3.1 and the arguments used in Theorem 5.1.
Theorem 5.3. If q satisfies the conditions of part (c) in Proposition 3.1,
then the set of resonances is discrete. Furthermore, if Cq D 1C q1, then the
set of resonances in the half plane = < −Cq is empty.
If R or q1 is sufficiently small, then there is 0 > 0 such that there are
no resonances in = < 0 and in this case we also obtain a pole--free band,
on the half plane =  0.
Proof. From Proposition 3.1 it follows that L; q is a compact opera-
tor, for every  2 . If  is a resonance with = < −Cq, and ux; t is an
outgoing solution of the system (1.1), then by Lemma 2.2,
Ut D −
Z t
−1
U0t − sQsUsds;
where Ut D u; ut.
If we set V t D e−itUt, we have that V t satisfies
V t D −e−it
Z t
−1
U0t − sQseisV sds:
Since ux; t is a solution of (1.1), we obtain that Ut D Ut; sUs and
therefore
V t D e−itUt; t 0eit 0V t 0:
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Using the fact that V t is periodic with period T , we obtain
V t D V t C T  D e−itCT Ut C T; t 0eit 0V t 0
and taking t 0 D T , it follows that
V t D e−itCT Ut; 0eiT V T :
Finally, if we take t D T ,we obtain
eiT V T  D UT; 0V T 
and therefore,
eCqT < e−=T D eiT   UT; 0:
But by Lemma 2.1, UT; 0  eCqT , thus obtaining a contradiction.
5.2. Dependence on Parameters. The system of elastic wave equations
already involves two parameters, the constants a and b. The next theo-
rem gives a result on continuous dependence of the resonances on these
numbers and other parameters related with the perturbation.
Theorem 5.4. Let b > 0 be fixed. If for some a0  b there are resonances,
then there are also resonances for a > a0, and they depend continuously on a.
If ql 2 QR depends continuously on a parameter l, then the resonances
also depend continuously on l.
If 0l0 is a resonance for ql0 , then for ql with l close to l0 there exists
a resonance l. Moreover, the resonances form a continuous curve on the
complex plane through 0l0.
Proof. If follows from items (a) and (b) of Proposition 3.2, and an ap-
plication of Steinberg’s theorem.
Finally we present a result that actually warranties the existence of reso-
nances for the elastic wave system.
Theorem 5.5. Assume that both q D qx and q1 D q1x; t belong to Q
and have compact support contained in the ball BR. Assume furthermore that
qx  0 and that qx > 0 on a set of positive Lebesgue measure.
Let qlx; t D qx C lq1x; t.
Then, for every l 2 , the set of resonances for ql is infinite and discrete.
If we also have that l and a − b are small enough, then there are reso-
nances close to the imaginary axis.
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Proof. We use the fact that under the hypothesis on qx, the the scalar
wave equation,
1!− k2! D qx
b2
! (5.2)
has an infinite discrete set of resonances on the imaginary axis (see [4]).
If ik, with k 2 , is such a resonance, then there exist a nontrivial out-
going solution v D vx: 3 !  of
1v − k2v D qx
b2
v:
Therefore, vx is a nontrivial outgoing solution of
b21v − b2k2v D qxv; x 2 3:
Therefore, ikb is a resonance for the perturbation qx, associated with the
system (1) in the case a D a0 D b.
In other words, in the case when a D b, the elastic wave system with
perturbation qx has an infinite discrete set of resonances on the imaginary
axis. By the continuous dependence on the parameters a and b , it follows
that when a > b > 0, there is also an infinite number of resonances.
In addition, if a− b > 0 is small then infinitely many of these resonances
are close to the imaginary axis. Using again the continuous dependence on
parameters, we conclude that for every l 2 , there is an infinite number
of resonances for qlx; t and if l is close to zero, then many of them are
close to the imaginary axis.
Remark 1. The last result uses the correspondent existence of an infinite
number of resonances for the scalar wave equation. There are other results
of existence of resonances for more general perturbations. For instance, in
[14] , the authors work with super exponentially decaying potentials and also
obtain the existence of infinitely many resonances. The proof of Theorem
5.5 can be also extended to this case.
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