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Abstract
Developing upon the ideas of ref. [6], it is shown how the theory of classical W alge-
bras can be formulated on a higher genus Riemann surface in the spirit of Krichever and
Novikov. The basic geometric object is the Drinfeld–Sokolov principal bundle L associated
to a simple complex Lie group G equipped with an SL(2,C) subgroup S, whose proper-
ties are studied in detail. On a multipunctured Riemann surface, the Drinfeld–Sokolov–
Krichever–Novikov spaces are defined, as a generalization of the customary Krichever–
Novikov spaces, their properties are analyzed and standard bases are written down. Fi-
nally, a WZWN chiral phase space based on the principal bundle L with a KM type Poisson
structure is introduced and, by the usual procedure of imposing first class constraints and
gauge fixing, a classicalW algebra is produced. The compatibility of the construction with
the global geometric data is highlighted.
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1. Introduction
During the last few years, a large body of literature has been devoted to the study
of W algebras and to the understanding of their field theoretic realizations. Originally
introduced as higher spin extensions of the Virasoro algebra, they were later shown to
appear naturally in several contexts, such as cosets of affine Lie algebras, gauged WZWN
models, Toda field theory, reductions of the KP hierarchy and, more recently, random
matrix models, string theory and 2d quantum gravity (see ref. [1] for a comprehensive
review of the subject and extensive referencing).
While the local properties of W algebras have been the object of extensive study,
a comparatively modest effort has been made in the analysis of their global properties
so far [2–5]. The present paper, developing upon and expanding an earlier work [6], is
a contribution in such direction. The approach adopted is inspired on one hand by the
seminal work of Krichever and Novikov [7], which relies on the classical theory of Riemann
surfaces and holomorphic bundles thereupon, and on the other by the equally seminal
work of Drinfeld and Sokolov [8] and by the techniques of refs. [9–13], which use the
theory of Poisson manifolds and their reductions. Below, I shall provide a brief account of
standard results about Toda field theory and W algebras to introduce the basic concepts
and motivate the technical analysis presented in later sections (see also ref. [14] for a
review).
The Toda field equations can be put in the form of a zero curvature condition for a
connection C satisfying a certain grading constraint. This allows for the integrability of
the Toda equations, a well established result [15]. It also hints to its geometrical nature
which indeed is describable in the language of the theory of holomorphic principal bundles.
The basic algebraic structure of Toda equations is a simple complex Lie group G with
an SL(2,C) subgroup S with Lie algebras g and s, respectively. g is equipped with an
antiinvolution, denoted by †, defining a compact real form of g and leaving s invariant.
s has standard generators t−1, t0, t+1 satisfying [t+1, t−1] = 2t0, [t0, t±1] = ±t±1 and
td
† = t−d. To t0, there is associated a halfinteger gradation of g.
On a Riemann surface Σ of higher genus with holomorphic canonical line bundle k,
one can define a holomorphic G–bundle L0, called the Drinfeld–Sokolov bundle in ref. [4],
by
L0ab = k
−t0
ab, (1.1)
where a and b are coordinate labels.
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The Toda field equations on the Riemann surface Σ are the zero curvature condition
for the connection C = dzC + dz¯C∗ of L0 given by
C = ∂eφe−φ − ∂ ln gt0 + (1/2)t+1, (1.2a)
C∗ = 2eadφt−1g, (1.2b)
where the Toda field φ is a section of L0 such that φ† = φ and [t0, φ] = 0 and g is a metric
of Σ compatible with its holomorphic structure. Explicitly,
∂¯(∂eφe−φ)− ∂¯∂ ln gt0 + [t+1, e
adφt−1]g = 0. (1.3)
As shown in ref. [5], this is just Hitchin’s selfduality equation for the Higgs pair (L0,Ω),
where Ω = 1
2
t+1 and the unitary connection is that of the Hermitian metric of L
0 given
by eφg−t0 .
Let G− be the negative graded subgroup of G. One can show that, on any coordinate
patch, there exists a G− valued smooth solution γ of the equation
γ−1∂¯γ + 2eadφt−1g = 0 (1.4)
such that on two overlapping coordinate domains
γa = LabγbL
0
ab
−1, (1.5)
where L is the holomorphic G–bundle defined by
Lab = L
0
ab exp(∂akab
−1t−1). (1.6)
A proof of this theorem for G = SL(n,C) was given in ref. [5] but the result holds in
general. The integrability of eq. (1.4) requires crucially the use of Toda equation (1.3).
The solution is however non unique. L was called Drinfeld–Sokolov bundle in ref. [6]. In
fact, L0 and L are distinct holomorphic forms of the same smooth G–bundle. However,
while L0 has no flat form, L does. Hence, L admits a holomorphic connection.
A holomorphic connection J of the bundle L can be obtained directly from the Toda
connection C by a ‘gauge transformation’ γ satisfying (1.4). Eq. (1.4) is indeed equivalent
to the vanishing of (0, 1) component of J = dzJ + dz¯J∗:
J = AdγC + ∂γγ−1 = Adγ
(
∂eφe−φ − ∂ ln gt0 + (1/2)t+1) + ∂γγ
−1, (1.7a)
J∗ = AdγC∗ + ∂¯γγ−1 = 0. (1.7b)
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The zero curvature condition, equivalent to Toda equations, now reads simply
∂¯J = 0. (1.8)
In fact, J is the WZWN current and is given by
J = ∂hh−1, h = γeφg−t0Sγ′†S−1, (1.9)
where γ′ is a solution of (1.4), not necessarily equal to γ, and S = eiπt0 . Since the G–
bundle L has a large holomorphic gauge group, it is possible to choose γ in such a way
that the current J in (1.7a) is of the form
J = (1/2)t+1 −Rt−1 +W, adt−1W = 0, (1.10)
where R is a background holomorphic projective connection.
The above discussion shows that, in the present geometrical setting, the space of
chiral WZWN currents is to be identified with the affine space of holomorphic connections
of the holomorphic G–bundle L. The chiral currents belonging to Toda field theory span
a subspace of such space, which is, up to holomorphic gauge equivalence, the one defined
by the constraint (1.10).
The canonical Poisson structure of Toda field theory induces a Poisson structure on
the space of the Toda connection J of the form (1.10), which, as a consequence, obey
a classical W algebra [16]. In ref. [9–10], it was shown that Toda field theory can be
formulated as a conformally invariant Hamiltonian reduction of WZWN theory and that
the classical W algebra structure can be recovered in this way. This is also the point of
view adopted in this paper.
Following ref. [7], the twice punctured Riemann surface Σ \ {P−, P+} obtained from
Σ by removing two points P− and P+ in general position is considered, generalizing the
customary cylindrical setting. The appropriate WZWN phase space consists in the affine
space of meromorphic connections of the bundle L holomorphic off P− and P+ equipped
with a suitable Poisson structure of Kac–Moody type. Then, following ref. [10], the
WZWN phase space is reduced by imposing first class constraints compatible with the
conformal symmetry and gauge fixing. A classical W algebra is yielded in this way.
The plan of the paper is as follows. In sect. 2, a brief account of the basic properties
of sl(2,C) embeddings into simple complex Lie algebras used in the sequel is given. In
sect. 3, a systematic study of the Drinfeld–Sokolov bundle is carried out. Sect. 4 contains
the basic notions of Krichever–Novikov theory and the illustration of their generalization
in the present context. Finally, in sects. 5, 6 and 7, the theory of the WZWN phase space
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and its reduction is presented, the properties of the reduced phase space are studied and
the emergence a classical W algebra is shown.
2. sl(2,C) embeddings into simple complex Lie algebras
In this section, I shall briefly expound the main results on the theory of sl(2,C)
embeddings into simple complex Lie algebras which will be frequently relied upon in the
following. A classic treatment of the subject is provided by ref. [17].
Remark. In this section, g is a simple complex Lie algebra. s is an sl(2,C) subalgebra
of g. cs is the centralizer of s in g.
Theorem 2.1. g is completely reducible under ads.
Proof. In fact, since s is a simple algebra, g is completely reducible under ads, by
Weyl’s theorem (th. 8, ch. III of ref. [18]).
The non triviality of cs measures the degeneracy of the spectrum of sl(2,C) irreducible
representations in the reduction.
Let us denote by Π the set of the representations of sl(2,C) appearing in the reduction
of g by ads, each counted with its multiplicity, by jη ∈ Z/2 the spin of a representation
η ∈ Π and by Iη the set {m|m ∈ Z/2, |m| ≤ jη, jη − m ∈ Z}. Let us further set j∗ =
max{jη|η ∈ Π}. Since ads acts irreducibly on s, there is a distinguished representation Π
corresponding to s, which will be denoted by o.
Theorem 2.2. s has a set of generators td, d = −1, 0, +1, satisfying the relations
[t+1, t−1] = 2t0, [t0, t±1] = ±t±1. (2.1)
Associated to these, there is a set {tη,m|η ∈ Π, m ∈ Iη} of generators of g such that
[td, tη,m] = C
d
jη,m
tη,m+d, d = −1, 0,+1, (2.2a)
C±1j,m = [j(j + 1)−m(m± 1)]
1
2 , C0j,m = m. (2.2b)
The Lie brackets of the tη,m have the following form
[tη,m, tζ,n] =
∑
ξ∈Π,k∈Iξ
Fη,ζ
ξ(jη, m; jζ , n|jξ, k)tξ,k, (2.3)
where (j1, m1; j2, m2|j3, m3) is a Clebsch–Gordan coefficient and the Fη,ζ
ξ are constants
depending only on the sl(2,C) embedding s and enjoying the following properties. Fξ,η
ζ
vanishes unless |jξ − jη| ≤ jζ ≤ jξ + jη and jξ + jη − jζ ∈ Z. Further, for any ξ, η, ζ ∈ Π,
Fξ,η
ζ = −(−1)jξ+jη−jζFη,ξ
ζ (2.4)
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and, for any ξ, η, ζ, λ ∈ Π and any j ∈ Z/2, j ≥ 0 with |jξ − jη| ≤ j ≤ jξ + jη and
jξ + jη − j ∈ Z,∑
µ∈Π
{
Fξ,η
µFµ,ζ
λδjµ,j+Fζ,ξ
µFµ,η
λΩ(jξ, jη, jζ , jλ; j, jµ)
+Fη,ζ
µFµ,ξ
λΩ(jη, jζ , jξ, jλ; jµ, j)
}
= 0, (2.5)
where Ω(j1, j2, j3, j4; j5, j6) = (−1)
j3+j5−j4(2j5 + 1)
1
2 (2j6 + 1)
1
2W (j1, j2, j3, j4; j5, j6) and
W (j1, j2, j3, j4; j5, j6) is a Racah–Wigner function [19]. Finally, one has
to,±1 = ∓2
− 12 t±1, to,0 = t0, (2.6)
Fo,η
ζ = Fη,o
ζ = −δη,ζ [jη(jη + 1)]
1
2 (2.7)
Proof. (2.1) and (2.2) are standard results from the representation theory of sl(2,C)
[18–19]. Let [tη,m, tζ,n] =
∑
ξ∈Π,k∈Iξ
Fη,m;ζ,n
ξ,ktξ,k, where the Fη,m;ζ,n
ξ,k are structure
constants. From the Jacobi identity for the triple of generators td, tη,m, tζ,n, one gets
C−djξ,kFη,m;ζ,n
ξ,k−d − Cdjη,mFη,m+d;ζ,n
ξ,k − Cdjζ ,nFη,m;ζ,n+d
ξ,k = 0, d = −1, 0,+1. (2.8)
For fixed ξ, η, ζ ∈ Π, such relations have the same form as the recurrence relation of the
Clebsch–Gordan coefficients. This yields (2.3). (2.4) and (2.5) follow from the antisym-
metry and the Jacobi identity of the Lie brackets and from well-known properties of the
Clebsch–Gordan coefficients: (j2, m2; j1, m1|j3, m3) = (−1)
j1+j2−j3(j1, m1; j2, m2|j3, m3);
(j1, m1; j2, m2|j12, m1 + m2)(j12, m1 + m2; j3, m3|j4, m4) =
∑
j23
(j2, m2; j3, m3|j23, m2 +
m3)(j1, m1; j23, m2 + m3|j4, m4)(2j12 + 1)
1
2 (2j23 + 1)
1
2W (j1, j2, j4, j3; j12, j23) [19]. (2.6)
follows from comparing (2.1) and (2.2). (2.7) follows (2.6) and from comparing (2.3) and
(2.2).
Denote by (·, ·) the Cartan–Killing form of g.
Theorem 2.3. One has
(t+1, t−1) = 2(t0, t0). (2.9)
For each representation η ∈ Π, there is a conjugate representation η¯ such that jη = jη¯.
Further η¯ = η and η¯ = η if and only if jη ∈ Z. Moreover, for η, ζ ∈ Π, m ∈ Iη and n ∈ Iζ
(
tη,m, tζ,n
)
= Nηδη,ζ¯(−1)
jη−mδm,−n, (2.10a)
where Nη is a normalization constant such that
Nη¯ = (−1)
2jηNη. (2.10b)
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In particular, one has o = o¯ and
No = −(t0, t0). (2.11)
Proof. (2.9) follows easily from (2.1) and the ad invariance of the Cartan–Killing
form. For any homogeneous polynomial P of degree p in adtd, d = −1, 0, +1, one
has (Px, y) + (−1)p(x, Py) = 0 for all x, y ∈ g. Choosing P = adt0,
1
2 (adt−1adt+1 +
adt+1adt−1) + (adt0)
2 and x = tη,m and y = tζ,n, one finds
(tη,m, tζ,n) = Nη,ζ,mδjη,jζδm,−n. (2.12)
Choosing for P = adt+1 and x = tη,m−1 and y = tζ,−m and using (2.12), one finds further
Nη,ζ,m = Nη,ζ(−1)
jη−m. (2.13)
The non singularity of the Cartan–Killing form implies that the matrixNη,ζ is non singular.
From (2.12) and (2.13), it follows that
Nη,ζ = (−1)
2jηNζ,η, (2.14)
where jη = jζ . Hence, the matrix Nη,ζ is either symmetric or antisymmetric. By a
congruence, it can be put in the form of either diagonal matrix with non zero diagonal
entries or a direct sum of matrices of the form iσ2 with a non zero coefficient, respectively,
where σ2 is a Pauli matrix. In both cases, for each η ∈ Π there exists a unique η¯ ∈ Π such
that Nη,η¯ 6= 0. From here, (2.10) follows easily. The remaining statements are obvious.
Associated to the sl(2,C) subalgebra s of g, there is a halfinteger grading of g. For
any m ∈ Z/2, one sets gm =
⊕
η∈Π,m∈Iη
Ctη,m. This is just the eigenspace of adt0
with eigenvalue m. Note that, gm = 0 for |m| > j∗. One also introduces the subspaces
g<m =
⊕
k<m gk, g6=m =
⊕
k 6=m gk, etc..
It is readily seen that g0 is a subalgebra of g. For any m ∈ Z/2 with m > 0, g<−m
and g>m are nilpotent subalgebras of g. It can be verified that cs =
⊕
η∈Π,jη=0
Ctη,0. In
particular, cs is a subalgebra of g0. One also has the identity keradt± =
⊕
η∈ΠCtη,±jη .
For principal sl(2,C) embeddings, g0 is a Cartan subalgebra of g. Further, cs is trivial,
Π contains only integer spin representations of strictly positive spin with unit multiplicity.
This is non longer true for non principal sl(2,C) embeddings.
3. The Drinfeld–Sokolov holomorphic G bundle and its properties
This section is dedicated to the study of the main properties of the Drinfeld–Sokolov
(DS) bundle, which is the basic geometric object entering in the construction of classical
W algebras illustrated in sects. 5, 6 and 7. The analysis developed below envisages only
the local properties of SL(2,C) embeddings into simple complex Lie groups and, thus, is
amenable by the Lie algebraic methods developed in sect. 2.
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Remark. Throughout this section, the following assumptions are made. Σ is a com-
pact connected Riemann surface without boundary of genus ℓ ≥ 2. k⊗
1
2 is a fixed theta
characteristic. h is a fixed element of Z/2. G is a connected simple complex Lie group. S
is an SL(2,C) subgroup of G.
Recall that k⊗
1
2⊗2 = k, where k is the holomorphic canonical 1–cocycle of Σ defined
by kab = ∂azb.
I denote by z the generic holomorphic coordinate of Σ and by ∂ the operator ∂/∂z. I
further use lower Latin indices a, b, c, ... as labels for different coordinates. Further, k⊗h is
short for k⊗
1
2⊗2h. For any holomorphic 1–cocycle K on Σ representing some holomorphic
bundle on Σ and any non empty open set U of Σ, I denote by Γ(U,O(K)) and Γ(U,M(K))
the spaces of holomorphic and meromorphic sections of K on U , respectively. Finally, I
denote by exp the exponential map of G and by CS the centralizer of S in G.
1. The DS holomorphic G–bundle L
Definition 3.1. Let t−1, t0, t+1 be the standard generators of s. For any two over-
lapping coordinate domains, one sets
Lab = exp(−2 ln k
⊗ 12 abt0) exp(∂akab
−1t−1), (3.1)
where exp is the exponential map of G.
Theorem 3.1. L = {Lab} is a holomorphic G–valued 1–cocycle on Σ. It thus defines
a holomorphic G–bundle canonically associated to the pair (G, S).
Proof. One has exp(4πit0) = 1. Further, k
⊗ 12 is a holomorphic 1–cocycle on Σ.
From these facts, it is easily checked that {exp(−2 ln k⊗
1
2 abt0)} is a holomorphic G–valued
1–cocycle on Σ. Using (2.1), it is then straightforward to verify that {Lab}, also, is a
holomorphic G–valued 1–cocycle on Σ.
L will be called the DS bundle [4,6,20].
In application to classical W algebras, the relevant 1–cocycles are of the form k⊗h ⊗
AdL, where h ∈ Z/2. Below, I shall carry out a systematic study of them.
2. Generalities on Γ(Σ,M(k⊗h ⊗ AdL))
Let Φ ∈ Γ(Σ,M(k⊗h ⊗AdL)). Φ can be expanded in the basis {tη,m|η ∈ Π, m ∈ Iη}
of g canonically associated to its sl(2,C) subalgebra s, obtaining
Φa =
∑
η∈Π,m∈Iη
Φη,matη,m, (3.2)
where the Φη,ma are certain meromorphic functions.
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Theorem 3.2. For any Φ ∈ Γ(Σ,M(k⊗h ⊗ AdL)), one has
Φη,ma = k
⊗h
ab
∑
n∈Iη
L(η)abm
nΦη,nb, (3.3)
where L(η) = {L(η)ab} is the holomorphic SL(2jη + 1,C)–valued 1–cocycle
L(η)abm
n =
1
(n−m)!
( ∏
r∈N,1≤r≤n−m
C+1jη,n−r
)
k⊗−mab(∂akab
−1)n−m, m, n ∈ Iη, m ≤ n,
(3.4a)
L(η)abm
n = 0, m, n ∈ Iη, m > n, (3.4b)
where Cdj,k is given by (2.2b).
Proof. This follows easily from substituting the expansion (3.2) into the relation
Φa = k
⊗h
abAdLabΦb and then using (2.2). The calculation is straightforward.
The following technical theorem will be of crucial importance in the following treat-
ment.
Recall that a projective connection R is a holomorphic 0–cochain {Ra} such that
Ra = kab
2(Rb − {za, zb}), where {za, zb} = ∂b
2 ln ∂bza −
1
2(∂b ln∂bza)
2 is the Schwarzian.
Theorem 3.3. Let R be a holomorphic projective connection. Let η ∈ Π and µ ∈ Iη
with either µ < h or µ ≥ jη + 2h. Let φ ∈ Γ(Σ,M(k
⊗h−µ)). Then, there exists a unique
element Φ ∈ Γ(Σ,M(k⊗h ⊗AdL)) such that
Φη,m = φδµ,m, m ∈ Iη, m ≥ µ, (3.5a)
Φη,m =
C+1jη,m
gµ−h,m−h
(
∂Φη,m+1 + C
+1
jη,m+1
RΦη,m+2
)
, m ∈ Iη, m < µ, (3.5b)
Φζ,n = 0, ζ ∈ Π, ζ 6= η, n ∈ Iζ , (3.5c)
where gx,y =
1
2
(x(x + 1) − y(y + 1)). Φ depends linearly on φ. Moreover, if φ ∈
Γ(Σ,O(k⊗h−µ)), then Φ ∈ Γ(Σ,O(k⊗h ⊗AdL)).
Proof. gµ−h,m−h vanishes for m = µ,−µ+ 2h− 1. So, gµ−h,m−h will vanish for some
m ∈ Iη with m < µ if −jη ≤ −µ+ 2h− 1 < µ, i. e. −
1
2 + h < µ ≤ jη + 2h− 1. The latter
relation, however, cannot be fulfilled by the assumptions made on µ. Hence, gµ−h,m−h 6= 0
in the range of m values indicated. Further, (3.5b) provides a recurrence relation for the
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components Φη,m with m ≤ µ with (3.5a) as initial condition. This allows the unique
determination of all Φη,m in terms of φ, R and their derivatives. It is also apparent that
Φη,m is meromorphic. To complete the proof, one has only to show that the Φη,m, as
determined by (3.5b), glue according to (3.3) with L(η) given by (3.4). The verification is
trivial for m ≥ µ. To show that the statement is true also for m < µ, one proceeds by
induction. Suppose that one has been able to show that the Φη,n glue according to (3.3)
for n ∈ Iη with m ≤ n, where m ∈ Iη with −jη < m ≤ µ. By using this information, let
us show that Φη,m−1, also, glues according to (3.3). Now, since m−1 ∈ Iη and m−1 < µ,
one can use (3.5b). Using the inductive hypothesis and (3.5a) one computes
Φη,m−1a =
C+1jη,m−1
gµ−h,m−1−h
k⊗1+hab
{
− h∂akab
−1 ·
∑
n∈Iη,m≤n≤µ
L(η)abm
nΦη,nb
+
∑
n∈Iη,m≤n≤µ
∂bL
(η)
abm
nΦη,nb +
∑
n∈Iη,m−1≤n≤µ−1
(
gµ−h,n−h
C+1jη,n
)
L(η)abm
n+1Φη,nb
−Rb ·
∑
n∈Iη,m+1≤n≤µ
C+1jη,n−1L
(η)
abm
n−1Φη,nb
+ C+1jη,mkab(Rb − {za, zb}) ·
∑
n∈Iη,m+1≤n≤µ
L(η)abm+1
nΦη,nb
}
. (3.6)
Let us compute ∂bL
(η)
abm
n. To this end, one uses (3.4) and the identities kab
−1∂a
2kab
−1−
1
2 (∂akab
−1)2 = {za, zb} and C
+1
j,i−1
2 − C+1j,l
2 = (l + i)(l − i + 1), which follow easily from
the definition of the Schwarzian and from (2.2b), respectively. One finds
∂bL
(η)
abi
l = − (C+1jη,l/2)L
(η)
abi
l+1 + (C+1jη,i−1/2)kab
−1L(η)abi−1
l
+ C+1jη,ikab{za, zb}L
(η)
abi+1
l, i, l ∈ Iη, i ≤ l, (3.7)
where the first term vanishes for n = jη. From (3.4), it is straightforward to verify also
the identities
C+1jη,ikabL
(η)
abi+1
l = C+1jη,l−1L
(η)
abi
l−1, i, l ∈ Iη, i+ 1 ≤ l, (3.8)
C+1jη,i−1∂akab
−1L(η)abi
l = (l − i+ 1)kab
−1L(η)abi−1
l i, l ∈ Iη, i ≤ l. (3.9)
Using (3.7)–(3.9) in (3.6) and performing some simplifications, one obtains
Φη,m−1a =
C+1jη,m−1
gµ−h,m−1−h
k⊗1+hab
{ ∑
n∈Iη,m≤n≤µ
[
−
C+1jη,n
2
L(η)abm
n+1
+
(
− h
n −m+ 1
C+1jη,m−1
+
C+1jη,m−1
2
)
kab
−1L(η)abm−1
n
]
Φη,nb
+
∑
n∈Iη,m−1≤n≤µ−1
(
gµ−h,n−h
C+1jη,n
)
L(η)abm
n+1Φη,nb
}
. (3.10)
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Employing (3.8) to express L(η)abm
n+1 in terms of L(η)abm−1
n one gets, after a little
algebra,
Φη,m−1a = k
⊗h
ab
∑
n∈Iη,m−1≤n≤µ
L(η)abm−1
nΦη,nb. (3.11)
By induction the proof is completed. The remaining statements are obvious.
Definition 3.2. For R, η, µ and φ as in th. 3.3, let Fh,η,µ(φ|R) be the unique
element of Φ ∈ Γ(Σ,M(k⊗h ⊗AdL)) satisfying (3.5).
By explicit calculation, one finds
Fh,η,µ(φ|R)η,m = φδµ,m, m ∈ Iη, m ≥ µ, (3.12a)
Fh,η,µ(φ|R)η,m = Nh,η,µ,mDh,µ,µ−m(R)φ m ∈ Iη, m < µ, (3.12b)
where
Nh,η,µ,m =
∏
n∈Iη,m≤n≤µ−1
C+1jη,n
gµ−h,n−h
, (3.12c)
Dh,µ,1(R) = ∂,
Dh,µ,2(R) = ∂
2 + gµ−h,µ−h−1R,
Dh,µ,3(R) = ∂
3 + (gµ−h,µ−h−1 + gµ−h,µ−h−2)R∂ + gµ−h,µ−h−1(∂R),
Dh,µ,4(R) = ∂
4 + (gµ−h,µ−h−1 + gµ−h,µ−h−2 + gµ−h,µ−h−3)R∂
2
+(2gµ−h,µ−h−1 + gµ−h,µ−h−2)(∂R)∂ + gµ−h,µ−h−1
(
(∂2R) + gµ−h,µ−h−3R
2
)
etc.. (3.12d)
These operators provide non trivial generalizations of the standard Bol operators [21].
From the above, one deduces the following theorem.
For any w ∈ Z/2 such that w ≥ 0, let J(k⊗−w) denote the 2w–th jet extension
of k⊗−w, i. e. the holomorphic SL(2w + 1,C)–valued 1–cocycle defined by ∂a
mφa =∑2w
n=0 J(k
⊗−w)abm
n∂b
nφb, m = 0, 1, · · · , 2w for any φ ∈ Γ(Σ,M(k
⊗−w)).
Theorem 3.4. One has the direct sum decomposition
AdL ∼=
⊕
η∈Π
L(η). (3.13)
Further, for any η ∈ Π, one has the holomorphic equivalence
L(η) ∼= J(k⊗−jη ). (3.14)
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Proof. (3.13) follows from (3.3) and (3.4) directly. Choose a holomorphic projective
connection R. From (3.5), it is easily verified that, for any η ∈ Π, φ ∈ Γ(Σ,M(k⊗−jη))
and m ∈ Iη,
F0,η,jη(φ|R)η,m =
2jη∑
n=0
F (jη)(R)m
n∂nφ, (3.15)
where, for w ∈ Z/2 with w ≥ 0, F (w)(R) is a 2w + 1× 2w + 1 invertible lower triangular
matrix whose entries are differential polynomials in R. From (3.15), φ being arbitrary,
(3.14) follows.
3. Study of Γ(Σ,O(k⊗h ⊗ AdL))
Theorem 3.5. Let Φ ∈ Γ(Σ,O(k⊗h ⊗AdL)). Then, in the expansion (3.2), one has
Φη,m = 0, η ∈ Π, m ∈ Iη, m > h, (3.16a)
Φη,h = 0, η ∈ Π, h ∈ Iη, jη > −h. (3.16b)
Proof. From (3.3) and (3.4), it follows that, if Φη,m = 0 for m ∈ Iη, m > n with
n ∈ Iη, then Φη,n ∈ Γ(Σ,O(k
⊗h−n)). On the other hand, Γ(Σ,O(k⊗h−n)) = 0 if h <
n, from the Riemann-Roch theory [22]. From these properties, beginning with m = jη
and proceeding by induction, one can easily verify (3.16a). If h ∈ Iη, then, from (3.3),
(3.4) and (3.16a), it follows that Φη,h ∈ Γ(Σ,O(1)). Thus, Φη,h is a constant cη,h [22].
Using (3.3), (3.4) and (3.16a) once more, one finds that, when h > −jη, Φη,h−1a =
kab(Φη,h−1b − C
+1
jη,h−1
cη,h∂b ln kab). If cη,h were non zero, −(C
+1
jη,h−1
cη,h)
−1Φη,h−1 would
be a holomorphic connection of the canonical line bundle k. These are known not to exist
[22]. Hence, cη,h = 0.
Definition 3.3. For any w ∈ Z/2 with w ≥ 0, let {υ
(w)
i |i = 1, · · · , dw} be a basis of
Γ(Σ,O(k⊗w)). Further, let R be a holomorphic projective connection. For any η ∈ Π and
µ ∈ Iη with either µ < h or µ = h = −jη and any i = 1, · · · , dh−µ, set
Υ
(h)
η,µ,i(R) = Fh,η,µ
(
υ
(h−µ)
i |R
)
. (3.17)
Theorem 3.6. For any holomorphic projective connection R, the set {Υ
(h)
η,µ,i(R)|η ∈
Π, µ ∈ Iη with either µ < h or µ = h = −jη, i = 1, · · · , dh−µ} is a basis of Γ(Σ,O(k
⊗h ⊗
AdL)).
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Proof. Since υ
(h−µ)
i ∈ Γ(Σ,O(k
⊗h−µ)), Υ
(h)
η,µ,i(R) ∈ Γ(Σ,O(k
⊗h ⊗ AdL)) (cf. th.
3.3). For ν ∈ N ∪ {0}, let Φν ∈ Γ(Σ,O(k
⊗h ⊗ AdL)). Let Πν be the subset of Π such
that, for η ∈ Πν , Φν η,m 6= 0 for some m ∈ Iη. For any η ∈ Πν , let mν,η be the largest
value of m ∈ Iη such that Φν η,m 6= 0. By (3.16), either mν,η < h or mν,η = h = −jη.
From (3.3)–(3.4), it follows that φν,η ≡ Φν η,mν,η ∈ Γ(Σ,O(k
⊗h−mν,η )). Applying th. 3.3,
one can construct an element Fh,η,mν,η(φν,η|R) ∈ Γ(Σ,O(k
⊗h ⊗ AdL)) satisfying (3.5).
Set Φν+1 = Φν −
∑
η∈Πν
Fh,η,mν,η(φν,η|R). Clearly, Φν+1 ∈ Γ(Σ,O(k
⊗h ⊗ AdL)). It
is easily checked that Πν+1 ⊆ Πν and that, for η ∈ Πν+1, mν+1,η < mν,η. Using the
procedure outlined above, given any element Φ ∈ Γ(Σ,O(k⊗h ⊗AdL)), one can construct
a finite sequence Φ0,Φ1, · · · ,ΦN+1 of elements of Γ(Σ,O(k
⊗h⊗AdL)) and a finite sequence
Π0, Π1, · · · , ΠN+1 of subsets of Π such that Φ0 = Φ, ΦN+1 = 0 and ∅ = ΠN+1 ⊆ ΠN ⊆
· · · ⊆ Π0. In this way, one reaches the representation
Φ =
N∑
ν=0
∑
η∈Πν
Fh,η,mν,η(φν,η|R). (3.18)
From here, it is obvious that the Υ
(h)
η,µ,i(R) span Γ(Σ,O(k
⊗h ⊗ AdL)), since φν,η is ex-
pressible as a linear combination of the υ
(h−mν,η)
i . Suppose that
∑
η,µ,i cη,µ,iΥ
(h)
η,µ,i(R) = 0,
where cη,µ,i ∈ C. Then, one also has for each η ∈ Π,
∑
µ,i cη,µ,iΥ
(h)
η,µ,i(R)η,m = 0 for
m ∈ Iη. Let µ0,η be the largest value of µ in the summation range. Now, by (3.5a) and
(3.17), Υ
(h)
η,µ0,η,i
(R)η,µ0,η = υ
(h−µ0,η)
i . Since the υ
(h)
i are linearly independent cη,µ0η,i = 0
for all i. Let µ1,η the next to largest value of µ in the summation range. Proceeding as
above, one shows that cη,µ1,η,i = 0 for all i and so on.
Theorem 3.7. One has
dimΓ(Σ,O(k⊗h ⊗AdL)) =
∑
η∈Π,jη∈{−h,h−1}
1 +
∑
η∈Π,jη∈Z+h,jη>max{−h,h−1}
1
+
[
dimΓ(Σ,O(k⊗
1
2 ))−
1
4
(ℓ− 1)
]
·
∑
η∈Π,jη∈Z+h+
1
2 ,jη>max{−h,h−1}
1
+
[ ∑
η∈Π,jη>max{−h,h−1}
(jη + h)
2 +
∑
η∈Π,−h<jη≤h−1
(2h− 1)(2jη + 1)
]
(ℓ− 1). (3.19)
Proof. From th. B.6, it follows readily from here that
dimΓ(Σ,O(k⊗h ⊗AdL))
=
∑
η∈Π,jη=−h
dimΓ(Σ,O(1)) +
∑
η∈Π,jη>−h,µ∈Iη,µ<h
dimΓ(Σ,O(k⊗h−µ)). (3.20)
The right hand side of (3.20) can be computed using that dimΓ(Σ,O(k⊗h)) = 1, ℓ and
(2h− 1)(ℓ− 1) respectively for h = 0, h = 1 and h ≥ 32 [22]. The calculation is tedious but
straightforward.
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4. Instability of the G–bundle L
Recall that a holomorphic G–bundle P is unstable if dimΓ(Σ,O(AdP )) > 0. This
implies in particular the existence of non trivial holomorphic gauge transformations of P ,
i. e. elements of the group Γ(Σ,O∗(AdP )) of holomorphic G–valued sections of AdP .
Theorem 3.8. The G–bundle L is unstable.
Proof. Indeed, from (3.19) with h = 0, it follows that dimΓ(Σ,O(AdL)) > 0.
5. Flatness and flat structures of L
A holomorphic G–bundle P is said flat if it admits a flat form. Recall that a flat form of
a holomorphic G–bundle P is a G–valued constant 1–cocycle T such that Tab = VaPabVb
−1
for some holomorphic G–valued 0–cochain V . It can be shown that P is flat if and only
if there is a holomorphic connection of P , i. e. a holomorphic g–valued 0–cochain C
such that Ca = kab(AdPabCb + ∂bPabPab
−1) [23]. Further, the flat forms of P are in
one-to-one correspondence with the holomorphic gauge equivalence classes of holomorphic
connections of P , where the action of a holomorphic gauge transformation γ ∈ Γ(Σ,O∗(P ))
on a holomorphic connection C is given by γC = AdγC + ∂γγ−1 [23].
Theorem 3.9. The G–bundle L is flat.
Proof. This follows from th. 3.10 below.
Definition 3.4. For any holomorphic projective connection R, let A(R) be the g–
valued 0–cochain defined by
A(R)a = (1/2)t+1 −Rat−1, (3.21)
Theorem 3.10. For every holomorphic projective connection R, the g–valued 0–
cochain A(R) is a holomorphic connection of L.
Proof. Indeed, using (2.1) and the relation kab
−1∂a
2kab
−1 − 12(∂akab
−1)2 = {za, zb},
it is straightforward to verify that
A(R)a = kab(AdLabA(R)b + ∂bLabLab
−1), (3.22)
showing the statement.
One of the outstanding problems to be tackled is the description of the flat forms of
L. I do not have a complete solution of this problem. The answer is expected to depend on
the topology of the group G which the method used here, essentially based on Lie algebra
theory, cannot probe. In spite of this, a number of results can be shown.
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Definition 3.5. An element Φ ∈ Γ(Σ,O(AdL)) is said negative graded if Φ is valued
in g<0. A holomorphic gauge transformation γ ∈ Γ(Σ,O
∗(AdL)) is said negative graded
if it is expressible as expΘ for some negative graded element Θ ∈ Γ(Σ,O(AdL)).
Definition 3.6. A holomorphic connection C of L is said reduced if, for some holo-
morphic projective connection R, C − A(R) is valued in keradt−1, where A(R) is the
connection (3.21).
From (3.1), one can readily check that these notions are coordinate independent.
Theorem 3.11. A holomorphic connection C of L is reduced if and only if, for some
holomorphic projective connection R, C is of the form
C = A(R) +
∑
η∈Π
ωηtη,−jη , ωη ∈ Γ(Σ,O(k
⊗jη+1)). (3.23)
In that case, C admits the above representation for every holomorphic projective connection
R. Hence, the set of reduced holomorphic connections of L can be identified with the affine
space A(R) +
⊕
η∈Π Γ(Σ,O(k
⊗jη+1)), the isomorphism depending on the choice of R.
Proof. keradt−1 is spanned by the generators tη,−jη with η ∈ Π. Thus, C is reduced if
and only if it is of the form (3.23), for some holomorphic projective connection R. Now, C−
A(R) ∈ Γ(Σ,O(k ⊗ AdL)). Using (3.3) and (3.4), one checks that ωη ∈ Γ(Σ,O(k
⊗jη+1)).
Finally, from (3.21), it appears that one can change R arbitrarily by redefining ωo, where
o ∈ Π is defined in sect. 2.
Theorem 3.12. For every holomorphic connection C of L, there is a unique nega-
tive graded holomorphic gauge transformation γC ∈ Γ(Σ,O
∗(AdL)) such that the gauge
transformed holomorphic connection Cˆ = γCC is reduced.
Proof. Pick a holomorphic projective connection R. For any holomorphic connection
C of L, set
Ω(C|R) = C −A(R). (3.24)
Ω(C|R) ∈ Γ(Σ,O(k ⊗ AdL)). If γ ∈ Γ(Σ,O∗(AdL)) is a holomorphic gauge transforma-
tion, one has
Ω(γC|R) = AdγΩ(C|R) + ∂A(R)γγ
−1, (3.25)
where ∂A(R) = ∂ − adA(R) is the covariant derivative associated to the connection A(R)
acting on Γ(Σ,O(AdL)). For ν ∈ N ∪ {0}, let Ων ∈ Γ(Σ,O(k ⊗ AdL)) be of the form
Ων =
∑
η∈Π,jη≤
ν
2−1
ωηtη,−jη + t.o.d. < −
ν
2
+ 1, (3.26)
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where ωη ∈ Γ(Σ,O(k
⊗jη+1)) and the abbreviation t.o.d. < µ denotes terms of t0–degree
less than µ. From (3.3) and (3.4), it follows easily that, for η ∈ Π with jη ∈ Z+
ν−1
2 and
jη ≥
ν−1
2
, Ων η,− ν−12
belongs to Γ(Σ,O(k⊗
ν+1
2 )). Applying th. 3.3, one can construct the
following negative graded element of Γ(Σ,O∗(AdL))
γν = exp
( ∑
η∈Π,jη∈Z+
ν−1
2 ,jη>
ν−1
2
F0,η,−ν+12
(φν,η|Rν)
)
, φν,η =
2
C+1
jη,−
ν+1
2
Ων η,− ν−12
,
(3.27)
where Rν is any chosen holomorphic projective connection. Define
Ων+1 = AdγνΩν + ∂A(R)γνγν
−1. (3.28)
Using the variational formula δeXe−X = e
adX−1
adX δX , (2.2a) and (3.21) and (3.5a), one finds
Ων+1 = −
1
2
[
t+1,
∑
η∈Π,jη∈Z+
ν−1
2 ,jη>
ν−1
2
F0,η,− ν+12
(φν,η|Rν)η,− ν+12
tη,− ν+12
]
+
∑
η∈Π,jη≤
ν
2−1
ωηtη,−jη +
∑
η∈Π,jη∈Z+
ν−1
2 ,jη≥
ν−1
2
Ων η,− ν−12
tη,− ν−12
+ t.o.d. < −
ν + 1
2
+ 1
=
∑
η∈Π,jη≤
ν+1
2 −1
ωηtη,−jη + t.o.d. < −
ν + 1
2
+ 1,
ωη = Ων η,− ν−12
, η ∈ Π, jη =
ν − 1
2
. (3.29)
Thus, Ων+1 is of the form (3.26) with ν replaced by ν + 1. From (3.16) with h = 1, every
Ω ∈ Γ(Σ,O(k ⊗ AdL)) is of the form (3.26) with ν = 0. So, setting Ω0 = Ω, one con-
structs a sequence γ0, γ1, · · · , γN of negative graded holomorphic gauge transformations
of Γ(Σ,O∗(AdL)) and a sequence Ω1, Ω2, · · · , ΩN+1 of elements of Γ(Σ,O(k ⊗ AdL)),
where N = 2j∗ + 1, where j∗ is defined in sect. 2. From (3.26), ΩN+1 is of the form
ΩN+1 =
∑
η∈Π
ωηtη,−jη , (3.30)
where ωη ∈ Γ(Σ,O(k
⊗jη+1)). Now, take Ω = Ω(C|R) and follow the procedure outlined
above. Set
γC = γNγN−1 · · · · · γ0. (3.31)
Recall that g<0 is a nilpotent Lie algebra and that, for a nilpotent Lie algebra, the
Hausdorff–Campbell formula holds with no restriction. From these facts, it follows that
γC is a negative graded element of Γ(Σ,O
∗(AdL)). From (3.25) and (3.28), one has
Ω(γCC|R) = ΩN+1. (3.32)
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Hence, by (3.24) and (3.30), γCC is reduced. This shows the existence of γC . Let Ω1, Ω2 ∈
Γ(Σ,O(k ⊗ AdL)) be of the form
Ωi =
∑
η∈Π
ωiηtη,−jη , (3.33)
with ωiη ∈ Γ(Σ,O(k
⊗jη+1)) and let γ be a negative graded element of Γ(Σ,O∗(AdL))
such that
Ω2 = AdγΩ1 + ∂A(R)γγ
−1. (3.34)
γ can be written in the form
γ = expΘ, (3.35)
where Θ is a negative graded element of Γ(Σ,O(AdL)). Combining (3.33) and (3.34) and
using the variational formula δeXe−X = e
adX−1
adX δX , one finds
adt−1
[
exp adΘ− 1
adΘ
(
∂A(R)Θ− [Ω1,Θ]
)]
= 0. (3.36)
For any m ∈ Z/2, let πm the projector on gm along g6=m. Since Θ is negative graded,
πmΘ = 0 for any m ∈ Z/2 with m ≥ 0. Suppose that πmΘ = 0 for all m ∈ Z/2 such that
m > n where n ∈ Z/2 with n < 0. By grading reasons, recalling (3.21), (3.36) yields
0 = −(1/2)[t−1, [t+1, πnΘ]] + t.o.d. < n. (3.37)
Using that adt+1g ∩ keradt−1 = {0} and that g<0 ∩ keradt+1 = {0}, one concludes that
πnΘ = 0. Proceeding by induction, one shows that πmΘ = 0 for every m. Thus, Θ = 0
and γ = 1. Now, let γ1 and γ2 be two negative graded elements of Γ(Σ,O
∗(AdL)) such
that γ1C and γ2C are both reduced. Setting Ωi = Ω(γiC|R) and γ = γ2γ1
−1 above, (3.33)
and (3.34) hold. So, γ1 = γ2. This shows the uniqueness of γC .
Theorem 3.13. Let γ ∈ Γ(Σ,O∗(AdL)) be of the form γ = expΘ for some Θ ∈
Γ(Σ,O(AdL)). Then, γ maps the space of reduced holomorphic connections of L into
itself if and only if Θ = c for some constant element c ∈ cs.
Proof. To begin with, one notes that, for any c ∈ cs, the g–valued 0–cochain Θ defined
by Θa = c belongs to Γ(Σ,O(AdL)), as follows easily from (3.1). Conversely, from (3.3)–
(3.4) and the fact that the only holomorphic functions on Σ are the constants [22], one
easily shows that, if Θ ∈ Γ(Σ,O(AdL)) is valued in cs, then Θ = c for some constant
element c ∈ cs. For c ∈ cs, adckeradt−1 ⊆ keradt−1. So, if Θ = c for some constant
element c ∈ cs, γ maps the space of reduced holomorphic connections of L into itself. This
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shows sufficiency. Let Ω1, Ω2 ∈ Γ(Σ,O(k⊗AdL)) be of the form (3.33) and suppose that
(3.34) holds for some holomorphic projective connection R. Then, (3.36) holds as well.
Let πm be defined as below eq. (3.36). By (3.16), πmΘ = δm,0c for m ∈ Z/2 with m ≥ 0,
for some constant element c ∈ cs. If πmΘ = δm,0c for m ∈ Z/2 such that m > n where
n ∈ Z/2 with n < 0, then, from (3.21) and (3.36), one gets
0 =
[
t−1,
exp adc− 1
adc
(
∂c− [Ω1, c]− (1/2)[t+1, πnΘ]
)
+ t.o.d. < n+ 1
]
= − (1/2)
[
t−1,
exp adc− 1
adc
[t+1, πnΘ]
]
+ t.o.d. < n. (3.38)
Here, I have used that c is constant and that (exp adc − 1)Ω1 is valued in keradt−1.
The latter property follows from the fact that Ω1 is valued in keradt−1 and the already
mentioned invariance of keradt−1 under adc. Reasoning as done below eq. (3.37), one can
show that this relation entails that πnΘ = 0. Proceeding by induction, one concludes that
πmΘ = δm,0c for any m ∈ Z/2. Thus, Θ = c. If C1 and C2 are two reduced holomorphic
connection of L such that γC1 = C2, then Ωi = Ω(Ci|R) fulfill the above assumptions. So
Θ = c. This shows necessity.
4. The Drinfeld–Sokolov–Krichever–Novikov spaces and their properties
In the first part of this section, I shall review briefly the main properties of the
Krichever–Novikov (KN) spaces, which play an important role in the geometrical frame-
work expounded below. In the second part, I shall introduce the Drinfeld–Sokolov–
Krichever–Novikov (DSKN) spaces, describe their their standard bases and study their
symmetries.
Remark. Throughout this section, the following assumptions are made. Σ is a com-
pact connected Riemann surface without boundary of genus ℓ ≥ 2. k⊗
1
2 is a fixed theta
characteristic. h is a fixed element of Z/2. G is a simple complex Lie group. S is an
SL(2,C) subgroup of G.
1. The standard KN theory
The basic ingredients of KN theory are the following:
i) a finite subset ∆ of Σ such that |∆| ≥ 2 divided into two disjoint subsets ∆in and ∆out
such that |∆in| ≥ 1 and |∆out| ≥ 1;
ii) an element ρ of Γ(Σ,M(k)) holomorphic on Σ \ ∆ with a simple pole of positive
(negative) residue at each point of ∆in (∆out) and imaginary periods.
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To avoid complication with the Riemann–Roch theory, the points of ∆ will assumed to be
in general position [7,24].
Chosen a base point P0 ∈ Σ \∆, set
t(P ) = Re
∫ P
P0
ρ. (4.1)
t is a singlevalued harmonic function on Σ \∆ with the property that t(P )→ −∞ (+∞)
when P approaches a point of ∆in (∆out) [7,24]. So, t defines a notion of euclidean time
on Σ. For any τ ∈ R, the subspace of Σ of time τ is
Cτ = {P |P ∈ Σ \∆, t(P ) = τ}. (4.2)
Cτ is a disjoint union of simple loops in Σ \∆ for all but finitely many critical values of
τ , whose number is bounded by 2ℓ− 2 + |∆|. The critical values correspond to processes
of topological reconstruction wherewith either one loop splits into two ore more or two or
more loops merge into one. The points of Σ where the reconstruction occurs are precisely
the zeros of ρ and the number of loops involved equals the order of the zero plus 2. For
any two τ1, τ2 ∈ R, Cτ1 is homologous to Cτ2 in Σ \ ∆. Hence, for any ω ∈ Γ(Σ,M(k))
with poles contained in ∆,
∮
Cτ
ω is τ–independent.
The KN space KNh(∆) of weight h is the set of the elements of Γ(Σ,M(k
⊗h)) whose
poles are contained in ∆ 1. KNh(∆) is an infinite dimensional complex vector space.
There exists a bilinear pairing of the spaces KNh(∆) and KN1−h(∆) defined by
〈ψ, φ〉 =
∮
Cτ
dz
2πi
φψ (4.3)
for any φ ∈ KNh(∆) and ψ ∈ KN1−h(∆). Note that the integration is well-defined and
independent from τ ∈ R.
The space KNh(∆) possesses a standard basis, the generalized KN basis. To describe
this, set r = |∆in|, s = |∆out| and ph = p1−h = h − [h] mod Z. The basis is of the
form {υ
(h)
i,N |i = 1, · · · , r, N ∈ Z + ph}. The basis elements υ
(h)
i,N are characterized up
to normalization by their zero order at the points ∆. Let ∆in = {Pj|1 ≤ j ≤ r} and
∆out = {Pj|r + 1 ≤ j ≤ r + s}. Then,
ordυ
(h)
i,N (Pj) = aj(N + 1− h)− δj,i + (2h− 1)(ℓ− 1)δj,r+s + bj,N , (4.4a)
1 In a different definition, also essential singularities at the points of ∆ are allowed.
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where
aj =
{ 1, 1 ≤ j ≤ r,
−1, r + 1 ≤ j ≤ r +min(r, s)− 1,
−(|r − s|+ 1)sgn(r−s), r +min(r, s) ≤ j ≤ r + s,
(4.4b)
and the bj,N are rational numbers such that
r+s∑
j=1
bj,N = 0, |bj,N | < 1, bj,N = 0, 1 ≤ j ≤ r +min(r, s)− 1 (4.4c)
depending on j and N . These statements about bj,N must be amended for finitely may
values of N when h takes the exceptional values 0, 12 for an odd theta characteristic and 1.
See ref. [24] for a detailed treatment of this matter and refs. [25–28] for related approaches
to the subject.
The relative normalization of the elements of the KN bases of KNh(∆) and KN1−h(∆)
can be chosen so that
〈υ
(1−h)
i,M , υ
(h)
j,N〉 = δi,jδM,−N , i, j = 1, · · · , r, M,N ∈ Z+ ph. (4.5)
The Laurent theorem generalizes and one gets the expansion
φ =
r∑
i=1
∑
N∈Z+ph
φi,Nυ
(h)
i,−N , φi,N = 〈υ
(1−h)
i,N , φ〉, (4.6)
the series containing only a finite number of non vanishing terms [24]. (4.5) and (4.6) imply
further that the pairing (4.3) is non singular and that the spaces KNh(∆) and KN1−h(∆)
are reciprocally dual.
The basic symmetry group of the KN theory is the conformal group Conf 0(∆), i. e.
the group of holomorphic diffeomorphisms f of Σ \∆ onto itself with holomorphic inverse
having finite order singularities at the points of ∆ and homotopic to idΣ. Its Lie algebra
is LieConf 0(∆) = KN−1(∆). The Lie brackets are given by
[u, v] = u∂v − v∂u (4.7)
for any two u, v ∈ LieConf 0(∆).
Conf 0(∆) acts on the KN spaces KNh(∆). For any f ∈ Conf 0(∆) and φ ∈ KNh(∆),
the action is defined by
f∗φa = k
⊗h(f)abφb ◦ f. (4.8)
Here,
k⊗
1
2 (f)ab = (∂afb)
1
2 , (4.9)
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where the branch of the square root is chosen so that
k⊗
1
2 (idΣ)ab = k
⊗ 12 ab, (4.10a)
k⊗
1
2 (g ◦ f)ac = k
⊗ 12 (f)abk
⊗ 12 (g)bc ◦ f, (4.10b)
for f, g ∈ Conf 0(∆). k
⊗h(f) = k⊗
1
2 (f)⊗2h, by definition. At the infinitesimal level, (4.8)
reduces into
θuφ = u∂φ+ h(∂u)φ (4.11)
for any u ∈ LieConf 0(∆). The KN pairing (4.3) is invariant under Conf 0(∆):
〈f∗ψ, f∗φ〉 = 〈ψ, φ〉, (4.12)
〈θuψ, φ〉+ 〈ψ, θuφ〉 = 0 (4.13)
for any f ∈ Conf 0(∆), u ∈ LieConf 0(∆) and any φ ∈ KNh(∆) and ψ ∈ KN1−h(∆).
2. The DSKN spaces
Definition 4.1. The DSKN space DSh(∆) of weight h is the set of the elements of
Γ(Σ,M(k⊗h ⊗AdL)) whose poles are contained in ∆.
DSh(∆) is an infinite dimensional complex vector space.
Definition 4.2. For any Φ ∈ DSh(∆) and Ψ ∈ DS1−h(∆), set
〈Ψ,Φ〉 =
∮
Cτ
dz
2πi
(Φ,Ψ). (4.14)
Note that the integration is well-defined and independent from τ ∈ R. (4.14) defines
a bilinear pairing of the spaces DSh(∆) and DS1−h(∆), called the DSKN pairing. It the
appropriate generalization of the customary KN pairing in the present context.
3. The DSKN bases
The space DSh(∆) admits standard bases. To construct them, one needs the following
result.
Recall that a meromorphic connection ̟ of k on Σ is a meromorphic 0–cochain {̟a}
on Σ such that ̟a = kab(̟b + ∂b ln kab).
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Definition 4.3. Let ̟ be a meromorphic connection of k on Σ whose poles are
contained in ∆. Let further η ∈ Π, µ ∈ Iη and φ ∈ KNh−µ(∆). One sets
Qh,η,µ(φ|̟) = exp(−̟adt−1)φtη,µ. (4.15)
Theorem 4.1. For any meromorphic connection ̟ of k on Σ whose poles are con-
tained in ∆ and any η ∈ Π, µ ∈ Iη and φ ∈ KNh−µ(∆), Qh,η,µ(φ|̟) ∈ DSh(∆). Further,
Qh,η,µ(φ|̟) depends linearly on φ.
Proof. Indeed, using (2.1), one has
exp(−̟aadt−1)tη,µ = k
⊗µ
abAdLab
(
exp(−̟badt−1)tη,µ
)
. (4.16)
From here, the statement is obvious.
Definition 4.4. Let ̟ be a meromorphic connection of k on Σ whose poles are
contained in ∆. For any η ∈ Π, µ ∈ Iη, i = 1, · · · , r and N ∈ Z+ ph, set
Υ
(h)
η,µ,i,N (̟) = Qh,η,µ
(
υ
(h−µ)
i,N |̟
)
. (4.17)
Theorem 4.2. Let ̟ be a meromorphic connection of k on Σ whose poles are con-
tained in ∆. Then, the set {Υ
(h)
η,µ,i,N (̟)|η ∈ Π, µ ∈ Iη, i = 1, · · · , r, N ∈ Z + ph} is a
basis of DSh(∆). The basis elements satisfy the relation
〈Υ
(1−h)
η,µ,i,M (̟),Υ
(h)
ζ,ν,j,N (̟)〉 = Nηδη,ζ¯(−1)
jη−µδµ,−νδi,jδM,−N ,
η, ζ ∈ Π, µ, ν ∈ Iη, i, j = 1, · · · , r, M,N ∈ Z+ ph. (4.18)
Finally, for any Φ ∈ DSh(∆), one has
Φ =
∑
η∈Π,µ∈Iη
r∑
i=1
∑
N∈Z+ph
Φη,µ,i,N (̟)Υ
(h)
η¯,−µ,i,−N (̟),
Φη,µ,i,N (̟) = 〈Υ
(1−h)
η,µ,i,N (̟),Φ〉/Nη(−1)
jη−µ, (4.19)
the series containing only a finite number of non vanishing terms.
Proof. Let Φ ∈ DSh(∆). Following a procedure totally analogous to that leading to
(3.18), one shows that
Φ =
K∑
ν=0
∑
η∈Πν
Qh,η,mν,η(φν,η|̟), (4.20)
where K is some non negative integer, Πν is a subset of Π and φν,η ∈ KNh−mν,η (∆) for
each ν and η. Each φν,η is given by a series of the form (4.6). Hence, the Υ
(h)
η,µ,i,N (̟)
span DSh(∆). The linear independence of the Υ
(h)
η,µ,i,N (̟) is equivalent to that of the
fields υ
(h)
i,N tη,µ which is obvious. (4.18) is a straightforward consequence of (4.14), (4.5)
and (2.10). (4.19) follows from the representation (4.18) and from (4.6).
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Theorem 4.3. The pairing (4.14) is non singular. Therefore, the spaces DSh(∆) and
DS1−h(∆) are reciprocally dual.
Proof. This follows directly from (4.19) and (4.20).
4. The symmetries of the DSKN spaces
There exists a natural extension of the action of Conf 0(∆) to the DSKN spaces. This
leads to the following result.
Theorem 4.4. Conf 0(∆) acts on the space DSh(∆) by setting
f∗Φa = k
⊗h(f)abAdL(f)abΦb ◦ f (4.21)
for arbitrary f ∈ Conf 0(∆) and Φ ∈ DSh(∆), where,
L(f)ab = exp(−2 ln k
⊗ 12 (f)abt0) exp(∂ak(f)ab
−1t−1). (4.22)
At the infinitesimal level, (4.21) can be written as
θuΦ = u∂A(R)Φ+ h(∂u)Φ + [L˙(u|R),Φ] (4.23)
for any u ∈ LieConf 0(∆), where R is a holomorphic projective connection and
L˙(u|R) =
[
(1/2)t+1 − ∂t0 − (∂
2 +R)t−1
]
u, (4.24)
∂A(R) = ∂ − adA(R) being the covariant derivative of the connection A(R) defined in
(3.21). L˙(u|R) ∈ DS0(∆) and L˙(u|R) satisfies the equation
∂A(R)L˙(u|R) = −D1(R)ut−1, D1(R) = ∂
3 + 2R∂ + (∂R), (4.25)
where D1(R) is a Bol operator [21].
Proof. From (4.10a), it is easily verified that
L(idΣ)ab = Lab. (4.26a)
From (2.1) and (4.10b), one verifies further that
L(g ◦ f)ac = L(f)abL(g)bc ◦ f (4.26b)
for any f, g ∈ Conf 0(∆). Using (4.10) and (4.26) in combination, it is straightforward to
verify that the right hand side of (4.21) belongs to DSh(∆) the remaining statements are
straightforwardly verified.
Note that θuΦ is independent from R. R is introduced only in order the various
contributions appearing in its expression to have nice covariance properties.
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Theorem 4.5. The pairing (4.14) is invariant under Conf 0(∆). In fact, one has
〈f∗Ψ, f∗Φ〉 = 〈Ψ,Φ〉, (4.27)
〈θuΨ,Φ〉+ 〈Ψ, θuΦ〉 = 0 (4.28)
for any f ∈ Conf 0(∆), u ∈ LieConf 0(Σ \∆) and any Φ ∈ DSh(∆) and Ψ ∈ DS1−h(∆).
Proof. The verification is straightforward.
Denote by Gau0(∆) the group of gauge transformations γ ∈ Γ(Σ\∆,M
∗(AdL)) with
finite order singularities at the points of ∆ and homotopic to the identity. Its Lie algebra
LieGau0(∆) is DS0(∆) with Lie brackets
[Ξ,Λ] = [e(Ξ), e(Λ)] (4.29)
for any two Ξ,Λ ∈ LieGau0(∆), where in the right hand side e is the evaluation map at a
given point of Σ \∆ and the Lie brackets are those of g.
Gau0(∆) acts on the DSKN spaces by means of the adjoint representation, as sum-
marized by the following theorem.
Theorem 4.6. Gau0(∆) acts on he space DSh(∆) by setting
γΦ = AdγΦ (4.30)
for arbitrary γ ∈ Gau0(∆) and Φ ∈ DSh(∆). At the infinitesimal level, (4.30) becomes
δΞΦ = [Ξ,Φ] (4.31)
for any Ξ ∈ LieGau0.
Proof. The verification is straightforward.
Theorem 4.7. The pairing (4.14) is invariant under Gau0(∆). In fact, one has
〈γΨ, γΦ〉 = 〈Ψ,Φ〉, (4.32)
〈δΞΨ,Φ〉+ 〈Ψ, δΞΦ〉 = 0 (4.33)
for any γ ∈ Gau0(∆), Ξ ∈ LieGau0(∆) and any Φ ∈ DSh(∆) and and Ψ ∈ DS1−h(∆).
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Proof. This verification is also straightforward.
Note that the total symmetry group is the semidirect product Conf 0(∆)×Gau0(∆)
where the product is defined by (f1, γ1) ◦ (f2, γ2) = (f1 ◦ f2, γ1f1
−1∗γ2), for f1, f1 ∈
Conf 0(∆) and γ1, γ2 ∈ Gau0(Σ \ ∆, L). The action of the first and second factor are
respectively right and left.
5. The Poisson manifold (W, {·, ·}κ)
In this section, I shall introduce a Poisson manifold (W, {·, ·}κ) which is closely related
to the customary Kac–Moody phase space, though its geometry is some respect quite
different. In fact, the construction uses the DS bundle L and the DSKN spaces in an
essential way.
Remark. In this section, Σ is a compact connected Riemann surface without bound-
ary of genus ℓ ≥ 2. G is a simple complex Lie group. S is an SL(2,C) subgroup of
G.
In the application of the KN theory below, ∆ consists of just two points P+ and P− in
general position. ∆in and ∆out contain respectively the point P+ and P−. ρ is the unique
element of Γ(Σ,M(k)) holomorphic on Σ \∆ with a simple pole of residue +1 (−1) at P+
(P−) and imaginary periods.
To lighten the notation, the dependence of the functional spaces encountered below
on ∆ will be omitted.
The relevant space of the construction is
W = DS1, (5.1)
that is the the DSKN space of weight 1. W is an infinite dimensional complex vector
space and, thus, also an infinite dimensional holomorphic manifold. The relevant function
space on W is the space D(W) of differential polynomials on W. W can be endowed with
a Poisson structure depending on a parameter κ ∈ C \ {0} and supported on D(W). The
Poisson structure is completely defined by assigning the Poisson brackets of the linear
inhomogeneous functionals on W. The Poisson brackets of general elements of D(W) are
obtained by enforcing the Leibniz rule. This leads to considering the dual space W∨ of W.
Under the non singular DSKN pairing (4.14), one has the identification
W
∨ = DS0. (5.2)
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Therefore, every linear functional on W is of the form
λX(W ) = 〈X,W 〉, W ∈W, (5.3)
for some X ∈W∨. Note that W∨ has an obvious structure of Lie algebra.
For any X, Y ∈ W∨ and any a, b ∈ C, the Poisson brackets of the inhomogeneous
linear functionals λX + a and λY + b are given by
{λX + a, λY + b}κ = λ[X,Y ] + κχ(X, Y ), (5.4a)
χ(X, Y ) = 〈X, ∂AY 〉, (5.4b)
where A is the holomorphic connection of L given by (3.21) for some holomorphic projective
connection R. R will be fixed once for all in the following. So, the dependence on R will
be understood below, to simplify the notation.
It is straightforward to verify that the Poisson brackets {·, ·}κ are bilinear, antisym-
metric and satisfy the Jacobi identity as they should. In fact, one easily checks that χ is a
Lie algebra 1–cocycle of W∨. χ depends on the choice of R, but changing the choice alters
χ by a trivial 1–cocycle. χ is singular, since χ(X, Y ) = 0 identically whenever either X or
Y are constant elements of cs.
The above Poisson structure provides the proper geometric definition of Kac–Moody
phase space in the present context. The level and the Kac–Moody current correspond to
−κ and κA+W , respectively.
Next, one has to consider the symmetries of the Poisson manifold W. These are given
by suitable deformations of the conformal and gauge symmetries introduced in sect. 4.
Consider Conf 0. For any f ∈ Conf 0, one has that χ(f
∗X, f∗Y ) = χ(X, Y ) −
κ〈[X, Y ], A − f−1∗A〉, where for f ∈ Conf 0, f
∗A = ∂LfLf
−1 + ∂fAdLfA ◦ f and
X, Y ∈ W∨. Because of the non invariance of χ, the action of Conf 0 on W, defined
by (4.21), is not Poisson: it does not leave the Poisson brackets invariant. However, there
is a deformation of the action enjoying this property. Set
(f∗W )κ = f
∗W + κ(f∗A− A), W ∈W. (5.5)
The deformation induces an action of Conf 0 on D(W). It is sufficient to consider the action
on the functionals λX + a, X ∈W
∨, a ∈ C, which is given by
(f∗(λX + a))κ(W ) = λX((f
−1∗W )κ) + a = λf∗X(W ) + a+ κ〈X, f
−1∗A− A〉, W ∈W.
(5.6)
From (5.4) and (5.6), it follows that the action (5.5) is Poisson.
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At the infinitesimal level, (5.5) and (5.6) become
(θuW )κ = κ∂AL˙(u) + θuW, (5.7)
(θu(λX + a))κ(W ) = −λX((θuW )κ) = λθuX(W ) + κ〈L˙(u), ∂AX〉, (5.8)
where u ∈ LieConf 0 and L˙(u) is given by (4.24). The action is Hamiltonian. In fact, using
(5.5), it is straightforward to verify that
(θu(λX + a))κ = {Tu, λX + a}κ, (5.9a)
Tu(W ) = (1/2κ)〈uW,W 〉+ 〈L˙(u),W 〉, W ∈W, (5.9b)
the Hamiltonian functions Tu being elements of D(W). Tu can be written as
Tu(W ) = 〈u, T (W )〉, W ∈W (5.10a)
T (W ) =
(
(1/2)t+1 + ∂t0 − (∂
2 +R)t−1,W
)
+ (1/2κ)(W,W ). (5.10b)
Using (3.1) and (2.1) and (2.9), its is straightforward albeit lengthy to check that T (W ) ∈
KN2. So, the map W ∈W→ T (W ) ∈ KN2 is the moment map of the Hamiltonian action.
For any γ ∈ Gau0, one has that χ(γX, γY ) = χ(X, Y ) − 〈[X, Y ], γ
−1∂Aγ〉. So, the
ordinary action of Gau0 on W, defined by (4.30), is not Poisson. However, in this case too,
there exists a deformation of the action enjoying such property, namely
(γW )κ = γW + κ∂Aγγ
−1, W ∈W. (5.11)
The deformation induces an action of Gau0 on the functionals λX + a, X ∈W
∨, a ∈ C:
(γ(λX + a))κ(W ) = λX((γ
−1W )κ) + a = λγX(W ) + a+ κ〈X, ∂Aγ
−1γ〉, W ∈W. (5.12)
By combining (5.4) and (5.12), one verifies that the deformed action thus defined is Poisson.
At the infinitesimal level, (5.11) and (5.12) become
(δΞW )κ = δΞW + κ∂AΞ, (5.13)
(δΞ(λX + a))κ(W ) = −λX ((δΞW )κ) = λδΞX(W ) + κ〈Ξ, ∂AX〉, (5.14)
where Ξ ∈ LieGau0 (cf. eq. (4.31)). From (5.4) and (5.14), one has
(δΞ(λX + a))κ = {JΞ, λX + a}κ, (5.15a)
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JΞ(W ) = 〈Ξ,W 〉, W ∈W. (5.15b)
Note that JΞ ∈ D(W). From here, it appears that the deformed action of Gau0 on W is
Hamiltonian with respect to the Poisson structure (5.4), the Hamiltonian functions being
the JΞ. JΞ can trivially be written as
JΞ(W ) = 〈Ξ, J(W )〉, W ∈W. (5.16a)
J(W ) =W. (5.16b)
So, the map W ∈ W → J(W ) ∈ W can be identified with the moment map of the
Hamiltonian action.
By a straightforward calculation, one obtains
{Tu, Tv}κ = T[u,v] + 12κ(t0, t0)σ(u, v), u, v ∈ LieConf 0, (5.17a)
where
σ(u, v) = −
1
12
〈u,D1v〉 (5.17b)
is the KN 1–cocycle and D1 is given in (4.25). The proof of (5.17) uses (5.4), (5.9b), (2.9)
and the following two relations
u∂AL˙(v)− v∂AL˙(u) + [L˙(u), L˙(v)] = L˙([u, v]), (5.18)
χ(L˙(u), L˙(v)) = −(t0, t0)〈u,D1v〉, (5.19)
which are easily verified using (2.1) and (4.24)-(4.25). (5.17) is a Poisson bracket Virasoro
algebra of central charge 12κ(t0, t0). This is the well-known value of the classical central
charge encountered in the theory of classicalW–algebras [1,9–13]. The moment map T (W ),
eq. (5.10b), is the energy-momentum tensor. In the usual approach [9–13], the central
charge originates from an improvement term added to the Sugawara energy-momentum
tensor of Kac–Moody theory in order to maintain conformal invariance upon carrying
out the Hamiltonian reduction of the Kac–Moody phase space. The first and second
contributions in expression (5.9b) of Tv correspond more or less to such terms in the
present formulation. Here, however, the improvement term is yielded ab initio by the
nature of the DS vector bundle and the action of the conformal group of Σ \ ∆. The
second derivative term appearing in expression (5.10b) of T (W ) has a counterpart in the
usual approach where it is added ad hoc after the reduction of the phase space [9–13].
Here, it is present from the beginning and it is strictly necessary to ensure the correct
transformation properties of T (W ) under coordinate changes.
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From (5.4) and (5.15b), one gets
{JΞ, JΛ}κ = J[Ξ,Λ] + κχ(Ξ,Λ), Ξ,Λ ∈ LieGau0, (5.20)
(5.20) is a Poisson bracket Kac–Moody algebra of level κ. The moment map J(W ), eq.
(5.16b), plays here the role of the Kac–Moody current.
From (5.4), (5.9b) and (5.15b), one also has
{Tu, JΞ}κ = JθuΞ + κχ(L˙(u),Ξ), u ∈ LieConf 0, Ξ ∈ LieGau0, (5.21)
Hence, the current J(W ) transforms as a primary field under Poisson bracketting, except
for the component corresponding to the generator t+1 of g (see eqs. (4.25) and (5.4b)).
This also is familiar in the theory of classical W–algebras [9–13].
It is interesting to write the Poisson bracket algebra in modes. One uses the KN
{υ
(h)
i,N} and the DSKN bases {Υ
(h)
η,µ,i,N (̟)} introduced in sect. 4, where̟ is a meromorphic
connection of k holomorphic on Σ \∆. In this case, r being 1, one can suppress the index
i. To simplify the notation, the dependence on ̟ will be understood. Set
TP = Tυ(−1)
P
, (5.22)
Jη,µ,M = JΥ(0)
η,µ,M
, (5.23)
for P ∈ Z and η ∈ Π, µ ∈ Iη and M ∈ Z + pjη . Then, (5.17)–(5.21) yield the following
algebra
{TP , TQ}κ =
∑
R∈Z
c
(−1)
P
(−1)
Q
R
(−1)TR − κ(t0, t0)ς
(−1)
P
(−1)
Q , (5.24)
{Jη,µ,M , Jζ,ν,N}κ =
∑
ξ∈Π
∑
L∈Z+pjξ
Fη,ζ
ξ(jη, µ; jζ, ν|jξ, µ+ ν)f
(−µ)
M
(−ν)
N
L
(−µ−ν)Jξ,µ+ν,L
+ κNηδη,ζ¯(−1)
jη−µ
[
− (1/2)C+1jζ,νδµ+ν+1,0δM+N,0
+ C−1jζ ,νδµ+ν−1,0q
(−1+ν)
M
(−ν)
N + δµ+ν,0χ
(ν)
M
(−ν)
N
]
, (5.25)
{TP , Jη,ν,N}κ =
∑
L∈Z+pjη
[
c
(−1)
P
(−ν)
N
L
(−ν)Jη,ν,L − C
−1
jη,ν
g
(−1)
P
(−ν)
N
L
(−ν+1)Jη,ν−1,L
]
+ ·2
1
2κ(t0, t0)ς
(−1)
P
(−1)
N δη,oδν,1, (5.26)
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for P, Q ∈ Z and η, ζ ∈ Π, µ ∈ Iη, ν ∈ Iζ , M ∈ Z+ pjη and N ∈ Z+ pjζ . Here,
c
(m)
M
(n)
N
L
(1+m+n) =
〈
−mυ
(m)
M ⊗ ∂υ
(n)
N + nυ
(n)
N ⊗ ∂υ
(m)
M , υ
(−m−n)
−L
〉
, (5.27a)
f
(m)
M
(n)
N
L
(m+n) =
〈
υ
(m)
M ⊗ υ
(n)
N , υ
(1−m−n)
−L
〉
, (5.27b)
g
(m)
M
(n)
N
L
(m+n+2) =
〈
∂̟∂̟υ
(m)
M ⊗ υ
(n)
N , υ
(−1−m−n)
−L
〉
, (5.27c)
for m,n ∈ Z/2 and M ∈ Z+ pm, N ∈ Z+ pn and L ∈ Z+ pm+n and
ς
(−1)
P
(−1)
Q =
〈
υ
(−1)
P , D1υ
(−1)
Q
〉
, (5.28a)
χ
(−m)
M
(m)
N =
〈
υ
(−m)
M , ∂̟υ
(m)
N
〉
, (5.28b)
q
(−1−m)
M
(m)
N =
〈
(R−R̟)⊗ υ
(−1−m)
M , υ
(m)
N
〉
, (5.28c)
for P,Q ∈ Z and m ∈ Z/2 and M,N ∈ Z + pm. o ∈ Π, Fη,ζ
ξ and Nη are defined
in sect. 2 (cf. eqs. (2.3) and (2.10)). D1 is defined in (4.24). ∂̟ is the covariant
derivative of the connection ̟: ∂̟φ = (∂ −m̟)φ for φ ∈ KNm. R̟ is the meromorphic
projective connection associated to ̟: R̟ = ∂̟ − (1/2)̟
2. Assume now that the poles
of the meromorphic connection ̟ are simple. Then, the structure constants f
(m)
M
(n)
N
L
(m+n),
c
(m)
M
(n)
N
L
(1+m+n) and g
(m)
M
(n)
N
L
(m+n+2) vanish unless 0 ≤ L−M −N ≤ ℓ, 3ℓ, 5ℓ, respectively,
whenever the values of the weights, written within parenthesis, do not take the exceptional
values values 0, 12 for an odd theta characteristic and 1, while they are non zero only for
finitely many values of L −M − N for the exceptional values of the weights. Similarly,
χ
(−m)
M
(m)
N , q
(−1−m)
M
(m)
N and ς
(−1)
M
(−1)
N vanish unless 0 ≤ −M −N ≤ 2ℓ, 4ℓ, 6ℓ, respectively,
for non exceptional values of the weights, and are non zero only for finitely many values
of M + N for the exceptional values of the weights. The calculation yielding the above
formula uses (2.1), (2.2), (2.3) and (2.10) and (3.21) and is straightforward.
6. The reduction of the Poisson manifold (W, {·, ·}κ)
To obtain the classical W–algebras in the above framework, one has to impose a
suitable set of first class constraints on the Poisson manifold (W, {·, ·}κ) and then fix the
gauge to reduce it. This is the subject of this section.
Remark. In this section, Σ, G, S, ∆ and ρ are defined as in sect. 5.
The constraints imposed are linear. Their general form is
JΞ ≈ 0, Ξ ∈ X, (6.1)
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where X is some subset of LieGau0 and ≈ denotes weak equality. Such constraints are
essentially of the same form as those used in [10] once one recalls that in the present
formulation the counterpart of the Kac–Moody current is A + J(W ). To implement the
reduction of (W, {·, ·}κ), one demands that the constraints are first class. From (5.20), this
yields the condition
[Ξ,Λ] ∈ X and χ(Ξ,Λ) = 0, Ξ,Λ ∈ X. (6.2)
One also requires that the constraint manifold is invariant under the action of Conf 0. From
(5.21), this yields the condition
θuΞ ∈ X and χ(L˙(u),Ξ) = 0, u ∈ LieConf 0,Ξ ∈ X. (6.3)
A maximal subspace X of LieGau0 satisfying (6.2) − (6.3) is obtained as follows. The
treatment given here follows very closely that of [10]. Consider the 2-form ω ∈
∧2
g∨
defined by ω(x, y) = (t+1, [x, y]), x, y ∈ g. The restriction of such form to g− 12 is non
singular. By Darboux theorem, there is a direct sum decomposition g− 12 = p−
1
2
⊕q− 12 into
subspaces of g− 12 which are maximally isotropic and dual to each other with respect to ω.
Set
x = g≤−1 ⊕ p− 12 , (6.4)
which is a nilpotent subalgebra of g. Then, one has
X = {Ξ|Ξ ∈ LieGau0, Ξ valued in x}. (6.5)
This follows straightforwardly from (5.4b), (4.24), (4.25), the isotropy of p− 12 with respect
to ω and the gradation of g by t0. From the theory developed in sect. 3, it is not difficult
to see that the condition of valuedness in x is compatible with changes of trivializations of
L.
The constraint manifold Wconstr is given in terms of the orthogonal complement x
⊥ of
x with respect to the Cartan–Killing form
x⊥ = g≤0 ⊕ adt+1p− 12 (6.6)
and is explicitly given by
Wconstr = {W |W ∈W, W valued in x
⊥}. (6.7)
Here too, one can show that the condition of valuedness in x⊥ is compatible with changes
of trivializations of L.
From (4.23), (4.24) and (5.7), it follows that, for u ∈ LieConf 0 and W ∈ Wconstr,
(θvW )κ ∈Wconstr. Thus the constraints are compatible with the action of Conf 0.
From (4.31) and (5.13), it follows that, for Ξ ∈ X andW ∈Wconstr, (δΞW )κ ∈Wconstr.
The gauge symmetry, associated to the first class constraints (6.1), must be fixed. The
following can be shown.
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Theorem 6.1. For any W ∈ Wconstr, there exists a unique element ΘW ∈ X depend-
ing polynomially on W , R and their derivatives and such that
adt−1(expΘWW )κ = 0. (6.8)
Proof. The proof is quite similar to that of th. 3.12. The procedure described by eqs.
(3.26) through (3.30) applies also with Σ replaced by Σ \∆. This leads the construction
of ΘW by setting Ω0 =W and expΘW = γNγN−1 · · ·γ0. From (6.4)–(6.5), it follows that
ΘW ∈ X. The argument explained in eqs. (3.33) through (3.37) shows also the uniqueness
of ΘW . From (3.5) and (3.27), it appears that depends polynomially on W , R and their
derivatives. Note that, unlike in the proof of th. 3.12, ΘW depend explicitly on R since
W is independent from R.
This theorem generalizes an analogous theorem of ref. [10]. Here, however, due
account is taken of the constraints coming from the global geometry of Σ and L.
Definition 6.1. For any W ∈Wconstr, let
Wc = (expΘWW )κ. (6.9)
From (6.6)–(6.8), Wc belongs to Wconstr. Clearly, because of the nilpotency of x, Wc
depends polynomially on W , R and derivatives thereof. The uniqueness of ΘW ensures
further that the map W →Wc is gauge invariant, i. e. for Ξ ∈ X, and W ∈Wconstr,
(expΞW )κc =Wc. (6.10)
The above suggests the following gauge fixing condition
W = Wc, W ∈Wred, (6.11)
defining the reduced manifold Wred. Wred can be characterized in terms of a set of second
class constraints. Let
X
′ = {Ξ|Ξ ∈ LieGau0, Ξ valued in (keradt−1)
⊥}. (6.12)
Then, Wred is the submanifold of W determined by
JΞ ≈ 0, Ξ ∈ X
′ (6.13)
and is explicitly given by
Wred = {W |W ∈W, W valued in keradt−1}. (6.14)
32
It is readily verified that (6.3) holds with X replaced by X′, showing that the reduced
manifold is invariant under Conf 0.
Wred equipped with the Dirac brackets {·, ·}
∗
κ supported on the space D(Wred) of
differential polynomials on Wred defines the reduced Poisson manifold (Wred, {·, ·}
∗
κ).
7. The Poisson manifold (Wred, {·, ·}
∗
κ) and the classical W algebra
The task now facing one is the computation of the Dirac brackets {·, ·}∗κ and the study
of the properties of Wred. This is the topic of this last section. In due course, a structure
of classical W algebra will emerge.
Remark. In this section, Σ, G, S, ∆ and ρ are defined as in sect. 5.
Any element W ∈ Wred is completely characterized by an ordered sequence (wη)η∈Π
with wη ∈ KNjη+1. Thus, one has the isomorphism
Wred ≃
⊕
η∈Π
KNjη+1, (7.1)
which expresses the KN content of Wred. In fact, from (6.14), it follows that an element
W ∈W belongs to Wred if and only if W is of the form
W =
∑
η∈Π
wηtη,−jη , (7.2)
where wη ∈ KNjη+1.
The dual space W∨red of Wred can be defined as the complex vector space of ordered
sequences X = (xη)η∈Π with xη ∈ KN−jη with the dual pairing being given by
〈X,W 〉 =
∑
η∈Π
Nη〈xη, wη¯〉 (7.3)
see eq. (2.10). Thus, one has the isomorphism
W
∨
red ≃
⊕
η∈Π
KN−jη . (7.4)
Since Wred is a subspace of W, it is possible to characterize W
∨
red as the quotient of W
∨ by
the annihilator of Wred in W
∨ under the non singular dual pairing (4.14). The quotient is
parametrized by assigning an element of each equivalence class. Of course, this should be
done according to a convenient criterion. To this end, the following theorem is useful.
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Theorem 7.1. For any X ∈ W∨red and any V ∈ Wred, there is a unique element
E ∈W∨ such that
Eη,jη = xη, η ∈ Π, (7.5a)
adt−1
(
∂A − adV
)
E = 0. (7.5b)
Explicitly, one has
E =
[
1 +Nadt−1(∂A − adV )
]K
PX , PX =
∑
η∈Π
xηtη,jη , (7.6)
where N is the formal inverse of M = 12adt−1adt+1 extended by 0 on keradt+1 and
K ∈ N, K ≥ 2j∗, where j∗ is defined in sect. 2.
Proof. The proof given here is inspired by methods developed in ref. [3]. Let π+ be
the projector on keradt+1 along ranadt−1. One has
NM =MN = 1− π+, (7.7a)
[π+,M ] = 0, [π+, N ] = 0, (7.8a− b)
[adt0,M ] = 0, [adt0, N ] = 0. (7.8a− b)
Consider eq. (7.5b). Next, I shall show that it can be solved locally in any coordinate
patch and give its general solution. Using (7.7a), (7.8a) and (3.21), one checks that (7.5b)
is equivalent to[
1−Nadt−1
(
∂ − ad(V −Rt−1)
)]
(1− π+)E = Nadt−1
(
∂ − ad(V −Rt−1)
)
π+E. (7.10)
The operator Nadt−1
(
∂ − ad(V −Rt−1)
)
satisfies the relations
[
Nadt−1
(
∂ − ad(V −Rt−1)
)]K
= 0, K > 2j∗, (7.11a)
Nadt−1
(
∂ − ad(V −Rt−1)
)
= Nadt−1
(
∂A − adV
)
+ 1− π+. (7.11b)
(7.11a) follows from (7.9b) and the fact that adt−1 lowers the degree by 1. (7.11b) follows
from (3.21) and (7.7a). Recall that, for a nilpotent operator T , (1 − T )−1 is defined and
it is given by the series
∑∞
n=0 T
n containing only a finite number of non vanishing terms.
From (7.11), one has then
E =
[
1−Nadt−1
(
∂ − ad(V −Rt−1)
)]−1
π+E
=
K∑
n=0
(
Nadt−1
(
∂A − adV
)
+ 1− π+
)n
π+E
=
(
1 +Nadt−1
(
∂A − adV
))K
π+E, K ≥ 2j∗. (7.12)
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This proves that the local solution of (7.5b) is completely determined by π+E. This suffices
to show the local existence and uniqueness of the solution of (7.5). For any patch a, let
Ea be a local solution. From (3.1), it is easy to verify that
adt−1
(
∂Aa − adVa
)(
AdLabEb − Ea
)
= 0. (7.13)
By the local uniqueness, it appears that the holomorphic g–valued 0–cochain {Ea} defines
an element E ∈W∨ if and only if π+(AdLabEb−Ea) = 0. From (3.3)–(3.4), this condition
is equivalent to Eη,jη ∈ KNjη for η ∈ Π.
Definition 7.1. For any X ∈ W∨red and any V ∈ Wred, let XV be the element E of
W
∨ given by (7.6).
For fixed V ∈Wred, the map X → XV defines a linear injection of W
∨
red into W
∨ with
the property that
〈X,W 〉 = 〈XV ,W 〉 (7.14)
for any X ∈W∨red andW ∈Wred, where the pairing in the right hand side is the one defined
by (4.14). The above relation follows from (2.10), (7.2) and (7.6). Note that 〈XV ,W 〉 is
actually independent from V , since only the components XV η,jη = xη contribute to the
result. This expression for 〈X,W 〉 is important because it can obviously be extended to
any W ∈W.
The Dirac brackets {·, ·}∗κ are completely defined by those of the linear functionals
λX(W ) = 〈X,W 〉 = λXV (W ), W ∈Wred, (7.15)
for X ∈W∨red, where I have used (7.14) and (5.3) and V is any element of Wred.
The calculation of the Dirac brackets of the λX involves the choice of a basis of X
′.
Luckily, the explicit expression of the basis elements is not necessary to carry out the
calculation.
Theorem 7.2. For any X, Y ∈W∨red, one has
{λX , λY }
∗
κ(W ) = 〈[Xκ−1W , Y0],W 〉+ κχ(X0, Y0),
= 〈[X0, Yκ−1W ],W 〉+ κχ(X0, Y0), W ∈Wred. (7.16)
Proof. From (5.3)–(5.4), for any Ξ ∈ LieGau0 and V ∈Wred, one has
{JΞ, λXV }κ(W ) = κ〈Ξ, (∂A − κ
−1adW )XV 〉, W ∈W. (7.17)
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From (6.12) and (7.17), it follows that
{JΞ, λXV }κ(W )
∣∣
V=κ−1W
= 0, Ξ ∈ X′, W ∈Wred. (7.18)
From this relation and the well-known formula of the Dirac brackets, one obtains
{λX , λY }
∗
κ(W ) = {λXV , λY0}κ(W )
∣∣
V=κ−1W
= {λX0 , λYV }κ(W )
∣∣
V=κ−1W
, W ∈Wred,
(7.19)
In the second member, I have used the fact that the Dirac bracket is independent form the
extension λYV of λY to W used to set V = 0 and analogously in the third member. The
cocycle term is
〈Xκ−1W , ∂AY0〉 = −〈Yκ−1W , ∂AX0〉 = 〈X0, ∂AY0〉, W ∈Wred, (7.20)
since, by (7.5b), ∂AX0, ∂AY0 ∈ Wred and 〈XV ,W 〉 is independent from V ∈ Wred for any
W ∈Wred.
The first term in the right hand side of (7.16) is a differential polynomial in the xη,
yη and wη and is computable in principle using (7.16). The second term, proportional to
κ, is the anomaly. It can be calculated explicitly. The result is
χ(X0, Y0) =
∑
η∈Π
Nη
[ ∏
m∈Iη,m≥−jη+1
2
C−1jη,m
]
〈xη, Djηyη¯〉, (7.21)
D0 = ∂,
D 1
2
= ∂2 + (1/2)R,
D1 = ∂
3 + 2R∂ + (∂R),
D 3
2
= ∂4 + 5R∂2 + 5(∂R)∂ + (3/2)
(
∂2R + (3/2)R2
)
,
D2 = ∂
5 + 10R∂3 + 15(∂R)∂2 + [9(∂2R) + 16R2]∂ + 2[(∂3R) + 8R(∂R)],
etc.. (7.22)
The Dj are the well-known Bol operators [21].
There are other relevant Dirac brackets. Consider the energy-momentum tensor T .
For any u ∈ LieConf 0, the restriction of Tu to Wred, which will be denoted by the same
symbol, is given by (5.9b) with W ∈Wred. Explicitly,
Tu = 2
− 12 (t0, t0)〈u, wo〉+ (1/2κ)
∑
η∈Π,jη=0
Nη〈u, wη
⊗2〉, (7.23)
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where o ∈ Π is defined in sect. 2. As appears, Tu ∈ D(Wred). Note that only the
components wη with η ∈ Π and jη = 0, which correspond to keradt−1 ∩ cs, contribute to
the term quadratic in W 2. From (7.16), one has
{Tu, Tv}
∗
κ = T[u,v] + 12κ(t0, t0)σ(u, v) (7.24)
for any u, v ∈ LieConf 0, which is to be compared with (5.17). Using (7.16), one also finds
{Tu, λX}
∗
κ = λθvX + κχ(L˙(u), X0) (7.25)
for any u ∈ LieConf 0 and any X ∈ W
∨
red, where θuX = (θuxη)η∈Π is given by (4.11)
with φ = xη and h = −jη. The calculations involved in deducing (7.24) and (7.25) are
straightforward.
Let us discuss briefly the results just obtained. (7.16) defines a Dirac bracket W
algebra in the so-called lowest weight gauge. In fact, analogous expressions have been
worked out in the literature following closely related techniques (see refs. [9–13]). The
W algebra proper is obtained by letting xη and yη in (7.16) be elements of the KN basis
of KN−jη . The form of the anomaly was first found in [29] in a different approach where
however the deep relation with the theory of SL(2,C) embeddings into simple Lie groups
was not apparent. From (7.23), it follows that the Tu form a Dirac bracket Virasoro algebra
of classical central charge 12κ(t0, t0). From (7.24), it also appears that the functions λX
with xo = 0 are primary with respect to the Virasoro algebra. All the above properties
have a counterpart in the standard algebraic formulation to W algebras [9–13].
One may consider the W algebra obtained above in terms of modes. For any η ∈ Π
and any M ∈ Z + pjη , let Xη,M be the element of W
∨
red defined by the ordered sequence
(δη,ζυ
(−jη)
N )ζ∈Π. Set
jη,M = λXη,M . (7.26)
From (7.16), by means of a straightforward calculation, one finds, to order O(κ0),
{jη,M , jζ,N}
∗
κ = κNηδη,ζ¯
[ ∏
m∈Iη,m≥−jη+1
2
C−1jη,m
]
ς
(−jη)
M
(−jη)
N
+
∑
ξ∈Π
∑
L∈Z+pjξ
Fη,ζ
ξh
(jη)
M
(jζ)
N
L
(1+jξ)
jξ,L +O(κ
−1), (7.27)
2 In ref. [6], such quadratic contribution was overlooked.
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for η, ζ ∈ Π, M ∈ Z+ pjη and N ∈ Z+ pjζ . Here,
h
(jη)
M
(jζ)
N
L
(1+jξ)
=
〈 ∑
m∈Iη,n∈Iζ ,m+n=jξ
(jη, m; jζ , n|jξ, jξ)Xη,M 0η,mXζ,N 0ζ,n, υ
(1+jξ)
−L
〉
,
ς
(−jη)
M
(−jη)
N =
〈
υ
(−jη)
M , Djηυ
(−jη)
N
〉
,
Xη,M 0 = F0,η,jη
(
υ
(−jη)
M
)
, etc. (7.28)
(cf. eq. (3.12)) and Fη,ζ
ξ and Nη are defined in sect. 2 (cf. eqs. (2.3) and (2.10)). It can
also be seen that h
(jη)
M
(jζ)
N
L
(1+jξ)
and ς
(−jη)
M
(−jη)
N vanish unless jη + jζ − 2jξ ≤ L−M −N ≤[
2(jη + jζ − jξ) + 1
]
ℓ + 2jξ − jη − jζ and −2(2jη + 1)ℓ ≤ M +N ≤ 0, respectively, if the
weights involved are non exceptional. The expression of Xη,M 0 follows easily from noting
that the equation adt−1∂AXη,M 0 = 0 obeyed by Xη,M 0 is equivalent to (3.5) with h = 0,
µ = jη and φ = υ
(−jη)
N .
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