We propose a counterfactual Kaplan-Meier estimator that incorporates exogenous covariates and unobserved heterogeneity of unrestricted dimensionality in duration models with random censoring. Under some regularity conditions, we establish the joint weak convergence of the proposed counterfactual estimator and the unconditional Kaplan-Meier (1958) estimator. Applying the functional delta method, we make inference on the cumulative hazard policy effect, that is, the change of duration dependence in response to a counterfactual policy. We also evaluate the finite sample performance of the proposed counterfactual estimation method in a Monte Carlo study.
Introduction
Policy evaluation is one of the important areas in social science. Counterfactual analysis is an approach that provides policy recommendations when a policy is not implemented yet or when a similar quasi-experiment is infeasible. Recent studies on counterfactual analysis, for example Rothe (2010) and Chernozhukov, Fernández-Val, and Melly (2013) , emphasize the unconditional distributional effect of an exogenous manipulation of covariates on an outcome variable of interest. Methods in these studies are usually based on data that are completely observed; however, sampling schemes may generate incomplete data and thus restrict their applicability. For example, duration data on unemployment spells, collected by the Current Population Survey, are commonly believed to be subject to right censoring, as explained by Kiefer (1988) .
The main objectives of this paper are to estimate the unconditional distribution of a duration variable affected by a counterfactual policy that exogenously manipulates covariates, and to evaluate associated policy effects by the comparison between the counterfactual and original unconditional distribution of the duration variable. Specifically, we consider a nonseparable model
where T is a nonnegative duration variable of interest, X is a d-dimensional vector of time-invariant covariates, ε is individual unobserved heterogeneity in an arbitrary measurable space of unrestricted dimensionality, and ϕ is a structural function that is unknown to researchers. In addition, the right censoring may make T unobserved; instead, the observable data are the vector X of covariates,
where C is a censoring random variable, which is only observed for censored observations, and ½ [·] is an indicator function. Policy makers consider the counterfactual scenario that exogenously changes X to X * and leads to the counterfactual duration variable
and attempt to evaluate the policy effect
where F T and F T * are the cumulative distribution functions (CDFs) of T and T * , respectively, and ν is some functional defined on the collection of all CDFs. Such an effect ν(F T * ) − ν(F T ) may be important in policy evaluation. For example, although unemployment insurance benefits may smooth the income fluctuation of the unemployed, it may discourage the unemployed from searching for jobs. Therefore, policy makers would be interested in the effect of reducing wage replacement ratio on the cumulative hazard rate of unemployment spells. In this case, T is the unemployment duration, X is the wage replacement ratio, and the functional ν is a map from a CDF to its cumulative hazard function, that is, ν : F → [0,·] 1 1−F − dF .
1
We propose a nonparametric estimation method of the unconditional CDF F T * arising from an exogenous manipulation of covariates X on the duration variable T . This proposed nonparametric estimation method allows researchers to conduct a counterfactual policy analysis, rather than just a descriptive analysis, of duration data.
2 Specifically, we evaluate ν(F T * ) − ν(F T ) by replacing F T * and F T with their nonparametric estimator, respectively. On the one hand, we construct the unconditional Kaplan-Meier (1958) estimatorF T . On the other hand, under regularity conditions, the unconditional CDF of T * is recovered by F T * (t) = E(F T |X (t|X * )) where F T |X is the conditional CDF of T given X; thus, we follow the analogy principle to propose a two-stage fully nonparametric estimator of the counterfactual CDF of T * . In particular, we first construct a variant of Beran's (1981) conditional Kaplan-Meier estimatorF T |X and then take average ofF T |X with respect to the empirical distribution of X * to obtain a counterfactual estimatorF T * . The first-stage nonparametric estimation can avoid the misspecification of the conditional CDF, which is emphasized in Rothe and Wied (2013) . Moreover, the proposed first-stage estimator, instead of the kernel CDF estimator in Rothe (2010) , is essential to avoid the estimation bias in the presence of censoring. Indeed, our simulation experiments show that the proposed estimatorF T * , compared with Rothe's counterfactual CDF estimator, has smaller mean integrated absolute error (MIAE) and root mean integrated squared error (RMISE) when duration data are subject to censoring.
To establish the validity of the proposed approach, we show that under some regularity conditions, the vector (F T * − F T * ,F T − F T ) ⊤ converges weakly to a two dimensional centered Gaussian process over a specific compact subset of R 2 + at the rate √ n. This convergence rate avoids the curse of dimensionality even though the firststage estimatorF T |X converges at a rate less than √ n. Applying the functional delta method, we can obtain the asymptotic distribution of the counterfactual policy effect 1 For any càdlàg function F , we write F − for its left-continuous version, that is, Lancaster (1992) and Cameron and Trivedi (2005) indicate that the nonparametric Kaplan-Meier estimation is traditionally viewed as a descriptive analysis.
√ n(ν(F T * ) − ν(F T )), which allows us to evaluate the effect of counterfactual policy intervention on the cumulative hazard function.
The proposed method also complements the literature on decomposition methods.
Decomposition methods are usually used to explain the difference in unconditional distributional features of an outcome variable across two different demographic groups or time periods. The between-group difference is usually decomposed into a structure effect and a composition effect. 3 In the presence of complete data, Rothe (2010) proposes a two-stage fully nonparametric estimation of the composition effect, whereas Chernozhukov et al. (2013) develop a two-stage semiparametric estimation of this effect by either distribution regression or quantile regression. Taking random censoring into account, García-Suaza (2016) studies the effect based on the proportional hazard specification. In contrast, the method in this paper is fully nonparametric; additionally, as explained by Rothe (2010) , we can regard X * as observable covariates of a different group, and ν(F T * ) − ν(F T ) as the composition effect in the setup (1)-(3) of random censoring. Throughout this paper, all random variables are defined on the same probability space (Ω, A, P). We denote D[c 1 , c 2 ] and l ∞ [c 1 , c 2 ] by the set of càdlàg and bounded functions defined on the interval [c 1 , c 2 ], respectively. We write ⇒ for weak convergence in a function space equipped with the uniform norm, and a∧b for the minimum of a and b. We also denote the density of X by m, and the density of X * by m * . For a generic random variable U, we write F U for the CDF of U, f U for the derivative of F U , F U |X for the conditional CDF of U given X, and f U |X (u|x) for the derivative with respect to u of F U |X (u|x); additionally, let F δ U (u) = P(U ≤ u, δ = 1) and F δ U |X (u|x) = P(U ≤ u, δ = 1|X = x). We assume that T, C, X, and X * are absolutely continuous random variables. The absolute continuity of the duration variable T is reasonable because T is expected to be generated by a transition process, which is usually modeled in continuous time. (See Cameron and Trivedi (2005) and Florens, Fougère, and Mouchart (2008) for example.) Furthermore, we only consider absolutely continuous covariates for ease of exposition because the proposed estimation method can be revised to include discrete covariates. Alternatively, in the case of a binary policy variable, Sant'Anna (2016) extends the method of Kaplan-Meier integrals and studies various treatment effects when the outcome may be right censored. The remainder of this paper is organized as follows. Section 2 discusses the setup of duration analysis, the objects of interest, and the counterfactual Kaplan-Meier estimator. Section 3 shows the asymptotic theory of the proposed estimator and statistical inference on the associated policy effects. Section 4 presents the results of Monte Carlo simulation. Section 5 concludes. Technical proofs are deferred to Appendix.
Model and estimation

Setup and objects of interest
The flexible duration model in (1) can avoid several types of model misspecification. First, Lu and White (2014) point out that the nonseparability of ε enables treatment effect and marginal effect could depend on unobservable heterogeneity. In addition, the unrestricted dimensionality of ε can avoid incorrect inference due to the inclusion of limited heterogeneity, as argued by Browning and Carro (2007) . Hoderlein and Mammen (2009) also indicate that ε can be viewed as an element of an infinitely dimensional function space; for example, it could be individual preference for leisure in the analysis of unemployment spells. Finally, both the marginal distribution of ε and the conditional distribution of T given ε are unspecified to avoid inappropriate inference caused by parametric assumptions.
4
The random censoring feature in (2) is prevalent in duration analysis and usually arises because of sampling schemes, for example, a random failure to follow up an individual during the study period. We refer readers to Moore (2016) for more underlying reasons of random censoring. In this paper, we consider the simple counterfactual scenario that policy intervention does not affect the structural function ϕ in (3); however, we allow a change in the censoring variable C after policy intervention.
5
A counterfactual policy that changes the duration variable from T to T * yields the distribution policy effect
For instance, since the shape of the distribution of unemployment spells may affect the government expenditures on unemployment insurance, the distribution policy effect matters for policy makers concerning fiscal deficits. In addition, the literature on duration models especially emphasizes the duration dependence, that is, the shape of the 4 Lancaster (1992) documents many alternatives of parametric assumptions about the hazard function in mixture models. Parametric specification of the heterogeneity distribution and duration dependence is, however, a well-known issue in econometrics. See the discussion in Hausman and Woutersen (2014) .
5 As suggested in Fortin et al. (2011) , policy intervention may result in an alternative structural function ϕ * in general equilibrium.
hazard function. 6 The change of duration dependence in response to a counterfactual policy can be answered by the cumulative hazard policy effect
where Λ T * (t) = t 0
and Λ T (t) = t 0
are the cumulative hazard functions of T * and T , respectively. In the case of unemployment spells, policy makers would be interested in the cumulative hazard policy effect because it would evaluate whether a counterfactual policy is beneficial for a target group, for example the long-term unemployed, to escape the unemployment trap. Other counterfactual policy effects, such as quantile policy effect and Lorenz curve policy effect, may also be of interest. See Bhattacharya (2007) and Rothe (2010) for treatment of these and further examples.
When the objects of interest are the aforementioned policy effects, the identification of ϕ is not necessary, as indicated by Rothe (2010) ; thus, we maintain the flexible specification of the structural function in (1). 
Nonparametric identification and estimation
Since a counterfactual policy effect can be generally written as ν(F T * ) − ν(F T ) for some specific functional ν, we start by identifying the CDFs F T and F T * . We first introduce the following assumptions.
and {X * j } n * j=1 are independent and identically distributed across individuals.
j=1 are observable and n * = n.
Assumption D1 is common in models of cross-sectional data. Assumption D2(i) is also common in duration models where researchers know whether the observed duration variable is censored. Assumption D2(ii) is innocuous when we consider the counterfactual policy that shifts X to X * = π(X) for some measurable function π, whereas this assumption is imposed for convenience when we treat X * as observable covariates of a different group in the analysis of the composition effect.
6 The hazard function of a nonnegative duration variable T is defined as
Assumption I (Identification)
I1 T and C are independent.
I2 T and C are conditionally independent given X.
I3 ε is independent of both X and X * .
I4
The support of X * is a subset of the support of X.
Assumptions I1 and I2 are commonly imposed in survival analysis, for example Lancaster (1992) and Kalbfleisch and Prentice (2002) for Assumption I1 and Dabrowska (1989) , Iglesias-Pérez and González-Manteiga (1999) , and Gneyou (2014) for Assumption I2. Assumption I1 ensures that the random censoring is non-informative; that is, C does not provide any information about T , and vice versa. Assumption I2 holds if random censoring is non-informative when covariates are controlled. Note that neither Assumption I1 nor Assumption I2 is stronger. 8 If C is independent of (X, T ), then Assumptions I1 and I2 are satisfied; however, these two assumptions are not sufficient for the independence between C and X. 9 Assumptions I3 and I4 are imposed for counterfactual analysis as in Rothe (2010) . Assumption I3 requires that all covariates are exogenous and thus may be strong in some empirical studies. If we are interested in the effects arising from the manipulation of some policy variables, this assumption can be weaken by conditional exogeneity of ε given observable covariates. To be precise, let X = (X p , X c ) ⊤ where X p and X c are the vector of policy variables and vector of covariates, respectively. Policy intervention changes X p to X * p but keeps X c unchanged. Proposition 1 below is still valid if Assumption I3 is replaced with the assumption that ε is independent of (X p , X * p ) conditional on X c .
10 Assumptions I2 and I3 imply that censoring occurs exogenously provided that ϕ(x, ·) is invertible for all x. 11 Since nonparametric analyses of counterfactual policy effects resulting from an extrapolation of covariates may be invalid, we impose the overlap condition in Assumption I4. Assumption I guarantees the identification of (F T * , F T ) ⊤ over a subset of R 2 + . Stute and Wang (1993) show that under Assumption I1, F T (t) is identified for each t < τ ≡ inf{t :
8 See the examples on page 65 of Stoyanov (2014) . 9 The independence between C and X holds if Assumptions I1 and I2 hold and the family of distributions of T given X is boundedly complete; that is, for a bounded function g, E[g(T )|X] = 0 almost surely implies g(T ) = 0 almost surely. See the discussion in Dawid (1998) .
10 Similarly, Assumptions I3 can be relaxed by the control function approach proposed by Blundell and Powell (2003) and Imbens and Newey (2009) . The application of the control function approach is however beyond the scope this paper. See Lee (2015) for the analysis of counterfactual effects by the control function approach in the absence of random censoring.
11 Suppose that invertibility of ϕ(x, ·) holds for all x. Assumption I2 implies that ε and C are conditionally independent given X by Lemmas 4.1 and 4.2 of Dawid (1979) . If moreover Assumption I3 holds, then ε is independent of (C, X) by Lemma 4.2 of Dawid (1979) . F Y (t) = 1}. Under Assumptions I3 and I4, we can express F T * as the population average, taken with respect to the distribution of X * , of the conditional CDF of T given X;
to be precise, F T * (t) = E(F T |X (t|X * )). The identification of F T * (t) thus follows that of F T |X (t|x), and the latter is achieved under Assumption I2 for (t,
Alternatively, the joint CDF of (T, X) can be identified on [0, τ ) × R d by replacing
Assumption I2 with the assumption that δ and X are conditionally independent given T ; that is, given the duration, covariates provide no further information on whether censoring occurs. 12 This assumption is imposed in recent studies on duration analysis, for example Sant'Anna (2016 , 2017 , García-Suaza (2016) , and references cited therein. We summarize the discussion in the following proposition.
Proposition 1. Suppose that Assumptions D1 and D2 hold. Under Assumption I1,
Moreover, if Assumptions I3 and I4 are also satisfied,
Proposition 1 suggests that we follow the analogy principle to construct an estimator of F T * (t) bŷ
whereF T |X is the variant of Beran's (1981) 
are appropriate weights and h is a tuning parameter. 13 Different choices 12 Suppose that Assumption I1 holds. If δ and X are conditionally independent given T , then the joint distribution of (T, X) on [0, τ ) × R d can be recovered by
where
More general results are shown in Equation (1.2) of Stute (1996) .
13 In fact, the estimatorF T |X is the exponential transformation of the Nalson-Aalen estimator of the cumulative hazard function of F T |X . Additionally, Beran's (1981) conditional Kaplan-Meier estimator
can be viewed as the first-order Taylor series approximation ofF T |X .
of weights are documented in the literature on the conditional Kaplan-Meier estimator.
14 In this paper, we construct the counterfactual Kaplan-Meier estimator in (4) based on the Nadaraya-Watson weights
for some kernel function K and bandwidth h n . For ease of notation, we suppress the dependence on h n forF T * andF T |X hereafter. To estimate F T (t), we adopt the unconditional Kaplan-Meier (1958) estimator
are the n pairs of observations ordered on the order statistics of
3 Asymptotic theory
Representations
Asymptotic properties of the unconditional Kaplan-Meier estimatorF T in (6) have been studied extensively in survival analysis. One attractive feature is thatF T (t) − F T (t) can be approximated by an average of independent and identically distributed random variables with mean zero. 15 We state this representation in the following proposition for completeness.
Proposition 2. Under Assumptions D1-D2 and I1, for any ζ < τ = inf{t :
14 These choices include Gasser-Muller weights and Nadaraya-Watson weights.
See for example Gonzalez-Manteiga and Cadarso-Suarez (1994), Dabrowska (1989) , and Iglesias-Pérez and González-Manteiga (1999) .
15 Another appealing feature is the strong approximation for √ n(FT − FT ) by a sequence of Gaussian processes. See for example Burke, Csörgő, and Horváth (1988) and Major and Rejto (1988) .
The influence function ofF T in Proposition 2 is centered at zero. Moreover, the precise rate of approximation error sup t∈[0,ζ] |R n (t)| differs if different assumptions about the data generating process are imposed (cf. Lo and Singh (1986) , Cai (1998) , Chen and Lo (1997) ). In addition to the representation ofF T , a similar representation ofF T |X in (5) (4) is constructed by taking average ofF T |X with respect to the empirical distribution of X * , applying the representation ofF T |X allows us to approximateF T * by an average of independent and identically distributed random variables with mean zero. To obtain the approximation ofF T * , we need the following assumptions about the kernel and bandwidth. K2 There is a positive integer r ≥ 2 such that
is r-times differentiable with respect to u and the derivatives are uniformly continuous and bounded.
Assumption B (Bandwidth) The sequence {h n } ∞ n=1 of bandwidths satisfies the following conditions.
These assumptions about the kernel and bandwidth are mild. Assumption K3 restricts the choice of kernels so that the estimatorF T |X (t|x) is r-times differentiable with respect to x and these derivatives are uniformly continuous and bounded. Assumptions B2 implies the remainder term in the representation ofF T |X in Proposition 3 below is of order less than n −1/2 . Assumptions K2-K3 and B3 are imposed to ensure the bias terms ofF T * in Proposition 3 are also of order less than n −1/2 . Note that a necessary condition to make Assumptions B2 and B3 valid simultaneously is 3d < 2r. Thus, we use a higher order kernel to constructF T * under Assumption K2 if multivariate policy
and each k ℓ is a univariate kernel function that is symmetric around zero.
Moreover, we need conditions about the support and smoothness of densities and distributions as follows.
SP2 There exist positive numbers u 0 and v 0 such that inf m(x) : x ∈ J * v 0 ≥ u 0 where
SP3 There exist positive numbers ζ * and v
Assumption SP1, stronger than Assumption I4, requires the support of X * to be a proper subset of the support of X. When J * is close to J, Assumption SP2 is valid provided the density of X on the boundary of J * is still bounded away from zero.
Assumption SP3 requires the conditional survival function of Y given X is uniformly
The function m(x) is r-times differentiable with respect to x on the interior of J, and its derivatives are bounded and uniformly continuous.
SM2 For all (t, x) ∈ R × J * v 0 , the first r partial derivative with respect to x of F T |X (t|x), F C|X (t|x), f T |X (t|x) and f C|X (t|x) are bounded.
, the first derivative with respect to t of f T |X (t|x) and f C|X (t|x) are bounded.
SM4
The function m * (x) is r-times differentiable with respect to x on the interior of J, and its derivatives are bounded and uniformly continuous. 
(ii) If in addition Assumptions I3-I4, K4, and SM4-SM5 hold, then for t
The influence function ofF T * in Proposition 3 has mean zero and can be decomposed into two components: the first part arises from the sample variation in X * , and the second part results from the estimate of F T |X (t|x). The influence function ofF T * is different from that of the counterfactual CDF estimator in Rothe (2010) because we use the estimatorF T |X (t|x) in (5) to recover the conditional CDF F T |X (t|x) in the presence of random censoring.
Asymptotic properties
Propositions 2 and 3 show that the estimatorsF T (t) andF T * (t) can be represented by the average of functions of independent and identically distributed random variables (Y, δ, X, X * ) ⊤ plus asymptotic negligible terms. The counterfactual estimatorF T * is uni-
and {(y, δ, x) → ξ * (y, δ; t, x) : t ∈ [0, ζ * ]} are both Euclidean under the assumptions imposed. Moreover, for each t ∈ [0, ζ * ], the proposed estimatorF T * (t) can avoid the curse of dimensionality, namely convergence at the usual parametric rate √ n, even if the first-stage estimatorF T |X (t|x) converges to F T |X (t|x) at a rate slower than √ n for each x ∈ J * .
17
The representations ofF T andF T * further allow us to apply techniques in the literature on empirical processes to show that the random map
converges weakly to a two dimensional centered Gaussian process, whereF ≡ (
where ξ and ξ * are defined in Propositions 2 and 3, respectively. We establish the weak convergence ofF as follows. 
where F is a two dimensional centered Gaussian process with covariance function Σ(s, t) =
Theorem 1 demonstrates that when the sample size is large, we can approximate the random map in (7) by the two dimensional centered Gaussian process F with the covariance function
The second term in the last line is zero if X * is independent of (Y, δ, X), which is expected to be valid in the analysis of the composition effect. In contrast, if we consider a counterfactual manipulation with X * = π(X), then the second term should not be omitted in general.
We can make inference on the distribution policy effect △ F (t) by△
by Theorem 1 and the continuous mapping theorem. The covariance function Σ(s, t) can be estimated by replacing the unknown functions with associated consistent estimators. For example, a plug-in estimator of Σ 11 (u, u ′ ) iŝ
whereF T * is defined in (4),F T |X is defined in (5),
To analyze other counterfactual policy effects, we apply the functional delta method as follows.
Theorem 2. Let ν be a functional mapping from a subset of
Under the assumptions of Theorem 1, we have that in V,
where G is a two dimensional centered Gaussian process with covariance function
Theorem 2 immediately implies the following corollary. We can make inference on the cumulative hazard policy effect
by the continuous mapping theorem.
Corollary 1. Under the assumptions of Theorem 1,
The two dimensional process A is centered Gaussian with covari-
Monte Carlo simulation
In this section, we evaluate the small-sample performance of the proposed estimator F T * and its associated counterfactual policy effects by Monte Carlo simulation. We consider the following data generating process (DGP):
where the covariates (X 1 , X 2 ) follow the Beta distribution with shape parameters (2, 2), the unobserved heterogeneity ε is exponentially distributed with mean 2, and C is lognormally distributed with parameters (2.5, 1); additionally, (X 1 , X 2 , ε, C) are mutually independent. The censoring rate in this design is approximate 23.45%. We study the policy intervention
and this intervention does not affect (C, ε). The DGP and counterfactual policy are not meant to mimic any data set in empirical studies; instead, they are only used to illustrate the proposed method.
We consider the sample sizes n = 100, 200, 400, and 800. The number of simulation replications is S = 1000. The criteria of evaluation include the mean integrated absolute error (MIAE) and the root mean integrated squared error (RMISE).
18 The 18 For an estimatorf of a generic real-valued function f , the mean integrated absolute error off is
and the root mean integrated squared error off is quantile of T , respectively. We evaluate the estimation of the CDFs (F T * , F T ) and the estimation of the cumulative hazard functions (Λ T * , Λ T ). We estimate F T by the unconditional KaplanMeier estimatorF T in (6). To estimate F T * , we use the proposed estimatorF T * in (4) with the fourth order product kernel function K(u 1 , u 2 ) = k(u 1 )k(u 2 ) where
and the bandwidth h n = 3n −1/7 . 19 Table 1 shows that the MIAE and RMISE of (F T * ,F T ) shrink as the sample size increases. The MIAE and RMISE ofF T * halves as the sample size quadruples; namely, this estimator converges at the rate √ n. This confirms the theoretical analysis that the proposed estimator F T * does not suffer from the curse of dimensionality. We also consider an oracle estimatorF T * , which is the unconditional Kaplan- Table 2 reports the MIAE and RMISE of the estimated cumulative hazard functionŝ
where ν is the functional that maps F to − log (1 − F ). Similarly, the simulation results provide evidence that the proposed cumulative hazard functionΛ T * converges at the rate √ n. Moreover,Λ T * performs as well as the oracle estimatorΛ T * . The neglect of censoring, however, causes relatively large bias of Λ † T * .
Conclusion
We have proposed a two-stage fully nonparametric estimator of the counterfactual CDF for a duration variable, which is subject to the random censoring. Since the nonseparable heterogeneity is of unrestricted dimensionality and its marginal distribution is unspecified, the duration analysis in this paper would avoid several types of model misspecification in empirical studies. The incorporation of covariates also enables researchers to evaluate the change of duration dependence in response to a counterfactual policy that changes exogenous covariates.
20 Since the support of (X * 1 , X * 2 ) is a proper subset of the support of (X1, X2), we construct Rothe's estimator based on the aforementioned fourth order kernel function and bandwidth hn = 3n −1/7 .
There are some directions of extension to this research. First, we may relax the assumption of exogenous covariates by the control function approach. Second, it would be important to establish the validity of a bootstrap method to construct a confidence band for the counterfactual policy effect. Finally, the inclusion of time-varying covariates might be relevant in some empirical studies.
Appendix A Technical Proofs
A.1 Proof of Proposition 1
Proof. Under Assumption I1, we can show that
for t < τ . See page 1604 of Stute and Wang (1993) .
the identification of F T |X (t|x) is established by similar arguments in Lemma 25.74 of van der Vaart (1998).
The independence between ε and X implies
Since ε is also independent of X * , which only takes values in a subset of support of X, we have
A.2 Proof of Proposition 2
Proof. See Theorem 1 of Lo and Singh (1986) or Theorem 3 of Cai (1998) .
A.3 Proof of Proposition 3
Proof.
. By Theorem 2.1 of Liang et al. (2012) ,
. Hence, with probability one,Λ T |X (t|x) is well defined on [0, ζ * ] × J * for n large. Taylor series expansion yieldŝ
The desired result follows from Theorems 2.1 and 2.3 of Liang et al. (2012) .
and X * be a random variable that is independent of D n and follows the same distribution as X *
Lemma 1 shows that
The result follows from Lemma 2 that
A.4 Proof of Theorem 1
Proof. The representations in Propositions 2 and 3 allow us to write √ n F − F as a two-dimensional empirical process plus an asymptotically negligible term; that is, for
ξ(Y, δ; t) , and the two functions ξ and ξ * are defined in Propositions 2 and 3, respectively. It follows from Lemma 3 that the classes {(y, δ) → ξ(y, δ; t) :
2.14 of Pakes and Pollard (1989) further implies that the class Φ ≡ {φ(t, ·) :
is Euclidean under Assumption SM5. Hence, the class Φ is Donsker by Theorem 19.14 of van der Vaart (1998), and the process
A.5 Proof of Theorem 2
Proof. The proof is an application of the functional delta method, which is established in Theorem 20.8 of van der Vaart (1998).
A.6 Proof of Corollary 1
. From Lemma 20.14 of van der Vaart (1998), the functional ν is Hadamard differentiable at
η . Moreover, it can be shown that the Hadamard derivative is
A.7 Lemmas
and X * be a random variable that is independent of D n and follows the same distribution as X * 1 does. Under Assumptions D1-D2, I1-I2, K1-K3, B1-B3, SP1-SP3, and SM1-SM2,
by Theorem 2.1 of Liang et al. (2012) . Let C r (J * ) be the class of real-valued functions defined on J * whose partial derivatives up to order r exist and are bounded by some constant. Example 19.9 of van der Vaart (1998) shows that C r (J * ) is Donsker whenever r > d/2, which is guaranteed under Assumptions B2 and B3. Note that for each
is a sequence of random functions taking their values in C r (J * ) under Assumption K3 and SM2. It follows from Lemma 19.24 of van der Vaart
It remains to show the uniform convergence in probability. Since the dominated convergence theorem implies that with probability one,
as s ′ → s, the stochastic equicontinuity holds; specifically, we have for any u > 0 there is a v > 0 such that lim sup
Applying Theorem 21.9 of Davidson (1994) yields the desired result.
and X * be a random variable that is independent of D n and follows the same distribution as X * 1 does. Suppose that the assumptions of Proposition 3 hold. Then, for t ∈ [0, ζ * ],
and
Following the first part of Proposition 3, we obtain
Term III is asymptotically uniformly negligible because
by Assumption B2. We first show that Term I can be approximated by
.
For each i ∈ {1, 2, . . . , n}, we abbreviate by writing ξ * i,t ≡ ξ * (Y i , δ i ; t, X i ), and we have
. Applying the second order Taylor expansion of 1/m(x) around 1/m(x) yields by Assumption SP3, and
by Assumptions SP2, K1-K3 and B1-B3. In addition, Assumptions SM1, SM4, and K1-K3 imply that the first term satisfies
It suffices to show that the second term
Assumptions SM1, SM4, and K1-K3 imply that
For simplicity, we introduce further notation. Letm(x;
Since L is uniformly bounded and n 1/2 h d n → ∞ by Assumptions B1 and B2, we have
In addition, for each t ∈ [0, ζ * ] and h > 0,
probability one. Lemma 3 shows that {L(·, ·; t, h) : t ∈ [0, ζ * ], h > 0} is an Euclidean class. Corollary 4 of Sherman (1994) implies that
It follows that
In addition, sincem(x; h n ) = m(x) + O p (h r n ) by kernel smoothing techniques, we have
by Assumption B3. Substituting (A.8) and (A.9) into (A.7), we obtain that Term I.b1 is asymptotically uniformly negligible. In addition, after some simple but tedious calculation, we show that under Assumptions K1-K2 and SM1,Q(X i ; h n ) = O p (h r n ). It follows that Term I.b2 is asymptotically uniformly negligible; that is,
It remains to show that Term I.b3 is asymptotically uniformly negligible. For each 
by Corollary 4 of Sherman (1994) . We also have
because M is uniformly bounded and n 1/2 h d n → ∞ by Assumptions B1 and B2. It follows that Term I.b3 is asymptotically uniformly negligible; that is,
Combining (A.4)-(A.11), we obtain that Term I.b is of order o p (1) uniformly in t ∈ [0, ζ * ]. Hence, we obtain
where the remainder term is asymptotically uniformly negligible in t ∈ [0, ζ * ].
Following similar arguments, we can also show that Term II is asymptotically uniformly negligible.
Lemma 3. Suppose that the assumptions of Proposition 3 hold.
(i) Let ξ be the function defined in Proposition 2. The class of functions
is Euclidean for some envelope.
(ii) Let ξ * be the function defined in Proposition 3. The class of functions {(y, δ, x) → ξ * (y, δ; t, x) : t ∈ [0, ζ * ]} is Euclidean for some envelope.
(iii) Let L be the function defined in (A.5). The class of functions {(w 1 , w 2 ) → L(w 1 , w 2 ; t, h) : t ∈ [0, ζ * ], h > 0}
(iv) Let M be the function defined in (A.6). The class of functions {(w 1 , w 2 ) → M(w 1 , w 2 ; t, h) : t ∈ [0, ζ * ], h ∈ (0, 1)} is Euclidean for some envelope.
Proof. (i ) For any t, t ′ ∈ [0, ξ * ], we have
by Assumption I1. Lemmas 2.13 and 2.14 of Pakes and Pollard (1989) imply that the class t ∈ [0, ζ * ]} is Euclidean for a constant envelope because {(−∞, t] : t ∈ R} is a VC class.
Note that we also have
for any t, t ′ ∈ [0, ξ * ]. Applying Lemmas 2.13 and 2.14 of Pakes and Pollard (1989) again yields that the class {(y, δ) → ξ(y, δ; t) : t ∈ [0, ζ * ]}} is Euclidean for some envelope.
(ii ) For any t, t ′ ∈ [0, ξ * ] and x ∈ J, we have : t ∈ [0, ζ * ]} is Euclidean for a constant envelope.
Therefore, the class of functions {(y, x, δ) → ξ * (y, δ; t, x) : t ∈ [0, ζ * ]} is Euclidean for some envelope by Lemma 2.14 of Pakes and Pollard (1989) .
(iii ) Let g(x 1 , x 2 ) = x 1 − x 2 and K = {u → K(u/h) : h > 0}. Assumption K1 implies that K is a VC-subgraph class. (See the discussion on page 911 of Giné and Guillou (2002) .) It follows from Lemma 2.6.18(vii) of van der Vaart and Wellner (1996) that the class F • g = {(x 1 , x 2 ) → K ((x 1 − x 2 )/h) : h > 0} is a VC-subgraph class; thus F • g is Euclidean for a constant envelope. Lemma 5 of Sherman (1994) implies that the class {x → h dm (x; h) : h > 0} is also Euclidean for a constant envelope. Since the class {(y, δ, x) → ξ * (y, δ; t, x) : t ∈ [0, ζ * ]} is Euclidean by part (ii ), the class {(w 1 , w 2 ) → L(w 1 , w 2 ; t, h) : t ∈ [0, ζ * ], h > 0} is Euclidean for some envelope by Lemma 2.14 of Pakes and Pollard (1989) .
(iv ) By part (ii), Lemma 5 of Sherman (1994) , and Lemma 2.14 of Pakes and Pollard (1989) , it suffices to show that (x 1 , x 2 ) → h d Q(x 1 , x 2 ; h) : h ∈ (0, 1) is Euclidean.
Since there is a constant c such that for h 1 , h 2 ∈ (0, 1), sup x,z∈J |v(x + h 1 z) − v(x + h 2 z)| ≤ c|h 1 − h 2 | by Assumptions SM1 and SM4, the class {(x, z) → v(x + hz) : h ∈ (0, 1)} is Euclidean by Lemma 2.13 of Pakes and Pollard (1989) . In addition, Lemma 22(i) of Nolan and Pollard (1987) 
It follows from Lemma 2.14 of Pakes and Pollard (1989) and Lemma A.2. of Ghosal, Sen, and van der Va (2000) that the class (x 1 , x 2 ) → h d Q(x 1 , x 2 ) : h ∈ (0, 1) is Euclidean.
