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5. EXTREMOS RELATIVOS. CURVATURA.  
 
Teorema: Sea f  una función que verifica para un cierto fDoma : 
          oafyafafaf nn   01  
 
Entonces: 
1) Si n es par y     0af n  f tiene un mínimo relativo en a . 
2) Si n es par y     0af n  f tiene un máximo relativo en a . 
3) Si n es impar   f no tiene extremo relativo en a . 
 
Demostración: Por el Teorema de Taylor:  
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Casos: 
 
1) Si n  es par y    0af n . 
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2) Si n  es par y    0af n .  
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Así, 
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3) Si n  es impar. 
En este caso     axsiaxyaxsiax nn  ,0,0  
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El signo de   nf  no varia en un entorno de a  porque  xf  es continua, pero el signo de  nax   
varia la izquierda y a la derecha de a , así no podemos afirmar si        afxfóafxf  , luego en 
ax   no hay ningún extremo relativo (máximo ó mínimo relativo). Podemos decir que en este caso 
tenemos un punto de inflexión. 
 
Teorema: Sea una función que verifica para un cierto fDoma  
          oafyafafaf nn   01  
 
Entonces: 
1) Si n es impar,  xf  tiene un punto de inflexión en ax   
2) Si n es par y    0af n , f es cóncava    
3) Si n es par y    0af n , f es convexa    
 
Demostración: Análoga a la del Teorema anterior. 
 
6. CÁLCULO DE LÍMITES. INFINITÉSIMOS. 
 
Definición: Se dice que una función  xf  es un infinitésimo cuando ax  , si   0lim 

xf
ax
 
 
Definición: Dos infinitésimos  xf  y  xg  se dicen equivalentes cuando ax  , si 
 
 
1lim 
 xg
xf
ax
. Se 
denota    xgxf
ax
 . 
 
Observación: Siempre se pueden aplicar las equivalencias en productos y cocientes, pero no en sumas o 
restas. Para poder aplicarlos en sumas o restas no podrá anularse el equivalente resultante. 
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Nota: Los polinomios de Taylor pueden ser utilizados para construir funciones (polinomios) 
equivalentes a otras. Por eso son muy útiles para el cálculo de límites. 
 
Vimos que 
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 y usando la notación Landau, 
    nan axoxR ,  tenemos que: 
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  naxo   se llama o pequeña de Landau y representa los términos del polinomio a partir del último, 
que tienen en común grado  1n , y por tanto    0
ax
n
axo

 , luego es un infinitésimo. 
 
Ejemplo: xsenx
x 0
 . Sin embargo:  
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Veamos ahora que  
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una o pequeña de mayor grado. Así: 
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Observamos entonces que no se pueden anular equivalencias en restas. 
 
Ejemplo: Calcular el siguiente límite: 
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Tomando   xxf cos . Aplicando el desarrollo en serie de potencias de dicha función, tenemos: 
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Luego:  
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7. APROXIMACIONES NUMÉRICAS. 
 
El error cometido al aproximar una función  xf  por el polinomio de Taylor de grado n  en ax   
  xP an, , que denotamos E es:      xRxPxfE anan ,,  . 
Así, podemos calcular valores aproximados de funciones con un error menor que un valor determinado. 
Ejemplo: Calcular  02.1log  con un error menor que 410  
Tomamos    xxf  1log  y lo evaluamos en 02.0x . 
Desarrollamos la función  xf  por el desarrollo de Mc-Laurin: 
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Acotamos el resto de Lagrange para localizar el menor valor de n  para el cual el error cometido en 
la aproximación sea menor que 410 . 
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Luego basta calcular el polinomio para 2n  
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Tomamos ahora 02.0x . Entonces: 
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