Abstract. There is currently a regain of interest in the Alternating Direction Implicit (ADI) algorithms as preconditioners for iterative methods for solving large sparse linear systems, because of their suitability for parallel computing. However, the classical ADI iteration is not directly applicable to Finite Element (FE) matrices, tends to converge too slowly for 3-D problems, and the selection of adequate acceleration parameters, remains a di cult task. In this paper we propose a Block-ADI approach, which overcomes some of these problems. In particular we derive a simple inexpensive heuristic for selecting the acceleration parameters. The new approach can be viewed as a combination of the classical ADI method and a domain decomposition approach.
Introduction
Iterative solutions of large sparse linear systems by Krylov subspace methods, require the use of preconditioning techniques in order to converge in a reasonable number of iterations. When implemented on parallel computers, standard preconditioners based on incomplete factorization, such as ILU 14] or the more elaborate versions such as ILUT 17, 24 ], using a wavefront or level-scheduling approach realize a reasonable speed-up on vector computers or parallel computers with a small number of processors 1, 2, 5]. However, the lengths of the wavefronts are not uniform, and this contributes to poor load balancing, and puts a limit to the maximum achievable speed-up due to Amdahl's law. Alternatively, parallelism can also be obtained through multicoloring. For example, if the matrix has property A, as is the case for the standard 5-point matrices obtained from centered Finite Di erence (FD) discretizations of elliptic Partial Di erential Equations (PDE's), there is a partition of the grid-points in two disjoint subsets such that the unknowns of any one subset are only related to unknowns of the other subset. This enables to produce a reordered matrix having a block-tridiagonal matrix, where the diagonal blocks are diagonal matrices and there are several di erent ways of exploiting this structure. For example, the unknowns associated with one of the subsets can be easily eliminated, and the resulting reduced system is often well-conditioned. This`two-coloring' often referred to as a red-black or checkerboard ordering, can be generalized to arbitrary sparse matrices by using multi-coloring and the generalizations of the standard ILU techniques based on such ideas can be easily derived 19] . Polynomial preconditioners are quite appealing because of the requirement that only matrix { vector product operations need to be optimized, a task that is reasonably straightforward. They can also always be combined with other preconditioners to improve their overall performance and this may constitute their best possible use, at least in the non-Hermitian case.
Another standard approach that has been employed in the past is Domain Decomposition. Most domain decomposition preconditioners rely on an e cient solution technique for the Schur complement. If we wish to achieve high speed-ups we must increase the number of subdomains, and as a result the Schur complement will become bigger and more complex. This eventually becomes di cult to program and, in addition, will yield diminishing returns.
Going back to standard preconditioners, we recall that historically SSOR was used rst as a preconditioner to the conjugate gradient methods 3, 4] well before incomplete factorization techniques became popular. Similarly, standard relaxation or block relaxation techniques have often provided easyto-implement and yet reasonably e cient preconditioners. However, insu cient work has been done on the parallel implementations of these techniques. In 18], SOR and SSOR and multicoloring techniques were combined and compared with`good' ILUT implementations. The main result in 18] is that these types of techniques can be quite e cient, and far superior to the standard preconditioners on some problems, provided a multi-step approach is used, namely provided that k > 1 steps of SOR or SSOR are taken at each preconditioning operation instead of just one as is usually done, where k is some parameter.
In this paper we investigate an ADI type iteration viewed from a Domain Decomposition angle. Our goal is to obtain a method whose computational structure is amenable to parallel computing as is the ADI iteration. In addition we would like the method to be applicable to Finite Element applications, possibly for 3-D problems, just as in a domain decomposition approach.
Classical ADI Methods
The ADI method was introduced by Peaceman and Rachford 15] (1) u = 0 on with 5-point centered nite di erence discretization, with n + 2 mesh-points in the x { direction and m + 2 points in the y direction, leads to the solution of a linear system of equations of the form Au = b (2) where A is a matrix of dimension N = n m. Without loss of generality and for the sake of simplicity, we will assume for the remainder of this paper that m = n, so that N = n 2 .
Writing the discretization in x and y direction into matrices H and V respectively, leads to a linear system of equations
where both H and V are sparse and possess a special structure. In particular, with suitable reordering, H and V are tridiagonal. Starting with some initial guess u 0 , the Alternative Direction Implicit procedure for solving (3) generates a sequence of approximations u i ; i = 1; 2; : : : given by the following algorithm More recently, the focus has turned into the implementation and e ciency issues of ADI methods on parallel computers. The degree of parallelism of the algorithm is of the order of the grid points, but the best complexity that can be achieved for each step is O(log n) using cyclic reduction in both directions to solve the tridiagonal systems 12, 10]. Other strategies exist which combine divide-and-conquer tridiagonal solvers and cyclic reduction.
The classical ADI and Domain Decomposition
In Algorithm 2.1 H is the discretization matrix of x-directional derivatives. In terms of domain decomposition the domain is decomposed into horizontal lines. Then H is obtained by applying the original PDE on the subdomains, while imposing the Neumann boundary conditions on the vertical sides. Similarly for V. After H and V are found we could write A as
These two splittings of A are used in each of two stages of the iteration (4). A parameter i was added to the diagonals of H and V as an acceleration parameter. In other words ADI can be viewed as an extreme case of domain decomposition in the plane, where the subdomain consists of nonoverlapping horizontal rectangles consisting of one line each. We can also view ADI as a means of using a domain decomposition strategy to reduce two-dimensional domains into 1-dimensional subdomains. By alternating between the x and y directions we can achieve the overlapping between the domains that is desirable in domain decomposition. As we noted earlier in domain decomposition the convergence deteriorates if the number of subdomains increases and there is no overlap between the subdomains. By the alternation we hope to achieve the equivalent e ect of overlapping subdomains.
A Block-ADI Algorithm
We have seen in the previous discussions that the two stages of the classical ADI are characterized by the way in which the matrix A is split in two additive components. It is natural to think of considering the subdomains of horizontal/vertical stripes consisting of a few, say k, lines, instead of just one line. The same procedure as in the classical ADI can then be de ned. Let us call ADI(k) this variant of ADI, and let H (k) and V (k) denote the matrices obtained by applying the original PDE on this decomposition of the domains. In essence, for each of the two domain partitionings, these matrices are obtained from the original matrix by neglecting the interactions between grid points across interfaces, or rather replacing them with Neuman boundary conditions. Then A is split as
) from which we can de ne our block ADI procedure, denoted by ADI(k). ? i I)u i+1=2 + b (10) Note that ADI(k) is de ned for FE matrices as well as for FD matrices. In a parallel environment the simplest form of parallelism is obtained by processing the domains independently, which will naturally achieve a speed-up of n=k (in case m = n). Further speed-ups can also be achieved. Although the matrices H (k) and V (k) are not tridiagonal for k > 1, they are banded with a bandwidth of 2k +1 and parallel banded solvers 11] can be used for each subdomain independently to yield higher speed-ups. If we assume an exact LU factorization is used to solve (9), we expect that the cost will be of the order k times that of the classical ADI. However, since H (k) and V (k) will be closer to A, or fewer interfaces are neglected in H (k) and V (k) , the ADI(k) is likely to converge faster. As a result there is a tradeo between the cost due to the number of ADI iterations and the cost of solving each of the equations (9) and (10) . An optimal value of k should achieve a balance between these two costs.
For 3-D problems we expect the 3-D equivalent of Block-ADI to perform better than DR ADI for large k. The main reason why the DR ADI converges so slowly is that H, V, and W are each too poor approximations to A. In terms of the splitting of A the spectral radius associated with the ADI iteration will be smaller as each of H, V or W gets closer to A. The matrices H (k) ; V (k) ; and W (k) are likely to be better approximations to A, for larger k. As in the two-D case the potential for achievable speed-up is reduced but for 3-D problems we still might have enough parallelism compared with two-D problems. However, this remains to be veri ed by numerical tests. 4 The acceleration parameters
As we noted earlier ADI can be e cient when we cycle with a decreasing sequence of parameters f i ; i = or formulas require some a-priori knowledge about the spectra of H and V . However, in practice the condition that H and V commute is much too restrictive. Actually, it dictates that the underlying PDE be separable in which case faster techniques may exist. In this paper we are interested in the more general situation where the PDE is not separable. This implies that there no longer exists a common set of eigenvectors, and this makes the analysis di cult. If H and V are symmetric, then we still could derive an upper bound for the spectral radius 23]. If H and V are not symmetric, which is true in the presence of convection terms in the underlying PDE, then the above upper bounds no longer hold, since kAk 2 is not equal to the spectral radius of A.
As a result, for the general case, we must turn to heuristics to nd optimal or nearly optimal iteration parameters i . For convenience we de ne ADI(k; l) to be the ADI(k) iteration using l parameters.
Multigrid Motivation
We now go back to the simple case where l = 1; HV = V H, and H and V are symmetric, positive de nite. Also assume that we know a; b such that a (H); (V ) b where (A) denotes the spectrum of the matrix A. Then the optimal is given by p ab 23] . For model problem a h 2 ; b 2, hence p 2h. In other words the optimal is linearly proportional to h. In general this would be the case when the di usion term dominates in the discretized matrix(If h becomes very small, the discretized matrix is more dominated by di usion terms).
Based on this observation we rst nd the optimal value of in a much coarser grid, then we use the above relationship to predict the optimal for the current grid. The following algorithm attempts to nd an optimal set of l values, for a combination ADI-GMRES, starting from a coarser grid with t initial values. Note that these parameters are likely to be optimal only for the combination ADI-GMRES and not for ADI considered as a separate algorithm. The di erence between the two can be quite important. (which is the estimated optimal for the original grid)
In step 1 we even could start from h m = 8h, depending on the size of N. In step 3 rather than terminating when the residual norm is reduced by a given , we could alternately terminate with a xed number of iterations and in step 4, nd j with the smallest residual norm.
Regarding the cost of the procedure, it is clearly impossible to predict it exactly. An estimate may be obtained only by making the assumption that the number of iterations required to reduce the residual norm by a factor of is proportional to p N = n. Then the single run of GMRES(m)-ADI(k) in step 3 would be roughly 1 16 : 4 of the cost for the original size using the same . Under this assumption, the cost of MG(n; t; k; l) would be 5=64 of the cost for the full system, when t = 5. For h m = 8h the cost becomes basically negligible.
The main feature of the algorithm is that by utilizing a multigrid motivated heuristic we avoid the otherwise sensitive problem of nding the optimal , while by choosing a sequence of parameters we expect to exploit the full power of ADI. Note that the heuristic is based on the assumption on a simple growth rule for the optimal parameters when h varies. We do not know whether this rule is valid for the general problems which we are considering. The heuristics can be still be used in these cases and seems to perform quite well, according to our numerical tests.
Numerical Experiments
We consider three test problems based on elliptic PDE's on square grids. We discretized the problems using centered nite di erence discretizations in all cases. The mesh sizes vary from test to test and are reported independently in this section. can be made into matrices of bandwidth 2k + 1. Thus, using the horizontal natural ordering for V (k) and the vertical natural ordering for H (k) , as is illustrated in Figure 1 for the case m = n = 4, both matrices will be pentadiagonal when k = 2. A direct band solver is used for (9) . Ignoring the initial factorization costs, the cost of solving (9) is roughly k times that of ADI(1), the classical ADI. In our experiments we used k = 2; 4; 8. For these values of k we expect the cost of solving (9) to remain reasonable. However, this may not be true for large problems from three-dimensional domains, since the bandwidth of (9) may become too large for banded solvers to be economical and we may have to consider iterative methods. As for the MG(n; t; k; l) we set t=5. We chose l to be 6, but depending on the problems the optimal l might vary. (4) in the vertical natural and horizontal natural orderings
The exible GMRES routine allowing variable preconditioner at each iteration was used with m=10, = 10 ?6 for the outer iteration, where m is the dimension of Krylov subspace associated with the GMRES method. As for the nite element discretizations we used piecewise linear functions on triangles. In two-D problems they give rise to sparse matrices with 7 diagonals. Experiments were done on a Cray-2 and a Sun-4. The Timings reported were obtained on the Cray-2. Table 1 contains the iteration number and CPU time on a Cray-2 of GMRES (10) (8) preconditioning works better. Note that the MG(n; t; k; l) heuristic was not adopted. Also with GMRES-ILUT the parallelism on a one processor Cray-2 is limited to vectorization, the length of vector register, while for ADI (1, 6) preconditioning the mimimum parallelism is n=128.(If we use cyclic reduction the parallelism could much exceed it.) So on massively parallel machines ADI preconditioning has a bigger potential for parallelism. Table 2 -4 compares the iteration number with the parameters obtained by the MG(n; 5; k; 6) heuristic versus the iteration numbers with the optimal , l=1, obtained empirically. It shows that MG(n; 5; k; 6) is always superior to the optimal , l=1. Table 5 -9 lists for various but xed the iteration number of GMRES-ADI(k,6) for k=1, 2, 4. It is intended to show the sensitivity to and the e ectiveness of increasing k. The sensitivity of iteration numbers to can be easily seen. We also see that the iteration number is decreasing as k increases. But considering the cost of ADI(k,6) to be roughly k times that of ADI(1,6) we need a drop in iteration number in the same fraction, to be competitive in total costs. However, the table shows that is rarely the case. In a quite few cases we even notice stagnation. One possible explanation is that the iteration number for ADI (1, 6) Table 2 : ADI(k,6) preconditioning with MG(n; 5; k; 6) heuristic vs ADI(k,6) preconditioning with a theoretically determined optimal 6 
Conclusion
We have proposed a block version of the ADI algorithm based on a domain decomposition viewpoint.
In addition, we have derived a simple yet e ective way of getting optimal acceleration parameters for the ADI-preconditioned GMRES iteration, based on a multigrid approach. The numerical experiments reported indicate that the approach holds some promise for the parallel solution of Elliptic PDE's on arbitrary domains. Two attractive features of the method are its ease of implementation, and its generality. Although a full comparison with the best domain decomposition approaches has yet to be made, Table 4 : ADI(k,6) preconditioning with MG(n,5,k,6) heuristic vs ADI(k,6) preconditioning with a theoretically determined optimal the method itself can be viewed as a domain decomposition approach and for this reason its performance may be comparable. However, a distinct feature from a traditional domain decomposition approach is the use of acceleration parameters. 
