Influential theories of dorsal anterior cingulate cortex (dACC) function suggest that the dACC 21 registers cognitive conflict as an aversive signal, but no study directly tested this idea. In this pre-22 registered human fMRI study, we used multivariate pattern analyses to identify which regions 23 respond similarly to conflict and aversive signals. The results show that, of all conflict-and 24 value-related regions, only the dACC/pre-SMA showed shared representations, directly 25 supporting recent dACC theories.
for behavioral results). We observed above-chance catch trial performance (chance level 80 = 50%; see Fig. 1C and Methods) and successful post-experiment incidental recognition of the 81 affective stimuli (Supplementary Figure 5) , ensuring that subjects processed the affective 82 pictures. 83 In a first set of multivariate pattern analyses, we trained and tested a classifier within-task (within 84 the Stroop or flanker task; Fig. 2A , left panels; which regions respond to conflict within tasks?), 85 as well as cross-task (train and test on different tasks; which regions respond similarly to conflict 86 independent of low-level task features?), in each of our preregistered ROIs (for analysis details, 87 see Method and Fig. 2B , left panels). Within-task ROI analyses in the conflict domain 88 (congruent vs. incongruent) revealed evidence for above chance-level decoding in the dACC/pre-89 SMA (Wilcoxon V=327, P=.009, BF10=8.48), but not in in any of the other regions (all P>.060, 90 BF<0.60) ( Fig. 2A, right panel) . This decoding accuracy in the dACC/pre-SMA did not differ by 91 task (F(1,37)=0. 72, P=.400, BF=0.34) . Second, the results show for the first time a conflict 92 representation independent of conflict task as within-conflict cross-task ROI analyses revealed 93 above-chance level conflict decoding in the dACC/pre-SMA (V=283, P=. 012, BF=5.57) . Again, 94 decoding accuracy did not differ between cross-task combination (i.e., from flanker to Stroop or 95 Stroop to flanker) (F(1,37)=0. 89, P=.352, BF=0.35) (Fig. 2B, right panel) . These results were also 96 replicated in an overall decoding approach where the classifier was trained and tested in the 97 whole domain regardless of task (resulting in more samples to train the classifier; Supplementary 98 Fig. 1A ). Within the affective domain (positive vs. negative), we also performed these within-99 and cross-task decoding analyses. However, while these analyses showed evidence for affect 100 information in the insula, they did not show evidence for decoding in the dACC/pre-SMA 101 ( Supplementary Fig. 2 ).
102
SHARED REPRESENTATIONS OF CONFLICT AND NEGATIVE AFFECT 6 Finally, we evaluated our main hypothesis by training a classifier on discerning conflict 103 (incongruent vs congruent) and testing its performance on discerning affect (negative vs 104 positive), and vice versa. For this analysis, we focussed on the cross-domain cross-task decoding 105 (train and test in different domains on different tasks) as this analysis also controls for more low-106 level shared features between the two tasks ( Fig. 2C, right panel) . The cross-domain cross-task 107 ROI decoding revealed evidence for cross-classification in the dACC/pre-SMA (V=330, P=.007, 108 BF=8.43; Fig. 2C , right panel), which did not differ by cross-task combination (F(1,37)=0.36, A number of control analyses further confirmed our main finding. First, we replicated this result 122 using different smoothing parameters ( Supplementary Fig. 3 ), or when using spherical ROIs 123 instead of the Harvard-Oxford atlas ROIs ( Supplementary Fig. 4 ). Second, also when using a set 124 of functionally (rather than anatomically) defined conflict-sensitive ROIs based on a recent meta-125 analysis 23 ( Supplementary Fig. 1 Together, our results are the first to show that the dACC/pre-SMA shows a similar voxel pattern 132 response to conflict and negative affect, and thereby offer important support for the popular 133 proposal that the dACC registers conflict as an aversive signal 3,5,6 , thought to bias behavior away 134 from costly, demanding or suboptimal outcomes (as evidenced by behavioral avoidance and 135 negative evaluation of conflict 8, 9 ) . 136 Moreover, our study is also the first to show decoding of conflict across conflict tasks in the 137 dACC, suggesting a shared component in the detection of conflict across the Stroop and flanker 138 task 22 . The fact that we did not observe a similar (significant) above-chance decoding of affect in 139 the dACC, but did observe cross-domain decoding, might seem surprising. However, this most likely suggests differences in signal to noise ratio (SNR) between the two domains and does not 141 invalidate the cross-domain decoding result 24 . A lower SNR in the affect domain can be 142 explained by the fact that affect was not relevant for the main task.
143
The present findings also contradict the idea that cognitive control and affect are processed in 144 distinct subdivisions of the ACC (e.g., dorsal-cognitive vs. ventral-emotional 14 ). While the 145 integration of cognitive control and affect in the dACC gained traction over the last two 146 decades 3,25 , direct evidence for this idea was lacking, and recent (meta-analytical) studies were 147 more in line with the idea that both are processed in different subregions 13, 17 . These studies were 148 problematic for many theories of dACC functioning as these theories often hold the (implicit) 149 assumption that dACC's response to suboptimal outcomes (e.g., conflict) has an evaluative 150 component (e.g., signaling avoidance learning 3,5 , expected value of control 6,7 , value of the non-151 default option 26 , evaluating action-outcome expectancies 27 ). By using a tightly controlled within-152 subject design and multivariate analysis techniques, we now show that conflict and negative 153 affect are indeed integrated in the dACC/pre-SMA, thereby providing important support for a 154 more integrative view and current theories of dACC functioning. 155 12. Braem, S. et al. J. Cogn. Neurosci. 29, 137-149 (2017 The study was pre-registered with the pre-registration template from AsPredicted.org on the 211 Open Science Framework (https://osf.io/p5frq/). As pre-registered, 40 participants participated in 212 our study. Two participants were excluded (one due to excessive head motion [>2.5mm ("color-word naming task") or respond to the color of circles ("color-circle naming task"), which 229 both had a conflict and affective version.
The conflict-version of the color-word naming task was a Stroop task 20 , where the meaning of 231 the words could either be congruent or incongruent with the actual color of the word. For 232 example, participants could see the words "BLUE", "RED", "GREEN" or "YELLOW" (Dutch: 233 "ROOD", "BLAUW", "GROEN" or "GEEL") presented in a blue, red, green or yellow font. The 234 conflict version of the color-circle naming task was essentially a color-based variant on the 235 Eriksen flanker task 21 , where the irrelevant feature consisted of a colored background square 236 which could either be congruent or incongruent with the color of the circle. Here, participants 237 could see blue, red, green or yellow circles presented on a blue, red, green or yellow background 238 square. In both tasks, half of the trials were congruent (e.g., "RED" in a red font; a red circle 239 presented on a red square background) while the other half of the trials were incongruent (e.g.,
240
"RED" in a blue font; a red circle on a blue square background).
241
The affect-versions of the color-word naming and color-circle naming tasks made use of 242 irrelevant affective words or pictures, respectively. In the color-word naming task, 16 positive 243 and 16 negative words were presented 30 that were matched on arousal, power, age of acquisition,
244
Dutch word frequency 31 , word length and grammatical category (Noun, Adjective and Verbs).
245
The affective picture distractors in the background of the color-circle naming task were retrieved 246 from the OASIS database 32 . Sixteen positive and 16 negative pictures were presented that were 247 matched on semantic category (Animals, Objects, People, Scenery) and arousal. This resulted in 248 a total of eight conditions: congruent, incongruent, positive or negative trials, that either involved 249 words or pictures/colored backgrounds. While our stimuli were matched on arousal, we also 250 performed a control analysis where we trained a classifier to distinguish low versus high 251 arousing stimuli (matched on valence) and tested its performance on distinguishing congruent 252 versus incongruent stimuli (and vice versa). In contrast to our affect decoding results, this cross-domain cross-task decoding was not significant in the dACC/pre-SMA (V=294, P=403, 254 BF10=0.26). 255 Each trial started with a fixation sign ("+") that was presented for 3 to 6.5 seconds (in steps of 256 0.5 s; M=3.5 s; drawn from an exponential distribution). Next, the target stimulus was presented 257 for 1.5 seconds (fixed presentation time regardless of RT). In order to increase the saliency of the stimulus could be repeated. This restriction was used to investigate confound-free congruency 267 sequence effects (see 33 ; but this was not the aim of the current study and will not be discussed 268 further). In total, each participant made 640 trials (i.e., five runs of four blocks of 32 trials).
269
In each task context (block), we also included one catch trial (at random, but not in the first two 270 or last two trials of each block). In these catch trials, the presentation of the task-irrelevant word, 271 picture, or colored square would not be followed by the presentation of the target color, and 272 remain on screen for three seconds. Participants were instructed that during these catch trials, 273 when no color information was present in the relevant dimension, their goal was to judge the 274 irrelevant dimension depending on the cognitive domain. In the conflict domain, participants had 275 to respond to the meaning of the word ("RED", "BLUE", "GREEN" or "YELLOW") or to the color of the background square (red, blue, green or yellow) by using the respective key that 277 would be used to judge the relevant dimension. In the affective domain, participants had to judge 278 the affective word or background picture as either positive or negative by pressing all keys once 279 or twice (response mapping for positive and negative stimuli counterbalanced between 280 participants). The purpose of these catch trials was to increase the saliency of the irrelevant 281 dimension.
282
Before the scanning session, participants were welcomed and instructed to read the informed participants showed adequate performance on both the main task and the recognition memory 291 task. Finally, participants completed four questionnaires (Need for Cognition, Behavioral 292 Inhibition/Activation Scale, Positive and Negative Affect Schedule, Barret Impulsivity Scale) 293 and were thanked for their participation. No significant correlations between these questionnaire 294 scales and cross-classification accuracies were found, so we do not report these results.
295
Behavioral Data Analysis 296 Behavioral analyses were performed in R (RStudio version 1.1.463, www.rstudio.com). For the 297 reaction time (RT) analyses, we removed incorrect, premature (< 150 ms), and extreme 298 responses (RTs outside 3 SD from each condition mean for each participant). This resulted in an average of 94.42 % of the trials left for the RT analyses (SD=3.18, min=84.22, max=98.28) . We 300 conducted a repeated measures ANOVA on the reaction time and accuracy measure with the 301 within-subject factors Condition (conflict domain: congruent vs. incongruent, affective domain: 302 positive vs. negative) and Task (color-word naming vs. color-circle naming). We also assessed 303 post-scanning recognition memory of affective stimuli with a probit generalized linear mixed 304 effects model on the probability to say that the stimulus was 'old' with fixed effects for 305 Experience (old vs. new), Valence (positive vs. negative) and Task Type (word vs. picture) and 306 crossed random effects for Participant and Item. We also pre-registered some exclusion criteria 307 based on behavioral performance. Participants with a mean RT outside 3 SD from the sample 308 mean or a hit rate below 3 SD or 60 % (chance level=25 %) from the sample mean were 309 excluded. Participants that performed poorly on the post-scanning recognition memory test, i.e., 310 hit rate or false alarm rate outside 3 SD of the sample mean were also excluded. In the end, no 311 exclusions based on task performance had to be made. While performance on catch trials was not 312 a pre-registered exclusion criterion, we found that two participants responded on chance level in 313 the catch trials of the affective domain (chance level=50 %, positive vs. negative judgement).
314
Excluding these participants did not change our conclusions. 315 fMRI data acquisition 316 fMRI data was collected using a 3T Magnetom Trio MRI scanner system (Siemens Medical 317 Systems, Erlangen, Germany), with a sixty-four-channel radio-frequency head coil. A 3D high-318 resolution anatomical image of the whole brain was acquired for co-registration and 319 normalization of the functional images, using a T1-weighted MPRAGE sequence (TR=2250 ms, 320 TE=4.18 ms, TI=900 ms, acquisition matrix=256 × 256, FOV=256 mm, flip angle=9°, voxel 321 size=1 × 1 × 1 mm). Furthermore, a field map was acquired for each participant, in order to correct for magnetic field inhomogeneities (TR=520 ms, TE1=4.92 ms, TE2=7.38 ms, image 323 matrix=70 x 70, FOV=210 mm, flip angle=60°, slice thickness=3 mm, voxel size=3 x 3 x 2.5 324 mm, distance factor=0%, 50 slices). Whole brain functional images were collected using a T2*-325 weighted EPI sequence (TR=1730 ms, TE=30 ms, image matrix=84 × 84, FOV=210 mm, flip 326 angle=66°, slice thickness=2.5 mm, voxel size=2.5 x 2.5 x 2.5 mm, distance factor=0%, 50 327 slices) with slice acceleration factor 2 (Simultaneous Multi-Slice acquisition). Slices were 328 orientated along the AC-PC line for each subject. 
336
Results were analyzed using a mass-univariate approach. Although we pre-registered that we 337 would not normalize and smooth the data for our classification analyses, we found that Signal-to-338 Noise Ratio (SNR) was significantly improved with these additional preprocessing steps 339 ( Supplementary Fig. 3A ). In addition, an independent classification analysis (classifying left vs. 340 right responses in primary motor cortex) showed that decoding accuracies were significantly 341 higher with these additional preprocessing steps ( Supplementary Fig. 3B ). Knowing that 342 decoding information in the PFC is notoriously difficult as decoding accuracies are close to 343 chance (relative to decoding in occipitotemporal cortex 38 ), and the finding that smoothing can 344 and does often improve SNR and decoding performance 39-41 , we decided to optimize our MVPA analyses by decoding on normalized and smoothed data. For completeness, however, we also 346 depict the results from our main cross-classification analysis for different levels of smoothing 347 (FWHM 0, 4 and 8 mm; see Supplementary Fig. 3C ).
348
First-level GLM analyses consisted of 5 identically modeled sessions (i.e., the five runs). Each
