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Probing the topological invariants of interacting systems stands as a grand and open challenge.
Here we describe a dynamical method to characterize 1D chiral models, based on the direct ob-
servation of time-evolving bulk excitations. We present analytical and state-of-the-art numerical
calculations on various flavors of interacting Su-Schrieffer-Heeger (SSH) chains, demonstrating how
measuring the mean chiral displacement allows to distinguish between topological insulator, trivial
insulator and symmetry-broken phases. Finally, we provide a readily-feasible experimental blueprint
for a model displaying these three phases and we describe how to detect those.
Since the discovery of sharp resistivity jumps in Quan-
tum Hall devices and their explanation in terms of quan-
tized invariants, topology played an ever increasing role
in modern condensed matter [1, 2]. Transport exper-
iments are often employed in solid state systems to ob-
serve quantized responses, but in ultracold atoms, polari-
tonic and photonic systems other avenues are generally
pursued, such as direct imaging of edge states, detec-
tion of anomalous displacement or interferometry [3, 4].
Moreover, detecting interaction-induced topological tran-
sitions in such setups stands as an open and urgent issue.
Topological invariants are most simply defined as in-
tegrals over momentum space. In one-dimensional chi-
ral models, for example, the relevant invariant is the
winding number of a vector in the two-dimensional space
dictated by the symmetry [5]. In presence of interac-
tions this winding number can be defined as the chiral
winding of the zero-frequency component of the Fourier-
transformed single-particle imaginary-time Green’s func-
tion g ≡ G(k, ω = 0), via [6, 7]
γ = tr
∫
dk
4pii
Γg−1∂kg , (1)
with g−1 the matrix inverse of g, and Γ the chiral symme-
try operator, which anti-commutes with the Bloch Hamil-
tonian if this symmetry is present [8]. For non-interacting
systems with Hamiltonian H0(k) the Green’s function is
G(k, ω) = [iω − H0]−1, so that g = H−10 and Eq. (1)
reduces to the usual winding of the Bloch Hamiltonian.
Accessing momentum space to compute such invariants
in experiments is possible [9], but still not always evident.
Obvious examples are systems with broken translational
invariance. Alternative route discussed in the literature
include flux insertions [10–13] and field theory anoma-
lies [14]. In real space, spectral projectors have been
exploited for studying topological invariants in Chern in-
sulators [15], disordered systems [16], quasicrystals [17],
and non-Hermitian models [18, 19].
Another method which proved very successful to detect
the topology of single-particle 1D chiral models is the
read-out of the mean chiral displacement (MCD), which
can be defined in a many-body context as
C(t) =
∑
τ,s
〈
c0,τ,se
iHt/~ΓXe−iHt/~c†0,τ,s
〉
. (2)
In the above, c†x,τ,s is the creation operator of a fermionic
particle (with sublattice index τ and spin s acting on the
unit-cell at position x), lattice spacing is set to unity,
and ΓX =
∑
x,τ,τ ′,s,s′ c
†
x,τ,s(xΓτs,τ ′s′)cx,τ ′,s′ . The mean
chiral displacement thus measures the propagation of an
excitation created at the central unit-cell x = 0 after an
evolution time t, weigthed by the chiral operator Γ. In
Refs. [20–22] it was shown theoretically and confirmed ex-
perimentally that the MCD of a localized single-particle
excitation above the vacuum state converges in the long-
time limit to the chiral invariant of one dimensional
static, periodically-driven, and even disordered systems.
Since then, the MCD has found a myriad of applications
in very different single-particle systems [23–31].
In this work, we prove that the mean chiral displace-
ment is an ideal candidate to detect topological features
of many-body interacting models in current experiments.
First, we show that the single-particle (disconnected)
part of the MCD, measured after sudden creation of lo-
cal excitations, coincides precisely with the many-body
winding defined in Eq. (1). This implies that measur-
ing the MCD on top of a half-filled Fermi sea provides
a direct and exact detection of the winding. Then, we
present nonperturbative matrix product states (MPS)
simulations of a versatile 1D chiral model. In a weakly-
correlated configuration, the connected part of the MCD
remains negligible, and the MCD keeps converging reli-
ably to the winding number. Switching instead to strong
many-body correlations, we show that the MCD also
signals emergent symmetry-breaking long-range ordered
phases. We conclude by discussing a blueprint scheme
for the experimental detection of the MCD on a strongly-
correlated model.
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2Mean chiral displacement as a topological marker.– Let
us start by clarifying the relation between the many-body
topological invariant γ defined via single-particle Green’s
functions and the MCD. For this purpose, let us consider
a system in its ground state for times t < 0, and excite
it by adding one particle at (x = 0, t = 0). The time de-
pendence of the MCD evaluated on the perturbed ground
state at half filling can be expanded (for details see Sup-
plemental Material [32]) as
C(t) = ξ(t) +
∑
τ,s
〈1− n0,τ,s〉〈ΓX〉+
∑
x
x tr
(
G†ΓG
)
(3)
with local density nx,τ,s = c
†
x,τ,scx,τ,s, averages
〈. . .〉 evaluated on the unperturbed ground state, ξ(t)
the connected (many-body) part of C(t) and G the
one-body Green’s function matrix, with components
iGτs,τ ′s′(x, t) = 〈cx,τ,s(t)c†0,τ ′,s′(0)〉 (t > 0). The second
sum is constant over time, so that the time-dependence
of the MCD is given by
∆C(t) ≡ C(t)− C(0−) =
∑
x
x · tr (G†ΓG)+ ∆ξ(t) (4)
with ∆ξ(t) = ξ(t)−ξ(0−) the many-body contribution to
the time-dependent MCD, where 0− indicates the time
before creating the excitation. For later convenience, we
define the one-body contribution ∆Cd(t) = ∆C −∆ξ. In
a non-interacting many-body system (e.g., a Fermi sea),
the many-body part ∆ξ of the correlator is zero and the
only remainder is the one-body part. When a single par-
ticle is added to a half-filled Fermi sea, the MCD is re-
markably quantized, and equal to the topological invari-
ant (see Fig. 1(c), and a detailed proof in [32]). When
instead excitations are generated within an interacting
system, or within a Fermi sea away from half-filling, scat-
tering processes between conduction and valence band
give rise to damped oscillations, or more complex behav-
iors. To filter away oscillatory contributions, it is useful
to define the time-averaged MCD ∆C ≡ 1T
∫ T
0
dt∆C(t).
In the following we show by nonperturbative MPS simu-
lations [33–36] presented in Figs. 2 and 3, that the time-
average of the one-body (disconnected) term
∆Cd = 1
T
∫ T
0
dt
∑
x
x · tr (G†ΓG) (5)
provides an approximation of the winding number γ de-
fined in real space and real time. Moreover, we show
that the MCD is also a useful marker of spontaneous
symmetry-breaking in trivial insulators, as the latter
gives rise to a divergent many-body term ξ(t).
Model: Interacting SSH chains.– To illustrate our find-
ings we focus on a specific 1D model, the interacting Su-
Schrieffer-Heeger (SSH) fermionic chain, which is shown
schematically in Fig. 1(a). The Hamiltonian of the model
(a)
(b)
(c)
FIG. 1. (a) Sketch showing three unit-cells of a spinful SSH
chain with sublattices A and B, spin states ↑ and ↓, intra- and
inter-cell tunnelings J and J ′, and interactions U‖ and U⊥.
(b) Dynamics of a local excitation: adding one extra fermion
at (t = 0, x = 0) to a half-filled single-component Fermi sea
generates an evolution with a characteristic cone-like spread-
ing pattern (model: non-interacting SSH chain with L = 64
unit-cells, J/J ′ = 1.2 and open boundary conditions). (c)
Mean chiral displacement for J/J ′ = 0.8 (red, γ = 2) and 1.2
(blue, γ = 0). In non-interacting systems, the MCD is quan-
tized to the winding number. Minute oscillations appear (and
relax quickly) upon scattering with the chain boundaries, re-
gardless of the presence or absence of edge states.
reads H = H0 +H⊥+H‖. The kinetic part H0 is a tight
binding model with two sublattices (τ ∈ {A,B}) and in-
ternal spin-1/2 (s ∈ {↑, ↓}) degree of freedom denoted
by
H0 = J
∑
x,s
c†x,A,scx,B,s + J
′∑
x,s
c†x,B,scx+1,A,s + h.c.
(6)
The intra-cell and inter-cell tunneling amplitudes are de-
noted by J and J ′, respectively. In the following, we will
set ~ = 1, and time will be measured in units of 1/|J ′|.
On top of the kinetic terms we consider Hubbard on-site
interactions between ↑ and ↓ spins,
H⊥ = U⊥
∑
x,τ
(
nx,τ,↑ − 1
2
)(
nx,τ,↓ − 1
2
)
, (7)
3and interactions which act between two identical spins
located on the A and B sites of the same unit-cell,
H‖ = U‖
∑
x,s
(
nx,A,s − 1
2
)(
nx,B,s − 1
2
)
, (8)
Note that H0 is fully decoupled in the spin-sector, and,
when considering onlyH0+H‖, it is redundant to account
for both spin orbitals.
The non-interacting case.– Let us first review the topo-
logical properties of H0. This 1D Hamiltonian has chiral
symmetry, which places it in the AIII class of topological
insulators [37]. If moreover J and J ′ are real, H0 fea-
tures particle-hole and time-reversal symmetries, and the
model belongs to the more restrictive class BDI. For each
of the two disconnected SSH chains, the Bloch Hamilto-
nian winds once or not at all around the origin, so that
γ = 2 for |J/J ′| < 1 and γ = 0 for |J/J ′| > 1. This is par-
ticularly easy to see in two extreme limits. When J ′ = 0,
unit-cells are disconnected andGAs,Bs′(x, t) is zero unless
x = 0, thus gAs,Bs′(k) is momentum-independent and
with zero winding. In the other extreme case J = 0, we
have gAs,Bs′ = g0δs,s′e
ik, which (summing over the spin
degrees of freedom) yields a winding of 2 [7]. In Fig. 1(b)
we evaluate the dynamics of excitations on top of a half-
filled Fermi sea by exact diagonalization of the quadratic
Hamiltonian (see [32] for details), and we show that the
corresponding MCD captures correctly the winding.
The short-ranged case.– Let us now consider the Hamil-
tonian Hsr = H0 +H⊥, also known as Peierls-Hubbard
model, whose topological properties were first studied in
Ref. [7]. When |J/J ′| < 1 the system remains topolog-
ical for every value of U⊥ because the interaction terms
in H⊥ do not couple edge with bulk modes and therefore
zero-energy edge excitations remain unaffected [7]. At
|J | = |J ′|, the system is a 1D Hubbard model: while
a charge gap is immediately opened by U⊥ > 0, the
spin sector remains gapless and thus provides the phase
boundary between topological and trivial insulator. Its
dimerized- and bond-limits (J ′ = 0 and J = 0, respec-
tively) are short-range correlated and thus we expect that
∆C ≈ ∆Cd will oscillate around the winding number γ.
In Fig. 2 we confirm this by computing the MCD and
its disconnected part with MPS simulations. Our find-
ings agree with the results of Ref. [7], and here we also
provide the missing link to an observable which is eas-
ily accessible in ongoing experiments based on fermionic
quantum gas microscopes [38–41] or optical tweezers [42].
Effective interacting spin-model.– To proceed further,
we introduce an alternative representation of the Hamil-
tonian. This will allow us to illustrate the crucial dif-
ferences between H‖ and H⊥ interactions on the topo-
logical properties of the underlying system. Let us
rewrite the model in the link-basis defined by `x,+,s =
(cx+1,A,s+cx,B,s)/
√
2 and `x,−,s = (cx+1,A,s−cx,B,s)/
√
2.
By introducing the spinor Dx,s = (`x,+,s, `x,−,s)T we can
(a) (b)
(c) (d)
FIG. 2. MPS analysis of the MCD of the short-ranged Hamil-
tonianHsr in a system with L = 32 unit-cells and open bound-
ary conditions. The phase diagram contains trivial (TRI) and
topological insulator (TOI) phases, separated by a transition
(dashed line) independent of U⊥. (a) Time-averaged discon-
nected part ∆Cd of the MCD. (b) Time-averaged full cor-
relator ∆C. (c-d) Detailed (i.e., un-averaged) time-traces of
∆C(t) at parameters marked by colored symbols in panel (b)
are shown in panels (c) and (d). Both here and in Fig. 3, the
time averages in panels (a) and (b) are performed over the
time-duration T = 10/J ′  L/J ′, which ensures that the ex-
citation propagates through the bulk only, without reaching
the edges of the chain.
define a set of pseudospin operators Six,s = D
†
x,sσiDx,s/2
in which σi denotes the Pauli matrix i ∈ {x, y, z}. These
are particularly useful in the limit J = 0, because the
individual terms of H become expressions in Six,s that all
clearly commute with each link-density nx+1,A,s +nx,B,s
separately. For a translationally invariant system at half-
filling, this implies nx+1,A,s + nx,B,s = 1 ∀x, s, with ef-
fective Hamiltonian
Heff
∣∣
J=0
= 2J ′
∑
x′,s
Szx′,s + 2U⊥
∑
x′
(
1
4
+ Sxx′,↑S
x
x′,↓
)
+ U‖
∑
x′,s
(
1
4
− Sxx′−1,sSxx′,s
)
. (9)
As a consequence, H0 +H⊥ results in a product state
with anti-aligned pseudospins at each unit-cell, which im-
plies a many-body state with short-range correlations.
Strong correlations are instead induced by the inter-
play between H0 and H‖, resulting in two copies of a
transverse-field Ising model with quasi long-range ferro-
magnetic ordering if U‖ > 4|J ′| [43, 44]. A more detailed
derivation of this model may be found in the Supplemen-
tal Material [32].
The long-ranged case.– Let us now consider Hlr =
H0 +H‖. The two spin states are effectively decoupled,
so that we focus only on a single chain, for which the
4(a) (b)
(c) (d)
FIG. 3. MPS analysis of the long-ranged Hamiltonian Hlr for
L = 32 unit-cells and open boundary conditions. Aside from
trivial (TRI) and topological insulator (TOI) regions, the
phase diagram includes an extra symmetry-breaking phase
(SB). (a) The disconnected part ∆Cd(T ) of the MCD. (b)
Time-average ∆C(T ) of the full correlator. The hatched re-
gion with zigzag lines denotes ∆C ∝ T 2. Details of the dy-
namics of ∆C at parameters marked by colored symbols in
panel (b) are shown in panels (c) and (d). Although the
time-averaged MCD for a finite system does not distinguish
well between SB and TOI, the behavior of ∆C is markedly
different in all three regions: it oscillates around the initial
value in the TRI, around a finite (but not quantized) value in
the TOI, and it diverges quadratically in the SB phase. Close
to phase transitions, a finite-size scaling lifts the ambiguity
between the different cases (see Fig. 10).
winding γ may be either 0 or 1. As shown in the Sup-
plemental material, an appropriate rotation maps Hlr to
the Creutz model considered in Ref. [43–45]. Its phase
diagram features an interaction-induced transition from
topological (TOI) to trivial insulator (TRI), which is
readily detectable by the disconnected part of the MCD
– we present MPS simulations thereof in Fig. 3(a). Cor-
respondingly, the time-averaged MCD shown in Fig. 3(b)
goes smoothly to zero in the trivial region, while it sat-
urates to a finite value in the topological region. Inter-
estingly, at strong U‖ interactions an exotic interaction-
induced phase transition can also emerge. The ferromag-
netic phase arises from a spontaneous symmetry break-
ing (SB) of the Ising Z2 symmetry, and corresponds
to the Aoki phase of the Gross-Neveu model on a lat-
tice [44, 46, 47]. Indeed the excitation generates the
appearance of an anti-aligned domain in the local A,B
density, whose size grows linearly in time. In turn, this
implies that the corresponding MCD grows quadratically
in time – as it is clearly visible in our simulations in the
“SB” region [see gray and black traces in Fig. 3(c)-(d)].
Experimental blueprint for Hlr.– The intriguing phase
diagram shown in Fig. 3 is readily accessible through ex-
periments with ultracold atoms trapped in optical lat-
tices. Indeed, in Fig. 4 we present a simple proposal
yielding the long-ranged Hamiltonian Hlr = H0 + H‖,
based on two-component fermions in a tilted lattice, ex-
posed to RF and two-photon Raman transitions. In this
implementation, spin (↓ / ↑) and sublattice (A/B) de-
grees of freedom are effectively identified. To perform
the measurement, the system should be prepared in the
model’s ground state, i.e., at half-filling. Subsequently a
localized excitation |e〉 is created at position x = 0 and
arbitrary sublattice. The easiest strategy here would be
to create a quasi-hole, by “blasting” away one particle
by means of a focused excitation. Successive readouts of
the spin-resolved average positions X↓ =
∑
x x〈nx,↓(t)〉e
and X↑ =
∑
x x〈nx,↑(t)〉e (where 〈. . .〉e denotes an av-
erage over the excited state created by |e〉) are used to
compute the MCD, which in this case very simply coin-
cides with the difference C(t) = ±(X↓ − X↑). Here, ±
depends on whether |e〉 adds or removes a particle [32].
For a detection of topological phase diagrams in general,
a read-out of the disconnected part ∆Cd is possible by
means of Ramsey interferometry [48], which allows the
extraction of dynamical Green’s functions.
U‖
U‖
U‖
J
x = 0
J
x = +1
J
x = −1
J ′
J ′
FIG. 4. Proposal to engineer the long-range Hamiltonian
Hlr = H0 + H‖ with two-component ultracold fermions in
a tilted optical lattice. A Zeeman term splits the degeneracy
between the ↑ and ↓ states. A linear tilt is used to hinder
particles from naturally hopping between lattice sites. The
desired hopping processes are reintroduced by i) RF transi-
tions between the ↑ / ↓ states (green), and ii) two-photon
Raman transitions (yellow). To create a hole excitation, a
blast beam tightly-focused on x = 0 transfers one particle to
an internal state which is uncoupled to the Hamiltonian.
Conclusions.– In this work, we demonstrated that
reading out the mean chiral displacement of localized
excitations probes the topological properties of chiral
1D many-body systems and signals the presence of
symmetry-broken phases. Furthermore, we presented a
readily-feasible experimental setup where it is straight-
forward to realize and detect interaction-driven tran-
sitions to both symmetry-protected chiral order and
symmetry-broken long-range order. It would be inter-
esting to achieve a deeper analytic understanding of the
connected part ξ of the MCD for other models, which
5could lead to a novel way of characterizing phases fea-
turing spontaneous symmetry-breaking. In particular,
it is open for investigation if the MCD can distinguish
all phases of even richer models. This could be tested
by including long-range hopping processes to the kinetic
part of the Hamiltonian [22] and more exotic four-body
interactions [49]. Further intriguing perspectives of this
work are a generalization of the MCD to higher dimen-
sions or to other symmetry-protected topological phases,
and an investigation of the effects of disorder, losses and
temperature on top of interactions.
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7APPENDIX
The additional material is organized as follows. In Section A we present a detailed derivation of the mean chiral
displacement (MCD) in interacting systems. In particular, we prove that the disconnected (one-body) part is actually
quantized to the many-body winding number γ for a half-filled (noninteracting) Fermi sea, while at arbitrary fillings
it presents time-damped oscillations around the same invariant, so that it converges to γ in the long time limit.
Incidentally, we show that this provides an exact real-space reformulation of the many-body winding number. In
Section B we provide details on the derivation of the effective spin model presented in the main text. In Section C we
elucidate on how the long-ranged Hamiltonian Hlr presented in the text is directly connected to a particular limit of
the Creutz model. We conclude by discussing the exact simulations of quadratic Hamiltonians in Section D, and the
MPS simulations of interacting systems in Section E.
Let us begin by presenting some definitions, which we use throughout all sections. In this manuscript we focus
specifically on chiral symmetric Hamiltonians, i.e., those which commute with an anti-unitary operator Γ̂, acting
locally on the fermionic operators cx,τ,s as Γ̂cx,τ,sΓ̂
−1 = Γτs,τ ′s′c
†
x,τ ′,s′ . Here Γ is an even-dimensional unitary matrix
squaring to the identity, Γ2 = 1. As discussed in detail in Refs. [6, 7], their topological properties are captured by the
many-body invariant
γ = tr
∫
dk
4pii
Γg−1∂kg , (S.1)
where g(k) = G(k, ω = 0) is the zero-frequency component of the imaginary-time Green’s function. Such an object
is not straightforward to measure in common experiments, highlighting the importance of alternative formulations of
the same object.
Our aim is to study the connection between the invariant γ in Eq. (S.1) and the mean chiral displacement (MCD),
C(t) =
∑
τ,s
〈
c0,τ,se
iHt/~ΓXe−iHt/~c†0,τ,s
〉
. (S.2)
The MCD is therefore defined as the time-dependent expectation value of the chiral displacement operator ΓX,
ΓX ≡
∑
x
x
∑
τ,τ ′,s,s′
c†x,τ,sΓτs,τ ′s′cx,τ ′,s′ , (S.3)
(with cx,τ,s destruction operators acting on the unit-cell at position x, sublattice τ and spin s) over a set of excitations
generated by all the operators {c†0,τ,s} which add a particle on the central unit-cell x = 0 at time t = 0 over the ground
state of the system. To make a concrete example, for an SSH chain populated by spin 1/2 particles (the Peierls-
Hubbard model Hsr introduced in the main text), such a set of excitations could be generated by acting with the four
operators {c†0,A,↑, c†0,A,↓, c†0,B,↑, c†0,B,↓}. Identical results for C(t) are actually obtained choosing any linear combination
of those which forms a complete and orthonormal basis of excitations generated at the central unit-cell. The index i
runs from 1 to the “internal dimension” of a unit cell.
Moreover, chiral symmetry ensures that around half-filling it is possible to extract the same information (up to a
global sign) by removing particles at time t = 0, instead of adding them. For example, we may write
C(t) = −
∑
τ,s
〈c†0,τ,seiHt/~ΓXe−iHt/~c0,τ,s〉, (S.4)
where the sum runs over localized hole excitations (in the specific case of Hsr, these excitations may be generated for
example by {c0,A,↑, c0,A,↓, c0,B,↑, c0,B,↓}).
The most general form of the many-body MCD is therefore given explicitly by
C(t) = ±
∑
i
〈ψieiHt/~ΓXe−iHt/~ψ†i 〉 , (S.5)
with ± depending on whether the operators ψ†i create particles (+), or removes them (-), and the sum runs over a
complete orthonormal set of creation/destruction operators acting on a given unit cell sufficiently far away from the
boundaries of the chain (to avoid scattering from the edges for times t < T ).
8A: DECOMPOSITION OF THE MEAN CHIRAL DISPLACEMENT THROUGH CONTRACTIONS
We use the following contractions to decompose the correlator of interest, i.e., the MCD
C(t) = ξ(t) +
∑
x
x
 ∑
τ,τ ′,τ ′′,s,s′,s′′
〈
c0,τ,sc
†
x,τ ′,s′(t)cx,τ ′′,s′′(t)c
†
0,τ,s
〉
Γτ ′s′,τ ′′s′′
 (S.6)
= ξ(t) +
∑
x
x
 ∑
τ,τ ′,τ ′′,s,s′,s′′
[
〈c0,τ,sc†0,τ,s〉〈c†x,τ ′,s′(t)cx,τ ′′,s′′(t)〉+ 〈c0,τ,sc†x,τ ′,s′(t)〉〈cx,τ ′′,s′′(t)c†0,τ,s〉
]
Γτ ′s′,τ ′′s′′

in which ξ(t) denotes the many-body (connected) part of the MCD. The one-body (disconnected) part of the MCD
is therefore defined by Cd = C − ξ. Note that, for a noninteracting system, the contractions correspond to the
application of Wick’s theorem and, obviously, ξ = 0. In the above decomposition, we made use of the particle number
conservation to neglect expectation values with unequal number of creation and annihilation operators. Furthermore,
since t > 0, we can readily identify the single-particle (retarded) Green’s functions iGτs,τ ′s′(x, t) ≡ 〈cx,τ,s(t)c
†
0,τ ′,s′(0)〉
and 〈c0,τ ′,s′(0)c†x,τ,s(t)〉 = 〈cx,τ,s(t)c
†
0,τ ′,s′(0)〉∗ = −iG∗τs,τ ′s′(x, t). Using the definition of the chiral displacement and
the matrix definitions of both G and Γ (their indices being spin and sublattice ones), we obtain:
C = ξ(t) + Cd(t) = ξ(t) +
∑
τ,s
〈1− n0,τ,s〉 〈ΓX〉+
∑
x
x · tr (G†ΓG) (x, t) , (S.7)
which is Eq. (3) of the main text. It is important to notice that the first sum does not depend on time, because the
average 〈ΓX〉 is intended over the state before the perturbation, which is assumed to be an eigenstate of H (either
the true vacuum or the half-filled system, in our work here).
Let us now focus on the time-dependent one-body part of the correlator C, i.e. ∆Cd(t) ≡
∑
x x · tr
(
G†ΓG
)
(x, t).
Using the Fourier transform G(x, t) = (2pi)−1
∫
dk eikxG(k, t) = (2pi)−2
∫
dk
∫
dω ei(kx−ωt)G(k, ω) and performing an
integration by parts (to substitute x→ i∂k) we arrive at
∆Cd(t) = Cd(t)− Cd(0) = i
2pi
∫
dk tr
[
G†(k, t) Γ∂kG(k, t)
]
(S.8)
=
i
(2pi)3
∫
dk dω dω˜ tr
[
G†(k, ω) Γ∂kG(k, ω˜)
]
ei(ω−ω˜)t . (S.9)
The identity ∂k
(
GG−1
)
= 0 allows one to write ∂kG(k, ω˜) = −G(k, ω˜)∂kG−1(k, ω˜)G(k, ω˜). Upon commuting
ΓG(k, ω˜) = −G(k,−ω˜)Γ one finds
∆Cd(t) = i
(2pi)3
∫
dk dω dω˜ tr
[
G†(k, ω)G(k,−ω˜) Γ ∂kG−1(k, ω˜)G(k, ω˜)
]
ei(ω−ω˜)t . (S.10)
To proceed further, we consider now a non-interacting Fermi sea in a lattice with unit-cells containing two sites only
(like the famous SSH model, for example). The lattice filling is controlled by the Fermi energy εF , and the Green’s
function may be written as
G(k, ω) =
θ(H0(k)− εF )
ω −H0(k) + i0+ +
θ(εF −H0(k))
ω −H0(k)− i0+ . (S.11)
Before proceeding with the calculation of ∆Cd(t), let us recall that in an appropriate basis, the Hamiltonian may be
cast in a completely off-diagonal form to anti-commute with the chiral operator Γ = σz:
H0(k) = hx(k)σx + hy(k)σy = εk ~nk · ~σ = εk
(
0 wk
w∗k 0
)
, wk =
hx(k)− ihy(k)
εk
, (S.12)
with εk =
√|hx(k)|2 + |hy(k)|2, and ~n is a vector of unit norm. In this case g(k) = −H−10 (k) = −H0(k)/ε2k and thus
the integral leading to the invariant in Eq. (S.1) simplifies to
γ =
1
4pii
tr
∫
dk Γg−1∂kg =
1
4pii
∫
dk (wk∂kw
∗
k − w∗k∂kwk) =
1
2pii
∫
dk wk∂kw
∗
k , (S.13)
since |wk| = 1, so that ∂k(wkw∗k) = 0.
9A.1: Adding one particle on top of the vacuum
When a particle is added to a completely empty lattice, as considered originally in Refs. [20–22], the chemical
potential coincides with the bottom of the band, so that the Green’s function reads simply G(k, ω) = 1/(ω−H0(k) +
i0+), and all its poles are in the lower half of the complex plane. This allows for the simplification ∂kG
−1(k, ω) =
−∂kH0(k) ≡ −H ′0. Making use of Cauchy’s residue theorem and closing the integration contour in the lower (upper)
semi-plane for G (G†), one finds
∆Cd(t) = i
(2pi)3
∫
dk tr
{[∫
dωG†(k, ω)eiωt
] [∫
dω˜ G(k,−ω˜) ΓH ′0G(k, ω˜)e−iω˜t
]}
(S.14)
=
i
(2pi)3
∫
dk tr
{[
(2pii)eiH0(k)t
] [
(2pii)
(
1
2H0(k)
ΓH ′0 e
−iH0(k)t − eiH0(k)t 1
2H0(k)
ΓH ′0
)]}
=
1
4pii
∫
dk tr
{[
1− ei2H0(k)t
] 1
H0(k)
ΓH ′0
}
= γ − 1
4pii
∫
dk tr
{
ei2H0(k)t Γg−1(k)∂k[g(k)]
}
.
In the last step, we used [Γ, 1/H0(k)] = 0, then H0 = −1/g, and finally g∂k(g−1) = ∂k ln(g−1) = −g−1∂kg. Due
to the presence of the time t inside the phase factor ei2H0(k)t, the integrand of the last term on the r.h.s. changes
sign very rapidly when t → ∞, so that its integral is increasingly damped, and as time grows the whole expression
converges smoothly to the chiral invariant γ introduced in Eq. (S.1). In terms of the matrix element wk an the energy
eigenvalue εk introduced in Eq. (S.12), the matrix expression Eq. (S.14) simplifies notably to the scalar result
∆Cd(t) = 1
2pii
∫
dk [1− cos(2εkt)]wk∂kw∗k = γ −
1
2pii
∫
dk cos(2εkt)wk∂kw
∗
k , (S.15)
which shows more explicitly how the result is the chiral winding γ, plus a damped oscillatory term (guaranteed to
be purely real). The latter result, derived here by means of a many-body formalism, coincides exactly with the one
found in Refs. [20].
A lengthy but straightforward calculation (in analogy to the one presented in Ref. [20]) allows one to show that
for a system with unit-cells containing two sites only C(t) = 2C1/2(t), where C1/2(t) ≡ 〈ΓX〉ψ is the MCD computed
over a single excitation, instead of over a collection of them as in Eq. (S.2) (provided of course the system has global
spin-rotation invariance; else, a sum on spins should also be performed). This convenient feature was used repeatedly
in the main text.
A.2: Adding one particle to a half-filled Fermi sea
As the lattice is increasingly filled, the poles of G (G†) which are below the Fermi momentum move to the upper
(lower) plane, so that they exit the integration contours defined above and do not contribute to the final result: Let us
for simplicity consider a scalar H0. For a given k, the first energy integral in (S.14) is non-zero only if ω0 = H0(k) > 0,
and gives a result proportional to eiω0t. If this is the case, in the second integral only the pole at ω = +ω0 contributes,
and gives a contribution e−iω0t. The “co-rotating term” (which would produce a term e+iω0t) instead vanishes. As
such, the result is non-oscillatory. This reasoning can be straightforwardly extended to H0 being a matrix.
In conclusion, the MCD of a half-filled Fermi sea leads to the very simple and appealing result
∆Cd(t) = 1
4pii
∫
dk tr
{
Γg−1(k)∂k[g(k)]
}
= γ , (S.16)
directly quantized to the chiral invariant (i.e., without any oscillatory term). The latter constitutes an analytical
proof that the disconnected time-dependent part ∆Cd =
∑
x x tr(G
†ΓG)(x, t) of the MCD, evaluated on a half-filled
non-interacting system, is the real-space and real-time equivalent of the many-body winding defined in Eq. (S.1). This
feature was also explicitly demonstrated numerically in Fig. 1(c) of the main text.
Furthermore, a lengthy but otherwise straightforward calculation shows that the oscillatory term in Eqs. (S.14)-
(S.15) in the previous subsection is caused by inter-band scattering processes between conduction and valence bands
which are Fermi-blocked at half-filling. Interactions re-enable such scattering processes, introducing again oscillatory
contributions on top of the quantized winding number.
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B: DERIVATION OF THE EFFECTIVE SPIN MODEL
We start by introducing the link-basis Dx,s = (`x,+,s, `x,−,s)T defined via
`x,+,s = (cx+1,A,s + cx,B,s)/
√
2 `x,−,s = (cx+1,A,s − cx,B,s)/
√
2 (S.17)
This self-adjoint map transforms the tight-binding terms of the spinful SSH chain as
c†x+1,A,scy,B,s =
1
2
D†x,s (σz − iσy)Dy,s (S.18)
with the Pauli matrices being σi, i ∈ {x, y, z}, and densities read
nx′+1,A,s =
1
2
D†x′,s(1 + σx)Dx′,s nx′,B,s =
1
2
D†x′,s(1− σx)Dx′,s . (S.19)
The bare kinetic term transforms to
H0 = J
2
∑
x′,s
{
D†x′−1,s (σz − iσy)Dx′,s + h.c.
}
+ J ′
∑
x′,s
D†x′,sσzDx′,s . (S.20)
If we define the local pseudospin operators as
Six′,s =
1
2
D†x′,sσiDx′,s with i ∈ {x, y, z} and S0x′,s =
1
2
D†x′,sDx′,s =
1
2
(nx′+1,A,s + nx′,B,s) (S.21)
it becomes clear that the term dictated by J ′ commutes with all local densities S0x,s, whereas J-contributions exchange
particles between adjacent links and thus do not commute with S0x,s. Interactions result (up to irrelevant chemical
potentials and boundary terms) in
H⊥ = 2U⊥
∑
x′
(
S0x′,↑S
0
x′,↓ + S
x
x′,↑S
x
x′,↓
) H‖ = U‖∑
x′,s
(
S0x′−1,s + S
x
x′−1,s
) (
S0x′,s − Sxx′,s
)
. (S.22)
We now assume a fully translational-invariant system at half filling, which implies setting the link density S0x,s = 1/2
at every link, and arrive thus at the effective model presented in Eq. (9) of the main text.
C: RELATION TO THE CREUTZ MODEL
The Creutz model was first introduced in Ref. [45], and more recently studied in detail in Refs. [43, 44]. Its kinetic
part is defined as
HC =
L∑
i=1
[
c†i
(
tei
χ
2 σz − gσx
)
ci+1 + h.c.
]
+ c†i
(
mσx +
∆
2
σz
)
ci . (S.23)
in which c = (c↑, c↓)T is a two-component spinor of fermionic annihilation operators. In addition to the kinetic part,
we consider the interaction Hint = U‖
∑
i n↑,in↓,i resulting in a lattice according to Fig. 5. The chiral symmetry
|↑〉
|↓〉
+∆
−∆
−g +i
m U‖
FIG. 5. The interacting Creutz model. We represent hopping processes by arrows indicating the direction of movement with
corresponding colored amplitude. Interactions are represented by colored boxes.
operator in this basis takes the form Γ˜ = σy. It is more convenient to work in a basis in which Γ = σz, which can be
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achieved by rotating the former coordinate system by an angle pi/2 around the σx axis. Then, σy → σz, σx → σx and
σz → −σy, which leads us to a rotated Creutz model
HRC =
L∑
i=1
[
c†i
(
te−i
χ
2 σy − gσx
)
ci+1 + h.c.
]
+ c†i
(
mσx − ∆
2
σy
)
ci . (S.24)
The new lattice for χ = pi displayed in Fig. 6 is slightly simpler, in the sense that the horizontal hoppings have been
replaced by complex spin-mixing terms.
|↑〉
|↓〉
t− g −(t+ g)
U‖
m + i∆ m− i∆
FIG. 6. The interacting rotated Creutz model at χ = pi. We represent hopping processes by arrows indicating the direction of
movement with corresponding colored amplitude. Interactions are represented by colored boxes.
At the fine-tuned point m = 0 and t = g = χ/pi it is possible to find a connection to the spinless SSH chain: By
tilting (and stretching) the lattice of Fig. 6 at g = t, it becomes apparent that we are dealing with a spinless SSH
chain in which ↑ and ↓ play the role of A and B sublattices, subject to a density-density interaction which acts within
the unit-cells (see Fig. 7). Indeed, this fine-tuned point results in the nontrivial phase diagram studied in Ref. [43],
which was later studied in the context of Wilson-Hubbard matter in high energy physics [44, 46, 47]. We thus arrive
at the Hamiltonian Hlr studied in the main text.
i∆ −2t i∆ −2t
U‖
FIG. 7. The tilted lattice of Fig. 6 at the fine-tuned point m = 0 and g = t = χ/pi.
D: TIME-EVOLUTION OF QUADRATIC HAMILTONIANS
Here we focus on generic non-interacting systems, describe in detail the modelling of single-particle excitations and
their time-evolution by exact diagonalization of quadratic Hamiltonians. Thus, we assume a generic Hamiltonian
which can be cast into the form
H0 =
L∑
i,j=1
hijc
†
i cj , (S.25)
in which hij is a L× L matrix and cj are fermionic annihilation operators at lattice position j. We choose to rotate
into the eigenbasis of H0, i.e.
H0 =
∑
k
εkd
†
kdk (S.26)
is the diagonalized Hamiltonian of eigenmodes dk =
∑
j Ukjcj with eigenenergies εk, which we choose to sort by
magnitude εk ≤ εk+1. In this basis, the ground state is of the form
|Ψ〉 =
∏
n≤N
d†n |0〉 , (S.27)
in which N denotes the total number of fermions. Applying the definition of the ground state and rotating the basis,
we find the single-particle Green’s function
G0ij =
〈
Ψ
∣∣∣ c†i cj ∣∣∣Ψ〉 = ∑
p≤N
UTipU
∗
pj . (S.28)
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We want to study the dynamics of a generic excitation of holes (or particles). In particular,∣∣ψ+〉 = 1√
Ω
∑
x
Qxc
†
x |Ψ〉
∣∣ψ−〉 = 1√
Ω
∑
x
Qxcx |Ψ〉 , (S.29)
where we introduced an (unnormalized) vector Q ∈ RL which is modeling the annihilation (creation) of local modes
c
(†)
x . For example, a single excitation at position L/2 would imply a Q with one nonzero entry QL/2 = 1. The
normalization constant Ω can be explicitly calculated from 〈ψ± |ψ±〉 and evaluates to
Ω =
∑
p∈P±
|UpxQx|2 =
∑
p∈P±
|Pp|2 (S.30)
with the excitation vector P = UQ and the subset P+ = {p, p > N} for the creation of particles, or P− = {p, p ≤ N}
for the creation of holes. We are interested in the time-evolution of |ψ±〉, which is given after application of the
time-evolution operator
A(t) = e−iH0t =
∑
k
d†ke
−iεktdk =
∑
k
d†kAkdk . (S.31)
If we take a momentum eigenstate of the Hamiltonian d†k |0〉 and apply A(t), we find the time-evolved state
A(t)d†k |0〉 = Akd†k |0〉 = t†k |0〉 (S.32)
and we note that we may interpret time-evolution as a rotation of the diagonal basis according to t†k = Akd
†
k. The
resulting set of operators t†k are creators of time-evolved eigenmodes at momentum k. Note, that the time-evolved
excitations read ∣∣ψ+(t)〉 = 1√
Ω
∑
k∈P+
Pkt
†
k |Ψ(t)〉
∣∣ψ−(t)〉 = 1√
Ω
∑
k∈P−
P ∗k tk |Ψ(t)〉 (S.33)
with the time-evolved ground state
|Ψ(t)〉 =
∏
p≤N
t†p |0〉 . (S.34)
Now, we have all ingredients to calculate the Green’s function of the time-evolved excited state
Gψ
±
ij (t) = G
0
ij ±
1
Ω
 ∑
p∈P±
P ∗pA
†
pUpi
 ∑
q∈P±
U†jqAqPq
 (S.35)
which can be used to compute any non-interacting expectation value (for example, its diagonal entries give the values
of the local density). We note the static part G0ij , which yields a potential constant (in time) in the MCD. This
constant can be amended by the quantity ∆C = C(t) − C(t = 0−), with C(t = 0−) the (static) MCD of the ground
state right before the creation of the local excitation.
To test finite-size scaling of the MCD, in Fig. 8 we compare the evolution of excitations in finite chains with variable
lengths to the fully translational invariant and infinite sized limits derived in Section A. As one may have naively
expected, the local densities (and therefore the MCD results) are completely identical for times in which the excitation
is spreading only through the bulk of the system.
E: DETAILS ON THE MPS SIMULATIONS
All MPS simulations of interacting systems presented here and in the main text are performed on an open boundary
conditioned system with L = 32 unit-cells. For simplicity we took the coupling constants J, J ′ to be real-valued, i.e.
we considered BDI Hamiltonians. In case of Hlr, the system is fully decoupled along the spin such that the unit-cell
can be reduced to that of a spinless SSH-chain (e.g., we consider only the ↑-wire). We consider up to M = 256
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FIG. 8. Panel (a) displays the density bulk-propagation of a single-particle excitation above the vacuum for a single SSH chain
at J/J ′ = 0.7 for L = 128 unit-cells (i.e., the topological phase with winding number γ = 1) and open boundary conditions.
The grid lines display times at which the excitation would scatter with the boundary of smaller system sizes, which results
in deviations from the fully translationally invariant solution of the MCD presented in (b). The black line is the analytical
solution of Eq. (S.15), and colored lines represent numerical solutions on chains with different lenghts. Panel (c) depicts the
density bulk-propagation of a single-particle excitation above a half-filled Fermi sea with the same system parameters as in
panel (a). The nontrivial interference pattern visible in the vacuum case disappears in this case. Panel (d) displays the MCD,
which becomes quantized in the thermodynamic limit in agreement with Eq. (S.16) (shown as a black line). For finite systems,
minute oscillations appear when the excitation scatters with the boundary.
Schmidt-values and simulate the time-evolution via the time-dependent variational principle (TDVP) [33], using a
timestep of at most ∆t = 0.1J ′.
An estimate for the maximum bulk evolution time (at least in the absence of interactions) can be easily derived
from the maximum group velocity of the single-particle excitations. The dispersion of the SSH chain is given by
ε(k) =
√
J2 + J ′2 + 2JJ ′ cos(k) and we find vmax = maxk v(k) = min(J, J ′) (assuming dimensionless units as in our
numerical simulations). For a localized wavepacket at the center of the chain to not reach the boundaries for a given
tunneling J ′, the maximum velocity is bounded by vmax/J ′ = min(J/J ′, 1) < L/(2TJ ′), which is always satisfied if
we restrict the time window to 2TJ ′ < L. The wavepacket will instead hit the boundaries at times tJ ′ = L/2 + nL,
n ∈ N. This is demonstrated explicitly in Fig. 1(b) and 1(c), where we present results for a non-interacting half-filled
SSH chain. The resulting Hamiltonian is quadratic and it can be easily diagonalized, so that the evolution shown
in the Figure is exact. On a lattice containing L = 64 unit cells, the wavepacket hits the boundaries first at time
tJ ′ ≈ 32, then its reflected, and hits the boundaries again at time tJ ′ ≈ 96 [see panel (b)]. To avoid boundary effects,
we restrict the time-window to t < 10J ′, such that the propagating wavepacket is never reflected by the boundaries.
In the following, we will estimate the entanglement growth in the underlying system. It is well-known that a critical
system can be represented as a conformal field theory, and methods familiar from renormalization group theory provide
an estimate for the asymptotic behavior of such a generic system. For instance, a global quench of a given (critical)
Hamiltonian results in a continuum of quasiparticle excitations spreading through the system (with maximum velocity
v), and the entanglement SA(t) between a region A(`) of the chain of length ` and the rest of the chain B(L− `) will
scale as SA(t) ∝ t (for times smaller than the characteristic length t < t` ≈ `/2v) [35]. Local perturbations, instead,
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produce a bipartite entanglement which grows only as SA(t) ∝ log(t) for critical systems, which implies a saturation of
SA(t) ≈ const. if the underlying system is gapped [36]. Moreover, if we denote by i the distance between the location
of the excitation and the A|B bipartition boundary, we expect that the entanglement entropy will suddenly increase
after a critical time proportional to i. In our experiment, we thus expect a rapid saturation of the entanglement
entropy in time, making it a perfect candidate to target with tensor network schemes. We numerically confirm the
above statements by the MPS simulations presented in Fig. 9.
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FIG. 9. Entanglement growth for a local excitation created at x0 = L/2 for different bond dimensions and bipartitions. The
system consists of L = 32 unit-cells for a single SSH wire at parameters J = J ′ without interactions U‖ = U⊥ = 0 (the
non-interacting quantum critical point) displayed in panels (a-b) and with Hlr interactions U‖ = 2, U⊥ = 0 shown in (c-d).
(a/c) The bipartition is chosen such that ` = L/2 and the excitation is created at the interface between A|B. Panels (b/d)
demonstrate that increasing the distance between the boundary and the initial location of the excitation (as indicated by the
numbers 1, . . . , 5 within the panels) causes an approximately linear delay of the onset of the rapid growth of the entanglement.
Away from the quantum phase transition lines, the model Hlr is gapped such that MPS Ansa¨tze are highly efficient:
the figure of merit – the maximum truncated probability in the reduced density matrix of a bipartition – can be kept
at machine precision for finite systems. This allows us to aim for much larger evolution times and system sizes at
individual points in parameter space, which we present in Fig. 10. In particular, the MCD presents a very irregular
behavior close to the phase boundaries, as was visible in Fig. 3 of the main text. Here however we show that the
MCD becomes more and more regular when one considers larger and larger systems sizes and evolution times.
(a) (b) (c) (d)
FIG. 10. Panel (a) displays the cone-like spreading of the density of a propagating excitation in the topological (TOI) phase
of Hlr at J/J ′ = 0.0469 and U‖/J ′ = 2.75 (the yellow triangle in Fig. 3(b-c)), computed with bond dimension M = 256 on a
chain of length L = 128. In panel (b) we display corresponding MCD, computed for chains of lengths L ∈ {32, 64, 128} (yellow,
blue, red). The vertical dotted lines highlight the maximum observation time of bulk-propagation for each size. The graphs
shown in (c-d) illustrate instead the situation in the symmetry-broken (SB) phase Hlr at J/J ′ = 0.0469 and U‖/J ′ = 5.5 (gray
downward triangle in Fig. 3(b-c)). The injection of the excitation induces a spontaneous symmetry breaking, which leads to the
formation of the domain-wall visible in panel (c). As a consequence, the MCD displays the characteristic quadratic divergence
in time shown in panel (d).
Although the phase diagram of Hsr is simpler than Hlr, the two-wire setup is computationally more expensive –
e.g., the ground state at half filling in the topological phase is four-fold degenerate, and the complexity of the gapless
region is increased as well. We compare the numerical complexity to approximate the ground state in Fig. 11(a-b).
Combining the precise approximation of the ground state with the accurate time-evolution of a local excitation
as confirmed by Fig. 9, we conclude that an MPS approach yields negligible numerical inaccuracies for Hlr, whereas
errors need to be discussed further in case of Hsr by means of a bond dimension scaling analysis. We present the
corresponding MCD in Fig. 11(c): time-traces visibly differ at the tails of the graph. Nonetheless, we show in Fig. 11(d)
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FIG. 11. (a) Truncation error in the reduced density matrix of the static ground state approximation for Hlr for bond dimension
M = 64. The maximum error is ∆ρ = 1.6× 10−9, showing that the MPS calculation is essentially exact for Hlr. (b) The same
analisys performed on Hsr shows larger truncation errors, prompting for a check of results vs. bond-dimension. (c) Time-traces
of the MCD for Hsr with J/J ′ = 0.6 and U⊥ = 6 for different bond dimensions. Relatively small bond dimensions ensure to
converge within the time-window we investigated (0 < t < 8/J ′). (d) The time-averaged ∆C converges therefore very quickly.
that the time-average of the MCD scales very quickly to the desired precision. In conclusion, ∆C is quite resistant
against numerical errors. All in all, this provides good confidence that the scheme and results presented in this work
are resistant against usual unavoidable inaccuracies of the TN simulations [34].
