A word w over a finite alphabet Σ is n-collapsing if for an arbitrary DFA A = Q, Σ, δ , the inequality |δ(Q, w)| ≤ |Q| − n holds provided that |δ(Q, u)| ≤ |Q| − n for some word u ∈ Σ + (depending on A ). We overview some recent results related to this notion. One of these results implies that the property of being n-collapsing is algorithmically recognizable for any given positive integer n.
Introduction
Let A = Q, Σ, δ be a deterministic finite automaton (DFA, for short) with the state set Q, the input alphabet Σ , and the transition function δ : Q × Σ → Q. The action of the letters in Σ on the states in Q defined via δ extends in a natural way to an action of the words in the free Σ -generated monoid Σ * ; the latter action is still denoted by δ. When we deal with a fixed DFA A = Q, Σ, δ , then, for any w ∈ Σ * and Q ⊆ Q, we set Q . w = {δ(q, w) | q ∈ Q }. We call the difference df A (w) = |Q| − |Q . w| the deficiency of the word w with respect to A .
Let n be a positive integer. A DFA A = Q, Σ, δ is said to be n-compressible if there is a word w ∈ Σ * with df A (w) ≥ n. The word w is then called ncompressing with respect to A . We say that a word w ∈ Σ * is n-collapsing if w is n-compressing with respect to every n-compressible DFA whose input alphabet is Σ . In other terms, a word w ∈ Σ * is n-collapsing if, for any DFA A , we have df A (w) ≥ n whenever A is n-compressible. Thus, such a word is a kind of a 'universal tester' whose action on the state set of an arbitrary DFA with a fixed input alphabet exposes whether or not the automaton is n-compressible.
The concept of an n-collapsing word arose (under a different name) in the beginning of the 1990s with original motivations coming from combinatorics and abstract algebra (cf. [17, 20] ). In fact, the notion appears to be fairly natural from the automata theory point of view as it perfectly fits in Moore's classic approach of . Over the last few years, automata/languagetheoretic connections of n-collapsing words have been intensely studied, see [3-6, 12, 18] , and a few new applications have been found, see [1, 2, 19] . In the present paper we try to summarize these recent developments and also discuss some new results.
The very first problem related to n-collapsing words is of course the question of whether such words exist for every n and over every Σ . We address this question in Sect. 1 where we survey a few constructions for such words and some bounds on their length. In Sect. 2 we present and discuss a new result which allows one to recognize, given a word w ∈ Σ * and a positive integer n, whether or not w is n-collapsing. Finally, in Sect. 3 we briefly explain how n-collapsing words are used in algebra and exhibit their new application to computational complexity issues in finite semigroup theory.
Constructing Collapsing Words
It is easy to see that a word w over a singleton alphabet is n-collapsing if an only if |w| ≥ n. (Here and below |w| stands for the length of the word w.) Therefore, in the sequel we assume that the size t of our alphabet Σ is at least 2. In this case even the existence of n-collapsing words is not completely obvious, to say nothing about constructing such words in any explicit way. Indeed, in the above definition of an n-collapsing word, the alphabet Σ is fixed but one imposes absolutely no restriction to the number of states of n-compressible automata under consideration. Clearly, there are infinitely many n-compressible automata and they all should be 'served' by the same word: if w ∈ Σ * is 3-collapsing, say, then w should bring each state of any 3-compressible DFA with 4 states to one particular state and the same w should send the state set of any 3-compressible DFA with 1000000 states to a 999997-element subset, etc.
Sauer and Stone [20] who were arguably the first to introduce n-collapsing words (under the name 'words with property ∆ n ') proved their existence for each n via the following inductive construction. To start with, observe if a DFA A = Q, Σ, δ is 1-compressible, then there is a letter a ∈ Σ with df A (a) ≥ 1. (Otherwise each transformation δ( , a) would be a permutation and the DFA A could not be 1-compressible.) Since the deficiency of any word is no less than the maximum deficiency of its letters, we conclude that any word involving all letters in Σ = {a 1 , . . . , a t } is 1-collapsing. Having used this observation as the induction basis, Sauer and Stone let w 1 = a 1 · · · a t and then proceeded by defining
Thus, the right-hand side of (1) is an alternating product of all words from Σ * of length at most 3·2 n−2 +1 (in some fixed order) and the corresponding number of copies of the word w n . Then, for each n, the word w n is n-collapsing [20, Theorem 3.3] . Of course, the length of these words grows very fast with n (it is a doubly exponential function of n).
It turns out that the same idea can yield a series of much shorter n-collapsing words. Namely, in [12, Theorem 3.5] it is shown that one can restrict the above alternating product to words of length at most n + 1. More precisely, the result says that if u 1 = w 1 = a 1 · · · a t and
