Introduction {#Sec1}
============

To understand and control the spread of HIV, it is important to have accurate information about hidden populations such as injection drug users and sex workers.[@CR1] However, these populations are difficult to study with standard sampling methods because sampling frames do not exist. The need to gather information about such hidden populations is not limited to public health. Social scientists and policy-makers are interested in many other hidden populations such as undocumented immigrants, artists, and members of some social movements.

In response to the problem of studying hidden populations, a new statistical approach called respondent-driven sampling has been developed.[@CR2]--[@CR4] Respondent-driven sampling data are collected via a link-tracing (snowball) design, where current sample members recruit future sample members. For many years, researchers thought it was impossible to make unbiased estimates from this type of sample. However, it was recently shown that if certain conditions are met and if the appropriate procedures are used, then the prevalence estimates from respondent-driven sampling are asymptotically unbiased.[@CR4] For example, respondent-driven sampling can be used to estimate the prevalence of HIV among drug injectors in New York City.

Despite the progress that has been made in making prevalence estimates, less is known about the sample-to-sample variability of these estimates. This gap in knowledge can lead researchers to construct inaccurate confidence intervals around estimates and to undertake studies with sample sizes that are too small to meet study goals. Filling this important gap in the respondent-driven sampling literature, this paper explores issues related to the sample-to-sample variability of estimates. The paper consists of four main parts. First, we briefly review the existing respondent-driven sampling methodology. Next, we develop and evaluate a bootstrap procedure for constructing confidence intervals around respondent-driven sampling estimates. Then, we estimate the design effect of the prevalence estimates in a number of simulated and real populations. The paper concludes with advice about the sample sizes needed for studies using respondent-driven sampling. In general, we recommend a sample size twice as large as would be needed under simple random sampling.

Review of Respondent-driven Sampling {#Sec2}
====================================

A respondent-driven sample is collected with a link-tracing design, similar to a snowball sample.[@CR5]--[@CR7] The sampling process begins with the selection of a set people in the target population who serve as seeds. After participating in the study, these seeds are each provided with a fixed number of unique recruitment coupons, which they use to recruit other people they know in the target population. After participating in the study, these new sample members are also provided with recruitment coupons, which they then use to recruit others. The sampling continues in this way, with subjects recruiting more subjects, until the desired sample size is reached.[@CR2]--[@CR4] Experience has shown that this sample selection method is practical and it has already been used to study a number of different hidden populations, including jazz musicians,[@CR8] drug injectors,[@CR2] Latino gay men,[@CR9] and MDMA/Ecstasy users.[@CR10]

In addition to collecting information that addresses the substantive focus of the study, a researcher using respondent-driven sampling must also collect two other pieces of information: the recruiter of each sample member and the number of relationships that each sample member has in the population of interest (sometime called degree of each person). This additional information is necessary because the estimation procedure is a variation of the traditional sampling and estimation process. Ordinarily, researchers take a sample and then use that sample to make inferences about a population (Figure [1](#Fig1){ref-type="fig"}a). However, when the data are collected with respondent-driven sampling, it is very difficult (and maybe even impossible) to make inferences from the sample directly to the population. Fortunately, such data can be used to make inferences about the social network connecting the hidden population, and this information about the social network can be used to estimate the prevalence a specific trait (Figure [1](#Fig1){ref-type="fig"}b).[@CR3] Within this new framework, unbiased estimation becomes possible.[1](#Fn1){ref-type="fn"} A more detail description of the estimation procedure and the conditions under which it is unbiased is available in the literature.[@CR4]Figure 1Schematic of both traditional sampling and estimation and respondent-driven sampling. By not attempting to estimate directly from the sample to the population, respondent-driven sampling avoids many of the well-known problems with estimation from snowball samples.

While the ability to make unbiased prevalence estimates represented a step forward for the study of hidden populations, it was an incomplete one. In order for respondent-driven sampling to be practical as a methodology, a procedure is needed in order to put confidence intervals around these prevalence estimates.

Confidence Intervals {#Sec3}
====================

Before introducing the confidence interval procedure, we first need to introduce some language with which to describe the hidden population. In this paper we will consider the situation of a hidden population that is made up of two mutually exclusive and collectively exhaustive groups that, for the sake of generality, we will call group A and group B. The groups could be, for example, people with and without HIV. The proportion of the population in group A will be called *P*~*A*~. A point estimate of this prevalence is useful, but it is difficult to interpret without some measure of the precision of the estimate. One common way of describing this precision is with a confidence interval that provides a range within which the researcher expects to find the true population value with some level of certainty. Procedures to generate confidence intervals are well developed in the case of simple random sampling,[@CR12],[@CR13] but researchers using a complex sample design, where not all units have the same probability of selection, are often left without guidance. Despite numerous warnings,[@CR7],[@CR14] researchers often ignore the fact that their data were collected with a complex sample design and construct confidence intervals as if they had a random sample. This approach of ignoring the sampling design, which we will call the *naive method*, will generally cause researchers using respondent-driven sampling to produce confidence intervals that are too small. These incorrect confidence intervals are not just a technical concern; incorrect confidence intervals can lead to incorrect substantive conclusions.

In order to produce better confidence intervals, we will develop and evaluate a bootstrap method specifically designed for respondent-driven sampling.[2](#Fn2){ref-type="fn"} Although an analytic approach would be preferable,[3](#Fn3){ref-type="fn"} bootstrap methods are commonly used for variance estimation from complex sample designs because analytic solutions are often not possible.[@CR16],[@CR17] In the next sections, we will describe our proposed bootstrap procedure and then evaluate its performance using computer simulations.

Proposed Bootstrap Procedure {#Sec4}
============================

The general idea of the bootstrap procedure is to use the observed sample to generate a set of replicate samples. Then this set of replicate samples is used to produce a set of replicate estimates. By examining the variation in these replicate estimates, one can construct a confidence interval around the original point estimate. This three-step process can be seen in Figure [2](#Fig2){ref-type="fig"}.[@CR17]Figure 2Schematic of the procedure for producing confidence intervals.

The first step in our procedure is the resampling step. In traditional bootstrapping, this resampling is done by randomly sampling with replacement from the original sample until the replicate sample is the same size as the original sample. This resampling procedure is well grounded theoretically for the case where the original sample is collected via simple random sampling.[@CR17] However, as described previously, in respondent-driven sampling there are dependencies in the sample selection process, and so we must use a modified resampling procedure which mimics these features. The modification of the resampling step is the main way that this approach deviates from traditional bootstrapping techniques.

Under our proposed procedure we divide the sample members into two sets based on how they were recruited: people recruited by someone in group *A* (which we will call *A*~rec~) and people recruited by someone in group *B* (which we will call *B*~rec~). For example, *A*~rec~ could be the set of all sample members who were recruited by someone with HIV. Note that this set could include both people with and without HIV. In order to mimic the actual sampling process, the resampling begins when a seed is chosen with uniform probability from the entire sample. Then, based on the group membership of the seed, we draw with replacement from either *A*~rec~ or *B*~rec~. For example, if the seed chosen for the replicate sample was a sample member with HIV, we draw from the set of sample members who were recruited by someone with HIV. Next, we examine the group membership of this newly chosen person and then draw again with replacement from either *A*~rec~ or *B*~rec~.[4](#Fn4){ref-type="fn"} This process continues until the bootstrap sample is the same size as the original sample. Overall, this resampling scheme preserves some, but not all, of the dependencies that exist in the respondent-driven sampling data collection.[5](#Fn5){ref-type="fn"}

Once the bootstrap samples are selected, we move to step 2 in Figure [2](#Fig2){ref-type="fig"}: the estimation step. Here we use the normal respondent-driven sampling estimation procedure on each of the *R* replicate samples to produce a set of *R* replicate estimates. Finally, in step 3 of the bootstrap procedure, the *R* replicate estimates are converted into a confidence interval. One way to do this would be to construct a 90% confidence interval based on the normal approximation, $$\documentclass[12pt]{minimal}
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\begin{document}$$\widehat{{se}}{\left( {\widehat{P}_{A} } \right)}$$\end{document}$, is the standard deviation of the replicate estimates. While this approach is reasonable, it has two main disadvantages. First, it forces the confidence intervals to be symmetric, which can reduce accuracy, and second, it can produce intervals with endpoints outside of the range \[0, 1\].

Fortunately, there are several improvements over this standard error method, and in this paper we will use the percentile method.[6](#Fn6){ref-type="fn"} When using the percentile method, we define the endpoints of the 90% confidence interval to be the two replicate estimates, such that 5% of the replicate estimates fall below the interval, and 5% of the replicate estimates fall above the interval. For example, if a researcher generated 2,000 bootstrap replicates, a 90% confidence interval would be defined by the 100 and 1,900 ordered replicate estimates. As we shall see in the next section, the proposed resampling scheme combined with the percentile method produces confidence intervals that are generally good in an absolute sense and better than the naive method.[7](#Fn7){ref-type="fn"}

Comparing the Naive and Bootstrap Methods {#Sec5}
=========================================

The quality of a confidence interval procedure can be measured by calculating *φ*, the percentage of proposed intervals that contain the true population value. For example, if we took 1,000 samples from the population and produced a 90% confidence interval from each of these samples, then 900 out of 1,000 of these confidence intervals should include the true population prevalence.[8](#Fn8){ref-type="fn"} Unfortunately, due to resource constraints, we cannot repeatedly sample from real hidden populations. However, using computer simulations, we can construct hypothetical hidden populations and then repeatedly sample from them to evaluate the coverage properties of the different confidence interval procedures. Further, in these computer simulations we can systematically vary the characteristics of the hidden population in order to understand the effects of population and network characteristics on the quality of the proposed confidence intervals.

For example, to explore how network structure affects the quality of the confidence intervals, we constructed a series of hypothetical populations that were identical except for the amount of interconnectedness between the two groups. More specifically, we varied the ratio of the actual number of cross-group relationships to the number of possible cross-group relationship, and thus, our measure of interconnectedness, *I*, can vary from 0 (no connections between the groups) to 1 (maximal interconnection). All populations were constructed with 10,000 people, 30% of which were assigned a specific trait, for example HIV. Next, we began to construct the social network in the population by giving each person a number of relationships with other people in the population. The number of relationships that an individual has is called her degree. When assigning an individual's degree we wanted to roughly match data collected in studies of drug injectors in Connecticut,[@CR2] so each person with HIV was assigned a degree drawn randomly from an exponential distribution with mean 20, and those without HIV were assigned a degree drawn from an exponential distribution with mean 10; later in this paper we will explore other degree distributions. Once the degrees were assigned, we insured that the population had the appropriate amount of interconnection between the groups.[9](#Fn9){ref-type="fn"}

After each population was constructed, we took 1,000 samples of size 500, and for each of these 1,000 samples we constructed a confidence interval using both the naive method (i.e., ignoring the complex sample design and pretending to have a simple random sample) and the proposed bootstrap method. By seeing if each of these confidence intervals included the true population prevalence, we calculated $\documentclass[12pt]{minimal}
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\begin{document}$$\phi _{{{\text{boot}}}} $$\end{document}$. The results of these simulations are presented in Figure [3](#Fig3){ref-type="fig"} and reveal two important features. First, the figure shows that, for the populations used in these simulations, the proposed bootstrap procedure outperforms the naive procedure. Second, it shows that the bootstrap procedure also performs well in an absolute sense, meaning $\documentclass[12pt]{minimal}
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\begin{document}$$\phi _{{{\text{boot}}}}  \approx 0.9$$\end{document}$. Figure 3Coverage probabilities of the naive and bootstrap procedure. Results indicate that the proposed bootstrap procedure outperforms the naive procedure and performs well in an absolute sense.

To test the robustness of these findings, we explored the coverage properties in a larger portion of the possible parameter space by varying the sample size, the proportion of the population in the groups, and the average degree of the groups (results not shown). To summarize these findings, in a few unusual portions of the parameter space, the proposed bootstrap procedure did not perform well in an absolute sense, but in most portions of the parameter space, the proposed procedure performed well.[10](#Fn10){ref-type="fn"} Additionally, in all cases the proposed bootstrap procedure outperformed the naive procedure. To conclude, in the situations that we have examined, the proposed bootstrap procedure works well in an absolute sense and better than the naive procedure. Further, these results seem robust. Therefore, until some superior procedure is developed, we recommend this bootstrap procedure for future researchers who wish to construct confidence intervals around prevalence estimates from respondent-driven sampling.

Design Effects {#Sec6}
==============

Even though respondent-driven sampling produces unbiased prevalence estimates and allows researchers to produce approximate confidence intervals, respondent-driven sampling may not be appropriate for all situations. The unbiasedness of the estimates does not ensure that any particular estimate will be equal to the true population value. Rather, just like all other unbiased estimators, sometimes the estimate will be too low or too high; only on average will the estimate equal the true population value. If the respondent-driven sampling estimates are too variable, then, even if they are unbiased, they might not be useful in practice. For example, we constructed a population with 30% prevalence of a specific trait, for example HIV, and repeatedly sampled from that population using respondent-driven sampling. To provide a benchmark for interpreting the sample-to-sample variability, we also repeatedly sampled from the population using simple random sampling (even though this would not be possible in a real hidden population). Figure [4](#Fig4){ref-type="fig"} shows the distribution of prevalence estimates from these two methods. Both distributions center around 0.30, the true value, so both sampling methods produced unbiased estimates. But, the distribution of respondent-driven sampling estimates was more variable than the distribution of estimates under simple random sampling. A common way to quantify this difference is the design effect,[@CR12] which measures the increased variation of the estimates under respondent-driven sampling.[11](#Fn11){ref-type="fn"} That is, $$\documentclass[12pt]{minimal}
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\begin{document}$$ V{\left( {{\text{SRS}},\widehat{P}_{A} } \right)} $$\end{document}$ is the variance of under simple random sampling. Because respondent-driven sampling generally provides less information, we expect that the design effect will generally, but not always, be greater than 1. For example, the results in Figure [4](#Fig4){ref-type="fig"} show a design effect of 2.8. In the next section we will explore the design effects for a range of different network structures to better understand the situations in which respondent-driven sampling is likely to be precise enough to be useful. Figure 4Distribution of estimates from respondent-driven sampling and simple random sampling. The respondent-driven sampling estimates center around the true population value, 0.30, but they are more variable than the estimates from simple random sampling. This extra variation corresponds to a design effect of 2.8.

Simulation Results on Design Effects {#Sec7}
====================================

Estimating the design effect requires comparing the variance of the prevalence estimate under different sampling methods. While the variability of the prevalence estimate under simple random sampling can be derived from basic probability theory,[@CR12] we must use simulations to discover the variability under respondent-driven sampling. Thus, as when we evaluated the confidence interval procedure, we constructed a range of populations and simulated repeated sampling from them. We observed several general patterns that seem to occur in all portions of the parameter space. First, generally, but not always, the design effects from respondent-driven sampling were greater than 1, which indicates that respondent-driven sampling estimates were less precise than estimates from simple random sampling. This finding is consistent with the literature on complex sampling designs, which generally finds that departures from simple random sampling lead to increased variability of estimates. Second, as the interconnectedness, *I*, increased, that is, as the two groups became more closely connected, the design effect decreased (see Figure [5](#Fig5){ref-type="fig"}). Third, the minimum design effect for a given interconnectedness occurred not when the two groups had the same average degree (*D*~*A*~ = *D*~*B*~), but when the two groups had the same total degree, (*P*~*A*~*D*~*A*~ = *P*~*B*~*D*~*B*~) (see Figure [6](#Fig6){ref-type="fig"}). Fourth, the design effects were sensitive to the degree distribution assumed in the simulations. Previously in this paper we assumed an exponential degree distribution, but for specific subpopulations, such as drug injectors, the true functional form of the degree distribution is unknown. When we assigned a Poisson degree distribution for both groups, we observed much lower design effects, including some design effects below 1 (Figure [7](#Fig7){ref-type="fig"}); the reason for this change is currently unknown.[12](#Fn12){ref-type="fn"} Overall, these observations should be viewed with some caution because they have not been verified analytically due to the previously mentioned inability to develop closed-form expressions for the variance of the prevalence estimate under respondent-driven sampling. Figure 5Design effect as a function of interconnectedness *I*. In general, as the interconnectedness increases the design effect decreases. Results are based on 10,000 replicate samples.Figure 6Design effect as a function of *D*~*A*~ for different *D*~*B*~. In general, the minimum design effect, for a given interconnectedness, occurs when the two groups have the same total degree (*P*~*A*~*D*~*A*~ = *P*~*B*~*D*~*B*~). So if *P*~*A*~ = 0.3 and *P*~*B*~ = 0.7, then when *D*~*B*~ = 10 the minimum design effect occurs when *D*~*A*~ ≈ 23 and when *D*~*B*~ = 20 the minimum occurs when *D*~*A*~ ≈ 46. Results are based on 10,000 replicate samples.Figure 7Design effect as a function of interconnectedness for different degree distributions. In general, the design effects are smaller when the degree distribution of the groups is Poisson rather than exponential. Results are based on 10,000 replicate samples.

Taken together, these simulation results suggest that the design effect is a complex function of the network structure in the population.[13](#Fn13){ref-type="fn"} The simulation results also suggest that in some cases respondent-driven sampling can be quite blunt, with design effects as large as 10, but that in other cases it can be extremely precise, sometimes even more precise than simple random sampling.

Estimated Design Effects in Real Studies {#Sec8}
========================================

The simulation results indicate that a range of design effects are possible. Therefore, an important question becomes: What are the design effects in populations that people actually study? Our best attempt to answer that question is presented in Table [1](#Tab1){ref-type="table"}, where we report the estimated design effects from all studies that are currently available.[14](#Fn14){ref-type="fn"} To produce the estimated design effects we took the published estimates of *P*~*A*~ and used them to estimate the variability of the prevalence estimates ($\documentclass[12pt]{minimal}
\usepackage{amsmath}
\usepackage{wasysym} 
\usepackage{amsfonts} 
\usepackage{amssymb} 
\usepackage{amsbsy}
\usepackage{mathrsfs}
\usepackage{upgreek}
\setlength{\oddsidemargin}{-69pt}
\begin{document}$$ \widehat{V}{\left( {{\text{SRS}},\widehat{P}_{A} } \right)} $$\end{document}$). This variability is then compared to the published estimates of the variability under respondent-driven sampling ($\documentclass[12pt]{minimal}
\usepackage{amsmath}
\usepackage{wasysym} 
\usepackage{amsfonts} 
\usepackage{amssymb} 
\usepackage{amsbsy}
\usepackage{mathrsfs}
\usepackage{upgreek}
\setlength{\oddsidemargin}{-69pt}
\begin{document}$$ \widehat{V}{\left( {{\text{RDS}},\widehat{P}_{A} } \right)} $$\end{document}$).[15](#Fn15){ref-type="fn"} We report only one design effect because, due to the symmetry of the two-group system, $\documentclass[12pt]{minimal}
\usepackage{amsmath}
\usepackage{wasysym} 
\usepackage{amsfonts} 
\usepackage{amssymb} 
\usepackage{amsbsy}
\usepackage{mathrsfs}
\usepackage{upgreek}
\setlength{\oddsidemargin}{-69pt}
\begin{document}$$ {\text{deff}}{\left( {\widehat{P}_{A} } \right)} = {\text{deff}}{\left( {\widehat{P}_{B} } \right)} $$\end{document}$. Table 1Estimated design effects from real respondent-driven sampling data.[@CR8]--[@CR10] Sample sizes vary within the same study due to missing dataStudy descriptionStudy resultsPopulationLocation*n*Trait$\documentclass[12pt]{minimal}
\usepackage{amsmath}
\usepackage{wasysym} 
\usepackage{amsfonts} 
\usepackage{amssymb} 
\usepackage{amsbsy}
\usepackage{mathrsfs}
\usepackage{upgreek}
\setlength{\oddsidemargin}{-69pt}
\begin{document}$$ \widehat{P}_{A} $$\end{document}$$\documentclass[12pt]{minimal}
\usepackage{amsmath}
\usepackage{wasysym} 
\usepackage{amsfonts} 
\usepackage{amssymb} 
\usepackage{amsbsy}
\usepackage{mathrsfs}
\usepackage{upgreek}
\setlength{\oddsidemargin}{-69pt}
\begin{document}$$ \widehat{V}{\left( {{\text{RDS}},\widehat{P}_{A} } \right)} $$\end{document}$$\documentclass[12pt]{minimal}
\usepackage{amsmath}
\usepackage{wasysym} 
\usepackage{amsfonts} 
\usepackage{amssymb} 
\usepackage{amsbsy}
\usepackage{mathrsfs}
\usepackage{upgreek}
\setlength{\oddsidemargin}{-69pt}
\begin{document}$$ \widehat{V}{\left( {{\text{SRS}},\widehat{P}_{A} } \right)} $$\end{document}$$\documentclass[12pt]{minimal}
\usepackage{amsmath}
\usepackage{wasysym} 
\usepackage{amsfonts} 
\usepackage{amssymb} 
\usepackage{amsbsy}
\usepackage{mathrsfs}
\usepackage{upgreek}
\setlength{\oddsidemargin}{-69pt}
\begin{document}$$ {\text{def}}\widehat{{\text{f}}}{\left( {\widehat{P}_{A} } \right)} $$\end{document}$Latino gay menChicago69HIV+0.170.00240.00211.1Latino gay menSan Francisco72HIV+0.490.00410.00351.2MDMA/Ecstasy usersOhio374Male0.580.00120.00071.7Jazz musiciansNew York City263Male0.760.00160.00072.3Jazz musiciansNew York City261Union member0.250.00100.00071.4Jazz musiciansNew York City253Received airplay0.750.00170.00072.4

Overall, Table [1](#Tab1){ref-type="table"} shows that the prevalence estimates from existing studies had design effects around 2, suggesting that respondent-driven sampling is reasonably precise in the situations in which it has been used so far.[16](#Fn16){ref-type="fn"} Based on this crude analysis of existing respondent-driven sampling data, we recommend that when planning a study using respondent-driven sampling researchers should assume a design effect of 2. This guideline should only be considered a preliminary rule-of-thumb and should be adjusted, if necessary, depending on pre-existing knowledge of the study population.

Sample Size Calculation {#Sec9}
=======================

Information on design effects should be used when planning the sample size of a study using respondent-driven sampling, or else the sample size will not meet the goals of the study. Fortunately, once the researcher has an estimated design effect, it is rather straightforward to adjust the required sample size; the researcher need only to multiply the sample size needed under simple random sampling by the assumed design effect. Thus, for studies using respondent-driven sampling we recommend a sample size twice as large as would be needed under simple random sampling. However, calculating the appropriate sample size under simple random sampling is often difficult due to the overly general nature of the power analysis literature.[@CR20],[@CR21] Therefore, we will review the sample size calculations for two specific cases of most interest to researchers using respondent-driven sampling: estimating the prevalence of a trait with a given precision and detecting a change in prevalence over time.[17](#Fn17){ref-type="fn"}

One common goal of studies is to estimate the prevalence of a characteristic with some pre-specified precision, for example, to estimate the proportion of sex workers in New York City that are HIV-positive with a standard error of no greater than 0.03. Since it is the case that, $$\documentclass[12pt]{minimal}
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Therefore, if based on pre-existing knowledge we suspect that 20% of the sex workers have HIV and that the design effect is 2, we would need a sample size of at least 356 sex workers to estimate the HIV prevalence with a standard error no greater than 0.03. Notice that this calculation depends on our initial guess of the prevalence. If researchers do not have enough information to make such a guess, they should assume a value of 0.5 which is maximally conservative.

A second problem of interest to many researchers is comparing the prevalence of some behavior at two time points. For example, a researcher might want to test whether an outreach program was successful at getting drug injectors to stop sharing injection equipment. Assume that the researcher suspects that before the intervention 40% of drug injectors share injection equipment and that the researcher would like to choose the appropriate sample size to be able to detect a drop to 25% such that there is an 80% probability that a 95% confidence interval for the estimated difference will not include 0. Further, assume that the researcher suspects that each prevalence estimate will have a design effect of 2. Based on a derivation available in the literature,[@CR23] we can calculate that the required sample size is, $$\documentclass[12pt]{minimal}
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More generally, the required sample size for comparing prevalence in two populations is, $$\documentclass[12pt]{minimal}
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These sample size calculations are based on assumptions about the prevalence of the characteristics and the design effect. Therefore, the sample sizes produced by Eqs. [4](#Equ4){ref-type=""} and [6](#Equ6){ref-type=""} should be considered approximate.

Conclusions {#Sec10}
===========

This paper makes two main contributions to the literature on respondent-driven sampling. First, we introduce a bootstrap confidence interval procedure that in simulations outperforms the naive method currently in practice. Therefore, we recommend this bootstrap procedure be used in future analysis of respondent-driven sampling data. The procedure requires some custom computer programming to implement, but, fortunately, it is already included in RDSAT, a software package for organizing and analyzing respondent-driven sampling data.[19](#Fn19){ref-type="fn"}

The second major contribution of this paper is the information on design effects. The simulation results suggest that the design effects can range from as high as 10 to less than 1. These findings imply that, because of the possibility of high design effects, respondent-driven sampling is not appropriate in all cases. In some extreme network structures, the prevalence estimates could be so variable that, even though they are unbiased, they might not be very useful. Fortunately, data from existing studies suggest that, so far, respondent-driven sampling has been used in situations where it is reasonably precise, yielding estimated design effects around 2 (see Table [1](#Tab1){ref-type="table"}). Based on these data, we suggest that when using respondent-driven sampling, researchers collect a sample twice as large as would be needed under simple random sampling.

The sensitivity of the design effect to the functional form of the degree distribution further emphasizes the need for more research on methods to accurately measure the degree of each respondent. Currently, the estimated average degree depends on subjects\' self-reported degree, and these reports may be inaccurate.[@CR26],[@CR27] In almost all cases, inaccuracy in the self-reported degree will introduce bias into the prevalence estimates.[@CR4] As far as we know, the best methods for estimating an individual's degree are scale-up method and summation method.[@CR28] However, it is not clear that either of these approaches, which were designed for the general population, is appropriate for studying hidden populations.

Taken together, the results about the sample-to-sample variability presented in this paper add to the growing literature on respondent-driven sampling. By allowing researchers to obtain better information about key hidden populations, this research should allow public health professionals to monitor population dynamics more accurately, target resources more carefully, and intervene to slow the spread of disease more effectively.

This material is based on work supported under a National Science Foundation Graduate Research Fellowship and a Fulbright Fellowship, with support from the Netherlands--American Foundation, which allowed me to spend the year at the ICS/Sociology department at the University of Groningen. I would like to thank David Bell, Andrew Gelman, Doug Heckathorn, Mattias Smångs, Erik Volz, and an anonymous reviewer for helpful suggestions.

This new framework (Figure [1](#Fig1){ref-type="fig"}b) makes great sense when one considers the history of snowball sampling. These methods were introduced[@CR5] and elaborated[@CR6] to study characteristics of social networks, not the characteristics of the people in the network.[@CR11]

Some preliminary work on bootstrap procedures for respondent-driven sampling has been reported in the literature.[@CR3] Here we build on those first steps by offering an improved procedure and a more developed analysis.

We tried and failed to produce analytic results. However, some progress has been made on analytic variance estimation when an alternative estimation procedure is used.[@CR15]

In some extremely rare cases, usually where one of the groups is very small, either *A*~rec~ or *B*~rec~ are empty. When this occurs we draw randomly from the entire sample.

Simulation results indicate that this proposed procedure works better than the simpler procedure of choosing a sample member and then, based on the estimated cross-group connection probabilities, choosing a sample member from the appropriate group. The method presented here preserves those probabilities, but in addition allows for the possibility that those recruited by people in group *A* might be different than those recruited by people in group *B*.

We also attempted to use the BC~a~ method which, in some cases, has better asymptotic properties than the percentile method. However, in our simulations, the BC~a~ method performed worse. We suspect that the poor performance of the BC~a~ method was because of difficulties estimating the acceleration term$\documentclass[12pt]{minimal}
\usepackage{amsmath}
\usepackage{wasysym} 
\usepackage{amsfonts} 
\usepackage{amssymb} 
\usepackage{amsbsy}
\usepackage{mathrsfs}
\usepackage{upgreek}
\setlength{\oddsidemargin}{-69pt}
\begin{document}$$ {\left( {\widehat{a}} \right)} $$\end{document}$when the data were collected via respondent-driven sampling.

Simulations reveal that, in general, the standard error method produces intervals only slightly worse than the percentile method and so, in practice, either method can be used.

Strictly speaking, since we are sampling from a finite population we could enumerate all possible samples and then run the confidence interval procedure on every possible sample giving us the exact coverage properties of our procedure. However, the number of possible samples is astronomical, and so, following common practice, we take a sample from the set of all possible samples and use the coverage rate from these samples to estimate the true coverage rate. Thus, our presented coverage rates are only estimates of the true coverage rate with standard error, $\documentclass[12pt]{minimal}
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Further details about computer simulations and default parameter values can be found elsewhere.[@CR4] Unless otherwise stated, the default parameter values were always used.

The proposed bootstrap procedure performed poorly ($\documentclass[12pt]{minimal}
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\begin{document}$$\phi _{{{\text{boot}}}}  \approx 0.6$$\end{document}$) when the two groups had very different total degrees (*P*~*A*~*D*~*A*~ \>\> *P*~*B*~*D*~*B*~)and *I* was very small (*I*≈0.1). As we will see in the next section, in these types of networks the design effects are very large (\>10), and so respondent-driven sampling probably should not be used. However, even in this extreme part of the space of all networks, the proposed bootstrap method still outperformed the naive method.

Unfortunately, the term "design effect" has taken on two meanings in the sampling literature.[@CR12],[@CR18] The first meaning is the ratio of the variance of the estimate under a specified sampling plan to the variance under simple random sampling (deff). An alternative definition is based on the ratio of the standard errors (*deft*). Since$\documentclass[12pt]{minimal}
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\begin{document}$${\sqrt {deff} }$$\end{document}$=*deft*, readers who prefer *deft* can make the appropriate conversion.

One possible explanation for this finding is that the Poisson distribution has lower variance than the exponential distribution; an exponential distribution has mean *μ* variance *μ*^2^ and, but a Poisson distribution of mean *μ* has variance *μ*.[@CR19] However, there are also many other differences between these two distributions. To assess the role of the variance in the degree distribution on the design effects, we ran simulations where we assigned both groups a normal degree distributions. In this case, direct manipulation of the variability of the degree distribution did not change the estimated design effect.

The complicated relationship between network structure and design effects implies that the relationship between homophily[@CR2], [@CR3] and design effect is many-to-many. That is, many homophily values yield the same design effect, and a given design effect is consistent with many different homophily values. Therefore, homophily is not the best way to understand design effects.

The results presented here for Latino gay men differ from the results originally published[@CR9] because the standard errors published in the original paper were too large (D. Heckathorn, \[ddh22\@cornell.edu\], email, February 5, 2006).

Since these authors all used the bootstrap procedure proposed in this paper, their confidence intervals allow reasonable estimation of $\documentclass[12pt]{minimal}
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Table [1](#Tab1){ref-type="table"} also illustrates that the design effect is a property of a specific estimate and not a population; estimates from the same dataset may have different design effects.[@CR12]

In addition to making prevalence estimates, some researchers are interested in using statistical techniques like multivariate regression to look for statistical patterns within the data. The feasibility of this approach is discussed elsewhere.[@CR22]

This formula is an approximation of the more complicated formula derived elsewhere,[@CR24]$\documentclass[12pt]{minimal}
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The RDSAT software was written by Erik Volz and Doug Heckathorn and is currently available from http://www.respondentdrivensampling.org.
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