Abstract. It is well-known that theta characteristics on smooth plane curves over a field of characteristic different from two are in bijection with certain smooth complete intersections of three quadrics. We generalize this bijection to possibly singular hypersurfaces of any dimension over arbitrary fields including those of characteristic two. It is accomplished in terms of linear orbits of tuples of symmetric matrices instead of smooth complete intersections of quadrics. As an application of our methods, we give a description of the projective automorphism groups of complete intersections of quadrics generalizing Beauville's results.
Introduction
Theta characteristics, the square roots of the canonical bundles on algebraic curves, are interesting objects in algebraic geometry and number theory. They appear in several different kinds of classical problems such as bitangents of plane quartics, determinantal representations and Appolonius' problem (cf. [9] , [4, Chapter 4] ). It is well-known that, over a field of characteristic different from two, there is a natural bijection between certain smooth complete intersections of three quadrics and smooth plane curves with non-effective theta characteristics ([1, Chapitre 6] , [12, Chapter 4] ). (In fact, Beauville also treated the case of nodal plane curves in [1] .) The purpose of this paper is to generalize this bijection. We study more general hypersurfaces of any dimension, which may have singularities, over a field of arbitrary characteristic.
The main results of this paper are formulated in terms of linear orbits of (m + 1)-tuples of symmetric matrices of size n + 1 instead of complete intersections of m + 1 quadrics in the projective space P n . Of course, this formulation is equivalent to the previous one when n > m and the characteristic of the base field is different from two. However, there is an essential difference when n ≤ m or the characteristic of the base field is two. For example, if n ≤ m, the intersection of m + 1 quadrics in P n can be empty. Hence we cannot recover the m + 1 quadrics from their intersection.
We fix a field k of arbitrary characteristic. We fix integers m ≥ 2 and n ≥ 1. Let
be the k-vector space of (m + 1)-tuples of symmetric matrices of size n + 1 with entries in k. If disc(M) = 0, the discriminant polynomial disc(M) is a homogeneous polynomial of degree n + 1 in m + 1 variables X 0 , X 1 , . . . , X m . The k-vector space W has a natural right action of the product of general linear groups GL m+1 (k) × GL n+1 (k). Concretely, for A = (a i,j ) ∈ GL m+1 (k), P ∈ GL n+1 (k) and M = (M 0 When (A, P ) ∈ (k × I m+1 ) × GL n+1 (k), where I m+1 is the identity matrix of size m + 1, this action preserves the discriminant polynomial of an element of W up to the multiplication by an element of k × . Concretely, we have disc(M · (A, P )) = det(A) det(P ) 2 disc(M).
We shall define two subsets
as follows. Let W nv be the subset of (m + 1)-tuples of symmetric matrices whose discriminant polynomials are non-zero, and W gr the subset of W nv consisting of elements which have no multiple factors over an algebraic closure of k. (Here, the subscript "nv" stands for "nonvanishing", and the subscript "gr" stands for "geometrically reduced".) For an element M ∈ W nv , the equation (disc(M) = 0) defines a hypersurface S ⊂ P m of degree n + 1 over k. The hypersurface S ⊂ P m is geometrically reduced if and only if M ∈ W gr . The subsets W gr and W nv are stable under the action of GL m+1 (k) × GL n+1 (k).
Moreover, for an element M ∈ W gr , we can construct an injective morphism of O P mmodules M :
and a coherent O S -module M by the following short exact sequence of O P m -modules:
The coherent O S -module M as above is called a non-effective theta characteristic on S. (It is arithmetically Cohen-Macaulay and pure of dimension m − 1. The length of it at each generic point of S is equal to one. It also satisfies H 0 (S, M) = 0, and has a certain duality quasi-isomorphism λ. See Definition 6.4 for details.)
Let TC m+1,n+1 (k) be the set of equivalence classes of pairs (S, M) which consist of a geometrically reduced hypersurface S ⊂ P m of degree n + 1 over k and a non-effective theta characteristic M on S. Hence we have obtained a map Φ m+1,n+1 : W gr /((k × I m+1 ) × GL n+1 (k)) → TC m+1,n+1 (k).
In this paper, we prove the surjectivity of the map Φ m+1,n+1 and study the structure of the fibers of Φ m+1,n+1 . Theorem 1.1. Let k be a field of arbitrary characteristic. Let m, n be integers satisfying m ≥ 2 and n ≥ 1.
(1) The map Φ m+1,n+1 is surjective.
(2) For an element [(S, M)] ∈ TC m+1,n+1 (k), there exists a finite dimensional commutativeétale k-algebra L such that the fiber Φ −1 m+1,n+1 ([(S, M)]) has a simply transitive action of the group L × /k × L ×2 .
In the second statement of Theorem 1.1, the group L × /k × L ×2 is the quotient of the multiplicative group L × by the subgroup
We also obtain some results on tuples of symmetric matrices defining hypersurfaces which are not necessarily geometrically reduced (see 
m+1,n+1 ([(S, M)]) is a singleton if at least one of the following conditions is satisfied:
• the base field k is separably closed of characteristic different from two, or • the base field k is perfect of characteristic two, or • the hypersurface S ⊂ P m is geometrically integral.
In fact, it is easy to see that the group L × /k × L ×2 is trivial if at least one of the above conditions is satisfied.
Beauville proved Corollary 1.2 when k is algebraically closed of characteristic different from two, m = 2, n ≥ 3, S ⊂ P 2 is a nodal plane curve and one of the elements M ∈ Φ −1 m+1,n+1 ([(S, M)]) in the fiber defines a smooth complete intersection of three quadrics in P n ( [1, Proposition 6.19] ). Also, Corollary 1.2 is proved by Ho when m = 2, n ≥ 2, k is a field where 3n(n − 1) is invertible and S ⊂ P 2 is a smooth plane curve ( [12, Theorem 4.12] ). Note that, if the set of conditions imposed by Beauville or Ho is satisfied, the fiber of Φ m+1,n+1 is a singleton. However, the map Φ m+1,n+1 is not injective in general. Actually, a fiber can have infinitely many elements. (See Example 6.15.)
Another result of this paper concerns the projective automorphism groups of complete intersections of quadrics. For this application, we assume that the characteristic of k is different from two and n > m ≥ 2. Let (S, M) be a pair of a geometrically reduced hypersurface S ⊂ P m and a non-effective theta characteristic M on S. We take an element
. Define the closed subvariety X Q of P n by
Here, we identify points on P n and (n + 1)-dimensional column vectors. The projective isomorphism class of X Q depends only on the GL m+1 (k) × GL n+1 (k)-orbit of M. The choice of M defines a duality quasi-isomorphism λ of M and anétale k-algebra L in Theorem 1.1. Let G be the kernel of the homomorphism
Define Aut P m (S, M, λ) to be the subgroup of the projective automorphism group Aut P m (S) of S consisting of elements ν ∈ Aut P m (S) fixing the equivalence class of (M, λ) (see Section 7 for details). Then we have the following short exact sequence. 
be an element defining a complete intersection X Q of m + 1 quadrics in P n . Then there exists a short exact sequence of the following form:
Beauville proved Theorem 1.3 when m = 2, n ≥ 3, k is algebraically closed and X Q is a smooth complete intersection of three quadrics ( [1, Proposition 6.19] ).
Let us give a sketch of the proof of Theorem 1.1. First, we prove a rigidified version of a result of Beauville ([2, Proposition 1.11]). Precisely, after fixing a quasi-isomorphism of complexes of coherent O P m -modules
where ω P m is the dualizing complex on P m , we construct a bijection between the set of (m + 1)-tuples of symmetric matrices (not equivalence classes of them!) and the set of equivalence classes of certain coherent O P m -modules with rigidification data (see Theorem 3.4). It naturally induces a bijection between W gr and a set which has a natural surjection onto TC m+1,n+1 (k). Then we prove Theorem 1.1 by studying the fiber of the surjection.
The present paper is organized as follows. We recall basic results on minimal resolutions of coherent O P m -modules in Section 2. In Section 3, we give a rigidified bijection as explained above in a general situation by using Grothendieck duality and minimal resolutions of coherent O P m -modules. In Section 4, we study the actions of GL m+1 (k) × GL n+1 (k) on W gr and TC m+1,n+1 (k). In Section 5, we study symmetric quasi-isomorphisms via the methods of Section 4. In Section 6, we restrict our results to the case of geometrically reduced hypersurfaces using the notion of theta characteristics on hypersurfaces following Mumford, Harris and Piontkowski ([19] , [9] , [20] ). Then we prove Theorem 1.1. Section 7 is devoted to an application of our methods to the projective automorphism groups of complete intersections of quadrics in terms of the endomorphism ring of theta characteristics.
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Notation. We work over a field k of arbitrary characteristic except in Section 7. In Section 7, we assume the characteristic of k is different from two. The k-vector space of symmetric matrices of size n + 1 with entries in k is denoted by Sym 2 k n+1 . Hence an element of k m+1 ⊗ Sym 2 k n+1 is identified with an (m + 1)-tuple of symmetric matrices of size n + 1 with entries in k. For a scheme X over k of finite type, we write the set of singular points, smooth points and generic points on X as Sing(X), Sm(X) and Gen(X), respectively. For a point p ∈ X, the local ring at p is denoted by O X,p . We use the symbol ω X to denote the dualizing complex on X rather than the dualizing sheaf (cf. [10] ). For an object F ∈ D(Coh(O X )) in the derived category of complexes of coherent O X -modules, let F [n] denote the degree n shift defined by (F [n]) i := F n+i . For a morphism h between complexes of O X -modules, we denote the induced morphism between cohomologies by the same symbol h.
Preliminaries on minimal resolutions of sheaves on P m
We recall some notions and basic results on minimal resolutions of coherent O P m -modules. We also recall the notion and properties of arithmetically Cohen-Macaulay O P m -modules (cf. [2, Subsection 1.5], [6] ).
We fix a field k of arbitrary characteristic and integers m ≥ 2 and n ≥ 1. Let
be the polynomial algebra over k in m + 1 variables X 0 , X 1 , . . . , X m . The ring R is a graded k-algebra, and
A free resolution of a finitely generated graded R-module N is an exact sequence of the form
where F i is a graded free R-module and δ i is an R-homomorphism preserving degree for each i ≥ 0. It is minimal if the image of δ i is contained in the R-submodule m R F i−1 of F i−1 for each i ≥ 1. For an integer e ∈ Z, we denote by R(e) the graded free R-module of rank one generated by an element of degree −e. The minimal free resolution of N is said to be pure if each graded piece F i (i ≥ 0) is generated by elements of the same degree; in other words, there exist integers e i and n i such that F i ∼ = R(e i ) n i for each i ≥ 0. A graded locally free resolution of a coherent O P m -module N is an exact sequence of the form
where F i is a direct sum of line bundles on P m for each i ≥ 0. It is minimal if the image of the sequence (2.1) by the functor Γ * is a minimal free resolution of a graded Γ * (O P m ) ∼ = R-module, where
for an O P m -module F . The minimal graded locally free resolution of F is pure if the image of the sequence (2.1) by the functor Γ * is a pure minimal free resolution of Γ * (F ). Note that Γ * (O P m (e)) is isomorphic to R(e) as a graded Γ * (O P m ) ∼ = R-module.
Lemma 2.1. A minimal free resolution of a finitely generated graded R-module N exists and it is unique up to isomorphism in the category of graded R-modules. Similarly, if the set of the associated points of coherent O P m -module N does not contain any closed point in P m , a minimal graded locally free resolution of N exists and unique in the category of coherent O P m -modules.
Proof. For a graded R-module N, see [5, Exercise 20.1] . If a coherent O P m -module N has no associated points of dimension zero, the graded R-module Γ * (N ) is finitely generated. Thus the assertion follows from the case of graded modules. Lemma 2.2. If a minimal free resolution of a finitely generated graded R-module N is pure, any endomorphism of N is uniquely lifted to an endomorphism of each graded piece of the minimal resolution. If the set of the associated points of coherent O P m -module N does not contain any closed point in P m , the same conclusion holds for endomorphisms of N .
Proof. We only prove the case of graded R-modules because the case of coherent O P mmodules can be proved in a similar way. By the purity of minimal resolution, the graded R-module N/m R N concentrates in a single degree d. Then we have isomorphisms of k-vector spaces 
We quote the following characterization of pure sheaves of dimension d. Note that there is a degree m shift in the statement because ω P m denotes the dualizing complex on P m in this paper whereas it denotes the dualizing sheaf on P m in [13] . Proposition 2.6 ([2, Proposition 1.11]). For a coherent O P m -module F , the following two conditions on F are equivalent:
• The coherent O P m -module F has a minimal graded locally free resolution of the following form for some r ≥ 0:
• The coherent O P m -module F is arithmetically Cohen-Macaulay and pure of dimension m − 1. It also satisfies
The map M as in (2.2) can be described as a square matrix of size r + 1 with entries in H 0 (P m , O P m (1)) . If F satisfies these equivalent conditions, the support Supp(F ) ⊂ P m of F is a hypersurface defined by the equation (det(M) = 0).
Sketch of proof.
We give a brief sketch of the proof of Proposition 2.6 because we need a rigidified version of this proposition in Section 3. If F satisfies the first condition, F is arithmetically Cohen-Macaulay and pure of dimension m − 1 by [2, Proposition 1.2]. By the long exact sequence of cohomology, we have
Moreover, by the long exact sequence of cohomology, we have an exact sequence
where ω P m denotes the dualizing complex on
Thus we see that F is pure of dimension m − 1 by Proposition 2.5.
Conversely, assume that F satisfies the second condition. Since the coherent O P m -module F is arithmetically Cohen-Macaulay, Γ * (F ) is a Cohen-Macaulay R-module by [2, Proposition 1.2]. For a non-zero finitely generated graded R-module N, the Auslander-Buchsbaum formula for the polynomial algebra R states that
where pd(N) (resp. depth(m R , N)) is the projective dimension (resp. m R -depth) of N ([5, Exercise 19.8] ). Since F is arithmetically Cohen-Macaulay and pure of dimension m − 1, the graded R-module Γ * (F ) is Cohen-Macaulay of depth m. Hence, the projective dimension of Γ * (F ) is one. There exists a minimal free resolution of the following form for some r ≥ 0 :
Therefore, the coherent O P m -module F has a minimal graded locally free resolution of the following form:
, by the long exact sequence of cohomology, we have
and F is 1-regular in the sense of Mumford ([18, Lecture 14] ). Hence F (1) is generated by its global sections, and the map
is surjective ([6, Corollary 4.18], [18, Lecture 14] ). Since H 0 (P m , F) = 0 by assumption, the graded R-module Γ * (F ) is generated by elements of degree one. By the minimality of resolution, we have d i = −1 and e i ≤ −2 for all i. By the long exact sequence of cohomology, we have As in the previous section, we fix a field k of arbitrary characteristic and integers m ≥ 2 and n ≥ 1. We fix a quasi-isomorphism of complexes of coherent O P m -modules
3.1. The statement of the first bijection. Let us introduce some notation on morphisms between complexes of coherent sheaves in the derived category.
Let X be a scheme over k of finite type. For a morphism h : F → G of bounded complexes of coherent O X -modules, the transpose morphism of h is defined by
where ω X is the dualizing complex on X. If X is smooth over k of dimension dim X, we have a canonical quasi-isomorphism
is also denoted by "can" if there is no danger of confusion. Note that can F ,ω X is a quasiisomorphism.
Let us consider the case where
for some integers i, j. In this case, we have
and its transpose morphism
By abuse of notation, we denote the (−i)-th twist and the degree (j − dim X) shift of t h by the same symbol t h:
By composing this morphism with
we obtain another morphism
Definition 3.1. Let F be a bounded complex of coherent O X -modules and i, j some integers. A morphism
is said to be symmetric if it satisfies
Let us introduce some notation on tuples of symmetric matrices. Let
be the k-vector space of (m + 1)-tuples of symmetric matrices of size n + 1 with entries in k. We write an ordered k-basis of the dual vector space (k m+1 ) ∨ as X 0 , X 1 , . . . , X m . Then we can consider the basis as an ordered k-basis of
is a symmetric matrix of size n + 1 whose entries are k-linear forms in m + 1 variables X 0 , X 1 , . . . , X m . We identify an (m + 1)-tuple of symmetric matrices M and a symmetric matrix M(X) whose entries are k-linear forms in m+1 variables. The discriminant polynomial of M is defined by
If disc(M) = 0, the discriminant polynomial disc(M) is a homogeneous polynomial of degree n + 1 in m + 1 variables. Let us define two subsets
Definition 3.2. Let W nv be the subset of W which consists of elements with non-zero discriminant polynomials. The subset W gr ⊂ W nv consists of elements whose discriminant polynomials have no multiple factors over an algebraic closure of k. 
Now we can state our first bijection in this paper.
Theorem 3.4. There exists a natural bijection between W nv and V m+1,n+1 .
The map from W nv to V m+1,n+1 is denoted by
and the map from V m+1,n+1 to W nv is denoted by
The construction of the map ψ c is given in Subsection 3.2, and the construction of the map φ c is given in Subsection 3.3. Then we prove Theorem 3.4 in Subsection 3.4. Remark 3.6. We always assume m ≥ 2 in this paper. This is because Proposition 2.6 does not hold when m = 1. It seems, however, that most of our arguments work well in the case of m = 1 also. The case of m = 1 and n even is treated in [14] . For the study of the case of m = 1 and its applications to the arithmetic of hyperelliptic curves and Fano schemes of lines, see [3] , [21] . 3.2. Construction of the map ψ c . In this subsection, we shall construct the map
To avoid repeated arguments, we introduce the following notation and lemma. Let f : X → Y be a proper morphism between schemes over k of finite type. Let F (resp. G) be a bounded complex of coherent O X -modules (resp. O Y -modules). By Grothendieck duality, we have the following functorial quasi-isomorphism of complexes of coherent O Y -modules ([10, Corollary 3.4 (c)]):
Lemma 3.8. Let M be a coherent O P m -module satisfying the following conditions:
• M is arithmetically Cohen-Macaulay and pure of dimension m − 1, and • there exists a quasi-isomorphism
for any i, j.
Proof (Proof of Lemma 3.8). By Grothendieck duality for the structure morphism f :
Taking the cohomology, we have the desired equality.
Hence by Proposition 2.6, M admits a minimal graded locally free resolution of the following form for some r ≥ 0 :
By the short exact sequence (3.1), we obtain
On the other hand, by our assumption on M (see Definition 3.3), we have
Hence we have r = n. The map M in (3.1) is identified with an (m+1)-tuple of square matrices of size n + 1 with entries in k. However, these matrices are not necessarily symmetric. We shall show that, by using λ and s, we can choose a minimal graded locally free resolution of M so that we obtain a unique (m + 1)-tuple of symmetric matrices. First, we denote by {e 0 , e 1 , . . . , e n } the standard O P m -basis of the middle term n i=0 O P m (−1) in (3.1). We put G := Ker(p) and we denote the injection by
By the short exact sequence (3.1), G is isomorphic to
We take a unique p satisfying p(e i (1)) = s i , where {e 0 (1), e 1 (1), . . . , e n (1)} denotes the ordered
. . , e n }. In order to simplify the notation, we define the functor
and abbreviate the subindex of the canonical morphisms can . Then we have
In particular, DM is a sheaf. It is easy to see from the definition that DF [−1] is a sheaf if F is locally free. We see that Dh = t h for any morphism h : F −→ G. Let us explain how to choose an appropriate isomorphism G
Applying the functor D to the short exact sequence (3.1), we obtain
Now there exists a unique quasi-isomorphism ρ :
so that it satisfies
This also gives a quasi-isomorphism
Since an automorphism of M is uniquely lifted to an automorphism of a pure minimal graded locally free resolution of M by Lemma 2.2, we have the following commutative diagram:
We shall show that the quasi-isomorphism ξ in the diagram (3.3) is equal to t ρ•can . Applying the functor D to the diagram (3.3), we obtain the following commutative diagram:
Since the quasi-isomorphism λ is symmetric by our assumption, we have
by the uniqueness of the lift of an automorphism of M (see Lemma 2.2). Hence we can rewrite the diagram (3.3) as
where we put
Recall that we have fixed the quasi-isomorphism
in the beginning of this section. By using c, we obtain
and a symmetric matrix M of size n + 1 whose entries are in H 0 (P m , O P m (1)) . This matrix is identified with an (m + 1)-tuple of symmetric matrices of size n + 1 whose entries are in k. This (m + 1)-tuple is the desired one.
Let us take another triple (M ′ , λ ′ , s ′ ) equivalent to (M, λ, s). There exists an isomorphism
Then we have the minimal graded locally free resolution
Hence there exists an automorphism
which makes the following diagram commute:
Dualizing this diagram, we have
On the other hand, we have
Hence we have q = q • 
we have an isomorphism ρ : M ∼ −→ M ′ and the following commutative diagram:
We see that the isomorphism ρ satisfies
Remark 3.10. Note that we use the quasi-isomorphism c only in the last step. If one uses ac for some a ∈ k × instead of c, we obtain another map ψ ac . (Note that, since ω P m and O P m (−m − 1) are represented by some degree shift of a line bundle on P m , any other quasi-isomorphism c ′ :
can be written as c ′ = ac for some a ∈ k × .) These two maps ψ c and ψ ac satisfy
This can be seen easily from the diagram (3.5).
3.3. Construction of the map φ c . In this section, we construct the map
We go backward in the steps of the construction of ψ c in the previous subsection. Let M ∈ W nv be a symmetric matrix of size n + 1 such that the entries of M are k-linear forms in m + 1 variables X 0 , X 1 , . . . , X m and M satisfies disc(M) = 0. Then, we immediately obtain the following short exact sequence
where we put M := Coker(M). By Proposition 2.6, the cokernel M of M is arithmetically Cohen-Macaulay, pure of dimension m − 1 and satisfies
So M is 1-regular and M(1) is generated by its global sections. By the short exact sequence (3.6), the morphism
is an isomorphism. In particular, we have dim H 0 (P m , M(1)) = n+1. Take s = {s 0 , s 1 , . . . , s n } to be the image of the standard basis {e o , e 1 , . . . , e n } of n i=0 O P m e i . Since M is a symmetric matrix, we have the same resolution for Ext
Hence we obtain a quasi-isomorphism
We shall show the quasi-isomorphism λ obtained above is symmetric. (See Definition 3.1.) By using c, we modify the exact sequence (3.6) to
So we obtain two commutative diagrams
Comparing these diagrams, we conclude that λ is symmetric. Take a symmetric matrix M ∈ W nv . Then we obtain a triple (M, λ, s) and the diagram (3.8) by using the fixed quasi-isomorphism c. On the other hand, from the triple, we obtain the matrix M ′ and the resolution
In other words, we have ψ c ([(M, λ, s)]) = M ′ . We must check that M = M ′ . Since both of the morphisms p and p ′ are determined by the same ordered basis s = {s 0 , s 1 , . . . , s n } of H 0 (P m , M(1)) , they are the same morphism. There exists an automorphism
such that the following diagram is commutative:
Dualizing this diagram, we obtain
Since DM(1) ∼ = M(1) is generated by its global sections, we have f = id . This completes the proof of Theorem 3.4.
Actions of GL
In this section, we introduce actions of GL m+1 (k) × GL n+1 (k) on W nv and V m+1,n+1 so that the maps φ c , ψ c defined in Section 3 are equivariant. We use the same notation as in Section 3.
Take
where I r is the identity matrix of size r. We also write
Then we have (M · (A, P )) (X) = t P M(AX)P. To study the corresponding action of GL m+1 (k) × GL n+1 (k) on the set V m+1,n+1 , it is enough to check the actions of GL m+1 (k) and GL n+1 (k) separately.
First we check the action of GL n+1 (k). Put φ c (
Here, for an ordered k-basis s = {s 0 , s 1 , . . . , s n } and P = (b i,j ) ∈ GL n+1 (k), we define
The sequence (3.7) attached to
We combine the sequences (3.7) for M and t P MP as follows:
Here an isomorphism ρ exists because the left square commutes. The isomorphism ρ satisfies
This tells us that the ordered k-basis s ′ corresponding to t P MP is equal to s t P −1 . Moreover, applying D to this diagram, we find
With these diagrams, we have the following equalities:
and since the left squares in two diagrams are the same, we see that 
Next we examine the action of GL
commute. In the similar way to the case of GL n+1 (k)-action, we find
This shows the required equivalence. The actions of GL m+1 (k) and GL n+1 (k) commute, so ν *
We write it as ν * A s t P −1 . With these arguments, we find
Hence we have defined the action of
Then we conclude We must take this action in consideration if we would like to make the bijections free from the choice of the quasi-isomorphism
However, if we modify the action of
we obtain
from Remark 3.11. Hence we can justify our arguments.
As a special case, let us consider (A, P ) = (aI m+1 , I n+1 ) for some a ∈ k × . We put φ c (M) = [(M, a −1 λ, s)]. Then by Remark 3.11, we have
To consider bijections between orbits, we introduce the following equivalence relations ∼ 1 and ∼ 2 .
Definition 4.2. Let (M, λ) be a pair satisfying the following conditions:
• M is a coherent O P m -module which is arithmetically Cohen-Macaulay, pure of dimension m − 1, and satisfies
Let (M ′ , λ ′ ) be another pair satisfying the same conditions as (M, λ).
Corollary 4.3. There exists a natural bijection between the following two sets.
• The set of (k Meanwhile, the orbits of the whole group GL m+1 (k) × GL n+1 (k) gives another bijection:
Corollary 4.4. There exists a natural bijection between the following two sets.
• The set of GL m+1 (k) × GL n+1 (k)-orbits of (m + 1)-tuples of symmetric matrices M = (M 0 , M 1 , . . . , M m ) of size n + 1 with entries in k satisfying disc(M) = 0.
• The set of equivalence classes of pairs (M, λ) satisfying the conditions of Definition 4.2 with respect to the equivalence relation ∼ 2 .
Description of endomorphisms and fibers
We follow the notation used in Section 3 and Section 4. In this section, we study the set of matrices M ∈ W nv such that the pair (M, λ) defined by triples φ c (M) = [(M, λ, s)] are equivalent to a fixed pair (M ′ , λ ′ ) with respect to the equivalence relation ∼ 1 (resp. ∼ 2 ). To describe in algebraic terms, we introduce the following two equivalence relations on symmetric quasi-isomorphisms.
Let M ∈ W nv be an element. We put φ c (M) = [(M, λ, s)] and write the closed subscheme defined by disc(M) by
We start with discussing symmetric homomorphisms from M to
We put L 0 := End P m (M) . Then L 0 is a finite-dimensional k-algebra, and the k-vector space Hom P m (M, DM) has two ways of simply transitive actions of L 0 . Namely, for l ∈ L 0 , we have an action
Assume that η is symmetric. Then we have
Recall that λ is a symmetric quasi-isomorphism. Let L denote the subspace of L 0 consisting of elements l ∈ L 0 satisfying
gives a bijection between the subspace L ⊂ L 0 and the subspace of symmetric homomorphisms. In terms of the matrix algebra Mat n+1 (k), we can describe L 0 and L as follows.
where the product of Mat n+1 (k) × Mat n+1 (k) is defined by Proof. We first show the existence of an inclusion
Then, since an endomorphism of M is uniquely lifted to an endomorphism of a pure minimal graded locally free resolution by Lemma 2.2, we find unique elements P, P ′ ∈ Mat n+1 (k) which make the following diagram commute:
This proves L 0 is embedded into Mat n+1 (k) × Mat n+1 (k) as a k-subalgebra. The image satisfies
Conversely, if we take (P, P ′ ) satisfying t P M = MP ′ , we obtain a morphism l which makes the diagram (5.3) commute. Thus the image of L 0 consists of the set (5.2). Transposing
and we see that (P ′ , P ) is also an element of L 0 .
Let us take l from L. Dualizing the diagram (5.3), we obtain
Now we would like to show P ′ = P. Since q = λ • p, we have
Meanwhile, we have
Since M(1) is generated by its global sections, we have
Conversely, if we take (P, P ) corresponding to an element of L σ 0 , it is easy to see that the corresponding endomorphism l is in L.
Next, we study when (M, λ) is equivalent to (M, lλ) with respect to the equivalence relation ∼ 1 (resp. ∼ 2 ).
We treat the equivalence relation
Let (P, P ′ ) be the element corresponding to ρ ∈ L × 0 , and (R, R) the element corresponding to l ∈ L. Then σ((P, P ′ )) = (P ′ , P ) corresponds to σ(ρ)
Conversely, if we can write l = aσ(ρ)ρ ∈ L for some ρ ∈ L 0 , we can go backward and obtain (M, λ) ∼ 1 (M, lλ).
Next we treat the equivalence relation
. Then there exist an element A ∈ GL m+1 (k) and an isomorphism ρ :
We see that the converse holds. For (R, R) corresponding to an element l ∈ L such that there exist (P, P ′ ) ∈ L 0 , A ∈ GL m+1 (k) satisfying (5.6), then by going backward, we see that (M, λ) ∼ 2 (M, lλ). Thus we have proved the following proposition. (
Let us assume two more conditions that L 0 is commutative and σ = id . Under these assumptions, we have
Hence we obtain the following corollary:
Corollary 5.5. Let M ∈ W nv be an element and we write φ c (M) = [(M, λ, s)]. Moreover, we assume that L 0 is commutative and σ = id . Then the following statements hold.
(i) The set of symmetric quasi-isomorphisms from M to DM has a simply transitive action of L × 0 .
(ii) The set of equivalence classes of symmetric quasi-isomorphisms from M to DM with respect to the equivalence relation ∼ 1 has a simply transitive action of
6. Theta characteristics and the proof of Theorem 1.1
In this section, we discuss some properties of theta characteristics on geometrically reduced hypersurfaces and prove a bijection which directly relates to the main theorem of this paper (see Corollary 6.8). As before, we fix a quasi-isomorphism of complexes of coherent O P mmodules c :
. In Subsection 6.1, we state a bijection considering the multiplicity on each irreducible component of the support of coherent O P m -modules. In Subsection 6.2, we introduce the notion of theta characteristics on hypersurfaces, and give the desired bijection to show Theorem 1.1. In Subsection 6.3, we prove Theorem 1.1 and Corollary 1.2 (see Corollary 6.11). In Subsection 6.4, we give some examples of theta characteristics on plane curves. 6.1. A bijection on O P m -modules with given supports and multiplicities. First, we recall some elementary facts from intersection theory ( [7] ).
Recall that, for a coherent O P m -module F , there is a polynomial P F (t) of degree less than or equal to dim Supp(F ) satisfying
• M is arithmetically Cohen-Macaulay, and • M is pure of dimension m − 1, and • H 0 (P m , M) = 0, and • there exists a quasi-isomorphism of O P m -modules
Proof. By Proposition 2.6 and Lemma 3.8, the coherent O P m -module M admits a short exact sequence of the following form:
for some r ≥ 0. From the long exact sequence of cohomology, we have H i (P m , M(t)) = 0 for i ≥ 1 and t ≥ 0. By the additivity of the Hilbert polynomials, we have
The Hilbert polynomial P O P m (t) is known as
Hence we have
Comparing the coefficient by t m−1 by Lemma 6.1, we obtain the desired equality.
By Theorem 3.4 and Lemma 6.2, we obtain the following proposition.
Proposition 6.3. Let S 1 , S 2 , . . . , S r be a collection of distinct irreducible hypersurfaces in P m over k, η 1 , η 2 , . . . , η r their generic points, F 1 , F 2 , . . . , F r their defining equations and n 1 , n 2 , . . . , n r non-negative integers. Put n = (n 1 , n 2 , . . . , n r ) and write |n| = i n i deg[η i ]−1. Let S := i S i . Then there exists a natural bijection between the following two sets.
• The set U S,n of (m + 1)-tuples of symmetric matrices M = (M 0 , M 1 , . . . , M m ) of size (|n| + 1) with entries in k satisfying disc(M) = uF
• The set V S,n of equivalence classes of triples (M, λ, s), where -M is a coherent O P m -module satisfying the following conditions: * M is arithmetically Cohen-Macaulay, and * M is pure of dimension m − 1, and * Supp(M) ⊂ S, and * length O P m ,η i (M η i ) = n i for any 1 ≤ i ≤ r, and
Proof. Let us take an element M ∈ U S,n . Then, as before, we have the following exact sequence
Localizing this sequence at the generic point η i of S i , we have the short exact sequence of 
Hence φ c (M) ∈ V S,n . Conversely, take a representative (M, λ, s) of an element of V S,n , and we put M = ψ c ([(M, λ, s)] ). Again by [7, Lemma A.2 .6], we have
Since we have assumed that
by Lemma 6.2. Hence we have disc(M) = uF
6.2. Theta characteristics on hypersurfaces. In this subsection, for a geometrically reduced hypersurface S ⊂ P m , we introduce the notion of theta characteristics on S following Mumford, Harris, Piontkowski, Dolgachev.
Definition 6.4 ([19] , [9] , [20] , [4, Definition 4.2.9] ). Let ι : S ֒→ P m be a geometrically reduced hypersurface over k. A theta characteristic on S is a coherent O S -module M such that ι * M is arithmetically Cohen-Macaulay, pure of dimension m − 1,
for each generic point η ∈ Gen(S), and there is a quasi-isomorphism of complexes of coherent
A theta characteristic M on S is said to be effective (resp. non-effective) if H 0 (S, M) = 0 (resp. H 0 (S, M) = 0). Remark 6.6. We can modify the definition of theta characteristics by the existence of an isomorphism
of O S -modules instead of the quasi-isomorphism λ, where ω shf S denotes the dualizing sheaf on S. Since S is a hypersurface, its dualizing sheaf is a line bundle. Since ι * M is arithmetically Cohen-Macaulay and pure of dimension m − 1, ι * M has a minimal graded locally free resolution of length one; namely, we have
for some integers r ≥ 0 and d i , e i ∈ Z ([2, Proposition 1.2]). Since ι * M is a torsion sheaf on P m , we have H om P m ι * M(2 − m), ω shf P m = 0. On the other hand, we have
Hence applying the functor H om P m * (2 − m), ω shf P m to the above short exact sequence, we obtain
and by Grothendieck duality
. This shows that, if an isomorphism λ shf exists, it can be interpreted as the quasi-isomorphism λ. In particular, when m = 2 and S ⊂ P 2 is a geometrically reduced plane curve, the definition of theta characteristics in Definition 6.4, coincides with the Piontkowski's definition of theta characteristics on reduced singular curves ( [20] ).
Remark 6.7. If a quasi-isomorphism λ exists, it is automatically symmetric. In fact, it is enough to show that any morphism
is symmetric. To prove it, consider the morphism
Since M is locally free of rank one on a Zariski open dense subscheme U ⊂ S, the morphism Let I S be the ideal sheaf of O P m defining ι : S ֒→ P m . The push-forward functor ι * gives a categorical equivalence between the category of coherent O P m -modules which are annihilated by I S and the category of coherent O S -modules. Hence, combining this with Corollary 4.3 and Proposition 6.3 for n 1 = n 2 = · · · = n r = 1, we obtain the following corollary: Corollary 6.8. Let S ⊂ P m be a geometrically reduced hypersurface over k. Then there exists a natural bijection between the following two sets.
• The set of (k × I m+1 ) × GL n+1 (k)-orbits of (m + 1)-tuples of symmetric matrices M = (M 0 , M 1 , . . . , M m ) of size n + 1 with entries in k such that the equation (disc(M) = 0) defines S.
• The set TC m+1,n+1 (k) ∼ S of equivalence classes of pairs (M, λ) with respect to the equivalence relation ∼ 1 , where -M is a non-effective theta characteristic on S, and -λ is a quasi-isomorphism
Proof. Recall that any quasi-isomorphism λ is symmetric by Remark 6. Take a minimal graded locally free resolution of M, and consider the following commutative diagram:
To prove the condition disc(M)M = 0, it suffices to show
Take the adjugate matrix adj(M) of M, then we have
This concludes the proof.
Remark 6.9. As a consequence, we obtain a bijection concerning symmetric determinantal representations of a geometrically reduced hypersurface S of degree n + 1 over k. Here, if F is a defining equation of S, a symmetric determinantal representation of S is an (m + 1)-tuple of symmetric matrices M of size n + 1 with disc(M) = uF for some u ∈ k × . Two symmetric determinantal representations M, M ′ are said to be equivalent if there exist P ∈ GL n+1 (k) and a ∈ k × such that
By Corollary 6.8, the equivalence classes of symmetric determinantal representations of S are in bijection with the elements in TC m+1,n+1 (k) ∼ S . We investigate symmetric determinantal representations of smooth plane curves over global fields in [15] , [16] , [17] .
6.3. Proof of Theorem 1.1 and its corollary. We define the set TC m+1,n+1 (k) ∼ as
where S runs over all geometrically reduced hypersurfaces in P m defined over k. We also define the set TC m+1,n+1 (k) as the set of the equivalence classes of pairs (S, M), where two pairs (S, M), (S ′ , M ′ ) are said to be equivalent if S = S ′ and M, M ′ are isomorphic as O S -modules. Since any quasi-isomorphism
is symmetric (see Remark 6.7), we can consider the set TC m+1,n+1 (k) as the set obtained by forgetting the data of quasi-isomorphisms λ. Hence we have a natural surjection
We also define the map
and Supp(M) = S. The surjectivity of Φ m+1,n+1 follows from Corollary 6.8, so we only have to study the fibers of Φ m+1,n+1 . In other words, we shall investigate the equivalence classes of symmetric quasi-isomorphisms λ with respect to ∼ 1 .
Lemma 6.10. Take any geometrically reduced hypersurface S ⊂ P m over k, and let M be a coherent O S -module satisfying the conditions in Proposition 6.3. The endomorphism sheaf End S (M) is embedded into η∈Gen(S) End S (i η, * M η ) . In particular, if M is a theta characteristic on S, the O S -algebra End S (M) is commutative and the k-algebra of its global sections L 0 = End S (M) = L is anétale k-algebra of finite degree.
Proof. Take any non-zero element f in End S (M) (U) = End U (i * U M) for an open subscheme i U : U ֒→ S. Then f also gives an endomorphism f η of i η, * M η for each η ∈ Gen(U).
Since S is reduced, if f η is the zero endomorphism for each η ∈ Gen(U), the image Im(f ) ⊂ i * U M is supported on a subscheme of U of dimension less than m − 1. Since i * U M is pure of dimension m − 1, we have f = 0.
If M is a theta characteristic on S, End S (i η, * M η ) is isomorphic to i η, * O S,η since M η is a free O S,η -module of rank one. In particular, End S (i η, * M η ) is commutative and moreover isomorphic to the coordinate ring of η, which is a field. Hence the product of the rings of global endomorphisms η∈Gen(S) End S (i η, * M η ) is commutative, and the subring L 0 is also commutative.
On the other hand, for any element l ∈ L 0 , the difference σ(l) − l is zero at each generic point η ∈ Gen(S). Hence the dimension of the support of Im(σ(l) − l) is less than m − 1. By the purity of M, we have σ(l) = l. This shows L 0 = L.
Finally we shall show that L 0 is anétale k-algebra. By descent theory, we may assume that k is algebraically closed. The algebra L 0 is a finite dimensional k-subalgebra of the product of fields η∈Gen(S) End S (i η, * M η ) . Hence L 0 has no nonzero nilpotent elements, and L 0 is ań etale k-algebra.
Proof (Proof of Theorem 1.1). We fix a geometrically reduced hypersurface S over k, and a theta characteristic M on S. By Corollary 5.5 and Lemma 6.10, the set of symmetric quasi-isomorphisms M
) is the set of equivalence classes with respect to ∼ 1 , it admits a simply transitive action of
This completes the proof of Theorem 1.1.
is a singleton if at least one of the following conditions is satisfied:
Proof. Recall that L = L 0 is anétale k-algebra. It is a product of finite separable extensions of k. If the first or second condition is satisfied, we have
is trivial. Since the fiber Φ
has a simply transitive action of the trivial group, it is a singleton. We assume that the third condition is satisfied. Then L ⊗ k k can be embedded into a field, where k is an algebraic closure of k. Hence we conclude that [19] , [9] , [20] for details.) Example 6.13. If C is a smooth plane curve of genus g, the definition of theta characteristics in Definition 6.4 coincides with the usual definition of theta characteristics on projective smooth curves due to Mumford ([19] ). If k is an algebraically closed field of characteristic different from two, there exist 2 2g theta characteristics on C, and the number of non-effective theta characteristics is less than or equal to 2 g−1 (2 g + 1). If k is algebraically closed of characteristic zero, there exists at least one non-effective theta characteristic on C ([2, Remark 4.4]).
Example 6.14 ( [9] , [20] ). We put m = 2. Take a geometrically reduced plane curve C ⊂ P 2 . For a partial normalization π : N → C, the push-forward of a theta characteristic L on N is a theta characteristic on C. Let L be a theta characteristic on N, and
a quasi-isomorphism. Then, by Grothendieck duality, we have the following quasi-
Example 6.15. The following example shows that the fiber of Φ m+1,n+1 can have infinitely many elements. We put m = 2 and n = 1. Consider the union of two lines S = (xy = 0) ⊂ P 2 defined over k = Q. We can find a non-effective theta characteristic M on S which is the push-forward of a line bundle on the normalization of S. Then we have L ∼ = Q × Q. In this case, L × /k × L ×2 ∼ = Q × /Q ×2 is an infinite group, and the fiber Φ 
Projective automorphism groups of complete intersections of quadrics
In this section, we give an application of our methods to the projective automorphism groups of complete intersections of quadrics in the projective space.
We fix a field k of characteristic different from two in this section. We also fix integers n > m ≥ 2. As before, we fix a quasi-isomorphism of complexes of coherent O P m -modules A quadric Q 0 in P n means a hypersurface of degree two in P n . We use the lower-case letter q 0 to denote one of the quadratic forms in (n + 1)-variables defining Q 0 . Let M Q 0 be the Gram matrix of the quadratic form q 0 . Explicitly, we have t xM Q 0 x = q 0 (x) and Q 0 = (q 0 (x) = 0) ⊂ P n .
Here, we identify points on P n with (n + 1)-dimensional column vectors. Since the characteristic of k is different from two, quadrics in P n are in one-to-one correspondence with points in the projective space P(Sym 2 k n+1 ) of one-dimensional subspaces in the k-vector space of symmetric matrices of size n + 1.
The corank of a quadric Q 0 , denoted as corank(Q 0 ), is the corank of M Q 0 defined by corank(Q 0 ) := corank(M Q 0 ) := n + 1 − rank(M Q 0 ).
It is classically known that Q 0 is a non-singular variety if and only if corank(Q 0 ) = 0. If Q 0 is singular, the singular locus Sing(Q 0 ) is a (corank(Q 0 ) − 1)-dimensional linear subvariety of P n . Actually, Sing(Q 0 ) is defined by the kernel of M Q 0 as a k-linear map. The locus
of singular quadrics is defined by (det(M Q 0 ) = 0), so ∆ is a hypersurface in P(Sym 2 k n+1 ). Let Π Q be an m-dimensional linear subvariety of P(Sym 2 k n+1 ). Let Q = (Q 0 , Q 1 , . . . , Q m ) be an (m + 1)-tuple of quadrics in P n spanning the linear subvariety Π Q . We write
The linear subvariety Π Q is called the linear system of quadrics generated by Q. We denote the locus of singular quadrics in Π Q by
Since Nm(k × ) ⊂ k × , the norm map induces the map
This map is not a group homomorphism in general, but the kernel is always a subgroup of L × 0 /k × . The projective automorphism group of X Q is defined by Thus we have Aut P n (X Q ) ∼ = P ∈ GL n+1 (k)
Let us define the groups G Q , F ′ Q , E Q , F Q , P Q , H Q by
The group F ′ Q is a normal subgroup of G Q and F Q is a normal subgroup of E Q . Obviously, E Q has a canonical surjection onto Aut P n (X Q ) . Additionally, we find G Q is isomorphic to E Q .
Lemma 7.4. The second projection pr : G Q −→ E Q is an isomorphism. In particular, it induces an isomorphism F
Proof. For each P ∈ E Q , a matrix A ∈ GL m+1 (k) with Proof. If (A, P ) is an element in the kernel, we have P = aI n+1 for some a ∈ k × . Then we have a 2 M Q = M Q · A. Hence we have A = a 2 I m+1 . In order to prove Theorem 7.2, it is enough to find an interpretation of the groups F Q /P Q and H Q .
Lemma 7.6. We have
Proof. Take P ∈ F Q and u ∈ k × satisfying t P M Q P = uM Q . Since we have t P M Q = uM Q P −1 , we have l := (P, uP −1 ) ∈ L 0 by Proposition 5.1. In particular, σ(l)l = u ∈ k × . Conversely, if l = (P, P ′ ) ∈ L 0 satisfies σ(l)l = u ∈ k × , we immediately see P = uP ′−1 . Hence we have
Proof (Proof of Theorem 7.2). By Lemma 7.6, we have 
