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ABSTRACT 
The formation of secondary organic aerosol in the atmosphere remains one of 
the most poorly understood aspects of the air pollution problem in urban areas. 
Photooxidation of gas-phase emissions produces low vapor pressure species that are 
converted to the aerosol phase either by homogeneous nucleation of new particles 
or by condensation onto existing particles. One of the goals in studying aerosol 
dynamics in atmospheric systems is to determine the factors that govern which of 
these two pathways dominates in the conversion of gas-phase species to the aerosol 
phase. 
We have conducted an extensive series of experiments aimed at elucidating the 
physics of atmospheric organic aerosol formation. An outdoor smog chamber was 
used to study the formation and growth of secondary aerosol resulting from the 
photooxidation of aromatic hydrocarbons (toluene, m-xylene, ethyl benzene, and 
1,3,5-trimethyl benzene) in the presence of NOx. In the experiments, particular 
emphasis was given to the effect of primary aerosol on the subsequent aerosol 
evolution in the system. \Ve observed that with a sufficient number concentration 
of initial seed particles in the system, homogeneous nucleation could be suppressed 
and all gas-to-particle conversion occurred via condensation onto the seed particles. 
Aerosol yields by mass from the gas phase were calculated for each experiment. 
These yields were somewhat dependent on the initial hydrocarbon/NOx ratio in 
each experiment, which is an indication of the system reactivity. Average yields 
for each aromatic species were: toluene - 4.8%, m-xylene - 3.5%, ethyl benzene 
- 1.9%, and 1,3,5-trimethyl benzene - 2.4%. These results are in good agreement 
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with previous determinations of aerosol yield for the toluene and m-xylene systems. 
Several models were used to describe the observed aerosol dynamics. An in-
tegral model assuming a monodisperse aerosol, developed by Warren and Seinfeld 
(1984, 1985b), was used to determine apparent saturation vapor pressures of con-
densible species from the observations of nucleation events. Overall predictions 
of final number concentrations with the integral model, based on these saturation 
vapor pressures, were fairly close to the experimentally observed number concen-
trations. 
An analysis of the rate of aerosol growth was carried out for those experiments 
exhibiting uniform condensational growth. This analysis provided estimates for 
the gas-phase partial pressures of the condensible species, which could be compared 
with the integral model vapor pressures to give approximate saturation ratios 
during these periods of growth. 
Full aerosol size distribution simulations were performed using the sectional 
model ESMAP (Warren and Seinfeld, 1985a), based on the work of Ge!bard et al. 
(1980). Number concentrations resulting from these predictions were higher than 
those of the integral model, since the condensation rate on a polydisperse aerosol 
is smaller than that on a monodisperse distribution, leading to a higher nucleation 
rate. Comparisons of predicted and observed size distributions during the course 
of each experiment were limited in accuracy by the numerical diffusion associated 
with current versions of the sectional model. 
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Atmospheric aerosols can be categorized as either primary or secondary. Pri-
mary aerosol particles are emitted directly into the atmosphere; some examples 
are dust and ash. Secondary aerosol is formed by gas-to-particle conversion of 
gaseous emissions, either by condensation onto pre-existing particles or by the 
homogeneous nucleation of new particles. These two processes are in competition 
for the available condensible vapors. Atmospheric aerosols are typically multi-
component, often with a significant organic content. Figure 1.1 shows some of the 
species that constitute atmospheric aerosol, along with the mechanisms leading to 
tbeir formation. The most poorly understood pathway shown in this schematic 
diagram is the formation of secondary organic aerosol. Secondary organics consti-
tute an important component of the aerosol in urban areas where photooxidation 
of gas-phase emissions produces large amounts of condensible vapors. In order 
to develop effective control strategies for particulate air pollutants, we need to 
understand the mechanisms leading to the formation of secondary aerosol, which 
includes knowing which are the important gas-phase precursors, as well as the 
mechanisms that lead to their conversion to the aerosol phase. 
It is relatively straightforward to determine the amount of elemental versus 
organic carbon in an atmospheric aerosol sample, giving an indication of whether 
the aerosol is primary or secondary. However, it is much more difficult to obtain 
detailed chemical analysis of individual organic species. This speciation informa-
tion is important not only because it assists in identifying the precursor species, 
but also because it allows the determination of physical property data necessary to 
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model aerosol formation, since precise modeling of the processes of nucleation and 
condensation requires knowledge of the molecular weights, surface tensions, and 
vapor pressures of the condensible species. If the compositions of the condensible 
species are not known, their physical properties must be estimated. Aerosol mod-
eling will help us to discover which mechanisms of gas-to-particle conversion are 
important for the formation of atmospheric organic aerosol; that is, we would like 
to determine whether homogeneous nucleation is a significant mechanism for or-
ganic aerosol formation, or whether most of the organic aerosol in the atmosphere 
is produced by condensation onto pre-existing particles. We are also interested in 
discovering to what extent we can simulate organic aerosol formation and growth 
processes using the governing equation for aerosol dynamics, the General Dynamic 
Equation. 
The present work is a study of aerosol formation and growth resulting from 
aromatic organic atmospheric reactions. Using an outdoor smog chamber, we 
conducted an experimental study of the formation and growth of the aerosol pro-
duced from the photooxidation of aromatic hydrocarbons in the presence of NO 
and N0 2 • Aromatic hydrocarbons were chosen for this study because of their im-
portance as aerosol precursors in the atmosphere (Kopczynski, 1964; Wilson et al., 
19i3; Schwartz, 1974; O'Brien et al., 1975; Grosjean, 1977). Aromatics are impor-
tant components of anthropogenic emissions, produced from a variety of sources 
including vehicular exhaust, industrial processes, and solvent usage (Nelson et al., 
1983). Aerosol data were obtained continuously from each experiment over ape-
riod of several hours. These data serve as the basis for gaining insight into the 
mechanisms of nucleation and condensation in such atmospheric systems. Partic-
ularly close attention was given to the influence of primary aerosol on secondary 
aerosol formation to assess our understanding of homogeneous nucleation theory 
in such systems. 
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Aerosols undergo a complex array of processes, including homogeneous nucle-
ation, condensational growth, deposition on surfaces, and coagulation. The effect 
of each process on an aerosol size distribution is described by the General Dynamic 
Equation (GDE). In its continuous form, where the size distribution of particles 
can be represented by n(v, t), the GDE is (Seinfeld, 1986): 
an(v, t) 8[/(v, t)n(v, t)J 11v -- - - -
-at--+ --- av = "2 
0 
K(v - v,v)n(v - v,t)n(v,t)dv 
-n(v,t) fo 00 K(v,v)n(v,t)dv + S(v,t) - R(v,t)n(v,t) (1.1) 
subject to the boundary conditions 
n(v,O) = no(v) 
n(O, t) = 0. 
In this equation, I( v, t) is the net rate of change of the volume of a particle 
of volume v due to condensation and evaporation processes, the right-hand side 
integrals represent changes in the distribution due to coagulation, S(v, t) is a 
particle source term (e.g., homogeneous nucleation), and R(v, t) is a first-order 
rate constant for removal (e.g., deposition). A discrete analogue of (I.I) can also 
be written in which the volume v is replaced by an index indicating the number 
of monomer units in a particle. No analytical solution of the GDE in its complete 
form exists, and, moreover, it is difficult to solve numerically, as it is nonlinear with 
a possible range of many orders of magnitude in size and number concentration. 
Simplifying assumptions based on the physics of the system under consider-
ation lead to special cases of the GDE. For example, in a system of very high 
number concentration, coagulation is frequently the dominant mechanism for par-
ticle dynamics. In the absence of particle sources and sinks, the GDE reduces to 
the so-called Coagulation Equation: 
an ( v , t) 1 1 v K ( _ _ ) ( _ ) ( _ ) d-
a = - v - v, v 
n v - v, t n v, t v 




K(v, ii)n(v, t)dv. (1.2) 
Solutions of the Coagulation Equation in either discrete or continuous form have 
been widely reported (e.g., Drake, 1972; Tambour and Seinfeld, 1980; Williams, 
1984.). 
Alternatively, when coagulation can be neglected and growth or evaporation 
processes predominate, the GDE reduces to the Condensation Equation: 
an(v,t) a 
Bt +av [I(v,t)n(v,t)] = S(v,t) - R(v,t)n(v,t). (1.3) 
Analytical solutions of the Condensation Equation have been reported by several 
researchers (e.g., Brock, 1972; Gelbard and Seinfeld, 1979; Williams, 1983). A 
summary of reported solutions to the GDE for different physical systems can be 
found in Gelbard (1979). 
The most general available numerical solution of the aerosol GDE is the code 
ES.!V1AP (Warren and Seinfeld, 1985a), an extension of the widely-used code 
MAEROS (Gelbard, 1982). Both programs are based on the work of Gelbard et 
al. (1980), in which the particle size range is broken into a discrete number of sec-
tions, hence allowing the efficient evaluation of the coagulation integrals. ESMAP 
also allows, in addition to coagulation, a particle source term, homogeneous nu-
cleation, condensational growth, and deposition by a variety of mechanisms. The 
numerical solution of the GDE by the sectional approach can lead to inaccuracies 
in representing the first-order condensation growth term (Warren and Seinfeld, 
1985a). 
Three levels of analysis are employed in evaluating the experimental data. 
The first is an integral model (the SNM model described originally by Warren and 
Seinfeld (1984, 1985b)), which includes a vapor source, condensational growth, 
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homogeneous nucleation, and particle deposition, and is based on the assump-
tion that the aerosol distribution can be represented by two monodisperse modes. 
The system can then be described by ordinary differential equations representing 
a mass balance on the vapor phase (the saturation ratio, S}, and number and 
mass balances (N and M) on the two aerosol modes. From this analysis we can 
derive apparent saturation vapor pressures from the experimental data. These 
are necessary in the absence of molecular composition data for the condensible 
species. Secondly, we utilize an analytical solution of the Condensation Equation 
to obtain growth-law parameters that characterize the growth mechanism in our 
experiments. The growth-law parameters can be used to determine the concen-
tration of condensible species in the gas phase; these values can then be compared 
with the vapor pressures obtained from the integral model to give estimates for the 
supersaturation in the systems undergoing steady condensational growth. Finally, 
we use the sectional model (ESMAP) to simulate the complete size distribution 
evolution and to compare the results with the integral model calculations. The full 
sectional model allows us to obtain the best estimate of the competition between 
nuclea_tion and condensation in these systems, and to evaluate the effectiveness of 
the more simplistic integral model in simulating these processes. 
The remainder of this thesis is organized as follows. Chapter 2 contains a 
description of the experimental facility and a summary of the experim~nts con-
ducted. Chapter 3 addresses the inversion of the aerosol data, namely the pro-
cedures needed to generate aerosol size distributions from the raw data. The 
integral model simulations are detailed in Chapter 4. Chapter 5 outlines the ana-
lytical solution of the Condensation Equation and the comparison of the growth-
law parameters with the integral model vapor pressures. The comparison of the 
sectional representation with the monodisperse integral representation is discussed 
in Chapter 6. Finally, we present conclusions and recommendations for further 
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study. 
The Appendices contain the bulk of the experimental data collected in this 
study, the data inversion program employed in their analysis, a summary of the 
aerosol yields from the gas phase for each experiment, and a paper analyzing the 
















FIGURE 1.1. Schematic diagram of the sources a.nd composition of atmospheric aerosols 
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CHAPTER 2 
DESCRIPTIO:\' OF EXPERII\IE::\TS 
2.1 The Outdoor Smog Chamber Facility 
Experiments were performed in a flexible outdoor smog chamber on the roof 
of the three-story Keck Laboratory on the Caltech campus. Two chambers were 
used for this study; one measured 6.1 m (20') by 9.1 m (30'), and one measured 
6.1 m (20') by 10.4 m {34 '). Each was constructed by heat-sealing 10 1.2 m-
(4'-) wide panels of 2-mil thick Teflon to form a pillow-shaped chamber. The 
seals were reinforced with My Jar tape. Four Teflon ports were installed for filling 
the chamber and sampling from it. The bottom of the chamber was supported 
approximately 65 cm (26") above the rooftop to allow for the circulation of air 
beneath the chamber. A dark tarpaulin was placed on the rooftop underneath 
the chamber to minimize reflective heating of the chamber contents. During an 
experiment, the contents of the chamber were well-mixed by the wind acting on 
the flexible chamber walls. 
The chamber could be operated in either single-chamber or dual-chamber 
mode. \Vhen operated as a single reactor, the chamber volume was approxi-
mately 60 m3 , as measured by the injection of known amounts of NO or N02• In 
dual-chamber mode, a PVC pipe was placed across the center of the chamber to 
create two identical reactors. Air leaks across the divider were undetectable, as 
determined by sampling from both sides of the chamber with different gas phase 
concentrations or species on either side. Each side of the divided chamber was 
approximately 25 m 3 in volume. 
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The major instrumentation for the experiments was housed in a laboratory 
adjacent to the chamber. All of the gas-phase instruments and some of the aerosol-
phase instruments operated inside the laboratory. The laboratory also contained 
the computer used for some of the data acquisition, the gas cylinders used in 
setting up the experiments, the air purification system for filling the chamber, and 
the seed aerosol generator. Gas-phase sampling was done through Teflon lines that 
extended 20 cm (8") into the chamber through the Teflon ports. Aerosol samples 
were drawn through separate copper tubing that extended about 15 cm (6") into 
the chamber. Copper lines were chosen for aerosol sampling since Teflon tends to 
carry a charge, which would enhance the depositional loss of the charged aerosol 
particles. In dual-chamber mode, an actuator valve was used to automatically 
switch sampling from one side of the divided chamber to the other. The side of 
the divided chamber closest to the laboratory was designated "'side A" and the 
farther· side, "side B." 
2.2 Experimental Protocol 
For each experiment, the chamber was filled with purified air, beginning the 
evening before the experiment. Laboratory compressed air at a flow rate of ap-
proximately 80 f. min- 1 was purified by passing through three consecutive packed 
beds containing, in order, Purafil (Purafil, Inc.), drierite with 13X molecular sieves 
(Union Carbide), and activated charcoal. The Purafil removed any NOx from the 
air stream, and the molecular sieves and the activated charcoal removed any hy-
drocarbons present. Each bed was 7.5 cm (3'') in diameter and 45 cm (18") Jong. 
The resulting air routinely contained less than 20 ppb of total NOx. The dry 
purified air was passed through a total particle filter to remove any aerosol that 
carried through the beds, and was then weakly humidified by passing through a 
jug of distilled water before entering the chamber. The relative humidity could be 
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control1ed to a small extent by heating the distilled water jug, although generally 
the water was maintained at room temperature. The resulting relative humidity 
depended strongly on the ambient temperature on the day of the experiment, but 
was usually between 40% and 65%, as measured by a Hygrometrix, Inc. relative 
humidity meter. Approximately 8 - 10 hours were allowed for the filling of the 
chamber. 
Injection of the gas-phase reactants began approximately two hours before 
each experiment started. The aromatic hydrocarbon was injected by syringe into 
a glass bulb and evaporated into the chamber with the assistance of a heat gun. 
NO and N02 were each added using certified cylinders containing about 600 ppm 
of the gas in ultrapure nitrogen (Scott-Marrin, Inc.). During the entire filling 
and injecting process, a dark tarpaulin covered the chamber in order to shield the 
contents from solar radiation. The initial concentrations of the gas-phase species 
were measured just before the experiment began. 
Initial aerosol was optionally added to the entire chamber or to one side of 
the divided chamber. The seed particles were ammonium sulfate, generated with 
a stainless-steel constant rate atomizer (Liu and Lee, 1975) from a solution of 
2 g l- 1 (:KH4 )2S04 in distilled water. The aerosol was passed through a Kr-85 
decharger before injection into the chamber. In order to minimize variations in 
the aerosol size distribution from day to day, the atomizer and syringe pump 
delivering the solution to the atomizer were operated at the same pressures and 
flovaates for each experiment; the initial aerosol loading was varied by adjusting 
the length of time the atomizer fed particles into the system. The aerosol generator 
was always operated for at least 15 minutes before beginning addition of aerosol 
to the chamber, to avoid transient fluctuations. The aerosol was usually the last 
addition to the chamber before beginning the experiment in order to minimize 
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depositional losses. 
The time at which the dark tarpaulin was removed from the chamber was 
considered to be the starting time for each experiment. Gas-phase measurements 
obtained were 0 3 , NO, NOx, the aromatic species (toluene, m-xylene, ethyl ben-
zene, or 1,3,5-trirnethyl benzene), chamber temperature, sample-line temperature, 
relative humidity, and total solar radiation. The aromatic hydrocarbons were mea-
sured using a Hewlett-Packard Model 5830 gas chromatograph ( GC) equipped with 
an HNU photoionization detector. The column used was a 6' by 1/8" stainless-
steel column packed with SP1240DA on 100/120 mesh Supelcoport at 353 K. 
The GC was calibrated before each experiment using certified cylinders contain-
ing about 5 ppm of the aromatic in ultrapure nitrogen (Scott-Marrin, Inc.). The 
GC was programmed to sample air automatically from the smog chamber using 
two solenoid valves, a 6-port Valeo sampling valve, and a Valeo valve actuator. 
The aromatic concentration was measured every 5 or 10 minutes and output as 
a series of peaks on a chart recorder. Data from thP othPr gas-phase instruments 
were taken by hand, usually every 15 minutes in single-chamber mode, and every 
10 minutes in dual-chamber mode, just before the actuator switched sides. Table 
2.1 summarizes the gas-phase instruments used, their corresponding calibration 
methods, and the estimated uncertainty in each measurement. 
The aerosol measurements were obtained by three different instruments. In 
single-chamber mode, two TSI Model 3030 Electrical Aerosol Analyzers (EAA's) 
sampled continuously from the chamber contents. The EAA 's give size distribu-
tion information in the size range from 0.0056 µm - 1.0 µm, nominally, but they 
are considered most trustworthy in the size range from 0.02 µm - 0.3 µm (see 
Table 2.2). The two EAA 's were placed side by side on a covered cart that was 
moved outside, next to the supporting rack by the center of the chamber. This 
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configuration allowed for the shortest sampling lines; copper tubing (0.5" o.d.) 
extended approximately 2 m (6') from under the chamber to the instruments. A 
PDP 11-03 series minicomputer housed inside of the laboratory both controlled 
the two instruments and collected data from them in cycles of about three minutes 
each. 
A Royco Model 226 Laser Optical Particle Counter (OPC), housed inside the 
laboratory, was used to monitor aerosol growth in the larger size range, above 
0.12 µm (see Table 2.2}. Since the OPC can operate properly only with number 
concentrations below 1500 cm- 3 , a dilution system was built to deliver approxi-
mately 100 times dilution of the sample before it entered the OPC. The diluter 
was located outside of the laboratory, with 0.5" o.d. copper tu bing between it and 
the chamber, and 0.25" o.d. copper tubing carrying the diluted sample into the 
laboratory to the OPC. The initial aerosol in the chamber was too small to be 
detected by the OPC, so the diluter, although remaining in line, was not turned on 
for the first part of each experiment. \Yhen the number concentration detected by 
the OPC approached the 1500 cm- 3 limit, the diluter was turned on. The dilution 
ratio was determined by matching the number concentration of particles before 
dilution with the number concentration of particles after dilution multiplied by 
the dilution ratio. The OPC printed out counts per channel on a paper tape every 
two minutes. 
Two Environment!OneModel Rich 100 Condensation Nuclei Counters (CNC's) 
were available for a rough determination of overall number concentration in the 
chamber. These were useful for monitoring a burst of nucleation, since their cy-
cle time was considerably shorter than the other size-resolving instruments. A 
summary of all of the aerosol instruments is included in Table 2.2. 
All of the aerosol instruments were checked before each experiment to deter-
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mine their response to particle-free air. A total filter was placed on the inlet to 
each instrument to ensure that the output showed no particles. After this check, 
the instruments were connected to the chamber before any injections to verify that 
the system contained no aerosol. All of the instruments regularly zeroed very well. 
In dual-chamber mode, the EAA 's were used to obtain a continuous record of 
the size distribution in each side of the chamber. The instruments were cornputer-
controlled, with one instrument connected to each side of the divided chamber. To 
determine any effects of instrument bias, the sample lines were manually switched 
for several cycles at intervals during each experiment. Very little bias was observed 
while the particles were fairly small ( <0.1 µm). The two EAA 's diverged somewhat 
in the larger channels (>0.2 µm), but when the aerosol was in that size range the 
OPC was used more reliably than the EAA 's for size distribution information. In 
dual-chamber mode, the OPC and one CNC were connected to the central switch-
ing valve, thus sampling for 10 minutes alternately on each side of the chamber. 
The OPC diluter was run constantly during the dual-chamber experiments, as the 
residence time in the diluter when there was no dilution air was too large to allow 
the OPC to receive unmixed samples from each side of the chamber. For the m-
xylene, ethyl benzene and 1,3,5-trimethyl benzene experiments, the dilution ratio 
was measured after each experiment by diluting the aerosol concentration in the 
chamber to below 1500 cm-3 and comparing the number concentrations reaching 
the OPC with and without the dilution. A full schematic of the experimental 
set-up is shown in Figure 2.1. 
Aft.er each experiment~ the chamber was emptied and re-filled for a "bake-out" 
in the sunlight the following day. Between some experiments, this procedure was 
performed more than once. This flushing of the chamber and exposure to the sun 
removed any residual reactants and products from the walls of the chamber. It was 
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found that continua] flushing of the chamber contents with clean air during the 
"bake-out" helped to minimize ozone levels in the chamber. Using this procedure, 
we found the experimental results to be very reproducible. 
2.3 Summary of Experiments Conducted 
A total of 40 smog chamber experiments were carried out between June, 1985 
and May, 1986 for collecting continuous gas-phase and aerosol-phase data. In 
addition, single-chamber experiments were run for each aromatic solely to produce 
aerosol to be collected for molecular composition studies. Molecular composition 
information for these samples has not yet been obtained. There were a total of 17 
toluene photooxidations, 7 m-xylene photooxidations, 6 1,3,5-trimethyl benzene 
photooxidations, 5 ethyl benzene photooxidations and 5 experiments in which 
different aromatics were injected into each side of the divided chamber. The 17 
toluene experiments were performed in the first of the two chambers used in the 
study; the remaining experiments were carried out in the second chamber. 
The first IO experiments conducted were single-chamber experiments with 
toluene as the aromatic starting species; the remaining experiments were run 
in dual-chamber mode. Most dual-chamber experiments were designed to have 
the same gas-phase concentrations on each side of the chamber and initial parti-
cles on one side. This arrangement allowed us to determine directly the effect of 
initial aerosol on the nucleation an'd condensation behavior of the system. Sev-
eral experiments were conducted to compare directly different aromatic starting 
species under the same reaction conditions, and some experiments were designed 
to test the effect of varying hydrocarbon/NOx ratio for the same aromatic; these 
were generally performed with no initial aerosol. A summary of the experiments 
conducted can be found in Tables 2.3 - 2.5. As noted in the Tables, several 
experiments provided data for only the gas phase or only the aerosol phase. 
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The experiments varied between two and six hours in length; most experiments 
ran for four hours. This length of time was general1y sufficient to obtain the impor-
tant gas-phase and aerosol-phase data. By the end of an experiment, the aromatic 
decay had usuaJly slowed, and the ozone level had reached its maximum, giving 
an indication of the oxidative potential of the system. In this length of time, the 
partial pressure of the aerosol precursor species had generaJly built up to super-
saturated levels and been relieved by nucleation of new particles or condensational 
growth of the existing aerosol. No rapid changes in the gas-phase kinetics or the 
aerosol size distributions were occurring when the experiments ended. 
Initial hydrocarbon/NOx ratios varied between 6.4 and 44.2 ppmC/ppm. We 
attempted to hold this ratio approximately constant through a series of exper-
iments for each aromatic in order to reproduce the gas-phase reactivity while 
varying the aerosol loading. Variations occurred in the actual hydrocarbon/NOx 
ratio obtained because of differences in the initial fullness of the chamber. All 
of the m-xylene, ethyl benzene and 1,3,5-trimethyl benzene experiments that in-
cluded aerosol information were planned for two different hydrocarbon/NOx levels 
to give a relatively fast-reacting system and a relatively slow-reacting system in 
which to study aerosol behavior. 
The average temperature in the experiments varied between 291 K and 322 K. 
Initial aerosol number concentrations were generally below 7500 cm-3 , although 
one experiment had a higher initial aerosol level (17 ,000 cm-3 ). Maximum aerosol 
number concentrations after nucleation ranged from 1500 cm-3 to 33,000 cm- 3 , 
depending greatly on the aromatic starting species and the hydrocarbon/NOx 
ratio. 
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TABLE 2. 1. Summa.ry of measured gas-phase parameters and analytical methods 
Parameter/ Estimated 
Species Instrument /Method Ca.libration Uncertainty 
(%) 
NO,NOx Thermo Electron Gas Cylinder ±10 
Model 14D/E (Scott-Marrin, Inc.) 
03 Dasibi Model 1008-PC Dasibi Environmental ±5 
Corp. 
Aromatics Hewlett-Packard Model Gas Cylinders ±15 
5830A with Hl'\U PID (Scott-Marrin, Inc.) 
detector 
Chamber Temperature YSI Model 741A Precision thermometer $5 
Thermistor 
Sample Temperature YSI Model 43 Precision thermometer $5 
Thermistor 
Relative Humidity Hygrometrix Factory Calibration $5 
Model 8501 
Total Solar Radiation Eppley Laborat.ory Factory Calibration $7 
Model 8-48 Pyra110meter 
------·-- ·- ·-------·· ------···· 
Instrument 
TSJ Model 3030 
Electrical Aerosol 
Analyzer (EAA) 




Rich 100 Condensation 
Nuclei Counter (CNC) 
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TABLE 2. 2. Summary of aerosol instruments 
Size range of particles 
(diameter) 
0.0056 µm - 1.0 µm 
Most reliable for 
0.02 µm - 0.3 µm 
0.12 µm - 5.0 µm 
Most reliable for 
?: 0.2 µm 
? 0.005 µm 
Estimated uncertainty 
(%) 
±20 (Serial #132) 
± 10 (Serial #250) 
±10 
±40 (Serial #219) 
±20 (Serial #230) 
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TABLE 2.3. Record of experiments 
Experiment Date Aromatic" tstart Duration T Comments 
{hr.) {min.) (K) 
MTMA16 6-20-85 Toi 12:30 270 307 
MTLA18 6-27-85 Toi 11:30 285 315 
MTMA20 6-29-85 Toi 11:30 300 311 
MTMA22 7-3-85 Toi 11:00 300 318 
MTNA26 7-12-85 Toi 11:00 330 313 
MTHA31 7-22-85 Toi 11:45 225 309 
MTNA35 7-26-85 Tol 11:00 330 313 
HTNA37 7-29-85 Toi 11:15 315 309 
HTMA39 7-31-85 Tol 11:15 315 309 
HTLA41 8-5-85 Tol 11:15 315 312 
DHNA43,A1' 8-28-85 Toi 12:30 240 319 
B Toi 
DMMA45,A 8-30-85 Toi 11:45 265 322 
B Toi 
DMXA48,A 9-13-85 Toi 11:30 240 315 
B Toi 
DQXA53,A 9-20-85 Toi 12:15 240 312 
B Toi 
DQXA55,A 9-23-85 Tol 12:00 240 315 
B Toi 
DQXA57,A 9-25-85 Toi 12:00 2'.W 312 
B Tol 
DXLA60,A lG-2-85 Toi 11:30 240 315 
B Tol 
XA08,A 11-2-85 Xyl 10:15 245 310 
B Xyl 
XBIO,A 11-4-85 Xyl 10:50 180 305 Gas-phase data not modeled 
B Xyl 
XB12,A 11-6-85 Xyl 9:30 240 308 
B Xyl 
XG15,A 11-13-85 Xyl 9:40 240 291 
B Xyl 
XK17,A 11-18-85 Xyl 9:30 240 294 
B Xyl 
XJ19,A 11-20-85 Xyl 9:30 240 296 
B Xyl 
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TABLE 2. 3, CONTINUED 
Experiment Date Aromatica t•tart Duration T Comments 
(hr.) (min.) (K) 
XTQ27,A 12-13-85 Xyl 9:40 240 297 No aerosol data planned 
B Tmb 
XEP30,A 12-17-85 Xyl 9:30 240 306 No aerosol data planned 
B Eb 
TER32,A 1-7-86 Tmb 9:20 250 299 No aerosol data planned 
B Eb 
XJ34,A 1-10-86 Xyl 9:30 240 305 
B Xyl 
TE36,A 1-19-86 Tmb 9:30 240 304 
B Tmb 
TE39,A 1-28-86 Tmb 9:30 240 302 
B Tmb 
Tl43,A 3-4-86 Tmb 10:00 240 307 
B Tmb 
T046,A 3-20-86 Tmb 10:00 240 309 No NOx data 
B Tmb 
TN49,A 3-24-86 Tmb 10:15 210 310 No NOx data 
B Tmb 
TN52,A 3-27-86 Tmb 10:20 180 311 No NOx data 
B Tmb 
EDG2,A 4-19-86 Eb 9:30 300 309 No aerosol dat.a, too slow 
B Eb 
EC64,A 4-21-86 Eb 9:50 300 309 
B Eb 
EHGG,A 4-23-86 Eb 10:30 240 304 
B Eb 
E!\170,A 4-28-86 Eb 10:10 240 311 
B Eb 
EL73,A 5-2-86 Eb 10:30 240 310 
B Eb 
TXU75,A 5-5-86 Tmb 10:40 120 307 Gas-phase data not modeled 
B Xyl 
LEV77,A 5-8-86 Toi 10:20 210 308 
B Eb 
" Tol=toluene, Xyl=rn-xylene, Tmb= 1, 3,5-trimethylbenzene, Eb=ethylbenzene 
1' A and B indicate the two sides of the divided chamber 
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TABLE 2. 4. Gas-phase data 
Experiment Aromatic [HC]o jNO]o jN02]0 [HC./NOx]o Os peak tp,.ak %HC 
(ppm) (ppm) (ppm) (ppmC/ppm) (ppm) (min.) reacted 
MTMA16 Tol 0.96 0.38 0.14 12.9 32 
MTLA18 Tol l.30 0.46 0.18 14.2 43 
MTMA20 Tol 1.45 0.43 0.16 17.2 29 
MTMA22 Toi l.25 0.49 0.14 13.9 32 
MT.l'\A26 Tol 0.79 0.44 0.11 10.1 46 
MTHA31 Toi 1.25 0.29 0.12 21.3 37 
MT1'A35 Toi 1.08 0.40 0.13 14.3 59 
HT?\A37 Toi 3.80 1.26 0.37 16.3 47 
HTMA39 Tol 4.30 1.30 0.40 17.7 40 
HTLA41 Toi 3.10 1.37 0.41 12.2 42 
DHKA43,A Toi 4.90 1.30 0.30 21.4 27 
B Tol 3.90 1.30 0.30 17.1 21 
DMMA45,A Toi 1.18 0.42 0.11 15.6 43 
B Toi 1.18 0.42 0.11 15.6 43 
DMXA48,A Toi 1.45 0.61 0.11 14.1 32 
B Toi 1.45 0.61 0.11 14.1 37 
DQXA53,A Toi 2.71 0.44 0.13 33.3 30 
B Toi 2.71 0.44 0.13 33.3 28 
DQXA55,A Tol 2.65 0.51 0.14 28.5 36 
B Toi 2.74 0.51 0.14 29.5 32 
DQXA51,A Tol 2.95 0.57 0.12 29.9 30 
B Tol 2.83 0.57 0.12 28.7 30 
DXLA60,A Toi 3.00 0.59 0.10 30.4 34 
B Toi 1.42 0.59 0.10 14.4 36 
XA08,A Xyl 1.41 0.98 0.250 9.2 0.865 105 83 
B Xyl 1.44 1.10 0.250 8.5 0.932 115 81 
XBlO,A Xyl 1.86 1.92 0.40 6.4 
B Xyl 1.86 1.95 0.35 6.5 
XB12,A Xyl 2.18 1.88 0.320 7.9 1.161 160 78 
B Xyl 2.18 1.85 0.310 8.1 1.139 170 80 
XG15,A Xyl 2.32 1.91 0.360 8.2 0.768 200 65 
B Xyl 1.17 0.434 0.078 18.3 0.385 110 55 
XK17,A Xyl 1.18 0.465 0.063 17.9 0.422 90 53 
B Xyl 1.17 0.469 0.058 17.8 0.415 100 57 
XJ19,A Xyl 1.31 0.420 0.069 21.4 0.386 90 53 
B Xyl 1.34 0.420 0.071 21.8 0.386 80 55 
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TABLE 2. 4, CONTINUED 
Experiment Aromatic [HC/o [NO/o [N02Jo [HC/NOx/o 03 peak tv~ak %RC 
(ppm) (ppm) (ppm) (ppmC/ppm) (ppm) (min.) reacted 
XTQ27,A Xyl 1.97 0.403 0.071 33.2 0.384 90 38 
B Trnb 1.69 0.384 0.074 33.2 0.421 80 45 
XEP30,A Xyl 1.88 0.403 0.076 31.4 0.490 60 48 
B Eb 1.98 0.405 0.074 33.l 0.537 150 24 
TER32,A Tmb 1.44 0.392 0.071 28.0 0.520 80 66 
B Eb 2.56 0.392 0.071 44.2 max not reached 26 
XJ34,A Xyl 1.25 0.485 0.076 17.8 0.539 90 63 
B Xyl 1.24 0.485 0.071 17.8 0.535 100 64 
TE36,A Tmb 2.47 1.66 0.41 10.7 1.372 110 91 
B Tmb 2.47 1.66 0.41 10.7 1.361 105 93 
TE39,A Tmb 1.92 1.60 0.39 8.7 1.198 130 94 
B Tmb 1.91 1.57 0.44 8.6 1.197 120 93 
TI43,A Tmb 3.03 2.02 0.33 11.6 1.378 100 96 
B Tmb 1.26 0.46 0.10 20.3 0.697 70 9J 
T04G,A Tmb 1.9 -0.83 -0.19 -16.8 0.957 50 94 
B Trnb 1.9 -0.81 -o.rn -17.1 0.961 60 94 
Tl\49,A Tmb 2.32 -0.80 ""0.23 -20.3 1.251 60 94 
B Tmb 2.32 -0.79 -0.22 -21.1 1.240 62 95 
Tl\52,A Tmb 2.30 -1.1 -0.29 -14.9 1.262 55 96 
B Tmb 2.30 -1.1 -0.27 -15.1 1.261 63 96 
ED62,A Eb 3.15 2.02 0.41 10.4 max not reached 15 
B Eb 3.15 1.98 0.42 10.5 max not reached 18 
EC64,A Eb 2.33 1.05 0.20 14.9 max not. reached 22 
B Eb 2.33 1.03 0.16 15.7 max not reached 22 
EH6G,A Eb 3.22 1.24 0.30 16.7 max not reached 18 
B Eb 3.27 0.550 0.125 38.8 0.616 180 31 
EM70,A Eb 2.19 0.430 0.080 34.4 0.543 190 37 
B Eb 2.19 0.420 0.075 35.4 0.544 180 40 
EL73,A Eb 2.39 0.485 0.100 32.7 0.567 200 32 
B Eb 2.39 0.485 0.105 32.4 0.522 190 31 
TXU75,A Tmb 3.59 0.97 0.18 28.1 
B Xyl 2.37 0.97 0.22 15.9 
LEV77,A Tol 4.28 1.36 0.09 20.7 0.814 180 32 
B Eb 3.03 1.12 0.06 20.5 max not reached 24 
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TABLE 2. 5. Aerosol data. 
Experiment Aromatic !HC/NOx]o Na • N;;,u.x tnud 
(pprnC/pprn) 103 cm- 3 103 cm- 3 (min.) 
MTMA16 Tol 12.9 7.0 
MTLA18 To! 14.2 1.0 12.0 90 
MTMA20 Tol 17.2 7.4 
MTMA22 Tol 13.9 4.7 6.1 60 
MTNA2G Toi 10.1 0.0 6.3 140 
MTHA31 Toi 21.3 8.0 
MTNA35 To! 14.3 0.0 13.2 100 
HTNA37 Tol 16.3 0.0 11. 7 120 
HTMA39 Tol 17.7 6.8 
HTLA41 Tol 12.2 3.0 4.0 90 
DHNA43,A Tol 21.4 0.0 16.5 105 
B To! 17.1 0.0 10.8 150 
DMMA45,A Toi 15.6 3.6 6.4 110 
B To! 15.6 3.4 5.2 110 
DMXA48,A Toi 14.1 6.7 
B Tol 14.1 0.0 9.5 170 
DQXA53,A Tol 33.3 2.0 20.0 75 
B Toi 33.3 0.0 29.0 70 
DQXA55,A Toi 28.5 16.9 
B Toi 29.5 0.0 22.3 110 
DQXA57,A Toi 29.9 5.9 
B Toi 28.7 0.0 23.7 95 
DXLAGO,A To! 30.4 2.0 15.1 80 
B Tol 14.4 2.1 
XA08,A Xyl 9.2 6.3 
B Xyl 8.5 0.0 11.5 50 
XB10,A Xyl 6.4 1.6 
B Xyl 6.5 0.0 3.4 75 
XB12,A Xyl 7.9 2.1 
B Xyl 8.1 0.25 4.6 60 
XG15,A Xyl 8.2 0.5 2.0 125 
B Xyl 18.3 0.5 4.7 65 
XK17,A Xyl 17.9 3.0 
B Xyl 17.8 0.0 5.7 40 
XJ19,A Xyl 21.4 7.4 
B Xyl 21.8 0.25 14.7 40 
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TABLE 2. 5, CONTINUED 
Experiment Aromatic [HC/NOxJo Na • N::,ax tuucl 
(ppmC/ppm) 103 cm- 3 103 cm- 3 (min.) 
XJ34,A Xyl 17.8 5.2 
B Xyl 17.8 0.4 11.5 45 
TE36,A Tmb 10.7 2.0 2.7 
B Tmb 10.7 0.4 4.0 60 
TE39,A Tmb 8.7 2.2 
B Tmb 8.6 0.1 3.2 60 
TI43,A Tmb 11.6 0.7 2.3 60 
B Tmb 20.3 0.2 5.9 45 
T046,A Tmb lG.8 3.4 
B Tmb 17.l 0.8 5.5 35 
TN49,A Tmb 20.3 5.0 
B Tmb 21.1 0.4 2.1 30 
TN52,A Tmb 14.9 6.6 
B Tmb 15.1 0.2 6.8 35 
EC64,A Eb 14.9 5.8 
B Eb 15.7 1.1 
EH66,A Eb 16.7 0.7 
B Eb 38.8 0.7 7.6 135 
EM70,A Eb 34.4 3.0 10.2 140 
B Eb 35.4 0.2 17.0 110 
EL73,A Eb 32.7 5.4 
B Eb 32.4 0.0 5.4 105 
TXU75,A Tmb 28.1 I.3 2.8 30 
B Xyl 15.9 0.8 18.0 40 
LEV77,A Toi 20.7 0.4 5.6 130 
B Eb 20.5 1.0 
" Initial number concentration 
1
' Maximum number observed. - indicates no observed nucleation 
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3.1 Introduction 
The EAA and the OPC are the main sources of information about the aerosol 
size distribution in the experiments. Both of these instruments classify the aerosol 
particles in discrete intervals with idea] cut-points in diameter between the inter-
vals. However, non-idealities in the instrument behavior lead to some particles 
appearing in the wrong sections; this is known as instrument cross-sensitivity. In 
addition, the particular instrument may exhibit a size bias, so t}iat the diameter 
cut-points are shifted slightly from the ideal sizes specified by the manufacturer. 
Because of these factors, the size distribution can not be inferred directly from the 
signal in each discrete interval, and an inversion problem must be solved. 
The inversion problem for a single instrument is not a new problem. Many 
researchers have derived algorithms to determine what true signal is giving an ob-
served instrument response (e.g., Twomey, 1963, 1965, 1975; Strand and \\lestwa-
tcr, 19G8; Hanson, 1971; Mc\\'hirter and Pike, 1978; Crump and Seinfeld, 1982a,b; 
Kaijser, 1983; Maher and Laird, 1985). For our experimental system, we would 
like to know the size distribution of aerosol that gives rise to the observed EAA 
and OPC readings. This need is further complicated by the differing size ranges 
of the two instruments. The EAA is optimal for sensing small particles; the OPC 
can detect only larger particles (see Table 2.2). The size range of overlap for the 
reliable signals from the instruments is only approximately 0.2 µm - 0.3 µm in 
diameter, so there are few sets of experimental data where the performance of 
both instruments can be compared. 
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A general mathematical formulation of the aerosol inversion problem is: 
(3.1) 
where Yi are the experimental observations in channel i, and Ki(D,,) is the kernel 
function that describes the instrument response in channel i, including the instru-
ment cross-sensitivity as determined by calibration. Here, f(D,,) is usually the size 
distribution of aerosol, but it can be a different distribution function, depending 
on the instrument used for the measurements. For example, the electrical aerosol 
analyzer signal consists of current differences in each channel of the instrument; 
for an inversion of EAA data, therefore, f (Dp) can be the current distribution 
function that produces the current differences, Yi· 
A discrete analogue of Equation (3.1) can be written at an array of preset 
diameters, DP;, in the size range of interest: 
y,· = L Ki(DpJf (DpJ!:lDPi' (3.2) 
D1.i 
where Dr, are the aerosol diameters at which the kernel functions are defined, and 
!:lDPJ is the width of the discrete interval. Since we do not have a continuous 
representation for Ki(Di,) but rather discrete values at calibration diameters, we 
shall use Equation (3.2) to obtain aerosol size distributions from the observed EAA 
and OPC signals, y1• There is an additional constraint for the aerosol problem 
that the computed size distribution must be positive. 
3.2 The S1noothed-Twomey Inversion 
One of the widely used algorithms for the inversion problem is that of Twomey 
{1965, 1975). Twomey proposed a nonlinear iterative technique to obtain the 
function f(Dp) in Equation (3.1). An initial guess, Ji(Dp), is made and the Yi 
values are calculated from Equation (3.1) (or its discrete analogue). The ratio of 
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the observed Yi to the calculated Yi is denoted r~i). In general, the pth estimate for 
f(Dp) is obtained from performing the iteration: 
(3.3) 
over each of the i observations. The kernel functions, Ki(Dp), must be less than 
one for convergence of Equation (3.3). Twomey 's iteration essentiaIIy corrects the 
predicted f(Dp) in proportion to the deviation of Yi,calc from Yi,ob 8 , weighted by 
the magnitude of the kernel functions. If the changes resulting from each iteration 
are small, the new estimate for f(Dp) reduces to a series expansion in Ki(Dp) 
(Twomey, 1975). 
The Twomey algorithm, however, can give rise to oscillatory results that still 
satisfy Equation (3.1). Addition of a sine or cosine term to the function f(Dp) will 
not appear in the predicted y; values as long as the oscillation is at a sufficiently 
high frequency. To eliminate the choice of highly oscillatory results as satisfactory 
solutions to the inversion problem, a smoothing step can be added (Markowski, 
1987). In between each iteration, the resulting function fp(Dp) is smoothed ac-
cording to a simple smoothing algorithm. A full iteration, then, consists of a 
Twomey step plus a smoothing step, and the inversion is therefore referred to as 
a smoothed-Twomey inversion. 
3.3 Inversion of the Aerosol Data 
For a single aerosol instrument, we have developed a routine based on the 
smoothed-Twomey inversion that allows the input of experimental tolerances for 
each channel of the instrument, and a set of kernel functions at specified diameters. 
The inversion routine attempts to find the smoothest number distribution n(D"i) 
satisfying 
Yi = L K;(DPJn(DPJD.DPi' (3.4) 
Di•; 
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within the experimental tolerances given. With approximately 100 data sets for 
each experiment, a quickly converging, robust scheme was needed. Twomey's 
routine was well-suited for our inversion, as it satisfies these criteria and always 
provides a reasonably smooth distribution function. 
For the EAA inversion, the kernel functions for a standard instrument were 
obtained from Richards (1979). Richards provides discrete values for the response 
function Fi(Dp,), which is the fraction of the electrometer current appearing in 
channel i due to particles of size Dp,· In addition, a sensitivity function, Si(Dp,), 
is provided that uniquely relates the electrometer current to the number distribu-
tion. The kernel functions Ki(Dp,) that produce signals in units of current from 
a number distribution, therefore, are given by Ki(Dp,) = Si(Dp,)Fi(Dp,)· These 
kernel functions are shown in Figure 3.1, and have units of pA/(# cm-
3 ). For the 
OPC, the kernel functions are simply the fraction of particles of size DPi appearing 
in each channel i; these were given by Crump (1983) from a calibration on our 
own instrument, and are shown in Figure 3.2. 
The resulting inversion routines gave satisfactory results for the EAA and the 
OPC individually. However, we must obtain the aerosol size distribution that 
gave rise to both the observed EAA and OPC readings. This can be done only by 
combining the data from both instruments and inverting all of the experimental 
observations simultaneously. Such a multi-instrument inversion technique has not 
been reported previously. 
The kernel functions for the OPC were interpolated to give values at the same 
reference diameters as given for the EAA. Since the OPC data and EAA data were 
not collected with the same cycle times, the OPC readings were time-interpolated 
to the same times available for the EAA. This provided data sets at just under 
3-minute intervals over the course of an experiment. The inversion routine MISTI 
(Multi-Instrument Smoothed-Twomey Inversion) uses channels 3 - 11 of the EAA 
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(nominally 0.01 µm - 1.0 µm) and channels 1 - 6 of the OPC (nominally 0.12 
µm - 1.17 µm) for a total of 15 experimental signals to fit. The inverted size 
distribution has 49 diameters from 0.01 µm - 1.0 µm, 24 per decade in particle 
size. 
It is essential to test the performance of an inversion routine by inputting a 
known distribution, generating Yi values, and determining how weII the inversion 
reproduces the input distribution. For this test, a lognormal distribution or a sum 
of lognormal distributions is often used. We tested MISTI with both single-mode 
and bimodal lognormal distributions. As long as the tolerances were kept fairly 
strict (relative error:::; 0.1 %), the inversion reproduced the unimodal distributions. 
Figure 3.3 shows an input lognormal number distribution with DPu = 0.1 µm 
and Ug = 1.3, and the inverted distribution generated by MISTI. We see Iittie 
difference between the input distribution and the inverted result. The response of 
MISTI to bimodal distributions was also determined. For bimodal distributions 
where the modes were non-overlapping or highly overlapped, we again achieved 
an excellent inversion result. Figure 3.4 shows a sum of lognormal distributions 
with DPui = 0.04 µm, DPu2 = 0.2 µm, 0 91 = o-92 = 1.3, and 5% of the total volume 
in the first mode. Figure 3.5 shows a sum of lognormal distributions where there 
is a great deal of overlap: DPgi = 0.08 µm, Dp92 = 0.15 µm, 0 91 = o-92 = 1.3, 
and 10% of the volume in the smaller mode. With two distinct modes of aerosol, 
or with very close modes, the inversion is very close to the original distribution. 
However, when there is some overlap between the two modes, as in Figure 3.6, the 
inversion does not perform as well. In Figure 3.6, we have DPui = 0.08 µm, DPu2 = 
0.2 µm, o-91 = o-92 = 1.3, and 10% of the volume in the smaller mode. For all of 
the test inversions shown, the relative error allowed by MISTI was set at 0.1 %. 
For inversion of experimental data, the initial guess for the first dataset was 
taken from the simple EAA histogram inversion procedure, in which the current 
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differences in each channel are multiplied by an average kernel function to obtain 
the number of particles in each channel (Liu and Pui, 1975). This number distri-
bution was interpolated linearly to give the starting number distribution at each 
of the inversion diameters, Dp;· Since the first data.set was generally at the begin-
ning of an experiment, when the particles were too small for the OPC to detect, 
this was a reasonably good approximation for beginning the iterations. After the 
first dataset in a series, the initial guess for the subsequent data was taken as the 
prPvious inverted dataset in order to speed convergence. Experimental tolerances 
were set at 10% relative error for EAA channels 3 - 8 and OPC channels 2 - 6, 
15% for EAA channels 9 and 10, and 20% for EAA channel 11 and OPC channel 
1, where the instruments are at their detection limits. 
The routine encountered convergence difficulties when the Twomey iteration 
was performed over all 15 channels prior to smoothing. Since the EAA currents 
and the OPC counts per channel were independent measurements, the iteration 
was broken dovrn into two steps. The Twomey iteration was performed over all of 
the channels in one instrument, the result was smoothed, the iterations continued 
for the other instrument, and the final result was smoothed again. At this point, 
the curvature of the inverted distribution was calculated, to determine whether to 
continue the procedure. The resulting inverted distribution depended on the order 
in which the instrument signals were considered, fitting the observed signals of the 
second instrument more closely. Therefore, early in an experiment the routine 
iterated over the OPC channels first, followed by the EAA channels; late in an 
experiment, when the particles were larger, the routine iterated over the EAA 
channels first, followed by the OPC channels. The order of the instruments was 
determined by calculating the average particle size in the inverted distribution -
when the particles were smaller than 0.2 µm, the following dataset used the OPC 
then the EAA channels, and when they were larger, the order of the instruments 
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was reversed. This procedure sometimes led to discontinuities in the time sequence 
of the moments of the inverted size distributions (total number concentration and 
total volume concentration) when the instruments were not in good agreement. A 
complete listing of MISTI can be found in Appendix III. 
Figures 3.7 and 3.8 show the inverted number and volume distributions at 
half-hour intervals for the single-chamber toluene experiment MTHA31. These 
distributions were obtained by averaging all of the distributions within a ±7.5-
minute interval of the given time. There was no nucleation in this experiment, 
and the distributions are typical of a growing aerosol. We see a fairly broad initial 
number distribution that narrows and grows between one hour and three hours. 
The volume distribution is very small until the particles grow larger. Between 3.5 
and 4.0 hours the distributions show particle loss by deposition. 
We present in Appendix IV the inverted data from all of the smog chamber 
experiments. The total number, total volume, and mean particle size are shown as 
a function of time, along with the rav·; data from all of the aerosol instruments. In 
addition, we present the averaged number and volume distributions at half-hour 
intervals throughout each experiment. 
3.4 Conclusions 
We have developed a multi-instrument inversion routine for the analysis of 
the experimental EAA and OPC data. The routine is based on Twomey's iter-
ation (Twomey, 1975) with an additional smoothing step added to minimize the 
likelihood of resulting oscillatory size distributions (Markowski, 1987). Our rou-
tine, MISTI, was used to invert the data obtained from all of the smog chamber 
experiments. 
Discontinuities in the inverted results sometimes occurred when the experi-
mental signals from the EAA and the OPC were not consistent. This highlights 
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the need for an inversion routine that is equally robust but mathematically more 
rigorous. Although MISTI was tested on lognormal distributions, there exists no 
independent way to verify the inverted experimental data. Inverting these data 




















































FIGURE 3. 1. Kernel fondions for the EAA, channels 3 - 11. 
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FIGURE 3. 2. Kernel functions for the OPC, channels 1 - 6. 
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FIGURE 3. 4. Test bimodal loRnorma.l distribut,ion with 
D,,,, 1 = 0.04 j.tm, D1,,,, = 0.2 µm, O'qt = a 11 2 = 1.3, and 5% of the tot.al volume in the first mode. 
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FIGURE 3. 5. Test bimodal lognormal dist.ribution wit.h 
D,,,11 = 0.08 µm; D,,,,, = 0.15 11111, cr11 1 = <1112 = 1.3, and 10% of the tot.al volnme in the first mode. 
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FIGURE 3. 6. Te!lt bimodal lognormal dist.rihution with 
])1.,11 = 0.08 µ111, D, .• , = 0.2 1tm, cr1,i = cr112 = 1.3, and 10% of the total volume in the first. mode. 
- input dist.ribut.ion, · · · inverted distribution 
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CSE OF A\- ISTEGRAL }f ODEL FOR 
~l'CLEATIOX /COSDEXSATIO:'.\ 110DELING 
4.1 Introduction 
The smog chamber experiments generated a large data base with informa-
tion on particle formation and growth in aromatic photooxidations. By applying 
aerosol models to these data, we can learn about the microphysics of aerosol dy-
namics in such systems. In particular, the experiments demonstrated the effect 
of primary aerosol on the nucleation behavior of these systems. In a system with 
a source of condensible vapor and no initial particles, the partial pressure in the 
vapor phase can build up to highly supersaturated levels, at which point homo-
geneous nucleation can occur and aerosol particles are formed. Subsequent con-
densation onto these particles will help relieve the vapor phase supersaturation, 
causing nucleation eventually to cease. After this point, subsequent gas-to-particle 
conversion will occur by condensation. However, in the presence of initial parti-
cles, condensational growth can begin as soon as the saturation point of the low 
vapor pressure species is passed. With a sufficiently large number of initial parti-
cles it is possible that the vapor will never achieve the supersaturation needed for 
nucleation, as condensational growth will always be the dominant mechanism for 
gas-to-particle conversion. 
The analysis of the experimental data tests our ability to simulate simultane-
ous nucleation and condensation in such photooxidation systems. The principal 
unknown quantity in the description of aerosol formation and growth is the rate 
of homogeneous nucleation of the aerosol precursors. Indeed, predicting the rate 
of homogeneous nucleation of a substance is one of the long-standing challenges 
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in condensed matter physics. The two most popular nucleation theories, the so-
called classical theory and the Lothe-Pound theory differ in their predicted rates by 
something approaching 20 orders of magnitude (Lothe and Pound, 1961). Thus, 
the data obtained from the smog chamber experiments on the rates of particle 
formation and growth will aid in assessing our ability to describe nucleation of 
organic aerosol constituents. Moreover, studying how those rates are modified in 
the presence of foreign particles provides additional measures of the nucleation 
rate as the condensing species concentration is altered by condensation onto the 
pre-existing particles. 
In this chapter, we present an analysis of the competition between nucleation 
and condensation in our experimental system using an integral model of aerosol 
dynamics. The integral model is an excellent tool for beginning a comprehensive 
study such as this one; because of its simplicity, it is flexible enough to accom-
modate variations in assumptions about the physics occurring in the system with 
only minor changes in the equations. 
4.2 Theoretical Analysis of Aerosol Formation and Growth 
The integral aerosol model used for this study is called the "SNM model" be-
cause it describes the saturation ratio in the vapor phase, number concentration 
and mass concentration of aerosol (Warren and Seinfeld, 1984, 1985b). ·It treats 
the aerosol distribution as two monodisperse modes: a primary mode that con-
tains the seed aerosol, and a secondary mode created by homogeneous nucleation 
from the vapor phase. The processes included in the analysis are a source of con-
densible vapor, homogeneous nucleation, condensational growth, and particle loss 
by deposition. The number concentrations in our experiments were low enough 
so that the amount of coagulation is insignificant; for example, for a system with 
10,000 cm-3 particles of 0.1 µm diameter, the characteristic time for coagulation 
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is approximately 30 hours. The model consists of balances on mass and number 








dt Np2 = R; - /32Nr2 ( 4.4) 
~ Afp2 = m1g .• RJ + m1Rc2 -- mi,B2Nr2, (4.5) 
where Re represents the source rate of condensible vapor, RJ represents the nu-
cleation rate, and Rel and Rcz are the rates of condensation onto the two modes 
of aerosol, all in number cm- 3 s- 1 • {31 and {32 are the deposition coefficients of 
the two modes in s- 1 , and m 1 is the monomer mass in grams. lt is assumed that 
the secondary aerosol forms at the thermodynamically determined critical clus-
ter size, gc, and grows rapidly to an assumed cluster size, g~. The characteristic 
time for condensational growth of freshly nucleating particles in our system is ap-
proximately one millisecond. Since this free-molecular regime growth is fast, the 
assumption that particles form at size 9s instead of 9c is reasonable. 
The following parameters are needed for use in this model: physical property 
data, the source rate of condensible vapor, deposition parameters (electric field, 
particle charge, and coefficient of eddy diffusivity) and nucleation parameters (nu-
cleation rate expression and g~). For nucleation and condensation modeling, we 
need to know the vapor pressure, surface tension, density and molecular weight 
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of the condensible species. Moreover, we need to account for the temperature 
dependence of these properties since the average temperature of the outdoor smog 
chamber varied from experiment to experiment. However, the molecular composi-
tion of the condensing species in our system is unknown, and therefore we cannot 
easily predict the physical property data needed. 
In addition to the aerosol physical property data, the gas-phase source rate of 
condensible vapor is the other major unknown in our system. Ideally one would 
predict this rate from knowledge of the detailed gas-phase kinetics. Such knowl-
edge is not yet available for these systems. In the absence of this information the 
source rate can be estimated from the overall aerosol growth. To determine the 
rate of generation of condensible species, the measured aerosol volume profile was 
interpolated over half-hour intervals. The growth rate was determined in discrete 
intervals from each data point to the next. Thus the source rate used in the model 
was variable, increasing or decreasing in steps. For intervals where the aerosol 
volume decreased because of depositional loss, the source rate was taken to be 
zero. 
The rate of deposition on the wall of the chamber is the result of diffusional and 
gravitational deposition as described in the theory of Crump and Seinfeld (1981 ). 
In addition, if the particles are charged, electrostatic deposition is important, 
since Teflon film chambers tend to develop an electric field. McMurry and Rader 
(1985) have shown that electrostatic deposition is especially significant for particles 
between 0.1 µm and 1.0 µm, the size range of interest in our experiments. We 
assumed the turbulent mixing coefficient in the Crump-Seinfeld theory to be ke = 
0.1 s- 1, and the electric field on the Teflon to be 40 V cm-1 , approximately the 
values found by McMurry and Rader in their Teflon chambers. If the aerosol 
particles are singly charged, the theory predicts a deposition coefficient, /3, on the 
order of 10-4 s- 1 , which is dependent on particle size. 
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The predicted number concentrations are not particularly sensitive to the 
choice of deposition parameters, since nucleation occurs over an extremely short 
time period, during which depositional losses are insignificant. We chose the de-
position parameters to match the removal observed during the period of steady 
condensational growth that follows nucleation. The parameters reported here pre-
dict depositional losses close to those observed experimentally. 
We have assumed initially that each aromatic starting species will produce 
one condensible species. It is believed that the aerosol precursors come from the 
ring-preserving reaction pathway of the aromatic photooxidation mechanism (e.g., 
Grosjean, 1977). Therefore, we have assumed that the condensible species for all 
of the aromatics have a molecular weight of 150, representative of a nitrogenated 
or oxygenated ring compound. We assumed a surface tension of 30 dynes cm- 1 , 
independent of temperature, a value typical of organic liquids, and a density of 1 
g cm- 3 • The temperature effects were included by variation of the vapor pressure 
of the condensing species. 
The Ciausius-Ciapeyron equation states that for an ideal gas, vapor pressure 
and temperature are related by 
ln Psat (4.6) 
where A and B are species-dependent constants. Since our experiments were 
carried out over a range of temperatures, we assume that this functional form 
describes the variation in vapor pressure of the condensible species between ex-
periments. Because the molecular composition of the aerosol species was not 
known, it was necessary to estimate the vapor pressure for the condensed species 
from the experimental data. From our observations of nucleation in systems with 
few or no initial particles, it is possible to determine the vapor pressure required 
to predict the observed number of particles resulting from the nucleation event. 
-46-
Doing so for each relevant experiment gave a collection of (Psat, T) points for each 
aromatic; from these we could determine a best fit of the vapor pressure for each 
system using Equation (4.6). The vapor pressure estimates are given in Figures 4.1 
- 4.3 for toluene, m-xylene, and 1,3,5-trimethyl benzene, respectively. The ethyl 
benzene system did not generate sufficient aerosol, and the temperature range 
of those experiments was narrow enough, that there were not sufficient data to 
determine a Psatf T relationship. Since the aromatic decay in the ethyl benzene 
system most closely resembled that of toluene, the toluene vapor pressures have 
been used provisionally for ethyl benzene. The 1,3,5-trimethyl benzene data were 
taken over a limited temperature range, so a constant average vapor pressure was 
used for data analysis of this species. 
Although for experimental purposes it was necessary to employ initial aromatic 
concentrations about 1 ppm, ambient aromatic levels are on the order of 50 ppb 
(Grosjean and Fung, 1984). If the aerosol yield for toluene, for example, is about 
3%, as we have found (see discussion on aerosol yield in the Appendix), there 
should be approximately 1.5 ppb of gas-phase toluene aerosol precursors produced 
in the atmosphere. The vapor pressure of the toluene aerosol constituents that 
is consistent with the observed rate of nucleation is approximately 10-
5 dynes 
cm-2 , which is about 0.01 ppb. This level yields a saturation ratio of about 150, 
which is sufficiently high for gas-to-particle conversion, either by nucleation or by 
condensation, to occur under atmospheric conditions. 
Finally, we need to consider the nucleation rate expression and the size of the 
nucleating particles. The nucleating cluster size in the SNM model, gs, was as-
sumed to be 200; with our other assumptions, gc was on the order of 100 at the 
onset of nucleation and decreased as the saturation ratio rose. The effect of the 
assumption of gs = 200 was tested by changing g$ to 500. No change was noted 
in our predicted aerosol behavior, so the system is insensitive to the choice of g$. 
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We thus used g8 = 200 in our simulations. The nucleation rate expression used is 
the classical rate expression of Becker, Doring and Zeldovich (Friedlander, 1977). 
An enhancement in the nucleation rate of about 107 over that predicted by the 
classical theory has been observed in some experimental systems (Okuyama et al., 
1987; Warren et al., 1987). Including such an enhancement in our analysis shifted 
the vapor pressure/temperature curve somewhat, and gave a slightly greater tem-
perature dependence, but did not significantly alter our predictions. Therefore, 
classical nucleation theory was used for the results that follow. 
4.3 Predicted and Observed Aerosol Dynamics 
Using the vapor pressure/temperature relations of Figures 4.1 - 4.3, the SNM 
model was used to predict the variation of number concentration with time for 
each experiment in which aerosol data were recorded. Required information for 
each simulation included the temperature, the number of initial particles if seed 
particles \Vere added, and the condensible species generation rate. Each simulation 
started at the time the experiment commenced and continued through the final 
time for which data were available. 
A comparison of the final or maximum number predicted by the model and 
that observed experimentally is given in Figure 4.4 for all of the aromatic species. 
In cases where no nucleation was observed, the initial number is the maximum 
number observed and is therefore the number we have plotted. "Perfect" results 
would fall on the dashed line shown in each figure. Although there is some scatter 
in the data, the overall agreement is fairly good. The points that fall exactly on 
the dashed line are those experiments in which both observation and simulation 
show total suppression of nucleation and therefore in which the number shown is 
equal to the initial number of particles in the system. We note that more points 
fall below the dashed line than above it; this indicates that our model generally 
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underpredicts nucleation for this system. 
We present in Figures 4.5 - 4. 7 a comparison of a typical simulation with ex-
perimental data for a case with no nucleation. The experimental data presented 
are the inverted data, obtained as described in Chapter 3. The system simulated is 
one side of a dual-chamber toluene experiment in which nucleation was suppressed 
by the presence of initial aerosol (DMXA48, side A). The seed aerosol concentra-
tion was 6700 cm-3 , and the initial particle diameter was approximately 0.06 µm. 
Figure 4.5 shows the predicted and observed total number concentrations; both 
the experiment and the simulation show the total number decaying with time as 
particles are lost to the walls of the chamber. Here we evaluate our ability to model 
deposition and the validity of our assumptions about deposition parameters. The 
total volume concentrations predicted and observed are shown in Figure 4.6. Since 
we are using the experimental observations directly to give the rate of condensible 
species generation, the simulation is predictably close to the data. The prediction 
· of aerosol volume lies just below the experimental observation. This is because of 
our use of the aerosol volume profile to give the vapor source rate; since the con-
densation and nucleation rates are driven by a gas-phase supersaturation, not all 
of the mass in the vapor phase can be converted back to the aerosol phase while 
gas-to-particle conversion is occurring. The two experimental diameters shown 
in Figure 4. 7 are the measured volume-averaged and number-averaged diameters. 
Since the SNM model represents the aerosol in terms of two monodisperse modes, 
there is only one average diameter. As in Figure 4.6, we see condensational growth 
starting about two hours into the experiment. 
Figure 4.8 shows another example of the predicted and observed average par-
ticle size as a function of time. These data are from a m-xylene run in which there 
were 250 cm-3 initial particles (XJ19, side B). We see condensational growth 
starting very early. Approximately 35 minutes into the experiment there is a nu-
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cleation burst and the average particle size falls sharply as the secondary aerosol 
mode of smaller particles begins to dominate. This behavior is apparent in both 
the experimental profiles and the simulation. For this experiment, approximately 
10, 500 cm-3 particles were formed in the nucleation event. 
The simulation of a nucleation event is shown in Figure 4.9. This is one side 
of a dual-chamber toluene experiment in which 400 cm-3 initial particles allowed 
approximately 5000 cm-3 nucleating particles (LEV77, side A). Although the on-
set of nucleation in the simulation occurs at the same time as the experimental 
observation, the model predicts that nucleation will occur much faster than we 
observe experimentally. Some of this time lag could be due to the imperfect re-
sponse of our aerosol inst:uments to a rapidly changing aerosol size distribution 
at their lower size detection limit. 
One of the main objectives of this work was to determine the effect of initial 
particles on nucleation in aromatic photooxidation systems. Theoretical predic-
tions and experimental observations of nucleation suppression in systems with 
initial aerosol have been reported in systems driven by a high initiai supersatu-
ration (Warren et al., 1987), and theoretical predictions have been reported for 
systems driven by a constant source rate (\Varren and Seinfeld, l985b; Stern et 
al., 1986). However, no data have been reported on experimentally observed nu-
cleation suppression in source rate-driven systems such as the present one. 
Figure 4.10 shows the theoretically-predicted nucleation suppression by initial 
aerosol in a system with a constant vapor source. N J 11 is the number of particles 
expected to form by nucleation in the absence of initial aerosol, Ni is the initial 
aerosol concentration, and N1 is the final number predicted. If initial particles 
had no effect on nucleation, this curve would be a line at N-:~ equal to one. 
I JU 
Physically, at both low and high initial number concentrations this ratio is one, 
as predicted by the theory. At low initial number, there will be almost no effect 
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on nucleation and 
(4.7) 
At high initial number concentrations, all nucleation will be suppressed and 
(4.8) 
In our experimental system, NJ., can be measured experimentally in dual-
chamber experiments with no initial particles on one side of the chamber and some 
initial particles on the other, with identical gas-phase chemistry on each side. For 
these cases we can construct an experimental analogue of Figure 4.10. The results 
for all four aromatic species are shown in Figure 4.11, along with the calculated 
points based on the final number predicted from the simulation and the measured 
Ni and NJ 11 • Although the agreement of all but two sets of points looks excellent, 
we must note that all of the points for which there is perfect agreement represent 
systems where no nucleation was observed on the side with initial particles, hence 
both observation and prediction fall on the Ni = N1 curve. 
There are, however, some toluene experiments not shown in Figure 4.11 for 
which NJ 11 could not be determined (single-chamber runs or experiments with 
initial particles on both sides), as well as some points in Figure 4.11, where we 
observed nucleation when the simulations predict no significant amounts of nude-
ation. For these experiments, the aerosol vapor pressure needed to simulate the 
observed nucleation is up to an order of magnitude lower than that determined for 
nucleating systems with no initial particles. In other words, the apparent vapor 
pressure of these systems is not consistent with the observations used to gener-
ate Figures 4 .1 - 4.3, the vapor pressure/temperature relations for each aromatic 
species. These fe,v experiments in which nucleation was observed but not pre-
dieted based on the vapor pressure determined from seed-free experiments pose 
an interesting question concerning our representation of nucleation. 
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A possible explanation for the underpredicted rate of nucleation is the existence 
of two nucleating species. To account for this possibility, the SNM model can be 
expanded to include a hypothetical second gas-phase aerosol-producing species. 
Call the original species A, and postulate the existence of a second lower vapor 
pressure species B. Assume that the vapor pressure of species B is a constant 
fraction of the vapor pressure of A, but that all other physical properties of B and 
A are identical. Therefore, / = Psat,B / Psat,A is one new adjustable parameter in the 
model. Furthermore, let us assume that a constant fraction of the aerosol source 
rate can be assigned to A and the remainder to B. Therefore, for some source rate, 
RG, and fraction to B, ~' RGA = (1 - dRG and RGD = ~Re, where RcA and Rc 8 
are the vapor source rates of A and B, respectively. With these assumptions, the 
system can be represented by: 
Vapor concentrations: 
d 
dt lVvA = (1 - s)Rc - gsRJA - RclA - Rc2A (4.9) 
d 
diNvB =~Re - gsRJB - Rc1B - Rc2B (A '"' lLf.lUJ 
Primary aerosol: 
d 
-Ni= -f31N 1 dt p p ( 4.11) 
d 
dt ~Afp1 = m1RcIA + m1Rc1B - m1f31Np1 (4.12) 
Secondary aerosol: 
d 
dt Np2 = RJA + RJB - /32Np2 (4.13) 
d 
dt Mv2 = m1g .• RJA + m1g,.RJB + m1Rc2A + m1Rc2B - m1f32Np2· (4.14) 
To test this two-species hypothesis, we considered four toluene experiments 
at approximately the same temperatures. Two of these systems had no initial 
particles (DHNA43, sides A and B), one had 1000 cm-3 initial particles (MTLA18), 
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and the fourth had 4700 cm- 3 initial particles (MTMA22). In all four systems 
nucleation was observed (see Table 2.5). We shall refer to these four cases as 
Cases l - IV, respectively. In simulating each experiment, / was held fixed and 
~ varied between 0 and 1. These limits represent the systems with all aerosol 
precursor being species A and B, respectively. We varied the vapor pressure of A 
(hence indirectly varying the vapor pressure of B) until the model predicted the 
amount of observed nucleation. 
If two nucleating species were to explain our experimental observations, there 
should be some combination of~ and 1 that would allow the nucleation observed 
in all four systems to be predicted by the same vapor pressure. Therefore, we can 
present our results as p,,at,A needed to achieve observed nucleation versus ~, the 
fraction of the source rate designated as species B. Figure 4.12 shows these results 
for / = 0.1 and / = 0.01, systems with a secondary species of one and of two 
orders of magnitude lower vapor pressure. The four lines represent the systems 
we have chosen to study. At ~ = 0 we have the single-species case, where all of the 
aerosol is A. The vapor pressures at this point are exactly the vapor pressures we 
determined previously that predicted the observed amount of nucleation. 
As we increase the amount of source designated as B, we must adjust Psat,A, 
since the B vapor will affect the overall condensation and nucleation behavior 
in the system. For the / = 0.1 case we see an initial dip in the curves as ~ is 
increased. This is because not enough of the vapor source is going to species B 
to allow it to undergo significant gas-to-particle conversion. The net result is to 
deplete the concentration of A, so that we need a lower vapor pressure to achieve 
the same amount of nucleation that we observe. As we increase ~,we get more and 
more B being produced. Since B has a lower vapor pressure, its saturation ratio 
rises much faster and we get nucleation and condensation more easily. Therefore, 
we must compensate by raising the input Pstlt,A, and so we see the rise in Psat,A 
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with increasing ~· With high levels of species B, we see B nucleating before the 
saturation level of A increases high enough to allow significant nucleation rates. 
The supersaturation of A is then relieved by condensation onto the newly nucleated 
B particles. Thus, we have essentially a condensing species and a nucleating 
species. 
\Ve seek some change in the behavior of Cases I - IV as we increase the amount 
of source designated as B. For instance, at ~ = 0, Psat,A is an order of magnitude 
smaller for Case IV than it is for Case I. This is because our simulation predicts 
tliat the 4 700 cm-3 initial particles in Case IV provide so much surface area for 
condensation that nucleation is effectively suppressed using the Psat,A for Case I. 
\Ve need to assume a much lower vapor pressure to simulate the nucleation that 
was observed. Increasing ~, if the vapor pressures for the four experiments begin 
to converge, this would indicate that the higher levels of initial aerosol would not 
lead to as much nucleation suppression in the presence of a secondary lower vapor 
pressure nucleation species as they do with only one gas-phase species. Unfortu-
nately, we do not observe thi~ behavior either at ~1 = 0.1 or at ~( = 0.01. Adding 
a second species affects Cases I - IV equally, and the curves move predictably 
upwards towards the ~ = 1 limit, where all of the vapor source goes to B and 
P .. at,B equals Prnt,A at ~ = 0 (recalling that Psat,B = 1Psat,A)· 
The previous calculations used classical nucleation theory and assumed that 
species A and B were non-interacting. In some systems, such as sulfuric acid 
and water, enhanced nucleation rates occur because of the interaction of the two 
species. Binary nucleation theory has been developed to account for these thermo-
dynamic interactions (Mirabel and Katz, 1974; Stauffer, 1976). The two-species 
nucleation calculations were repeated using binary nucleation theory. For these 
calculations we assumed that the organic species behaved as ideal solutions, along 
with the assumptions previously stated for the non-interacting case. 
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The results of these simulations are presented in Figure 4.13. Again there is 
no indication that binary nucleation theory can account for the experimentally 
observed nucleation with high levels of initial aerosol. This question still remains 
to be resolved. 
4.4 Conclusions 
We have considered the effects of pre-existing particles on the competition 
between nucleation and condensation in aromatic hydrocarbon/NOx systems. In 
the absence of pre-existing particles, aerosol formation must occur by homogeneous 
nucleation, whereas with a large quantity of pre-existing particles, condensation of 
the "condensible" products of photooxidation onto existing particles will maintain 
the saturation ratios low enough that nucleation will not occur. As one repeats 
an experiment with ever more increasing primary aerosol levels, a point is reached 
at which homogeneous nucleation is fully suppressed. Our experiments clearly 
illustrate this effect. Data on nucleation suppression are valuable in assessing the 
theoretical rate of homogeneous nucleation. 
Simulations of the aerosol behavior in the aromatic systems were carried out 
using a simple integral aerosol model. Vapor pressure data were estimated from 
observations of nucleation in systems with few or no initial particles. Using the 
vapor pressure/temperature correlation we obtained from these observaiions, we 
attempted to simulate the total number concentration time profile, the volume 
concentration time profile, and the average particle size during each experiment. 
We found reasonably good agreement with the experiments, as we have shown in 
Figures 4.5 - 4.9 for several experimental systems. 
In addition, we compared the predictions of nucleation suppression by initial 
particles with the observed suppression. Although the simulations of such systems 
generally agree with the experimental observations, several experiments with ini-
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tial particles in the toluene system exhibited nucleation when the model predicted 
that nucleation should not occur. Assuming the existence of a second lower vapor 
pressure species that could nucleate independently or participate in binary nucle-
ation with the original species could not account for the observed nucleation. This 
question still remains to be resolved. 
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DETER~II:\ATIO:\ OF GRO\\.TH-LA". 
PARA!\IETERS FOR ARO~IATIC AEROSOLS 
5.1 Introduction 
The integral model of aerosol dynamics described in the previous chapter char-
acterizes the evolution of the moments of the size distribution. To simulate the 
evolution of the size distribution itself, we need to consider the full aerosol General 
Dynamic Equation (GDE), Equation {1.1). Since we have shown that coagulation 
can be ignored in our experimental system, we can focus instead on solution of the 
Condensation Equation, Equation (1.3). At some point in each experiment the 
dominant aerosol process occurring is condensational growth. At this point it is, in 
fact, unimportant whether the growing particles are the (NH4 )2S04 seed particles 
or the secondary aerosol formed by homogeneous nucleation. These particles grow 
according to a growth law, dv/dt = J(v,t), that can be written as a function of 
aerosol Knudsen number, Kn. 
The Condensation Equation can be solved numerically or analytically using the 
full growth law, but an analytical solution using an approximate growth law can 
be useful in evaluating the nature of the growth process. Therefore, in this chap-
ter, we explore the behavior of the growing aerosol as observed in our experiments 
by using a simplified power-law growth expression. We can compare the growth 
law parameters that fit the observed aerosol size distribution evolution with a full 
growth expression to estimate the gas-phase partial pressures of the condensing 
vapors. These pressures can then be compared with the vapor pressures obtained 
in the previous chapter using the integral model to obtain gas-phase supersatu-
rations. The integral model vapor pressures were derived from the observations 
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of nucleation in these systems; the calculations described here are based on ob-
servations of condensation. These two approaches are complementary in nature, 
and therefore it is of interest to draw a comparison between their predictions of 
gas-phase pressures for the condensible species. This kind of analysis has not been 
reported previously. 
After performing these calculations with the power-law representation of the 
growth law, we use the full growth law in the analytical solution to obtain directly 
gas-phase partial pressures for the condensing species. These can be compared 
with the partial pressures estimated with the approximate growth law to evaluate 
the usefulness of employing a simplified expression in analyses of growing aerosols. 
Since power-law forms of the growth law are often used in the analysis of aerosol 
data, this is a useful comparison. 
5.2 General Solution of the Condensation Equation 
The analytical solution that follows is based on the solution by Williams 
(1983). Using the variable transformation .M(v,t) = I(v,t)n(v,t), (1.3) can be 
converted to: 
I BM(v,t) = S(v,t) _ (~(v,t) _ ol(v,t)/8t) M(v,t). ( ) 




Exact solution of (5.1) is possible only if we assume that the particle growth law 
l(v, t) is separable in v and t. In such a case we have 
dv 
dt = I( v, t) = f( v )H(t). (5.2) 
Integrating this, we have 
J dv' J ( ') I f(v') = H t dt +Ci, (5.3) 
or, equivalently, 
F(v) = G(t) +Ci, 
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where C1 is for the moment an unspecified constant. This gives the equations of 
the characteristics: 
(5.4) 
Along the characteristics (5.1) becomes 
dM( v(t) t) ( dH(t) / dt) dt ' + R(v(t), t) - H(t) M(v(t), t) = S(v(t), t)f(v(t))H(t). (5.5) 
This equation can be solved with an integrating factor. Thus, let 
~(t) =exp{/ [R(v(t'),t') - dH~t~~0dt'] dt'}, (5.6) 
and we have the solution of (5.5): 
M(v(t),t)~(t) = J S(v(t'),t')f(v(t'))H(t')~(t')dt' + C2 • (5.7) 
Applying the boundary condition at t = 0, we get 
M(v,0) = M0 (v) = I(v,O)no(v) = f(v)H(O)no(v). (5.8) 
Letting C2 = A(F(v)-G(t)) = A(C1), and replacing vat time 0 with v = p-I (C1 + 
G(O)) = p- 1(F(v) - G(t) + G(O)), Equation (5.7) at time 0 becomes 
Mo (F- 1(F(v) - G(t) + G(O))) ~(O) = 
/
0 
S(v(t'), t')J(v(t'), t')H(t')~(t')dt' + A(Ci), (5.9) 
from which we derive the expression for A(F(v) - G(t)). Substituting back into 
(5.7), we get 
M(v(t), t) =Mo (F- 1(F(v) - G(t) + G(O))) ~~~j 
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1 t + Ll(t) Jo S(v(t'), t')J(v(t'))H(t')Ll(t')dt'. 
Finally, we can replace Ll(t) by noting that (5.6) simplifies to become 
Ll(t) = H~t) exp{/ R(v(t'), t')dt'}. 
Substitution into (5.10) yields the general solution: 
M(v(t), t) =Mo (F- 1(F(v) - G(t) + G(O))) Zf~~ exp {1t R(v(t'),t'}dt'} 
+H(t) 1t S(v(t'),t')f(v(t'))exp {l,t R(v(t"),t")dt"} dt', 
where M(v, t) = f(v)H(t)n(v, t). 




\Ve have derived a general analytical solution of the Condensation Equation 
that assumes only that the growth law, I(v,t), is separable with respect to v 
and t. To implement this solution one needs to specify the functional forms of 
J(v), H(t), R(v,t) and S(v,t). These functions are not generally available for the 
aromatic hydrocarbon/NOx photooxidation system in the outdoor smog chamber. 
As an -initial simplification, therefore, we confine our attention to a growing aerosol 
distribution in the absence of nucleation and deposition. The general solution for 
S(v,t) = R(v,t) = 0 becomes 
M(v, t) =Mo (F- 1(F(v) - G(t) + G(O))) ;~~~. . (5.13) 
Furthermore, we assume a power-law form for the growth law: 
(5.14) 
or 
J(v) =Va, H(t) =Ha. 
The power-law approximation is reasonable when we consider the possible mech-
anisms of growth for an atmospheric aerosol, including diffusion-limited, surface 
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reaction-limited and volume reaction-limited growth, as described below. The 
characteristic curves of the system corresponding to (5.14} are: 
(5.15) 
where v0 is the initial volume of the particle that has grown to volume v at time 
t. Substituting M(v,t) = Havan(v,t) and M0 (v0 ) = Havgn0 (v0 ) into (5.13) and 
solving for n( v, t), we get 
(Vo)°' n(v, t) = no(vo) -;; , (5.16) 
with v and v0 related along a characteristic by (5.15). Equation (5.16) is the 
analytical expression for the size distribution during pure condensational growth 
with a power-law growth rate and no particle source or removal mechanisms. 
At this point, let us examine the significance of the parameters Ha and o:. The 
/ 
values of a determine how each particle size grows relative to the other particle 
sizes and is indicative of the method of growth. If the dominant mechanism for 
aerosol growth is diffusion-limited transport in the continuum regime, the growth 
law I(v,t) = kcv~, where kc includes the pressure driving force for condensation 
as well as some numerical and physical constants. Diffusional growth in the free-
molecular regime can be represented by I(v,t) = k1mv~, where kfm is, like kc, a 
group of constants. Growth by surface reaction can be represented by I(v,t) = 
k8 v~, and for growth by volume reaction, I(v, t) = kvv, where ks and kv include 
rate constants and other parameters of the system. Therefore, we can see that 
most important mechanisms for growth can be represented by I(v, t) = Hava. 
While a specifies the shape of an evolving size distribution, and suggests the 
mechanism by which it grows, H 0 determines how rapid the growth is. The value 
of H 0 gives us information on the physical parameters governing the growth in the 
system. If the growth mechanism is reaction-controlled, Ha depends on the rate 
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constants of the reactions. If the aerosol is undergoing diffusion-limited growth, 
H 0 depends on the driving force for the transport of vapor molecules to the particle 
surface. For instance, for diffusion-controlled growth in the free-molecular regime, 




where c is the mean molecular speed of the vapor molecules, v1 is the molecular 
volume, and (PA - p8 ) is the difference between the partial pressure of the condens-
ing species in the gas phase, PA, and its partial pressure over the surface of the 
particle, Pe· From a measurement of H 0 for a value of o: = ~'we can determine 
PA - P~· 
We assumed that the growth lav-,· is separable in v and t. We can see in Equa-
tion (5.17) above that the volume term can be separated from the rest of the 
expression as long as all of the physical constants as well as PA and Pe are volumc-
independent. This is true as long as P~ is not dependent on the curvature of the 
particle surface, that is, that the Kelvin effect can be neglected. For 0.1 µm parti-
cles at 300 K, molecular weight of 150 g mole-1, density of 1 g cm-:\ and surface 
tension of 30 dynes cm- 1 , the Kelvin effect predicts p$ / PMt = 1.07. Therefore, for 
particles in the size range of our experimental system, this is a reasonably good 
assumption. 
5.4 Determination of Experimental Growth-Law Parameters 
As we have shown, analyses of the evolution of a size distribution can offer 
insight into the mechanisms of growth (Heisler and Friedlander, 1977; McMurry 
and Wilson, 1982; Seinfeld and Bassett, 1982; McMurry and Grosjean, 1985). 
We are interested in applying this method of analysis to our measured aerosol 
size distributions to determine if the data are consistent with a particular type of 
growth law, and to estimate gas-phase partial pressures of the condensing species. 
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To apply the analytical solution to our measured size distributions, we chose 
time intervals of steady growth in each experiment considered, as judged by the 
total volume versus time profile. Since aerosol growth does not commence imme-
diately, the "initial time" for this analysis was considered to be the time at which 
observable growth began. The aerosol number distribution at this time was deter-
mined by averaging the distributions over a ±7.5 minute interval. The evolving 
number distribution was considered at half-hour intervals (again averaged over 
±7.5 minutes) throughout the period of steady growth. The final time was taken 
to be that at which the total aerosol volume ceased increasing. This period ranged 
from 1.0 to 1.5 hours in most experiments considered. The experiments chosen 
represent those in which the number distributions were reasonably smooth and 
the volume versus time profile showed a steady increase over some time period. 
The initial number distribution, n0 (v0 ), is specified at the diameters used for 
the inversion of the data. Using {5.15) to determine the volumes, v, at each half-
hour interval for these initial volumes, we can then calculate n(v,t) from {5.16). 
By adjusting the parameters H 0 and o:, we can attempt to fit the evolution of the 
size distribution at half-hour intervals from the designated starting distribution. 
Figure 5.1 shows a typical number distribution time evolution for a single-
chamber toluene experiment, MTHA31. All of the distributions that we show 
are expressed as dN/d log DP. The initial and final times for observed growth in 
this experiment were 1.5 and 3.0 hours, respectively. The simulated and observed 
volume distributions (dV /d log DP) for this experiment are shown in Figure 5.2, 
and the total aerosol volume evolution is given in Figure 5.3. We see from Figure 
5.3 that the aerosol volume increases in this 1.5 hour period by a factor of about 
100. H 0 and a were estimated to be 0.41 µ.m hour-1 and ~' respectively. As we 
can see, the simulated distributions are very close to the observed distributions. 
Since no aerosol-phase chemical reactions are expected to be occurring, we 
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anticipate the aerosol in the systems studied here to grow by a diffusion-limited 
mechanism, consistent with a value of a: between i and ~. A value of o: = ~ was 
found to fit most of the experiments extremely well. This value of a: corresponds 
to free-molecular regime growth. The particles are typically at the large end of 
this regime; the potential inaccuracy in using the growth law for smaller particles 
will be explored later. Therefore, a was fixed at ~' and Ho: varied to obtain a 
best-fit of the experimental distributions. Table 5.1 lists all of the experiments 
considered, the initial and final times for aerosol growth in each system, and the 
best-fit value for Ho:. The experiments simulated include all four aromatic starting 
species, both single- and dual-chamber experiments, the full range of experimental 
temperatures, and growing primary and secondary aerosol particles. 
For the 1,3,5-trimethyl benzene experiments, it appears that the value of o: 
producing the best fit of observed and predicted size distributions is closer to 
1 than to ~· Figure 5.4 shows a growing number distribution for side A of a 
dual-chamber trimethyl benzene experiment (TE36) with 2000 cm-3 initial am-
monium sulfate particles, and o: = 0.98. Although a value of a: = 1 corresponds 
to volume-reaction limited growth, there are no differences in the photooxidation 
mechanism for trimethyl benzene that would suggest an aerosol-phase chemical 
reaction-controlled growth mechanism. In addition, a value of o: = 1 implies that 
the aerosol size distribution does not narrow as the aerosol grows. The apparently 
different behavior of the trimethyl benzene aerosol can be explained if we consider 
the nature of the aerosol generated in these systems. The aerosol produced from 
the trimethyl benzene photooxidation tends 'to grow very quickly such that the 
few initial particles will be fairly large by the time the aerosol volume loading in 
the system is significant. The time we have defined as t = 0 for the growth-law 
analysis of this experiment is 1.0 hours into the experiment, by which time the 
aerosol distribution is already quite narrow. However, the distributions that are 
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obtained from the raw data are constrained not to be smaller than a minimum 
width by the smoothing function in our data inversion. Therefore, these inverted 
distributions do not narrow with time, and we obtain a best-fit a close to 1, an 
artifact of the inversion we have used. 
Since a close to 1 has no physical basis in our system, we fixed a = ~ for the 
trimethyl benzene experiments as well. Figure 5.5 shows the predicted number 
distributions for TE36, A, after one hour of growth, for a= 0.98 (H0 =: 3.01) and 
o: = ~ (H0 = 1.07). Although the a = 0.98 prediction clearly provides a better 
fit, the assumption of a = ~ does predict accurately the mean particle diameter 
after one hour of growth. 
To complete this analysis, using assumed physical properties of the condensing 
species we can estimate their gas-phase partial pressures, which can be compared 
with the vapor pressures determined using the integral model to give estimates of 
saturation ratios during these periods of condensational growth. The vapor pres-
sures obtained using the integral model were based on observations of nucleation 
rates. The gas-phase partial pressures obtained by this approach are based on ob-
servations of condensation rates. Thus, these two approaches are complementary 
in nature, and if the gas-phase partial pressures agree well with one another, they 
lend credence to both rate expressions. Such a comparison in an experimental 
system has not been previously reported. We note here that the integral model 
vapor pressures generally were obtained by considering nucleation events in ex-
periments different from those we have used in the growth-law analysis, and that 
the nucleation events occur in all systems before substantial amounts of growth 
are observed. However, since we are considering a representative sampling of the 
experiments, we anticipate that the effect of these differences will be minimal. 
Assuming a = ~' we use (5.17) to obtain gas-phase partial pressures for each 
growing aerosol. Without detailed knowledge of the composition of the aerosol, we 
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need to make estimates for any required physical properties. For Equation (5.17), 
we need only an assumption about molecular weight; for these calculations, we 
assume as in Chapter 4 that the condensible vapor has a molecular weight of 150. 
We can now estimate (PA - Ps) for each of the experiments listed in Table 5.1; 
these partial pressures are given in Table 5.2. If we assume that the Kelvin effect 
is negligible, then P~ = P8 at, and the tabulated values are Psat (S - 1), where 
S is the saturation ratio. Using the vapor pressures obtained for each aromatic 
from the simulation with the integral model, we obtain a value for S for each 
experiment. These saturation ratios are also included in Table 5.2. Most of the 
values lie between 3.5 and 13, with two higher values for experiments that were 
at the lowest temperatures observed, leading to low saturation vapor pressures. 
These values represent a reasonable range for the supersaturation in a system un-
dergoing condensational growth. Much lower supersaturations would not cause 
detectable growth to occur; much higher values would tend to make nucleation 
more significant than observed. Using the additional physical property assump-
tions of Chapter 4 that a = 30 dynes cm-1 , and Pp = I g cm- 3 , and assuming 
Psat = -1 x 10- 5 dynes cm- 2 , we estimate the nucleation rate even at the highest 
saturation ratio, S ~ 30, to be only approximately 10-6 cm-3 sec- 1 , which does 
not produce appreciable nucleation. We note that if the Kelvin effect is not neg-
ligible, the saturation ratios will be slightly higher, as PA - P~ will be-equal to 
Psat [S - exp(~)], instead of Psat(S - 1), where DK is the Kelvin diameter. ,, 
We finally address the assumption that deposition is negligible in these sys-
tems. Over the course of one hour in most of these experiments, depositional 
losses account for a decrease in the total number of particles of approximately IO 
%. Therefore, this is not a significant effect, and our neglecting deposition does 
not introduce substantial error into these calculations. 
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5.5 Full Transition Regime Representation 
Although from the approximate growth-law analysis of these systems it ap-
pears that the aromatic aerosols are undergoing free-molecular regime growth, the 
particles are too large to be considered strictly in this regime. We desire, there-
fore, to use Equation (5.13) with a full transition-regime growth law to simulate 
the growing aerosol. Again, to use the analytical solution we must assume that 
the growth law I(v,t) is separable in v and t. 
For the transition regime, the growth law I( v, t) can be given by (Seinfeld, 
1986): 
2 I DAMA l 
I(v, t) = (48ri ) 3 vs (PA - p 3 )/Kn(Kn), 
Pp RT 
(5.18) 
where /Kn(Kn) is an interpolation formula for the transition regime that makes the 
growth-law approach the correct continuum and free-molecular expressions. The 
mean free path of a condensing vapor can be related to its diffusivity by (Seinfeld, 
1986): 
DA 3ri 
,\Ac = 32 (l + z), (5.19) 
where z is the ratio of the molecular weight of the condensing species to the 
.. 
molecular weight of air. The most common assumption relating ,\A to DA is that 




which by comparison to (5.19) corresponds to an aerosol of very low molecular 
weight. For an aerosol of molecular weight 150, this ratio should be set equal to 
1.818, reducing the mean free path from Equation (5.20) by a factor of 5.5. Using 
a diffusivity expression given from kinetic theory by (Davis, 1983): 
(5.21) 
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we estimate AA from Equation (5.19) to be 0.165 µ,mat 300 K. A typical 0.1 µm 
particle in our system will have Kn = 0.33, clearly a transition-regime aerosol. We 
will use Equation (5.19) for all of our calculations involving the mean free path. 
The most commonly used f Kn(Kn) is also that of Fuchs and Sutugin (1971) 
which is based on Equation (5.20) for the mean free path. Since this is not the as-
sumption we will make, we will instead employ the transition regime interpolation 
formula from Fuchs' earlier work involving flux-matching (Fuchs, 1964): 
1 + 2A 
/Kn(Kn) = (' ] , 
} +~DA } + 2.t. 
cD,, D,, 
(5.22) 
where !::,. is the distance at which the continuum and free-molecular fluxes are 
equated. Assuming that !::,. = AA, and using Equation (5.19), we obtain 
Kn _ 1 +Kn 
/Kn( ) - 1 + 7.272Kn + 7.272Kn2 (5.23) 
for an aerosol of molecular weight 150. 
We now return to the solution of Equation (5.13) using the growth law, (5.18). 
We assume that there is no time-dependence in any of the terms in Equation (5.18) 
and obtain the expression for n(v, t): 
( Vo)~ fKn(Kno) n(v, t) = no(vo) --;_;- /Kn{Kn) . (5.24) 
The form of the growth law now used makes it impossible to obtain an explicit 
equation for the particle size along the characteristics, as we previously obtained 
(Equation (5.15)); the characteristics are found from Equation (5.4) to be: 
4DAMA 
- PpRT (PA - p,,)t = 0, (5.25) 
where a particle with initial diameter of DPu grows to size Dp at time t. 
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Using similar techniques as with the power-law growth analysis, we use Equa-
tions (5.24) and (5.25) to predict the evolution of experimental distributions 
through periods of steady growth. The only parameter varied in this assumed 
growth law is the gas-phase pressure differential, PA - p8 • The new particle di-
ameters at each half-hour interval are found from Equation (5.25) by a Newton 
iteration, and the new number distribution is calculated. This procedure is re-
peated over each half-hour interval, and the sum of squares difference between the 
observed and predicted number distributions is calculated. The best-fit PA - Ps 
is obtained by minimizing the total sum of squares over all of the time intervals 
considered. 
We present in Figures 5.6 and 5.7 the observed and predicted number and vol-
ume distributions for the single-chamber toluene experiment discussed previously 
(MTHA31, Figures 5.1 - 5.3). The agreement of the simulated distributions with 
the experimental distributions is clearly not as good as with the power-law ex-
pression using a= ~· The simulated distribution narrows more than the observed 
distribution, but the peak diameter is accurately predicted. Using the full growth 
law, w.e obtained PA -p8 = 1.27 x 10-
4 dynes cm-2 for this experiment. Comparing 
this with the PA - Ps derived from the best-fit Ha found in the power-law analysis, 
PA - Ps = 7 .22 x 10- 5 dynes cm-2 , we see that the values are close, but that the 
full growth law predicts a larger pressure difference. 
The PA - Ps values obtained for all of the experiments previously considered 
are presented in Table 5.3. If we again consider PA - p8 = Psat(S - 1), we can use 
the integral model vapor pressures to obtain approximate saturation ratios; these 
are also given in Table 5.3. We see that the saturation ratios are slightly higher 
than those predicted by the approximate growth law (Table 5.2), but they are 
reasonably close. If we directly compare the values for PA - p8 for the two different 
growth Jaws, we find that the power-law approximation generally gives pressure 
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differentials that are approximately 60% of those given by the full transition-regime 
growth law. The ratios of these pressure differentials are also included in Table 
5.3. 
5.6 Conclusions 
\Ve have used an analytical solution to the Condensation Equation, assuming 
S = R = 0, to simulate the size distribution evolution in those smog chamber 
experiments that exhibit periods of steady aerosol growth. The analysis was per-
formed using two different growth laws, I(v,t). We initially approximated the 
growth law with a power-law expression, I(v,t) = Hava, and fit the observed size 
distribution evolution by varying a and Ha. We then used a complete growth-law 
expression, given by Equation (5.18) and fit the observed distributions by directly 
varying the gas-phase pressure driving force, PA - P!· 
We found with the pm\'er-law analysis that the observed distributions could 
be simulated very well using a value of a = ~ and varying H 0 only. A value of a= 
~ corresponds to diffusional grow1 h in the free-molecular regime. From the full 
growth law governing diffusion in this regime, we could obtain PA - p! values from 
the best-fit values for Ha. When these were compared with the integral model 
predictions of vapor pressure, approximate saturation ratios during these periods 
of growth were found to be generally 3 -- 13. This is a reasonable range of values 
for a system undergoing condensational growth. 
Since the aerosol particles in these experiments were not strictly of free-
molecule size, the analysis was repeated using a full transition-regime growth law. 
The gas-phase partial pressures could be directly compared with those obtained 
from the power-law simulations to evaluate the accuracy of the simplified growth 
law. We found that the power-law expression predicted consistently lower PA - P.• 
values, but that the predictions were not qualitatively different. We can conclude 
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from this that the use of a power-law simplification for growth-law analyses can be 
used for qualitative but not quantitative results when the full growth law makes 
the analysis difficult or impossible. 
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TABLE 5. 1. Estimated growth-law parameters for smog chamber experiments 
Experimen_t Aromatic t; ( h()u rs) t1 (hou~-- H • u ----
MTMAl6 Tol 2.0 3.5 0.19 
MTMA22 Toi 1.5 3.0 0.38 
MTHA31 Toi 1.5 3.0 0.41 
MT1'A35 Toi 2.5 3.5 0.15 
DMMA45,A Toi 1.5 2.5 0.36 
DMMA45,B Toi 1.5 2.5 0.35 
XA08,A Xyl 0.5 2.0 0.78 
XB10,A Xyl 1.0 2.5 0.77 
XG15,B Xyl 1.0 2.0 0.83 
XK17,B Xyl 1.0 2.0 0.66 
XJ 19,A Xyl 1.0 2.5 0.34 
XJ19,B Xyl 1.0 2.0 o.rn 
XJ34,A Xyl 0.5 1.5 0.70 
Tt~3G,A Tmb 1.0 2.0 1.07 
T£39,A Tmb 1.0 2.0 0.87 
Tl43,B Tmb 1.0 2.5 0.25 
T04G,A Tmb 1.0 2.0 0.24 
TN52,A Tmb 0.5 1.5 0.86 
EHGG,A Eb 2.5 3.5 0.31 
E\170,B Eb 2.5 3.5 0.13 
EL73,A Eb 1.5 3.0 0.44 
TXl'75,~ ·-· Tmb 1.0 1.5 0.36 ··---
• H" wa.o: determined by a least-squares fit over all of the half-hcrnr intervals. 
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TABLE 5.2. Estimated gas-phase partial pressures and saturation 
ratios for smog chamber experiments, power-law growth expression 
Experiment Tern per at ure PA - P• P•at s 
K dynes cm-:_ __ <b'nes cm- 2 --· 
MTMA16 307 3.567 x 10-5 7.484 X 10-G 5.77 
MTMA22 318 7.260 x 10- 5 1.107 x 10- 5 7.56 
MTHA31 309 7.722 x 10- 5 8.053 X 10-G 10.59 
MTNA35 313 2.843 x 10- 5 9.299 X 10-G 4.06 
DMMA45,A 322 6.921 x 10-5 1.268 x 10-5 6.46 
DMMA45,B 322 6.729 x 10- 5 1.268 x 10-5 6.31 
XA08,A 310 1.471 x 10- 4 l.778 x 10- 5 9.27 
XBlO,A 305 1.441 x 10-4 l.316 x 10-[, 11.95 
XG15,B 291 1.517 x 10- 4 5.374 X 10-G 29.23 
XK17,B 294 1.212 x 10- 4 6.559 X 10-G 19.48 
XJ19,A 296 6.207 x 10- 5 7.473 X JO-G 9.39 
XJ19,B 296 3.502 x 10- 5 7.473 X 10-G 5.69 
XJ34,A 305 1.310 x 10- 4 l.31G x 10- 5 10.95 
TE3G,A 304 1.999 x 10- 4 1.713 x 10- 0 12.67 
TE39,A 302 1.620 x 10- 4 1.713 x 10-0 10.46 
Tl43,B 307 4.693 x 10-C. 1.713 x 10- 0 3.74 
T046,A 309 4.520 x 10- 5 1.713 x 10- 0 3.64 
TN52,A 311 1.625 x 10- 4 1.713 x 10- 5 10.49 
EH66,A 304 5.791 x 10- 5 6.693 X 10-G 9.65 
EM70,B 311 2.45G x 10- 5 8.658 X 10-G 3.84 
EL73,A 310 8.300 x 10-C. 8.351X10-G 10.94 
TXU75,A 307 6.758x 10- 5 1.713 X 10-G 4.95 
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TABLE 5.3. Gas-phase partial pressures and saturation 
ratios for smog chamber experiments, full growth expression 
Experiment Temperature PA - p. s Ratio of PA - p, 
K dynes cm~--- power-law /full growth ---·--·--
MTMA16 307 4.88 x 10-5 7.52 0.731 
MTMA22 318 9.18 x 10-5 9.29 0.791 
MTHA31 309 1.27 x 10-4 16.77 0.608 
MT:NA35 313 5.26 x 10-5 6.66 0.540 
DMMA45,A 322 1.01 x 10-4 8.97 0.685 
DMMA45,B 322 9.56 x 10-5 8.54 0.704 
XA08,A 310 2.32 x 10- 4 14.05 0.634 
XBlO,A 305 3.47 x 10-4 27.37 0.415 
XG15,B 291 2.00 x 10- 4 38.22 0.759 
XK17,B 294 1.11 x 10-4 17.92 1.092 
XJ19,A 296 1.20 x 10- 4 17.06 0.522 
XJ19,B 29G 5.31 x 10-5 8.11 0.660 
XJ34,A 305 2.03 x 10- 4 16.43 0.645 
TE3G,A 304 5.33 x 10-4 32.12 0.375 
TE39,A 302 3.54 x 10- 4 21.67 0.458 
Tl43,B 307 6.70 x 10- 5 4.91 0.700 
T04G,A 309 1.03 x 10- 4 7.01 0.439 
TK52,A 311 3.10x10- 4 19.10 0.524 
EHGG,A 304 9.79 x 10-5 15.63 0.592 
EM70,B 311 3.86 x 10- 5 5.46 0.636 
EL73,A 310 1.40 x 10- 4 17.76 0.593 
TXll75_,_A 307 1.64 x 10- 4 10.57 0.412 
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FIGURE 5 .1. Predicted and observed aerosol number distributions at 
half-hour intervals for MTHA31, from t = 1.5 hours to t = 3.0 hours. 
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FIGURE 5. 2. Predicted and observed aerosol volume distributions at 
half-hour intervalo for MTHA31, from t = 1.5 hours to t = 3.0 hours. 
o = ~. H 0 = 0.41 
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FIGURE 5. 4. Predicted and observed aerosol number distributions at 
half-hour intervals for TE36,A, from t = 1.0 hours to t = 2.0 hours. 
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FIGURE 5. 7. Predicted and observed aerosol volume distributions at 
half-hour intervals for MTHA31, using full transition-regime growth law. 
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CHAPTER 6 
Sil\IrLATIO:'.\S OF SIZE DISTRIBrTION 
EYOLrTIO:\ USI:\G A SECTIO:\AL l\IODEL 
6.1 Introduction 
In the previous chapter, we considered the full size distribution evolution of 
the photochemical aerosol only for those experiments that exhibited uniform con-
densational growth. We now simulate the complete size distribution evolution over 
the course of an experiment, including with condensation the processes of nucle-
ation and deposition. A powerful and convenient way of numerically simulating 
aerosol processes is the sectional solution of the GDE developed by Gelbard et 
al. (1980). The original sectional code, MAEROS (Gelbard, 1982) was extended 
in the code ESMAP (Warren and Seinfeld, 1985a) to include new particle for-
mation by homogeneous nucleation and to treat intersectional condensation more 
accura1ely. 
\\'e describe here further alterations to the existing computer code to make 
it suitable for simulation of the smog chamber experiments. These simulations 
will be used to compare the number concentrations both predicted by the integral 
model and observed, in order to evaluate the performance of the simpler integral 
model for simulating organic aerosol formation as an alternative to the full size 
distribution model. In addition, we will compare the predicted and observed 
aerosol size distributions over the course of the experiments. This comparison will 
allow us to evaluate to what extent we can model the processes occurring in the 
smog chamber experiments. 
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6.2 Input Parameters for Modeling of Smog Chamber Experiments 
For a sectional method simulation, the following information is needed: phys-
ical property data for the condensible species, including vapor pressure and sur-
face tension, a vapor source rate, and an initial aerosol mass distribution. Minor 
modifications were made to ESMAP so that it was suitable for smog chamber 
simulations. Temperature was included as a direct input, so that a vapor pres-
sure/temperature relation of the type obtained in the integral model calculations 
could be specified to fix the vapor pressure used in each simulation. An equation 
to couple the mass change in the vapor phase to the aerosol phase had been in-
eluded in ESMAP for a constant vapor source; however1 for our simulations we 
needed to use a varying source rate, as the generation of condensible vapor varied 
with time in the experiments. As in the integral model calculations, this vapor 
source was taken from the aerosol volume profile obtained experimentally. The 
source rate was determined by smoothing the aerosol volume versus time profile 
and interpolating between the times for which data were available. 
The initial aerosol mass distribution is a critical input for the sectional model 
simulations. ESMAP requires the specification of the aerosol mass concentration in 
each section at t = 0. However, it is not possible to specify both mass and number 
concentrations for each section, since these are fixed relative to one another by the 
choice of section boundaries. The assumptions that the mass concentration profile 
is flat across each section gives, for section l: 
(6.1) 
where x is the logarithm of the mass of the particle, and N 1 and Q1 are the 
number and mass concentrations in section l, respectively. Specification of the 
initial number and volume (or mass) distributions for each experiment, therefore, 
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can not be made independently. 
Let us consider the nature of the feed aerosol distribution in a typical experi-. 
ment. Figure 6.1 shows the number and volume distributions for the initial aerosol 
in side A of the dual-chamber m-xylene experiment, XJ19. Although both distri-
butions are unimodal, the median diameters are very different. If we attempted to 
represent this distribution with one lognormal distribution centered at 0.03 µm, 
the median diameter for the number distribution, the volume distribution would 
not exhibit the large peak at 0.14 µm. Conversely, if we assumed a single mode 
of particles centered around 0.14 µm, the large number concentration of small 
particles would not be represented. The solution to this mismatch was to assume 
that the initial distribution consisted of two lognormal distributions, the sum of 
whidi produced the number and volume distributions in Figure 6.1. 
A lognormal distribution is characterized by three parameters - ordinarily 
l\', D,.", and <lg for a number distribution, and V, DPu' and <lg for a volume 
distribution, where DPu is a median diameter for the distribution and <lg is the 
geometric standard deviation. Two lognormal distributions require 6 parame-
ters, and for the modeling we choose N, V, DpgIN, Dpg 2v, a91 and a 92 , where 
the subscripts 1 and 2 refer to the smaller and larger modes, respectively. Here, 
Dp"IN is the number-average diameter of the first mode, determined by the shape 
of the number distribution curve, DPu 2\' is the volume-average diameter of the 
second mode, determined by the volume distribution curve, and ag1 and ag2 are 
the geometric standard deviations of each mode. For any 1ognormal distribu-
tion, the number-average and volume-average diameters are uniquely related by 
o9 • Specification of N and V allows the determination of the number of par-
ticles and volume in each mode by conserving total number and total volume 
subject to the given diameters and standard deviations. The resulting distribu-
tion is shown in Figure 6.2, superimposed upon the experimental distribution. 
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Here we set 0 91 = 1.7, a92 = 1.4, Dp,tN = 0.03 µm, Dp,2V = 0.14 µm, N = 
8000 cm-3 , and V = 1.06 µm 3 cm-3 • The CJg values were obtained by fitting a 
single lognormal distribution to each mode individually. 
Generally, for all the experiments, the diameters and standard deviations of the 
initial aerosol did not vary significantly, indicating that the generation of the seed 
aerosol was fairly reproducible. Usually, 0.025 µm::; Dp,lN ::; 0.033 µm, 0.12 µm::; 
Dp, 2v ::; 0.16 µm, 1.6 ::; ag1 ::; 1.8, and 1.3 ::; ag2 ::; 1.6. Therefore, we assumed 
Dp,tN = 0.03 µm, Dp,2V = 0.14 µm, CJ91 = 1. 7, and a 92 = 1.4, and input N and 
V for each experiment to obtain a representation of the initial aerosol distribution 
for that experiment. 
The bimodal lognormal mass distribution obtained in this manner was con-
verted to mass per section for use in ESMAP, and then normalized so that the 
total initial number concentration was conserved. As we showed previously, the 
number per section and mass per section can not be specified independently; with-
out normalization the number concentrations obtained from the sectionalized mass 
distributions were approximately twice the experimental initial number concentra-
tions. When the simulated and observed initial number concentrations were set 
equal, the resulting initial mass loading was lower than experimentally observed; 
hmvever 1 since it represents such a small fraction of the eventual total mass in the 
system, the inaccuracy associated with this is unimportant. This point will be 
demonstrated later. 
6.3 Predictions of Number Concentrations 
Our first goal ''las to assess how the full size distribution simulation of number 
concentration compared with the number concentrations predicted by the inte-
gral model. We used the vapor pressure/temperature predictions from the SNM 
model calculations and the physical property assumptions about molecular weight, 
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surface tension, and particle density that we had used previously to carry out the 
initial sectional method simulations. The source rate was inferred from the aerosol 
growth information, and the initial distributions were obtained as outlined above. 
Coagulation was not included since, as previously shown, it is expected to be 
insignificant in these systems. 
Figure 6.3 shows the predicted and observed final number concentrations for 
each of the original aromatic species. As in the discussion of the integral model 
results, the points that fall exactly on the dashed line represent those experiments 
where the in ital aerosol loading suppressed nucleation entirely and the final number 
(both observed and predicted) equaled the initial number. We see from Figure 6.3 
that the agreement between the predicted and observed number concentrations 
is generally within a factor of two. If we compare these results with Figure 4.4, 
the analogous predictions for the integral model simulations, we note that the 
amount of scatter is quite similar. This comparison shows that the two models 
are in substantial agreement; that is, the vapor pressures from the integral model, 
obtained by fitting the observed and simulated nucleation events, lead to similar 
amounts of nucleation when used in the sectional model. 
Warren and Seinfeld (1985a) compared the integral and sectional models and 
found that the final number concentration predicted by the sectional model for 
a system with no initial particles and a constant vapor source was found to be 
higher than that predicted by the integral model by a factor of two to three. 
For systems both with and without initial particles, with a varying vapor source. 
we note, as earlier, that the sectional model generally predicts more nucleation 
in the system, with most points falling above the dashed line. This behavior is 
to be expected, since in the integral model, the assumption that the aerosol is 
monodisperse maximizes the predicted condensation rate, hence minimizing the 
nucleation rate. If we compare, for instance, the condensation rate for a lognormal 
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aerosol of the same total mass, M, and total number, N, as that of an equivalent 
monodisperse distribution, it can be shown that 
Rc,1o9norma1 = Rc,monodisper!e exp(-ln2a 9). 
For a lognormal distribution with a9 = 1.6, the condensation rate is 0.8 times that 
for a monodisperse distribution. Therefore, when we use the integral model vapor 
pressures in a full size distribution simulation, the predicted condensation rate will 
be lower because of the polydispersity, and therefore the predicted nucleation rate 
will be higher. 
We can artificially depress the condensation rate in the integral model by a 
so-called "polydispersity factor," ap. In order to determine whether the increased 
nucleation observed with the sectional model simulations results from using a full 
aerosol size distribution, the integral model calculations described in the previous 
chapter were repeated with the condensation rate given by: 
Re ,po/ydi~perH = O:p Rc,monodi~perse • (6.2) 
We set o:P = 0.8, approximating the condensation rate for a lognormal distribu-
tion with o9 = 1.6. Figure 6.4 shows the final number concentration predicted 
for each toluene experiment using the SNM model with O:p = 1.0 (monodisperse), 
and with ap = 0.8, as well as the final number concentration predicted from the 
ESMAP simulations. \Ve show only the toluene results as an example. Since we 
are interested in comparing the "polydisperse" SNM and the ESMAP predictions 
of number concentration, these are both plotted against the monodisperse SNM 
results. The final number concentrations predicted by both simulations with poly-
disperse aerosols are higher than those predicted by the monodisperse integral 
model, and are, in fact, quite close to one another. These findings demonstrate 
that the greater nucleation predicted when using the integral model vapor pres-
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sures with the sectional model can be attributed to the polydisperse representation 
of the aerosol in the system. 
We calculated the best-fit vapor pressure/temperature relationship for the set 
of toluene experiments using the sectional model, to compare with those obtained 
from the integral model. These predictions of vapor pressure based on the sectional 
model are shown in Figure 6.5, along with the best-fit vapor pressures from the 
integral model. We expect that the vapor pressures predicted using the sectional 
model will be somewhat higher than those predicted with the integral model, since 
species with higher vapor pressures produce fev·:er particles when condensation 
and nucleation are competing for the same source of condensible vapor. A higher 
vapor pressure will decrease the saturation ratio for the same gas-phase partial 
pressures of condensible vapors, hence decreasing the nucleation rate. The best-fit 
vapor pressure/temperature lines for both models are also given in Figure 6.5. We 
note there is a slightly stronger temperature dependence in the sectional model 
predictions. 
As an additional note with regard to these simulations, we find, as in the 
integral model discussion, that nucleation is underpredicted in systems with initial 
particles, as was found with the integral model. This question remains unresolved. 
6.4 Simulations of Size Distribution Evolution 
We shall now consider the predictions of the full size distribution evolution 
of several representative experiments. First, we will consider an experiment in 
which there was no observed nucleation, to evaluate the simulated behavior of a 
growing aerosol. This experiment will be used to evaluate the effects of different 
assumptions for the initial aerosol mass loading. The simulation of an experiment 
with no initial particles allows us to evaluate the representation of the nucleation 
event and the resulting single mode of secondary aerosol. Finally, we will con-
-101-
sider an experiment with seed aerosol and a burst of nucleation, which allows the 
simulation of both primary and secondary modes of aerosol. 
Flgure 6.6 shows the total aerosol number and volume concentrations as a func-
tion of time for the m-xylene experiment, XJ19, side A. There were 7400 cm-3 
initial particles in the system, with a total volume of 0.82 µm3 cm-3 • In this 
experiment, there was no observed nucleation. The total number decays with 
time as particles are lost by deposition, while the total volume increases early in 
the experiment and then eventually decreases because of depositional loss. The 
evolution of the aerosol volume distribution is shown in Figure 6.7. These simu-
lations were performed with 18 sections per decade in particle diameter over two 
decades, evenly spaced on a logarithmic diameter axis. The experimental distribu-
tions shovrn are the inverted data averaged over a ±7.5-minute interval. After one 
hour, the primary aerosol has increased in size and in total volume, and the sim-
ulated distribution is quite close to that observed. After 2.0 hours of growth, and 
after 3.5 hours, the observed distribution has narrowed considerably more than 
the simulated distribution because of numerical diffusion inhPrf'n1. in the sectional 
representation of condensation in ESMAP. 
In order to evaluate the effect of the starting volume distribution used in the 
simulations on the predicted distributions, we considered a variety of initial distri-
butions in one simulation. \Ve carried out them-xylene simulation described above 
with three different initial distributions: the normaHzed sum of lognormals, as out-
lined in Section 6.2, the unnormalized initial mass distribution, which conserves 
total volume but not tot.al number, and an exact duplication of the observed ini-
tial volume distribution, which neglects the large mode of smaller particles. Each 
of these starting distributions is shown in Figure 6.8. The initial number con-
centrations for these three cases are 7.4 x 103 cm-3 (the correct initial number 
concentration), 1 .40 x 104 cm-3 , and 7.53 x 103 cm-3 • 
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The simulated mass distributions after 3.5 hours of growth are shown in Figure 
6.8 along with the observed distribution. The main differences in the simulated 
distributions at this point arise from the different initial number concentrations. 
The two distributions that start with approximately 7500 cm- 3 initial particles 
look almost identical after growth has occurred, yet their initial volume distri-
butions are not similarly shaped, nor is the total volume initially the same. The 
initial number concentration is close to the observed initial number only coinciden-
tally. The unnormalized initial distribution produces a distribution after growth 
has occurred that is similar in shape to the other two but has a much smaller 
median diameter. Because of the increased number of initial particles, each can 
not grow as large. From these simulations it appears that matching the shape of 
the initial volume distribution is not as important as matching the initial number 
concentrations. The normalized sum of lognormals is therefore an excellent choice 
for a starting distribution, since it reproduces approximately both the number and 
volume distributions while conserving initial number. 
The total number and total volume profiles for one side of a dual-chamber 
toluene experiment (DQXA57, side B) are shown in Figure 6.9. There were no 
initial particles in this sy.stem, and nuc1eation was observed after approximately 
1.5 hours. We present in Figure 6.10 the simulated volume distributions for this 
experiment. At t = 1.5 hours, no secondary aerosol is evident, but at t = 2.0 
hours new particles have formed and grown to over 0.1 µm in size. The simulated 
volume distributions at 2.0 hours and at 3.5 hours show approximately the same 
average diameters as the observed distributions, but are much broader. 
Figure 6.11 shows the evolution of the volume distribution for the single-
chamber toluene experiment, HTLA41. In this experiment there were approxi-
mately 3000 cm-3 initial particles, and nucleation was observed late in the exper-
iment, beginning at t ~ 3.5 hours. After 2.5 hours of growth, the primary aerosol 
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has increased in size and in volume, and the simulated distribution is somewhat 
broader than the observed distribution. After 4.0 hours, the burst of new particles 
appears, in both the observed and the predicted distributions. We see, however, 
that after 5.0 hours the resolution of the two modes is lost in the simulated dis-
tribution, while the experimental distribution still retains separate primary and 
secondary aerosol modes. This is another ilJustration of the numerical diffusion 
associated with the sectional method. 
6.5 Couclusions 
We have shown that the sectional model calculations of number concentration 
agree reasonably well with the integral model calculations, but predict a slightly 
higher number of nucleating particles for the same input vapor pressures. This 
behavior can be attributed to the decrease in condensation rate that attends a 
polydisperse rather than a monodisperse aerosol. Such a decrease leads to an 
increase in micleation rate, since the two processes are in competition for the 
available vapor. Re-predicting the vapor pressures as a function of temperature 
using the sectional model yields results that are qualitatively similar to those of 
the integral model. In predicting the time evolution of the volume distribution, 
we found that the sectional solution method produced significant amounts of nu-
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HTLA41, t = 0 
0. 1 1 
Op in µm 
t = 4.0 hours 


















































Op in µm 








Op in µ,m 
F!Gl'RE 6. 11. Predicted and observed aerosol volume distributions for 
HTLA41, at t = 0, t = 2.5 hours, t = 4.0 hours, and t = 5.0 hours. 
- observed, - · - predicted 
-115-
CHAPTER 7 
CO:\CL l'SIO:'.\S AXD RECO~I~IEl\DATIONS 
FOR FCRTHER STl-DY 
7.1 Summary 
We have carried out an extensive experimental study of secondary organic 
aerosol formation and growth in aromatic hydrocarbon/NOx systems. Outdoor 
smog chamber experiments were designed to study the gas-phase reaction kinetics, 
the aerosol physics, and the aerosol-forming potential of the photooxidations of 
toluene, m-xylene, ethyl benzene, and 1,3,5-trimethyl benzene. Aerosol data were 
collected at approximately 3-minute intervals during each several-hour experiment, 
generating a significant data base for modeling studies. 
A multi-instrument inversion routine was developed to determine the aerosol 
size distributions from the raw data throughout each experiment. This routine 
198i) on the combined electrical aerosol analyzer and optical particle counter 
observations to produce an estimate of the aerosol size distribution in the system 
at each sample time. Such a multi-instrument inversion has not been reported 
previously. 
Several aerosol models were used to describe the observed aerosol dynamics. 
The integral (SNM) model developed by Warren and Seinfeld (1984, 1985b) was 
used to determine saturation vapor pressures for the condensible species in the sys-
tern by fitting the observed nucleation events as a function of temperature. Phys-
ical property data for these systems must be estimated from the observed aerosol 
dynamics in the absence of molecular composition information for the condensible 
vapors. Predictions of final number concentrations for each experiment obtained 
-116-
using these vapor pressures were very close to the observed number concentra-
tions, except in some systems with initial aerosol where nucleation was observed. 
For these experiments, the integral model generally underpredicted the observed 
amount of nucleation. Expansion of the model to include two condensible species 
with different vapor pressures could not account for the observed nucleation. 
Preliminary size distribution simulations were performed using a growth-law 
analysis of the experiments that included periods of steady condensational growth. 
An analytical solution of the Condensation Equation (Williams, 1983) was used 
with two different growth laws to explore the mechanism of growth in these sys-
tems. From a power-law approximation of the growth law, it was found that 
the experiments exhibited behayior consistent with diffusion-limited growth in 
the free-molecular regime. Since the aerosol particles were generally too large to 
be considered free-molecular, the analysis was repeated using the full transition-
regime growth expression. Vapor-phase partial pressures were obtained by fitting 
the predicted and observed evolution of the size distribution; these, when com-
pared with the integral model vapor pressures, gave apparent saturation ratios in 
the system. These saturation ratios were found to be in the range of 4 to 20, a 
reasonable range for condensational growth to be occurring. 
A full size distribution simulation of the experiments was carried out using 
the sectional model ES11AP (Warren and Seinfeld, 1985a), which is an extension 
of the code MA EROS (Gelbard, 1982). Predictions of final number concentration 
using the integral model vapor pressures were higher with the sectional model 
than with the monodisperse integral model; this is because the predicted overall 
condensation rate is lower for a polydisperse aerosol, leading to higher nucleation 
rates. Comparisons of the predicted and observed size distribution evolutions were 
difficult because of numerical diffusion limitations of current versions of ESMAP. 
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7.2 Nucleation in the Atmosphere 
One of the goals of this work was to determine whether homogeneous nucle-
ation of organic aerosol occurs in the atmosphere. From the experiments and the 
simulations, we can estimate the physical parameters needed to carry out a sim-
ulation of atmospheric aerosol dynamics, for the formation of secondary organic 
aerosol from aromatic hydrocarbons. We will use a typical atmospheric aerosol 
and the sectional code ESMAP to estimate whether nucleation does, in fact, oc-
cur in the atmosphere or whether most secondary organic aerosol is formed by 
condensation onto existing particles. 
An aerosol volume distribution on a typical Los Angeles day was obtained 
from Larson (1988) to use as the starting distribution for ESMAP. As in the pre-
vious calculations in this study, the aerosol density was assumed to be 1.0 g cm-3 , 
the molecular weight of the condensible organic, 150 g mole- 1 , and the surface 
tension, 30 dynes crn- 1• Aerosol deposition in the system was taken to be the 
sarne as observed in the sn1og chamber. The vapor pressure Vt'as assumed to be 
I x 10-5 dynes crn- 2 , approximately the value found for the smog chamber ex-
periments, and the temperature was set at 300 K. The source rate of condensible 
vapor was assumed constant, and set to 0.02 µg m- 3 sec- 1 . This was an average 
source rate for the aromatic concentrations in the smog chamber experiments, and 
should be significantly higher than that for the atmosphere, where the quantity of 
initial aromatic hydrocarbon is much lower than in the experiments. Atmospheric 
concentrations of aromatic hydrocarbons are on the order of 50 ppb (Grosjean 
and Fung, 1984), and the smog chamber concentrations of aromatics were ap-
proximately 2 ppm; the source rate of condensible organics in the smog chamber 
is therefore approximately 40 times that expected in the atmosphere. Using the 
smog chamber source rate in the simulation should give us an upper bound for 
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the source rate of condensible vapors in the atmosphere. The calculation was 
carried out for four hours of simulation time. No explicit particle sources were 
included; the only new particles introduced into the system were those generated 
by homogeneous nucleation. 
Figure 7.1 shows the aerosol volume and number concentration profiles for the 
four-hour simulation. No nucleation is observed, and the aerosol volume decreases 
initially, then increases steadily over the four hours. The predicted initial decrease 
in volume is caused by the depositional loss of the larger particles in the sta.rting 
atmospheric distribution. We present in Figure 7 .2 the aerosol volume distribu-
tions at t = 0, 0.5 hours, 1.0 hours and 4.0 hours. The initial volume distribution 
has a coarse mode of particles (> 2 µm) and a fine mode; after one hour most of 
the coarse particles have deposited out. The volume distribution at t = 4 hours 
shows virtually no coarse particle mode, but substantial condensational growth of 
the fine mode. 
We can conclude from this simulation that it is unlikely that homogeneous 
nucleation of organic aerosols occurs in the atmosphere. It is possible that inho-
mogeneities in the atmosphere could still provide a means for some small amount 
of nucleation to occur, but we assume that condensational growth is the dominant 
mechanism for gas-to-particle conversion of condensible organic species from the 
aromatic hydrocarbon photooxidation. 
7.3 Recommendations for Future Work 
There are several areas in which we could improve our understanding of organic 
aerosol formation. Characterization of the source rate of condensible vapor in the 
smog chamber experiments remains one of the major uncertainties in this work. A 
better understanding of the gas-phase chemistry, along with molecular composition 
data on the aerosol-phase species, would allow the prediction of the vapor source 
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rate directly from the gas-phase observations. Molecular composition analysis of 
the organic aerosol would help provide physical property data that is essential for 
the condensation and nucleation modeling. Other methods for estimating physical 
property data for the aerosol species in this system would be valuable as well, for 
example, vapor pressure measurements using the differential mobility analyzer 
(Rader et al., 1987). 
It is difficult to estimate the aerosol size distributions in the experiments from 
the signals of the aerosol instruments used in this study. More accurate data 
inversion methods are needed to assess the performance of the multi-instrument 
smoothed-Twomey inversion of the raw aerosol data from these instruments. This 
analysis would allow us to verify the accuracy of our inverted size distribution 
data, and is crucial in order to trust the comparisons between simulations and 
observations. Alternatively, aerosol instruments that provide better size resolution 
over the range of particle sizes encountered in these experiments (such as the 
differential mobility analyzer/condensation nuclei counter combination) would give 
datri that are more easily inverted. 
The growth-law analyses can be extended to model a system with nucleation 
and deposition. This extension may require a large effort in determining how to 
treat nucleation, since solutions that follow trajectories in particle size, such as the 
method of characteristics technique used here, are not readily extended to include 
the initiation of new trajectories as nucleation occurs. 
Finally, the sectional code, MAEROS, has recently been modified to use a 
moving-grid technique to eliminate numerical diffusion inaccuracies in the treat-
ment of condensation (Gel bard, 1987). This code, however, does not include 
homogeneous nucleation, which would be necessary before the code could be used 
to model the smog chamber experiments. 
Further experiments to study aerosol formation and growth should be carried 
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out in a better-characterized system. In a system with known aerosol-phase pre-
cursor species, many of the modeling uncertainties would be reduced. The outdoor 
smog chamber will always have limitations because of the inability to control tem-
perature and concentrations precisely, but it remains a valuable tool for studying 
gas-phase kinetics and aerosol dynamics in atmospheric systems. 
-121-
Number concentrotion ... 
0 .... 
x I . . • 
-..., I 
E 
(,) ........ ... . 
I> 0 






0 I I 
I 
0 , 2 3 















0 1 2 4 
Time in hours 
FIGURE 7. I. Predicted total aerosol volume and number concentrations as 
a function of time for simulation of atmospheric organic aerosol formation. 
Initial aerosol distribution from measurements of 

















.. , ...... 
,: ·, 
... 
I : ' i : ' ' I/:-' jl'! ' . ' . ' ' ,. : ... ' ,! : ........ ::· ... ·. 
1! : ~..... ·~:·. 
I! : \'· ' , : :\·. 
I i : .. 
I i i 
' ; , 
0.1 1 





\ ' ' \ ' \ . ' ' \ .. ····· .. \ \ .. 
10 
FIGURE 7. 2. Predicted aerosol volume distribution11 at t "" 0, t = 0.5 honr!l, t == 1.0 
hourf:ll, and t = 4.0 hot1t8 for simulation of atmospheric organic aerosol format.ion. 








Brock J.R. (1972), 
Condensational Growth of Atmospheric Aerosols, J. Colloid Interface Sci., 39, 
32 - 36. 
Crump J.G. {1983), 
Aerosol Deposition, Growth, and Dynamics in the Continuous Stirred Tank 
Reactor, Ph.D. Thesis, California Institute of Technology. 
Crump J.G. and Seinfeld J.H. (1981), 
Turbulent Deposition and Gravitational Sedimentation of an Aerosol in a Ves-
sel of Arbitrary Shape, J. Aerosol Sci., 12, 405 - 415. 
Crump J.G. and Seinfeld J.H. (1982a), 
A New Algorithm for the Inversion of Aerosol Size Distribution Data, Aerosol 
Sci. Technol., 1, 15 - 34. 
Crump J.G. and Seinfeld J.H. (1982b), 
Further Results on Inversion of Aerosol Size Distribution Data: Higher-Order 
Sobolev Spaces and Constraints , Aerosol Sci. Technol., 1, 363 - 369. 
Davis E.J. (1983), 
Tr_ansport Phenomena with Single Aerosol Particles, Aerosol Sci. Technol., 2, 
121 - 144. 
Drake R.L. (1972), 
A General .Mathematical Survey of the Coagulation Equation, in "Topics in 
Current Aerosol Research, part 2," G.M. Hidy and J .R. Brock (Eds.), Perga-
mon, New York, 201 - 3i6. 
Friedlander S.K. (1977), 
Smoke, Dust and Haze, John Wiley and Sons, New York. 
Fuchs N.A. (1964), 
The Mechanics of Aerosols, Pergamon, New York. 
Fuchs N.A. and Sutugin A.G. (1971), 
High-Dispersed Aerosols, in "Topics in Current Aerosol Research," G.M. Hidy 
and J.R. Brock (Eds.), Pergamon, New York, 1 - 200. 
Gelbard F. (1979), 
The General Dynamic Equation for Aerosols, Ph.D. Thesis, California Institute 
-124-
of Technology. 
Gelbard F. (1982), 
MAEROS User Manual, Sandia National Laboratories~SAND80-0822, Albu-
querque, New Mexico. 
Gelbard F. (1987), 
Multicomponent Aerosol Condensation and Coagulation, presented at AAAR 
Annual Meeting, September, 1987, Seattle, WA. 
Gelbard F. and Seinfeld J.H. (1979), 
Exact Solution of the General Dynamic Equation for Aerosol Growth by Con-
densation, J. Colloid Interface Sci., 68, 173 - 183. 
Gelbard F., Tambour Y., and Seinfeld J.H. (1980), 
Sectional Representations for Simulating Aerosol Dynamics, J. Colloid Inter-
face Sci., 76, 541 - 556. 
Grosjean D. (1977), 
Aerosols, in "Ozone and Other Photochemical Oxidants," National Academy 
of Sciences, \Vashington D.C., 45 - 125. 
Grosjean D. and Fung K. (1984), 
Hydrocarbons and Carbonyls in Los Angeles Air, J. Air Pollut. Control Assoc., 
34, 537 - 543. 
Hanson R.J. (1971), 
A ,"!\'umerical Method for Solving Fredholm Integral Equations of the First 
Kind Using Singular Values, SIA:M J. Numer. Anal., 8, 616 - 622. 
Heisler, S.L. and Friedlander S.K. (1977), 
Gas-to-Particle Conversion in Photochemical Smog: Aerosol Growth Laws and 
.Mechanisms for Organics, Atmos. Environ., 11, 157 - 168. 
Kaijser T. (1983), 
A Simple Inversion Method for Determining Aerosol Size Distributions, J. 
Comput. Phys., 52, 80 - 104. 
Kopczynski S.L. (1964), 
Photo-oxidation of Alkylbenzene-Nitrogen Dioxide Mixtures in Air, Int. J. Air 
Water Pollut., 8, 107 - 120. 
Larson S.M. (1988), 
A Study of Summer Midday Lav.·- Visibility Events in the Los Angeles Area, 
Ph.D. Thesis, California Institute of Technology. 
Liu B.Y.H. and Lee K.W. (1975), 
An Aerosol Generator of High Stability, Amer. Ind. Hyg. Assoc. J., 36, 861 -
865. 
-125-
Liu B.Y.H. and Pui D.Y.H. (1975), 
On the Performance of the Electrical Aerosol Analyzer, J. Aerosol Sci., 6, 
249 - 264. 
Lothe J. and Pound G.M. (1961), 
Reconsiderations of Nucleation Theory, J. Chem. Phys., 36, 2080 - 2085. 
Maher E.F. and Laird N.M. (1985), 
EM Algorithm Reconstruction of Particle Size Distributions from Diffusion 
Battery Data, J. Aerosol Sci., 16, 557 - 570. 
l\farkowski G.R. (1987), 
Improving Twomey's Algorithm for Inversion of Aerosol Measurement Data, 
Aerosol Sci. Technol., 7, 127 - 141. 
McMurry P.H. and Grosjean D. (1985), 
Plwtochemical Formation of Organic Aerosols: Growth Laws and Mechanisms, 
Atmos. Environ., 19, 1445 - 1451. 
McMurry P.H. and Rader D.J. (1985), 
Aerosol \Vall Losses in Electrically Charged Chambers, Aerosol Sci. Technol., 
4, 249 - 268. 
McMurry P.H. and Wilson J.C. (1982), 
Growth Lav»s for the Formation of Secondary Ambient Aerosols: Implications 
for Chemical Conversion ~Mechanisms, Atmos. Environ., 16, 121 - 134. 
!\k\\'hirter J.G. and Pike, E.R. (1978), 
On tlic Numerical Inversion of the Laplace Transform and Similar Fredholm 
Integrals of the First Kind, J. Phys. A: Math-Gen., 11, 1729 - 1745. 
Mirabel P. and Katz J.L. (1974), 
Binary Homogeneous Nucleation as a Mechanism for the Formation of 
Aerosols, J. Chem. Phys., 60, 1138 - 1144. 
Nelson P.F., Quigley S.M., and Smith M.Y. (1983), 
Sources of Atmospheric Hydrocarbons in Sydney: A Quantitative Determina-
tion Using a Source Reconciliation Technique, Atmos. Environ., 17, 439 - 449. 
O'Brien R.J., Holmes J.R., and Bockian A.H. (1975), 
Formation of Photochemical Aerosol from Hydrocarbons: Chemical Reactivity 
and Products, Environ. Sci. Technol., 9, 568 - 576. 
Okuyarna K., Kousaka Y., Warren D.R., Flagan R.C., and Seinfeld J.H. (1987), 
Homogeneous N11cleation by Continuous Mixing of High Temperature Vapor 
with Room Temperature Gas, Aerosol Sci. Technol., 6, 15 - 27. 
Rader D.J., Mc:Murry P.H., and Smith S. {1987), 
Evaporation Rates of Monodisperse Organic Aerosols in the 0.02 - 0.2 µm-
-126-
Diameter Range, Ae.rosol Sci. Technol., 6, 24 7 - 260. 
Richards L.W. (1979), 
The ReductiOn of Data from the Electrical Aerosol Analyzer, in "Aerosol 
Measurement," D.A. Lundgren, et al. (Eds.), University Presses of Florida, 
Gainesville, 438 - 450. 
Schwartz W.D. (1974), 
Chemical Characterization of Model Aerosols, EPA Report # EPA-65013-74-
011, \\7ashington, D.C. 
Seinfeld J.H. (1986), 
Atmospheric Chemistry and Physics of Air PoJlution, John Wiley and Sons, 
New York. 
Seinfeld J.H. and Bassett M. (1982), 
Effect of the Mechanism of Gas-to-Particle Conversion on the Evolution of 
Aerosol Size Distributions, in "Heterogeneous Atmospheric Chemistry," D.R. 
Schryer (Ed.), American Geophysical Union, Washington, D.C., 6 - 12. 
Stauffer D. (1976), 
Kinetic Theory of Two-Component ( "Jleteromolecular") Nucleation and Con-
densation, J. Aerosol Sci., 7, 319 - 333. 
Stern J.E., Wu J.J., Flagan R.C., and Seinfeld J.H. (1986), 
Effect of Spatial Inhomogeneities on the Rate of Homogeneous Nucleation in 
Systems with Aerosol Particles, J. Colloid Interface Sci., 110, 533 - 543. 
Strand O.N. and Westwater E.R. (19G8), 
Minimum-RMS Estimation of the Numerical Solution of a Fredholm Integral 
of the First Kind, SIAM J. Numer. Anal., 5, 287 - 295. 
Tambour Y. and Seinfeld J.B. (1980), 
Solution of the Discrete Coagulation Equation, J. Colloid Interface Sci., 74, 
260 - 272. 
Twomey S. (1963), 
On the Numerical Solution of Fredholm Integral Equations of the First Kind 
by the Inversion of the Linear System Produced by Quadrature, J. Assoc. 
Comput. Mach., 10, 97 - 101. 
Twomey S. (1965), 
The Application of Numerical Filtering to the Solution of Integral Equations 
Encountered in Indirect Sensing 1'1easurcments, J. Franklin Inst., 279, 95 -
109. 
Twomey S. (1975), 
Comparison of Constrained Linear Inversion and an Iterative Nonlinear Al-
-127-
gorithm Applied to the Indirect Estimation of Particle Size Distributions, J. 
Comput. Phys., 18, 188 - 200. 
Warren D.R., Okuyama K., Kousaka Y., Seinfeld J.H., and Flagan R.C. (1987), 
Homogeneous Nucleation in Supersaturated Vapor Containing Foreign Seed 
Aerosol, J. Colloid Interface Sci., 116, 563 - 581. 
Warren D.R. and Seinfeld J.H. (1984), 
Nucleation and Growth of Aerosol from a Continuously Reinforced Vapor, 
Aerosol Sci. Technol., 3, 135 - 153. 
Warren D.R. and Seinfeld J.H. (1985a), 
Simulation of Aerosol Size Distribution Evolution in Systems with Simulta-
neous Nucleation, Condensation, and Coagulation, Aerosol Sci. Technol., 4, 
31 - 43. 
Warren D.R. and Seinfeld J.H. (1985b), 
Prediction of Aerosol Concentrations Resulting from a Burst of Nucleation, J. 
Colloid Interface Sci., 105, 136 - 142. 
\Villiams, M.M.R. (1983), 
The Time-Dependent Behavior of Aerosols with Growth and Deposition. 
I. Without Coagulation, J. Colloid Interface Sci., 93, 252 - 263. 
Williams, M.M.R. (1984), 
On Some Exact Solutions to the Space- and Time-Dependent Coagulation 
Equation for Aerosols, J. Colloid Interface Sci., 101, 19 - 26. 
Wilson \\'.E. Jr., Miller D.F., Levy A., and Stone R.K. (1973), 
The Effect of Fuel Composition on Atmospheric Aerosol Due to Auto Exhaust, 





EFFECT OF SPATIAL I:\HO:'.\IOGE:\EITIES 0:\ 
THE RATE OF HO:'.\IOGE:\EOrs :\l~CLEATIO:'.\ 
I:'.\ SYSTE~IS \\'ITH AEROSOL PARTICLES 
.Jennifer E. Stern, Jin-Jwang Wu,* Richard C. Flagan,· and John H. Seinfeld 
Department of Chemical Engineering 
California Institute of Technology 
Pasadena, California 91125 
Appeared in J. Colloid Interface Sci., 110, 533--543 (1986). 
i.l Abstract 
The presence of growing particles in a system leads to spatial inhomogeneities 
in the vapor concentration. The effect of these spatial variations on the rate of 
formation of new particles by homogeneous nucleation is examined theoretically 
using a cell model. Results indicate that the presence of these inhomogeneities 
in systems both with and without initial aerosol generally has little effect on the 
final number concentration of particles following a nucleation "event." 
--------- ·--- --···----
* Department of Environmental Engineering Science 
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i.2 Introduction 
Classical nucleation theory predicts the rate of formation of aerosol particles 
in a system containing a highly supersaturated vapor. In the presence of growing 
particles there exist local vapor concentration and temperature profiles around 
each particle. These spatial inhomogeneities will cause the overall nucleation rate 
in the system to differ from that based on the average vapor concentration and 
temperature. In this paper we examine the magnitude of the effect of these local 
spatial inhomogeneities on the rate of formation of new particles by homogeneous 
nucleation. 
The rate of formation of new particles by homogeneous nucleation is most com-
monly represented by the classical theory of Volmer, Becker, Doring and Zeldovkh 
(Springer, 1978): 
(£.1) 
Equation (i.l) expresses the rate of formation of new particles as a function of 
the local saturation ratio of vapor, S, and the local temperature, T. The particles 
formed have a surface tension a, molecular volume vi, and molecular mass m 1 • 
After some particles form, vapor depletion by condensation, as well as nucleation, 
will diminish the vapor supersaturation and quench the nucleation process (Warren 
and Seinfeld, 1984, 1985). Condensational growth of the particles then dominates 
to relieve the excess vapor supersaturation. 
Since depletion of the vapor by condensation will quickly dominate once a 
sufficient number of particles are present, nucleation will effectively cease. \Varren 
and Seinfeld (1984, 1985) have shown how one therefore can predict a final number 
concentration of particles that will be formed for a given set of conditions. Consid-
ering a spatially homogeneous system containing a condensible vapor and aerosol 
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particles in which homogeneous nucleation, condensation, and vapor generation 




where Nv is the vapor phase concentration, NP is the aerosol number concentration, 
and Mp is the total mass loading in the aerosol phase. Ro, J, and Re are the rates 
of vapor generation, nucleation and condensation, respectively. gp is the assumed 
number of vapor molecules in the nucleating particles. The vapor concentration, 
A7,;, determined from a mass balance, corresponds to the average saturation ratio 
in the system. 
From the form of the nucleation rate expression, Equation (i.1), we can see 
that there is a very strong dependence on saturation ratio. Therefore, local spatial 
inhomogeneities in a system containing particles could significantly influence the 
overall nucleation rate and the resulting number concentration. 
}.fany researchers have considered the effects of interparticle competition for 
vapor in the context of the diffusional growth problem (Reiss and LaMer, 1950; 
Reiss, 1951; Frisch and Collins, 1952, 1953; Reiss et al., 19i7). These efforts have 
been concentrated largely on solving the diffusion equation around a single par-
ticle, then extending that solution to an ensemble of particles. There are some 
mathematical difficulties that arise in the boundary conditions, as the growing 
particle imparts to the problem a moving boundary. This moving boundary prob-
lem has been solved by a number of different mathematical techniques, including 
perturbation methods (Frisch, 1952; Frisch and Collins, 1953; Goodrich, 1966), 
other approximate numerical solutions (Reiss and LaMer, 1950) and approximate 
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analytical solutions (Reiss et al., 1977). There have been several treatments of 
the competition between simultaneous nucleation and growth (Zaiser and LaMer, 
1948; Reiss and LaMer, 1950), but none that attempts to account for the local 
profiles around an aerosol particle. Here we will concentrate on nucleation in a 
macroscopically homogeneous system, and the effect of the local spatial inhomoge-
neities around each growing particle on the overalI rate of new particle formation. 
[Note that this is in contrast to the macroscopically inhomogeneous system con-
sidered by Becker and Reiss (1976) and McGraw and McMurry (1983).] 
The effect of local spatial inhomogeneities on the rate of homogeneous nucle-
ation during the early stages of nucleation has been considered by Pesthy et al. 
(1981) and Alam {1984). In these studies the conservation equations for heat and 
mass transfer were solved for the steady-state vapor concentration around a single 
growing aerosol particle. Boundary conditions were taken at the particle surface 
and at infinity, and the resulting vapor saturation ratio profile was written as a 
function of S00 , T00 and r, assuming some known concentration at the particle sur-
face. The nucieation rate was determined therefore as a function of radial distance 
from the particle. If the system considered is sufficiently dilute, the temperature 
effects can be neglected, as any substantial heat transfer will be dissipated by 
collisions with air molecules. This means that the heat released by gas-to-particle 
conversion will not have a significant effect on the temperature of the system, and 
the nucleation rate expression will be dependent only on S00 and r. 
A radius, pa, was then defined around the particle of radius a, such that the 
nucleation rate averaged over all of space equals the nucleation rate based on S00 
from pa to infinity, 
( i.5) 
Thus, the volume between a and pa is treated as a dead zone for nucleation. The 
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nucleation rate was approximated by a step function at radius pa, the edge of this 
so-called clearance volume. 
In a system of particles, the same idea can be applied, but a total fractional 
clearance volume is defined: 




for a particle number distribution n(a). If n = 1, the nucleation rate is zero in a]] 
of the available space. The clearance volume approach is valid, however, only in 
the limit of very small effects. In this situation, each particle can be considered to 
be in isolation, and the total fractional clearance volume, n « 1. If we attempt 
to extend it past these limits, many additional uncertainties are introduced, as 
clearance volumes can overlap, and the saturation ratio cannot reach a value at 
infinity. Thus, it is not valid to extend the theory for n approaching one. The 
object of the present work is to develop a general theory for the effect of growing 
particles on the rate of homogeneous nucleation of a vapor that is valid over the 
entire range of times from very early to very late in the evolution of the system. 
i.3 The CelJ Model 
A new approach is needed to predict nucleation behavior in systems that are 
beyond the scope of the clearance volume theory. We can extend the idea of a fully 
developed steady-state vapor concentration profile around a particle by considering 
each particle as existing within its own cell. Thus, we associate a certain volume 
of space with each particle. The vapor conce~tration at the edge of the cell is the 
same for all particles, and the cell sizes are chosen so that the entire volume of 
the system is accounted for. Note that this kind of treatment has been applied 
as a method for dealing with interparticle competition in the diffusional growth 
problem (Reiss and LaMer, 1950; Reiss, 1951; Reiss et al., 1977). 
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We start by writing the steady-state conservation equations for the vapor with 
boundary conditions at the particle edge and at the cell edge. As noted previously, 
the system is assumed to be dilute, so that the temperature effects caused by 
condensation of vapor on the particle are negligible. Thus we have: 
(i.7) 
v· dxA = D !!:._ (r2 dxA) 
r dr r 2 dr dr ' 
(£.8) 
r=a 
XA = XAL r=L 
]'{A = cvr• T =a , 
where c is the total concentration in the vapor phase, XA is the mole fraction of 
vapor A, L is the cell radius, and V/ is the molar average velocity resulting from 
the flux of vapor molecules to the particle surface. To obtain an expression for 
x~, the mole fraction of vapor just above the particle surface, that is valid from 
the continuum to the free molecule regimes, we employ the idea of flux-matching 
(Fuchs and Sutugin, 1971). Flux-matching describes the vapor flux in the vicinity 
of a particle by the kinetic theory results for the free molecular regime; far from the 
particle, the flux is modeled in the continuum regime. At some boundary sphere, 
the fluxes are matched. When this boundary sphere is at the particle edge, we 
obtain the boundary condition (Alam, 1984): 
, ( ) ,B Kn 
xA = XAo + XAL - XAo {3 K , l+ n (z'.9) 
where XAo is the mole fraction above the particle surface based on the size and 
composition of the particle, and ,B is a dimensionless diffusivity given by: 
(i.10) 
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Here, .X 1 is the mean free path of the condensing species and c1 is its kinetic 
velocity. The Kelvin equation gives XAo in terms of the saturation mole fraction 
above a flat surface as: 
(i.11) 
Finally, we note that the vapor mole fraction at the cell edge, XAL, is at the moment 
an unknown quantity. 
Solution of Equations ( i. 7) and ( i.8) gives the vapor mole fraction distribution 
as a function of radial position around the particle, 
l_l 
( 
1 - x A) = ( 1 - XAL) M 
1 - x' 1 - x' A A 
(i.12) 
\Ve expect \-_x;,L to be close to one, since the vapor phase mole fractions are very 
A 
small, so we rewrite the right-hand side of this equation as a first-order binomial 
expansion 
l_l l_l 
( 1 - XAL) H = (1 - (1 -1- x~ 
1 - XAL)) M 
1 -x' A 
~ _ ( ~ - ~ ) ( _ 1 - X AL ) 
-1 l l 1 I ' 
~-L 1-xA 
(i.13) 
This corresponds to the exact solution of the steady-state conservation equations 
assuming vr· = 0. Physically, this assumes that the vapor phase is extremely 
dilute, so that ln(
1
1
-x't1 ) ~ 0. To test the validity of neglecting the Stefan flow 
-XAL 
contribution we can take, for example, a "worst case" of an extremely small cell 
relative to particle size, and a high vapor concentration mole fraction. Taking 
L/a equal to 200, and x~ equal to 0.01, the maximum difference between the 
concentration profiles with and without Stefan flow included is less than 0.01 %. 
Thus, we can neglect this effect in all subsequent calculations. 
We have also assumed a steady-state vapor concentration profile. This is a 
good assumption for most cases of interest, as the characteristic time for diffusion is 
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much less than the characteristic time for nucleation or for condensation. However, 
it is important to note what effect this would have on our results if it were in fact a 
poor assumption for certain systems. A growing particle has its first effects in the 
region immediately surrounding it, depleting the vapor phase in that region. If the 
steady-state assumption is not a good one, the resulting predicted nucleation rate 
will be lower than it actually is. This is because the effects far from the particle 
will be minimal, but near the particle we will have assumed a maximally depleted 
vapor phase. If the profile has not reached steady-state, a large portion of this 
predicted depletion will not have occurred. 
Combining Equations (i.9), (£.11), and (i.13), and dividing the mole fraction 




1 J a: --= exp -- . 
LakT 
(i.15) 
We can now define the average saturation ratio in a cell, and from that obtain 
the average saturation ratio in the system. Furthermore, knowing the nucleation 
rate explicitly as a function of radial position in each cell, by integrating this rate 
over the volume of each cell, we obtain the average nucleation rate in th~ system. 
Thus, 
_ faL(a) S(r) 47rr2dr 
Seel! = JL(a) 4 2d ' rir r a 
(i'.16) 
- 100 4 3 -
Ssystem = 
0 




- 1°" 4 3 -Jsystem = -'Ir L (a) n(a)Jcell (a) da . 
0 3 
(i.19) 
i.4 Dynamics of a Spatially Inhomogeneous System with Homogeneous 
Nucleation, Vapor Source, and Condensation 
We now consider a system with a vapor source, homogeneous nucleation, and 
condensational growth. Equations (i.2), (i.3), and (i.4) can be used identically, 
except that the expressions for R, and J must be modified to account for spatial 
inhomogeneities. The nucleation rate is based on the system average rate, and 
the condensation rate expression must be based on the vapor supersaturation at 
the cell edge as the driving force, instead of the average supersaturation in the 
system. Therefore, we define correction factors /J and Jc as: 
]system 
!J = J(S) (i.20) 
f 
= Rc(SL) 
c R,(S) ' 
(£.21) 
with S' the average saturation ratio in the system, determined from a mass balance 
on the vapor phase. 
As Warren and Seinfeld have shown {Warren and Seinfeld, 1984, 1985), the 
time scales for homogeneous nucleation and condensational growth are very differ-
ent in a system where both are occurring. Gas-to-particle conversion via nucleation 
occurs fast enough relative to conversion by condensation that we may assume that 
all secondary aerosol forms at once and grows simultaneously. Then the secondary 
aerosol mode will be monodisperse. If the system has a pre-existing monodisperse 
aerosol present, the particle size distribution will be bimodal, and the governing 




dtNp1 = O 
~Np2 = J /J 
d 
dt Mp1 = m1Rc1 f c 
d 




with the subscript 1 for primary aerosol and 2 for secondary aerosol. The nu-
cleation rate expression, J, is given by Equation ( i .1) with S = S, the average 
saturation ratio determined from a mass balance on the vapor phase. The con-
densation rate expression for a particle of radius a is (Warren and Seinfeld, 1985): 
2( aK Re= N,c1r.G S - exp(-))f{Kn) , 
a 
(i.27) 
for a vapor whose saturated number concentration is N 3 • Here, the exponential 
term is from the Kelvin effect, with GK the characteristic Kelvin radius, given for 
a monomer of radius a1 by GK = 4r.aia / (3kT). /(Kn) is an interpolation function 
to account for the regime of the particie, e.g., the Fuchs-Sutugin formuia: 
Kn _ (4/3)Kn* (1 +Kn*) 
/( ) - I+ l.71Kn* + (4/3)(Kn*)2' 
(i.28) 
where Kn· is defined by: 
(i.29) 
Each mode of particles is assumed to be monodisperse, so the integrals for 





We now need to consider the question of defining the cell size when particles 
of different sizes are present. In the case of only one mode of particles, the cells 
can be defined to be space-filling, or: 
( i.32) 
Since we define SL to be a given value at the edge of every cell, some care must be 
taken in how to define the cell size with an inhomogeneous number concentration 
of particles. We will consider two limiting cases. In the first, the size of the aerosol 
has no effect on the volume it influences. In this case, Equation (i.32) still holds, 
with NP given by Np1 +Np2 . At the other extreme, the cell radius will vary directly 
with the particle radius. Thus, the ratio I\,= L/a will be constant, and 
2 
L ~7r(1rn;) 3 Npi = 1 . (i.33) 
i=l 
Physically, the dependence on particle size is expected to be somewhere within 
these two limits. 
The solution procedure will be to determine SL from S at each time step. 
Knowing SL, the correction factors /J and fc can be calculated, and the improved 
J and Re returned to the system of ODE's to take the next time step. 
i.5 Simulations and Discussion 
In the numerical simulations that follow, we attempt to determine the rel a-
tive importance of the inhomogeneities in the vapor phase in predicting the final 
number concentration of particles after a nucleation event. We will first consider 
systems with no initial aerosol, varying the source rate of condensible vapor and 
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comparing the resulting number concentration with that which results when the 
spatial inhomogeneities are ignored. We will then consider systems with a pre-
existing monodisperse aerosol and look for the same effect. 
We will present the results in terms of certain dimensionless parameters. The 
number concentration is non-dimensionalized with respect to the number concen-
tration of monomer vapor at saturation, N• = Np/N8 • Similarly, the vapor source 
rate is non-dimensionalized with respect to the characteristic rate of monomer-
monomer collisions in the saturated vapor, R· = Re/ R11. This collision rate, 
Rf3 = N'fc1sif 4, where s 1 is the monomer surface area. The time is rescaled with 
respect to the time needed to regenerate the saturated vapor state, r = t/ra with 
Tc= Ns/Ra. 
Figure I. 1 shows the average saturation ratio and dimensionless number con-
centration from the numerical simulation of a system with no initial particles, with 
a dimensionless source rate, R· = 10-8 • Other parameters used in the simulation 
are: 
T = 298 K 
p = 1 atm 
m 1 = 1.66 x 10-22 g 
v1 = 1.66 x 10-22 cm3 
p = 1.0 g cm-3 
D = 0.0411 cm2 sec- 1 
Prnt = 10-5 dynes cm-2 
r13 = 44.8 sec 
e = 8. 
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These correspond to a typical low vapor pressure organic of molecular weight 100. 
Here, 1/3 is the characteristic time for collisions between monomers in a saturated 
vapor, and equals N 8 /R13 • 6 is the dimensionless surface tension, given by 0 = W"· 
Note that this definition is consistent with Warren and Seinfeld (1984), but differs 
from Warren and Seinfeld (1985) by a factor of 2/3. 
The difference between the predictions that account for spatial variations and 
those that do not is imperceptible. It appears that with such a low dimensionless 
source rate, employing the average system supersaturation to predict the nucle-
ation rate is entirely adequate. There is not sufficient nucleation to make the 
effects of the nucleated particles noticeable. 
This calculation was repeated with the higher dimensionless source rate, 
R· = 10-2 (Figure I.2). As expected, at higher source rates, more nucleation 
occurs, and we therefore expect the effect of particles to be more significant. Al-
though the total predicted resulting number concentration is lower with the in-
1101Jiogeneities accounted for, nucleation continues over a slightly longer period of 
time. This observation indicates that the rate of new particle formation is reduced 
for the duration of the nucleation event. This can be explained by considering the 
competing events of nucleation and condensation. Determining the saturation 
ratio far from the particle allows us to predict the condensation rate more accu-
rately than when the average saturation ratio is used. From Equation (i.27) we 
know that the driving force for condensation is directly proportional to the satu-
ration ratio unaffected by the particle. Thus, we need the asymptotic value of this 
profile, not the average value, to accurately determine condensation rate. With 
a slightly higher predicted condensation rate, as this allows, the predicted aver-
age system supersaturation will be lower than when local spatial inhomogeneities 
are neglected. Thus, the predicted nucleation rate will also be depleted, and the 
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overall amount of nucleation observed will be decreased. 
In Figure I. 3 we present final predicted dimensionless number concentrations 
versus dimensionless source rate for systems with no initial aerosol. Two surface 
tensions are considered. The lower one, 0 = 8, corresponds to a hypothetical 
low vapor pressure organic species. The higher one, 0 = 15, is typical for many 
other organic species. Most organics will fall somewhere between these two val-
ues. The simulation was carried out for dimensionless source rates less than one, 
where the condensible vapor is being generated at the same rate as the saturation 
monomer-monomer collision rate. Beyond a dimensionless source rate of one, the 
assumptions of classical steady-state nucleation theory probably break down, and 
the classical nucleation rate expression may no longer be valid. 
\Ve observe again that the particles' influence on the vapor concentration 
makes no appreciable difference in the resulting final number concentration of 
particles. At the higher surface tension, where less nucleation is predicted, the 
effect is naturally less important. At 8 c:.: 8, we can begin to see some effect at 
high source rates, but even this is insignificant. At R· = 1, where the maximum 
effect is observed, the difference in the resulting number concentrations is less than 
20%. Thus, it appears that in systems with no primary aerosol, homogeneous nu-
cleation rates can be predicted with no significant error introduced by neglecting 
the effect of the spatial inhomogeneities due to the particles. All of the remaining 
simulations are based on 8 = 8, where more deviation was observed. 
In systems with pre-existing aerosol, we expect to see a greater effect than 
when no aerosol is present initially. Figures 1. 4 and 1. 5 show the change in number 
concentration that results when nucleation occurs in systems with initial aerosol. 
In these systems hvo dimensionless source rates are considered, R" = io-3 and 
R* = 1. The system shown in Figure I.4 has seed particles in the free-molecular 
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regime, with radii of 0.005 µm, whereas Figure I. 5 shows the results in a system 
with continuum-sized seed particles, 0.5 µm in radius. The cell model predicts less 
nuc1eation, again with only a small effect on final number concentrations. The cell 
size, even with pre-existing aerosol, is very large compared with the particle size. 
Still, the increased condensation rate will yield lower supersaturations and hence 
predict less overall nucleation. 
\\7e see that in all cases considered, a sufficiently small number of initial 
particles has no effect on the final number concentration; the curves are linear 
with a slope of -1. With higher number concentrations, nucleation is effectively 
quenched; the curves approach N1 /Ni = 1. At this limit, the effects of variations 
in the vapor concentration are negligible, and the curves with and without the cell 
model approach one another. 
With initial aerosol in the system, we must address the question posed earlier 
about how to define the cell size. Results indicate that there is no observable 
difference between making the cells uniformly sized for both modes of aerosols and 
linking the cell size to the particle size. Therefore, in all calculations presented here 
the cells are uniformly sized for all particles in the system, as given in Equation 
(£.32). 
In Figure 1.6 we present these results in a somewhat different format. For 
R" = I we have plotted final dimensionless number concentration as a function of 
initial seed particle size for initial number concentrations of 1 x 10- 1 , 5 x 10-
1 , 
and 1 x 10-6 • If the seed particles are very small, they have no effect on the final 
number concentration; the curves show no dependence on primary aerosol size. 
The transition to the region where the initial particles affect the final number 
concentration is quite sharp, and occurs at a smaller particle size for higher initial 
number concentrations. Again we note that the effect of accounting for the spatial 
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inhomogeneities in the vapor phase is a slight decrease in the resulting number 
concentration of particles. 
Figure I. 7 is a comparison of the contributions of nucleation and condensation 
to the total mass of vapor converted to aerosol for a range of initial number 
concentrations of particles. A high source rate, Rw = 1, and large seed particles, 
a = 0.5 µm, were considered in order to enhance any observed effects of the vapor 
phase spatial variations. On the ordinate, we have plotted the ratio of mass that is 
converted via homogeneous nucleation to the total mass converted to the aerosol 
phase at the end of the nucleation event. Subsequent to the nucleation event, 
virtually all mass will go to condensational growth of the particles. Here we note 
that the effect of spatial inhomogeneities in the vapor phase concentration profiles 
is more pronounced. We have previously seen that the cell model predicts less 
nucleation than when the average saturation ratio is used. In addition, it will 
predict a greater rate of condensation because the driving force is slightly greater 
\'·:hen the saturation ratio at the edge of the cell is used instead of the average value 
over the entire system. The combined effects will give us the greater difference we 
observe. 
i.6 Conclusions 
In a nucleating vapor system the presence of particles leads to inhomogeneities 
· in the vapor phase concentration. The condensation rate is slightly enhanced by 
using (properly) the asymptotic limit of the saturation ratio profile far from the 
particle as the driving force for condensation, instead of the average value. This 
enhanced condensation rate also serves to reduce nucleation, as does any effect that 
favors gas-to-particle conversion by heterogeneous condensation. These combined 
effects yield lower resulting number concentrations following a nucleation event. 
This is observed in systems both with and without pre-existing aerosol. Numerical 
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calculations show, however, that in reasonably dilute systems with low source rates 
we may accurately ignore the effects of the local vapor phase spatial variations in 
making nucleation predictions. 
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FIGURE I. 4. The change in dimensionless number concentration as a 
function of dimensionless initial number concentration. a = 0.005 µm. 
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CALCCLATIO::\ OF AEROSOL YIELD 
An important goal of this work was to determine the quantity of the initial 
hydrocarbon that was converted to aerosol-phase precursor. This is an important 
calculation, for it provides information not only to help determine ga.s-pha.se reac-
tion pathways, but also to assess in an overall way the aerosol-forming potential 
of the organic species. 
We must first define the concept of aerosol "yield" in the photooxidation ex-
periments. There is no unique way to define the percent yield of aerosol from the 
photooxidation of an organic species. For instance, the yield can be expressed on a 
mass or a molar basis. The molar definition of yield will reveal how many aromatic 
molecules undergo the transition to aerosol-phase products, or what percentage 
of the initial carbon atoms become aerosol-phase products. However, aerosol data 
are collected on a basis of aerosol volume per unit volume of air, and without 
detailed knowledge of the aerosol molecular composition it is difficult to convert 
these data to molar terms. If we consider as an example a toluene photooxidation 
in which (for simplicity) the aerosol is assumed to be entirely dinitro-cresol, we 
have: 
___, ... ~ 
Toluene has a molecular weight of 92 and a density of 0.87 g cm-3 ; dinitro-cresol 
has a molecular weight of 198 and a density of approximately 1.3 g cm-3 • If for 
each mole m-3 of toluene reacting, 0.01 moles m-3 of dinitro-cresol form as aerosol, 
we have a molar yield of 1 %. However, if we express this yield on a mass basis, 
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we have 92 g m- 3 of toluene forming 1.98 g m-3 of dinitro-cresol, or a mass yield 
of 2.15% . In addition, this would be measured as 1.52 µ,m 3 of aerosol per crn3 of 
air. 
Conversion from the gas phase occurs primarily by two routes: homogeneous 
nucleation of secondary aerosol particles, and heterogeneous condensation onto 
primary (pre-existing) and secondary aerosol modes. The rate of gas-to-particle 
conversion will vary over the course of an experiment. Initially, no secondary 
aerosol is formed while the partial pressures of the condensible species build up 
to saturation levels. After the saturation point of S = 1 is passed, the super-
saturation can be relieved either by condensation onto pre-existing aerosol or by 
nucleation and subsequent condensation. During a nucleation event, conversion to 
the aerosol phase is rapid. Late in the experiment, after significant gas-to-particle 
conversion has occurred, the partial pressures of the condensing species may fall 
below saturation levels and conversion to the aerosol phase will stop. Thus, we 
must define an overall yield that best represents an entire photooxidation event. 
The calculation of aerosol yield is further complicated by aerosol volume loss 
by deposition, which can reach significant levels late in an experiment. To avoid 
having to account for aerosol wall losses in the calculation of yield, we have deter-
mined th·e yield at the point in time where the aerosol volume profile reaches its 
maximum. At this point, aerosol loss has been estimated to be less than about 
10%. Since the starting aromatic species have densities below 1 g cm- 3 and some 
previously identified aerosol products have densities just above 1 g cm-3 , and since 
we lack other information, we have assumed for these calculations that the aerosol 
has a density of 1.0 g cm-3 • 
Finally, we note that in experiments where there is initial aerosol, the mass 
of this seed aerosol generally represents less than 1 % of the aerosol volume at 
its maxi::num level, so no attempt has been made to correct for the presence 
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of seed aerosol when calculating aerosol yield. The measured aerosol yields by 
mass for each experiment are given in Tables II. 1 - 11.4. We have also included 
the HC/NOx ratio for each experiment in the Tables, since there is a correlation 
between the system reactivity, which is dependent on the HC/NOx ratio, and the 
percent conversion to the aerosol phase. 
The average aerosol yield by mass was about 1 - 5% for each aromatic, al-
though some toluene experiments had yields around 10%. Average yields for each 
aromatic species were: toluene - 4.8%, m-xylene - 3.5%, ethyl benzene - 1.9%, 
1,3,5-trimethyl benzene - 2.4%. Previous studies of the gas-phase mechanisms of 
aromatic hydrocarbons have included aerosol yields based on percent of reacted 
carbon in order to complete a mass balance on the carbon loading in the system 
(Schwartz., 1974; Schwartz et al., 1976; Spicer and Jones, 1977; Grosjean et al., 
1978; Gery et al., 1985; Leone et al., 1985; Gery et al., 1987). These researchers 
have found aerosol yields in the range of 1 - 6% for the toluene and m-xylene 
systems. Although our yield determination was calculated on a mass basis instead 
of an elemental carbon basis, we can note that our numbers are generally in good 
agreement with the values found in previous studies. 
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TABLE II.1. Aerosol yields for toluene experiments 
Experiment Temp. [HC/NOx]o HC Aerosol Yield 
(K) (ppmC/ppm) masi; cone. mass cone. (%) 
(µ:g m-3) (µg m-3) 
MTMA16 307 12.9 1132 28.6 2.53 
MTLA18 315 14.2 1851 88.0 4.76 
MTMA20 311 17.2 1334 48.2 3.61 
MTMA22 318 13.9 1305 53.7 4.11 
MTNA2G 313 10.1 1218 49.8 4.09 
MTHA31 309 21.3 1597 119.9 7.51 
MTNA35 313 14.3 2078 111.0 5.34 
HTNA37 309 16.3 6495 558.3 8.60 
HTMA39 309 17.7 6023 747.4 12.41 
HTLA41 312 12.2 4671 416.3 8.91 
DHJ\"A43,A 319 21.4 4850 648.7 13.38 
B 17.1 4218 286.8 6.80 
D:\1MA45,A 322 15.6 1776 52.0 2.93 
B 15.6 1776 50.8 2.86 
DMXA48,A 315 14.1 1637 5.4 0.33 
B 14.1 1922 21.1 1.10 
DQXA53,A 312 33.3 2480 119.6 4.82 
B 33.3 2516 188.0 7.47 
DQXA55,A 316 28.5 2171 107.6 4.95 
B 29.5 2848 30.7 1.08 
DQXA57,A 312 29.9 2803 97.2 3.47 
B 28.7 2336 47.3 2.02 
DXLA60,A 315 30.4 2919 87.6 3.00 
B 14.4 1815 10.2 0.56 
LE\'77,A 308 20.7 4696 113.4 2.41 
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TABLE II. 2. Aerosol yields for m-xy Jene experiments 
Experiment Temp. /HC/NOx)o HC Aerosol Yield 
(K) (ppmC/ppm) mass cone. mass cone. (%) 
(µg m-3) (µg m-3) 
XA08, A 310 9.2 4751 184.8 3.89 
B 8.5 4417 198.3 4.49 
XBlO, A 305 6.4 4532 165.1 3.64 
B 6.5 4532 80.4 1.77 
XB12, A 308 7.9 7130 287.9 4.04 
B 8.1 6543 404.2 6.18 
XG15, A 291 8.2 3773 93.4 2.48 
B 18.3 2752 58.0 1.54 
XKli, A 294 17.9 2592 88.4 3.41 
B 17.8 2373 88.7 3.74 
XJ19, A 296 21.4 2619 107.8 4.12 
B 21.8 2750 77.6 2.82 
XJ34, A 305 17.8 2711 92.9 3.43 
B 17.8 2838 70.5 2.48 
TXl'i5,B 307 15.9 5302 233.1 4.40 
------·-·-·--
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TABLE II. 3. Aerosol yields for ethyl benzene experiments 
Experiment Temp. [HC/NOx]o HC Aerosol Yield 
(K) (ppmC/ppm) mass cone. mass cone. (%) 
(µg m-3) (µg m-3) 
EC64, A 309 14.9 2634 15.9 0.60 
B 15.7 2634 12.0 0.45 
EH66, A 304 16.7 2465 15.4 0.63 
B 38.8 4037 188.6 4.67 
EM70, A 311 34.4 3531 63.4 1.80 
B 35.4 3531 94.7 2.68 
EL73, A 310 32.7 2750 82.1 2.99 
B 32.4 3084 80.5 2.61 
LEV77,B 308 20.5 3188 28.7 0.90 
TABLE 11.4. Aerosol yieldo for 1,3,5-trimethyl benzene experiments 
Experiment Temp. [HC/NOxJo HC Aerosol Yield 
(K) (ppmC/ppm) mass cone. ma.ss cone. (%) 
(µg m-3) (µg m-3) 
------
TE36, A 304 10.7 8996 356.4 3.96 
B 10.7 10006 433.7 4.33 
TE39, A 302 8.7 7942 304.8 3.84 
B 8.6 8039 290.3 3.61 
TI43, A 307 11.6 13243 311.6 2.35 
B 20.3 5050 69.8 1.38 
T046, A 309 16.8 7478 121.1 1.62 
B 17 .1 6626 115.7 1.75 
TN49, A 310 20.3 8869 120.0 1.35 
B 21.l 9294 142.1 1.53 
Tl\'52, A 311 14.9 8982 145.8 1.62 
B 15.1 9264 124.7 1.35 





DOCl~::\IE:'.\'TATIOX A:\D PROGRAI\1 LISTIXG 
MISTI - Multi-Instrument Smoothed-Twomey Jnversion - ]s a modified 
Twomey rnutine for the inversion of datasets from the EAA and the OPC. It 
is based on the routine THREATS, written by Dale Warren, based on a code by 
Greg Markowski. EAA data must be entered as current differences, not as raw 
currents. This can easily be modified in future revisions to the code. This program 
incorporates the following features: 
• time searching to start the inversion only when both instruments have recorded 
data. 
• time interpolation to bring OPC data to the same time as each EAA dataset. 
Both datasets are then inverted simultaneously at the EAA time. 
• an initial size distribution estimate using the simple EAA raw data histogram 
for the first dataset. Thereafter, the previous distribution is used as a starting 
guess for the inversion. 
• a smoothing routine to take out unrealistic waviness in the number distribution 
that may result from the Twomey algorithm. 
• a Tv-wmey inversion routine assuming a 49-elernent response matrix based on 
1. W. Richards' EAA kernel functions and tabulated instrument sensitivity 
functions, and OPC kernel functions based on spline-fits from Jim Crump's 
OPC calibration data. These 49 sizes range from 0.01 µm to 1.0 µm. 
• iteration of the smoothing-Twomey cycles until the curvature of the distri-
bution approaches a minimum, constrained by agreement with the measured 
data to within user-selected tolerances. 
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• for additional information, see references listed in source code, source code 
comments, and THREATS (analogous EAA code) documentation in Dale War-
ren's Ph.D. thesis (1986) (Reference in Appendix IV). 
By default, MISTI goes through 20 loops, each consisting of up to 30 Twomey 
iterations (stopping on each channel as soon as the error tolerance is met) and 
one sub-channel distribution smoothing (1/2 prior value+ 1/2 neighbors' average 
value). The Twomey iterations are done sequentially by instrument, with the 
OPC channels first followed by the EAA channels for particles smaller than 0.2 
µm, and by the EAA first followed by the OPC for large particles. Alternately 
(using Mc.rkowski's suggestions), the routine can be made to stop when the prior 
two iterations have decreased the curvature by less than a set percentage. The 
final exit occurs after a set of Twomey iterations (not srnoothings, as then error 
tolerance might not be met). The user may override these conditions if desired by 
setting values in \1ISTJ.TOL, the tolerance input file. The appropriate tolerances 
will depe::1d upon the stability of the measured aerosol and the precision with 
which thE data were taken. 
It is quite possible that MISTI will not meet the error tolerances on experi-
mental dc~ta. This is probably due to errors in the calibration matrix. Nonetheless, 
we believe that this is the best multi-instrument inversion we have available to use 
on data such as these. 
MISTI also allows the user to generate composite log-normal distributions for 
testing of the code with perfect aerosol data. 
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The following files are relevant to MISTI, and contain further information 













FORTRAN source file, with comments. 
Executable program 
Default input EAA data file. 
Default input OPC data file. 
Default experimental tolerances file 
Default test distribution tolerances file. 
Default text output file, suitable for printing. 
Default output run statistics file. 
Output unformatted number distributions at each time. 
Optionally created number and volume dists by inversion. 
Optionally created number and volume <lists by EAA histogram. 
Optionally created number and volume <lists by OPC histogram. 
The following files are generated by MANAGE, the program that will read 






Total number and volume by histogram and by inversion. 
Total number, volume, and mean particle size by inversion. 
Optionally created number and volume <lists by inversion. 
Optionally created number and volume <lists by EAA histogram. 
Optionally created number and volume <lists by OPC histogram. 
-----··----------------- ---------------- ---





Number in channel k, k = 1, 15 (raw data by both instruments) 
Number distribution in channel J°,J = 1,49 (inverted) 








Total number by inversion,. DP > 0.01 µm 
Total number by inversion, DP > 0.02 µm 
Total volume by inversion 
Number-average mean diameter 
Volume-average mean diameter 










Total number by inversion, Dp > 0.01 µm 
Total number by EAA histogram, channels 3-11 
Total number by OPC histogram, channels 1-6 
Total volume by inversion 
Total volume by EAA histogram 
Total volume by OPC histogram 
DIST and HISE, HISO files contain the calculated size distributions, in the 










Dp(i), diameter of ith size range [microns] 
dV/d log Dp(i), volume distribution by MISTI 
dN/d log Dp(i), number distribution by MISTI 
Dp(k), EAA channel cut sizes 
d\'h/d log Dp(k), volume distribution by histogram 
dNh/d log Dp(k), number distribution by histogram 
Dp(k), OPC channel cut sizes 
dVh/ d log Dp(k ), volume distribution by histogram 
dNh/d log Dp(k), number distribution by histogram 
----------·------- ----- •... ··--·--·-· -------
Program listings follow for MISTI, MANAGE (the data manipulation program 
to handle the unformatted output files of MISTI), and SMOOTH (the smoothing 
program that generates smoothed size distribution moment profiles). In addi-
tion, sample tolerance files for MJSTI are given for inversion of experimental data 





(Multi-Instrument Smoothed-Twomey Inversion) 
C MARKOV.'SKI-TWOJJ.EY INVERSIOll ALGORITHM 
c 
C This ci>de is currently set up to produce a number distribution 
C with 49 diameters between .01 um and 1.0 um. As input, it 
C takee 2 datasets -- one from an EAA, and one from an OPC 
C Thus there are 16 input data for each inversion dataset: 
C 10 EAA channels and 6 OPC channels. 
C This particular version of the code neglects channel 2 of the EAA, 
C hence using only 15 input data. 
C The in1•ersion routine used is a Twomey inversion with repeated 
C smoothings between inversions to try to suppress some of the 
C wiggles which often result from a Twomey inversion. (See the 
C references below for more information.) This program was 
C developed from a combination of the THREATS EAA inversion 
C routine and the STOPC OPC inversion routine, both of which use 
C this smoothed-Twomey inversion. 
C !Jote that PARA!rn. I!lC must be in the same directory when compiling 
C so that it can be included in the code. 
C Note also that all EAA data must be entered at present as current 
C differences, not raw currents. This can be changed in the future. 
c 
C Generalization comments: 
C To generalize this code, several things must be done. Flags 
C must be set up so that all of the indices can increment 
C automatically (k=l,9 e.g. for EAA), and output can still 
C be nicely formatted. In addition, certain parameters that 
C have been designated instrument-specific by adding an E 
C or an 0 to the variable name should be made into vectors 
C (e.g. HOURE, and HOURO should become an array of HOUR(2,200)). 
C A ~!VERY input routine will allov; the instruments desired to be 
C selected with the code automatically scaling itself properly. 




C 1. S. T~OMEY, COMPARISON OF CONSTRAINED LINEAR INVERSION 
C AND AN ITERATIVE NONLINEAR ALGORITHM APPLIED TO THE 
C INDIRECT ESTIMATION OF PARTICLE SIZE DISTRIBUTIONS, 
C J. COMP. PHYS., 18:188-200 (1979). 
C 2. GREGORY R. MARKOWSKI, IMPROVING TWOMEY'S ALGORITHM 
C FOR INVERSION OF AEROSOL MEASUREMENT DATA, 
C AEROSOL SCI l TECHllOL., 7: 127-141 (1987). 
c 3. L. W. RICHARDS, THE REDUCTlON OF DATA FROM THE ELECTRICAL 
C AEROSOL ANALYZER, PROCEEDit;Gs FRO:.! AEROSOL MEASUREME!JT 
C '{.IORKSHOP, U. FLORIDA, MARCH 24-26, 1976. PUBLISHED Ill 





C PARAMS. INC includes the values for NMH, KlHN, NII.AX and KMAX. 
C If the nwnber of input channe 1 s changes, change KMAX. 
C If th1~ number of output diameters in the distribution changes, 





COMUD~ /FLAG/ IPRNT,INFO,TESTD 
crn.uw:: /TEST/ DG (3). SG (3) , VM (3) 
CDl·'.l·~Dl: /INFO/ HEAD I H'.AXE I W.AXO 
CO!>!MOt; /SIZE/ DIA(!i~·'.AX) ,DEAA(9) ,DOPC (7), DAVG(6) 
cm'.l·!O!: /DATA/ HOURE(200) ,HOUR0(200) ,EAA(10,200) ,OPC(6,200) 
COll.MO:l /RESJ/:A T / RM (KJ.'.AX, !JI.:AX) , RI (NMAX, KMAX) , H (NMAX) 
cmrnm; /SET/ TARGET(Kl·!AX) ,CTOL(Kl•'.AX) ,RFIT(KMAX) .AFIT(KMAX) 
COMMO~ /DROP/ NDZERO,CMINE,CMINO 
COJ.(lWI; /IHVRT / MAXHO, MAXSl.\O, ISl·'.AX, MI!lSMO, S~(TOL 






DH!E;;SIO:; CURR!JT(9) ,SEt:S(9) ,S(9) 
DIVE::srm; COUT (K!·'.AX) 'HIS TV (K!.'.AX) • HIST!: (K1·'.AX) 
ornrnsron TRIAL (t;l,\AX) • ATRIAL (l;J,'.AX) 
REAL SDIST(t::.'.AX), VDIST(::!.'.AX), RAT(ll!·'.AX), !JDIST(l~t~AX) 
DIME!JSIOl: TOTNUM(2) ,STlJU!!.(2) ,HIS!:UI•!C4) ,HISVOL(2) 
DATA S / 4 .17E5, 1.67E5, 8. 70E4, 4 .44E4, 
# 2.41E4, 1.23E4, 6.67£3, 3.51£3, 1.BOE3 I 
DO :l 1=1, 9 
3 SEUS(I) = S(I) 
c 
C S and SE!lS are the instrument sensitivities (del N I del I) given in 
C the EAA manual. 
c 
!\OV!SET = 0 
c 





CALL RESPOl: SE 
C Determine what info should be saved from the inversion: 
c 
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C Current defaults will save the Output number dist. (. NUM) 
C on which the MAllAGE program may operate (dn/dlogdp) . 
C MANAGE can create distributions (DIST.#) and histograms 
C (HIST.#) and a summary file (.SUM). 
C S1ee MANAGE documentation for further info. 
c 
WRITE(* ,600) 
600 FORl~AT(/' Save number distribution [Y] ? '\) 
READ(*,666) ASK 
SAVPRO=.TRUE. 
IF (ASK.EQ. 'n' .OR. ASK.EQ. 'N') THEN 
SAVPRO=.FALSE. 
ELSE 
WRITE ( *, 601) 
601 FORJ.!AT(' Name of output file [MISTI.NUM] ? '\) 
READ(*,667) PFILE 
667 FORMAT(A) 
IF (PFILE.EQ.' ') PFILE='MISTI.NUM' 
WRITE(*,637) 
637 FORMAT(' Name of stats file [STATS.OUT] ? '\) 
READ(*,667) TFILE 
IF (TFILE.EQ.' ') TFILE='STATS.OUT' 
Et/D IF 
WRITE(*,602) 
602 FORMAT (' Save each distribution and histograph [!l] ? '\) 
READ(*,666) ASK 
SAVDIS=.FALSE. 
IF (ASK.EQ.'Y' .OR. ASK.EQ.'y') SAVDIS=.TRUE. 
1/.'REE(* ,606) 
606 FORMAT(' Print detailed info [N] ? '\) 
READ(*,666) ASK 
INFIJ=.FALSE. 
IF {ASK.EQ.'Y' .OR. ASK.EQ.'y') INFO=.TRUE. 
WRITE ( *, 608) 
608 FORMAT(' Print intermediate dists (Y/N/S/T) [ll] ? '\) 
READ(*,666) ASK 
IPR::;T=O 
IF (ASK.EQ. 'Y' .OR. ASK.EQ. 'y') IPR!lT=10 
IF (ASK. EQ. 'S' . OR. ASK. EQ. 's') IPRllT=2 
IF (ASK. EQ. 'T' . OR. ASK. EQ. 't ') IPRHT=l 
666 FORMAT(A1) 
WRITE(*,609) 
609 FORMAT(' Use test distribution [N] ? '\) 
READ(*,666) ASK 
TESTD=.FALSE. 
IF (ASK.EQ. 'Y' .OR. ASK.EQ. 'y') TESTD=.TRUE. 








IF {SAVPRO) THEil 
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OPE.ll (11, FILE=PFILE, STATUS=' NEW' ,FORM= 'UNFOR~ATTED') 
OPEil (12 ,FILE=TFILE, STATUS= 'NEW' ,FORM='FORMATTED') 
ElJDI:!'' 
Get input parameters by INPUT subroutine 
200 CALL INPUT (NOWSET) 
c 
C For experimental data, all of the data have been entered into 
C arrays/vectors. We must first determine where to start joining 
C the datasets by seeing at what time both instruments have 
C recorded data. 
c 
IF (.NOT. TESTD) THEJ: 
FIRST = HOURE(1) 
IF (HOUR0(1) .GE.FIRST) FIRST = HOURO(l) 
c 
C The following are indices to indicate the first useful time. 
C Once they are set, they will not increment again. Once both 







0(1 87 I=l. 200 
IF (IEAA.EQ.O.Al:D.HOURE(I) .GE.FIRST) IEAA = I 
IF (IOPC.EQ.O.At:D.HOURO(I) .GT.FIRST) IOPC = I 
87 IF (IEAA. NE. 0. Alm. IOPC. NE. 0) GOTO 88 
88 cm:TrnUE 
Em IF 
C USE FOLL011.·r:1G IF TARGET 1/IAS tlOT E!lTERED AS AS A DATA SET; 
C D" TESTD = . TRUE. GEl:ERATE SIZE DISTRIBUTIOll Atm CALCULATE 
C TARGET FRQl.! DISTRIBUTIQi; PARAl·!ETERS AJJD RESPO!lSE MATRIX. 
C I!JIT sets SDIST array to zero. 
C LOG::R:.'. adds lognorrnal modes to SDIST (volume). 
C RESP finds response TARGET from pseudocurrent TRIAL. 
c 
700 IF ( TESTD ) THE!l 
',rn.ITE(*,121) 
121 FORJ1'.AT(' Enter information for up to 3 lognormal distributions') 
WRITE(*, 122) 
122 FDRl1'.AT(' EllTER DG(I) I= 1 - 3 '\) 
READ (*,127) (DG(I),I=l,3) 
\'!RITE(*, 123) 
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123 FORMAT(' ENTER SG(I) I = 1 - 3 






FOR!·!AT(' ENTER VOLUME(!) I= 1 - 3 
READ (•,127) (VM(I) ,1=1,3) 
FORMAT(3E10.3) 
c 
WRITE(6,133) ( I,DG(I),SG(I),VN(I), I=l,3) 
133 FORMAT(' MODE ',!2, ': DG =' ,F6.3,' SG =', FS.2, 
# Vm=',F11.6) 
CALL INIT { SDIST, NMAX, 0. ) 
CALL LOGl;R:!. ( 1, SDIST ) 
CALL LOGURU ( 2, SDIST ) 
CALL LOG~R~ ( 3, SDIST ) 
C We must convert the volume distribution returned by LOGt:RI~ to 
C number distribution ATRIAL, from which TARGET will be created. 
c 
CALL GETlJUll. ( ATRIAL, SDIST ) 
CHL RESP ( ATRIAL, TARGET ) 
DC1 623 I=l, 9 
623 CURR:;r(I) = TARGET(!) 
c 
c 
IF (I:;FO) THEn 
v:RITE (6' *) • CALCULATED su:.'. OF LOG!iOR~·'.AL DISTRIBUTIOlJS' 
V,'RITE (6, 624) 
v:RITE(6 '625) (I' DIA(I)' SDIST(I)' ATRIAL(!)' I=t:1m1 'NMAX) 
Et:D IF 
624 FOR!·'.AT ( 2(' I Dp dV/dlDp ATRIAL ',lX)) 
625 FOR:.'.AT ( 2(I4,0PF8.4,F10.4,1PE10.3,2X)) 
ELSE 
C Set up TARGET for experimental data: 
C Exit if we have reached the last EAA data set with corresponding 




HOUR = HOURE ( IEAA + IJO"!:SET - 1 ) 
496 H' (HOURO (IOPC) . LT. HOUR) THE!: 
IOPC = IOPC + 1 
GOTO 496 
Etm IF 
IF (IOPC.GT.HlAXD) GOTO 990 
Tn'.EO = ( HOUR - HOURO(IOPC - 1) ) / 
+ { HOURO(IDPC) - HOURO(IOPC-1) ) 
DO 500 I= 1,9 
TARGET(I) = EAA ( I+l , IEAA + NOVISET - 1 ) 
500 CURR!:T(I) = TARGET(!) 
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c 
DO !S10 I = 1,6 
510 TARGET(I+9) = (l.-TIMED)*OPC(I,IOPC-1) + TINED*OPC(I,IOPC) 
c 
C This sets up TARGET as: 
C channels 1-9 EAA current differences from .EI files 
OPC counts from .OP files C channels 10-15 
c 
c 
C '{rite out value for each target channel in table. 
C Calculate total tolerances from RFIT(K) and AFIT(K) 
c 
C Only print this out on the first pass: 
c 
IF ( IJ 0':.'SET. LE. 1) THEil 
c 
DPJ,VG = 0.02 
c 












lJ'RITE(*,112) (K+2, K=1,9) 
VRITE(6,112) (K+2, K=1,9) 
\.'RITE (6, 117) (RFIT (K) , K=1, 9) 
t:RITE(*,117) (RFIT(K) ,K=l,9) 
\.'RITE(6,118) (AFIT(K) ,K=1,9) 
\'.'RITE(*,118) (AFIT(K) ,K=l,9) 
1•,'R!TE(*,111) (K-9, K=l0,15) 
1~'RITE(6, 111) (K-9, K=10, 15) 
if!RITE (6, 113) (RFIT (K) , K=10, 15) 
11iRITE(*, 113) (RFIT(K) ,K=10, 15) 
'l!RITE (6, 114) (AFIT (K) , K=10, 15} 
"!.'RITE(*,114) (AFIT(K) ,K=l0,15) 
E!:D IF 
FOR;.lAT (/' EAA CHA:;;;EL' , 1X, I2, 917 ) 
FOR:·'.AT ( . RFIT TOL', 9F7.4) 
FORI.:AT ( . AFIT TDL', 9F7 .4 ) 
FORl·!AT (/. OPC CHA;JllEL', I6, 5110) 
FORJ.'.AT (. RF IT TOL ' , 6F 10. 3 ) 
FORl·'.AT (. AFIT TOL', 6F10.3 ) 
WRITE(*,124) JlOWSET,HOUR 
~RITE(6,124) HO~SET,HOUR 
124 FOR!.'.AT(/' EAA Dataset# ',I3,' at time ',F8.4) 
WR.lTE(*,112) (K+2, K=l,9) 




~RIT.E(*,210) (TARGET(K), K=l,9) 
~RIT.E(6,210) (TARGET(K}, K=l,9) 
VRITE{*,111) (K-9, K=l0,15} 
WRITE(6,111) (K-9, K=l0,15) 
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WRITE(*,212) (TARGET(K), K=l0,15) 
WRITE(6,212) (TARGET(K), K=10,15) 
210 FORl·'.AT (' CURRE!;T ',9F7 .3) 
212 FORMAT (' cou:;Ts ',6F10.2) 
c 
C Set minimum value. 
c 
CALL NONEG(CURRNT) 




DO 140 K = 1,9 
TARGET(K) = CURR!JT(K) 
IF (TARGET (K) . LE. CJH:;E) TARGET (K) =CMI!lE 
140 CTOL(K) = RFIT(K) * TARGET(K) + AFIT(K) 
DO 141 K = 10,15 
IF (TARGET(K) .LE.CJrn:o) TARGET(K)=c:rnm 
141 C:TOL(K) = RFIT(K) * TARGET(K) + AFIT(K) 
WRITE(6,211) (TARGET(K) ,K=l ,9) 
WRlTE(*,211) (TARGET(K) ,K=l,9) 
YRI7E(*,104) (CTOL(K) ,K=l,9) 
WRITE(6,104) (CTOL(K) ,K=l,9) 
WRITE(6,213) (TARGET(K) ,K=lO,KMAX) 
WRITE(*, 213) (TARGET(K) ,K=10,Kl~AX) 
WRITE ( *, 105) (CTOL (K) , K=lO, Kl1~AX) 
WRITE(6,105) (CTOL(K) ,K=lO,KMAX) 
104 FOR:.'.AT (' EAA CTOL' , 9F7. 3) 
105 FOR:.'.AT (' OPC CTOL ', 6x, 6F8. 2) 
211 FOR!.'.AT (/' Corrected',F6.3,8F7.3) 
213 FORl·lAT (/' Corrected' ,6x,6F8.2) 
WRITE(6, *) ' ' 
WRITE(*,*) 
C Calculate beginning guess 
c 
C For l/Oi!SET <= 1, this is the first dataset. The EAA current 
C distribution will give the initial guess. After that, TRIAL 
C (the solution vector) will be used as the starting guess for 
C the next dataset. Subroutine GUESS is left in for the user 
C to optionally change the starting guess routine. 
c 








C Srnoooth initial guess 
c 
CALL SMOOTH ( TRIAL, NDZERO ) 
IF (:rnFO) WRITE (6, *) ' BEGI::t:n;G TRIAL DISTRIBUTIO!:' 
IF (:~llFO) \'.'RITE (6 ,640) (I, TRIAL(!), I = NMlll, IJMAX) 
640 FORJ.:AT ( 4(14,1pe10.3)) 
c 
C Yrite ideal response matrix 
c 
IF (EFO. AliD. l;o';'.'SET. EQ. 1) THE!: 
WRITE (6. 610 ) 
610 FORJ.'.AT ( II 2ox, . EA.A RESPo::sE MATRIX . )
WRITE (6,611) (I, 1=3,11) 
611 FOR!·'.AT (8X, 9I8) 
\liRITE(6,613) (l,DIA(I), (RI(I,K), K=l, 9) 'I=mm: 'NMAX) 
613 FORl.'.AT (I3,F7 .4,1X,9E8.2) 
\i:RITE (6' 612 ) 
612 FOR!·'.AT ( II 16X, ' OPC RESPONSE MATRIX . )
WRITE (6,614) (I' I= 1,6) 
614 FDR''.AT (11X, 618') 
\l'RITE(6,615) (l,DIA(I), (RI(I,K), K=lO, 15), I=ll!H!J, m'.AX) 
615 FOR'.'.AT (I3,F7.4,2X,6F8.3) 
'1.'RITE (6, *) 
E:;o IF 
c 
C Save first trial values 
C Optionally print size distribution 




IF (.llOT.TESTD) THE~ 
DCI 190 I = NMI'.l , WlAX 
190 ATRIAL(!) = TRIAL(!) 
Elm IF 
CALL GETVOL ( ATRIAL, SDI ST, STVOL, ST!JUM ) 
CALL HISTO ( TARGET, SEJJS, HISTV, HIST!i, HISVOL, HISNUM 
IF (IllFO) THE!: 
WRITE (6,*) 'TRIAL (STARTING NW~BER DISTRIBUTION) ·' 
WRITE (6,617) (TRIAL(!), I=!J:.lI!l ,ln'.AX) 
WRITE (6,*) ' SDIST (STARTillG VOLU!.:E DISTRIBUTIO!l) ·' 
\liRITE ( 6, 617) (SDIST (I) , I=llJ.litJ, lnlAX) 
\r!lUTE(6, *) ' TARGET (TRUE VALUES) : ' 
c 
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WRlTE (6,616) (TARGET(K), K=l,9) 
WRITE (6,617) (TARGET(K), K=10,15) 
616 FORMAT (9F7.3) 
617 FORJ{AT (1PE10.3,5E10.3) 
Elm IF 
C PRELIMINJ\RIES DONE . . . Invert the data. 
c 
C INVERT n!peatedly applies the T\\'OMEY algorithm and smooths. 
C DPAVG is passed because the order of the nm:rnY corrections will 
C be based on the average particle size in the inverted dist. 
c 
CALL IliVERT (TRIAL, COUT, DPAVG ) 
c 
C Get calculated volume distrib in VDIST (DV/DLOGDP) 
c 
CALL GETVOL (TRIAL, VD I ST, TOTVOL, TOTl:U:.'.) 
c 
DPAVG = (TOTVOL/TOTt;Ul·!(1) •6./3.14159) ** (1./3.) 
c 




WRITE ( *, 629) 'HIS TE' , HISVOL (1) , (HIS!mJ.l(I) , I=l, 2) 
WRITE (,. '629) • HIS TO •• HISVOL (2) • (His:;m.: (I). 1=3. 4) 
1!.'RI TE ( *, 629) 'U:VRT' , TOTVOL, TOTJJUJ.! 
'fRITE (6, 629) 'It!ITL' , STVOL, STtJUl·'. 
WRITE (6, 629) 'HI STE' , HISVOL ( 1) , (HIS::u:.: (I) , I=l, 2) 
WRITE(6,629) 'HISTO' ,HISVOL(2), (HIS::Ul·!(I) ,1=3,4) 
WRITE(6,629) 'IUVRT' ,TOTVOL,TOT~rn4 
629 FORMAT(/' Method ',A5,' gives TV= ',1pe10.2,' TH 
WRITE(6,•) ' ' 
IF (LIFO) WRITE (6, 620) HEAD 
620 FOR!-'AT(/A) 
V:RITE(6,•) ' ' 
\\'RITE(6,644) 
644 FORJ:'.AT(5X, 'DIAl·'.ETER START FI:JAL VOLU:.1E 
#/ I DP ND I ST NDIST DIST 




C Add the following check and fake RAT to avoid divide-by-zero errors 
IF (SDIST(I) .LT.1.E-12) THEN 
c 
RAT(I) = 111111.11 
ELSE 
ltAT(I) = VDIST(I)/SDIST(I) 
EllD IF 
300 co:rm1uE 
WRITE (6, 125) (I, DIA (I) , ATRIAL (I), TRIAL(I) , VDIST (I) , 
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# RAT(I), I=NNIN,NMAX) 
125 FORMAT ( 14, FB.4, F10.1, F10.1, Fl0.3, F10.2 ) 
c 
C Unformatted Output NISTI.NUM 






IF (SAVPRO) \'IRITE(11) HOUR, (TARGET(K) ,K=1,Kl~AX) I 
# (TRIAL(I),I=1,W·'.AX) 
c 




621 F OR'.>'.A T (/ I EAA MIDPOiliT MEASURED CALC 
# ' CHAil DIA CURR CURR 
DO 220 K=l,9 
CRAT=COUT(K)/TARGET(K) 
CDIF=COUT(K)-TARGET(K) 
i'iRITE(*,622) K-r2, DEAA(K), TARGET(K), 
~RITE(6,622) K-t-2, DEAA(K) I TARGET(K), 
220 COJ:TIJiUE 
622 FOR:.'AT(I4, F8.4 ,F9.4, F9.4, Fl0.3, F9.3) 
\l.'RITE ( *, 723) 





723 FOR1·'.AT (/' OPC l/.IDPOHT l·'.EASURED CALC RA TIO 
CRAT, 
CRAT, 
# • CHA'.i DIA cou::rs cou;:rs Jk/!:m 
DSU'.'. = 0. 
CSU:'. = 0. 
DO :?22 K=l0,15 
C:RAT=COUT(K)/TARGET(K) 
CDIF=COUT(K)-TARGET(K) 
CSU:.'. = CSU!~ -r TARGET (K) 







VRITE(*,627) K, DAVG(K-9), TARGET(K), COUT(K), CRAT, CDIF 
WRITE(6,627) K, DAVG(K-9}, TARGET(K), COUT(K), CRAT, CDIF 
222 COlJTIWE 
627 FOR!·'.AT (14, F8. 4 , 2x, 1PE10. 3, 1PE10. 3, OPF9. 3, Fl 1. 3) 
DPERC = ABS (DSU!-'./CSUI-:) * 100. 
V!RITE(6,630) DSUI·'. 
WRITE(* ,630) DSUJI. 
WRITE (6, 631) CSU1·'., DPERC 
\i'RI TE ( * , 631) CSUl-'., DPERC 
630 FORt.'.AT (' Total OPC number difference: final-initial ',fl0.3) 
631 FORMAT (' with initial nurr.ber: • ,lpel0.3, 
# ' or ', Opf7. 2, ' percent',/) 
\'!RITE(*,*) 




C Option tc> save each distribution as DIST.# and HIST.# 
c 
c 
IF (SAVDIS) THE!1 
IF (NOWSET.LT.10) THEIJ 
WRITE (DFILE, 201) DIJAl~E, NOWSET 
WRITE (SFILE, 201) E!lA!·~E, NQ\t,'SET 
WRITE (QFILE, 201) o::AME, NOV:SET 
EL.SEIF (l;QV:SET. LT .100) THE!J 
\llRITE(DFILE. 202) DJ:AME. :rnviSET 
WRITE (SFILE, 202) EliAl·~E, liDi':SET 
'!/.'RITE (QFILE. 202) or:Al·~E' vov:sET 
ELSE 
WRITE (DFILE. 203) m:AnE. NowsET 
1.l'RITE (SFILE. 203) EIJA:.'.E. rrnv:sET 
VIRITE (QFILE, 203) OlJAll.E, llOV:SET 
EliDIF 
201 FORMAT(A, '.' ,11) 
202 FDRMAT(A, I.' ,12) 
203 FDRMAT(A, '. ',13) 
C DIST.n will contain the following table of results: 
C Op Vol(SmTw) N(SmTw) 
c 
c 
OPE:; (9, FILE=DFILE, STATUS=' t1E":·:' ,FOR'.'.=' FORJ.'.ATTED') 
DC 800 I=!:!G!l, IJ!.'.AX 
800 WRITE(9,810) DIA(I) ,VDIST(l),TRIAL(l) 
810 FDR~AT(1X,F7.4,2X,2F11.4) 
C:ALL CLOSE(9) 
C HISTE.n will contain the following table of results. 
C Dp{min/max} Vol(Sim) J;(Sim) for EAA 
c 
c 
EAAHLF = 10. **O. 125 
OPE!: (8, FILE=SFILE, STATUS=' liEK' ,FOR:.:= 'FOR!·:ATTED') 
WRITE (8. 860) DEAA (1) /EAAHLF I 0 .• 0. 
DD 850 K=l,9 
\liRITE(8,860) DEAA(K)/EAAHLF,HISTV(K) ,HIST!J(K) 
850 1/IRITE(8,860) DEAA(K)*EAAHLF ,HISTV(K) ,HISTll(K) 
860 FDR!.\AT (1X,F7. 4. 2X ,F10. 4 I 2X ,F11. 2) 
CALL CLOSE(8) 
C HISTO.n will contain the following table of results. 
C Dp{mi:n/max} Vol (Sim) lJ (Sim) for OPC 
c 
OPEtr (7 ,FILE=QFILE, STATUS=' llEV!' ,FORJ.\= 'FORl-iATTED') 
~RITE(7,860) DOPC(l) ,0. ,0. 
DO 870 K=10,15 
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WRITE(7,860) DOPC(K-9),HISTV(K),HISTN(K) 




C Process next EAA dataset {and associated OPC dataset) 





IF (.NOT. TESTD) THEil 
~O~SET = NOISET + 1 
IF ((IEAA+NOWSET).LE.IMAXE) GOTO 700 
ELSE 
\'!RITE ( *, 872) 
872 FOR:.~AT(1X,' Do you want to do another test distribution? '\) 
READ(*,666) ASK 
IF (ASK.EQ.'Y' .OR. ASK.EQ.'y') THE:! 




Inversion procedure done 
990 CALL CLOSE (6) 
IF (SAVPRD) CALL CLOSE(11) 
IF {JSET.GT.O) THE~ 
SETS=FLOAT(JSET) 
AVLOOP=FLDAT(JLOOP)/SETS 
AVT'v.'O=FLOAT ( JTV:O) /SETS 
AVTV.'OL=AVTV.'0/ AVLODP 





WRITE ( *, 995) JSET ,AVLOOP ,AVTWO, AVTWOL, AVCOJ: 
\!.'RITE (6, 995) JSET. AVLOOP, AVTV:O, AVTWOL, AVCOJJ 
'\'.'RITE (12. 995) JSET ,AVLOOP I AVT\110. AVTWOL ,AVCO!i 
995 FORMAT(/10X, 'Statistics for',14,' Datasets:'/ 
# 'Average Smoothing Loops= ',F7.2 / 
# 'Average Twomey Iterations= ',F7.2 I 
# 'Average Twomey Iterations per Loop= ',F7.2 I 
# • Percentage of Datasets meeting TOLERAUCE = ', F6 .1, ' ~' ) 
1.ICRITE ( ~, 996) A VS IGO, AVSIG, AVCURO, AV CUR 
1J.RITE(6, 996) AVSIGO, AVSIG, AVCURO ,AVCUR 
V:RITE(12,996) AVSIGO,AVSIG,AVCURO,AVCUR 
996 F'OR!.'.AT(' Average Initial Sigma (del/tol) • ,F12. 3 I 
# ' Average Final Sigma = ', F12. 3 I 
# ' Average Initial Curvature = ', 1PE11. 3 I 
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# ' Average Final Curvature = ', 1PE11. 3 /) 
ELSE 
~!RITE ( * , 997) 
WRITE (6, 997) 
\\'RITE (12, 997) 
997 FORMAT(/' No Statistics Available !?'/) 
c 
END IF 











CO>'.J.!Oll /SIZE/ DIA(NMAX) ,DEAA(9) ,DDPC(7) ,DAVG(6) 
co:.:J.10li /RES/.'.AT I RM (KJ.:AX' lll~AX) 'RI (ln:AX. KMAX) 'H (!ill.AX) 
DH'.EllSIOH RME(9,N!l.AX) ,Rl.:0(6,tn.'.AX) ,Q(l;J.!AX) 
DJ!.'.E::SIOlJ RJ•:X (252), RMY ( 189) 
EQUIVALE!JCE (RJ.;X(l) ,Rl·~E(1, 1)) , (RMY(l) ,Rl·IE(l ,29)) 
DH'.E:JSIO:: Rl·fl'! {264), R!<Z (30) 
EQUIVALEJ:CE (R2·'.V:(1),RMD(1,1)), (R:.:z(1),R!W(1,45)) 
C Belov: are the EAA kernel functions as directly out of THREATS. 
C R!'.E v:as split into R!·'.X and R:'.Y so DATA had <10 Continuations 
C These are rov:s 1-49 of the response matrix. 
c 
DATA RMX I 0.5,8*0., .95,8*0., 1. ,8*0., 1. ,8*0., 1. ,8•0., 
1 . 95' . 05. 7•0. • . 5 .. 5'1*0. • . 05' . 95 '7*0.. . 07 •. 93. 7*0 .• 
2 . 09' . 91, 7*0 .• 0. ' . 97' . 03 '6*0. ' 0. ' . 84' . 16 '6*0. ' 
3 0.,.51,.49,6*0., 0.,.37,.56,.07,5«0., 0.,.44,.27,.29,5*0., 
4 0.,.48,.08,.44,S*O., 0.,.45,.16,.39,5*0., 0.,.20,.47,.27, 
5 .06,4*0., 0.,.14,.36,.33,.17,4*0., 0.,.09,.20,.53,.18,4*0., 
6 :!*O .•. 28 I .60, .09', 03 I 3*0.' 2*0.' .14 I. 58' .24' .04 ,3*0.' 
7 :!*O .•. 08, .69, .19, .04,3*0.' 2*0. I .02, .58, .32, .08,3*0.' 
8 :3*0. '.57 •. 36, .07 ,3*0 .• 3*0 .•. 55, .37' .08,3*0 .• 
9 :3*0.,.46,.46,.08,3*0., 3*0.,.42,.50,.08,3*0. I 
c 
DATA RMY / 3*0., .14, .71, .12, .03,2*0., 3*0., .10, .60, .24, .06,2*0., 
1 :3*0. ' . 03' . 47., 39' . 08' . 03 '0 .• 4*0.' . 40 •. 42' . 13. , 05' 0.' 
2 4*0 .•. 31, .46, .16, .05, .02, 4*0. '.22, .48, .21, .06, .03, 
3 4*0. ' . 17. , 50., 23' . 07' . 03. 4*0 .•. 11' . 48 •. 27' . 09' . 05' 
4 "4*0 .•. 08' . 42 •. 32' .11, . 07' 4*0, • , 05' . 40' . 35' . 12' . 08. 
5 4*0., .03, .34, .36, .15, .12, 5*0., .30, .36, .21, .13, 
6 5*0. ' . 26'. 37' . 20 •. 17' 5*0. '. 22., 35 •. 24 •. 19' 5*0. ' , 18' . 36' 
7 • 25 0 • 21, 5*0. o • 14' , 35, , 25 I• 26 o 5*0, ' • 13 >, 31' • 25' , 31, 
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8 5*0., .12, .29, .24, .35, 5*0 .•. 08, .25, .24,.43, 
9 5*0 .•. 08, .20, .24, .48, 5*0 .• . 01, .15, .26, .52 I 
c 
C Below is the so-called H-function, or delta I I delta N. 
C [This is entered as Q, and transferred to H so that it can 
C be passed in CONMO~] 
C This, multiplied by the previous kernel functions, will give 
C a nev: kernel function which will produce current values from 
C number distribution. 
C These values come from the paper by Richards referenced at 
C the start of the program. 
c 
DATA Q I 
1 8.11E-7, 1.3E-6, 1.7E-6, 2.0E-6, 2.4E-6, 3.0E-6, 3.9E-6, 
2 4.8E-6, 5.6E-6, 6.3E-6, 7.0E-6, 8.0E-6, 8.88E-6, 9.88E-6, 
3 1.12E-5, 1.22E-5, 1.36E-5, 1.51E-5, 1.69E-5, 1.88E-5, 
4 2.09E-5, 2.32E-5, 2.58E-5, 2.87E-5, 3.20E-5, 3.56E-5, 
5 3.96E-5, 4.41E-5, 4.90E-5, 5.46E-5, 6.07E-5, 6.75E-5, 
6 7.51E-5, 8.36E-5, 9.31E-5, 1.04E-4, 1.15E-4, 1.28E-4, 
7 1.43E-4, 1.59E-4, 1.77E-4, 1.97E-4, 2.19E-4, 2.43E-4, 
8 2.71E-4, 3.0lE-4, 3.35E-4, 3.73E-4, 4.15E-4 I 
c 
C :;ov: en~~er the OPC kernel functions into Rl·'.l'.' and Rl·!Z. These will 
C be co~bined into R~O (avoiding too many continuations, again) 
C - - Rl.!E and R'.-'.O v:i 11 be combined to give RM 
c 
DATA R!,!~:.' I 132*0., .009,5*0., .035,5*0., .063, .010,4*0., 
1 .092, .016,.001,3*0.' .117, .025,.001,3*0 .•. 142, .059,.001,3*0., 
2 .163, .145,.008,3*0.' .179,.286, .026,3*0.' .188,.465,.046,3*0 .• 
3 .188 •. 656'. 059, 3*0 .•. 175 •. 808 •. 047 '3*0 .•. 148 •. 833 •. 016 ,3*0 .• 
4 .107,.670,.223,3*0., .060,.390,.548,.001,2*0., .029,.191, 
5 . 778, .001,2*0 .•. 028, .157 •. 805, .010,2*0 .•. 035, .096, .807, 
6 .061, .001,0 .•. 039, .052, .663, .246, .001,0 .• 
7 . 038' . 024 ' . 442 .. 495' . 002' 0. ' . 034' . 010 •. 259' . 694 •. 003 '0 .• 
s . 030 •. 006 .. 205, . 7 52, . 006, o. , . 030, . 009, . 169 •. 735 .. 055, . oo 1 I 
DATA Ri<Z / 
1 .035, .014, .063, .451, .431, .004, .032, .016, .004, .202, .725, .012. 
2 . 021, . 016 .. 003 .. 161' . 692' . 081. . 019' . 015' . 003 •. 110 .. 557 •. 267. 
3 .023, .014, .oo3, .044, .354, .491 I 
c 
DO 60 I=1,NMAX 
60 H(I) = Q(l) 
c 
C Set diameters for inverted distribution from 0.01 urr. to 1.0 um 
c 
DIA(l) = 0.01 
DO 100 I = 2,NMAX 
100 DIA(I) = DIA(I-1) * 1.100694 
c Note that 1.100694 is 10**(1./24) for 24 sizes per decade. 
-180-
c 
C Now set diameters for EAA channels 2-10. These are average diameters. 
c 
DEAA(1) = 0.01333521 
DO llO K = 2,9 
110 DEAA(K) = DEAA(K-1) * 1.778279 
c 
C Nov: set diameters for OPC. 
C DOPC are the cut sizes at the bottoms of each channel. To get 
C the average particle size (DAVG) multiply i by i+1 and take sqrt. 
c 
DOPC(l) = 0.12 
DOPC(2) 0.17 






DO 111 K = 1,6 
111 DAVG(K) = SQRT(DOPC(K)*DDPC(K+1)) 
c 
C I<ov: set up the response matrix R!·'. by combining R:.:E (the EAA response 
C matrh) and Rl-'.O (the OPC response matrix) 
c 
DO E>O I=l, l:l.1AX 
DO 30 J=l,9 
30 fC.'.(J,I) = REE(J,I) * H(I) 
DO 40 J=lO, 15 
40 IL!~(J,I) = Rl-~O(J-9,l) 
so co:rmmE 
c 




DO 120 I= 1,HMAX 
DD 115 K = 1, KMAX 







SUBRDUTII<E IliPUT ( !JOWSET ) 
c 
C This subroutine reads the input from 3 files. 
C Unit 2 is the raw EAA data, Unit 3 is the raw OPC data, 
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C and Unit 5 is the tolerance file. 
C The use:r will be queried for file names. 
c 
C Next thie times and data will be read and stored for each instrument. 
C This will be passed back to the main program, which will do time-
C interpolation to bring the datasets to the same time to create 
C the TARGET vector. 
c 
C---Unit 2-------------- •.INP -------------------------------------
C1> A70 Text to Identify Dataset 
C2> * KDIF{1=delta currents} 
C3+> 11F7.0 HOUR, EAA(K),K=1,10 
c 
C----Unit 3------------- *.OP -------------------------------------
C1+> F7.0,7E10.3 HOUR, TOTNUM, OPC(K) ,K=1,6 
c 
C---Unit 5-------------- *.TOL -------------------------------------
C1> A70 Text to Identify Tolerances 
C2> 9F7.0 RFIT(K),K=1,9 {relative tolerance, -1. repeats} 
C3> 6F7.0 RFIT(K) ,K=l0,15 
C4> 9F7.0 AFIT(K),K=l,9 {absolute tolerance, -1. repeats} 
C5> 6F7.0 AFIT(K),K=l0,15 
C6> 417 'F1'. 0 MAXTV."O I MAXS!.!Q. IS!·IAX 'MI!iSl.:O. Sl·'.TOL 




$ECLUDE: 'PARA1.:s. me· 
c 
c 
C0!.'.!!01: /FLAG/ IPRJ;T, I!IFO, TESTD 
COMMO~ /TEST/ DG(3) ,SG(3),VM(3) 
COMMOlJ /INFO/ HEAD, IMA.XE, IMA.XO 
COMJWJi /SET/ TARGET(KMAX) ,CTOL(KMAX) ,RFIT(KMAX) ,AFIT(KMAX) 
COJ.!Jm:1 /IIJVRT I MAX TWO. MAXSJW' ISMAX. MI!JSJW' s1.:TOL 
cm:1rnr1 /DROP I NDZERO. CMI!iE. c1rnm 
CQ!.'.l.!Q!J /STATS/ JSET, JLOOP, JTV!O, JCOll, SUMSIG, BEG SIG, SUM CUR, BEGCUR 
COM~.lOli /DATA/ HOURE(200) ,HOUR0(200) ,EAA(l0,200) ,OPC(6,200) 
CHARACTER*20 OFILE ,EFILE ,PFILE, TFILE 
CHARACTER•70 HEAD 
LOGICAL IlJFO, TESTD 
DIMENSIO!l OPCNUM(200) 
IF (N01A1SET. EQ. 0) THEil 




















WRITE(*,50) 'Enter Tolerances Filename [MISTI.TOL]: ' 
READ (*,55) TFILE 
\liRITE ( *, 50) 'Enter Output Filename [MISTI. OUT) : ' 
READ (*,55) OFILE 
50 FORMAT(1X,A\) 
55 FOR!l.AT (A) 
IF (TFILE.EQ.' ') TFILE='MISTI.TOL' 
IF (DFILE.EQ.' ') OFILE='MISTI.OUT' 
OPE!l(5,FILE=TFILE,STATUS='OLD') 
OPEN(6,FILE=DFILE,STATUS='NE~') 
~RITE (6,101) TFILE,OFILE 
101 FORMAT (2X, 2(A20,2X) ) 
READ (5,104) HEAD 
104 FOR~AT (A70) 
V:RITE (6, 104) HEAD 
~RITE (•,104) HEAD 
C Read in *.TOL 
c 
c 
RE.AD (5, 300) (RFIT (K) , K=l, 9) 
RE.AD (5,320) (RFIT(K) ,K=l0,15) 
READ (5,300) (AFIT(K),K=l,9) 
RF.AD (5,320) (AFIT(K) ,K=l0,15) 
300 FDRl·'.AT(9F7.0) 
320 FDRl·'.AT(6F7.0) 
READ (5, 180) MAXTWO, MAXS!·lD, ISJ.!AX, MlllSJ.lO, Sl·:TOL 
180 FORMAT (4I7,F7.0) 
READ (5, 185) NDZERO. Cl.iillE. c1m:o 
185 FORl·1AT(I7 ,2F7 .0) 
CALL CLOSE(5) 
C Fit tolerance for each stage 
c 
C Use -1. in RFIT or AFIT to use last value for remainder 
C If no last value, default to RFIT(K)=.05, AFIT(K)=.002 
c 
IF (RFIT (KlHJJ) . LT. 0.) THEil 








DO 196 K=KMIN+l,KMAX 
IF (RFIT (K). LT. 0.) THE!l 
DO 192 I=K,KMAX 
192 RFIT(I)=RFIT(K-1) 
E!;D IF 
IF (AFIT(K) .LT.O.) THEJ: 
DO 194 I=K,KMAX 
194 AFIT(I)=AFIT(K-1) 
END IF 
196 CO Ii TI HUE 
c 










IF (l(AXTV:O.EQ.O) ~:AXn:o = 30 
IF O!AXSMO. EQ. 0) MAXSl·!D = 20 
IF ns:.'.AX. EQ. 0) IS!-'.AX = 5 
IF orn;sr.:o.EQ .o) ~!rns:rn = 5 
IF (S~TDL.EQ.O.} SMTOL = 1.2 
IF (C!-'.I!;E. LE. 0.) C'.·'.HE = 1.E-5 
IF (CMI~O.LE.O.) C~IUO = 1.E-3 
!lote that CMIU is needed since Twomey will not change 
an initial guess of zero. 
IF (TESTD) THE!l 
lJO'/SET = NO'i/,'SET + 1 
RETUR!i 
EJ;D IF 
Other~ise, open data file and start reading in data 
WRITE(*,50) 'Enter EAA Input Data Filename [EAA.EI): ' 
~EAD (*,55) EFILE 
IF (EFILE.EQ.' ') EFILE='EAA.EI' 
OPE!J (2 ,FILE=EFILE, STATUS= 'OLD') 
WRITE(*,50) 'Enter OPC Input Data Filename [OPC.OP]: ' 
READ (*,55) PFILE 
IF (PFILE.EQ.' ') PFILE='OPC.DP' 
OPEll(3,FILE=PFILE,STATUS='OLD') 
START = 0. 
V;RITE(*,50) 'Enter Run Starting Time in hours [O.]: ' 
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READ (* 1 60) START 




C Now read in the time vectors and data for both instruments. 
C These will be needed to bring datasets together at the proper times. 
C Note that EA.A data are in real time, not run time. 
C START time will convert everything to run time. 
c 




DO 230 I=1,2 
READ(2,220) HEAD 
220 FORMAT (A70) 
230 COii TIIJUE 
DO 400 I=1, 200 
READ (2, 250, EllD=410) HOURE (I) , (EA.A (K, I) , K=1, 10) 
250 FORMAT( F7.4, 10(F7.4) ) 
IJIOURE(I) = HOURE(I) - START 






DO 460 I=1,200 
FtEAD(3,270,E!:D=470) HOURO(l) ,OPC!lU:,:(I), 
(OPC(K,I), K=1,6) 
FORUAT(1X,F7.3,E10.3,1X,6E10.3) 
lWAXO = I 
COIJTINUE 
c 
880 NDWSET = NOWSET + 1 









SUBROUTINE GUESS (TRIAL, TARGET, SEtJS) 
c 
C Subroutine GUESS will calculate an initial distribution for the 
C first TARGET value. Since this is usually the beginning of an 
C experimental run, the initial EAA target will be used to create an 
C initial distribution. This will be done by converting the raw 
C data to a number distribution at the 9 average channel diameters, 
C then doing a linear interpolation in between these points. 
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C After 1the first dataset, the previous distribution will be used 
C as the starting guess for the next dataset. This should be a 
C relatively good guess and should speed up the inversion a bit, 
C as well as increasing the chances of convergence. 
c 
$INCLUDE: 'PARAMS. INC' 
c 
c 
COMMDtl /SIZE/ DIA(HHAX) ,DEAA(9) ,DOPC(7) ,DAVG(6) 
COii.MO!/ /RESt!.AT/ Rf.!(Kt,'.AX,NMAX) ,RI{NMAX,KMAX) ,H(NMAX) 
DIME:lSION SEt:S (9), D!JUM (9) 
DIME!JSION TRIAL (JIMAX) , TARGET (KMAX) 
DO 100 K=l,9 






DlJUJ.l (K) = SE!JS (K) * TARGET (K) * 4. 
100 COllTitJUE 
TRIAL(!) = D!JUM(1) * 0.5 
TRIAL(2) = DllUM(l) * 0.667 
TRIAL(3) = Dl/UJ,'.(1) * 0.833 
DD l.50 I=l,8 
TRIAL(6*I - 2) = DNU!.f(I) 
TRIAL(6*I - 1) = 0.833*Dl/UM(I) + 0.167*DllUM(I+1) 
TRIAL(6*I) = 0.667*D!1Ul-l(I) + 0.333*D!;u;.'.(I+1) 
TRIAL(6*I + 1) = O.S*D!:W.!(I) + 0.5*D!iut.'.(I+1) 
IF (I. ltE. 8) THEil 
'.rRIAL( 6*I + 2) = 0.333*DllU1.'.(I) + 0.667*Dl1UJ-'.(I+1) 







SUBROUTI!JE Ill IT ( A, N, CDtlST ) 
c 
C INIT merely initializes array A to CONST. 
c 
c 
DIMEllSIO!i A (N) 
DD 10 J = 1,tl 






SUBROUTINE LOGNRM ( NDIS, SIZD ) 
c 
C LOG;;Rl·'. calculates a lognormal volume distribution, SIZD, using 
C diameter DG and deviation SG and volume V!·'. indicated by NDIS 
c 




CQl.!MO'.: /TEST/ DG(3) ,SG(3) ,Vl<'.(3) 
COMJl.Ol; /SIZE/ DIA (Nl·'.AX) , DEAA (9) , DOPC (7), DAVG (6) 
DIJm:s101; SIZD (:ill.AX) 
SDLCG = ALOG ( SG(l:OIS) ) 
C J;ormal distribution pref actor is 1./SQRT(2. *PI) 




AliOF.!·! = ALOG(10.)/(SQRT(2.*3.14159)) * VM(l<DIS) / SDLOG 
DP!,'.EA!i = DG (!JDIS) 
WRITE ( *, 25) NDIS, DP!,;EA!J, SG (l:DIS) , VM (tmIS) 
25 FORl·'.AT (' LOGJ:DR1·'.AL DlSTRIBUTIOl; #' , 12, ' : Op=' , F9. 4, 
# Sg=' , F9 .4, ' Vm=' , F9. 4) 
DO 50 I = 1;1m;, t!J.:AX 
Z = ALDG ( DIA(I)/DPMEA;; ) / SDLOG 
A = A::OR'·'. * EXP ( - Z * Z / 2. ) 






SUB:'WUTHE GETVOL ( TRIAL, VDlST, TOTVOL, TOTJ;u;.'. ) 
c 
C Calculate volu.~e distribution from number distribution 
c 
$I!;CLUDE: 'PARA:.\S. me. 
c 
COJ.'.:.'.rnJ /SIZE/ DIA(:JMAX) ,DEAA(9) ,DOPC(7) ,DAVG(6) · 
DI '.·'.El!SIOlJ VD I ST (W•'.AX) , TRIAL (NMAX) , TOTllUM (2) 
C TOTlJU!.:(1) includes all, TOTNUM(2)>.02 um 
c 
c 
TDTVOL = 0. 
TOT!:U:.:(1) = 0. 
TOTliUM(2) = 0. 
DLOGDP = ALOG10(DIA(2)/DIA(1)) 
DO 200 I= 1,NMAX 
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D= DIA(I) 
.A.NUM = TRIAL (I) * OLOGDP 
VOLUJt. = AHUM * 3.141593 * D*D*D / 6. 
VDIST(I) = VOLUt.~ / DLOGDP 
TOTVOL = TOTVOL + VOLUM 
TOT!IUJ.!(1) = TOTNUM(l) + ANUM 







SUBRDUTI!lE GET!1U:.! ( NDIST, VDIST ) 
c 
C Calculate number distribution from volume distribution 
c 
$I!<CLUDE: 'PARA!.!S. INC' 
c 
COMMOJ; /SIZE/ DIA(;iMAX) ,DEAA(9) ,DOPC(7) ,DAVG(6) 
REAL VDIST (!1MAX) , ND I ST (!iMAX) 
DO 200 I= NMII:,llMAX 
D= DIA(I) 







SUBIWUTl!JE HISTO ( COUT, SE!JS, HISTV, HI Sm, TVOL, T!;UY. ) 
c 
C This is the simple data inversion method, which assumes 
C no cross-sensitivity. Both the EAA simple inversion and the 
C D?C simple inversion will be performed. 
c 
C T:rn;.1(1) contains total number by EAA, channel 3+ 
C T:lU!.!(2) contains total number by EAA, channel 4+ 
C Ttmh! (3) contains total number by OPC, including all channels 
C TtlUl·! (4) contains total number by OPC, channel 2+ 
c 
C TVOL(l) contains total volume by EAA 
C TVOL(2) contains total volume by OPC 
c 
$1!;CLUDE: 'PARAl·'.S.I!lC' 
co:.1:-101: /SIZE/ DIA(tlMAX) ,DEAA(9) ,DOPC(7) ,DAVG(6) 
onm:sro:; COUT (KMAX) ' HISTV (KJ.!AX) ' HISTN (Kl·!AX) 
DH!EllSIO:I TllU!.:(4) , TVDL (2) , SE!iS (9) 
TVOL(l) = 0. 
TVOL(2) = 0. 
DO 20 1=1,4 
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20 TNUM(I) = 0. 
c 
C Invert the EAA channels first 
C DLOGDP for the EAA is 0.25, since there are 4 channels per decade 
C (hence the multiplication by 4 for HIST); and HISTV) 
c 
c 
DO 100 K=l,9 
AliUJ.'. = SE!JS(K) * COUT(K) 
HISTtl(K) = 4. * A!:UJ.! 
mm'. c 1) = r1m1.1c1) + Ar:u:.'. 
IF (K. GE. 2) mm'. (2) = TlJUM (2) + AlJU:.1 
AVOL = 3.141593 * A1:u1.1 * DEAA(K)**3 / 6. 
HISTV(K) = 4. * AVOL 
1'VOL(1) = TVOL(l) + AVOL 
100 COl:TitlUE 




DO :.20 K=lO, 15 
DLOGDP = ALOGlO(DOPC(K-8)/DOPC(K-9)) 
AW!·'. = COUT (K) 
HIST:l (K) = A'.iUl·'. / DLOGDP 
Eu:.:(3) = rnu:.'.(3) + AJ:u:.: 
IF (K.GE.11) ri;u:.:(4) = r:;U!·'.(4) + A~iUJ.'. 
AVOL = 3.141593 * A:;u1.: * DAVG(K-9)**3 / 6. 
HISTV(K) = AVOL / DLOGDP 






SUBROUTINE S~DOTH ( Y, NDZERO) 
c 
C S~OOTH smooths an array Y as follows: 
c 
C new Y(I) = 0.25•Y(I-1) + 0.50•Y(I) + 0.25•~(I+1) 
c 
C For the end points, assume: 
C IF llDZERO=O Y(out-of-bounds)=Y(endpoint) 
C IF liDZERO=l Y(out-of-bounds)=O. 
C !Jote that NDZERO=l still only weakly zeros the tails. 
c 
$IlJCLUDE: 'PARAJ.\S. me. 
DIJ.!E:JSIO!l Y(!!MAX) 
c 
UH= NMAX - 1 
PAST = 0. 
IF (NDZERO.EQ.O) PAST Y(NMIN) 
DO 10 J = NMIN,LMl 
CURR = Y(J) 
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Y(J) = .25*PAST + .5*CURR + .25*Y(J+1) 
PAST = CURR 
10 CO!JTINUE 
IF (NDZERO.EQ.O) THEN 














C llegativity compensation algorithm. 
C Insists that all differences be positive, or at least zero. 
C If CURR(K)<O. then will attempt to split the negativity with 
c 
c 
the ne:.ghboring points, spreading out as far as necessary 
to eliminate the impossible negative signal. An endpoint 
C is a perfect sink. At each distance from the negative 
C signal, the algorithm attempts to split the negative 
C burden evenly, and if still not satisfied will take whatever 
C is needed from the remaining positive signal (never driving 
C any signal negative), and spread out further, bilaterally, 
C from the negative source if necessary. 
c 
C J =distance from source K (1,2,3 ... ) 
C COVER = amount of negative current still needing to be covered 
C UP = maximum signal that up channel K+J could cover 
C DOV.'rJ = maximum signal that down channel K-J could cover 
c 
DO 500 K=l,9 







IF (KD.GE.KMI!l) DO'IJ!ll=CURR(KD) 
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IF (KU.LE.KMAX) UP=CURR(KU) 
IF (DOv.'N.LT.O.) DO\\'ll=O. 
IF (UP.LT.O.) UP=O. 
PLAY=DOW:l+UP 
IF (PLAY.GE.COVER) GOTO 400 
COVER=COVER-PLAY 
IF (KU.LE.KMAX .A!1D. CURR(KU) .GT.O.) CURR(KU)=O. 
IF (KD.GE.KMIN .AllD. CURR(KD).GT.O.) CURR(KD)=O. 
J=J+l 
IF (J.LE.4) GOTO 200 
WRITE(*,*) •1;o:;EG \\'AR!:Il1G: Cannot Cover Difference!' 
GOTO 450 
400 IF (UP.GE.0.5*COVER .Al:D. D0'{::.GE.0.5*COVER) THEil 
IF (KD. GE. KJWi) CURR(KD)=CURR(KD)-0. 5*COVER 
IF (KU.LE.KMAX) CURR{KU)=CURR(KU)-0.5,.COVER 
ELSE IF (UP.LT.0.5*COVER) THE!l 
IF (KU.LE.KlJ.AX .A!JD. CURR(KU).GT.O.) CURR(KU)=O. 
IF (KD.GE.KMI!i) CURR(KD)=CURR(KD)-COVER+UP 
ELSE IF (DO'IJ.'ll. LT. 0. 5*COVER) THE!: 
IF (KO.GE.Kimi .A::o. CURR(KD).GT.O.) CURR(KD)=O. 
IF (KU.LE.Kl~AX) CURR(KU)=CURR(KU)-COVER+DOV:!l 
ELSE 




C \','RITE(*,222) (CURR(J),J=KlnJJ,Kl·!AX) 







SUBROUTI!JE RESP ( TRIAL, COUT ) 
c 
C RESP conputes the measured output COUT given the size 
C distribution in TRIAL and the response matrix in RM. 
c 
C Find reHponse COUT(K) from assumed distribution TRIAL 
c 
$I!JCLUDE: 'PARAMS. INC' 
COJ.!lW:: /SIZE/ DIA(l!MAX) ,DEAA(9) ,DOPC(7) ,DAVG(6) 
co:.'.J.\Ql; /RESl-!AT I Rl·! (Kl-!AX, !:MAX) 'RI (!J!.\AX. KMAX) • H (!JMAX) 
DIMElJSIO:; TRIAL(!; MAX) , COUT (Kl-!AX) 
DLOGDP = ALOG10(DIA(2)/DIA(1)) 
DO SO K=KMIN,KMAX 
A= 0. 
DD 20 I=NMitl , !JMAX 
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c 
C The following IF block is to prevent underflow errors caused 


















SUBRIJUTI!:E IIJVERT ( TRIAL, COUT, DPAVG ) 
c 
C This is the inversion routine driver. 
C INVERT calls the T~DMEY routine and controls the smoothing 
C and intermediate output. The solution is returned. 
c 




COJ.!'.Wli /SET/ TARGET(KMAX) ,CTOL(Kl·'.AX) ,RFIT(K!·'.AX) ,AFIT(KMAX) 
COMMO!: /FLAG/ IPR!lT, INFO, TESTD 
COMND!l /RESMAT / RM (KMAX, NJ,!AX) , RI (HMAX, KMAX) , H (IHJAX) 
cm.:1.m:; /I!.'VRT I MAXT1l0. }.!AXSJ.:o' ISJ.lAX '!HllSMO 'Sl·!TOL 
CD'.·'.!W)J /DROP I llDZERO. CIG!iE' c:m:o 
co~~o~ /STATS/ JSET,JLOOP,JTV:O,JCOl:,suMSIG,BEGSIG,SUMCUR,BEGCUR 
LOGICAL INFO,TESTD 
DIME!JSIO!J TRIAL (l;:.lAX) , COUT (K!-lAX) 
DIME!JSIO!J CURVE(20), TLAST(ll!·'.AX), CLAST(Kl,'.AX) 




LOOPS = 0 
WRITE.(6, 106) MAXTWO, MAXSJ.'.O, ISMAX, !WZERO, SJ.:TOL 
106 FOR~'.AT (. MAXTV:O= •• I3.. MAXSMO= •• 13.. rs:.:AX='. I3' 
# KDZERO= •• 12 I ' SMTDL= •• F7. 3 ) 
C DO loop to do Twomey-Smoothing up to 15 (MAXSMO) times 
c 
c 
DO 60 NS= 1, MAXSMO 
ISM = 0 
IF (NS.EQ.1) GOTO 40 
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C Smooth until differences are large enough, ISMAX (5) TIMES 
C Jlote: Setting SMTOL sets a trade-off between smoothness and 
c accuracy of solution. Clearly sigma < 1 is too much 
C accuracy, as sigma=1 is the designated instrument tolerance. 
C Smooth the data as much as possible given this trade-off. 
C The default here is Sl,:TOL s igrr.a = 1 . 2. 
c 
c 
20 CALL SMOOTH (TRIAL. 1;ozERO) 
IS~·~ = IS!·'. + 1 
40 CALL RESP ( TRIAL, COUT ) 
CALL FITCHK ( COUT, SIGMA) 
IF ( SJG:,'.A. LT. SMTOL . AllD. IS!~. LT. IS!J.AX . Al:D. llS. GT. 1) GOTO 20 





LOOPS = LOOPS + 1 
ID = 2 
ID = 2 causes printing after the smoothing loop. 
CALL CHKOUT(ID,LOOPS,O,NIT,ISM,TRIAL,SIGMA,CURVAT) 
C 1:ov: ir:i tialize the sigrr.a and the curvature for post-run statistics. 
c 
c 




C Run n.,:o;,'.EY to correct for smoothing. IT iterations done. 
c 
c 
CALL n.·o:.'.EY ( TRIAL I COUT' IT' SIG!,'.A' DPAVG ) 
!HT = ll!T + IT 
ID = 1 
C ID = 1 causes printing after the Twomey loop. 
c 
CALL CHKOUT(ID,LOOPS,IT,HIT,O,TRIAL,SIGMA,CURVAT) 
CURVE(llS) = CURVAT 
C Option to do ~llllSJ.!O smoothing loops, override automatic exit 
c 
IF (LOOPS.LT.Mlt:SJ,'.O) GOTO 50 
c 
C Stop s~ootbing loop if curvature increases 
c 
IF (J:S.GT.2 .AND. CURVAT .GT. CURVE(!lS-1)) GOTO 70 
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c 
C Quit if less than 2.5~ decrease in last 2 iterations 
c 
IF (NS.GT.3 .AND. CURVAT .GE .. 975*CURVE(NS-2)) GOTO 90 
c 




5o DD 59 r = NM n: , m.:AX 
59 TLAST(I) = TRIAL(!) 
DO 56 K = K!U:: , Kt!.AX 




65 FOR:·'.AT(' *** MAXIMUM ',12,' nim.'.EY-SMOOTHI!iG LOOPS DO~IE. ') 
GOTO 100 




70 DO 7'2 MM = N!U!l, lil·'.AX 
72 1'RIAL (l.:io = TLAST nn.:> 
DO 74 MM= KMrn,KMAX 
74 C:DUT(l.!!·!) = CLAST(MJ.l) 
WRITE(•,*) ' Curvature Increased so PRIOR TRIAL USED' 
WRITE(6,•) ' PRIOR TRIAL USED' 
90 ~'RITE(6,95) LOOPS 
95 FOR'..'.AT(/' *** Il\VERSIO:: USED ',I2,' T\liOl.'.EY-s:,'.OOTHrnG LOOPS.'/) 
100 WRITE(6,105) (CURVE(J), J=l,LOOPS) 
105 FORMAT(' CURVAT ',8e9.2) 
JSET-=JSET+l 
IF (SIGMA.LE.1.0) JCON=JCOU+1 
JLOOP=JLOOP+LOOPS 







SUBROUTINE TWOMEY ( TRIAL, COUT, IT, SIGMA, DP AVG ) 
c 
C T\'!Q!,\EY does the Twomey iteration until SIGJ.lA is < 1 
C of until SIGJ,!A is no longer changing significantly (< .1'4). 
C TY.'OMEY corrections are performed across each instrument 
C separately, then a new TRIAL distribution is calculated and 
C TWOMEY corrections applied for the channels corresponding to 
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C the next instrument, etc. This seems to make the fit better 
C by a significant margin. 
c 
C Iteration for a stage is skipped if the trial and true 




C0!•'.~1'.Dll /SET/ TARGET(KMAX) ,CTOL(KMAX) ,RFIT(KMAX) .AFIT(KMAX) 
CO!l.l~Oll /RESMAT / RM (KMAX, NMAX) , RI (NMAX, KMAX) , H (NMAX) 
COJ!.!•!O!i /I!lVRT/ MAXT\liO, MAXSMO, ISMAX, MI!ISJ.lO, SMTOL 
DIMEllSIO!J TRIAL(NMAX), RATIO(KMAX) 
DIMEtJSIOtl COUT (KMAX) 
C De• up to 30 (MAXTWO) Twomey iterations 
C Itera1;e on channel index K first 
C Skip channel if it is within tolerance 
C Check agreement with actual TARGET values 
C Display progress on screen 
C Continue Twomey iterations if agreement is inadequate, SIGMA>l 




DO !50 J"' 1, MAXTWO 
IT = J 
IF (DPAVG.LE.0.2) THEil 
















CALL FITCHK ( COUT, SIGMA ) 
IF (ABS((SIGJ.lA-SIGDLD)/SIGMA) .LE.1.E-3) RETURN 
IF (SIGMA .LT. 1.) RETURN 
SIGDLD = SIGMA 
50 CO!ITINUE 













COMMDN /SET/ TARGET(KMAX),CTOL(KMAX),RFIT(KMAX),AFIT(KMAX) 
COMMOll /RES MAT/ RM (KMAX, NM.AX) , RI (NMAX, KMAX) , H (llMAX) 
Dnrn::JSIOll COUT(KMAX) ,RATIO(KMAX) ,TRIAL(NMAX) 
DO 40 K = KNIN,9 
IF (COUT(K) .LE.1.E-35) THEii 
TEMP = 1.E-35 
:E:LSE 
TEMP = COUT(K) 
EllD IF 
RATIO(K) = TARGET(K)/TEgP - 1 
CERR = TARGET(K} - COUT(K} 
C Could try to make sufficiently good fit better by 
C unconditionally doing the next IF block, but this would 
C decrease the smoothness. 
c 
c 
IF ( ABS (CERR) . GE. CTOL (K) ) THE!l 
A = RATIO(K) 
DO 30 I = NMI!l, !lit.AX 
B = RI(I ,K) 
C !low, to re-normalize the kernel function so that the Twomey 
C correction will make a significant step towards convergence, 
C the response matrix element B is divided by the instrument 








CALL RESP ( TRIAL, COUT ) 
c 





SUBROUTI!JE OPCT (TRIAL, COUT) 
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c 







COMMO!J /SET/ TARGET(Kl~AX) ,CTOL(KMAX) ,RFIT(KMAX) ,AFIT(KMAX) 
CQJ.!MQl; /RESMAT / RM (Kl·!AX, NMAX) , RI (NMAX ,Kl-!AX), H (!IMAX) 
DIMEJ;SIO!i COUT(KMAX) ,RATIO(KMAX), TRIAL(NMAX) 
DO 41 K = 10,15 
IF (COUT (K) . LE. 1. E-35) THElJ 
TEMP = 1.E-35 
ELSE 
TEMP = COUT(K) 
EllD IF 
RA TIO (K) = TARGET (K) /TE!·'.P - 1 
CERR = TARGET(K) - COUT(K) 
IF ( ABS (CERR) . GE. CTOL (K) ) THEil 
A = RATIO(K) 
DO 31 I = rmrn. flMAX 
B = RI(I,K) 









SUBROUTI!IE FITCHE ( COUT, SIGJ.\A ) 
c 
C FITCHK computes a fractional discrepancy in the 
C desired signal TARGET from the calculated signal COUT, 
C and finds a normalized error parameter SIGI.:A. 
c 
$IlJCLUDE: 'PARAMS.IlJC' 
c01n.m1: /SET I TARGET (KMAX) • CTOL (KMAX) • RFIT (KMAX) • AFIT (KMAX) 
DIME!lSIO!l COUT(KMAX) 
NCHA!J = KNAX-KMIN+l 
SIGMA = 0. 
DO 10 K = K!rnJ, KJ.IAX 
A = (COUT(K)-TARGET(K)) / CTOL(K) 
SIGMA = SIGMA + A*A 
10 cm:TrnUE 







SUBROUTillE CHKOUT (ID, LOOPS, IT, NIT, ISM, TRIAL, SIGMA, CURVAT) 
c 
C CHKOUT prints intermediate inversion results and gets 
C curvature parameter. IPR!lT=l causes TRIAL to be printed after 
C TWOJ.!, 2=after SMOOTH only. 
c 








C C:alculate CURVATURE parameter (must skip endpoints) 
c 
c 
CURVAT = 0. 
DO rn I NMH+l, W<AX-1 
A(l) TRIAL(I-1) 
A (2) TRIAL(!) 
A(3) TRIAL(I+l) 
DD 12 J=l,3 
C Again to prevent underflow errors, values< 1.e-35 are zeroed. 
c 
c 
12 IF (A(J).LT.l.E-35) A(J) = 0. 
GURVAT = CURVAT +ABS( (A(2) - A(1)) + (A(2) - A(3))) 
10 COJJTillUE 
NCOU!:T = NMAX-mrn1-1 
CURVAT = CURVAT I ncou::T 





90 FORMAT(' Loop',I3,' Tw=' ,I3,' =>' ,I4,' Sm=' ,I3, 
# • SIG!<'.A=' ,F8.2, I CURV=' ,Fl0.4) 
IF (ID. EQ. IPR!lT. OR. IPR!lT. GE. 10) THEll 
C Print TRIAL in 4 columns 
llCOL = 4 
1i1rn = OrnAX-NMrn) /11co1 + 1 
DO 200 I = 1,llLIN 
JJ=llCOL-1 












Trial Tolerances for experimental data 
0.10 .10 .10 .10 .10 .10 .15 .15 .20 
0.20 .10 .10 .10 .10 .10 
0.001 .001 .001 .001 .001 .001 .001 .001 .001 
1. 1. 0.5 0.1 0.1 0.1 
50 15 4 4 1.3 
0 1.e-5 1.e-03 
-*****--*****--*****--*****- MISTI.TOL ****--***** •• *****--*****--*****. 
MAXTWO MAXS/1.0 ISHAX MIIJS:.10 Sl~TOL 
NDZERO CMINE CMillD 
LINE 1 is a line of identifying text. A70 
LEE 2 contains the relative EAA error tolerances, RFIT. 9F7.0 
Note that a -1. will give all remaining channels 
the last RFIT listed (e.g., use 0.05 -1.) 
LillE 3 contains the re la ti ve OPC error tolerances, RFIT. 
-1. repeats as with line 2 6F7.0 
LillES 4 and 5 contain the absolute error tolerances, AFIT. 9F7.0 and 
6F7.0 
Likewise, a -1. repeats the last value given. 
LIJ:E 6 contains MAXT\\'O, l·'.AXSJ.!O, IS:'.AX, Jn!ls:.'.O, Sl.'.TOL 5I7,F7.0 
MAXTV.'O is the maximum Twomey iterations per loop, default 30. 
MAXS:.:O is the maximum number of smoothing loops, default 20. 
IS'..'.AX is the maximum nwr.ber of smooths in a loop, default 3. 
MI~S~O positive forces at least MI'.:S~O smoothing loops, def 5. 
SJ.'.TOL is the smoothing tolerance, the value of SIGl·'.A 
above which no more smooths occur in a loop, default 1.2 
l:ote LI!:E 6 may be omitted entirely and defaults used. 
LI::E 7 contains l:OZERO, c:n::E, c;rn;o 17, 2F7. 0 
NDZERO nonzero will smooth the endpoints to~ards zero, def 0. 
CMIJ;E is the smallest EAA voltage allowed (!JOT 0.), def 1. E-5 
CMrnO is the smallest OPC counts allowed (/IDT 0.), def 1.E-3 
Note this line may be omitted and defaults used. 
l·~TEST. TOL: 
Trial Tolerances for test data 
0.001 -1. 
0.001 -1 . 
0.0001 . 0001 .0001 .0001 .0001 .0001 .0001 .0001 .0001 
.001 .001 .0005 .0001 .0001 .0001 
500 20 4 5 1.4 
0 1.e-5 1.e-05 
·*****--*****--***** •• *****- MISTI.TOL ****--*****--*****--***** •• *****-
~!AXTV.'O MAXS!.:O IS!·!AX inns1rn s:.'.TOL 
NDZERO C!HIJE C!UtlO 
Lll:E 1 is a line of identifying text. A70 
LI:JE 2 contains the relative EAA error tolerances, RFIT. 9F7.0 
Note that a -1. will give all remaining channels 
the last RFIT listed (e.g., use 0.05 -1.) 
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LINE 3 co11tains the relative OPC error tolerances, RFIT. 
-1. repeats as with line 2 6F7.0 
LiriES 4 ai1d 5 contain the absolute error tolerances, AFIT. 9F7. 0 and 
6F7.0 
Likeldse, .a -1. repeats the last value given. 
Ll!IE 6 co:ntains MAXTWO, MAXSMO, !Sii.AX, MINSMO, SMTOL 517, F7. 0 
MAXTWO is the maximum Twomey iterations per loop, default 30. 
MAXSMO is the maximum number of smoothing loops, default 20. 
!Sii.AX is the maximum number of smooths in a loop, default 3. 
NINSMO positive forces at least MINSMO smoothing loops, def 5. 
S~TOL is the smoothing tolerance, the value of SIGMA 
above which no more smooths occur in a loop, default 1.2 
~ote Ll~E 6 may be omitted entirely and defaults used. 
LIJlE 7 cont a ins NDZERO, Cl·~IHE, C!HlJO 17, 2F7. 0 
!JDZERO nonzero will srr,ooth the endpoints towards zero, def 0. 
CJ.!IJ:E is the smallest EAA voltage allowed (NOT 0.), def 1.E-5 
ClH!JO is the smallest OPC counts allowed (NOT 0.), def 'i.E-3 




C MANIPULATES INVERTED NUii.BER DISTIBUTIOllS AT USER-SELECTED TIMES 
c 
C THE INPUT FILE IS THE INVERTED MISTI ( .KU!J.) UlffORJ~ATTED DATAFILE 
c 
C MANAGE will find the user-selected time, optionally smoothing 
Cits data, and output data to DIST.# files, HISE.# files, and 
C RISO.# files, representing the inverted distribution, the 
C input EAA histogram, and the input OPC histogram. Also, it 
C will optionally creating number/volume/size summary (.SUM) 
c 
C This program closely follows SELECT, the EAA management 
C program, and CHOOSE, the OPC management program. 
c 
C DATA FILES: 
c 
C 20 CF ILE lHSTI. NUM Inverted ll Density (It:PUT) 
C 11 NFILE NANDV .PRO Inverted Number and Volume 
C 7 EFILE HISE.# EAA Histogram Distribution 
C 8 HFILE HISO.# OPC Histogram Distribution 
C 9 DFILE DIST.# Inverted Distribution 
C 25 SFILE MISTI. SUl·! Totals and average Ops. 
c 
c 





CO:·!MO!i /SIZE/ DIA(Nl·!AX) ,DEAA(9) ,DOPC(7) ,DAVG(6) 
crn.'.:rn;J /STORE/ Til~E(200) ,RA~:S(Kt!.AX,200) ,DEJ/(m.'.AX,200) 
cm'.:.mi; /WHERE/ nm:, NEXT 
REAL RAW{KMAX) 
REAL PRAW(KMAX) ,POUT(NMAX) ,PVIST(NMAX) 
REAL VD I ST (NJ.lAX) I ND I ST (IJMAX) I TVOL (2) . TOTIJU!>! (3) 
REAL HISTV (Kl·'.AX) I HIST!J(KMAX) I HISJJUJ.! (4) I HISVOL (2) 





DATA S / 4.17E5, 1.67E5, 8.70E4, 4.44E4, 
# 2.41E4, 1.23E4, 6.67E3, 3.51E3, 1.80E3 I 
DO ~~ I=l, 9 
3 SEl!S (I) = S (I) 
C Set diameters for inverted distribution from 0.01 um to 1.0 um 
c 
DIA(1) = 0.01 
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DO 100 I = 2,NMAX 
100 DIA(I) = DIA(I-1) * 1.100694 
c 
c JI ow set diameters for EAA channels 2-10. These are average diameters. 
c 
DEAA(1) • 0.01333521 
DO 110 K = 2,9 
110 DEAA(K) = DEAA(K-1) * 1. 778279 
c 
C i;ow set diameters for OPC. 
C DOPC are the cut sizes at the bottoms of each channel. To get 




DOPC(l) = 0.12 
DOPC(2) = 0.17 
DOPC(3) = 0.27 
DOPC(4) = 0.42 
DOPC(5) = 0.62 
DOPC(6) = 0.87 
DOPC(7) = 1.17 
DO 111 K = 1,6 
111 DAVG(K) = SQRT(DOPC(K)*DOPC(K+1)) 




WRITE ( *, 190) 
190 FOR!·'.AT(/20X, '*** 11.AliAGE - J1'.ISTI PROFILE HA!JDLER *** '/} 
WRITE(*, 200) •1;ame of l·'.ISTI output file [lnsTI. llUl-'.] : ' 
200 FORMAT (/1X ,A\) 
READ(*,202) CFILE 
202 FORMAT(A) 
IF (CFILE.EQ.' ') CFILE='MISTI.!IUM' 
D!;AJ.'.E= 'DIST' 
m:A?-!E= •Hr so• 
EJ:Al-'.E= 'HISE' 
OPE!; (20 ,FILE=CFILE, STATUS= 'OLD', FOR!-!= 'UllFOR!"'.ATTED') 




IF (ASK.EQ. 'll' .OR. ASK.EQ. 'n') SAVPRO=.FALSE. 
IF (SAVPRO) THE!; 
WRITE(*,200) 'l;ame of profile file [tJAllDV.PRO] 
READ(*,202) NFILE 
IF (NFILE. EQ. ' ') !ff ILE=' llAllDV. PRO' 




WRITE(*,200) 'Shall summary file (.SUM) be created? [Y] ' 
READ(*,666) ASK 
SAVSUM=.TRUE. 
IF (ASK.EQ.'Ji' .OR. ASK.EQ.'n') SAVSUJ!.=.FALSE. 
IF (SAVSUI·'.) THEN 
WRITE(* ,200) '!:ame of output file [MISTI.SUM] 
READ(*,202) SFILE 
IF (SFILE.EQ.' ') SFILE='MISTI.SUM' 




C Unformatted Files of the Number Distribution with Time 
c 
C MI ST! . ~JU!.'. 
C 1 HOUR 
C 2-16 RAV:(K) 
C 17-65 NDIST(K) 
c 
c Formatted Summary (.SU!.'.) 
c 
c 1 2 3 
c TL'.E IJT>O. 01 lJT>O. 02 
c 
File format: (unit 25) 
4 5 6 
TV DPnav DPvav 
c Formatted liA!:DV.PRO file format: (unit 11) 
c 
c 1 2 3 4 5 6 7 








:10:.: = 0 
READ u; MISTI DATASET 
300 READ(20,E!:D=400,ERR=400) HOUR, (RA'll(K) ,K=1,KMAX), 
# (:JD I ST (I), 1=1, HHAX) 
NOV! Nm.: + 1 
IF (SAVPRO. OR. SAVSUJ.~) THEt; 
GALL HISTO ( RAW, SE!!S, HISTV, HISTN, HISVOL, HIS!lUY. ) 
GALL GETVOL ( !/DIST, VDIST, TOTVOL, TOTUUM ) 
El JD IF 
IF (SAVPRO) THEll 





IF (SAVSUM) THEN 
CALL FitlDAV (VDIST, NDIST, DPVAV, DP!iAV) 




DO 310 K=l,Kll.AX 
310 RAl/!S(K,llO\'i)=RAW(K) 
DO 320 I=1,NMAX 
320 DEN(I,NOl)=NDIST(I) 






WRITE(*,*) NOW,' Datasets Read up to Time ',ENDTIM 
CALL CLOSE (20) 
CALL CLOSE (11) 
C All inverted data have been read in. 
C ~o~ average the datasets over a user-specified interval. 
c 
c 
WRITE(*,200) 'AVERAGI!IG Interval (Hours; 0. nearest pt.): ' 
READ(*,*) TI!JT 
\r.'RITE(*,200) 'Time Into Run for FIRST Plot (Hours): ' 
READ ( * , *) BEG Ill 
V.:R!TE(*,200) 'Time STEP Between Plots (Hours): ' 
READ(*,") TSTEP 




500 CALL AVERAG (PTIME, TIJ:T, PRAl/.', POUT) 
c 
C l:ote if there are no data near PTIME, AVERAG will use the 
C first time after PTIME to provide data, rather than exit. 
c 
c 
CALL HISTO ( PRAV.', SE!JS, HISTV, HISTll, HISVOL, HISliUJ.! ) 
CALL GETVOL { POUT I PVIST I TOTVOL I. TOTNUM ) 
C OPTIO:; TO SAVE EACH DISTRIBUTIO:! AS DIST.# AND HIST.# 
c 
IF (~EXT.LT.10) THEN 
V.:RITE (DFILE, 401) DNAJ.!E, NEXT 
\'."RITE (HFILE I 401) RHAME I JlEXT 
WRITE(EFILE ,401) EllAME I NEXT 
ELSEIF (NEXT.LT.100) THEN 
WRITE(DFILE,402) DNAME,NEXT 
WRITE (HFILE, 402) H!JAl.~E, NEXT 
WRITE(EFILE,402) ENAME,NEXT 
ELSE 
WRITE CDFILE, 403) m;Ar.'.E. tJEXT 
\llRITE(HFILE,403) HllAME,NEXT 
\I/RITE (EFILE, 403) ElJAl.'.E, NEXT 
EI:DIF 
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401 FORUAT{A, '. ',11) 
402 FORl.'.AT (A, ' . ' , 12) 
403 FORW.AT(A, '.' ,13) 
c 
C DIST.n will contain the follo~ing results: 
C Dp Vol(Cin) N(Cin) 
c 
OPEii (9, FILE=DFILE. STATUS=· r;Ev: ·,FOR!.'.= 'FOR~·lATTED • > 
no f100 l=mmi, :;MAX 




C HISE.n will contain the following table of results. 
C Dp{min/max} Vol(Sim) N(Sim) 
c 
c 
EAAHLF = 10. **O. 125 
OPE:: (7 ,FILE=EFILE,STATUS='J;E·!." ,FOR.'..'.='FOR!·'.ATTED'} 
WRITE (7 I 860) DEAA ( 1) /EAAHLF I 0 .• 0. 
DO 1340 K=l,9 
'riRITE (7, 860) DEAA (K) /EAAHLF, HIS TV (K) , HIST!; (K) 
840 1NRITE(7 ,860) DEAA(K)*EAAHLF ,HISTV(K) ,HIST!i(K) 
CALL CLOSE(7) 
C HISO.n will contain the following table of results. 
C Dp{min/max} Vol(Sim) N(Sim) 
c 
c 
OPE!l (8, FILE=HFILE, STATUS=' llE1!" ,FORl·!=' FOR:.:ATTED'} 
WRITE(8,860) DOPC(1) ,0. ,0. 
DO 850 K=10,15 
~RITE(8,860) DOPC(K-9) ,HISTV(K) ,HIST!l(K) 
850 WRITE(8,860) DOPC(K-8),HISTV(K),HISTN(K) 
860 FORMAT(1X,F7.4,2X,F10.4,F10.1) 
CALL CLOSE(8) 




IF (PTlME.LT.EGDTlM) GOTO 500 
c 
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WRITE (*,*) ' ' 




SUBROUTI!!E GETVOL ( t;DIST, VD I ST, TOTVOL, TOTIJUJ.l ) 
c 




CONMO:; /SIZE/ DIA(!IJ.~AX) ,DEAA(9) ,DOPC(7) ,DAVG(6) 
REJ.L VD I ST (ln'.AX) , l!DI ST (!:!.'.AX) 'TOTJ:m'. (2) 




TOTVOL = 0. 
TO~::;u:.'. ( 1) = 0. 
TOTliUl.'.(2) = 0. 
DLOGDP = ALOG10(DIA(2)/DIA(l)) 
DO :200 I= 1, 11:.:AX 
D= DIA(I) 
Anuu = NDIST(I) * DLOGDP 
vow:.'. = Anu:.'. • 3. 141593 * D•D*D / 6. 
VDIST(I) = VOLUM / DLDGDP 
TOTVOL = TOTVOL + VOLU:.: 
TOTNUM ( 1) = TOTWM (1) + ANUM 






SUBROUTii:E RISTO ( RA'!.', SE!:S, HIS TV, HISTli, TVOL, ,TNm'. ) 
c 
C This is the simple data inversion method, 'l!hich assumes 
C no cross-sensitivity. Both the EAA simple inversion and the 















number by EAA, channel 3+ 
number by EAA, channel 4+ 
number by OPC, including all 
number by OPC, channel 2+ 
channels 
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C TVOL(l) contains total volume by EAA 
C TVOL(2) contains total volume by OPC 
c 
$IJJCLUDE: 'PARAMS. INC' 
CO!-'.:rn1; /SIZE/ DIA(NMAX) ,DEAA(9) ,DOPC(7) ,DAVG(6) 
DIME'iSIO!: RAVI (KMAX), HISTV (KMAX), HIST!l (KEAX) 
DIME'.iSION Tl/UM(4), TVOL(2) ,SEtlS(9) 
TVOL(1) = 0. 
TVOL(2) = 0. 
DO 20 1=1,4 
20 TNUN(I) = 0. 
c 
C Invert the EAA channels first 
C DLDGDP for the EAA is 0.25, since there are 4 channels per decade 
C (hence the multiplication by 4 for HISTN and HISTV) 
c 
DO 100 K=1,9 
AllUM = SE!JS (K) * RA\IJ (K) 
HIST!l (K) = 4. * AlJUll. 
T!iUM(1) = TNUM(1) + A!IUM 
lF (K.GE.2} TnUl·'.(2) = T::U:.'.(2) + A!!UI·'. 
AVOL = 3.141593 * A!:m~ * DEAA(K)**3 / 6. 
HISTV(K) = 4. * AVOL 
TVOL(1) = TVOL(1) + AVOL 
100 co:;n1mE 
c 
C !!ext invert the OPC channels 
c 
DO 1.20 K=10, 15 
DLOGDP = ALOG10(DOPC(K-8)/DOPC(K-9)) 
JlliUI•'. = RAW (K) 
l!ISTH (K) = AtlUM I DLOGDP 
~r::u:.ic 3) = n:m: c 3) + A:ru1.: 
IF (K.GE.11) rnm:(4) = rnm.'.(4) + AI:UJ.'. 
AVOL = 3.141593 * ANUM * DAVG(K-9)**3 / 6. 
HISTV(K) = AVOL I DLOGDP 








SUBROUTI!!E AVERAG ( PTIJ.!E, TillT, PRAV.', POUT ) 
c 
C Finds AVERAGE OPC values at PTIME within Interval TINT 
C (from PTIME-TI!IT/2 to PTH!E+TIHT/2 in hours) 
c 
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$INCLUDE: 'PARAMS. me· 
c 
REAL PRAW(KMAX), POUT(NMAX) 
COMMO:l /STORE/ TI!~E(200) .RA~'S(KMAX,200) ,DE!l(NMAX,200) 
CO!>'.!l.D:~ /WHERE/ N011.' , llEXT 









25 IF (TI!f.E(J) .GT .PSTAR) GOTO 100 
J=J+1 
IF (J. GT. llO\'.') STOP 'PTB!E too large' 
GOTO 25 
c Having found this time, initialize PRA\\' and POUT 
c which will hold the averaged values. 
c 
100 DO 110 K=l ,KMAX 
110 PRA~(K)=RAWS(K,J) 




IF (J.GT.NOr .DR. TIME(J) .GT.PSTOP) GOTO 500 
c 
c Add the raw values to PRA\'." and the distribution values to POUT 
c for as many times as can fit before PSTOP. 
c 
DD 210 K=l ,Kl•~AX 
210 PRAV: (K) =PRA'J.' (K) +RA'i.'S (K, J) 
DD 220 1=1, Ntl.AX 




c Now divide by the number of values that were added in. 
c 
c 
500 COU~l !=FLOAT (KOUNT) 
DO 510 K=1,KMAX 
510 PRAV:(K)=PRAW(K)/COUJJT 
DO 520 1=1, l\J.lAX 
520 POUT(l)=POUT(l)/COUNT 
WRITE(* ,900) NEXT ,PTIME,KDU!lT 
900 FOR:,!AT(' DlSTribution #' ,13,' at TIME ',F7.3,' from' ,13, 
c 










co:.:rrn:: /SIZE/ DIA(!J!.'.AX) ,DEAA(9) ,DOPC(7) ,DAVG(6) 
REAL VDIST(llMAX) , ND I ST (!:MAX) 
C FI!iDAV finds moments of the size distribution. 
c 
su;rn .. o. 
SUJ.'.V:::O. 
SUJ.'.1=0. 
DO 100 I=mrn; 'llJ.lAX 
sur.::;=sm.:n + 1;n1sr CI) 
su:.!V=SU!'.V+VDIST (I) 
su:.'.1=srn.:1 +!iDIST (I) *DIA (I) 
100 co::TI!JUE 
c 






SUBR.JUTiliE GET:;u:.'. ( J:DIST, VDIST ) 
c 






CD'.·'.l·!O:: /SIZE/ DIAC::l'.AX) ,DEAA(9) ,DDPC(7) ,DAVG(6) 
REAL VD I ST (!;!.'.AX), 1iDIST (li1·!AX) 
DO 200 I= mun, 1:1.\AX 
D= DIA(I) 







C SJWOTHS TOTAL VOLUME Alm TOTAL NUJ.!.BER PROFILES OVER SELECTED INTERVAL 
c 
C SMOOTH takes as input the profile files created ·by MA!JAGE from the 
C output files of MISTI. It reads the data in from the .Pl,.P2,.PA 
C or .PB file, asks for the averaging interval (suggested: 1/2 hour) 
C and smooths the total number and total volume by inversion. The 










COit.MO!: /WHERE/ KOW I NEXT 
REAL TO THU!·'. I EAAllU!·'. I OPC:lW.'. I TOTVOL I EAA VOL. OPCVOL 
REAL TIME(200) ,tlUl·\(200) ,VOL(200) 
REAL TINT ,FIRSTTIME,ElWTIME 
CHARACTER*20 NFILE,CFILE 
CHARACTER* 1 ASK 
\l'RITE(*,200) '!lame of .PA or .PB file to be smoothed 
200 FORl~AT(/lX ,A\) 
READ(*,202) CFILE 
202 FOR!·'.AT (A) 
OPE!: (20 I FILE=CFILE I STATUS=. OLD •• FOR!·'.=. FORMATTED.) 
~RITE(•,200) 'Name of smoothed output file [SUOOTH.OUT] 
RE.AD(•,202) llFILE 
IF (~FILE.EQ.' ') ~FILE='S~OOTH.OUT' 
OPE:; (11, FILE=:;FILE. STATUS= I :iE\'." • FOR:.:=. FOR!·'.ATTED I) 
rm~:= o 
NOYJG!l = 0 
READ rn DATASET 
300 READ (20, *, El!D=400, ERR=400) HOUR, TOTJ:UJ.'., EAA::uJ.l, OPCllUl·'., TOTVOL, 
# EAAVOL,OPCVOL 
IF {!JO'!.'. EQ. O) FIRSTTIME=HOUR 
Nm: = rrnv: + 1 
TIJ.!E (!JQ'i.') =HOUR 
IF (HOUR. LT. 0) N01/.'!Hl; = NOW 
NUM ( !IOV.') =TOTNUM 
VOL ( JJm.') =TOTVOL 





WRITE ( *, *) !WW, ' Datasets Read up to Time ' , EllDTIJ.1 
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CALL CLOSE (20) 
c 
C All unsmoothed data have been read in. 




WRITE(*,200) 'AVERAGHG Interval (Hours; 0. nearest pt.): ' 
READ(*,*) TlllT 
llEXT=JJO.~llH!l 
PTI!l.E = TrnE (l;mnm;) 
IF (FIRSTTIJ.lE. GT. 0) THE!; 
PTil/.E=FlRSTTIME 
NEXT = 1 
EliD IF 
500 CALI. AVERAG (PTH!E, TlliT, TH'.E, NUJ.!, VOL) 
c 
C tlote if there are no data near PTil~E. AVERAG will use the 
C first time after PTIME to provide data, rather than exit. 
c 





IF (NEXT.LE.NO~) GOTO 500 
990 co~:ni:UE 
c 
\\'RITE(*,*) ' ' 




SUBROUTIJ;EAVERAG ( PTH'.E, rrnr. TH'.E, NU:.:, VOL) 
c 
C Finds AVERAGE values at PTH!E within Interval TINT 
C (from PTIME-TI!lT/2 to PTIJ.!E+TINT/2 in hours) 
c 
c 
REAL TIME (200) , llUJ.! (200) , VOL (200) 
C0:.'.1-!0il /WHERE/ NOV.', IJEXT 





c Look for the first time greater than PSTAR 
c 
J=l 
25 IF (TIME(J) .GT.PSTAR) GOTO 100 
J=J+l 
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IF (J. GT. NOW) STOP 'PTIME too large' 
GOTO 25 
c 
C Having found this time, initialize Alm:.'. and AVOL which will hold 
C the averaged number and volume values. 
c 
c 
100 ANUM = NUM(J) 
AVOL = VOL (J) 
KOUllT=1 
200 J=J+1 
IF (J.GT.NOi .OR. TINE(J).GT.PSTOP) GOTO 500 
c Add the number to AilUJ.'. and the volwne to AVOL for as many times as 
c can fit before PSTOP. 
c 
c 
AlmM = AllUJ.! + NUJ.l (J) 
AVOL = AVOL + VOL(J) 
KOU'.IT=KOU:;T+1 
GOTO 200 
c !:ow divide by the nurr,ber of values that were added in. 
c 
c 
500 cou::T=FLOAT (Kom:T) 
A:;u;.: = Al:Ul-'./COU:JT 
AVOL = AVOL/COU:iT 









DATA FRO~l S~IOG CHA~II3ER EXPERil\1E:\TS 
iv.1 Summary of smog chamber data files 
Data from these experiments are recorded in many different files, from raw 
data through inverted results. In the following section, we summarize the path 
these data follow between acquisition and final inverted distributions. Most of the 
programs used for these manipulations can be found in Warren (1986). A complete 
summary of the suffix coding for the files is given in Table IV. 1 following. 
Raw EAA data are recorded by the PDP-11 computer in the laboratory on 
8" floppy disks. These data are labeled with the experiment name followed by 
the suffix .E2R, to indicate 2 EAA 's, raw data. The PDP-11 program VTEAA 
creates the more compact files .EAI, .EA2, .EA3, or .EA4. The .EAl and .EA2 
files r~present EAAJ 32 and EAA250 readings, respectively. For dual-chamber 
experiments, .EAl indicates EAA132 recording data from side A of the chamber, 
.EA2 represents EAA250 on side B, .EA3 represents EAA132 on side B, and .EA4 
represents EAA250 on side A. 
The PDP-11 program EAAINT creates .EI# files from the .EA# files, where 
the numbering remains the same. This program simply time-interpolates each 
channel of the EAA to correct for the length of the sampling cycle, and stores the 
data as EAA voltage differences per channel instead of the voltages per channel 
recorded in the .EA# files. 
Data from the OPC are output on paper tape from the instrument and entered 
by hand into the PDP-11 computer. The suffixes .OPC and .DOP apply to single-
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chamber experiments, before and after the diluter is turned on. These files are 
combined into an .OP file, which gives the time and number concentration in each 
channel for channels 1 - 6. For the dual-chamber experiments, .OPA and .OPB 
files are created from the paper tapes, for sides A and B. These are multiplied by 
the dilution ratio and put in the same format as the .OP files, and labeled .POA 
and .POB. 
CNC data are recorded by hand, then entered into the computer as .CNI and 
.CN2 files when both instruments are running for a single-chamber experiment, 
or as a .C:NC file for only one instrument. The designations "1" and "2" referred 
to CNC219 and CNC230, respectively. In dual-chamber experiments, .CNA and 
.C?\B file~ contain the time versus number concentration data. 
The .EA# files and .OP files for single-chamber experiments are inverted simul-
taneously by MISTI, producing .NI and .N2 files. These are unformatted files that 
contain the number distributions with time for the combined EAA132/0PC data 
and the combined EAA250/0PC data, respectively. Using the program MAN-
AGE, also given in Appendix III, .Pl and .P2 profile files are created from the 
.l\·1 and .N2 files; these contain time, total number concentration of particles by 
inversion, EAA and OPC, and total volume concentrations by inversion, EAA and 
OPC. MANAGE also creates .SJ and .S2 summary files that contain time, total 
number concentration of particles 2:0.01 µm by inversion, total number concen-
tration 2:0.02 µ,m, total volume concentration and number-average and volume-
average diameters. The .Pl and .P2 files are smoothed over a half-hour interval 
to create .SMI and .SM2 files. Aerosol number and volume distributions averaged 
over ±7.5-minute intervals are created by MANAGE, and stored as DISTxxx.#, 
where the xxx designates the number of the experiment and the # ranges from I -
12, for each half-hour interval, with 1 being the experimental initial distribution. 
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For dual-chamber experiments, the designations are the same, with A and B being 

































TABLE IV .1. File suffixes for smog chamber data 
Raw EAA data t.aken from both EAA's 
EAA 132, single-chamber experiments, raw data in volt.ages 
EAA250, single-chamber experiments, raw data in voltages 
EAA132, dual-chamber experiments, side A, raw data in voltages 
EAA250, dual-chamber experiments, side B, raw data in voltages 
EAA132, dual-chamber experiments, side B, raw data in voltages 
EAA250, dual-chamber experiments, side A, raw data in voltages 
Time-interpolated voltages, stored as voltage differences. Same numbering as above 
Raw OPC data as entered into the PDP-11. Undiluted, single-chamber experiments, 
number of counts per OPC printout 
Raw OPC, single-chamber experiment, diluter on 
Combination of .OPC and .DOP, containing hours into experiment, total number 
concentrations, and number in each channel for channels 1 - 6 
Raw OPC data for sides A and B of dual-chamber experiments. Diluter on 
Same as .OP description above, for dual-chamber experiments 
Time and number concentration from CNC219 
Time and number concentration from CNC230 
Time and number concentration for single-chamber experiment with only one CNC 
operating 
Time and number concentration for side8 A and B of dual-chamber experiments 
Unformatted number distributions with time for single-chamber experiments, 
using EAA132 and OPC data 
Unformatted number distributions with time for single-c11amber experiments, 
using EAA250 and OPC data 
Profile files created by MANAGE from .Nl and .N2 files. Contain time, total 
number concentrations by inversion, EAA, and OPC, and total volume 
concentrations by inversion, EAA, and OPC 
Summary files created by MANAGE from .Nl and .N2 files. Contain time, 
tot.al number ~ 0.01 µm, total number ~ 0.02_µm, total volume, 
number-average and volume-average diameters 
Smoothed summary files containing time, volume concentration and number 
concentration interpolated over half-hour intervals 
Unformatted number distributions for dual-chamber experiments 
Profile files for dual-chamber experiments 
Summary files for dual-chamber experiments 
Smoothed summary files for dual-chamber experiments 
Inverted distributions at half-hour intervals, averaged over ±7.5 minutes. 
Contains diameter, dV /d log D1,, dN/d log D1,. 
xxx identifies experiment, # indicates which half-hour interval 
-217-
iv.2 Plots of smog chamber aerosol data 
We present here the plots of the aerosol data from each smog chamber experi-
ment for which aerosol data were recorded. For each experiment, we include plots 
of the total aerosol number concentration, the total aerosol volume concentration, 
and the average particle size for each aerosol instrument and for the inverted re-
sult. In addition, we show number and volume distributions at half-hour intervals 
over the course of each experiment. A key to the symbols on the total number, 






Inverted resu It 
The dashed line in the inverted result curve indicates the area of overlap of the 
EAA and OPC. When these two instruments are in poor agreement, the accuracy 
of the inversion procedure is in question; the dashed line indicates the uncertainty 
in this region. 
For the mean diameter plots, the inverted volume-average diameter is pre-
sented. 
In the total number plots, the OPC data always start at zero particles cm-3 , 
as the particle size is below the detection limit of the instrument. In addition, 
in the average particle size plots, random scatter early in an experiment may be 
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the result of noise signals from the instruments (e.g., no initial particles in the 
system). 
As CNC219 is generally unreliable, CNC230 was used exclusively for the dual-
bag system. 
Reference 
Warren D.R. (1986), 
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MTMA 16 NUMBER OlSTRIBUTION, T=O T=0.5 HOURS 
a..• CL• 
0 0 0 0 ..- ..-
t:l x t:l x 










0.01 0.1 1 0.01 0., 1 
Dp IN UM 





(5 x t:l x 








0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
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(.'.) x (.'.) x 







0.01 0.1 1 0.01 0.1 
Dp IN UM 
T=3.0 HOURS T=3.5 HOURS 
c.. .... 
0 s c.. .... 0 0 
(.'.) x (.'.) x 







0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
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MTMA 16 f\JUIJ.BER O!STRIBUTION, T=4.0 
0.01 0.1 
DP IN UIJ. 
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Dp IN UM 
T=1.0 HOURS 
0.01 0.1 


















---,--. i I illiij 
0.01 0.1 
Dp IN UM 
T= 1.5 HOURS 













Dp IN UM 
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0.0 1 0.1 1 

















Dp IN UM 
T=3.5 HOURS 












Dp IN UM 
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0.01 0. 1 0.01 0.1 
Dp IN UM Dp IN UM 














0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 
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0.0·1 0.1 1 0.1 1 
Dp IN Ufl. Dp IN UM 














0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
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0.01 0.1 0.01 0. 1 
Dp IN UM Dp IN UM 
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MTLA 18 VOLUME DISTRIBUTION, T=O 
I I I If I 
0.01 0.1 1 
Dp IN UM 
T=1.0 HOURS 
0.01 0.1 1 








0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
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Dp IN UM 
1=3.0 HOURS 
0.01 0.1 1 


















Dp IN UM 
T=3.5 HOURS 
0.1 1 
Dp IN UM 
-236-


















{I * 1-~ 
±'>x 
{I . *i+* ' x 
Cl:'.'. {I ~* I( w 
CJ ~if z 2 {:{ t"") ---, * + :=> __, 
~ ~r CY z 
* ;;t :tx i x 0 _J ~ + 
* I-< ' ~ ')(' z I- * 0f 0 Jf.:J 0 I- Cf') 
c * • +~ Cl:'.'. =x :J N +~ 0 < -::i: '* +. N 2 i1 -!... I- +.:.. 
2 
* y '* 









{X * 0 
-{:tl ~ I 
t0LX£'L tO L 000£ 0 












































































MTMA20 NUMBER DISTRIBUTION, T=O 
a.. a• 0 






0.01 0.1 1 
Dp IN UM 










0.01 0.1 1 
Dp IN UM 
T=0.5 HOURS 
Cl.. a• 0 






0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 








0.01 0.1 1 
Dp IN UM 
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MTMA20 NUMBER DISTRIBUTION, T=2.0 
0.. 
0 vQ 

















Dp IN UM Dp IN UM 
T=3.0 HOJRS T=3.5 HOURS 
0.. o..v ov Cl 0 0 
(.) - ..... - () -0 x 0 x 





0 --·~~~~~___.J \~~-- 0 
1 .I I 
0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 
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0 ______ _J 
o.o· 0.1 
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MTMA2G VOLUME DISTRIBUTION, T=O 
0.01 0.1 1 
T= 1.0 HOURS 
0.01 0.1 1 












0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
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MTMA20 VOLUME OISTR18UTION, T=2.0 T=2.5 HOURS 
0.01 0.1 0.01 0.1 1 
Op IN UM 
i=3.0 HOURS T=3.5 HOURS 
0.01 0.1 1 0.01 0.1 
DP IN UM Dp IN UM 
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MTMA20 VOLUME DISTRIBUTION, T=4.0 
o.c·1 o., 
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Dp IN UM 
T= 1.0 f-!OURS 
~--
0.01 0.1 1 
































Dp IN UM 
T= 1.5 HOURS 
0.01 0.1 
Dp IN UM 
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Dp IN UM 
T=3.0 HOURS 
0.01 0.1 1 



































Dp IN UM 
T=3.5 HOURS 
-----,-.......,... I I I ' I ' I--,-._,-, 
0.01 0.1 1 
Dp IN UM 
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MTMA22 VOLUME DISTRIBUTION, T=O 
... L\ 
0.01 0., 1 
Dp lN UM 
T= 1.0 HCiJRS 
0.01 0.1 
















Dp IN UM 
T= 1.5 HOURS 
0.1 1 
Dp IN UM 
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Dp IN UM 
T=3.0 HOURS 
0.1 1 
Dp IN UM 
T=2.5 HOURS 
0.01 0.1 










0.01 0.1 1 





















































































































































0.01 0.1 1 
Op IN UM 









































Dp IN UM 
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0.0·1 0. 1 1 











0.01 0.1 1 




C) 0 ...... 






0.01 0.1 1 




C) 0 ....... 





0.01 0.1 1 
Dp IN UM 
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0 _____ ___, 
1 __ ___._._~ ............. .U.........-L-'--'-'--1-L..U. ...... 
0.01 0.1 1 
Dp IN UM 
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MTNA26 VOLUME DISTRIBUTION, T=O T=0.5 HOURS 











--...... ~ ,o ..-
> ~ 0 
0.01 0.1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=1.0 HOURS T= 1.5 HOURS 
0 0 











--......o --......o ...... ..-
> ~ 0 
0.01 0.1 0.01 0.1 1 
Dp IN UM Dp IN UM 
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Dp IN UM 
T=3.5 HOURS 
0.01 0.1 
Dp IN UM 
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MTNA26 VOLUME DISTRIBUTION, T=4.0 
0 0 ~--~~~~~~~~~ 
0 
0.01 0.1 
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Dp IN UM 
T=1.0 HOURS 
0.1 1 
Dp IN UM 
T=0.5 HOURS 
0.01 0.1 
Dp IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
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MTHA31 NUMBER DISTRIBUTION, T=2.0 T=2.5 HOURS 








z L{) z L{) 
0 Cl 
0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 
T=3.0 HOURS T=3.5 HOURS 







"'-x 'x z L{) z LO 
0 Cl 
0 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-267-
























Dp IN UM 
T=5.0 HOURS 
- -~~~--,---.- -. l -. -. 1-i 1 1 ' ' ' ' I I I I 
0.01 0.1 1 



















MTHA.31 VOLUME DISTRIBUTION, T=O 
0.01 0.1 
Op IN UM 
T=1.0 HOURS 
0.01 0.1 1 






Dp IN UM 
T=1.5 HOURS 
0.1 1 
Dp IN UM 
-269-






Dp IN UM 
T=3.0 HOURS 
0.1 1 









Dp IN UM 
T=3.5 HOURS 
0.1 
Dp IN UM 
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MTHA31 VOLUME DISTRIBUTION, T=4.0 
0.0·1 0.1 1 
Dp IN UM 
. T=5.0 HOURS 
0.01 0.1 1 
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Dp IN UM 
T=1.0 HOURS 
0.01 0.1 1 





























Dp IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
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0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 


















0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
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0 I{) Cl I() 




0.0·1 0.1 0.01 0.1 
Dp IN UM Dp IN UM 
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0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 














0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 
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0 0 0 0 




> 0 > 0 
0 ..-- 0 ..--
~ 
0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 
T=3.0 HOURS T=3.5 HOURS 
0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
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MTNA35 VOLUME DISTRIBUTION, T=4.0 T=4.5 HOURS 
0.01 0.1 0.01 0.1 
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HTNA37 NUMBER DISTRIBUTION, T=O T=0.5 HOURS 
a.. a.. 
0 0 
<..'.) If) <..'.) If) 
00 0 0 






0.0·1 0.1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=1.0 HOURS T=1.5 HOURS 
a.. a.. 
0 0 
<..'.) If) <..'.) If) 
0 0 0 0 






0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
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HTNA37 NUMBER DISTRIBUTION, T=2.0 T=2.5 HOURS 
a.. a.. 
0 0 
C) L() C) L() 
0 0 0 0 





0 - 0 
0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
T=3.0 HOURS T=3.5 HOURS 
a.. a.. 
0 0 
C) L() C) L() 
0 0 0 0 





0 -. __ _........_, 
0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 
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Op IN UM 
T=5.0 HOURS 
0.01 0.1 1 












Dp IN UM 
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Dp IN UM 
T= 1.0 HOURS 
0.1 1 

















Dp IN UM 
T=1.5 HOURS 
0.1 1 
Dp IN UM 
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Dp IN UM 
T=3.0 HOURS 
0.1 1 
Dp IN UM 
T=2.5 HOURS 
0.01 0.1 1 
Dp IN UM 
T=3.5 HOURS 
0.01 0.1 1 
Dp IN UM 
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> 0 0 
0.0·1 0.1 1 
Dp IN UM 
T=5.0 HOURS 
0.01 0.1 1 

















Dp IN UM 
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Dp IN UM 
T=1.0 HOURS 











0.01 0.1 1 
Dp IN UM 
T=0.5 HOURS 











0.01 0.1 1 
Dp IN UM 












0.01 0.1 1 
Dp IN UM 
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HTMA39 NUMBER DISTRIBUTION, T=2.0 T=2.5 HOURS 
• • ll.Q ll. 0 
Cl ..- Cl ..-










0 ____ __, 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=3.0 HOURS T=3.5 HOURS 
• • o...o ll. 0 
Cl Cl ..-
<..:> x (..!) x 
0 
I.{) 






0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
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Dp IN UM 
T=5.0 HOURS 
0.01 0.1 1 
Dp IN UM 
T=4.5 HOURS 











0.01 0.1 1 
Dp IN UM 
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HTMA39 VOLUME DISTRIBUTION, T=O 
I I I I II 11 j 
0.01 0.1 
Dp IN UM 
T= 1.0 HOURS 
0.01 0.1 1 
















Dp IN UM 
T=1.5 HOURS 
0.1 1 
Dp IN UM 
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HTMA39 VOLUME DISTRIBUTION, T=2.0 
0.01 0.1 
Dp IN UM 
T=3.0 HOURS 
0.01 0.1 
Dp IN UM 
T=2.5 HOURS 
0.01 0.1 
Dp IN UM 
T=3.5 HOURS 
0.01 0.1 1 
Dp IN UM 
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HTMA39 VOLUME DISTRIBUTION, T=4.0 
0.01 0.1 
Dp IN UM 
T=5.0 HOURS 
0.01 0.1 1 
Dp IN UM 
T=4.5 HOURS 
0.01 0.1 























































HTLA41 NUMBER DISTRIBUTION, T=O T=0.5 HOURS 
• • 0 0 
x x 






......... ~ ......... 0 ..-
z x z x 
0 N 0 N 
0 0 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=1.0 HOURS T= 1.5 HOURS 
• • 0 0 
..-
x x 





o. o • 
......... ~ ......._o ...-
z x z x 
c::::i N c::::i N 
0 0 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
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0.01 0.1 1 














0.01 0.1 1 
















Op IN UM 
T=3.5 HOURS 
'I 'I ' 
..,. 







.- - -z x 
Cl N 
0 I 
.1 • 1 •• 
0.01 0.1 
Dp IN UM 
-303-
HTLA41 NUMBER DISTRIBUTION, T=4.0 T=4.5 HOURS 
• • 0 0 
..-- ..--
x x 






.......... 0 .......... 0 ..- ..-
z x z x 
0 N 0 N 
0 
0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 









o. o • 
.......... ~ .......... 0 ..-
z x z x 
0 N 0 N 
0 0 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-J04-
HTLA41 VOLUME DISTRIBUTION, T=O 
0.01 0.1 1 
Dp IN UM 
T=1.0 HOURS 
0.01 0.1 1 
Dp IN UM 
T=0.5 HOURS 
0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 
0.01 0.1 
Dp IN UM 
-305-













0 0 0 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Op IN UM 
T=3.0 HOURS T=3.5 HOURS 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-306-
HTLA41 VOLUME DISTRIBUTION, T=4.0 T=4.5 HOURS 
0.01 0., 0.01 0.1 
Dp IN UM DP IN UM 
T=5.0 HOURS T=5.5 HOURS 
0.01 0.1 , 0.01 0.1 1 






















HOURS INTO RUN 
SIDE 8 
2 









DHNA43 VOLUME IN THE AEROSOL PHASE, SIDE A 
I"") 
0 









0 3?~---{!E I I 133 : I I I I CD~ 4' -e'HH-ie!E'""'". 
L-1~..___,_~~~..___,_~__._~,___.__,__._~~_._-L-_,_---"~-'---'--'-~ 
0 2 3 4 














0 1 2 3 4 











DHN.A.43 MEAN PARTICLE SIZE, SIDE A 
0 0 00 




+ + + + + + 
+ 
++ ++ + + 
++ 
++ ++ + + 
+ + l 
++ + 
0-~~~ 
0 2 3 4 












x x Xx X 
x xX x 
x Xx X x 0 x x x x x 
)( x 
x x x 
0 
0 1 2 3 4 
HOURS INTO RUN 
-310-






























Dp IN UM 
T= 1.0 HOURS 
I ' I I I ii I 
0.01 0.1 1 














Dp IN UM 
T=1.5 HOURS 
0.1 1 
Dp IN UM 
-.311-




















0.01 0.1 1 
Dp IN UM 
T=3.0 HOURS 
0.01 0.1 1 




























Dp IN UM 
1=3.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-312-
OHNA43A VOLUME DISTRIBUTION, T=O T=0.5 HOURS 
0.01 0.1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=1.0 HOURS T= 1.5 HOURS 
0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 
-313-
DHNA43A VOLUME DISTRIBUTION, T=2.0 
0.01 0.1 
Dp IN UM 
T=3.0 HOURS 
0.01 0.1 














Dp IN UM 
T=3.5 HOURS 
0.1 
Dp IN UM 
-314-
0HNA43E3 NUMBER DISTRIBUTION, T=O 
0 
I I I I II I 
0.01 0.1 1 
Dp IN UM 











Dp IN UM 
T=0.5 HOURS 
0.01 0.1 












0.01 0.1 1 
Dp IN UM 
-315-





(.'.) .-- (.'.) .....-
0 x 0 x 






0.01 0.1 0.01 0.1 1 
Dp IN UM Dp IN UM 





(.'.) .....- (.'.) ..-
0 x 0 x 





0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-316-










Dp IN UM 
T=1.0 HOURS 
0.1 1 











Dp IN UM 
T=1.5 HOURS 
0.1 1 
Dp IN UM 
-317-





















Dp IN UM 
T=3.0 HOURS 
0.01 0.1 1 




0.01 0.1 1 
Dp IN UM 
T=3.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-318-

















0 :i (J:t) (J:t) <Im:> a::::i <:ltl 
0 2 3 4 















* * * 
0 1 2 3 4 



























































() 0 0 
0 
0 2 3 4 






N - coo 0 0 ~ 0 <e> cg 
~ 
0 -
0 2 3 4 
HOURS INTO RUN 
-321-
DMMA45A NUMBER DISTRIBUTION, T=O T=0.5 HOURS 
""" """ 0 0 ...... 
a.. x a.. x 





' ' z z 
0 0 
0 0 
0.0·1 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T= 1.0 HOURS T= 1.5 HOURS 
... ... 
0 0 
a.. x ..-a.. x 





' ' z z 
Cl 0 
0 - 0 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-322-
DMMA45A NUMBER DISTRIBUTION, T=2.0 T=2.5 HOURS 
• .,,. 0 0 .- .-
c... x 0.. x 
0 L[) 0 L[) 
(.!) (.!) 





0 - 0 
0.0·1 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=3.0 HOURS T=3.5 HOURS 
.,,. .,,. 
0 0 
c...)( .-c... x 
0 I.[) 0 I.[) 
c.:> c.:> 
0 g __J 
0 0 
.......... .......... 
z z a a 
0 ---···_J 
0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
-323-













Dp IN UM 
-324-
DMMA45A VOLUME DISTRIBUTION, T=O 
0.01 0.1 
Dp IN UM 
T=1.0 HOURS 
0.01 0.1 1 
Dp IN UM 
T=0.5 HOURS 
0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 
0.01 0.1 
Dp IN UM 
-325-

















Dp IN UM 
T=3.0 HOURS 
0.1 1 



















Dp IN UM 
T=3.5 HOURS 
0.1 1 
Dp IN UM 
-326-












0.0·1 0.1 1 
Dp IN UM 
-327-













0.011 0.1 1 














0.01 0.1 1 














0.01 0.1 1 














0.01 0.1 1 
Dp IN UM 
-328-










z x z x 
0 Ii) 0 Ii) 
0 -
0.01 0.1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=3.0 HOURS T=3.5 HOURS 
U"l I{) 
0 0 







z ...... z x x 
0 Ii) 0 Ii) 
0 0 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-329-












Dp IN UM 
-.3.30-
DMMA45B VOLUME DISTRIBUTION, T=O 
0.01 0.1 












0.011 0.1 1 
Dp IN UM 
T=0.5 HOURS 
0.01 0.1 












0.01 0.1 1 
Dp IN UM 
-331-











0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
T=3.0 HOURS T=3.5 HOURS 
0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 
-332-
DMMA458 VOLUME DISTRIBUTION, T =4.0 
0.01 0.1 
Dp IN UM 
-333-
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* 8' • 
0 <m) (Jll:l) am ClIO ClID <m:l an::> 
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OMXA48 VOLUME IN THE AEROSOL PHASE, SIDE A 
0 
0 
2 3 4 
HOURS INTO RUN 
SIJE B 








1 2 3 4 
HOURS INTO RUN 




























DMXA48 MEAN PARTICLE SIZE, SIDE A 
0 
2 3 4 
HOURS INTO RUN 
SIDE B 
0 
0 0 0 
0 0 
0 0 
0 0 0 x XO 0 
x x x xx 
x )0( x ~ ><,o: x x x x x x x x x x x x 
x 
2 3 4 
HOURS INTO RUN 
-336-













Dp IN UM 












0.01 0.1 1 













0.01 0.1 1 













0.01 0.1 1 
Dp IN UM 
-337-



















0.0·1 0.1 1 
Dp IN UM 
T=3.0 HOURS 
._A_ .... 
0.01 0.1 1 



















Dp IN UM 
T=3.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-338-














0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 












e; > 0 
0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
-.3.39-















0.01 0.1 0.01 0.1 1 
Dp IN UM Dp IN UM 














0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
-340-






0 g _J 
Cl b Cl '<I" 0 
........... ..--x 
........... ..-x 
z I.{) z L() 
Cl Cl 
0 0 
0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 








Cl b Cl b 
'x ........... ..-x z I.{) z L() 
Cl Cl 
0 
0.0·1 0.1 0.01 0.1 
Dp IN UM Dp IN UM 
-341-

























Dp IN UM 
T=3.0 HOURS 
0.011 0.1 1 























0.01 0.1 1 
Dp IN UM 
T=3.5 HOURS 
0.01 0.1 
Dp IN UM 
-342-












Dp IN UM 
-343-
DMXA48!3 VOLUME DISTRIBUTION, T=O T=0.5 HOURS 








0 0 a 0 '..- , ..... 
> f5 0 
0.01 0.1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=1.0 HOURS T= 1.5 HOURS 
0 0 
0 0 




0 0 0 0 '..- '..-
> > a 0 
0.01 0.1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-344-






(.'.) " 0 0 _J _J 
0 0 0 0 
.......... ...-- .......... ..-
2S 2S 
0.01 0.1 0.01 0. 1 
Dp IN UM Dp IN UM 





(.'.) " 0 0 ....J _J 
0 0 0 0 
.......... ..- .......... .-
> E) 0 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-345-













Dp IN UM 
NUMBER PER CM3 NUMIJER PER CM
3 
0 2x10








I l ru j 
J 
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0 - QB-:~'-e-: *: ~~-. ..;e;~ 
---1~-~~--~~~-~__._~----~--'---L-----'~-'----'---''--...._~__._...._. 
0 1 2 3 4 
















DQXA53 MEAN PARTICLE SIZE, SIDE A 
0 
2 3 















1 2 3 




































Lfl z 0 
0 ..--
0 
0.0·1 0.1 1 





































0.01 0.1 1 
Dp IN UM 
-350-



























































I.fl z 0 
0 ..-
0.01 0.1 
Dp IN UM 
T=3.5 HOURS 
0.01 0.1 
Dp IN UM 
-351-























Dp IN UM 
T=1.0 HOURS 
0.01 0.1 1 






















Dp IN UM 
T= 1.5 HOURS 
0.1 1 
Dp IN UM 
-352-









Dp IN UM 
T=3.0 HOURS 
0.1 1 



















Dp IN UM 
T=3.5 HOURS 
0.1 1 
Dp IN UM 
-353-
DOXA53B NUMBER DISTRIBUTION, T=O T=0.5 HOURS 
'I 'I I 
Lfl in 
0 a -x x 






......... 0 ,o 
-z x z x 
0 N ON 
0 ~~-~~~~~~-~~~-~ a 
I I I 
0.01 0.1 0.01 0.1 
Dp IN UM 









Lfl Lfl ......._o ,o 
z x z x 
0 N 0 N 
0 0 
0.0·1 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-354-
DOXA538 NUMBER DISTRIBUTION, T=2.0 T=2.5 HOURS 
Ill Ill 
0 0 
x x oc...._,.. 00.. ._,.. 
'-' "' 0 0 _J ...J 
0 0 
Ill Ill ,o ,o 
..-
z x z x 
0 N 0 N 
0 
0.01 0. 1 0.01 0. 1 
Dp IN UM Dp IN UM 
T=3.0 HOURS T=3.5 HOURS 
'I I 
~'l Ill 
0 0 - -x x 
OCL ._,.. 00.. ._,.. 
'-' "' 0 0 ...J ...J 
0 0 
L{) Ill ,o ,o 
..- - - ..-z x z x 




I I I 
0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
-355-








0.01 0.1 1 
Dp IN UM 
T=1.0 HOURS 
0.01 0.1 1 













Dp IN UM 
1=1.5 HOURS 
0.1 
Dp IN UM 
-356-













0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=3.0 HOURS T=3.5 HOURS 
0.01 0.1 1 0.01 0.1 1 

















DOXA55 TOTAL NUMBER, SIDE A 
HOURS INTO RUN 
SIDE B 
x 
0 1 2 3 4 























DQXA55 VOLUME IN THE AEROSOL PHASE, SIDE A 
1 








HOURS INTO RUN 
Xx)( ++ x + 
X..x" + 
" )Cx_. ++-

















DQXA55 MEAN PARTICLE SIZE, SIDE A 
-'----~~-~~-1~~~~~~~~~~~~__,~~-~__,-~~~-
0 1 2 3 4 






0 1 2 3 4 
HOURS INTO RUN 
-360-





























0.01 0.1 1 


































0.01 0.1 1 
Dp IN UM 
-.361-
DOXA55A NUMBER DISTRIBUTION, T=2.0 





































































Dp IN UM 
T=3.5 HOURS 
0.01 0.1 
Dp IN UM 
-362-















I I I I II Ii I 
0. 1 
Dp IN UM 
T= 1.0 HOURS 
0.1 1 











> 0 a .-
T=0.5 HOURS 
1--L~.~..__._._.~__.__.__.._._. ........... ~ 
0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-363-


















Dp IN UM 
T=3.0 HOURS 
0.01 0.1 1 
Dp IN UM 
T=2.5 HOURS 
0.01 0.1 1 
Dp IN UM 
T=3.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-364-




























T= 1.0 Hou;::;s 
0.011 0.1 1 






























Dp IN UM 
T=1.5 HOURS 
0.01 0.1 
Dp IN UM 
-365-

































CLl/1 o a 














































T= 1.0 HOURS 
0.01 0.1 1 




















Dp IN UM 
T= 1.5 HOURS 
0.01 0.1 
Op IN UM 
-36?-







Dp IN UM 
T=3.0 HOURS 
0.1 , 













Dp IN UM 
T=3.5 HOURS 
0.1 , 































DQXA57 TOTAL NUtJ.S::R, SIDE A 







L--1 ~---' ____j __ __,__ _ _.___--"---'-----'--'--'-----'----'----'---'---''---_._-...__, 
0 2 3 






























































+++- + ++ ++,.: x x 
++H-++ + ++ 












x x )C 
2 3 





























































0.01 0.1 0.01 
Dp IN UM 
T=0.5 HOURS 
0.1 1 
Dp IN UM 
T=1.5 HOURS 
0.1 
Dp IN UM 
-.372-






















Op It~ UM 














0.01 0.1 1 
Dp IN UM 
-J?J-

















0.01 0. 1 
Dp IN UM 
T=1.0 HOURS 
0.01 0.1 1 







Dp IN UM 
T=1.5 HOURS 
0.1 1 
Dp IN UM 
-374-













Dp IN UM 
T=3.0 HOURS 
0.01 0.1 1 










Op IN UM 
-375-
DQXA57EI NUMBER DISTRIBUTION, T=O 















0.01 0. 1 
Dp IN UM 















0.01 0.1 1 





































0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Op IN UM 
-376-


































0.01 0.1 1 
Dp IN UM 
T=3.0 HOURS 
,----. 
0.01 0.1 1 









































0.01 0.1 1 
Dp IN UM 
T=3.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-377-
















Dp IN UM 
T= 1.0 HOURS 
0.1 1 

















Dp IN UM 
T=1.5 HOURS 
0.1 1 
Dp IN UM 
-378-
























Dp IN UM 
T=3.0 HOURS 
0.1 1 
























0.01 0.1 1 
Dp IN UM 
T=3.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-J79-














0 i.-OZ' ~ crr:C cr:t. 
L-~~~~~~~-~~~·--'---'-~~~~~~~-~~~~~~~~_._, 





* * * * * * * * * * CffjSJ 
0 ~ OZ:· ~ C!C Cl!:i:; ~ cm:.:i 
(!!!) ~ 
0 1 2 3 4 
























L_-1.___, . ___..t_--L-.J. _j_.~-..__~ _ __.____..__,___._ -''-...___.____..j,J 
0 , 2 3 4 
S!DE 8 
r 
D 1 2 3 4 

































0 2 3 4 





0 0 ~ 






0 co cc 0 + ... + )(~ 0/ 
+ x _ r-...~ x.:X x x + )( ~~·· 
"' x _. - x,,..?:' x ~ .. " " x - .,, # x 
~~~0- ~x
:xx ?"'X xx x xx x><x x 
0 1 2 3 
HOURS INTO RUN 
4 
-382-































Dp IN UM 
T= 1.0 HOu.::;:s 
0.1 

























Dp IN UM 
T= 1.5 HOURS 
0.01 0., 1 
Dp IN UM 
-383-












........... ~'l 'L() 




0.01 0. 1 0.01 0.1 
Dp IN UM Dp IN UM 

















0.0·1 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
-384-







Dp IN UM 
T=1.0 HOURS 
0.01 0.1 1 




















0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-385-





I I II "I 
0.01 0.1 1 
Dp IN UM 
T=3.0 HOURS 
0.01 0.1 1 














Dp IN UM 
T=3.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-386-
DXLA60EI NUMBER DISTRIBUTION, T=O T=0.5 HOURS 




0 0 _J _J 
Cl Cl 
........._ 0 -......._o 
0 0 z 0 z 0 
Cl I.{) Cl LO 
0 0 
0.0'1 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=1.0 HOURS T= 1.5 HOURS 
• ... 0 0 a.....- a.. ..-
Cl Cl 
<.:> <.:> 
0 0 _J _J 
0 Cl 
-......_a -......_a 
0 0 z 0 z 0 
Cl I.{) Cl LO 
0 0 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-387-





























0.01 0.1 1 











0 z 0 
0 I{) 
0 
0.01 0.1 1 















0.01 0.1 1 
Dp JN UM 
-388-











0.01 0.1 1 
DP IN UM 










0.0·1 0.1 1 























0.01 0.1 1 
Dp IN UM 
T= 1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-389-
























0.01 0.1 1 
Dp IN UM 
T=3.0 HOURS 
0 
0 1---r -..,..--,-,-,. ~,----~-,-r-,-,~,-. 
0 
..-
0.01 0.1 1 












0.01 0.1 1 













0.01 0.1 1 
Dp IN UM 
NUMfl[R PER CM3 
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x )( ~ _j 
oo Oo ") • j 
Jc 1 I x ' • - T 
0 t 0 
c + c 
;u f + ' -u 
(/) N + / + J (J) Ul 
z *" ; + j ~Ii z ~ ~ * -l 0 '](" w 0 
)( 
;u ~ j ;:o c )(}t l * c 
Z Kx Z 
I 
Uf- n 1 
i 
I- R +'+ j' .fl>- ++ 
+ 
x I I 
' I I I I I I [ I I I I I I I 
NUMGER PER CM
3 
0 ~000 104 
rr +' ; +' ' ' ' '1 
0 t~ ~~ * 
l ~ !~ * 





t ({ + ,,\il?> 
a ++ 
~)( '{) * 
"§c 




61 * if. 
fl 




ti. + + + 
++ ~ 
9. t+ +~ 
n ++ ~ 





















CU. UM. PER CM 3 CU. UM. PER CM
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XA08 MEAN PARTICLE SIZE, SIDE A 
~-~~~~~~~___!___.,_~___,___,~~~---'--·~~~~~~""-~~~~-~~'-' 
0 2 3 4 
HJURS !~~TO RUt~ 
s::~ B 
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0 1 2 3 4 
HOURS INTO RUN 
-393-
























Dp IN UM 
T= 1.0 HOURS 
0.01 0.1 1 
























Dp IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-394-




























Dp IN UM 
1=3.0 HOURS 
0.01 0.1 1 






















0.01 0.1 1 
Dp .IN UM 
T=3.5 HOURS 
0.01 0.1 1 




XA08A VOLUME DISTRIBUTION, T=O 
0.011 0.1 
Dp IN UM 
T=1.0 HOURS 
0.01 0.1 1 











Dp IN UM 
T=1.5 HOURS 
0.1 1 
Dp IN UM 
-396-









1 I I C I ii 1 f I I 1, 
0.1 
Dp IN UM 
1=3.0 HOURS 
0.1 









Dp IN UM 
T=3.5 HOURS 
0.1 1 
Dp IN UM 
-397-
























0.01 0.1 1 











0.01 0. 1 











0.01 0.1 1 
Op IN UM 
-398-
XA088 NUMBER DISTRIBUTION, T=2.0 T=2.5 HOURS 
a.. Cl. 
0 0 
'-'• 0..,. 0 0 0 0 
_J ..- _J ..... 





0.01 0.1 0.01 0. 1 
Dp IN UM Dp IN UM 
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XA088 VOLUME DISTRIBUTION, T=O 
0.01 0.1 
T=1.0 HOURS 
0.0·1 0.1 1 


















Dp IN UM 
T= 1.5 HOURS 
0.1 
Dp IN UM 
-400-
XA08B VOLUME DISTRIBUTION, 1=2.0 1=2.5 HOURS 
0.01 0. 1 1 0.01 0.1 
Dp IN UM Dp IN UM 












" ' .6 0 
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Dp IN UM Dp IN UM 
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0 1 2 






c ~~~~'~'~ ........... ----~~;-+"'" 
L.~.l----'~---'----'---'---'----'--_j._-_,_ _ _.____,'---_._ _ __._ _ _,__.._____.. _ _, 
0 1 2 3 







0 0 0 CP 












































































Dp IN UM 
T=1.0 HOURS 
0.01 0.1 1 



























I I! II ,t 
0.01 0., 
Op IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-405-













0.01 0.1 1 














0.01 0.1 1 





XB 1 OA VOLUME DISTRIBUTION, T=O 
I I I I I I ii j 
I I 1 I\ tf ....,. 
0.01 0.1 
Op IN UM 
T= 1.0 HOURS 
0.01 0.1 









I I I!! ,I 
0.1 
Dp IN UM 
T=1.5 HOURS 
0.1 
Dp IN UM 
-407-






I I I I I I I l . .l.--.J. -'-'--"--'-,.,,_,._, 
0.1 





I ii I I I I I I 
0.1 
Dp IN UM 
XB108 NUMBER DISTRIBUTION, T=O 
'<t 





























Dp IN UM 
T= 1.0 HOURS 
0.01 0.1 1 










































I I I I u J 1 
0.1 
Dp IN UM 
T= 1.5 HOURS 
0.1 1 
Dp IN UM 
-409-



















------,.- I I I I 11 ij 
0.0'1 0. 1 


















Dp IN UM 
-410-















Dp IN UM 
T=1.0 HOURS 
0.1 1 













Dp IN UM 
T=1.5 HOURS 
0.1 1 
Dp IN UM 
-411-















Dp IN UM 
T=2.5 HOURS 
. I I ~11.I 
0.01 0. 1 
Dp IN UM 
-412-






?') l fi' 2 0 )( u 0 c 
X ~tx "' O::'_ N "'l\, x .J:ry w * X1 
[L • + Ox VxQ 
0 
O::'. x x w 


































0 2 3 4 
HOURS INTO RUN 
-413-
X812 VOLUME IN "THE AEROSOL PHASE, SIDE A 
,.., 









0 1 2 3 4 
r"OURS INIO RUN 
S!r,;::-. ._ ~ B 







a9 ~~ ~ ~ '-' G'iZ) 
w 







~-H-+1+1111 * -+Ii 111111-1+ 
c 
0 1 2 3 4 






X812 MEAN PARTICLE SIZE, SIDE A 
1 2 3 4 
HOURS l~TO RUhJ 
~--.,..---,----..,.-~- --- "") -,---,- I 
2 3 





........ + + 




XB12A NUMBER DISTRIBUTION, T=O T=0.5 HOURS 
a._ CL 
0 o • • 
0 0 0 0 
0 ..-- 0 
...... 
_J x ...J x 
N N 
0 0 
'-.... ' z z 
0 0 
0 0 
0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 
T=1.0 HOURS T=1.5 HOURS 
c.. CL 
0 o. • 
0 0 0 0 
0 ..-- 0 
...... 
...J x _J x 
N N 
0 Cl 
' ' z z 
0 0 
0 0 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-416-


























0.01 0.1 1 























Op IN UM 
T=3.5 HOURS 
________ f 
0.01 0., 1 
Dp IN UM 
-417-













0.01 0.1 1 
Op IN UM 
-418-

















Dp IN UM 
T=1.0 HOURS 
0.1 1 
Dp IN UM 
T=0.5 HOURS 
0.01 0.1 1 
Dp tN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-419-
X812A VOLUME DISTRIBUTION, T=2.0 
0.01 0.1 
Dp IN UM 
T=3.0 HOURS 
0.01 0.1 1 








Dp IN UM 
T=3.5 HOURS 
0.1 





X812A VOLUME DISTRIBUTION, T=4.0 
0.01 0.1 
Dp IN UM 
-421.-
XB 12B NUMBER DISTRIBUTION, T=O T=0.5 HOURS 













z 0 z 0 
0 
..- 0 ..-
0 ------------ 0 
---~-'''''' '--'----
0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
T=1.0 HOURS T=1.5 HOURS 
' I " '"I 

















0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 
-422-
X8128 NUMBER DISTRIBUTION, T=2.0 T=2.5 HOURS 
















I I I .I rd 
0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
T=3.0 HOURS T=3.5 HOURS 

















0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-423-















Dp IN UM 
T=1.0 HOURS 
0.1 1 
Dp IN UM 
T=0.5 HOURS 
0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-424-
XB128 VOLUME DISTRIBUTION, T=2.0 T=2.5 HOURS 
0.01 0.1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=3.0 HOURS T=3.5 HOURS 
0.01 0.1 1 0.01 0.1 1 
































XG 15 TOTAL NUMBER, SIDE A 
+ 
---'~~~~~~.~~~~-1'~..J._-'---''~J--.L--~~~~~~~-"-' 
0 1 2 3 4 
'-'.JURS INTO RUN 
SIDE 8 
~-·--,-----.,-----.,-- ·--, ~-,----,-- ____..._,.------=-,-~,-.- I 
++4.+-
~ 
<55> ~ ~ )( 
~ ~ 
~ + 
I * * * * * 
• • • 
0 1 2 3 4 





























-- ,----r'---r--,.--i- -t - ----,..-·---, -~ - --,- ·---,------r-- --,.-------,-.-----.--·-.. "T--- -,· 
t-
0 1 2 3 

























. I ---, 
r










0 1 2 3 4 
HOURS INTO RUN 
-426-




0 0 0 0 c 
0 0 0 0 






0.01 0. 1 0.01 0.1 
Dp IN UM 




0 c..:i 0 0 0 
0 0 0 0 






0.01 0.1 1 0.01 0.1 1 
Dp IN UM Op IN UM 
-429-
XG15A NUMBER DISTRIBUTION, T=2.0 T=2.5 HOURS 
0.. 0... 
0 a 






0.01 0.1 0.01 0.1 
Op IN UM 
T=3.0 HOURS 1=3.5 HOURS 
0.. a.. 
0 0 
Cl 0 t.:l 
0 
0 0 






0.01 0.1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-4JO-





















































Dp 1N UM 
T= 1.5 HOURS 
Tj---,- I I I I • I I I ""' 
0.1 
Dp IN UM 
-432-

























































Dp IN UM 
T=3.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-4JJ-














.---1.-...J. I I! !Ill 
0.01 0.1 
-434-












'-'-'---L----'~I "'--'* ILI.1.U.I ,,_f ---'-~J 
0.01 0., 
Dp IN UM 













0.01 0.1 1 



























0.01 0.1 1 
Dp IN UM 
-435-























- I I i Ii I 111-·--,-,--, 
0.01 0.1 
T=3.0 HOURS 
0.01 0., 1 
Dp IN UM 
T=2.5 HOURS 
0.01 0.1 1 













0.01 0.1 1 
Dp IN UM 
-4J6-
XG158 VOLUME DISTRIBUTION, T=O T=0.5 HOURS 











'-.. S? '-.. S? 
> > 
0 0 
--'----' I I I I I ,J 
0.01 0. 1 0.01 0.1 
Dp IN UM Dp IN UM 
T=1.0 HOURS T=1.5 HOURS 










0 ,o .,... 
> > 
0 0 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-4)7-























0.01 0.1 1 









--·___J_·-~· ~D_, _, ,_, ___ _.J_.J__ 
0.01 0.1 
Dp IN UM 
T=3.5 HOURS 






















































































NI IMfH_R PER CM3 
0 2000 '1000 
,---n--......---.-~~~~ 
otA ~-c ~ 
t% ~ 1 
j §~ l 
t
; 8 1~·1 ~ ~ + _j 
t 
~ : )( 
I) + ~ 
6000 
' ~ +~t I + + 
:i ") I fJ + --. 







f .fl '!< + '1' 
"'t JI ·1 x 
l .§ 
.e1 

































0 1 2 3 4 












0 1 2 3 4 











X K 17 MEAN PARTICLE S12E 
1 
--' -'----'----'-- ~I 
2 
HOURS INTO RUN 

















0.01 0. 1 1 











z x 0 N 
0.01 0. 1 1 











z x 0 N 
0 
0.01 0.1 










z x 0 N 
0.01 0.1 1 
Dp IN UM 
-442-
XK17A NUMBER DISTRIBUTION, T=2.0 T=2.5 HOURS 
""" """ 0 0 
c.. x c.. x 






z x z x 0 N 0 N 
0 0 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=3.0 HOURS T=3.5 HOURS 
• """ 0 0 
c.. x a.. x 






z z .-x x 0 N 0 N 
0 0 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-443-
XK 17A VOLUME DISTRIBUTION, T=O T=0.5 HOURS 
0.01 0.1 1 0.01 0.1 
Dp IN UM 
T= 1.0 HOURS T= 1 .5 HOURS 
..,...,,.,,., I I I " " I I J 
0.01 0.1 1 0.01 0.1 1 

















Dp IN UM Dp IN UM 
T=.3.0 HOURS T=3.5 HOURS 
...,,.------,---.,- I I I l I I j ---r-----1 . 1 J 
0.01 0.1 1 0.01 0.1 




XK178 NUMBER DISTRIBUTION, T=O T=0.5 HOURS 
a. a. 
0 0 .... .... 
(.'.) 0 (.'.) 0 
0 .- 0 .-
_J x ....J x 






0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
1=1.0 HOURS T=1.5 HOURS 
CL a. 
0 0 .... .... 
(_) 0 t:J 0 
0 ...... 0 .-
_J x ....J x 






0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
-446-




(.'.) 0 (.'.) 0 
0 ..- 0 ..-
.....! x _J x 





0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 





(..? 0 (.'.) 0 
0 ..- 0 ..-
_J x _J x 





0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-447-










0.01 0. 1 
T=1.0 HOURS 
0.01 0.1 1 

















Dp IN UM 
T= 1.5 HOURS 
0.1 1 
Dp IN UM 
-448-



















Dp IN UM 
T=3.0 HOURS 
0.1 

















Dp IN UM 
T=3.5 HOURS 
0.1 1 








































c t;. ~ r§S' 
~-_L-~ _ __.__,_._J _ ~~-·~-~~~-~ _ _..__...__~ _ __.___.___,_ ~-.... 
0 1 2 3 4 





L.::_j_ _ _.... _ _,___. __ .___,__._ __ _,__.__~-~-_..__.___._--'-~-~~~~~~-.... 
0 1 2 3 4 
HOURS INTO RUN 
CU. UM. P[R c11.r3 
0 50 100 
r- -1----, 













_. :f-, I + ' + )( I 
en.:.- 'l( )( _/ 
' '--'\{) )( j + )( +t . 
<7,,) ) I 
t () 
t J ( -
~t + I ln ;n i-/--...____ ~ _j ! 1 Ul (--1 I f'I -
~1' -t J (JJ ;-, .. x I J 
;< j ;;u 
~ \ i c ?. t+ j ~ . I ,,c __ 
+I- ! 
8/ f ~ 
:ft I 
£<1 
!)/ +! )( 1' 
&/ J 




CU. UM. PER CM3 
() '.':10 100 
~ 1 
0 ~f j 
~ ® j 
t1\~·~···.. ~ 
. x x I 























































0 1 2 3 4 













+-1-+- + + )( ++ 
+ ++ x + 
0 
0 1 2 3 4 
HOURS INTO RUN 
-452-











0.01 0.1 1 
Dp IN UM 












0.01 0. 1 1 












0.01 0.1 1 
Dp IN UM 
T= 1.5 HOURS 
CL...,_ 









0.01 0.1 1 
Dp IN UM 
-453-
XJ19A NUMBER DISTRIBUTION, T=2.0 T=2.5 HOURS 
0.. 'It o..• 
0 0 oO ..- .-
0 x 0 x 







0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 





0 x 0 x 







0.01 0.1 , 0.01 0.1 1 
Op IN UM Dp IN UM 




















0.01 0. 1 
Dp IN UtJ 
T= 1.C HOURS 
0.01 0.1 


























Dp IN UM 
T= 1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-455-


















Op IN UM 
T==3.0 HOURS 
0.01 0.1 1 



























0.01 0.1 1 
Dp IN UM 
T=3.5 HOURS 
0.01 0., 1 
Dp IN UM 
-456-









.......,. ~ --....-.9 






0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 















0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-457-









o..,. o..,. --....,_ s: --......s 





C.01 0. 1 0.01 0.1 1 
Dp IN UM 
T=3.0 HJJRS T=3.5 HOURS 








Ov o,. --....,_ s: --......s 





0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-4.58-













Dp JN UM 
XJ 198 VOLUME DISTRIBUTION, T =0 




0.01 0.1 1 
Dp IN UM 
T= 1 .0 HOURS 











0.01 0.1 1 


















Dp IN UM 
T=1.5 HOURS 
0.1 1 
Dp IN UM 
-460-

















Dp IN UM 
T=3.0 HOURS 
0.01 0.1 1 















Dp IN UM 
T=3.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-461-












0.01 0.1 1 




















* • * * 
X Xx 
xx 
0 .,, .. ~· 
-462-



























2 3 4 
SC~ B 
'l 
2 3 4 



























xx XX xx 
~ 
_J_~~~-~~~~---'-~~--1 _ __.L__.l_-L~-~~~-~-~~-
o 2 3 4 
HOURS INTO RUN 
~ r-~~o-~-.~ ~ >: 

















0 1 2 3 4 




























































































- J \ 
,J I 
0.1 , 


























Dp IN UM 
T=1.5 HOURS 
'/ ., I 
. 
,_ -
I I I 
0.01 0.1 , 
Dp IN UM 
-466-
XJ34A NUMBER DISTRIBUTION, T=2.0 T=2.5 HOURS 
-....,. I I I l I IJ 
' j j 
.... ... 
0 0 
0.. ..- a....- -









c L__ ~~~~..LLJ.l_ --..1.~-'.-L~-w...J 
0 ------ _ __--J 
.. tl. --'...LLJ.L •. __._~~~I~ 
0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 














0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
-467-
XJ34A NUMBER DISTRIBUTION, T=4.0 
""" 0 
I 














0. 1 1 


























Dp IN UM 
T= 1.0 HOURS 
0.01 0.1 1 
Dp IN UM 
-468-
T=0.5 HOURS 
0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-469-















Dp IN UM 
T=3.0 HOURS 
0.1 1 
































Dp IN UM 
T=3.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-470-
XJ34A VOLUME DISTRIBUTION, T=4.0 
0.01 0.1 
Dp IN UM 
-471-


























Dp IN UM 
T=1.0 HOURS 
0.1 1 








" 0 _J 
0 










" 0 ...J 
0 





0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 
'I ' '""'I ' • , . ····1 
0.01 0.1 1 
Dp IN UM 
-472-





























Dp IN UM 
T=3.0 HOURS 
• •"""I ' , • .. ""I 
0.1 1 


































Dp IN UM 
T=3.5 HOURS 
., . . . . . . I 
0.01 0.1 1 
Dp IN UM 











Dp IN UM 
T=1.0 HOURS 
.... ···1 ... ···1 
0.1 1 























Dp IN UM 
T=1.5 HOURS 
i I I il 11 I I I I I I llJ I 
0.1 1 
Dp IN UM 
-474-



















Dp IN UM 
T=3.0 HOURS 
' "" I 
0.01 0.1 1 















Op IN UM 
T=3.5 HOURS 
0.1 1 








































0 ** (§Jt;;;x * ~* * 
0 
-4?5-




x x * 
* x * ><., Xx 
* *' 
x * * • * 
x x x 
* * xx xx 
* 
2 









HOURS INTO RUN 























TEJ 6 VOLUME IN THE AEROSOL PHASE, SIDE A 
I"') % 2 
(.) 







XX>oo< xxxxx x XX xx 
0 
0 1 2 .3 4 



























x x xx xx x x x 
x 
2 


















































0.01 0. 1 
Dp IN UM 
T= 1.0 HOURS 
0.01 0.1 1 































Dp 1N UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-479-





















Dp IN UM 
T=3.0 HOURS 
0.01 0.1 1 






























Dp IN UM 
T=3.5 HOURS 
./'\.. A 
0.01 0.1 1 
Dp IN UM 
-480-
TE36A VOLUME DISTRIBUTION, T=O T=0.5 HOURS 
0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 
T=1.0 HOURS T=1.5 HOURS 
0.01 0.1 1 0.01 0.1 





TE36A VOLUME DISTRIBUTION, T=2.0 
0.01 0.1 
Dp IN UM 
T=3.0 HOURS 
0.01 0.1 1 
Op IN UM 
T=2.5 HOURS 
0.01 0.1 
Dp IN UM 
T=3.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-482-




c.J 0 Cl 0 
0 ...- 0 ...... 








0.01 0.1 0.01 0.1 1 
Dp IN UM Dp IN UM 




c.J 0 Cl 0 
0 ..-- 0 ...... 








0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-483-




(.'.) 0 (.'.) 0 
0 .-- 0 .--








0.01 0.1 0.01 0.1 1 
Dp IN UM Dp IN UM 




0 0 0 0 
0 .-- 0 ..-







0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-434-
TE368 VOLUME DISTRIBUTION, T=O T=0.5 HOURS 
0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 
T=1.0 HOURS T=1.5 HOURS 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-485-







Dp IN UM 
T=3.0 HOURS 
0.1 1 








Dp IN UM 
T=3.5 HOURS 
0.1 1 










































RUN HOURS INTO 
SIJE 8 
2 
HOURS INTO RUN 
• 
3 4 






































2 3 4 




















T E39 MEAN PARTICLE SIZE, SIDE A 
1 2 3 4 
HOURS INTO RUN 
SIDE B 
+ + x 
+ Xx X+ ++ + + + + + ~ X 
+ ._.._ ~++ ++-tt< x + ++i= ++- + .~ + x 
+'TT+ x x + + +...... + + x 
1 2 3 4 
HOURS INTO RUN 
-489-
TE39A NUMBER DISTRIBUTION, T=O T=0.5 HOURS 
a.. a.. 
0"¢" 0"¢" 











0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=1.0 HOURS T=1.5 HOURS 
Cl.. a.. 
0"¢" 0"¢" 
Cl 0 Cl 
0 
..- ..-






0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-490-
TE39A NUMBER DISTRIBUTION, T=2.0 T=2.5 HOURS 
a... a... 
0 .q 0 .q 













0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 
T=3.0 HOURS T=3.5 HOURS 
a... a... 
0 .q 0 .;t 















0.01 0.1 1 0.01 0.1 1 








TE39A VOLUME DISTRIBUTION, T=O 
0.01 0.1 
Dp IN UM 
T=1.0 HOURS 
0.01 0.1 1 
Dp IN UM 
T=0.5 HOURS 
0.01 0.1 














0.01 0.1 1 
Dp IN UM 
-492-
TE39A VOLUME DISTRIBUTION, T=2.0 T=2.5 HOURS 
0.01 0.1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=3.0 HOURS T=3.5 HOURS 
0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
-49.3-
TE398 NUMBER DISTRIBUTION, T=O T=0.5 HOURS 












0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 
T=1.0 HOURS T=1.5 HOURS 












0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-494-











o""" 0 o""" 0 




0.01 0.1 0.01 0.1 1 
Dp IN UM Dp IN UM 










o""" 0 o""" 0 




0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 
-495-











> 0 Cl .--
0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
T=1.0 HOURS T=1.5 HOURS 
0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 
-496-








Dp IN UM 
T=3.0 HOURS 
0.1 







Dp IN UM 
T=3.5 HOURS 
0.1 
Dp IN UM 
-497-

















0 cro cro ($) 
0 2 3 4 






~ 0 xx 
* :2 0 
() Ul 
0 








0 1 2 3 4 
HOURS INTO RUN 
-498-












0 2 3 4 
















0 2 3 4 












Tl43 MEAN PARTICLE SIZE, SIDE A 
++ x x... x + 




1 2 3 4 
HOURS INTO RUN 
SIDE B 
1 2 3 4 
HOURS INTO RUN 
-500-


























0.01 0.1 1 
Dp IN UM 
T=1.0 HOURS 
? 1 1 · l , l , • , , r . . . , .... , 
0.01 0.1 1 
Dp IN UM 



























0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 
·1 . . . . . . . I 
0.01 0.1 1 
Dp IN UM 
-501-



























0.01 0.1 1 
Dp IN UM 
T=3.0 HOURS 
0.01 0.1 1 





























0.01 0.1 1 
Dp IN UM 
T=3.5 HOURS 
. ____ /\._f 
0.01 0.1 1 
Dp IN UM 
-502-















0.01 0.1 1 
Op IN UM 
-503-
Tl43A VOLUME DISTRIBUTION, T=O T=0.5 HOURS 
0.01 0.1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=1.0 HOURS T=1.5 HOURS 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-504-
Tl43A VOLUME DISTRIBUTION, T=2.0 T=2.5 HOURS 
0.01 0.1 0.01 0.1 1 
Dp IN UM Dp IN UM 











> ~ 0 0 
0.01 0.1 1 0.01 0.1 1 




Tl43A VOLUME DISTRIBUTION, T=4.0 
0.01 0.1 
Dp IN UM 


























Dp IN UM 
T=1.0 HOURS 
0.01 0.1 1 

























0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-507-
























Dp IN UM 
T=3.0 HOURS 
0.1 1 











0.01 0.1 1 










0.01 0.1 1 
Dp IN UM 










Dp IN UM 
T=1.0 HOURS 
0.1 1 
Dp IN UM 
-508-
T=0.5 HOURS 
0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-509-
Tl43B VOLUME DISTRIBUTION, T=2.0 
0.01 0.1 
Dp IN UM 
T=3.0 HOURS 
0.01 0.1 1 
















Dp IN UM 
T=3.5 HOURS 
0.1 1 

































R SIDE A T046 TOTAL NUMBE I 
2 3 



























0 1 2 3 4 














0 1 2 3 4 
HOURS INTO RUN 


















T046 MEAN PARTICLE SIZE, SIDE A 
2 3 4 
HOURS INTO RUN 
SIDE B 
x 




1 2 3 4 
HOURS INTO RUN 

















0.01 0.1 1 
















0.01 0.1 1 
































0.01 0.1 1 
Dp IN UM 
T= 1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-514-
T046A NUMBER DISTRIBUTION, T=2.0 















0.01 0.1 1 














0.01 0.1 1 















0.01 0.1 1 
















0.01 0.1 1 




T046A VOLUME DISTRIBUTION, T=O 
0.01 0.1 1 
Dp IN UM 
T=1.0 HOURS 
0.01 0.1 1 
Dp IN UM 
T=0.5 HOURS 
0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-516-
















Dp IN UM 
T=3.0 HOURS 
0.1 1 






















Dp IN UM 
T=3.5 HOURS 
0.1 1 
Dp IN UM 
-517-









_J _J ... ... 
0 0 0 0 ...... ..-
.......... x "-..X 
z N z N 
0 a 
0 0 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 









_J _J ...,. ... 
0 0 0 0 ...... ...... 
.......... x "-..X 
z N z N 
0 0 
0 0 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-518-











0 0 0 0 
..- ...... 
............ x ............ x 
z N z N 
0 0 
0 0 
0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 











0 0 0 0 
..- ...... 
............ x ............ x 
z N z N 
0 0 
0 0 
0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
-519-













Dp IN UM 
-.520-
T0468 VOLUME DISTRIBUTION, T=O T=0.5 HOURS 
0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
T=1.0 HOURS T=1.5 HOURS 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-521-






Dp IN UM 
T=3.0 HOURS 
0.1 1 
Dp IN UM 
T=2.5 HOURS 
0.01 0.1 1 
Dp IN UM 
T=3.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-522-












0.01 0.1 1 
Dp IN UM 
-523-









~ x u x x 
CY x x ~ x 
~ 
w x 0... 0 x x 
0 x x 
~ er: 0 x w 
QJ 
2 




0 1 2 3 









































































































































0.01 0.1 1 
Dp IN UM 
T= 1.0 HOURS 
0.01 0.1 





























Dp IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-527-




















Dp IN UM 





















TN49A VOLUME DISTRIBUTION, T=O 
0.01 0.1 1 
Dp IN UM 
T=1.0 HOURS 
0.01 0.1 1 









Dp IN UM 
T=1.5 HOURS 
0.1 1 
Dp IN UM 
-529-
TN49A VOLUME DISTRIBUTION, T=2.0 T=2.5 HOURS 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=3.0 HOURS 
0.01 0.1 1 
Dp IN UM 
-530-









z 0 0 0 I[) 
0 








0.01 0.1 1 
Dp IN UM 
T=1.0 HOURS 
0.01 0.1 1 




















0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-531-
TN49B NUMBER DISTRIBUTION, T=2.0 


















0.01 0.1 1 
Dp IN UM 
0.01 0.1 1 
T=2.5 HOURS 







z 0 0 0 I[) 
0 
0.01 0.1 1 






TN498 VOLUME DISTRIBUTION, T=O 
0.01 0.1 
Dp IN UM 
T=1.0 HOURS 
0.01 0.1 1 







Dp IN UM 
T=1.5 HOURS 
0.1 1 
Dp IN UM 
-533-








Dp IN UM 
T=3.0 HOURS 
0.1 1 










































TN52 TOTAL NUMBER, SIDE A 
HOURS INTO RUN 
SIDE 8 
+/"j;~+ 
0 xxx xxx ++ ++ 
x 
2 
0 x x x x 
+ X X X xXX QQ) xx x 
x 
x++ + + 0 
+ 
1 2 









+++ ~ ++ + 
+ Xx xx ~ 















0 2 3 














0 1 2 3 


















TN52 MEAN PARTICLE SIZE, SIDE A 
Xx 
xxx xx ++ +++++ + 
++ x + + ++ 
++ + + + + + ++ 





HOURS INTO RUN 
SIDE B 































Dp IN UM 
T=1.0 HOURS 
0.01 0.1 


























Dp IN UM 
T=1 .5 HOURS 





I I I 
0.01 0.1 1 
Dp IN UM 












































TN52A VOLUME DISTRIBUTION, T=O 
0.01 0.1 1 
Dp IN UM 
T=1.0 HOURS 
0.01 0.1 1 















Dp IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-540-









Op IN UM 
T=3.0 HOURS 
0.1 1 













0.01 0.1 1 
Dp IN UM 
-541-




0 Cl 0 ..- ..-









0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
T= 1.0 HOURS T=1.5 HOURS 
Q.. Q.. 
o~ o~ 
(.'.) 0 Cl 
0 
..- ...... 






0.01 0.1 0.01 0.1 
Dp IN UM Dp IN UM 
-542-
TN52B NUMBER DISTRIBUTION, T=2.0 T=2.5 HOURS 
I I I I 'I I 
a... a... 
o'<t" o'<t" 










I I I I I 
0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
-543-
TN52B VOLUME DISTRIBUTION, T=O T=0.5 HOURS 
0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
T=1.0 HOURS T=1.5 HOURS 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-544-
TN528 VOLUME DISTRIBUTION, T=2.0 
0.01 0.1 1 


























NUMBER. SIDE A EC64 TOTAL 
SIDE 8 
+ x + 
* + 
* * * • * * 
<ll!D <Iml <Iml ClI!D <llID CIIID 
r# 
1 2 
HOURS INTO RUN 





























EC64 VOLUME IN THE AEROSOL PHASE, SIDE A 
2 3 
HOURS INTO RUN 
SIDE 8 
1 2 3 















































0 ~ 0 0 
00 <o 0 ~ co 
% '&> 
2 3 4 5 





0 c§l 0 
e 
0 0 0 00 0 >« 0 0 ">< 
00 0 0 0 0 0 
0 0 
1 2 3 4 5 
HOURS INTO RUN 
-548-
EC64A NUMBER DISTRIBUTION, T=O T=0.5 HOURS 









• • ........... 0 ........... 0 
z x z x 
0 N ON 
0 0 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T= 1.0 HOURS T=1.5 HOURS 









• • ........... 0 ........... 0 .,.... 
z x z x 
0 N ON 
0 0 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-549-
EC64A NUMBER DISTRIBUTION, T=2.0 T=2.5 HOURS 









""" """ .......... 0 .......... 0 
z x z x 
0 N 0 N 
0 0 
0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
T=3.0 HOURS T=3.5 HOURS 









""" • -........o -........o 
z x z x 
0 N 0 N 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-550-
EC64A NUMBER DISTRIBUTION, T=4.0 




























\ ,, ,, 
0.1 1 
Dp IN UM 
T=5.0 HOURS 
0.1 1 












0.01 0.1 1 
Dp IN UM 


















Dp IN UM 
T=1.0 HOURS 
0.01 0.1 1 


















Dp IN UM 
T=1.5 HOURS 
0.1 , 
Dp IN UM 
-552-









'~ '~ > ~ Cl 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 










~ > Cl 
...... 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Op IN UM 
-553-




















0.01 0.1 1 
Dp IN UM 
T=5.0 HOURS 
0.01 0.1 













0.01 0.1 1 






EC64B NUMBER DISTRIBUTION, T=O 










0.01 0.1 1 
Dp IN UM 
T=1.0 HOURS 














0.01 0.1 1 












0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 















0.01 0.1 1 
Dp IN UM 
EC648 NUMBER DISTRIBUTION, T=2.0 
















0.01 0.1 1 


















Dp IN UM 
-555-
T=2.5 HOURS 















0.01 0.1 1 
















0.01 0.1 1 
Dp IN UM 
-556-



































Dp IN UM 
-557-















0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 














> ~ Cl 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-.5.58-













> ~ 0 
0.01 0.1 0.01 0.1 1 
Dp IN UM Dp IN UM 













> ~ 0 
0.01 0.1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-559-













> E:; 0 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-560-
EH66 TOTAL NUMBER, SIDE A 
+ 
"' ~ 
u + 0 
n:: 0 + * w 0 + CL 
+ + n:: x w + ~-1-1-+ CD x 
~ -++ 
:::> • • + z + x ++ xx+ * * x 
(J$J 
s5> 
0 w CM:> C?!t'.l CM:> ~ 
0 1 2 3 4 














0 1 2 3 4 















EH66 VOLUME IN THE AEROSOL PHASE, SIDE A 
1 2 
HOURS INTO RUN 
SIDE B 
a 
Oo x +++ 
0 + + 











0 1 2 3 4 





























0 1 2 3 4 
HOURS INTO RUN 
SIDE B 
0 






0 1 2 3 4 
HOURS INTO RUN 
-56)-
EH66A NUMBER DISTRIBUTION, T=O T=0.5 HOURS 
0 0 
0 0 
a. 0 0.. 0 









0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
T=1.0 HOURS T=1.5 HOURS 
0 0 
0 0 
a.a 0.. 0 









0.01 0.1 1 0.01 0.1 
Dp IN UM Dp IN UM 
-564-












0.01 0.1 1 













0.01 0.1 1 













0.01 0.1 1 













0.01 0.1 1 
Dp IN UM 






















0.01 0.1 1 
Dp IN UM 
T=1.0 HOURS 
0.01 0.1 1 






















0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 
'I • ••""I • • •"'"I 
0.01 0.1 1 
Dp IN UM 
-566-





















0.01 0.1 1 
Op IN UM 
T=3.0 HOURS 
0.01 0.1 1 






















0.01 0.1 1 
Dp IN UM 
T=3.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-567-
EH668 NUMBER DISTRIBUTION, T=O T=0.5 HOURS 
..,. ..,. 
0 0 
c.. ...... c.. ...... 










0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=1.0 HOURS T=1.5 HOURS 
..,. ..,. 
0 0 
c.. ...... c.. ...... 










0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-568-
EH66B NUMBER DISTRIBUTION, T=2.0 T=2.5 HOURS 
• • 0 0 
a....-- a.. ..-










0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=3.0 HOURS T=3.5 HOURS 
• • 0 0 
a....-- a....-










0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 





















EH66B VOLUME DISTRIBUTION, T=O 
0.01 0.1 1 
Dp IN UM 
T=1.0 HOURS 
0.01 0.1 1 



















Dp IN UM 
T=1.5 HOURS 
0.1 1 
Dp IN UM 








Dp IN UM 
T=3.0 HOURS 
0.1 




Dp IN UM 
T=3.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-572-
EH66B VOLUME DISTRIBUTION, T=4.0 
0 
.......... 
0.01 0.1 1 
Dp IN UM 
-573-
EM70 TOTAL NUMBER, SIDE A 
• 
"'l 0 
::2 * u 
+ * rg§) 
0::: + ']l.,,_>0<. <!JI:! 










0 1 2 3 4 






x * * 
N 
~~ * afP 
""l * 
ax:i:!) 
::2 ;. j:'< 
u * 











0 2 3 4 


























EM70 VOLUME IN THE AEROSOL PHASE, SIDE A 
2 3 

































+: x +_J, 
+.-#~ 
~+ 
x + + 
0 
0 2 3 4 






L[) 0 0 
0 0 00 0 0 0 
0 









0 1 2 3 4 
HOURS INTO RUN 
-576-









......... "b -......."'"o 
z ....-z x x 
Cl L{) Cl U') 
0 0 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=1.0 HOURS T=1.5 HOURS 
Ill Ill 
0 0 










Cl L{) Cl I{) 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-577-









'"b .-z x 
Cl I.[) 
0.01 0.1 1 














0.01 0.1 1 









'"b .-z x 
Cl I,{) 
0 
0.01 0.1 1 














0.01 0.1 1 
Dp IN UM 
-578-
EM70A VOLUME DISTRIBUTION, T=O T=0.5 HOURS 
0.01 0.1 0.01 0.1 1 
Dp IN UM Dp IN UM 
1=1.0 HOURS T=1.5 HOURS 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-579-















Dp IN UM 
T=3.0 HOURS 
0.1 1 















Dp IN UM 
T=3.5 HOURS 
0.01 0.1 
Dp IN UM 
-.580-













0.01 0.1 1 














0.01 0.1 1 































0.01 0.1 1 
Dp IN UM 
-581-


























Dp IN UM 
T=3.0 HOURS 
0.01 0.1 1 




























Dp IN UM 
T=3.5 HOURS 
0.01 0.1 
Dp IN UM 
-582-















Dp IN UM 
-583-
















Dp IN UM 
T=1.0 HOURS 
0.1 1 
Dp IN UM 
T=0.5 HOURS 
0.01 0.1 
Dp IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-584-
EM70B VOLUME DISTRIBUTION, T=2.0 T=2.5 HOURS 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=3.0 HOURS T=3.5 HOURS 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-585-
EM70B VOLUME DISTRIBUTION, T=4.0 
0.01 0.1 1 


























N UMBER, SIDE A EL73 TOTAL 
2 3 







* 0 x 8 
2 3 

























EL 73 VOLUME IN THE AEROSOL PHASE, SIDE A 
+ + 










































HOURS INTO RUN 
Sl'.JE B 
2 3 



























0.01 0.1 1 
Dp IN UM 
T=1.0 HOURS 
., 
0.01 0.1 1 























0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 
t I i II I! I I I I I 1111 I 
0.01 0.1 
Dp IN UM 
-590-
EL73A NUMBER DISTRIBUTION, T=2.0 T=2.5 HOURS 
• • 0 0 
Q. x 0. x 









0 N 0 N 
0 0 
0.01 0.1 1 0.01 0., 
Dp IN UM Dp IN UM 
T=3.0 HOURS T=3.5 HOURS 
'I ' "'I ""I 
• • 0 0 ..- - -
a.. x a.. x 
0 ...:- 0 ...:-
'-' (.!) g g 
0 0 
'-.b '-.b 
z z ..- ..... -x x 
0 N 0 N 
0 0 i-,-----"--.-,--'J \--.·, .... 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-591-









0.01 0.1 1 
Dp IN UM 
-592-
EL73A VOLUME DISTRIBUTION, T=O 
0.01 0.1 
Dp IN UM 
T=1.0 HOURS 
0.01 0.1 1 




0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 













Dp IN UM 
T=3.0 HOURS 
0.1 1 





















Dp IN UM 
-594-
EL73A VOLUME DISTRIBUTION, T=4.0 
0.01 0.1 1 
Dp IN UM 































































0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-596-















0.01 0.1 1 
Dp IN UM 
T=3.0 HOURS 
0.01 0.1 1 





























0.01 0.1 1 
Dp IN UM 
T=3.5 HOURS 
if! iiliilJ I iliiiiljj 
0.01 0.1 1 
Dp IN UM 
-597-











Dp IN UM 
T=1.0 HOURS 
0.1 
Dp IN UM 
T=0.5 HOURS 
0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-598-














Dp IN UM 
T=3.0 HOURS 
0.1 1 















Op IN UM 
T=3.5 HOURS 
0.1 1 

































TXU75 TOTAL NUMBER, SIDE A 






+ +t- ++ • 
+ (jY;:P ~~ ++ • 
.-l="'-0 + + ~ 
)( x ++ + + + 
























































































































TXU75 MEAN PARTICLE SIZE, SIDE A 
no x CCco 
C/J x x ++ 
x ++ + + 
++ 
0 + 
0.5 1.5 2 
HOURS INTO RUN 
SIDE 8 
)( 
x (XX x x xx ++ 
x + x 
xX 
x x + x 











0.5 1 1.5 2 
HOURS INTO RUN 
-602-
TXU75A NUMBER DISTRIBUTION, T=O T=0.5 HOURS 
Q.. c. 
0 0 
Cl .... Cl .... 
Oo 0 0 






0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=1 .0 HOURS T=1.5 HOURS 
., 
• • r ''''I ' • • • • •··1 
c... Q.. 
0 0 
'-' .... Cl .... 
0 0 g 0 






0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
-603-
















Dp IN UM 
T= 1.0 HOURS 
0.1 1 







Dp IN UM 
T=1.5 HOURS 
0.1 1 
Dp IN UM 
-604-












0.01 0.1 1 













0.01 0.1 1 













0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 












0.01 0.1 1 
Dp IN UM 
-605-












0.01 0.1 1 
Dp IN UM 
-606-






Dp IN UM 
T=1.0 HOURS 
0.1 , 







Dp IN UM 
T=1.5 HOURS 
0.1 , 
Dp IN UM 
-607-





0.01 0.1 1 
Dp IN UM 
I') 0 
:2 0 



























0 (]ID am mD 
0 
-608-













><xxx x x 
x x Xx x xfx ~ QSt> 






HOURS INTO RUN 
* * 
































LEV77 VOLUME IN THE AEROSOL PHASE, SIDE A 
1 
2 
HOURS INTO RUN 
SIDE B 
2 
HOURS INTO RUN 
a§J 
++ 






LEY77 MEAN PARTICLE SIZE, SIDE A 
0 







z 0 + 








+ + ++ + + + + 
+ x 
+ * + + + 
+ 
0 
0 1 2 3 




















0 1 2 3 
HOURS INTO RUN 




























Dp IN UM 
T=1.0 HOURS 
0.01 0.1 
































Dp IN UM 
T=1.5 HOURS 
0.01 0.1 
Dp IN UM 
-612-




















0.01 0.1 1 
Dp IN UM 
















0.01 0.1 1 
Dp IN UM 
-613-













Dp IN UM 
T=1.0 HOURS 
0.1 1 















Dp IN UM 
T=1.5 HOURS 
0.1 1 
Dp IN UM 
-614-




















0.01 0.1 1 
Dp IN UM 
T=3.0 HOURS 
0.01 0.1 1 










Dp IN UM 
-615-
























0.01 0.1 1 


























0.01 0.1 1 
Dp IN UM 
T=1.5 HOURS 
0.01 0.1 1 
Dp IN UM 
-616-

























0.01 0.1 1 
Dp IN UM 
T=3.0 HOURS 
0.01 0.1 1 























0.01 0.1 1 
Dp IN UM 
-617-








0.01 0.1 1 












0.01 0.1 1 









0.01 0.1 1 











0.01 0.1 1 
Dp IN UM 
-618-









......... ~ ......... ~ 
> > 
0 0 
0.01 0.1 0.01 0.1 1 
Dp IN UM Dp IN UM 
T=3.0 HOURS T=3.5 HOURS 
0 
0 
Q.. ...- Q.. 
Cl 0 




> ~ 0 
0.01 0.1 1 0.01 0.1 1 
Dp IN UM Dp IN UM 
