A primary goal of computer experiments is to reconstruct the function given by the computer code via scattered evaluations. Traditional isotropic Gaussian process models suffer from the curse of dimensionality, when the input dimension is high. Gaussian process models with additive correlation functions are scalable to dimensionality, but they are very restrictive as they only work for additive functions. In this work, we consider a projection pursuit model, in which the nonparametric part is driven by an additive Gaussian process regression. The dimension of the additive function is chosen to be higher than the original input dimension. We show that this dimension expansion can help approximate more complex functions. A gradient descent algorithm is proposed to maximize the likelihood function. Simulation studies show that the proposed method outperforms the traditional Gaussian process models.
Introduction
The contemporary practice in engineering and physical sciences has made increasing use of (deterministic) computer simulations, in disciplines including aerospace designs, material science, and biomedical studies. Surrogate modeling for computer outputs with a data science approach can save the computation time of the simulations and accelerate the decision-making processes. How to build an accurate surrogate model is one of the central research topics in the area of computer experiments. Gaussian process regression [32, 35] is one of the most popular surrogate models in computer experiments. Various modifications and extensions of the standard Gaussian process regression models have been proposed to address the specific needs in practical situations. An incomplete list of these methods include composite Gaussian processes [2] , treed Gaussian processes [12] , non-stationary models [15] , transformed approximately additive Gaussian processes [24] , etc.
Data analysis for computer simulations usually suffers from the "small data" issue, because the computer simulation runs can be highly costly. For example, each run of a typical computational fluid dynamics model for aerospace engineering takes a few days or even weeks [26] . Many computer simulations also pose the curse of dimensionality problem, in the sense that the input dimension is high so that building an accurate surrogate model based on limited data points becomes more challenging. A classic approach for dimension reduction in computer experiments is sensitivity analysis [29, 34] . Variable selection for Gaussian processes models is considered by [25] . In Gaussian process regression, it is also known that some correlation structures perform better in high-dimensional scenarios [37] . Recently, additive Gaussian process models have received considerable attention [4, 5, 21] . Although these models are more scalable to the input dimension, their capability of model fitting is lower because these models can only reconstruct additive functions precisely.
In this work, we propose a novel surrogate modeling technique based on the projection pursuit methodology [9] and additive Gaussian process models. Unlike the conventional estimation approaches for projection pursuit [6, 10, 23] , we suggest choosing a large number of intermediate nodes to introduce more model flexibility. Then we use the maximum likelihood estimation to identify the model parameters. A gradient descent algorithm is proposed to search the maximum of the likelihood function. In this work, we also devise an error bound of the prediction error of Gaussian process regression with additive Matérn correlation functions. Our theoretical result shows that the prediction error of additive Gaussian process models is much lower than that given by isotropic Gaussian process models for highdimensional problems.
This article is organized as follows. In Section 1.1, we introduce the background of Gaussian process regression, and discuss the curse of dimensionality issue in Gaussian process regression with isotropic Matérn correlation functions. In Section 2, we discuss the additive Gaussian process regression models, and show that these additive models can break the curse of dimensionality by theoretical studies. We also discuss the limitations of the additive models. In Section 3, we introduce the proposed method, called the projection pursuit Gaussian process regression. In Section 4, we conduct simulation studies to demonstrate the use of the proposed method, and show that the proposed method outperforms existing methods. Concluding remarks are made in Section 5.
Curse of dimensionality in Gaussian process regression with isotropic Matérn correlation
Curse of dimensionality is one of the fundamental challenges in various highdimensional statistical and machine learning problems. In this section, we review how the curse of dimensionality can affect the prediction performance of Gaussian process regression. Let Z be a stationary Gaussian process on R d with mean zero, variance σ 2 , and correlation function Φ. Given scattered evaluations (x 1 , Z(x 1 )), . . . , (x n , Z(x n )), one can reconstruct Z using the conditional expectation
where
The prediction error of the Gaussian process regression is
, which is a function of x. Tuo and Wang [39] study the rate of convergence of the prediction error under different function norms, under the assumption that the Gaussian process has an isotropic Matérn correlation function [35] , defined as
where ν > 0 is the smoothness parameter of Φ, K ν is the modified Bessel function of the second kind, φ > 0 is the scale parameter. Without loss of generality, we assume that φ = 1, because otherwise we can perform a suitable dilation of the input space to make φ = 1.
To explain the curse of dimensionality issue posed by the isotropic Matérn correlation functions, we refer to Theorem 3.3 of [39] , which states a lower bound of the maximum of the prediction error of an isotropic Gaussian process. For simplicity, we consider the expected maximum prediction error. Suppose the input region of interest is Ω, and then the expected maximum prediction error is
for a constant C independent of n, σ and the choice of the experimental design.
The lower bound in (3) shows that the uniform error of Gaussian process regression predictor with isotropic Matérn correlation is no less than a multiple of n −ν/d √ log n. This rate decays dramatically as d increases with a given ν. Therefore, if Gaussian processes with an isotropic Matérn correlation are considered, the prediction suffers from the curse of dimensionality, in the sense that acquiring extra data points cannot improve the prediction accuracy as effectively as in lower-dimensional problems.
In Gaussian process regression, the curse of dimensionality is inevitable if the underlying function is indeed a realization of a Gaussian process with isotropic Matérn correlation. The reason behind this is that the reproducing kernel Hilbert spaces generated by these correlation functions are too large in high-dimensional circumstances. Fortunately, in most real applications, we confront much "simpler" high-dimensional functions. These functions admit certain "sparse representation", and therefore, at least theoretically, can be recovered at a much higher rate of convergence. In Section 2, we examine a special and simple structure of this kind.
Additive models: accuracy and limitations
A scalable Gaussian process regression approach proceeds by equipping an additive correlation function. Denote x = (x (1) , . . . , x (d) ). We consider the following correlation function:
where Φ 1 denotes a one-dimensional correlation function. It is easily seen that Φ is positive definite if Φ 1 is positive definite. Thus one can consider Gaussian process regression with correlation (4). This approach is called the additive Gaussian process regression [4, 5, 21] . Here we provide a theoretical result regarding its scalability in the input dimension. Theorem 1 delivers the main idea of our findings. So as not to break the flow, we defer the detailed technical assumptions and requirements for the design of experiments to Appendix A. A formal version of Theorem 1 is given by Theorem 3 in Appendix A. 
Compared to isotropic models, additive models are much more scalable to the dimensionality. As shown in Theorem 1, for a fixed d, the rate of convergence of the uniform error is independent of d. These additive models can even work for high-dimensional settings in the sense that the dimension d is assumed to increase as n increases. Theorem 1 shows that as d increases, the error grows linearly in d. This is a desirable scalability property in interpolation problems, because, in these problems, the rate of convergence in terms of n can be much faster than the linear rate (if ν > 1).
Despite the above advantages, the limitations of additive models are also evident. Only additive functions, i.e., the functions that can be decomposed as the sum of functions such that each of them relies on only one entry of x, can be accurately reconstructed. This assumption is not true for most of the practical problems. Consider a two-dimensional input (x, y). A simple non-additive function is F (x, y) = xy + x 2 . Figure 1 shows that the additive model cannot fit this function well, while the isotropic model works in this case.
Projection pursuit Gaussian process regression
The main objective of this work is to propose a general approach to reconstruct high-dimensional functions that admit more complicated sparse representations. To this end, we consider a model which is more flexible than additive Gaussian process models. Specifically, we employ the projection pursuit regression method [9] to model the underlying function as
where w 1 , . . . , w M are unknown vectors, M is a positive integer, and f is an additive function in the sense that f can be written as
with unknown univariate functions f 1 , . . . , f M . In other words, this model first applies a linear transformation on the input space, and then use an additive function to fit the responses. A projection pursuit model can be represented by a four-layer network shown in Figure 2 , which is apparently similar to a neural network model. Figure 1 : Contour plots of f (x, y) = xy +x 2 and the reconstructed functions by additive and isotropic Gaussian process regression (GPR) using a same 25-point random design between −1 and 1. It can be seen that the isotropic model has a much better prediction performance.
Neural networks have been widely used to enhance the precision of nonparametric regression [11, 16, 22, 31] ; [19] and [38] employ deep neural networks to reduce the dimension of data; [42] combines neural networks with Gaussian process regression method to tackle multi-task problems. The main difference between the projection pursuit method and neural networks lies in the activation functions. In neural networks, the activation functions are chosen as fixed function, such as ReLU (rectified linear unit) functions. In contrast, the projection pursuit method uses estimated activation functions. In this work, we call the two hidden layers the transformation layers. Despite the additive structure, the projection pursuit regression model is highly flexible, especially when M is high. It is known that the projection pursuit model can approximate any continuous function arbitrarily well given a sufficiently large M [8] . For example, the function F (x, y) = xy + x 2 can be represented by projection pursuit as shown in Figure 3 . Figure 3 also shows that the representation is not unique.
The non-uniqueness of the projected pursuit representation suggests that each of the "directions" w i may not be essential. In contrast, these vectors exhibit a "synergistic effect", so that they need to be estimated jointly. Consider the example shown in Figure 3 . Taking the direction x + y/2 along is not helpful in obtaining the underlying function xy + x 2 ; this direction makes sense only when it is paired by the direction y. This phenomenon differs from the ordinary results in linear models, in which the significant directions (usually defined by the principal components) are fixed, and their importance is ordered by the corresponding eigenvalues.
Understanding this difference between the linear and nonlinear models helps build a better projection pursuit regression model. Traditionally, the projection pursuit method is usually regarded as a dimension reduction approach [6, 10] ; greedy algorithms are usually applied to identify w i 's [10, 28, 17] . These strategies have the following deficiencies: 1) it is often hard to accurately approximate the underlying functions through dimension reduction (M d). For example, the function F (x, y) = xy + x 2 cannot be recovered through a one-dimensional factor. 2) Greedy algorithms, which proceed by picking the current "most significant" direct in each step, cannot perform well when there is no order of importance in the directions, as in the example shown in Figure 3 . In this work, we propose a method, which conducts a dimension expansion (M ≥ d) to improve the approximation power substantially.
When M ≥ d, the projection pursuit model is in general non-identifiable; see Figure 3 for an example. The learning outcome on w i 's are meaningless, and we only focus on the prediction of the underlying response at untried input points. Our numerical experience shows that as long as M is large enough, the prediction performance of the proposed method is not heavily dependent on the specific value of M . We recommend choosing M close to, but slightly less than the sample size n.
In this work, we propose a novel approach, called the projection pursuit Gaussian process regression (PPGPR). To reconstruct the underlying function we need to: 1) estimate the weight parameter w = (w 1 , w 2 , ..., w M ); 2) reconstruct the combination function f given w using Gaussian process regression [35, 32] . Recall that the design matrix is denoted as
.., f (x n )) T . Now we employ the idea of Gaussian process regression to assume that f is a realization of a Gaussian process. Specifically, we assume that f has mean zero and an additive correlation function (4) . We believe that the mean zero assumption is not too restrictive because the model is already non-identifiable.
The training process of the proposed method proceeds by an iterative approach. First, we fix an initial weight parameter w. Then we can compute the initial correlation matrix
based on the initial ω. Next, we invoke (1) to reconstruct the underlying function f asf
where and δ is a nugget term to enhance the numerical stability. Next we seek for w * which maximizes the log-likelihood function of Gaussian Process Regression [35] , that is,
The gradient of l(w) with respect to w k is
for k = 1, 2, ..., M . The derivative of the matrix K w can be computed using the following fact. The derivative of the Matérn correlation function is [41] 
and the derivative of the Gaussian correlation function is
Then the gradient decent method can be applied here to find the minimizer:
where η is the step length for the gradient descent algorithm, and is referred to as the learning rate in the rest of this article. When the algorithm converges or a stopping criterion is met, one can again reconstruct the underlying function using (7) . Further discussion regarding the stopping criteria is deferred to Section 4.1. Algorithm 1 lists the detailed steps of the proposed training method. X ← w T X 3:
Algorithm 1 Training steps for transformation weight w
for k in 1:M do 5:
end for 8: end for
Simulation Studies
In this section, we examine the performance of the proposed method via simulation studies. Based on four numerical experiments, we will provide some guidelines for parameter tuning for PPGPR in Section 4.1. In Section 4.2, we compare the proposed method with some other prevailing algorithms and show the advantages of the proposed method.
Choice of tuning parameters
In this section, we study how the choice of the hyper-parameters of PPGPR can affect its prediction performance. Recall that the hyper-parameters include the learning rate η, the size of nodes in transformation layer k, the training epochs i, the choice of the correlation function (Matérn or Gaussian) and smoothness parameter ν if a Matérn correlation is used. The test function used in this subsection is the Borehole function [14] , defined as
with the ranges for the eight variables given by r w ∈ (0.05, 0.15), r ∈ (100, 50000), T u ∈ (63070, 115600), H u ∈ (900, 1110), T l ∈ (63.1, 116), H l ∈ (700, 820), L ∈ (1120, 1680) and K w ∈ (9855, 12045). A halton series [13] with 40 samples are used as the training set and 500 random samples are used as the testing set. We consider different choices of the tuning parameters and compare the corresponding prediction performance in terms of the relative mean square error (RMSE):
where n = 500 is the size of testing samples,ŷ and y denote the predictive value and true value of a testing sample, respectively. The details of the numerical experiments are described in Sections 4.1.1-4.1.3. Our studies lead to the following general guidelines for choosing the tuning parameters:
• Determining a proper learning rate η through cross-validation;
• Increasing the size of representation nodes k until the performance on the testing points starts to deteriorate;
• Adopting early stopping policies in the training processes to avoid overfitting;
• Using cross-validation to choose the correlation functions and the other model parameters, if the computational resource permits.
learning rate η and number of representation nodes k
In this experiment, a Matérn correlation function with ν = 2.5 is used and training epochs i = 150. We examine the performance of PPGPR under different learning rates and different node sizes in the transformation layer. Figure 4 shows the RMSE of PPGPR under different learning rate with respect to the size of representation nodes. It can be seen that when η = 10 −10 , the RMSE is much higher than those in the other three situations. For η = 10 −8 , the model reaches its best performance when k = 28. The models with k = 35 have lower RMSE when η = 10 −7 and η = 10 −9 . In general, the models with η = 10 −9 perform slightly better and more stably.
According to [8] , the PPGPR model can approximate any continuous functions with k → ∞, so it is apparent that the performance of PPGPR grows when k increases in most cases. However, one can find that when k is above 35, the RMSE becomes worse. This might be due to overfitting as the parameters and the nodes are too many. In practice, we suggest employing cross-validation to select the optimal k. Figure 5 shows four functions of the model loss defined as (14) with respect to the number of iteration under a common initial w and different learning rates when k = 35. From Figure 5 , we find that, 10 −10 is too low as a learning rate, because the model loss is still high (about 5×10 5 ) even after 100 iterations. This observation is also confirmed by the RMSE results in Figure 4 , in which the RMSE for k = 35 corresponding to η = 10 −10 is much higher than those in the other ones. The model loss curves for the other three learning rates are similar. We believe that the choice of η = 10 −9 gives a slightly better result than those given by η = 10 −8 or η = 10 −7 , because the model loss curve with respect to η = 10 −9 decreases more smoothly than the other two, which implies a more stable learning process [20] . Figure 4 also implies that η = 10 −9 gives the best RMSE when k = 35. In practice, the optimal learning rate relies on the underlying function. Therefore, we recommend tuning η via cross-validation. 
Effects of correlation function type and parameters
In this experiment we examine the performance of PPGPR under different correlation functions and smoothness parameters with η = 10 −9 and i = 150. Table 1 shows the lowest RMSE of PPGPR with Matérn and Gaussian correlation functions over a set of parameters. For the Matérn kenrels, we consider ν = 1.5, 2.5, 3.5, 4 and φ = 1, while the best result is obtained under ν = 2.5. For Gaussian correlation functions, we consider φ = 0.4, 0.5, 0.6, 0.7, while the best result is obtained under φ = 0.5. We suggest the practitioners to use cross-validation to determine the suitable correlation function. Figure 6 shows the RMSE for PPGPR with the Matérn correlation functions under different k and ν with φ = 1. It can be seen that when ν = 2.5 (green line), the model performs better than other choices. Under ν = 2.5, the best prediction performance is achieved when k = 35. Generally, with a larger ν, the reconstructed function would be smoother, which may lead to overfitting; with a smaller ν, the reconstructed function would be less smooth, which may result in instability or underfitting. Figure 7 shows the RMSE for PPGPR with Gaussian correlation functions under different k and φ. We can see that, when k = 35, the green line (φ = 0.5) reaches its lowest RMSE, which is slightly better than the RMSE under other k and φ in this experiment. This experiment shows that Matérn correlation functions with ν = 2.5 seem to be an appropriate choice of the correlation functions. We also recommend using cross-validation to determine the optimal correlation function if computational resource permits.
Training epochs i
In this experiment the model loss and the prediction error of PPGPR during the training process are tested where a Matérn correlation function with ν = 2.5 is used and η = 10 −8 , k = 21. respectively. The model gets its best performance when i = 220, and as i further increases, the prediction performance decreases. This implies that the prediction error is not a monotonic function in the model loss. This phenomena has been observed in other network structures such as neural networks. In a typical neural network training process, a slower early-stopping criterion with 4% (i.e., stopping the training process when the relative generalization improvement is less than 4%) could be used to avoid the overfitting caused by too long training processes [30] . We suggest to adopt a similar approach in training the proposed PPGPR model.
Numerical comparisons
In this section we compare PPGPR with GPR, Neural Network (NN), SVR (Supporting Vector Regression) and GBDT (Gradient Boosting Decision Trees) using three test functions: OTL circuit function [3] , Borehole function [14] and Wingweight function [7] . The training set is chosen as Halton series Figure 7 : RMSE under different φ and k for Gaussian correlation functions [13] with length p = 5 × d, where d is the dimension of design, and the size of testing set is 500. The implementation details of five methods for these three underlying functions are shown below:
• SVR: Matérn correlation with ν = 2.5;
• GBDT: Gaussian distribution and 100 trees;
• NN(deep learning): for OTL circuit function, it has structure (6, 12, 24, 12, 1) (meaning the node size of input layer is 6, the second layer has 12 nodes and so on) with learning rate 0.01 and 150 epochs. For Borehole function it has structure (8, 16, 32, 1) with learning rate 0.01 and 150 epochs. For Wingweight function it has structure (10, 20, 30, 20, 1) with learning rate 0.1 and 200 epochs;
• GPR (with isotropic and product correlation functions): We use the Dicekriging package [33] with isotropic and product Matérn correlation and smoothness ν = 2.5 to compute the predictive results. The 
) is the same as in (4); The RMSE of each method above is given in Table 2 . One can easily find that the performances of SVR and GBDT are inferior, which can be explained because these approaches may require more training data [18, 36] . We do our best to tune the parameters of the NN, in order to obtain the best results we could achieve. It is worth noting that the parameter tuning for NN is time-consuming. In contrast, the tuning process of PPGPR is much easier because it has only one hidden layer. Also, PPGPR outperforms NN in all three experiments. Moreover, PPGPR can beat GPR with isotropic and product correlation functions because the curse of dimensionality has less impact on PPGPR.
Discussion
In this paper, we propose a projection pursuit approach based on Gaussian process regression to fit deterministic computer outputs. The proposed method has a better model prediction and generalization power when the input dimension is high, and the sample size is small.
Despite its advantages, the proposed method has a few issues to be addressed in future investigations. First, PPGPR involves quite a few hyper- parameters. How to better choose or tune these parameters should be studied in future work. Second, the computational cost of PPGPR is much higher than regular Gaussian process regression, so that the current algorithm can only handle moderate data sets. An improvement in computation can be achieved by incorporating parallel or GPU computing techniques.
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APPENDIX

A Rate of convergence for additive models
In this section we present a rigorous statement of Theorem 1.
A.1 Conditions and theorems
We suppose that the design set {x 1 , . . . , x n } ⊂ [0, 1] d . For any x = (x (1) , . . . , x (d) ) and positive integer m, define vector v m (x) := (1,
Clearly, v m (x) has md + 1 entries.
Definition 1. We call the design set X = {x 1 , . . . , x n } ⊂ [0, 1] d regular with order m, if the matrix V := (v m (x 1 ), . . . , x m (x n )) is full row rank.
Obviously, a necessary condition for an n-point design set with order m is that n ≥ md + 1. In fact, n ≥ md + 1 is also "almost" a sufficient condition, in the sense that the design set X without mth regularity form a set with Lebesgue measure zero in R n×d . To see this, it suffices to consider the case n = md + 1. Then V becomes a square matrix and the goal is to check whether det V = 0. Noting that det V is a (nonzero) polynomial of all entries of the design points (and there are in total nd of them), the set {X : det V = 0} forms a (nd − 1)-dimensional manifold and thus has Lebesgue measure zero. Therefore, mth regularity can be automatically achieved with probability one by random sampling provided that n ≥ md+1.
We also require the following regularity condition.
Condition 1. The entries of each x j are distinct.
It turns out that the projection properties of the design are critical for additive models. Let x k(j) denote the jth entry of x k . Latin hypercube designs [27] are ideal in terms of the marginal fill distances. To further ensure Condition 1 and the regularity condition in Definition 1, we suggest choosing each point of the Latin hypercube design randomly within the corresponding cell. clearly, for this design, we have max 1≤j≤d h j ≤ 2/n. As shown in [40] , the uniform upper bound of Gaussian process regression is closely tied to its predictive variance
where r and K are the same as in (1) . We give a uniform upper bound of P 2 (x) in Theorem 2. Although we are primarily interested in Matérn correlation functions, we consider a more general characterization of onedimensional correlation functions in terms of their spectral density, i.e, the function f Φ such that the correlation Φ can be reconstructed by the inverse Fourier transform of f Φ as
where i 2 = −1, and f Φ (ω) is a real symmetric and nonnegative function according to Bochner's Theorem [37, 41] . It is well-known that onedimensional Matérn correlation in (2) has spectral density [32, 35, 37] 
which is bounded above and below by (1 + ω 2 ) −(ν+1/2) multiplying two constants, respectively.
Theorem 2. Suppose that Condition 1 is fulfilled, the design X is regular with order m, and h j ≤ m −2 /4 for each j = 1, . . . , d. Define h = max 1≤j≤d h j . Consider Gaussian process regression model with additive correlation (4) in which Φ 1 has a spectral density f Φ 1 with
for constants c, ν > 0 with ν + 1/2 ≤ m. Then its predictive variance has the following property: sup
where C is independent of d and X.
Combining Theorem 2 with Theorem 1 of [40] yields Theorem 3. Theorem 1 is a special case of Theorem 3 with the design been chosen as, for instance, the aforementioned Latin hypercube design. 
A.2 Simultaneous local polynomial reproduction
Polynomial reproduction is one of the critical tools to derive error estimates for function approximation. Its main objective is to identify a stable scheme to reconstruct polynomials in a finite dimensional space. Specifically, let π m be the space with real polynomials with degree no more than m. Given design points {x 1 , . . . , x n } ⊂ [0, 1] d with n ≥ l, the interest lies in reconstructing any polynomial function in π l at an untried point x, by identify numbers α 1 , . . . , α n satisfying the following conditions:
1. (exact recovery) for any p ∈ π m , p(x) = n j=1 α j p(x j ); 2. (stability) n j=1 |α j | < c for some c independent of n;
3. (local support) α j = 0 if |x j − x| > ρ for some (small) ρ > 0.
For detailed discussions of local polynomial reproduction, we refer to [Wendland] . It turns out in our analysis that, under the additive context, we need a stronger polynomial reproduction condition called "simultaneous polynomial reproduction", in the sense that we need to recover d polynomials simultaneously with the same set of coefficients α 1 , . . . , α n .
It is worth noting that, in our situation, we do not need to construct the coefficients α 1 , . . . , α n explicitly. We only have to prove the existence of these numbers. A nonconstructive approach to get α 1 , . . . , α n is based on the following observation. Note that x defines a linear functional on π m as ϕ(p) := p(x). Our goal is to represent ϕ(p) in terms of p(x 1(j) ), . . . , p(x n(j) ) for each j. The commutative diagram below shows the main idea. For simplicity, we show only the case d = 2 in this diagram.
Specifically, we take the following steps.
1. Define T j : W → R n as T j (p) = (p(x 1(j) ), p(x 2(j) ), . . . , p(x n(j) )) T for each j. Let D j be the image of T j . Clearly, T j is injective under Condition 1. Therefore, the inverse mapping T −1 j exists.
2. We can map D j to the sum d j=1 D j using the identity map. Since we assumed that the set set is regular with order m, it can be easily verified that D j ∩ D k = V 1 for any j = k, where V 1 denotes the vector space {(c, c, . . . , c) T : c ∈ R}, i.e., T j (π 0 ) for any j. Because T j | π 0 's are identical for all j, there exists a unique map
3. Let I be a compact interval. Now we equip π m with the L ∞ (I) norm, and equip R n as well as its subspaces D j and d j=1 D j the l ∞ norm. Because any ξ ∈ d j=1 D j can be represented as ξ = d j=1 ξ j with ξ j ∈ D j , we have
where the last inequality follows from the fact that ϕ = sup p∈πm |p(x)|/ p L∞ ≤ 1.
5.
Because d j=1 D j is a subspace of R d , according to Hahn-Banach theorem, there exists a mapφ : R n → R, such thatφ| n j=1 D j = φ and
Now we examine what we have got. Because φ is a linear functional on R n , we can express φ as φ(α 1 , . . . , α n ) = n j=1 c j α j .
Combining (17) Proof. It suffices to prove that
Let d 0 be the length of I. Markov's inequality [1] for an algebraic polynomial p ∈ π m states max t∈I
Choose p ∈ π m with p L∞(I) = 1. Because I is compact, there exists t 0 ∈ I such that |p(t 0 )| = 1. The mean value theorem and (21) yields
for all t ∈ I. By the definition of h j that there exists k, so that |x k(j) − t 0 | ≤ h j , which, together with (22) , yields |1 − p(x k(j) )| ≤ 1/2.
Thus |p(x k(j) )| ≥ 1/2, which proves (20) .
We now arrive at our main conclusion in this section.
Theorem 4. Suppose that Condition 1 is fulfilled, the design X is regular with order m, and h j ≤ m −2 /4 for each j = 1, . . . , d. Then for each x ∈ [0, 1] d , there exist constants α 1 , . . . , α n ∈ R, such that p j (x) = n k=1 α k p j (x k(j) ), for any p i ∈ π m with j = 1, . . . , d. In addition, we have n k=1 |α k | ≤ 2d, and α k = 0 if |x k(j) − x (j) | ≥ 4m 2 h j , where x (j) denotes the jth entry of x.
Proof. Take any interval I ⊂ [−1, 1] with length 4m 2 h j . Imagine a new set of design points X new := {x k ∈ X : x k(j)∈I j ,j=1,...,d . Because X new is a subset of X, Condition 1 also holds for X new . Thus we can invoke Lemma 1 with the new design X new . Denote X new = {x n 1 , . . . , x nm }. Lemma 1 implies that there exist α n 1 , . . . , α nm such that p j (x) = n k=1 α n k p j (x n k (j) ), and n k=1 |α n k | < 2d. Now for any x k ∈ X \ X new , we set α k = 0. Then we arrive at all desired results.
A.3 Proof of Theorem 2
for proving Theorem 2 include the simultaneous polynomial reproducing we developed in Section A.2 and the Fourier transforms. The idea is inspired by [43] .
Via direct calculations, we can verify that P 2 (x) = 1 − r T (x)K −1 r(x) = min u∈R n 1 − 2u T r(x) + u T Ku =: min u∈R n Q(u).
Because the correlation function is additive, we can write Q(u) = d j=1 Q j (u)/d with Q j (α) = 1 − 2u T r j (x) + u T K j u,
where r j (x) = (Φ 1 (x 1(j) − x (j) ), . . . , Φ n (x 1(j) − x (j) )), K j = (Φ 1 (x k(j) − x l(j) )) kl and x (j) denotes the jthe entry of x. Next we can represent Q j (u) in terms of the spectral density f Φ 1 . It can be verified by elementary calculations that 
for all p ∈ π m . Consider the mth order Taylor polynomial of e z , which is p 0 (z) = m k=0 z k /k!. We write e z = p 0 (z) + e(z). For any z ∈ C, we can bound |e(z)| as
|z| k /k! = e |z| − p 0 (|z|) ≤ e |z| |z| m+1 /(m + 1)!,
where the last inequality follows from Taylor's theorem. Now we have To bound I 1 , we use (24) to get
α k e ω(x k(j) −x (j) ) |ω(x k(j) − x (j) )| m+1
where the second inequality follows from the fact that α k = 0 if x k(j) − x (j) ≥ 4mh j ; and the last inequality follows from n k=1 |α k | ≤ 2d, (16) and elementary calculus.
To bound I 2 , we use the fact that 1 − n k=1 u k e iω(x k(j) −x (j) ) ≤ 1 + n k=1 |u k | ≤ 2d + 1 to obtain
Then the proof is completed.
