Abstract. We study the scaling function of a C 1+h expanding circle endomorphism. We find necessary and sufficient conditions for a Hölder continuous function on the dual symbolic space to be realized as the scaling function of a C 1+h expanding circle endomorphism. We further represent the Teichmüller space of C 1+h expanding circle endomorphisms by the space of Hölder continuous functions on the dual symbolic space satisfying our necessary and sufficient conditions and study the completion of this Teichmüller space in the universal Teichmüller space.
Introduction
In the study of critical phenomena and universality in physics (see, for example, [6, 10] ) scaling functions have been used to describe the finer geometric structure of a dynamical system or a family of dynamical systems. The concept was introduced to the study of hyperbolic Cantor sets on the real line in [25] by Sullivan (see [14, §1.3 ] for a more comprehensive description). Scaling functions are also defined for Markov maps and are used in the study of the geometric structure of geometrically finite maps (see [14, Chapter 3] for a summary of this work). For a Markov map, one can construct a semiconjugacy between the map and a symbolic dynamical system of finite type. However, the scaling function (if it exists) is defined on the symbolic space dual to this shift of finite type (see §2 for the definition). The scaling function for a Markov map satisfies a summation condition (see §2). A natural question is which functions defined on a given dual symbolic space are the scaling functions of a Markov map?
A circle endomorphism is a Markov map with a standard Markov partition. Using this Markov partition, one can get a semiconjugacy between the one-sided full shift dynamical system on n symbols and the circle endomorphism, where n is the degree of the circle endomorphism. This allows us to define the scaling function of a circle endomorphism on the associated dual symbolic space. If this circle endomorphism is C 1+h expanding, then we know that its scaling function exists and is a Hölder continuous function on the dual symbolic space (see Theorem 1) . In this paper, we study the above question for C 1+h expanding circle endomorphisms. Although our ideas work for C 1+h circle endomorphisms of any degree, for notational simplicity we will only formulate our results for circle endomorphisms of degree two. The most well-known result in the study of circle endomorphisms is that a C 1+h -expanding circle endomorphism has a unique absolutely continuous invariant measure. This result is closely related to Gibbs measure theory in symbolic dynamical systems (see [27] for more details). Somewhat surprisingly, without the Hölder condition on the derivative, a C 1 expanding circle endomorphism can have more than one absolutely continuous invariant measure (see [23] for more details). We will also study the geometric structure of the space of C 1+h circle expanding maps as a whole, that is, we will study Teichmüller theory for circle expanding endomorphisms.
The reader may refer to [5, 18, 23, 27] for a description of the requisite Gibbs measure theory, to [14] for the scaling function theory, and to [1, 2, 4, 7, 8, 11, 12, 13, 14, 19, 26] for the quasiconformal mapping theory and Teichmüller theory and its application to dynamical systems.
The paper is arranged as follows. In §2, we give the definition of the scaling function of an expanding degree two orientation-preserving circle endomorphism and present some properties of scaling functions. In §3, we study two conditions satisfied by the scaling function of a C 1+h expanding degree two orientation-preserving circle endomorphism. One is called the summation condition and the other is the compatibility condition. This second condition allows us to lift objects from the symbolic space to the circle. The main result in this section says that a Hölder continuous function on a dual symbolic space is the scaling function of a C 1+h expanding orientation-preserving circle endomorphism if and only if it satisfies these two conditions. In §4, we study the geometric structure of the space of all C 1+h expanding degree two orientation-preserving circle endomorphisms, that is, the Teichmüller space of this space. We give a representation of the Teichmüller space by the space of scaling functions and study the completion of the Teichmüller space in the universal Teichmüller space. This part partly overlaps with the paper [13] (Theorem 6) but uses different methods.
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Circle expanding maps, scaling functions and Gibbs measures
Let S 1 be the unit circle equipped with normalized Lebesgue measure. Suppose f is a degree two orientation-preserving covering map from S 1 onto S 1 . The map f is said to be expanding if there are constants C > 0 and λ > 1 such that |f n (I)| ≥ Cλ n |I| for any sub-interval I of S 1 and any integer n > 0 so that |f n (I)| < 1. The constant λ in this inequality is called an expanding constant of f . We will simply call a degree two expanding orientation-preserving covering map from S 1 onto S 1 a circle map. A circle map f has a unique fixed point, say α. The inverse image of α under f has two points, one is α and the other we denote as β. Using this two points, we get a standard Markov partition for f as follows: Let I 0 and I 1 be the closures of the two intervals in S 1 \ {α, β}. Then we have 1
1 satisfying these three conditions is called a Markov partition. We call the partition η 0 = {I 0 , I 1 } the standard partition for the circle map f .
Let g 0 and g 1 be the inverses of f |I 0 and f |I 1 . Thus g 0 maps S 1 \{α} toI 0 and g 1 maps S 1 \{α} toI 1 . For any string w n = i 0 . . . i n of 0's and 1's, let g wn = g i0 •· · ·•g in and let I wn be the closure of g wn (S 1 \ {α}). Let
be the collection of strings of 0's and 1's of length n but read differently and define
By considering the inverse limits of
, we have two symbolic dynamical systems
We will also make use of a third system, which is a common extension of Σ + and Σ − , namely Σ defined by
where σ is the left shift operation: σ(x) n = x n+1 . There are projections π + and π − from Σ to Σ + and Σ − respectively defined by
The importance of these spaces arises as there is a natural semiconjugacy from Σ + to S 1 :
This map has the property that
. . and p is a continuous onto map from Σ + to S 1 (refer to [14, Chapter 3] ). Further p is one-one off a countable set.
The second space, Σ − is called the dual symbolic space of f (see [14, Chapter 3] ) and we define
This function is called the scaling function of f .
We say a circle map f is C 1+h if it is C 1 and its derivative is Hölder continuous and write C 1+h for the set of C 1+h circle maps. A function s on Σ − is called Hölder continuous if there are constants C > 0 and 0 < τ < 1 such that
as long as the first n digits of w * and v * from the right are the same. The following theorem is known (see [14, Chapter 3] ) and is important in this paper. We give a full proof. The proof of this theorem uses the naive distortion lemma.
Lemma 1 (Naive Distortion Lemma). Suppose f ∈ C 1+h . Then there are constants C > 0 and 0 < γ ≤ 1 such that for any integer k > 0, any open interval I = S 1 such that f k |I is injective, and any ξ and η in I,
Proof of Theorem 1. Let w * be a point in Σ − . Suppose w
where ξ and η are in I σ−,m(w * m ) and ξ and η are in I σ−,n(w * n ) . Applying the naive distortion lemma, we have that
where C 0 and C 1 are constants and λ > 1 is an expanding constant of f . This means that {s(w * n )} 
This implies that s is Hölder continuous.
The pre-scalings {s(w * n )} of f satisfy s(w n 0) + s(w n 1) = 1.
Taking the limit, it follows that
for each w * ∈ Σ − . If a function s satisfies (*), we say that it satisfies the summation condition.
We mention one more property of scaling functions. Suppose f is a C 1+h circle map. A point a is called a periodic point of period n if f n (a) = a but f i (a) = a for all 0 < i < n. The eigenvalue e a of f at a periodic point a of period n is by definition e a = (f n ) (a). In [14, Chapter 3] , there is a relation between the scaling function of f and all eigenvalues of f as follows. Suppose f j (a) ∈ I ij ...in+j−1 . Let
Proposition 1. For any periodic point a of f of period n,
Since a major issue in what follows is whether a given function can arise as the scaling function of a circle map, it is natural that one needs to have a notion of which continuous functions on a shift space can be lifted to give continuous functions on the circle. We call a continuous function h: 
for all sequences i 0 i 1 . . . ∈ Σ + . Such a function g necessarily satisfies g(0x)+g(1x) = 1, a condition analogous to the summability condition above. The function g is called the conditional probability function of ν + . Measures satisfying this property have in the past (see [Ke] ) been called g-measures. Gibbs measures often refer to measures on Σ. There is however a very close connection between the kinds of measures as mentioned below.
Similarly, a σ − -invariant measure ν − on Σ − will be called a dual Gibbs measure if there is a function s:
The function s is called the dual conditional probability function of ν − . In all that follows, all conditional probability functions and dual conditional probability functions will be Hölder continuous. In this case, it may be shown (see [Bo] ) that if g is a conditional probability function satisfying a summability condition (g(0x) + g(1x) = 1 for all x), then there is a unique measure ν + with this function as its conditional probability distribution function. Further, the measure ν + is the unique invariant measure satisfying the inequality
for appropriate constants C 1 and C 2 . Note that the denominator is written as the exponential of a sum of logarithms rather than as a product in order to make explicit the connection with the definition in [Bo] . There is a similar characterization of ν 
Suppose now that f ∈ C 1+h with unique absolutely continuous invariant measure µ. Let ρ denote the density of µ with respect to Lebesgue measure. Since p is oneone off a countable set, there is a unique invariant measure ν
The measure ν + will be called the symbolic measure of f . It is a Gibbs measure with conditional probability function
.
Since ρ is known to be Hölder continuous, we see that g is Hölder continuous and circle-continuous. Applying the above-mentioned bijections, there are measures ν and ν − on Σ and Σ − corresponding to ν + . The measure ν − is called the dual symbolic measure of f .
The key observation which makes Gibbs measures of relevance to questions involving scaling functions is the following.
Proposition 2. Suppose f ∈ C
1+h , ν − is the dual symbolic measure of f and s: Σ − → (0, 1) is the scaling function of f . Then the dual conditional probability function of ν − is s.
Proof. This follows from the observation that ν
Since the density ρ is a continuous function, I in...i1 ⊂ I in...i2 and |I in...i2 | → 0 as n → ∞, we see that the dual conditional probability function is given by
This is equal to s(. . . i n . . . i 1 ).
We will make use at one stage of Ruelle-Perron-Frobenius operators, and offer the following introduction. For proofs and more details, the reader is referred to [Bo, W] . Given a continuous function φ on Σ + , the Ruelle-Perron-Frobenius operator with potential φ is defined by
. This is equivalent to saying that exp(ψ) satisfies the summability condition. For any Hölder continuous φ on Σ, there always exists a constant P (φ) (known as the pressure of φ) and a normalized Hölder continuous function ψ on Σ + such that ψ • π 
Both ψ and P (φ) are uniquely determined by φ and h is determined up to an additive constant. The potential ψ is called the normalization of φ. If ψ is normalized, then P (ψ) = 0. If ψ is normalized and Hölder continuous, then it may be shown that L ψ n [g] converges uniformly to a constant for all continuous functions g. This constant turns out to be g dν + where ν + is the unique Gibbs measure with conditional probability function e ψ . If
Characterization of the scaling functions of circle maps
If f is in C 1+h , then Theorem 1 says that its scaling function s exists and is a Hölder continuous function on Σ − . As we have seen the scaling function satisfies the summation condition,
for all w * ∈ Σ − . We will show in the next theorem that there is another condition for s to be a scaling function of a map in C 1+h . Suppose s is a Hölder continuous function on Σ − . We define a sequence of functions on Σ − :
Provided that s(. . . 000) = s(. . . 111), the sequence of functions C s,N (w * ) is necessarily uniformly geometrically convergent to a limit function C s (w * ). We say that s satisfies the compatibility condition if s(. . . 000) = s(. . . 111); and C s (w * ) is independent of w * .
(In other words, s satisfies the compatibility condition if s(. . . 000) = s(. . . 111) and
Theorem 2. Let s be a Hölder continuous function on Σ − . Then s is the scaling function of a map in C 1+h if and only if s satisfies the summation and compatibility conditions.
Before proving Theorem 2, we will need a number of lemmas. These address the relationship between a Gibbs measure and its dual Gibbs measure, showing that a Gibbs measure has a circle-continuous conditional probability function if and only if the dual Gibbs measure has a compatible dual conditional probability function. It will then follow that if f ∈ C 1+h , the symbolic measure is a Gibbs measure with a Hölder and circle-continuous conditional probability function so the dual symbolic measure has a compatible dual continuous conditional probability function. Conversely if s satisfies the conditions, we construct a dual Gibbs measure, get the corresponding Gibbs measure, which then has to have a circle-continuous conditional probability function and finally lift this to a map of the circle with the required scaling function.
Lemma 2. Let ν be an invariant measure on Σ and let ν + = ν • π + −1 and ν − = ν • π − −1 . Then ν + is a Gibbs measure on Σ + with Hölder continuous conditional probabilities if and only if ν − is a dual Gibbs measure on Σ − with Hölder continuous conditional probabilities. If either of these properties holds, then log g • π + is Hölder continuously cohomologous to log s • π − where g is the conditional probability function of ν + and s is the dual conditional probability function of ν − .
If either of the properties in the lemma holds, then we call ν a two-sided Hölder Gibbs measure. It should be noted that no theorem of this type is true if the Hölder condition is removed (see [Ka] for an example where this fails).
Proof. By symmetry, it is clearly sufficient to demonstrate that if ν − is a dual Gibbs measure on Σ − with Hölder continuous conditional probabilities, then ν + is a Gibbs measure on Σ + with Hölder continuous conditional probabilities. Let s denote the dual conditional probability function of ν − . Then s is a Hölder continuous function on Σ − . It follows that s • π − is a Hölder continuous function on Σ. Since s is a conditional probability function, we have P (log s•π − ) = 0. It follows (see [3] ) that log s • π − is Hölder continuously cohomologous to a Hölder continuous function φ which is normalized and depends only on the positive coordinates. Write φ = log g • π + . We now show that ν + is a Gibbs measure on Σ + with conditional probability function g.
To see this, note that log s • π − = log g • π + − k • σ + k for a Hölder continuous function k. Since ν − is a dual Gibbs measure with conditional probability function s, there are constants C 1 and C 2 such that
Since log s • π − is cohomologous to log g • π + , we have log s(. . . 00x n ) + log s(. . . 00x n x n−1 ) + . . . + log s(. . . 00x n . . .
= log g(x n−1 x n−2 . . . x 0 00 . . . ) + log g(x n−2 . . . x 0 00 . . . ) + . . . + log g(00 . . . )
, and exp k and g are bounded away from 0 and ∞, it follows that there are constants C 3 and C 4 such that
exp(log g(x 0 00 . . . ) + log g(x 1 x 0 00 . . . ) + . . . + log g(x n . . . x 0 00 . . . )) ≤ C 4 .
This shows that ν + is a Gibbs measure with Hölder continuous conditional probability function g as required.
We will now give necessary and sufficient conditions under which a Hölder continuous function φ is continuously cohomologous to a circle-continuous function.
Before doing this, we will need to introduce the following quantities which measure the deviation of a function on Σ + from a circle-continuous function. If φ is a continuous function on Σ + , then its deviations from circle-continuity are given by
A function is circle-continuous if and only if its deviations from circle-continuity vanish.
Lemma 3. Let φ be a Hölder continuous function defined on Σ + . Then φ is continuously cohomologous to a circle continuous function if and only if
(1) φ(00 . . . ) = φ(11 . . . ); and (2) there exists a constant C(φ) such that
Proof. Suppose first that φ is continuously cohomologous to a circle-continuous function ψ. 
for any non-empty finite string x n x n−1 . . . x 1 . We also have δ 1 (χ) = δ 1 (φ) + δ 0 (χ).
Combining the above equations, we see that
for each finite string x n . . . x 1 . Since χ is required to be continuous, we have ∆ xn...x1 (χ) converges uniformly to 0 as n → ∞. This implies that ∞ n=1 ∆ xn...x1 (φ) = −δ 1 (φ) − δ 0 (χ) which is independent of w * = . . . x 2 x 1 which is condition (2). Conversely, suppose φ(000 . . . ) = φ(111 . . . ) and
for each x = . . . x n x n−1 . . . x 1 ∈ Σ − . Then set
Then by assumption, ∆ xn...x1 → 0 as n → ∞. Moreover, since φ is Hölder continuous, there are constants K > 0 and λ > 1 such that ∆ xn...x1 (φ) ≤ K/λ n for all strings x n . . . x 1 . We then have ∆ xn...x1 ≤ K/(λ − 1) · 1/λ n . We now construct a continuous function χ on Σ + such that δ 0 (χ) = δ 0 , δ 1 (χ) = δ 1 and ∆ xn...x1 (χ) = ∆ xn...x1 for each string x n . . . x 1 . Then φ − χ + χ • σ + will be a continuous function and will have vanishing deviations. To construct χ, define h :
x n 2 n+1 .
where x = x 0 x 1 . . . . Then h is a continuous function on Σ + with h ∞ = 1/2, δ 1 (h) = 1, ∆ a (h) = 0 for all strings a and δ 0 (h) = 0. Similarly, δ 0 (k) = 1, δ 1 (k) = 0 and ∆ a (k) is 0 for all finite strings a. Now for each finite string a, let
where |a| means the length of the string a and 1 S denotes the characteristic function of the set S. Then ∆ a (h a ) = ∆ a and all other deviations vanish. Now forming H n = |a|=n h a gives a function H n with
Then H is the uniform limit of continuous functions, and hence is continuous. Further, H has the property that ∆ a (H) = ∆ a for all strings a, δ 1 (H) = δ 1 and δ 0 (H) = δ 0 . Now set ψ = φ − H + H • σ + . Then ψ is a continuous function. Its deviations are given by δ 0 (ψ) = δ 0 (φ) = 0;
So ψ has vanishing deviations and is therefore circle-continuous. We now know that φ is cohomologous to a circle-continuous function ψ.
We now show that if φ is Hölder continuous and continuously cohomologous to a circle continuous function ψ, then φ is in fact Hölder continuously cohomologous to a circle continuous function ψ . We note that in fact the 'transfer function' H produced above can be shown to be Hölder continuous by performing a sequence of elementary estimates. We choose however to present an alternative argument, which might have other applications. The argument essentially shows that if a Hölder continuous function φ is continuously cohomologous to a function possessing some symmetry (in this case, circle-continuity), then the normalized Hölder continuous function corresponding to φ also possesses that symmetry.
Lemma 4. If a Hölder continuous function on Σ
+ is continuously cohomologous to a circle-continuous function, then its normalization is a circle-continuous function Proof. Let φ be a Hölder continuous function which is continuously cohomologous to a circle continuous function ψ. From this we deduce that φ is Hölder cohomologous to a circle-continuous function as follows: We know that φ = C +φ −K +K •σ + for a constant C and a Hölder continuous function K where φ is a normalized potential. It follows that ψ − C = φ − G + G • σ + for a continuous function G. Since ψ − C is circle-continuous, it follows that L ψ−C sends the space of circle-continuous functions to itself. But
, which (by continuity of G) converges uniformly to a constant (non-zero) multiple of exp(G). However, since the circle-continuous functions form a closed subspace of C(X), it follows that exp(G) is circle-continuous. It then follows that φ is circle-continuous. Since φ was Hölder cohomologous to φ (up to a constant), it follows that the normalization of φ is circle-continuous as required.
Lemma 5. If ν is a two-sided Hölder Gibbs measure such that ν − has conditional probability function s defined on Σ − and ν + has conditional probability function g defined on Σ + , log g is Hölder cohomologous to Φ: Σ + → R where
for n > 1 and δ 1 (x) = log s(. . . 0x −1 ). Note that by Hölder continuity of s, we have δ n converges geometrically to 0 and ∞ n=1 δ n = log s • π − . We also have δ n (σ n (x)) = log s(. . . 0x 0 . . . x n−1 )−log s(. . . 0x 1 . . . x n−1 ) for n > 1, while for n = 1, δ 1 (σ(x)) = log s(. . . 0x 0 ). Summing, we get
(log s(. . . 0x 0 . . . x n−1 ) − log s(. . . 0x 1 . . . x n−1 )) + log s(. . . 0x 0 ).
Taking the limit, we have
. That this limit exists and is continuous follows from the fact that δ n ∞ converges to 0 exponentially. The function Φ may also be seen to be Hölder continuous.
It remains to verify that Φ•π + is Hölder continuously cohomologous to log s•π − . To see this, note that
This may be written as H • σ − H where H =
∞ n=1 h n and h n = n−1 i=0 δ n • σ i . Again, it is possible to verify directly that H is Hölder continuous, but in this case, the result follows more simply from Livšic's theorem (see [20, 21] ). We check that h n ∞ converges to 0 geometrically. It then follows that H is continuous. Livšic's theorem then applies as Φ • π + and log s • π − are two Hölder continuous functions on Σ which are cohomologous by an L ∞ function, allowing us to deduce that in fact Φ • π + and log s • π − are Hölder continuously cohomologous.
Since we have already seen (Lemma 2) that log s • π − and log g • π + are Hölder continuously cohomologous, it now follows that log g • π + and Φ • π + are Hölder continuously cohomologous.
A further application of Livšic's theorem allows us to deduce that log g and Φ are Hölder continuously cohomologous (as functions on Σ + ). Let x = www . . . be any periodic point in Σ + , where w is any finite string. Let y be the corresponding periodic point in Σ: . . . www·www . . . . Since log g•π + and Φ•π + are cohomologous, it follows that
This implies
for any finite word w which is known by Livšic's theorem to be a necessary and sufficient condition for Φ and log g to be Hölder continuously cohomologous.
Lemma 6. If ν is a Hölder Gibbs measure, ν + has conditional probability function g and ν − has conditional probability function s, then g is circle-continuous if and only if s is compatible.
Proof. Let Φ be as in the statement of Lemma 5. We know that Φ is Hölder continuously cohomologous to log g. It follows that log g is the normalization of Φ. From Lemmas 3 and 4, we see that log g is circle-continuous if and only if Φ satisfies the conditions of Lemma 3.
From the definition of Φ, we see that Φ(00 . . . ) = log s(. . . 00) and Φ(11 . . . ) = log s(. . . 11). It follows s satisfies the first part of the compatibility condition if and only if Φ satisfies the first condition from Lemma 3.
To finish the proof, we show that under the assumption that s satisfies the first compatibility condition, s satisfies the second compatibility condition if and only if Φ satisfies the second condition from Lemma 3.
We now calculate the quantities involved in condition (2) of Lemma 3. Set C n (x) = ∆ xn...x1 (Φ) + . . . ∆ x1 (Φ) and C(x) = lim n→∞ C n (x). The condition is then that C(x) is independent of x. We have
Summing, we see Since log s is Hölder and log s(. . . 00) = log s(. . . 11), the sum can be split as:
The second summation is clearly independent of x, so we see that C(x) is independent of x if and only if
is independent of x, but this is just the second part of the compatibility condition on s.
It follows that Φ is continuously cohomologous to a circle-continuous function if and only if s satisfies the compatibility condition and hence g is circle-continuous if and only if s satisfies the compatibility condition.
Lemma 7. If ν
+ is a Gibbs measure with a Hölder continuous conditional probability function g, then there is a circle map f ∈ C 1+h whose symbolic measure is ν + .
For a fuller version of this proof, the reader is referred to [23] . Here is a summary of the argument.
Proof. Define a map f 0 :
n+1 . This is the natural semiconjugacy between σ + and f 0 . The map p is also a measure-theoretic isomorphism between (Σ + , ν + , σ + ) and (S 1 , ν + • p −1 , f 0 ). To create the map f , we conjugate f 0 . Let θ :
The map θ is a homeomorphism from the circle to itself as Gibbs measures are automatically non-atomic and fully supported (see [W] ). Then set f (x) = θ(f 0 (θ −1 (x))) preserving the measure ν
is Lebesgue measure. So f preserves Lebesgue measure. It may be checked that f ∈ C 1+h . Let |·| denote Lebesgue measure. The triples (Σ, ν + , σ + ) and (S 1 , | · |, f ) are measure-theoretically isomorphic by the map θ • p. The map θ • p may also be seen to be the natural semiconjugacy so that ν + is indeed the symbolic measure corresponding to the map f as required.
We now combine these Lemmas to complete the proof of Theorem 2.
Proof of Theorem 2. Suppose f ∈ C 1+h . Then let µ be the unique absolutely continuous invariant measure for T with density ρ. Let ν + be the corresponding symbolic measure and p be the natural semiconjugacy from Σ + to S 1 . Then ν + is a Gibbs measure with conditional probability function given by
This is clearly circle-continuous and Hölder continuous. By Lemmas 2 and 6, it follows that the scaling function s (which is also the conditional probability function of ν − ) is compatible and Hölder continuous. As pointed out in §2, scaling functions automatically satisfy the summability condition.
Conversely, suppose that s is a Hölder continuous function satisfying the summability condition and the compatibility condition. By results in [W], there is a unique Gibbs measure ν − on Σ − which has s as its dual conditional probability function. This may be extended to give a measure ν on Σ and by Lemma 2, ν + is a Gibbs measure with Hölder continuous conditional probability function, g say. Since s is compatible, it follows that g is circle-continuous. Now by Lemma 7,  there is a map f ∈ C 1+h which has ν + as its symbolic measure. This map necessarily has ν − as its dual symbolic measure and so its scaling function is just the conditional probability function of ν − which is s.
Teichmüller space of circle endomorphisms
In this section, we study the geometric structure of C 1+h and represent its Teichmüller space by the space of Hölder continuous functions on Σ − satisfying the summation and compatibility conditions. We also study the completion of the Teichmüller space.
Consider a fixed element q(z) = z 2 in C 1+h . For every element f in C 1+h , there is a unique homeomorphism h of S 1 such that
Here h is called the conjugacy from f to q. The conjugacy here is not only a homeomorphism but also satisfies a very important geometric property called quasisymmetry defined as follows. Suppose h : I → J is a homeomorphism. Define
for x ∈ I and t > 0 with x ± t ∈ I, ρ(h, t) = sup x∈I ρ(h, x, t),
The map h is said to be ρ-quasisymmetric if ρ(h) ≤ ρ and to be symmetric if ρ(h, t) → 1 as t → 0. A C 1 -diffeomorphism is an example of a symmetric homeomorphism but a symmetric homeomorphism may be very singular; it may map a measure zero set into a positive measure set. The proof of the following theorem can be found, for example in [14, §3.5] .
Theorem 3. Suppose f is in C 1+h and h is the conjugacy from f to q. Then h is quasisymmetric. 
It is easy to verify that ∼ is an equivalence relation. Let κ = {[f, h]} mean an equivalence class. Then the Teichmüller space, denoted as T C 1+h , of C 1+h is the collection of all equivalence classes κ = {[f, h]} for f in C 1+h . The following theorem is a consequence of Shub-Sullivan's theorem in [24] and Proposition 1. A more general version for geometrically finite maps is proved in [15, 16] . We are going to embed T C 1+h as well as S h into the universal Teichmüller space and study its completion in the universal Teichmüller space.
Let QS be the set of all quasisymmetric homeomorphisms of the circle modulo the space of all Möbius transformations of the circle (QS may be identified with the set of all quasisymmetric homeomorphisms of the circle fixing three points). Let S ⊂ QS be the subset of all symmetric homeomorphisms of the circle. For any h ∈ QS, let E h be the set of all quasiconformal extensions H of h into the unit disk. Let K H be the quasiconformal dilatation of H ∈ E h (see [19] ). Using quasiconformal dilatation, one defines a distance in QS by
It is known that the space (QS, d) is a complete space under the metric d. This space is called the universal Teichmüller space (see [19] ). The topology coming from the metric d on QS induces a topology on QS/S. Defining
gives a metric on QS/S (see [12] ). The topology on (QS/S, d) is the finest topology which makes the projection Π : QS → QS/S continuous. An equivalent topology can be defined as follows. For any h ∈ QS, let H loc be a quasiconformal extension of h to a small neighborhood U of S 1 in the complex plane. Let
and
where the infimum is taken over all quasiconformal extensions H loc of h to a neighborhood of the circle. The number C h is called the boundary dilatation of h. It is known that h is symmetric if and only if C h = 1. Definẽ
The topology of (QS/S,d) is equivalent to the topology of (QS/S, d).
, define Φ(κ) = hS, where hS means the equivalence class of h in QS/S. Then Φ embeds T C 1+h into QS/S and induces a topology on the Teichmüller space T C 1+h . By Corollary 1, we also get an embedding of S h into QS/S. Now we are going to discuss the completion of T C 1+h in QS/S. Let R be the real line. Then E(x) = e 2πix : R → S 1 is a covering map. For any circle map, let F : R → R be a lift of f , i.e., F is an orientation-preserving homeomorphism such that E • F = f • E. Then F (x + 1) = F (x) + 2. If we impose the additional condition F (0) = 0, then F is uniquely defined. A circle map f , is said to be uniformly symmetric (refer to [26] ) if
It is equivalent to say that all inverse branches of f n |I for all n > 0 and all open intervals I = S 1 are uniformly symmetric. An example of a uniformly symmetric circle map is a C 1+h circle map. This fact follows from the naive distortion lemma directly. Let SC be the space of all uniformly symmetric circle maps. Then C 1+h ⊂ SC. The following lemma can be found in [19] . A normalized homeomorphism h of the real line is a homeomorphism such that h(0) = 0, h(1) = 1, and h(∞) = ∞.
Lemma 8. Let [a, b] be a closed interval on the real line, and > 0. Then there is a δ > 0 such that for any normalized quasisymmetric function h,
By using this lemma and referring to the proof of Theorem 1, we get the following theorem.
Theorem 5. Suppose f is a uniformly symmetric circle map. Then its scaling function exists. Moreover, this scaling function is continuous.
By applying Lemma 8 again, we see that the scaling function is left invariant if the map is conjugated by a symmetric homeomorphism.
Lemma 9. Suppose f 1 and f 2 are two uniformly symmetric circle maps. Let h be the conjugacy between f 1 and f 2 . If h is symmetric, then the scaling functions of f 1 and f 2 are the same.
Similarly we define the Teichmüller space of SC as follows. Consider a fixed element q(z) = z 2 in SC. For every element f in SC, there is a homeomorphism h of S 1 such that hf = qh.
The conjugacy h here is again quasisymmetric. The proof of this fact is similar to the proof of Theorem 3 by applying bounded geometry (refer to [14, §3.5] We may assume by working modulo S that h −1 n h m tends to the identity map as m and n go to infinity. Therefore, {h n } ∞ n=1 is a Cauchy sequence in the universal Teichmüller space and h n tends to a quasisymmetric map h as n goes to infinity. Let l n = h −1 h n and f = h −1 qh. Define maps f n by f = l n f n l −1 n for all n > 0. Let ρ(l n ) be the quasisymmetric constant of l n . Then ρ(l n ) → 1 as n → ∞. Let g n,w k be the inverse of f k n :I n,w k → S 1 \ {α n }, where α n is the fixed point of f n . Let g w k be the inverse of f k :I w k → S 1 \ {α} where α is the fixed point of f . Let ρ(g n,w k , t) be the symmetric distortion of g n,w k . Then there is a function n (t) → 1 as t → 0 such that ρ(g n,w k , t) ≤ n (t) for all w k . Let ρ(g w k , t) be the symmetric distortion of g w k . Since g w k = l n f n,w k l −1 n , ρ(g w k , t) ≤ (ρ(l n )) 2 n (t) for all w k and all n > 0. Therefore,
So ρ f (t) → 1 as t → 0, this means that f is uniformly symmetric and [f, h] ∈ T SC. So T SC is complete. Proof. For any [f, h] ∈ T SC, we construct an analytic circle map approximating f in the quasiconformal metric. The technique in the construction was developed in complex dynamics (see [9] ). Consider a quasiconformal extension H of h to the complex plane. Then T = HqH −1 is a quasiregular map of the complex plane. Let
be the Beltrami coefficient of T n . Since f is uniformly symmetric, we can pick an extension T (equivalently, pick an extension H of the conjugacy h) such that there is a function γ(t) → 0 as t → 0 and such that |µ T n (z)| ≤ γ(|z| 2n − 1) for all n > 0 and a.e. z. (This can be taken as an equivalent definition of a uniformly symmetric circle map (refer to [12] 
This implies that |µ H (q n (z)) − µ H (z)| ≤ Cγ(|z| for all n > 0 and a.e. z where C > 0 is a constant. For any > 0, we have a δ > 0 such that γ(t) < /C for all 0 ≤ t < δ. Let A 0 = {z ∈ C | 1 − δ < |z| < (1 − δ) 1/2 } ∪ {z ∈ C | (1 + δ) 1/2 < |z| < 1 + δ} and set A n = q −n (A 0 ). Define µ(z) = µ H (z) for z ∈ C \ (∪ ∞ n=1 A n ) and µ = µ H (q n (z)) for z ∈ A n and n > 0. Then µ is a Beltrami coefficient defined on the complex plane. Let R be a quasiconformal homeomorphism solving the Beltrami equation R z = µ(z)R z and let T = RqR −1 . By calculus, µ T (z) = µ(q(z)) − µ(z)
1 + µ(q(z))µ(z) .
So (T ) z = 0 for (1−δ) 1/2 < |z| < (1+δ) 1/2 , that is, f = T |S 1 is analytic. Because |µ(z) − µ T (z)| < for all z ∈ C, T is -approximate to F in the quasiconformal metric.
Since R|S 1 is quasisymmetric, f has bounded geometry meaning that all prescalings s (w n ) of f are greater than a constant. A real analytic degree two circle endomorphism having bounded geometry is expanding (refer to [14, Chapter 3] ). This completes the proof. The study of T SC and its representation by the space of scaling functions is still an important problem.
