Mobile applications and self-tracking devices help us to maintain health and support our goals in changing our behaviors. Most of these tools aim to increase our self-knowledge by providing information upon which to reflect. However, merely spending time reflecting does not always lead to insightful outcomes. In this study surveying users of mobile health and fitness applications (N = 147), we have used structural equation modeling to explore the need for and roles of reflection and insight in the persuasive systems design model. The findings suggest that both dialogue support and primary task support features influence the need for reflection, paving the way to personal insight. The perceived credibility of the system played different roles for women and men and seemed to originate from different sources. In addition, we found significant roles for the attitude and unobtrusiveness of the system. This article contributes to positioning the reflective capabilities of a system in the design framework of persuasive systems and makes preliminary suggestions regarding how to transform the need for reflection into insights. It also exemplifies how to evaluate behavior change technologies by assessing the psychological outcomes of the intervention.
INTRODUCTION
Physical inactivity is the fourth leading cause of death worldwide. According to an estimation from 2009, 31% of the world's population is not engaging in the minimum recommended levels of physical activity (Kohl et al., 2012) . Physical activity is usually a core element of lifestyle modifications aimed at maintaining good health. According to a recent study of middle-aged Finnish men, physical activity also relates to subjective well-being (Engberg et al., 2015) . Therefore, it is not surprising that there are intense technological and commercial interests in helping people to increase their physical activity using self-care tools and mobile technologies. In addition, smartphone applications and wearable sensors that support physical 2003). Conversely, participation in a reflective coaching program can enhance personal insight (Grant, 2008) . Whereas the consensus seems to be that reflection is a useful and desirable activity for the user, it remains unclear how the reflective capacity of the system should be evaluated and how individual differences in terms of the ability to self-reflect and form insights manifest. In the context of interactive persuasive systems, these issues should be the foci of intensive research. We propose that if any system has the potential to induce changes in behavior and/or attitude, such changes should be visible at the relevant level of metacognition. In this exploratory study of regular users of physical activity support systems, we have measured the persuasive features of the systems that participants were using, along with users' levels of need for self-reflection (hereafter, "need for reflection") and insight. This study aims to understand whether the psychological constructs of reflection and insight can be utilized in understanding the change process and assessing the reflective power of the system. RQ1: Do the system features of the PSD model have an influence on users' need for self-reflective practices?
This article is structured as follows. In the next section, we outline the design landscape of those systems aimed at behavior change and discuss the theory behind reflection and insight. Then, we present our research model, constructs, and hypotheses based on the existing literature. After the results of the model analysis are presented, we discuss some of the study's main findings and offer some final conclusions.
THEORETICAL BACKGROUND

Reflection in Design Practice
The reflection phase is the most studied element of the stage-based model of personal informatics, and the corresponding behavior change technique, self-monitoring, is one of the most commonly used and effective approaches to change (Michie, Abraham, Whittington, McAteer, & Gupta, 2009 ). Self-monitoring is one type of self-regulation technique, along with goal setting and feedback. Self-tracking refers to the use of sensors, either in a wearable device or in a mobile phone, to assist in both self-monitoring and data gathering. Using personal data from mobile-wellness-related and health-related applications and wearables, people are expected to increase their self-awareness by making their behaviors visible and identifying correlations between actions and outcomes. The human-computer interaction (HCI) community has responded to the challenges of reflection in various ways. For example, the theoretical basis of reflection (Fleck & Fitzpatrick, 2010) was assembled into a conceptual framework that is more in touch with design practices. Furthermore, Baumer (2015) introduced the notion of reflective informatics and identified dimensions of reflection for guiding the design of reflective technologies. These theoretical groundings have subsequently served as the basis for numerous research activities (for a review of these activities, see Baumer et al., 2014) . The focus of these activities has ranged from designing technology that facilitates "glanceable" feedback, which highlights how valuable and short our attention span is (Gouveia, Pereira, Caraban, Munson, & Karapanos, 2015) , to slow technology. Slow design leaves space for reflection and urges designers to recognize the complexity of the change process (Siegel & Beck, 2014) . In addition, recent studies have acknowledged the ability to create habits (Stawarz, Cox, & Blandford, 2015) and have covered the utilization of automatic and subliminal stimuli (Adams, Costa, Jung, & Choudhury, 2015) . Lately, personalization as a result of the user's own reflective practices has shown promise as an approach (Lee, Kim, Forlizzi, & Kiesler, 2015) . The desired change is often difficult and takes a considerable amount of time, but the aforementioned approaches exemplify the already existing contribution to our understanding of future solutions. Both fast-glancing and reflection-inducing slow technologies emphasize the essence of proper, contextualized visualizations, and both approaches can be utilized in the same solutions. For instance, for "reflection-in-action," the user needs to use timecritical information when active, whereas "reflection-on-action" refers to reviewing the data later with more time and consideration. Both approaches are usable, for example, in heart rate monitors and activity trackers. Indeed, many tools provide support for both the reflection-in-action and reflection-on-action varieties of data viewing (Ploderer, Reitberger, Oinas-Kukkonen, & van Gemert-Pijnen, 2014) . It is of the utmost importance to envision solutions as tailored combinations of several different approaches-not as contradictory streams. However, not all people are willing or able to create insightful and actionable items based on their data. This might be partly due to individual differences in motivations and goals or in the ability to self-reflect in general.
From Reflection to Insights
Increasing an individual's awareness of his or her automatic thought and behavior processes is a fundamental principle of cognitive behavioral therapies. Self-reflection, "the inspection and evaluation of one's thoughts, feelings and behavior," is a metacognitive factor of the self-regulation process, and it is often associated with directional behavioral change (Grant, Franklin, & Langford, 2002) . Reflecting on one's progress and developing levels of personal insight are required in the process of being coached (Grant, 2008) , but reflection and insight are considered to be logically independent. Moreover, insight is not always the result of reflective actions. Reflection itself does not have valence, and therefore the results of reflection can be either problem solving and constructive or, in the presence of a dysfunctional attitude, even ruminative (Stein & Grant, 2014) . Rogers (2001) reviewed the existing higher education research and summarized that reflection is concerned with understanding one's experiences and then integrating this understanding into future choice making. Reflection is active and purposeful, and it requires engagement, but the nature of one's engagement in conscious reflection might lead to different outcomes. In addition, reflection is most likely to comprise two types of reflection: self-focused reflection and problem-solving reflection, of which the problem-solving type is more likely to lead to insightful results (Grant et al., 2002) . The concept of insight is defined differently in different disciplines, but in this study we aim to address the metacognitive factor defined as "clarity of understanding of one's thoughts, feelings and behaviour" (Grant et al., 2002, p. 821) . This particular description refers to self-insight, which is different from cognitive insight, often being described as "aha!" moments. Self-insight is considered an essential part of purposeful change and is one mechanism of cognitive and behavioral therapies (Stein & Grant, 2014) . In this article, we use the term insight as the equivalent of self-insight.
The complex nature of reflection makes the support of reflection a challenging task. However, in most reviews, the process begins with problem identification and deliberation in order to find a solution. When the necessary information (or in the context of personal informatics, data) is collected, the next step involves planning and deciding to act upon those data. This assumes that the reflection phase changed something in the individual's thinking. The major outcome of reflections should be some level of learning. Mezirow (1991) stated that reflective actions lead to transformative learning, with individuals changing their expectations of their actions and habits and developing more accurate, adjusted perceptions of reality via transformed meaning schemes. These more accurate perceptions can be generated via sensing tools. Overall, interactive technologies are able to create conditions that enable reflection and eventually lead to actionable results for the users. Regardless, there are still numerous challenges in building systems that genuinely succeed in generating lasting changes in behavior, and not all of these challenges are caused by technological difficulties. Eventually, reflection and insight are the responsibilities of the user, and the system can only persuade the user in the direction of certain activities and outcomes.
The HCI community has emphasized the importance of reflection, but there is no method to actually measure it. This study aims to address this shortcoming by using psychological constructs of need for reflection and insight in the context of PSD. The gathered response data are analyzed using partial least squares equation modeling (PLS-SEM), a modeling technique that is able to estimate complex causal relationships among several variables at the same time. The study adds to the existing knowledge on personal informatics as reflective systems and combines it with interactive persuasive systems.
RESEARCH MODEL AND HYPOTHESES
The conceptual framework used in this study is the persuasive systems model (Oinas-Kukkonen & Harjumaa, 2009 ). The PSD model combines existing research from several disciplines into one model to analyze, design, and evaluate information systems with persuasive features. The model is based on seven postulates that highlight some key principles behind each persuasive system. The first postulate states that persuasive systems are never truly neutral and always exert some degree of influence on their users, often unintentionally. For their part, the users want to be consistent in their views, and they can be persuaded via either a direct or indirect route, depending on their tendency to elaborate on the information provided. Persuasive systems should also be open in announcing their intentions to influence their users in order to avoid coercion and deception. Further, persuasion is usually incremental in nature. The final postulates state that the system should aim to be unobtrusive, useful, and easy to use. These postulates can be transformed into the software's characteristics and possess mediating powers toward other features. The actual system features are found in the categories of primary task support, dialogue support, system credibility support, and social support. Primary task support refers to features that support the main goal that the system helps users to achieve, and this is often supported by different features from the dialogue support category, such as giving feedback, rewarding, or reminding. System credibility features illustrate how innate persuasive powers of credibility can be leveraged in system design. The fourth category of social support focuses on the effects of social influence. The model also guides in analyzing the persuasion context to help us understand the uses, users, and technological factors affecting the system design (Oinas-Kukkonen & Harjumaa, 2009) . Figure 1 illustrates the research model. All the relationships between the constructs, represented by arrows, are assumed to be positive. The fundamental work of Lehto and Oinas-Kukkonen (Lehto & Oinas-Kukkonen, 2015; Lehto, Oinas-Kukkonen, & Drozd, 2012; Lehto, Oinas-Kukkonen, Pätiälä, et al., 2012) in developing measurement items and basic models for the quantitative research approach was the baseline for this research model. Two hypotheses, H2b and H2c, have received support in three previous studies (Lehto & Oinas-Kukkonen, 2015 ; Lehto, Oinas- Persuading to Reflect Kukkonen, & Drozd, 2012; Lehto, Oinas-Kukkonen, Pätiälä, et al., 2012) . They are used as controls to assess whether existing knowledge derived from web-based services and studies of one system only is also applicable in our study. The model also brings in three constructs outside of the PSD framework: attitude, need for reflection, and insight. These constructs were chosen to address the role of attitudinal aspects and reflective elements in the existing PSD model.
The research question of this article focuses on newly introduced constructs and aims to find out whether PSD model constructs influence the need for reflection and insight. We also assess the predictive relevance of endogenous constructs. The aforementioned analyses are conducted using the structural equation modeling (SEM) approach. It has become increasingly popular among information systems and marketing research due to its ability to simultaneously test and estimate causal relationships among multiple constructs and is, therefore, often referred to as the second-generation technique. In addition, SEM is highly applicable to latent variables (aka constructs) that cannot be measured directly but have to be constructed (Urbach & Ahlemann, 2010) . PLS-SEM is usually considered most efficient for exploratory research designs, instead of confirmatory studies. These advantages allow researchers to both assess constructs at the observational level, often referred to as the outer or measurement model, and relationships between those constructs at the theoretical level (inner or structural model; Hair, Sarstedt, Ringle, & Mena, 2012) . The original source of each construct used in this study is available in Appendix A, and we introduce related hypotheses in the subsections next.
Unobtrusiveness
Lehto, Oinas-Kukkonen, and Drozd (2012) defined unobtrusiveness as a construct that measures how well the utilized system fits into the actual environment in which it is used. Therefore, questions of unobtrusiveness assess the relations between the system, the user, and the context. Unobtrusiveness is also one of the postulates in the PSD model. When the system fits well with both the environment and the user's needs, it increases the user's positive affect and attitude toward the system, and the user is more inclined to see the system as a reliable and trustworthy source of information. Therefore, we propose the following:
H1a: Unobtrusiveness will have a positive influence on attitude. H1b: Unobtrusiveness will have a positive influence on perceived credibility.
An acceptable level of intrusiveness in the use of the system also enhances its acceptability among people other than the user itself, such as friends and other important ones. Positive changes in the user's behavior and mental state also add to this effect. Thus, we formulated the following hypothesis:
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Dialogue Support
Dialogue support features facilitate the interaction between the user and the system. Such features aim to support the user in reaching the desired goals and targets (i.e., primary tasks), and the system performs these actions by providing feedback, suggestions, praise, or rewards. Often, the dialogue support features are the most prominent features of the system, and they have a remarkable impact on the user's experience and acceptance of the system. Therefore, the unobtrusiveness of the system is strongly influenced by dialogue support. The corresponding hypothesis is as follows:
H2a: Dialogue support will have a positive influence on unobtrusiveness.
When the dialogue features provide feedback that the user finds useful and reasonable, the perceived trustworthiness and reliability of the information source are enhanced. Previous studies (Lehto & Oinas-Kukkonen, 2015; Lehto, Oinas-Kukkonen, & Drozd, 2012; Lehto, Oinas-Kukkonen, Pätiälä, et al., 2012) imply that dialogue support contributes significantly to perceived credibility. Based on this, we offer the following hypothesis:
H2b: Dialogue support will have a positive influence on perceived credibility.
The interactive features provide the user with support when he or she is completing important and essential tasks (i.e., primary tasks). A well-designed system offers the right kind of support at the right time, and by doing so, it increases the potential to meet the desired goal(s). As with the previous hypothesis, the following one has also received support in the existing literature (Lehto & Oinas-Kukkonen, 2015; Lehto, Oinas-Kukkonen, & Drozd, 2012; Lehto, Oinas-Kukkonen, Pätiälä, et al., 2012) . Therefore, we hypothesize the following: H2c: Dialogue support will have a positive influence on primary task support.
As a more general result of the interaction, dialogue support affects the overall attitude that the user has toward the system. Hence, the fourth hypothesis regarding dialogue support is as follows:
H2d: Dialogue support will have a positive influence on attitude.
Self-reflection entails the evaluation and examination of one's feelings and behaviors with the aim of understanding them. One can assume that an individual aiming to make lasting changes in his or her life will feel some degree of need for self-reflection, as this innate motivation to understand is most likely to lead to successful change. Dialogue support feeds this need by providing feedback, praise, and rewards that could further favor the investment of time in self-reflection. Therefore, we propose the following hypothesis:
H2e: Dialogue support will have a positive influence on the need for reflection.
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Perceived Credibility
Perceived credibility is a construct that summarizes several terms relating to credibility, such as trust, believability, and reliability (Lehto, Oinas-Kukkonen, & Drozd, 2012; Lehto, Oinas-Kukkonen, Pätiälä, et al., 2012) . All of these terms have an impact on users' attitudes toward using the system. Indeed, if the system does not foster trustworthy user experiences, the user will most likely see its use in a less positive light. Based on this, we propose the following: H3a: Perceived credibility will have a positive influence on attitude.
A belief in the trustworthiness and reliability of the service also supports the user in his or her primary tasks. If the user trusts the service, he or she is more likely to follow its recommendations and believe that the service helps in reaching the desired goals. Trustworthiness leverages the system's persuasive power (Fogg, 2003) as delivered via the primary task support category features. This brings us to the following hypothesis:
H3b: Perceived credibility will have a positive influence on primary task support.
Social Influence
In this context, social influence refers to how people other than the user evaluate the utilized system. To be more specific, the questions measure how the system user perceives that others evaluate it. This construct was chosen to study the overall acceptance of the systems among those surrounding the user, and it does not directly reflect the social support categories of the PSD model. The construct was modified from a gamification study in which social influence significantly influenced both attitudes toward the use of gamification and the perceived amount of social recognition received as feedback (Hamari & Koivisto, 2013) . If the user perceives that significant individuals and other people value the system he or she is using, it has a positive impact on the user's own perceptions and attitudes: H4a: Social influence will have a positive influence on attitude.
The positive social influence will also affect how the user perceives the support that the system provides to him or her in reaching his or her personal goals, although this impact might come via several different mechanisms: H4b: Social influence will have a positive influence on primary task support.
Attitude
Attitude is a factor of several behavior-change-related theories, for example, the theory of reasoned action (Fishbein & Ajzen, 1975) and theory of planned behavior (Ajzen, 1991) , and it is often considered an important mediator of behavior. Usually, it is used in the context of behavioral intentions or as a predictor of using or continuing to use a system. In this study, it reflects the user's overall satisfaction with the system used. Important to note, attitude often mediates the impacts of other features. Stein and Grant (2014) studied the role of dysfunctional attitudes (i.e., negatively biased thoughts about oneself, the world, and the future) in relation to self-reflection and insight, and they concluded that self-reflection may impede the formation of insight when dysfunctional attitudes are activated during the reflection process. This study used a general attitude scale and so did not address dysfunctional attitudes with a specific questionnaire. However, we believe that attitudinal elements are part of a successful behavioral change process because they have an impact on the ability to gain insights. We, therefore, propose the following:
H5: Attitude will have a positive influence on insight.
Primary Task Support
The primary task support category of the PSD model comprises the design principles that support the user in completing his or her primary tasks. The scale used in this study measures how well the system supports the user in reaching his or her goals. The primary task support supports the user in reaching his or her goals and emphasizes those goals in the user's life and puts them in focus. This should increase the need for self-reflection because the user is monitoring his or her behavior and finding associations between his or her current state and behavior. If the primary task support is effective in carrying out its tasks, the following hypothesis is supported: H6: Primary task support will have a positive influence on the need for reflection. Grant et al. (2002) developed the scales for assessing reflection and insight in order to understand the relationships between the metacognitive processes linked to change and monitor systemized change during the change process. The original scale featured a set of questions regarding reflection and insight in which self-reflection comprised two factors: the need for reflection and engagement with reflection (Grant et al., 2002) . Roberts and Stark (2008) found that insight relates significantly to the need for reflection but not to engagement with reflection. Lyke (2009) found that insight also relates to well-being, although there was no significant correlation between insight and engagement with reflection. We used only the need for selfreflection scale because previous research has not found any connection between engagement in reflection and insight.
Need for Reflection and Insight
From the behavioral change viewpoint, the need to think about one's thoughts, feelings, and behaviors (or the need for reflection) should have some impact on achieving clarity regarding one's thoughts, feelings, and behaviors (i.e., insight). However, the relationship between self-reflection and insight remains unclear. Stein and Grant (2014) reported that a relationship between reflection and insight exists and that insight mediates the influence of reflection on subjective well-being. Grant (2008) found that conscious reflection on their own progress increased the personal insight levels of the participants in coaching programs. Our hypothesis is that people with an innate or situational need to be self-reflective are also more inclined and motivated to clarify their inner processes and gain insight. Therefore, their need to reflect guides their reflective actions and leads to insight. Thus, we propose the following: H7: The need for reflection will have a positive influence on insight.
RESEARCH METHODOLOGY
Instrument Development
The theoretical base of our model was elaborated in Section 3. We developed the instrument for data collection of the model utilizing only the existing constructs. All of those have demonstrated their validity in previous studies, so the questionnaire was piloted only by colleagues to spot evident errors and misspellings, to assess the length of response time needed, and to identify likely sources of misunderstanding. We slightly modified the original wording to match our study's focus and to form coherent question patterns to facilitate responding to a lengthy questionnaire. The final wording and sources of the measurement items are available in Appendix A. This appendix also refers to the original sources of each measurement item.
Subjects and Data Collection
An e-mail invitation letter containing the link to the Webropol survey was sent to 18,605 students and employees of the University of Oulu. The introductory text indicated that respondents to the survey should be regular users of any health or wellbeing services. Some 176 responses were received (a sample rate of 0.95%). The actual response rate should, however, be defined based on the number of real target users. The use of mobile health and wellness applications is not yet mainstream activity in Finland, and according to recent statistics, only around 22% have used those services (Suomen virallinen tilasto [SVT], 2015). Further, there is no information on how many of those who have tried these services keep using the service until they are considered regular users. The validity of the responses was checked, and those responses with low or unclear use of a relevant application and those users of a service/application type that was not considered to be a health or wellness application were removed from the data set. The final sample contained 147 valid responses. Figure 2 presents the basic demographics of the valid responses. Overall, the respondents were mainly women, younger than 30 years old, and educated through the undergraduate level. Almost half of all respondents (44.9% when part-time employees and entrepreneurs were included) were employees, whereas 51.7% were university students.
The participants were first asked to list the applications and services they had used. After that, they were asked to select one service as their main service, which was used as the evaluation object in subsequent questions. The most commonly used/tried service was Sports Tracker, followed by Polar Flow and HeiaHeia. These services were also selected most often as participants' main services ( Figure 3 ). The biggest group, "others," included 30 applications/services that were used by one to four respondents each. Based on the Pearson chi-square test, there were no significant differences between men and women, although some services seemed to attract the genders a bit differently. For example, HeiaHeia was more popular among the women, whereas the men preferred Suunto products and services. About half of all the respondents (56.4%) used an additional tracking device, such as a heart rate monitor or a pedometer/activity tracker, alongside their preferred application. The genders differed only slightly, with 49.5% of women and 54.1% of men using an additional tracking device. The most popular devices were Polar heart rate monitors and activity trackers, followed by Suunto products. There were no significant differences in the use of trackers between men and women or between those of different occupational statuses.
In general, women were more frequent users of their preferred service (most commonly using the service once or several times per day). Some 81.7% of women used their service several times per week or more, compared to 75.4% of men ( Figure 4 ). About 70% used the service via a mobile application, compared to only 8.2% via web browser. However, 21.8% used both applications and browsers, with dual use being well supported in some services, such as Polar Flow.
We created subgroups based on our prior knowledge of the systems in order to explore the data set further. The groupings concerned gender, age, and the length and frequency of the participants' use of the systems. All groupings contained two groups to maintain sufficient sample sizes. For gender, the two groups were female and male. For system use, we divided the participants into two groups based on the length of system use: up to 12 months of use and more than 12 months of use. The frequency groups were divided into daily users (using the service either several times per day or about once a day) and weekly users (using it several times per week, once a week, or several times a month). For age, there were groups for participants younger than 30 and another for those 30 years of age and older. The descriptive statistics (mean and standard deviation) for all the constructs and subgroups are presented in Figure 5 . We analyzed the distributions between subgroups using the Mann-Whitney U test for independent samples. There were several statistically different distributions among the subgroups. First, the values for unobtrusiveness, social influence, and the need for self-reflection had different distributions between women and men. In addition, users younger than 30 had a different distribution for primary task support than those 30 years of age and older. All of our constructs showed non-normal distributions when checked using the Shapiro-Wilk test in the IBM SPSS Statistics software. In addition, primary task support and attitude had relatively high skewness (−1.161 and −1.168, respectively) and kurtosis (1.595 and 1.860, respectively).
RESULTS
The data were analyzed using SEM, a statistical technique for simultaneously estimating relationships among multiple constructs. Our choice was the PLS-SEM approach using SmartPLS software (Ringle, Wende, & Becker, 2015) . Compared to covariance-based SEM (CB-SEM), the variance-based PLS-SEM approach was more suitable for the exploratory research questions that interested us. In addition, our data were non-normally distributed, making the choice of PLS-SEM justified (Hair, Hult, Ringle, & Sarstedt, 2013) . PLS-SEM analysis comprises two steps. The first step assesses the measurement model that refers to analyzing the relationship of each indicator with its corresponding construct. In our model, all the constructs were reflective and were measured with at least two indicators. As a rule, reflective measurement models are assessed in terms of their internal consistency reliability and validity. If the measurement model is considered acceptable, the second step evaluates the Note. Significantly different distributions among subgroups are indicated with asterisks (* p< 0.05; ** p < 0.01; *** p < 0.001). Bolded pairs indicate differences between groups worth noticing. Abbreviations as follows: ATT= Attitude; CRED = Perceived credibility; DIAL = Dialogue support; INSI = Insight; NEEDSR = Need for reflection; PRIM = Primary task support; SOC = Social influence; UNOB = Unobtrusiveness.
hypothesized relationships between the constructs, that is, the structural model. The evaluation of the predictive capabilities of the structural model is based on the significance of the path coefficients and the relationships between the constructs.
Measurement Model
The measurement aspect of the SEM evaluates the reliability and validity of the constructs. In this exploratory study, we placed special emphasis on evaluating the construct's validity measures, and, if necessary, we removed measurement items to reach acceptable levels of validity and reliability. Our questionnaire did not allow for questions to be left unanswered; therefore, our data set does not contain missing values for any measurement items. The evaluation of a measurement model needs to address internal consistency (composite reliability), indicator reliability, convergent validity (average variance extracted), and discriminant validity. In the following paragraphs, we present the results of each statistic required to assess the potential measurement errors of the measurement model.
Internal consistency reliability, the analysis that each item of the construct performs consistently, was measured using both Cronbach's alpha and composite reliability. The composite reliability varies between 0 and 1, with higher values indicating higher levels of reliability, and it is generally interpreted in the same way as Cronbach's alpha. Composite reliability values of 0.60 to 0.70 are acceptable in exploratory research, whereas in the more advanced stages of research, values between 0.70 and 0.90 can be regarded as satisfactory (Nunally & Bernstein, 1994) . A value above 0.95, however, indicates unnecessary redundancy in the construct items, which was the case in the attitude construct. Therefore, we omitted item ATT2 to decrease the composite reliability to below 0.95. After this adjustment, the composite reliability varied between 0.80 and 0.949, indicating acceptable reliability. Cronbach's alpha varied between 0.66 and 0.94, again indicating an acceptable level for exploratory research ( Figure 6 ). Convergent validity (indicator reliability) is assessed by considering the outer loadings of the indicators and the average variance extracted (AVE). High loadings indicate that measurement items correctly measure the same phenomenon and share a high proportion of variance. AVE is the degree to which a latent construct explains the variance of its indicators (Hair et al., 2013) . Items with an outer loading below 0.4 were omitted (e.g., one item in the Unobtrusiveness construct). The outer loadings should be 0.7 or higher, although according to Hair et al. (2013) , items loading between 0.4 and 0.7 should be removed only if they improve composite reliability or if the AVE is above the suggested values. Even though the Insight construct was a validated measurement instrument, it posed difficulties with the outer loadings. Therefore, we removed three items from the original eight (1, 2, and 4) to reach the necessary level of AVE.
The discriminant validity of the constructs was assessed using a cross-loading matrix (Appendix B). Based on the cross-loadings, all the constructs were loaded onto their associated constructs. Fornell-Larcker analysis confirmed the discriminant validity; the square root of each construct's AVE is clearly higher than the correlation of that construct with any other construct. Figure 6 summarizes that all measurement model criteria have been met.
Structural Model and Hypothesis Testing
After the measurement model was confirmed as both reliable and valid, we proceeded to assess the structural model. PLS-SEM structural models are not measured by goodness of fit like CB-SEM models; instead, the model is evaluated based on how well it predicts endogenous (dependent) constructs. This was tested by defining the path coefficients and explained variances. We used the complete bootstrapping method with 5,000 resamples and parallel processing with no sign changes. The confidence interval method was the two-tailed bias-corrected and accelerated bootstrap (default). Figure 7 reports the path coefficients, significances, and R squares for the endogenous constructs.
Social influence, credibility, and dialogue support explained 47% of the variance in primary task support. Dialogue support, unobtrusiveness, credibility, and social influence together accounted for 61% of the variance in the attitude construct. Unobtrusiveness and dialogue support accounted for 31% of variance in credibility, and unobtrusiveness alone explained 11% of the social influence construct. Primary task support explained 15% of the need for the self-reflection construct, and need for self-reflection and attitude together accounted for 14% of the variance in insight.
Total Effects and Effect Sizes
By calculating the effect size (Cohen f 2 ), one can assess an exogenous construct's contribution to an endogenous latent variable's R 2 value. The f 2 values of 0.02, 0.15, and 0.35 indicate an exogenous construct's small, medium, or large effect, respectively, on an endogenous construct. All effects were considered relevant (Cohen, 1988) , and five effects were of medium relevance (Figure 8) , leading to the conclusion that the model has practical relevance. The model had several mediating constructs that increased the total effects of several constructs. Therefore, the total effects of the constructs are also reported.
Predictive Validity
The predictive validity of the model was assessed using Stone-Geisser's crossvalidated redundancy measure Q 2 with omission distance 8 (Figure 9 .) Values above zero indicate that the construct has some predictive relevance. Predictive relevance was demonstrated for all endogenous constructs. Attitude, credibility, and primary task support exhibited rather strong predictive validity. The need for reflection also indicated its applicability in prediction.
Subgroup Analysis
Subgroup analysis was done to study changes in both coefficients ( Figure 10 ) and variances ( Figure 11 ). We ran the PLS analysis with data groups and bootstrapping in a similar way, using 5,000 subsamples. Visual analysis revealed several differences between genders. The most drastic differences clustered around the perceived credibility and social influence constructs. Among women alone, the paths from dialogue support to perceived credibility, from credibility to attitude, from social influence to primary task support, and from unobtrusiveness to social influence were significant (p < .000). Perceived credibility was found to influence primary task support only in men. The subgroups defined by usage time (up to 12 months and more than 12 months) also differed most in the influence of unobtrusiveness on social influence, which was significant for women only. The need for reflection influenced insight significantly among daily users.
The explained variances for subgroups ( Figure 11 ) were also only analyzed visually. Primary task support and dialogue support explained 27% of variance in the need for reflection among women, whereas there were no significant influences on the need for reflection for men. For men, dialogue support and perceived credibility accounted for 61% of variance in primary task support, compared to only 48% for women, as explained by dialogue support and social influence. The values for attitude were similar, but although men's attitudes were influenced only by unobtrusiveness and social influence, women's attitudes were influenced by unobtrusiveness, social influence, dialogue support, and perceived credibility. For the younger users, both attitude and need for reflection explained 23% of variance in insight. For older users, there were no significant influences on insight.
DISCUSSION
In Finland, 22% of men and 21% of women have used a wellness or sports application on their smartphones to measure their physical activity. The higher rate of use of such applications is associated with students, those possessing a high level of education, and those living in metropolitan areas (SVT, 2015) . Our questionnaire also contained another set of questions in addition to demographic and service use questions. As such, it was quite extensive and took approximately 20-25 min to complete. We detected that more than 500 users had opened the link to the questionnaire but only 176 submitted responses. This implies some nonresponse bias. We believe that there were several reasons for nonresponse. First, the length of the questionnaire required a certain level of persistence and interest in the topic. Second, the questions may have been unsuitable for users of several different systems that complement one another. We tried to address the latter issue by explicitly stating that one should select only one system and respond to questions based on that. Finally, the questionnaire was in English only. For some, this most likely increased the cognitive load for finalizing the survey. However, when adjusting the number of received responses by the amount of use of these services in Finland, the response rate was around 4.5%. This relatively low response rate restricts the generalizability of our findings to users who, in addition to interest in studied applications and regular usage habits, are also motivated enough to answer lengthy questionnaires. There is a connection between reflective capacity and the need for cognition (van Seggelen-Damen, 2013) , and therefore our study most probably captured individuals with a relatively high need for cognition. One can speculate whether regular users of personal informatics tools always have this trait, but we believe that our approach adds to the understanding of the interaction between reflection and system features and is, therefore, applicable to system design in more diverse user groups. In addition, it is noteworthy that there is no reliable information on the regular use rate of these applications.
Roughly half of the regular users used special trackers to measure their activity. In addition to this, several users relied on smartphone sensors for tracking, such as Sports Tracker and RunKeeper. These results indicate that users consider applications utilizing smartphone sensing to be sufficient for their needs and that the use of additional trackers does not give the full picture of health and wellness services used. In addition, the prevalence of mobile applications was surprisingly high (more than 70% used only mobile applications) but was in line with overall mobile device usage trends, indicating that 89% of time spent in media content is done via mobile applications instead of the mobile web (Chaffey, 2015) .
Our main research question pondered whether the need for self-reflection and the insightful understanding of one's own feelings and behaviors are traceable to PSD model constructs. The results from our full sample lend support to the hypotheses that dialogue support and primary task support influence the need for reflection. This is an interesting finding, because dialogue support and primary task support are among the core elements of the persuasive systems model, and this result implies that the model has the capacity to evaluate and guide the design for reflective behavior change systems as well. However, the influence of dialogue support on the need for reflection is not very prominent and even disappears in most subgroups. In general, it is stronger for women. This implies either that the systems support certain types of dialogues that women find useful or that our measurement items are not fully capturing the phenomenon. The significant paths from dialogue support to the need for reflection for users older than 30 and weekly users imply that dialogue support has a role that not only is a gender factor but also goes deeper into system features. The relationship between primary task support and the need for reflection shows similar trends: It is stronger for women but also significant in some other subgroups. It is noteworthy that the level of need for reflection was slightly lower for men in general, supporting the idea that the values and motivational factors behind the engagement with these tools might be different. For the insight construct, the case is a bit different: There were no significant differences in the levels of insight among subgroups, but for daily users, the model explains more than 25% of variance in insight, compared to only 14% for the full model. Overall, the relatively low R square levels for the need for reflection and insights construct call for further studies and better contextualization of the measurement items, but the results imply that they are useful in understanding the interactions between system features.
Previous studies (Lehto & Oinas-Kukkonen, 2015; Lehto, Oinas-Kukkonen, & Drozd, 2012; Lehto, Oinas-Kukkonen, Pätiälä, et al., 2012) have reported strong support for the hypotheses that dialogue support influences both primary task support and the perceived credibility of the system. In addition, our study found strong significance in the full sample model for both pathways of influence, even though the previous studies have focused on web-based systems and most of our users used only mobile applications. Our empirical data revealed that dialogue support's influence on perceived credibility was significant for women only. Previous work reports this as well but only in explained variances, not in path coefficients; for men, dialogue support explained only 27% of the variance in perceived credibility, compared to 51% for women (Lehto et al., 2012b) . One should be cautious when comparing explained variances between studies, but this implies that difference by gender is not an entirely new finding here. Unfortunately, other similar studies have not assessed gender as a moderator.
When considering the explained variances of endogenous constructs in our model, we found further implications for gender differences. Of interest, dialogue support and perceived credibility explain 61% of the variance in primary task support for men; for women, 48% of variance in primary task support is accounted for by dialogue support and social influence, and there is no significant direct effect of credibility on primary task support. The variance in perceived credibility is nearly as large in both subgroups; however, for men, credibility is affected only by unobtrusiveness, whereas for women, it is also affected by dialogue support. This demands further research. What actually contributes to perceived credibility for men? Previous research has identified design aesthetics as one source of perceived credibility (Lehto et al., 2012a) . Overall, the relationship between dialogue support and perceived credibility fluctuates in our subgroup analysis, performing both as highly significant and nonsignificant, making it even more important to understand its nature. The construct assessing the contextual fit of the system, unobtrusiveness, exerts a strong influence on credibility throughout all the subgroups. Unobtrusiveness also shows the highest detected total effect found in this study in the influence of unobtrusiveness on attitude. Furthermore, attitude had the highest predictive validity for the model. We want to emphasize the importance of these features as mediators in any behavior change, informing how systems actually work (Hekler, Klasnja, Froehlich, & Buman, 2013) .
Only two dialogue support hypotheses out of five are significant for men. For comparison, all dialogue support hypotheses are significant for women. These results suggest either that the role of dialogue support is more crucial for women or that the dialogue features of the studied systems strengthen neither credibility nor attitude among men. Overall, the model explained approximately the same amount of variance for both genders (32%), but 15 of 17 hypotheses were supported for women, whereas only eight were supported for men. This implies that there are gender differences in the ways in which the systems support their users and that the model for men and women looks different.
Our exploratory results for subgroups suggest that the basic PSD model constructs, in addition to the model supplemented with self-reflection and insight, explain more of the variations for traditional fitness trackers used on a weekly basis compared to activity tracking and daily use. Although the trend in personal informatics seems to emphasize continuous monitoring and support for activity in everyday life, both types deserve solid theoretical bases for how to build effective tools. Unfortunately, our empirical data are not sufficient to elaborate the differences between activity and fitness tracking in a reliable way. However, some preliminary conclusions are drawn from daily (n = 47) and weekly (n = 100) users, which are the most objective subgroup structures with which to reflect the actual use of the systems. We found that for daily users, a strong need for self-reflection also leads to insight, but weekly users miss this effect. However, none of the constructs utilized significantly contributes to the need for self-reflection among daily users. For weekly users, both dialogue support and primary task support significantly influence the need for self-reflection. This implies that either the needs for self-reflection and increased insight are innate among daily users or that daily use implies an intensive phase of system use, and users are, therefore, actively engaging with their data. Alternatively, daily use may imply habitual system use. Overall, for weekly users, the system seems to support the need to be self-reflective, but the model and measurements used fail to support daily activity tracking in a similar way. This has clear practical implications for the design and construction of new, more suitable measurement items. Overall, we can conclude that our empirical data are in line with existing research despite our study's focus on mobile applications and concurrent analysis of several systems for behavior change. This implies that the field of behavior change technologies is rather mature, or at least exploits rather similar methodologies. This also calls for an understanding of how these systems could rise to the next level.
Theoretical Implications
Our results support previous research on the somewhat fuzzy connections between self-reflection and insight. Although we detected the influence of the need for reflection on insight, which was also found in previous studies (Roberts & Stark, 2008) , the influence was not very strong. This connection vanished in some subgroups (e.g., among men), but it was stronger for younger participants and daily users. Therefore, we consider both constructs valid items for future research. However, we aim to focus on the similarities between these and other constructs that measure cognitive indicators of change, possibly rephrasing and further developing them to suit our purposes. Grant (2008) demonstrated that reflective coaching can increase the level of personal insight, implying that insight is at least partly malleable via interventions. At the same time, some individuals face challenges in transforming reflective practices into actionable items and begin to ruminate on their problems, unable to make changes. Measuring reflection alone may, therefore, be a fruitless approach unless its relationship toward goal attainment is properly assessed (Grant, 2003) . In our data, the need for reflection explained insight best for daily users and calls for further theoretical understanding on the mechanisms of daily use: If insight is more easily achieved in daily engagement, which specific features support it? Our model did not fit very well for daily users. Overall, embedding constructs such as those we have used into intervention studies gathers valuable empirical data that have the potential to contribute to the behavioural theories used in HCI research and cultivate true interdisciplinary discourse to address real-world problems.
Practical Implications
This study yields several important findings that will contribute to the development of the PSD model for the evaluation and design of future systems. For example, the current model fits better with traditional fitness trackers. We need to develop measurement items to capture the true nature of activity tracking. When such items are available, one can more thoroughly evaluate the overall persuasive user experience of activity tracking tools and further understand how they should be built. Daily monitoring and support is the most promising approach for changing behavioral patterns that are detrimental to health. It also holds promise for health care by providing information that is more objective on patients' everyday life activities and lifestyles. Our subgroup analysis on daily and weekly users implies that daily users have a stronger relationship between reflection and insight. Therefore, as a design consideration, we propose that daily engagement with the support services should also be the focus in the research and development of persuasive systems.
Our results confirm that behavior change systems share many similar features, and one can study them as a collection of different systems. This indicates some level of maturation among behavior change technologies. At the same time, these tools are failing many users. Although a rather solid knowledge base on how to build these systems is now established, the HCI community must still strive for significant improvements. This is achievable via building on relevant theories and upgrading the level of technical implementation. We consider studies targeting existing systems very suitable for this work and encourage researchers and practitioners working together to build theory-based systems that meet the standards of outstanding interactive systems in the field. The practice of building these systems still needs to move on to assess how different designs affect the reflection process (Baumer, 2015) and utilize that knowledge more systematically.
Also the newly introduced scales used in this study (i.e., need for reflection and insight) should be developed further to be used to measure the process of behavior change. A limitation here is the fact that using self-reporting methods is not always very reliable, but if the system does aid in promoting reflection and insight, this influence should be visible in some measurement. The malleability of the measurements is relatively easy to assess in intervention studies, and we call for researchers to include these or similar constructs in their studies. One interesting research approach is, for example, to address whether automation decreases not only engagement with data (Li et al., 2011) but also the insightful nature of the reflection process. Reflective activity rarely is the final goal of interventions, but we assume that different reflective thinking provokes different kinds of action. Therefore, it is of the utmost importance to understand how software features and interactions between them change reflection and gained insights. It paves the way toward tailored and personalized services and enables adaptive functions. We also see psychological constructs as contributors that aid in understanding the meaning of other measured items, such as log data information. When collecting log data intentionally designed to reveal how and when different parts of the system are used, we can study whether, for example, results are better for users spending time on summary statistics or for those responding to reflective questions. Alternative designs may also reveal if different design solutions alter the nature of the reflective thinking process. Understanding which features of the system are crucial for certain results somewhat narrows the design space, which is especially crucial for adaptive and contextually aware systems. This means that we will be able to focus on things that matter.
Our results indicate that practitioners should especially focus on dialogue support features when designing for reflection. Its prominent role in forming the attitude and credibility toward the system makes it very powerful in shaping the overall user experience. In addition, dialogue support generated most of the gender moderation. Is it truly a gender issue or some psychological or contextual element that is currently unacknowledged? Our measurement item for dialogue support referred to encouragement, rewards, feedback, and reminders and is, therefore, a relatively large concept from which to draw strong practical recommendations. All the mentioned features should be addressed in terms of user research activities during design processes and should consider their ability to establish credibility and cause attitudinal responses, especially obtrusiveness. We suggest that feedback is the most versatile tool for supporting reflection, and it should always be tailored carefully for the problem domain and tested for its ability to create insightful moments for the user. It is encouraged to offer different feedback options but also to leave space for pondering and to measure how different versions resonate with both overall system usage and the achievement of personal goals. To track influential elements in specific types of design features, one should also design the analytics gathering in a detailed enough way.
Methodological Implications
There are two prominent approaches to SEM: CB-SEM and component-based, utilizing PLS. In principle, CB-SEM is for theory testing and PLS-SEM for theory development and prediction. Lately, PLS-SEM has become more popular among several disciplines. PLS-SEM aims to maximize explained variance in dependent constructs and evaluates the data quality via a measurement model. The main arguments for choosing PLS-SEM over CB-SEM are its suitability for smaller sample size, non-normal data, both formative and reflective indicators, and high-complexity models (Ringle, Sarstedt, & Straub, 2012; Urbach & Ahlemann, 2010) . Some of these arguments, however, have been questioned but also assessed in a proper manner (Goodhue, Lewis, & Thompson, 2012; Ringle et al., 2012) . Overall, the current status of PLS-SEM use in information systems research is that PLS-SEM is an acceptable solution but needs to be used in a rigorous way. For example, the editor's comment in the highly prestigious MIS Quarterly concludes that most of the criticism is actually more related to the misuse of PLS-SEM than to the actual technique itself. On the other hand, PLS-SEM is a freshly created method that needs to be further developed, which happens by studying and using it in practice . When the properties of the data restrict the use of CB-SEM, PLS-SEM is, therefore, the appropriate alternative (Hair, Ringle, & Sarstedt, 2011) . For HCI research, PLS-SEM seems to be very suitable, and its predictive capabilities feed design practice. It also serves as an evaluation tool in parallel with other usability analysis methods. However, its reporting technique is heavy, and the field would benefit from studies that suggest alternative, more applied ways to present its results.
Limitations
Our survey participants were students and personnel of a Finnish university. It is acknowledged that people with higher levels of education use these systems more frequently than does the average citizen. Our sample, therefore, represents only a limited fraction of the socioeconomic groups living in Finland. Self-selected participants most likely represent a proportion with relatively high motivation and interest in pondering their usage habits. The used data set is also acquired by a self-reporting tool. Furthermore, compared to most of the other studies in the field, our study focused on several commercial systems. We assume that this intentional approach weakens some of the signals but validates our methodology in terms of evaluating trends and practices in real-life contexts.
CONCLUSIONS
In this study, we have used an existing conceptual framework and measurement instruments in an alternative context by measuring the persuasive system design factors in several behavior change systems at the same time. In addition, our users used mainly mobile applications instead of the web-based technologies that were the primary focus of previous research. Regardless, our results are similar to those of previous studies using instruments derived from the PSD model and, therefore, lend support to the applicability of the model for heterogeneous systems designed for behavior change. This also indicates maturation in the field.
The structural modeling also implies that features present in PSD models can support reflection and promote insights that lead to personal behavior change. Persuasive features and reflective features are complementing each other rather than conflicting, and persuasive elements can increase the engagement toward insights. However, differences in traditional fitness trackers and activity trackers used for continuous monitoring seem to require somewhat different features to encourage self-reflective practices and insightful results. Finally, the strong effect of unobtrusiveness and attitude's remarkable predictive relevance highlight the impact of contextual fit and personal characteristics in the use of these systems.
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