Abstract-Increased mobility coupled with a possible reduction of cabling costs and deployment time makes wireless communication an attractive alternative for the automation industry and related application areas. Methods compensating for the high probability of bit errors accompanying wireless transmissions are, however, needed. This is predominantly important in industrial applications with strict reliability and timing requirements, which cannot be met by standard communication protocols as, e.g., TCP. In this paper, a way of combining retransmissions with real-time worst-case scheduling analysis is presented that can offer both a high grade of reliability and hard real-time support. The presented solution handles one or several retransmission attempts of erroneous data without jeopardizing already guaranteed delay bounds of other packets. A real-time analysis for a full-duplex, asymmetric link, utilizing the novel retransmission scheme and supporting both piggybacked and nonpiggybacked acknowledgments, is provided. A simulation study is presented that evaluates the performance of the retransmission scheme for bit-error rates typically experienced in wireless communication. The results clearly indicate a possible reduction of the message error rate by several orders of magnitude.
I. INTRODUCTION

I
NDUSTRIAL communication systems have traditionally utilized wired fieldbus systems to meet the demands of the applications they service. The reason for this is that industrial systems are characterized by their strict demands on both reliability and timing; requirements which can be met by the well-developed technology of fieldbuses [1] . However, the advantages of wireless communication solutions have lately become interesting also for industrial networks. The need for reduced cabling, which leads to both the possibility of faster setup times for equipment and the possibility of communication in areas too harsh for using cables, and the added mobility have triggered research on the use of wireless communication in industrial systems like production systems including robots [2] , control loops [3] - [5] , and other automation applications [6] . Even while still using existing fieldbus standards, wireless alternatives have been studied as a substitute for cables [7] - [9] .
Even if wireless technology adds a lot of benefits to the context of industrial communication, it also suffers from a number of disadvantages. Wireless communication is characterized by its high error probability, leading to the risk of causing severe problems for applications with strict reliability and timing requirements. A typical need of those applications is a bounded worst-case end-to-end delay or a low packet loss rate [10] . In order to fulfil those needs, conclude the authors in [11] , industrial systems need both feed-forward error correction and automatic repeat request (ARQ). The presented research focuses on the question of how to use retransmissions in combination with real-time worst-case scheduling analysis. Although this paper does not explicitly touch upon the topic of feed-forward error correction, it is assumed to be used at a lower level in case it is needed. Its mechanism does not influence the design or functionality of the presented solution. Obviously, real-time adaptation can be, and has to be, implemented at each level. However, this work, as for this moment, has excluded the adaptation towards, e.g., specific medium access control (MAC) protocols or underlying wireless technologies. This solution is targeting an end-to-end delay-bound and is, therefore, located at the transport level. This paper proposes a framework, containing both retransmission scheme and timing analysis, in order to give hard realtime communication support to an application, meaning that deadline misses are acceptable neither for the first instance of a packet nor for any retransmitted instances. The framework implements this by supporting the retransmission of erroneous packets only as long as their deadline is not reached (i.e., as long as the retransmitted packet will arrive in time), and at the same time the packet is only retransmitted if the extra network capacity it will consume does not jeopardize already granted real-time guarantees of any existing traffic flow in the network. The retransmission of any packet is triggered when, at a certain timeout value, no acknowledgment (ACK) has arrived at the sender, which might have different reasons. The packet for which the ACK is expected could either have arrived faulty at the receiver (this might be determined by, e.g., a checksum calculation), or it could have been lost completely on the way.
Using wireless communication in industrial settings comes with a quite high error rate compared to the one in copper wires or fibers. The use of feed-forward error correction is only helpful in the case of bit errors. When loosing complete packets, e.g., due to synchronization errors, only retransmitting the packet will help. Common retransmission protocols can have the problem of not being aware of the deadline, leading to countless retransmission attempts until the packet has been acknowledged successfully. However, the packet might already have missed its deadline, and is jeopardizing other packets' deadlines by (possibly unnecessarily) using network capacity. The presented retransmission scheme is a truncated ARQ scheme, limiting the number of possible retransmissions. Furthermore, the addition of the real-time scheduling analysis will prohibit the retransmission of a packet in case its retransmission will lead to another packet's deadline miss.
1551-3203/$26.00 © 2009 IEEE Even when utilizing the retransmission scheme presented in this paper, the message error rate (MER) will never be zero, not even when using high-quality electrical wires and optical fibers. However, the proposed solution can reduce the MER substantially, which is of particular importance in wireless communication with its inherent high bit-error rates (BERs), especially when targeting real-time traffic as, e.g., in industrial applications. The solution is not aiming towards safety-critical industrial applications, where the missing of a deadline or the loss of a packet can have disastrous consequences, but the targeted hard real-time applications are still sensitive towards packet loss (as compared to, e.g., multimedia applications with hard deadlines, but low sensitivity regarding packet loss) [10] . The reaction following a packet loss is application dependent and normally taken care of by layers above the one implementing the presented solution. As an example one could mention applications relying on periodic transmissions of sensor data, where the application has to be prepared to, e.g., at rare occasions await the next transmission. The tradeoff between the advantages of wireless solutions and the increased probability of packet loss or a deadline miss is still debated in the literature [12] .
ARQ for quality-of-service (QoS) is a well-studied area, so is guaranteed real-time communication. However, the approach of taking a holistic view on these areas together and targeting wireless communication, with the aim of being able to calculate guaranteed performance bounds, has been studied less thoroughly. Aiming for hard real-time communication in embedded and distributed wireless communication systems, the proposed approach uses traffic models and develops analysis methods originating from the area of real-time systems. This framework does not settle for a long-term statistical delay bound but wants to give a delay bound guarantee for every single packet by using worst-case delay analysis. This is necessary to support short delay bounds for periodic traffic in industrial real-time systems. Therefore, retransmissions of a packet are not allowed if they jeopardize the stated real-time guarantees of other packets, which would be possible in standard ARQ schemes.
Former research on ARQ for real-time communication includes work where only average performance, like average delay, is considered [13] . A promising technique to incorporate error correcting codes and ARQ in real-time communication is deadline dependent coding [14] , [15] . However, no related real-time scheduling analysis framework has been developed.
In [16] , Butt decreases the MER of hard real-time traffic by retransmitting erroneous packets as long as they still meet their hard deadline, a concept similar to ours. However, the solution is build upon an idle RQ approach and is only described on the packet level. Also, no queueing or scheduling analysis is provided. In contrast to idle RQ, which usually leads to a higher penalty in link utilization, the proposed retransmission scheme is more similar to a continuous RQ protocol. Additionally, the presented delay bound analysis, working on a real-time channel level and including queueing delay analysis, enables the provision of end-to-end delay guarantees.
Giancola et al. aim at providing real-time guarantees including retransmissions [17] . However, their methods use flow analysis, which has been shown to not fully exploit the available network capacity compared to real-time scheduling analysis [18] . Additionally, their analysis does not include the timing details needed to support hard real-time communication in embedded and industrial real-time systems, while the here presented solution is targeting an as exact analysis as possible. Moreover, the solution proposed in [17] requires traffic regulators to be implemented in each node on the path to control the traffic. In this proposal, a more general framework is drawn up to combine ARQ with real-time scheduling analysis.
In this paper, partly based on earlier conference papers [19] , [20] , a complete framework for a full-duplex, asymmetric link is presented. The framework supports a certain number of retransmissions when needed, including several retransmission attempts, to support wireless industrial real-time communication. Based on earlier results, both timing analysis and real-time scheduling analysis have been developed for the new framework, still based on the earliest deadline first (EDF) scheduling policy [21] . Compared to [19] and [20] , this paper no longer assumes a dedicated physical channel for ACK, and the asymmetry of the wireless medium has been taken into consideration, no longer assuming equal bit rates in each direction, which has led to incremental, but highly significant changes in the framework. Additionally, an analysis of both piggybacked and nonpiggybacked ACKs is provided. A new simulation study was added, treating a new set of cases.
The rest of this paper is organized as follows. An overview of the framework is given in Section II. The protocol together with the timing analysis is presented in Section III. In Section IV, the real-time scheduling analysis assuming piggyback ACK is described, while in Section V this analysis is adapted for the case without the possibility of piggybacking ACKs. Section VI presents simulation results and this paper is concluded in Section VII.
II. FRAMEWORK OVERVIEW
In order to increase the reliability for wireless industrial networks, a retransmission scheme is introduced that respects existing delay bounds of ordinary transmissions. This has been realized by defining a basic transport protocol which contains a real-time scheduling analysis comprising both ordinary transmissions and retransmissions. For the development of the framework, a network for which a real-time analysis method exists for the case of error-free communication (see, e.g., [22] ) is assumed. All parameters used in the paper are summarized in Table I .
The traffic in the network is specified in the form of traffic flows (also called logical real-time channels, RT channels) denoted with , where defines the number of RT channels. All traffic flows are defined by the following parameters: a sending node , a receiving node , a period , the message length (excluding header bits in this section), and the end-to-end delay bound . This means that each RT channel can be defined completely by the following expression:
. Comparable to other end-to-end ARQ schemes, even the one described in this paper is assumed to be placed in the transport layer, and thereby thought to work on top of any MAC method. RT channels requested from the network layer are denoted as , where indicates the network layer, while the corresponding RT channels requested by the application layer or, alternatively, by the system designer, from the transport layer are defined by , indicating the trans- port layer. Throughout the remainder of this paper, a RT channel will be referred to as in case the reasoning is applicable to both and . For an illustration of the layering and the real-time channel abstraction between the different layers see Fig. 1 . Under the assumption of error free communication, a direct mapping of transport-layer channels onto network-layer channels means any existing analysis for the underlying network can be used to check whether the performance requested by the application can be guaranteed for all traffic flows on the network level. However, this direct mapping also infers that any necessary retransmissions are not taken care of by the transport protocol. In the following, the novel retransmission request (ARQ) scheme and a method of combining a timing analysis of this scheme with a real-time scheduling analysis will be described.
For every traffic flow, the delay bound of the transport layer, , is divided into two separate deadlines (see Fig. 2 ), one shortened delay bound ( ) for the ordinary transmission of all packets belonging to one message, e.g., three packets as in the example shown in Fig. 2 , and one delay bound ( ) that renders possible the retransmission of a certain number of these three packets, and therefore it can be formally defined as (1) When mapping transport-layer channels onto network-layer channels, all parameters of can be set to the corresponding values of with the exception of the delay bound, where instead we have (2) Targeting an improvement of the experienced MER in the network, retransmission channels are added which, when needed, can be used by any real-time channel. Those retransmission channels are also defined as traffic flows:
. The delay bound of the retransmission channel, , decides upon the length of time allocated for a possible retransmission. The period of the retransmission channels, , is a predefined system parameter, decided upon by the system designer, by the help of which one can control the minimum interval of time between two retransmission requests (on that retransmission channel). In other words, indicates the number of times one wants to be able to retransmit any electable packet of any arbitrary message. When using a, by the system designer predefined, number of retransmission channels, with each of those supporting the retransmission of one packet every interval of , up to consecutive retransmission packets can be sent over the physical link, improving the retransmission support considerably. However, to reach this maximum of packets, none of the retransmission RT channels is allowed to have sent any retransmission packet during the last period of . Each packet has an upper limit, , for the number of allowed consecutive retransmission attempts before the end of its deadline. The value of is chosen as a system parameter. A higher value of will normally increase the probability for the correct transmission of a message, but will also put higher demands on the network or link capacity. The reason for that is that with a higher value of , the deadline for each retransmission attempt must be shorter in order to manage to implement all attempts before the deadline of the message has expired. In order to be able to support , a minimum of retransmission RT channels have to be present over the corresponding physical link. However, this holds only true if the criteria regarding is fulfilled for all retransmission RT channels, i.e., the demand that no retransmission was sent on any of the retransmission RT channels during the previous period of . By the usage of dedicated retransmission channels, resource allocation with real-time scheduling analysis can be done to guarantee both a certain amount of timely retransmissions per time unit and the delay bounds of ordinary transmissions.
The framework described above has up to now been used in a point-to-point link scenario with EDF scheduling. The network is exemplified by a full-duplex communication channel where each communication direction works at an individual bit rate due to the asymmetric properties characterizing wireless communication networks. The general concept, however, constitutes a generic framework that can be adapted to wireless networks with a deterministic MAC protocol (such as a time-division multiple access (TDMA)-based protocols [23] - [25] ). Such adaptations are out of the scope of this paper and are planned future work. The details of this scheme are elaborated upon in more detail in the following.
III. PROTOCOL DEFINITION AND TIMING ANALYSIS
The ARQ protocol defined is rather straightforward as it is assumed that both flow control and congestion control can be excluded from the specification. When agreeing to receive traffic at a certain packet rate [22] , [26] , as is the case in this design with RT channels, flow control is redundant, and as long as the traffic is complying with the real-time scheduling analysis (explained later in the paper), it is guaranteed that no congestion will occur. Although assuming a bidirectional channel, the analysis is implemented in one direction at a time, taking into consideration the asymmetric characteristic of the wireless channel. During the analysis, the bidirectional channel is assumed to carry data packets in one direction and ACK packets in the opposite direction. In order to decrease overhead, the ACK is piggybacked in a data packet in case there is a data packet queued in the node that wants to send the ACK. For circumstances when ACKs cannot be piggybacked, an alternative analysis is presented in Section V.
Messages sent over the link are divided into packets, where the maximum length of each packet, calculated in bits and including the header, is given by (3) where the maximum amount of pure data per packet is denoted by , and specifies the length of the header. Given this, and the parameter as the amount of pure data per message belonging to RT channel , the number of packets per message can be calculated as (4) All packets except the last one in a message are assumed to be maximum sized, and the number of these maximum sized packets, denoted , is given by (5) The length of the last packet, including pure data and header bits, of a message is defined as for the case of . Otherwise, will be zero. is calculated as (6) For calculations on the timing of message transmissions (for a graphical illustration of this see Fig. 3 ), a parameter for the bit rate of the physical link has to be introduced. As the analysis assumes an asymmetric link between the nodes, the bit rate , experienced by the data packet from the sending node to the receiving node, and the bit rate in the opposite direction, experienced by the ACK, are presupposed to be different. The transmission time of a maximum sized packet will therefore be (7) In case of the last packet of a message not being of full length, the transmission time is instead given by (8) Consequently, the total transmission time of one message is (9) Besides the propagation time,
, over the physical link, Fig. 3 also shows the transmission time of the ACK packet belonging to RT channel and denoted , where . However, in this paper, the transmission time for all ACKs is assumed to be independent of the packet they are acknowledging and equal to . The transmission time for any piggybacked ACK is calculated as: (10) where denotes the length of the maximum-sized packet onto which the ACK is piggybacked. Fig. 4 shows further details regarding the timing of the original transmission of one message including ACK. The time interval or processing time between the reception of a data packet and the sending of the corresponding ACK is called . Additional processing time, denoted , is needed between the timeout instance, triggered when not receiving an ACK packet, and the time when the retransmission of the corresponding data packet can be initiated. The usage of negative ACKs would be possible, but is not treated in this paper as this has no impact on the worst-case timing analysis.
The timeout instance is assumed to be identical for all packets belonging to the same message. This makes it possible, at the timeout instance, to check whether a sufficient amount of resources is available for the retransmission of all erroneous packets of one message. In case resources are found to be insufficient, none of the retransmissions will be sent in order to save bandwidth. It would be pointless to retransmit only some of the erroneous packets of a message, as the message still would be incomplete even after the retransmissions. Due to the timeout instance being identical for all packets of a message, it can be defined relative to the deadline of the ordinary message transmission (11) As the delay bound is given relative to the generation instance of message , is relative to this instance as well.
Finally, , a safety margin between the excepted time for ACK reception and the timeout instance is introduced to cope with, e.g., uncertainties in the clock synchronization. In the following section, Section IV, any queueing delay introduced by the interference with the transmission of other messages will be analyzed.
In a runtime implementation of the retransmission protocol (packet handling, etc.) described above it is further assumed that the sending node has information about parameters as, e.g., the RT channel identification, the deadline of the individual packets, and also their transport-layer sequence numbers. Those are examples of parameters which are important for the accurate implementation of the retransmission scheme. If taking as an example the usage of sequence numbers in combination with the RT channel identification, then each RT channel can have its own set of sequence numbers, making it possible for the receiving side to reorder packets after arrival and for the sending side to identify which packet(s) need(s) to be retransmitted. The deadline for each packet, used when sorting packets according to EDF, is the absolute deadline obtained by adding the relative deadline to the arrival time. The relative deadline is the maximum queueing delay as derived in the next section.
IV. REAL-TIME SCHEDULING ANALYSIS
For the real-time scheduling analysis to work, the maximum delay introduced by queueing has to be isolated by subtracting all other delays before the analysis can be used to check whether all derived maximum queueing delays can be guaranteed. Additionally, all possible retransmissions have to be incorporated into the analysis, as previous versions of this analysis do not take retransmissions into consideration. The queueing discipline assumed for the packets is EDF, i.e., the packets are queued according to their relative deadline, where shorter deadlines are assigned higher priorities. Deadlines are not restricted to be equal to the periods, but arbitrary deadlines, i.e., shorter than, equal to or longer than the periods, are supported. The choice of EDF was guided by its well-documented capabilities to schedule successfully when having real-time requirements in terms of deadlines (or delay bounds). Additionally, EDF is one of the algorithms for which a well-proven analysis framework has been developed. Being a dynamic scheduling discipline, the priorities, determined by the deadlines, are updated dynamically as time proceeds. One example of the queueing delay under the assumption of EDF queueing is pictured in Fig. 5 . As the real-time scheduling analysis only considers delay caused by queueing, including the total transmission time of all packets of a message, all other delays need to be excluded before further analysis. The maximum queueing delay can, therefore, be isolated by subtracting all other delays from the relative delay bound of the ordinary transmission, resulting in the following maximum queueing delay (and new deadline of the ordinary transmission) (12) where is included for the maximum blocking time of one packet caused by the nonpreemptive transmission of a packet with a longer deadline. The two instances of are deducted from the ordinary delay bound as they correspond, first, to the worst-case waiting time of the ACK for a packet onto which it can be piggybacked, and, second, the actual transmission time of this packet containing the piggybacked ACK. In case the piggyback alternative is not possible due to the absence of another data packet, the usage of explicit ACK packets will not result in longer delays, as they will be able to be sent immediately.
As the retransmission guarantee is designed to extend to packets belonging to any of the RT channels, the maximum sized packet amongst all packets on a RT channel is defined as (13) with the corresponding maximum transmission time (14) The longest packet when comparing all RT channels can, therefore, be defined as (15) with its corresponding maximum transmission time taking all RT channels into consideration (16) This means that always implies the message length , if at least one RT channel has a message with at least one maximum-sized packet.
For all retransmission RT channels, their delay bound is set to the common value , a system parameter controlling the time span allocated for possible retransmissions. Therefore, we set (17) In order to derive the delay bound for ordinary transmissions, (1) is rephrased as (18) As for the ordinary transmission, the new deadline of each retransmission, i.e., the isolated maximum queueing delay can be calculated by subtracting all other delays from the delay bound (further elaborated on at a later point in this paper) (19) where (20) The last possible retransmission has no ACK answer which results in fewer delay components. In (20) , is included as the maximum blocking time introduced by a packet with a longer deadline (thereby actually having a lower priority), as its nonpreemptive transmission already might have been initiated. Additionally, is deducted twice for each, but the last, retransmission attempt. One instance corresponds to the maximum amount of time an ACK might have to wait for a packet onto which it can be piggybacked, while the second instance corresponds to the actual transmission time of that packet (including the piggybacked ACK). The actual delay bound for the last retransmission attempt is (21) while the delay bound for each other retransmission attempt is calculated by (22) The reason for the calculation of these delay bounds is their necessity in the later runtime implementation part of the proposed method, where they are needed for the calculation of the timeout values.
Real-time scheduling analysis is used to check if any traffic allocation over the network, or in this example the point-topoint link, is feasible, i.e., it checks if all messages belonging to the scheduled traffic flows, including their retransmissions, will keep their deadlines. The first condition to be checked is link utilization. It is a necessary, but not sufficient (as the deadlines of any real-time channel are not restricted to be equal to the periods of that channel), condition that the allocated traffic over the network (link) does not exceed 100%. This traffic includes both the ordinary transmissions and the retransmissions. The utilization of a link by periodic real-time traffic can be calculated as follows (23) A second constraint has to be fulfilled in order to ensure the feasibility of the traffic allocation over the link. For the description of this second part of the feasibility check, a number of concepts, originating from the area of real-time scheduling, have to be introduced. Firstly, a hyper period, HP, is the least common multiple of all periods of the RT channels, i.e., the interval defined by the starting point when the periods of all traffic flows start at the same time to the finishing point when they again start at the same time. The next key word necessary for the analysis is the principle of a busy period, BP, which is any interval within HP when the link is busy. Lastly, the so called workload function, , has to be introduced. The workload function measures the traffic demand over the point-to-point link. Originally, this function was designed for the control of the processor demand in a real-time system, but due to the assumption of EDF scheduling, this analysis can be adapted for analyzing traffic allocations [27] , and used for a network in a similar manner. Generally speaking, , is the sum of the transmission times for all message instances of all RT channels which have an absolute deadline that is less than or equal to a point in time . This point in time signifies the number of time units elapsed since the beginning of HP, the reason being that the synchronous traffic pattern where all RT channels' periods start at the same time is the worst-case in terms of workload (in this case leading to the worst-case delay) [28] - [30] . This also includes retransmission RT channels starting their periods at the same time even though not true in practice, since retransmissions always take place later than the ordinary transmissions. This assumption introduces thereby a certain amount of pessimism into the analysis. The workload function is calculated as (24) It is worth noticing that the summations only include terms for which is equal or greater than the corresponding relative deadline. The workload function is, in its original form, intended for uniprocessor task scheduling and proven to be correct for preemptive EDF scheduling in [30] . Since all delay constants (including blocking time of a nonpreemptable lower priority packet) already have been substracted from the deadlines, (24) is used in a corresponding way as in [30] , where the studied point-to-point link (one direction) corresponds to a processor. The second constraint, introduced by [28] , [29] , and generalized by [30] , was added in order to be able to insure the continued feasibility of the traffic allocation even in case a new traffic flow is added. The constraint demands that (25) Unfortunately, this constraint introduces a high amount of computational complexity into the feasibility analysis and therefore does not lend itself to calculation particularly well. However, in [31] a way of reducing the time and memory complexity is presented. It is possible to reduce the number of instances of evaluation to the instances of absolute message deadlines during an interval upper bounded by , the first busy period in the first hyper period of the schedule where all periods start at time zero, i.e., (26) where (27) Only in the case when both the utilization constraint and the feasibility constraint are fulfilled, a feasible traffic allocation can be guaranteed, i.e., only then will it be possible to guarantee that no deadlines will be missed.
In the runtime implementation of this schedulability test, the utilization and feasibility are checked when a new ordinary RT channel is added, in order to guarantee the requested delay bounds for both the new and existing RT channels (including retransmission RT channels). As new RT channels are not expected to be requested very frequently, the computational demands of this admission control will not be very high. In case all RT channels are known at design stage or system startup, the analysis can be made offline instead.
V. ANALYSIS WITHOUT THE ASSUMPTION OF PIGGYBACK ACKNOWLEDGMENT
In case ACKs are not piggybacked onto data packets, parts of the analysis have to be adapted. In order to be able to integrate this kind of ACK communication into the analysis, a dedicated RT channel for ACK packets is introduced, acknowledging data packets belonging to any of the RT channels in the opposite direction. The ACK RT channel is defined by its period, , i.e., the minimum time allowed between two consecutive ACK packets eligible for transmission, its deadline , i.e., the maximum queueing delay experienced by any individual ACK packet, and , the transmission time of each ACK packet, calculated by (28) where is the length of the ACK packet including the header. Consequently, (12) can now be rewritten in the following way: (29) The two instances of have been exchanged with one instance of as the worst-case waiting time for an ACK packet until it is eligible for transmission, and one instance of as the maximum queueing delay experienced by an ACK packet, including the actual transmission time of this ACK packet.
can be set sufficiently long to acknowledge several data packets at a time without resulting in a too high degree of utilization of the link capacity, but at the same time short enough to avoid the addition of too much delay in (29) . can, with benefit, be set to a low value, corresponding to a short deadline, to normally have priority over data packets.
Regarding the retransmission channels, (20) has to be adapted the same way as (12) , affecting the result of (19) . Equation (20) is therefore rewritten as (30) The delay bound for each retransmission attempt except the last one, originally calculated in (22) , to be used in the runtime implementation for timeout calculations, is given by (31) Further adaptation is needed in the utilization check [(23) ] by adding the needed additional network capacity for ACK packets (32) Also, the workload function [ (24)] is extended with a term for the ACK packets (33) where if is true, otherwise, zero. The argument made in connection with (24) on why the workload function can be used in this context still holds.
VI. SIMULATION ANALYSIS
For the validation of the suggested ARQ scheme and evaluation of its performance, two types of simulations have been conducted. In the first simulation, a schedulability analysis is implemented that calculates to which degree the communication link is utilized by the simulated hard real-time traffic, not including any possible retransmissions. The calculations are made by first letting the simulator generate requests for RT channels and by then checking the number of accepted channels according to the real-time scheduling analysis. The bandwidth utilization when using the presented scheme is compared to the case of solely having ordinary RT channels without any retransmission scheme. More strictly, the utilization ( axis) is defined as the sum of every accepted ordinary RT channel's utilization [the term inside the first pair of parentheses in (23)] for a specific number of requested ordinary RT channels ( axis). The second type of simulation is on the packet level, observing the communication channel in order to analyze the traffic which has been generated in the first simulation. Packet transmissions and retransmissions are measured making possible calculations of the average MER depending upon if the proposed retransmission scheme is utilized or not.
The simulator is implemented in MATLAB. In both simulations, the assumed bit rate over the full-duplex physical link is 50 Mbit/s in each direction for reasons of simplicity. This choice of bit rate is influenced by bit rates in current wireless local area network (WLAN) technology. The maximum packet length is set to , the propagation delay in one direction is assumed to be s ( , i.e., many control systems and embedded systems will have an even shorter propagation delay), and the length of each ACK packet is defined to be . The assumed packet length is slightly shorter than possible in today's WLAN technology. The reason for this is that industrial communication systems often use shorter packets than typical LANs do. This situation, however, might change in the future, as, e.g., Internet connection might be necessary in certain contexts. The parameters , and are assumed to be negligible in the simulations, as they are constants that normally have values of negligible size, and are therefore set to zero. Moreover, ACKs are assumed to comprise a sufficient amount of redundancy for error correction resulting in a negligible error rate. Additionally, support for piggyback ACKs is assumed to exist. An implementation without the possibility of piggyback would lead to less efficient bandwidth utilization. While the formalities for an exact analysis are given in Section V, the study of other parameters, trying to examine the potential of the presented method, was prioritized in this simulation study.
The parameters for each generated ordinary RT channel are chosen randomly (with even distribution) from one of the four traffic classes listed in Table II (except for one simulation discussed later). The BER, is varied between the values , , and . For substantially higher BERs, error correcting codes can be used to initially lower the BER (or packet-error rate) experienced by the ARQ protocol [11] . Another way to initially reduce the BER is using robust transceiver design, e.g., by using multiple antennas [32] , [33] . While the error probability   TABLE II  PARAMETERS OF THE FOUR DIFFERENT TRAFFIC CLASSES  USED IN THE SIMULATIONS   TABLE III  CASE DEFINITIONS FOR DIFFERENT NUMBER OF RETRANSMISSION CHANNELS  USED IN THE SIMULATIONS is constant for the first four cases presented in this simulation study, the section concludes with a study of the performance of the retransmission scheme under bursts of errors. Three different cases are defined in Table III to specify traffic scenarios used in the first simulations. The number of retransmission channels is set to 4 or 8, while the number of retransmission attempts is varied from 1 to 2 and 4. While the period and packet length of the retransmission channels stay the same during all three cases, the values of the retransmission channel deadlines are set to values giving roughly the same utilization penalty when using the retransmission scheme. Cases with the number of retransmission channels equal to the number of retransmission attempts have also been simulated. However, no graphs are shown for those cases since it is advantageous, and therefore recommended, to always have more retransmission channels than attempts. The reason for this recommendation is that it is otherwise rather unlikely that enough retransmission channels are free to be used when the maximum number of attempts is needed. As an example, however, it can be mentioned that for a case with four retransmission channels and otherwise an identical setup as Case #3 in Table III , the MER showed to be more than two orders of magnitude higher than for Case #3.
In Figs. 6-11, the utilization (a) and the MER (b) are shown for both a link with the retransmission scheme (unbroken lines) and a link without it (dashed lines). For each axis value, the axis value is the average of at least 1000 simulations, with the duration of 10-100 hyper periods each for the packet level simulations. The MER for the cases without retransmissions can be verified by basic calculations due to the known BER and message length.
[Simulated values are shown in all figures depicting the MER, i.e., labeled (b), and printed with a dashed line.] Assuming a BER and a message length in bits, the MER can be calculated as follows: (34) Figs. 6 and 7 show the simulation results when using one retransmission attempt over four retransmission channels with the parameters s, s, and . For this case, Case #1, BERs of (not shown in any figure), and were simulated. As shown in the two sets of figures for the lower BERs, when introducing the Fig. 6 . Simulation results when supporting one retransmission attempt and having four retransmission channels, each with the parameters P = 2ms, D = 300 s, and L = 1 000 bits. The bit error rate was set to BER = 10 . Fig. 7 . Simulation results when supporting one retransmission attempt and having four retransmission channels, each with the parameters P = 2ms, D = 300 s, and L = 1 000 bits. The bit error rate was set to BER = 10 . retransmission scheme for this case, the utilization for ordinary RT channels is just reduced by a few percentage points at saturation. Nevertheless, a reduction of the MER of almost two orders of magnitude is achieved for the BER of , and almost three orders of magnitude for the BER of . At the BER of , a 5% utilization penalty still improved the average MER by one order of magnitude. The lower the BER, the higher the grade of improvement that can be reached through the proposed retransmission scheme, while keeping the utilization penalty at a nearly constant level. At low numbers of requested RT channels, all RT channels are easily accepted regardless whether retransmission channels also shall be supported or not. The two curves in each utilization graph [Figs. 6(a)-11(a)] therefore follow each other well up to a certain number of requested RT channels.
The simulation results for Case #2 are shown in Figs. 8 and 9. Compared to Case #1, there now are two retransmission attempts over the four retransmission channels, while the deadline of the retransmission channels has been doubled to s. This change of deadline has been triggered by the fact that doubling the amount of (possible) retransmission leads to more packets competing, and therefore the possibility of sending the retransmission before the deadline increases when the deadline is extended. The BERs for which the results are shown in the figures are and , while almost no message error could be detected for a BER of when using the retransmission scheme. Due to this lack of sufficient error measurements, no statistic conclusions could be drawn and therefore this figure is excluded from this evaluation. Fig. 8 shows the results for . An improvement of the MER of about 1.5 orders of magnitude can be reached, while the utilization for ordinary RT channels only is reduced by a few percentage points at saturation. When decreasing the BER to , a similar utilization penalty results in an improvement of four orders of magnitude of the MER (see Fig. 9 ). Again, one can see that the grade of improvement, regarding the MER, is higher at lower values of BER.
The last case specified in Table III assumes four retransmission attempts over eight retransmission channels. The parameters defining the retransmission channels are , s, and . Simulations with two Fig. 8 . Simulation results when supporting two retransmission attempts and having four retransmission channels, each with the parameters P = 2 ms, D = 600 s, and L = 1 000 bits. The bit error rate was set to BER = 10 . Fig. 9 . Simulation results when supporting two retransmission attempts and having four retransmission channels, each with the parameters P = 2 ms, D = 600 s, and L = 1 000 bits. The bit error rate was set to BER = 10 . different BERs were done, and . As already resulted in zero message errors registered by the simulator when using the presented retransmission scheme, no lower BER was tested. The figures showing the results for are omitted due to this lack of sufficient error measurements. Fig. 10 shows the results for the highest BER tested, . The choice of retransmission parameters (number of retransmission channels, number of retransmission attempts and deadline for the retransmission channel) leads to a higher utilization penalty at the saturation point compared to Case #1 and Case #2. However, the improvement of the MER of four orders of magnitude, despite the high BER, is considerable.
As mentioned in the beginning of this section, one simulation that was conducted is not included in the earlier traffic specifications. The reason for that are the different characteristics of this simulation. The choice of parameters this time has been guided by the question if a high grade of improvement could be reached for some traffic situations while still trying to keep the utilization penalty at a very low level. The chosen parameters for the traffic classes and the retransmission channels can be found in Tables IV and V, respectively. Fig. 11 shows, assuming a BER of and the given parameters, that a substantial decrease of the MER can be achieved. The improvement was measured to almost five orders of magnitude, while the utilization penalty stayed at merely a few percentage points at saturation. These results are contributed to a favorable combination of different parameter characteristics, as, e.g., the high number of retransmission channels which simplify the schedulability of the retransmissions, and the high deadline-period ratio of the data traffic, where the relative deadlines are twice the length of the periods. Even this increases the possibility of a successful, i.e., feasible, retransmission schedule. Furthermore, the choice of retransmission channel parameters, in particular, the long period, results in a low utilization penalty. When lowering the BER to , no message errors could be detected by the simulator, and therefore the simulation for was omitted. In order to include a study of the performance of the retransmission scheme under bursts of errors, not uncommon in wireless networks, Case #2 in Table III has been simulated assuming the Gilbert-Elliot error model. According to this model, two error states ("good state" and "bad state") are defined. In this Fig. 10 . Simulation results when supporting four retransmission attempts and having eight retransmission channels, each with the parameters P = 2 ms, D = 900 s, and L = 1 000 bits. The bit error rate was set to BER = 10 . Fig. 11 . Simulation results when supporting five retransmission attempts and having 25 retransmission channels, each with the parameters P = 50 ms, D = 3 ms, and L = 1 000 bits. The bit error rate was set to BER = 10 .   TABLE IV  PARAMETERS OF THE FOUR DIFFERENT TRAFFIC CLASSES  USED IN THE LAST SIMULATION   TABLE V  CASE DEFINITIONS FOR DIFFERENT NUMBER OF RETRANSMISSION CHANNELS  USED IN THE LAST SIMULATION case, BERs of for the good state and the bad state are assumed. A state transition is possible every 2 ms with probabilities of 0.995 and 0.96 to remain in the good and the bad state, respectively. Those probabilities correspond to average times in the good state of 400 ms and in the bad state of 50 ms. The results are shown in Fig. 12 . The bad state can be seen to increase the MER substantially compared to a constant BER of [see Fig. 9(b) ], but is still better than a constant BER of [see Fig. 8(b) ].
In order to investigate the approximate execution time of the schedulability test, an isolated run of this test was conducted assuming the parameters from Fig. 12, i. e., Case #2 with the Gilbert-Elliot error model. Running each of the 70 axis values (i.e., sets of RT channels of increasing size) 1000 times in order to get smooth (averaged) curves resulted in 70 000 individual schedulability tests performed during the simulation. These runs took six seconds on a PC with a 3.0 GHz Pentium 4 processor with hyper-threading, which means an average execution time per test of 86 s. To verify this measurement, this simulation was run 10 000 times, which took 60 s. The average number of RT channels per test was 32.3, excluding the four retransmission channels. As the addition of new RT channels can be assumed to be relatively infrequent, 86 s is regarded as an acceptable value. Moreover, this execution time can be shortened significantly by optimizing the code for speed and by not running it by a MATLAB interpreter. 
VII. CONCLUSION
This paper summarizes research done so far for creating this framework for reliable communication over a wireless link, using retransmissions at the same time as delay bounds for ordinary transmissions can still be guaranteed. The framework is studied for the example of a point-to-point link, assuming EDF scheduling. An extensive simulation study was conducted, evaluating the performance of the proposed retransmission scheme in terms of both utilization overhead and improvement in MER. The study showed clearly that, under the assumption of parameters typical for a wireless network, a reduction of the MER by several orders of magnitude was possible while still keeping the utilization overhead at a reasonable level. A real-time analysis for the case of both piggybacked ACKs and nonpiggybacked ACKs has been developed.
Working with this framework has opened up several possibilities of future research. Work currently in progress is studying the relations and dependencies between different design parameters in the retransmission scheme, as, e.g., the number of retransmissions or the period of the retransmission channel. In the future, an extension to the framework is planned to address both wireless multihop networks, other scheduling policies, as, e.g., first-come first-serve scheduling, and make adaptations for specific underlying wireless communication standards. As retransmission schemes also exist on the link layer, a comparative study of link layer and transport layer retransmission could give valuable results on when per-hop retransmission might be preferable, compared to end-to-end retransmissions.
