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The selective decay phenomena have been observed by physicists for many dynamic
ﬂows such as Navier–Stokes ﬂows, barotropic geophysical ﬂows, and magnetohydrodynamic
(MHD) ﬂows in either actual physical experiments or numerical simulations. In the
previous paper (M.-Q. Zhan, 2010 [20]), the author showed the validity of the selective
decay principle for the 2D magnetohydrodynamic (MHD) ﬂows in the case of small
magnetic Prandtl number. In this paper, we shall show the validity of the selective decay
principle for the 2D magnetohydrodynamic (MHD) ﬂows for any magnetic Prandtl number
with periodic boundary conditions.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
One of the interesting principles that characterize the large time asymptotic states of turbulent ﬂows is the selective
decay principle. This principle states that, due to the transfer of the dissipated quantities to short wavelengths where
the dissipation coeﬃcients become effective, one or more ideal invariants are dissipated more rapidly relative to another
in the turbulent process. In other words, in the selective decay process associated with turbulence, nonlinearity causes a
preferential migration of one or more invariants to higher wavenumber, and another to lower wavenumber.
The selective decay principle has been proposed and veriﬁed numerically by many leading physicists for 2D Navier–
Stokes ﬂows (Matthaeus et al. [16], Montgomery et al. [17]), barotropic geophysical ﬂows and magnetohydrodynamic (MHD)
ﬂows (Brown [2], Matthaeus and Montgomery [15]).
For example, in two-dimensional Navier–Stokes ﬂow, numerical results found that the energy tends to migrate towards
large scales, and the enstrophy towards small scales. When dissipation is reinstated, selective decay is the result, because
enstrophy ﬁnds a stronger damping at the small scales, while energy persists at the long wavelengths (Biskamp [1]).
From the mathematical point of view, to justify the selective decay process for the turbulence, one must verify two
things: (1) the faster decay of excitations at smaller scales, and (2) the action by the nonlinear terms to place the selectively
decayed quantity preferentially at smaller scales (spectrum transfer).
Rigorous mathematical justiﬁcations of the faster decay of excitations at smaller scales have been carried out for both
Navier–Stokes ﬂow (Constantin and Foias [3], Foias et al. [5–7], Majda and Holen [12]) and barotropic geophysical ﬂows
(Embid and Majda [4], Majda and Holen [12], Majda and Wang [13,14]). The justiﬁcation of the action by the nonlinear
terms to place the selectively decayed quantity preferentially at smaller scales has only been carried out in some less
rigorous ways for the 2D Navier–Stokes ﬂow (see Kraichnan [8–10]).
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tohydrodynamic (MHD) ﬂows in the case of small Prandtl number. In this paper, we shall show the validity of the selective
decay principle for the 2D magnetohydrodynamic (MHD) ﬂows for large Prandtl number. Further research will be carried
out to investigate how the action by the nonlinear terms places the selectively decayed quantity preferentially at smaller
scales and the stability of the selective decay states.
The two-dimensional MHD in the vorticity-ﬂux form is (see for instance Longcope and Strauss [11], Singh et al. [18])
φt + J (φ,φ) − J (ψ,ψ) − μ2φ = 0, (1.1)
ψt + J (φ,ψ) = νψ, (1.2)
where
J ( f , g) = fxgy − f y gx
is the Jacobi operator, ω = φ is the vorticity, ψ is the magnetic ﬂux, φ is the velocity ﬂux (also called stream function),
v = ∇⊥ψ = 〈−∂yψ,∂xψ〉
is the magnetic ﬁeld,
u = ∇⊥φ = 〈−∂yφ, ∂xφ〉
is the velocity, and
j˜ = −ψ
is the current. The kinematic viscosity μ is a reciprocal Reynolds number and the magnetic diffusivity ν is a reciprocal of a
magnetic Reynolds number. Both μ and ν are positive constants.
We will supply the 2D MHD with the periodic boundary conditions for both equations on the region deﬁned by T 2 =
[0,2π ] × [0,2π ], and assume the zero average conditions ∫T 2 φ dxdy = ∫T 2 ψ dxdy = 0 for the initial values.
Unlike the Navier–Stokes and the barotropic geophysical ﬂows where only two major physic invariants, energy and en-
strophy, are involved in the study of the selective decay principle (according to the work of Majda and Wang [13], the
angular moment, another conserved quantity, may play a signiﬁcant role as well in the intermediate time), several physical
invariants can be deﬁned and compared for the 2D MHD:
1. The total energy E = ‖u‖2 + ‖v‖2 with dissipation rate:
d
dt
E = −μ‖φ‖2 − ν‖ψ‖2 = −
∫ (
ν j˜ 2 + μω2)dxdy;
2. The enstrophy E = ‖φ‖2 with dissipation rate:
d
dt
E = 2
∫
J (ψ,ψ)φ dx− 2μ‖∇ω‖2;
3. The mean square vector potential A = ‖ψ‖2 with dissipation rate:
d
dt
A = −2ν‖∇ψ‖2;
4. The mean square current J = ‖ψ‖2 with dissipation rate:
d
dt
‖ψ‖2 = −2ν‖∇ψ‖2 − 2〈 J (φ,ψ),2ψ 〉;
5. And the cross-helicity Hc =
∫
u · v dxdy = ∫ ∇φ · ∇ψ dxdy with dissipation rate:
d
dt
Hc = −(μ + ν)
∫
j˜ωdxdy.
Since the invariants decay at different rates related to μ, ν as t → ∞, we have more than one way to choose a set of
invariants to compare. And different set of the invariants may lead to different ﬁnal states in a closed system. An exten-
sively studied case shows that the selectively dissipated quantity is energy, while the nearly-conserved quantity is mean
square vector potential. In this case the ﬁnal state is a static constant-λ force-free ﬁeld (Matthaeus and Montgomery [15],
Brown [2], Biskamp [1]). A magnetic ﬁeld is called constant-λ force-free if the Lorentz force vanishes such that ψ = −λψ,
where λ is a constant. Such force-free states play an important role in reversed-ﬁeld-pinch plasmas. They also serve as
model ﬁelds in low-β astrophysical systems, for instance coronal loops (Biskamp [1]).
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energy but the nearly-conserved quantity is the cross-helicity. The ﬁnal state is the so-called pure Alfvènic state (Stribling
et al. [19], Biskamp [1]).
One more complexity presented in the MHD is that the MHD has two dissipation parameters that govern the longtime
dynamic of the ﬂow. Numerical simulation indicates that the ratio p = νμ , of the parameters, called magnetic Prandtl num-
ber, plays a more important role than individual parameters themselves. In practice p varies considerably depending on the
medium, for example p ≈ 7 for water, p ≈ 0.7 for air, p ≈ 10−5 in the liquid core of the Earth, and p 
 1 in dilute plasmas
(Biskamp [1]).
For a subcase of case p < 1, we had present a rigorous mathematical analysis that not only shows the existence of the
decayed state but the decay of the ψ to the state with any given initial data in Zhan [20].
Before we state the main result we had proven in Zhan [20] and the improved result we shall prove in this article, let
us introduce the following notations. Let
C(t) = EA =
‖∇φ(t)‖2 + ‖∇ψ(t)‖2
‖ψ(t)‖2
be the generalized Dirichlet quotient, and
b(t) = ‖∇φ(t)‖
2
‖ψ(t)‖2 and a(t) =
‖∇ψ(t)‖2
‖ψ(t)‖2 .
Notice that a(t) is the Dirichlet quotient for ψ and C(t) = b(t) + a(t). Furthermore, let φ˜ = φ‖ψ‖ , ψ˜ = ψ‖ψ‖ , and a∞,ψ(0) =
limsupt→∞ a(t).
With the above deﬁnitions, we had proved the following main result in Zhan [20],
Theorem 1.1. In the absence of external forces, for any initial data with ψ(0) = 0, and ﬁnite mean square vector potential, when the
ratio p = νμ of the kinematic viscosity μ and the magnetic diffusivity ν satisﬁes the condition pa∞,ψ(0) < 1, the 2D magnetohydro-
dynamic (MHD) ﬂows possess the following selective decay principle: there exists an eigenvalue a∗ of the Laplacian such that
lim
t→∞ C(t) = a
∗. (1.3)
And, φ˜ → 0 as t → ∞ weakly in H2 but strongly in H1.
Moreover, for any increasing sequence of times {t j}∞j=1 such that t j → ∞, there exist a subsequence {t jk }∞k=1 and a selective decay
state ψ∗ corresponding to the eigenvalue a∗, so that∥∥∇ψ˜(t jk ) − ∇ψ∗∥∥→ 0 and ∥∥∇φ˜(t jk )∥∥→ 0 as k → ∞. (1.4)
The main pitfall with the aforementioned result is the dependence of a∞,ψ(0) on the initial data ψ(0). The possible
dependence of a∞,ψ(0) on the initial data ψ(0) makes the result less desirable, especially when we don’t know what kind
of dependence it possess. If a∞,ψ(0) → ∞ when ‖ψ(0)‖ → 0, that would require ν = 0!
In the present work, we extend the result to the case of arbitrary p > 0 by removing the condition pa∞,ψ(0) < 1. Namely,
we can prove
Theorem 1.2. In the absence of external forces, for any initial data with ψ(0) = 0, and ﬁnite mean square vector potential, for any
kinematic viscosityμ and the magnetic diffusivity ν, the 2Dmagnetohydrodynamic (MHD) ﬂows possess the following selective decay
principle: there exists an eigenvalue a∗ of the Laplacian such that
lim
t→∞ C(t) = a
∗. (1.5)
And, φ˜ → 0 as t → ∞ weakly in H2 but strongly in H1.
Moreover, for any increasing sequence of times {t j}∞j=1 such that t j → ∞, there exist a subsequence {t jk }∞k=1 and a selective decay
state ψ∗ corresponding to the eigenvalue a∗, so that∥∥∇ψ˜(t jk ) − ∇ψ∗∥∥→ 0 and ∥∥∇φ˜(t jk )∥∥→ 0 as k → ∞. (1.6)
Notice that our results explore the consequences of assuming decay of the total energy E to its minimum value compat-
ible with conservation of the mean square vector potential A. We have shown that the decayed state is one in which the
mean square vector potential has crowded into the longest wavelengths permitted by the periodic boundary conditions and
the kinetic energy has been dissipated. This is a situation with a ﬁnite dc nonuniform magnetic ﬁeld and a ﬁnite pressure
gradient (Biskamp [1]).
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important role in determining the rate of convergence to the selective decay state. On the other hand, as discussed below,
in the cases μ = ν, and μ < ν, one might be able to show that different selective decay states than the ones discussed in
this article may exist.
The methods we developed so far would also be applied to the following mathematically interesting (and physically
possible) selective decay scenarios. Each scenario would involve a different set of ideal invariants:
Scenario one (μ= ν): The velocity ﬂux and the magnetic ﬂux dissipate at comparable speed.
Even though our results in this paper show that we still be able to explore the consequences of assuming decay of the
total energy E to its minimum value compatible with conservation of the mean square vector potential A, there are cases
in which neither the kinetic energy nor the magnetic energy will have all dissipated while the other decays to a minimum
value. Therefore it is also interesting to consider the decay of the sum of the enstrophy E and the mean square current J
to its minimum value compatible with conservation of the total energy E.
Let E(φ,ψ) = E0 be ﬁxed, we will minimize
min(E + J ).
The Lagrange multiplier method should result
2ψ = −λψ and 2φ = −λφ,
as  is invertible, let Λ j be the eigenvalues, with associate eigenstates
φ j =
∑
|k|2=Λ j
Bke
ikx and ψ j =
∑
|k|2=Λ j
Ake
ikx,
we have
J (φ,φ) = J (ψ,ψ) = 0.
Let k = 〈k1,k2〉, we further have
∂xe
ikx = k1 and ∂yeikx = k2,
J (φ j,ψ j) =
∑
|k|2=Λ j
[Bkk1Akk2 − Bkk2Akk1]ei
kx = 0.
Once again, J (∇φ,∇ψ) = 0 indicates that the 2D MHD equations become linear
φt − μ2φ = 0, (1.7)
ψt − νψ = 0, (1.8)
which have solutions
ψ(t) =
∑
|k|2=Λ j
Ak(0)e
ikxe−νΛ jt and φ(t) =
∑
|k|2=Λ j
Bk(0)e
ikxe−μΛ jt .
Hence the 2D MHD equations still preserve the states in this scenario.
Scenario two (μ < ν): The velocity ﬂux dissipates slower than the magnetic ﬂux.
Similarly, the result of this paper shows that we are still able to explore the consequences of assuming decay of the total
energy E to its minimum value compatible with conservation of the mean square vector potential A.
On the other hand, the results for the Navier–Stokes and the barotropic geophysical ﬂows suggest that, instead of con-
sidering the kinetic energy decaying to its minimum value, we could also expect the sum of enstrophy E and the magnetic
energy ‖v‖2 will decay to its minimum value while the kinetic energy e = ‖u‖2 is conserved.
Let e = ‖u‖2 = e0 be ﬁxed, we want to minimize the sum of enstrophy and the magnetic energy,
min(E + J ).
The Lagrange multiplier method shows
2φ = −λφ and 2ψ = 0.
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ψ = 0 and φ = −λφ.
Let Λ j be the eigenvalues, and
φ j =
∑
|k|2=Λ j
Bke
ikx
be the corresponding states. Since
J (φ,ψ) = J (φ,φ) = J (ψ,ψ) = 0,
the equation for ψ is trivially satisﬁed and the equation for φ becomes a linear parabolic equation,
(φ)t − μ2φ = 0,
which has a state-preserving solution
φ(t) =
∑
|k|2=Λ j
Bk(0)e
ikxe−μΛ jt .
This shows that the decayed state is similar to the states possessed by the barotropic geophysical ﬂows. This is under-
standable as when ψ = 0, the equation for φ is the equation that describes the barotropic geophysical ﬂows.
The paper is organized in such a way that, in Section 2, we will recall some results of our previous paper (Zhan [20])
that show the timely exponential decay of the relevant quantities which will be used in proving the decaying of ψ and φ
to decayed states. We will also prove an elementary result concerning existence of limit of a given function at inﬁnity. This
result plays important role in extending the main result of our previous paper (Zhan [20]) to the case of arbitrary magnetic
Prandtl number p > 0. In Section 3 we will state and prove our main results.
2. The preliminaries
In this section we present the exponential decay in time of various quantities that are needed in the proof of decaying
of ψ and φ to the selective states. We also prove an elementary result concerning existence of limit of a given function at
inﬁnity.
As pointed out in the introduction, we will supply the 2D MHD with the periodic boundary conditions for both equations
on the region deﬁned by T 2 = [0,2π ] × [0,2π ], and assume the zero average conditions ∫T 2 φ dxdy = ∫T 2 ψ dxdy = 0.
We begin our exposition with the of following decay results.
Proposition 2.1.
(1) The total energy E(t) = ‖u‖2 + ‖v‖2 and the mean square vector potential A(t) = ‖ψ‖2 decay exponentially in time as t → ∞.
In fact, there exists a constant C depending on the initial data such that
E(t) Ce−2δt, and A(t) Ce−2νt, (2.1)
∞∫
0
∥∥φ(t)∥∥2 + ∥∥ψ(t)∥∥2 dt < ∞, (2.2)
where δ =min{μ,ν}.
(2) The sum of the enstrophy E and the mean square current J decays exponentially as t → ∞. That is, there exists a constant C
depending only on the initial data such that for t1 large, we have∥∥ψ(t)∥∥2 + ∥∥φ(t)∥∥2  Ce− 32 δ(t−t1)(∥∥ψ(t1)∥∥2 + ∥∥φ(t1)∥∥2), (2.3)
∞∫
0
∥∥∇φ(t)∥∥2 + ∥∥∇ψ(t)∥∥2 dt < ∞. (2.4)
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∞∫
0
∥∥2φ(t)∥∥2 + ∥∥2ψ(t)∥∥2 dt < ∞. (2.6)
Proof of (1). It is easy to see the following identity,
d
dt
‖ψ‖2 + 2ν‖∇ψ‖2 = 0,
d
dt
(‖∇φ‖2 + ‖∇ψ‖2)+ 2(μ‖φ‖2 + ν‖ψ‖2)= 0.
Then the Poincaré inequalities
‖ψ‖2  ‖∇ψ‖2, ‖∇ψ‖2  ‖ψ‖2,
‖φ‖2  ‖∇φ‖2, and ‖∇φ‖2  ‖φ‖2
show the results.
Proof of (2). First we have∣∣∣∣
∫
2 J (ψ,ψ)φ dxdy
∣∣∣∣ 2
∫
|∇ψ ||∇ψ ||φ|dxdy
 ν
8
‖∇ψ‖2 + 16
ν
∫
|φ|2|∇ψ |2 dxdy
 ν
8
‖∇ψ‖2 + 16
ν
‖φ‖2‖∇ψ‖2∞
 ν
8
‖∇ψ‖2 + C‖φ‖2‖∇ψ‖‖∇ψ‖ (Agmon inequality)
 ν
4
‖∇ψ‖2 + C‖φ‖4‖∇ψ‖2, (2.7)
and notice that
∂x J (φ,ψ) = J (∂xφ,ψ) + J (φ, ∂xψ), (2.8)
∂y J (φ,ψ) = J (∂yφ,ψ) + J (φ, ∂yψ), (2.9)
so
2
∣∣∣∣
∫
J (φ,ψ)2ψ dxdy
∣∣∣∣= 2
∣∣∣∣
∫
∇ J (φ,ψ)∇ψ dxdy
∣∣∣∣
 2
(‖φ‖‖∇ψ‖∞ + ‖ψ‖‖∇φ‖∞)‖∇ψ‖
 2‖φ‖‖∇ψ‖ 12 ‖∇ψ‖ 32 + 2‖ψ‖‖∇φ‖ 12 ‖∇φ‖ 12 ‖∇ψ‖
 μ
4
‖∇φ‖2 + ν
4
‖∇ψ‖2 + C‖φ‖4‖∇ψ‖2 + C‖ψ‖4‖∇φ‖2
 μ
4
‖∇φ‖2 + ν
4
‖∇ψ‖2 + C(‖∇ψ‖2 + ‖∇φ‖2)(‖ψ‖2 + ‖φ‖2)2. (2.10)
Since
d
dt
(‖ψ‖2 + ‖φ‖2)− 2〈 J (ψ,ψ),φ〉+ 2〈 J (φ,ψ),2ψ 〉+ 2(μ‖∇φ‖2 + ν‖∇ψ‖2)= 0, (2.11)
putting together, we get
d
dt
(‖ψ‖2 + ‖φ‖2)+ 3
2
(
μ‖∇φ‖2 + ν‖∇ψ‖2) C(‖∇ψ‖2 + ‖∇φ‖2)(‖ψ‖2 + ‖φ‖2)2. (2.12)
Let
F (t) = C(∥∥∇ψ(t)∥∥2 + ∥∥∇φ(t)∥∥2)(∥∥ψ(t)∥∥2 + ∥∥φ(t)∥∥2),
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∞∫
0
F (s)ds < ∞.
Hence,
d
dt
(‖ψ‖2 + ‖φ‖2)+ 3
2
(
μ‖∇φ‖2 + ν‖∇ψ‖2) F (t)(‖ψ‖2 + ‖φ‖2). (2.13)
Elementary argument shows that
∥∥ψ(t)∥∥2 + ∥∥φ(t)∥∥2  (∥∥ψ(t1)∥∥2 + ∥∥φ(t1)∥∥2)
∞∫
0
F (s)ds
is uniformly bounded for all t > t1. Together with (2.1) and (2.2), for t > t1 > 0, we have
F (t) Ce−2δ(t−t1).
Hence,
d
dt
(‖ψ‖2 + ‖φ‖2)+ 3
2
(
μ‖∇φ‖2 + ν‖∇ψ‖2) Ce−2δ(t−t1). (2.14)
With the help of the Poincaré inequalities
‖ψ‖2  ‖∇ψ‖2 and ‖φ‖2  ‖∇φ‖2,
and applying Gronwall’s inequality, we can deduce that, for t1 large enough, we have exponential decay,∥∥ψ(t)∥∥2 + ∥∥φ(t)∥∥2  e− 32 δ(t−t1)(∥∥ψ(t1)∥∥2 + ∥∥φ(t1)∥∥2).
Proof of (3). Recall that the Agmon type inequality indicates that for f ∈ H2,
‖ f ‖∞  C
(‖ f ‖‖ f ‖) 12 and ‖ f ‖L4  C(‖ f ‖‖∇ f ‖) 12 .
This gives
2
∣∣∣∣
∫
J (φ,φ)2ψ dxdy
∣∣∣∣ 2‖∇φ‖∞‖∇φ‖∥∥2ψ∥∥
 C‖∇φ‖ 12 ‖∇φ‖ 32 ∥∥2ψ∥∥
 C‖∇φ‖‖∇φ‖3 + μ
4
∥∥2ψ∥∥2. (2.15)
Notice that
 J (φ,ψ) = (φxψy) − (φyψx)
= φxψy + φxψy − φyψx − φyψx + 2∇φx∇ψy − 2∇φy∇ψx
= J (φ,ψ) + 2 J (∇φ,∇ψ) + J (φ,ψ). (2.16)
Then we have
2
∣∣∣∣
∫
 J (φ,ψ)2ψ dxdy
∣∣∣∣ 2∥∥ J (φ,ψ)∥∥∥∥2ψ∥∥
 C
(‖∇φ‖∞‖∇ψ‖ + ‖∇ψ‖∞‖∇φ‖ + ‖φ‖L4‖ψ‖L4)∥∥2ψ∥∥
 C
(‖∇φ‖ 12 ‖∇φ‖ 12 ‖∇ψ‖ + ‖∇ψ‖ 12 ‖∇ψ‖ 12 ‖∇φ‖
+ ‖φ‖ 12 ‖∇φ‖ 12 ‖ψ‖ 12 ‖∇ψ‖ 12 )∥∥2ψ∥∥
 C
(‖ψ‖2 + ‖φ‖2)(‖∇ψ‖4 + ‖∇φ‖4 + ‖∇ψ‖2
+ ‖∇φ‖2)+ ν ∥∥2ψ∥∥2. (2.17)
4
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d
dt
(‖∇ψ‖2 + ‖∇φ‖2)+ 2〈 J (φ,φ),2φ〉− 2〈 J (ψ,ψ),2φ〉
+ 2〈 J (φ,ψ),2ψ 〉+ 2(μ∥∥2φ∥∥2 + ν∥∥2ψ∥∥2)= 0,
putting all together and using (2.15) and (2.17), we get
d
dt
(‖∇ψ‖2 + ‖∇φ‖2)+ 3
2
(
μ
∥∥2φ∥∥2 + ν∥∥2ψ∥∥2)
 C
(‖ψ‖2 + ‖φ‖2)(‖∇ψ‖2 + ‖∇φ‖2 + ‖∇ψ‖4 + ‖∇φ‖4)
 C
(‖ψ‖2 + ‖φ‖2)(1+ ‖∇ψ‖2 + ‖∇φ‖2)(‖∇ψ‖2 + ‖∇φ‖2). (2.18)
And then, using (2.1)–(2.4), we have(∥∥ψ(t)∥∥2 + ∥∥φ(t)∥∥2)(1+ ∥∥∇ψ(t)∥∥2 + ∥∥∇φ(t)∥∥2) ∈ L1[t1,∞),
so we ﬁrst deduce that∥∥∇ψ(t)∥∥2 + ∥∥∇φ(t)∥∥2
is bounded for all t  t1. By (2.3), we have
d
dt
(‖∇ψ‖2 + ‖∇φ‖2)+ 3
2
(
μ
∥∥2φ∥∥2 + ν∥∥2ψ∥∥2) Ce− 32 δ(t−t1). (2.19)
Using Gronwall’s inequality, with the help of the Poincaré inequalities
‖∇ψ‖2  ∥∥2ψ∥∥2 and ‖∇φ‖2  ∥∥2φ∥∥2,
for t1 large enough, we have exponential decay,∥∥∇ψ(t)∥∥2 + ∥∥∇φ(t)∥∥2  Ce− 32 δ(t−t1)(∥∥∇ψ(t1)∥∥2 + ∥∥∇φ(t1)∥∥2). 
Remark 2.2. (2.3) and (2.5) are not optimal. We can actually prove that for any 0 <   12 , we have∥∥ψ(t)∥∥2 + ∥∥φ(t)∥∥2  Ce−(2−)δ(t−t1)(∥∥ψ(t1)∥∥2 + ∥∥φ(t1)∥∥2),∥∥∇ψ(t)∥∥2 + ∥∥∇φ(t)∥∥2  Ce−(2−)δ(t−t1)(∥∥∇ψ(t1)∥∥2 + ∥∥∇φ(t1)∥∥2),
which could enable us to improve the decay rate for ‖φ‖W 2,∞(t) and ‖∇φ˜‖2(t) in the discussions below. Since such im-
provements are not needed in our proof, we choose the fraction 32 just for convenience.
With the proceeding results, we have
Proposition 2.3. ‖φ(t)‖W 2,∞ ∈ L2([0,∞))∩ L1([0,∞)). Furthermore there exists a constant C depending on initial data, δ > 0, and
t1 large enough such that∥∥φ(t)∥∥W 2,∞  Ce− δ4 (t−t1)∥∥φ(t)∥∥ 12H4 , (2.20)∥∥ψ(t)∥∥W 2,∞  Ce− δ4 (t−t1)∥∥ψ(t)∥∥ 12H4 . (2.21)
Proof. Recall that the Agmon type inequality indicates that∥∥φ(t)∥∥W 2,∞  C∥∥φ(t)∥∥ 12H2∥∥φ(t)∥∥ 12H4
 Ce− δ4 (t−t1)
∥∥φ(t)∥∥ 12
H4
via results of Proposition 2.1.
The above inequality also shows that ‖φ(t)‖W 2,∞ ∈ L2([0,∞))∩L1([0,∞)), since ‖φ(t)‖H4 ∈ L2([0,∞)) from Proposition 2.1.
The proof for∥∥ψ(t)∥∥W 2,∞  Ce− δ4 (t−t1)∥∥ψ(t)∥∥ 12H4
is the same. 
Next, we present the following elementary result concerning existence of limit of a given function at inﬁnity. For com-
pleteness, we shall present a proof.
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f (t) g(t1) f (t1), for all t > t1,
then limt→∞ f (t) exists.
Proof. Choose t1 = 1+ t0, we have 0 f (t) g(1+ t1) f (1+ t1) for all t > t1. Hence f (t) is bounded on [1+ t1,∞). Now
suppose limt→∞ f (t) does not exist. Then we could ﬁnd two sequences tn1, tn2 → ∞, as n1,n2 → ∞ such that
lim
n1→∞ f (tn1) = a1 > limn2→∞ f (tn2) = a2.
But, for any ﬁxed n2 and for all n1 large enough such that tn1 > tn2 we have
f (tn1) g(tn2) f (tn2),
hence
lim
n1→∞ f (tn1) = a1  g(tn2) f (tn2).
Let tn2 → ∞ in the above inequality, we get
a1  lim
n2→∞ f (tn2) = a2,
a contradiction. That proves the lemma. 
3. The main results
Inspired by the work of Majda and Wang [14], in [20] we gave the following deﬁnition of the selective decay principle:
Deﬁnition 3.1 (Selective Decay Principle). After a long time, the solutions of the 2D MHD approach those states which mini-
mize the energy for a given mean square vector potential.
The appeal of such principle is that it reduces the calculation of the asymptotic states of the MHD to a simpler problem
in the calculus of variation. As discussed in Majda and Wang [14], the solutions of the MHD may not approach only a
minimizing state, but rather some critical point of the energy. We include in the discussion all states rather than just the
energy minimizers at constant mean square vector potential. For conciseness, we refer to such a critical point of the energy
at constant mean square vector potential as a selective decay state (for detailed discussion and rationale, see Majda and
Wang [14]).
Let
C(t) = EA =
‖∇φ(t)‖2 + ‖∇ψ(t)‖2
‖ψ(t)‖2
be the generalized Dirichlet quotient, and
b(t) = ‖∇φ(t)‖
2
‖ψ(t)‖2 , and a(t) =
‖∇ψ(t)‖2
‖ψ(t)‖2 ,
φ˜ = φ‖ψ‖ , and ψ˜ = ψ‖ψ‖ . We have the following improved results:
Theorem 3.2. In the absence of external forces, for any initial data with ψ(0) = 0, and ﬁnite mean square vector potential, for any
kinematic viscosityμ and the magnetic diffusivity ν, the 2Dmagnetohydrodynamic (MHD) ﬂows possess the following selective decay
principle: there exists an eigenvalue a∗ of the Laplacian such that
lim
t→∞ C(t) = a
∗. (3.1)
And, φ˜ → 0 as t → ∞ weakly in H2 but strongly in H1.
Moreover, for any increasing sequence of times {t j}∞j=1 such that t j → ∞, there exist a subsequence {t jk }∞k=1 and a selective decay
state ψ∗ corresponding to the eigenvalue a∗, so that∥∥∇ψ˜(t jk ) − ∇ψ∗∥∥→ 0 and ∥∥∇φ˜(t jk )∥∥→ 0 as k → ∞. (3.2)
840 M.-Q. Zhan / J. Math. Anal. Appl. 380 (2011) 831–846Notice that φ‖ψ‖ → 0 as t → ∞ weakly in H2 but strongly in H1 shows that the kinetic energy decays to 0 as t → ∞,
with a rate faster than the decay rate of the mean square vector potential.
The proof of this theorem is carried out through a sequence of lemmas stated and proved below,
Lemma 3.3. Let
j(t) = 〈 J (ψ,φ),ψ〉‖ψ‖2 ,
we then have∣∣ j(t)∣∣ C∥∥φ(t)∥∥W 2,∞a(t). (3.3)
Proof. First we notice that
∣∣〈 J (ψ,φ),ψ 〉∣∣= ∣∣∣∣
∫
D
(ψxφy − φxψy)ψ dxdy
∣∣∣∣
=
∣∣∣∣
∫
D
(ψxφy − φxψy)ψxx dxdy +
∫
D
(ψxφy − φxψy)ψyy dxdy
∣∣∣∣
=
∣∣∣∣−
∫
D
φxxψxψy dxdy −
∫
D
φyyψxψy dxdy +
∫
D
φxx
(
ψ2x − ψ2y
)
dxdy
∣∣∣∣
 C
∥∥φ(t)∥∥W 2,∞‖∇ψ‖2. (3.4)
Hence,
∣∣ j(t)∣∣= |〈 J (ψ,φ),ψ〉|‖ψ‖2  C‖φ(t)‖W 2,∞‖∇ψ‖
2
‖ψ‖2  C
∥∥φ(t)∥∥W 2,∞a(t).  (3.5)
First, we prove the convergence of a(t) as t → ∞, taking the derivative with respect to t and using the equation for ψ
we found
d
dt
a(t) = −2(ν‖ψ‖
2 + 〈 J (φ,ψ),ψ〉)
‖ψ‖2 +
2ν‖∇ψ‖4
‖ψ‖4 , (3.6)
for the term ‖ψ‖
2‖ψ‖2−‖∇ψ‖4
‖ψ‖4 , we have
‖ψ‖2‖ψ‖2 − ‖∇ψ‖4
‖ψ‖4 =
1
‖ψ‖2
(‖ψ‖2 − a(t)‖∇ψ‖2)
= 1‖ψ‖2
∥∥ψ + a(t)ψ∥∥2  0. (3.7)
Using the result of Lemma 3.3 and Proposition 2.3, we have, for t > t1,
d
dt
a(t)−2 〈 J (φ,ψ),ψ〉‖ψ‖2  C
∥∥φ(t)∥∥W 2,∞a(t) (3.8)
 Ce− δ4 (t−t1)
∥∥φ(t)∥∥ 12
H4
a(t). (3.9)
Therefore, for any t > t2 > t1, using Gronwall’s inequality we ﬁnd that
a(t) a(t2)eC
∫ t
t2
e−
δ
4 (s−t1)∥∥φ(s)∥∥ 12
H4
ds
(3.10)
 a(t2)eMe
− δ4 (t2−t1)
. (3.11)
Let h(t) = eMe−
δ
4 (t−t1)
, we have limt→∞ h(t) = 1. With the help of Lemma 2.4, we see that a∗ = limt→∞ a(t) exists.
Next, we prove that a∗ is an eigenvalue of −. That is,
−ψ∗ = a∗ψ∗.
And furthermore, we can ﬁnd a sequence t j such that
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j→∞
ψ(t j)
‖ψ(t j)‖ = ψ
∗. (3.12)
For all t > t2, from
d
dt
a(t) = −2ν 1‖ψ‖2
∥∥ψ + a(t)ψ∥∥2 − 2 〈 J (φ,ψ),ψ〉‖ψ‖2 ,∣∣∣∣ 〈 J (φ,ψ),ψ〉‖ψ‖2
∣∣∣∣ C∥∥φ(t)∥∥W 2,∞a(t) a(t2)eMe− δ4 (t2−t1) ,
we have that
∞∫
t2
1
‖ψ‖2
∥∥ψ + a(t)ψ∥∥2 dt ∞. (3.13)
Let {a j} be the set of eigenvalues of operator −, with associate eigenstates ψ j, set
δa = min
j
(|a j − a∗|) and ψ˜ = ψ‖ψ‖ =
∑
j
b jψ j.
We have∑
j
b2j |ψ j|2 = 1,
and there is t3 > t2 such that for all t > t3
min
j
(∣∣a j − a(t)∣∣) 12 δa.
Since for all t > t3, we have
1
‖ψ‖2
∥∥ψ + a(t)ψ∥∥2 = ∥∥( + a(t))ψ˜∥∥2
=
∑
j
(
a j − a(t)
)2
b2j |ψ j|2
min
j
(
a j − a(t)
)2∑
j
b2j |ψ j|2
 1
2
(δa)2, (3.14)
the integrability of 1‖ψ‖2 ‖ψ + a(t)ψ‖2 on [t1,∞) indicates that
δa = 0.
So
a∗ = a j for some j.
To prove the convergence of ψ˜ in strong norm of H1 and weak topology in H2, we state and prove the following lemma.
This lemma asserts that ψ˜ is in L∞([0,∞), H2).
Lemma 3.4. Let g(t) = ‖∇φ(t)‖2 + ‖φ(t)‖L∞ , we have that, for all t > t1 > 0, there is a constant C , independent of initial data,
such that
‖ψ(t)‖2
‖ψ(t)‖2  C
( ∞∫
t1
∥∥∇φ(s)∥∥2 ds + ‖ψ(t1)‖2‖ψ(t1)‖2
)
e
C
∫∞
t1
g(s)ds
.
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d
dt
‖ψ‖2
‖ψ‖2 =
d
dt ‖ψ‖2
‖ψ‖2 + 2ν
‖ψ‖2‖∇ψ‖2
‖ψ‖4
= −2ν ‖∇ψ‖
2
‖ψ‖2 −
〈 J (φ,ψ),2ψ〉
‖ψ‖2 + 2ν
‖ψ‖2‖∇ψ‖2
‖ψ‖4
= −2ν ‖∇ψ‖
2 − a(t)‖ψ‖2
‖ψ‖2 −
〈 J (φ,ψ),2ψ〉
‖ψ‖2 . (3.15)
Notice that
‖∇ψ‖2 − a(t)‖ψ‖2 = ∥∥∇ψ + a(t)∇ψ∥∥2 + a(t)∥∥ψ + a(t)ψ∥∥2. (3.16)
We have
d
dt
‖ψ‖2
‖ψ‖2 −
〈 J (φ,ψ),2ψ〉
‖ψ‖2 . (3.17)
From the identities
 J (φ,ψ) = (φxψy) − (φyψx)
= φxψy + φxψy − φyψx − φyψx + 2∇φx∇ψy − 2∇φy∇ψx
= J (φ,ψ) + 2 J (∇φ,∇ψ) + J (φ,ψ), (3.18)
and 〈
J (φ,ψ),ψ
〉= 0, (3.19)
we have
d
dt
‖ψ‖2
‖ψ‖2 −
〈 J (φ,ψ),2ψ〉
‖ψ‖2
 〈 J (φ,ψ),ψ〉 + 2〈 J (∇φ,∇ψ),ψ〉‖ψ‖2
 C (‖∇φ‖L4‖∇ψ‖L4‖ψ‖ + ‖φ‖L∞‖ψ‖
2)
‖ψ‖2
 C
(‖∇φ‖L4 + ‖φ‖L∞)‖ψ‖2‖ψ‖2 , (3.20)
since the Agmon’s inequality and ‖∇ψ‖ ‖ψ‖ give
‖∇ψ‖L4  C
(‖∇ψ‖‖ψ‖) 12  C‖ψ‖.
On the other hand, using the Agmon’s inequality and Young’s inequality, we have
‖∇φ‖L4  C
(‖∇φ‖∥∥2φ∥∥) 12  C‖∇φ‖ 23 + ∥∥2φ∥∥2. (3.21)
The result of Proposition 2.1 shows that g(t) = ‖∇φ(t)‖L4 +‖φ(t)‖L∞ are in L1([t1,∞)). Using Gronwall’s inequality we
arrive at at the fact that
‖ψ(t)‖2
‖ψ(t)‖2 
‖ψ(t1)‖2
‖ψ(t1)‖2 e
C
∫∞
t1
g(t)dt
(3.22)
is bounded on [t1,∞). 
This lemma shows that ψ‖ψ‖ is bounded in H
2. So we can ﬁnd a sequence t j such that
ψ
‖ψ‖ (t j) converges to ψ
∗ ∈ H2
weakly in H2 and strongly in H1 as t j → ∞. This then leads to the conclusion that
−ψ∗ = a∗ψ∗. (3.23)
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2
‖ψ(t)‖ and a(t) = ‖∇ψ(t)‖
2
‖ψ(t)‖2 , we have the equations for ψ˜ and φ˜,
φ˜t + ‖ψ‖ J (φ˜,φ˜) − ‖ψ‖ J (ψ˜,ψ˜) = μ2φ˜ + νa(t)φ˜, (3.24)
ψ˜t + ‖ψ‖ J (φ˜, ψ˜) = νψ˜ + νa(t)ψ˜. (3.25)
The following lemma shows the convergence of the generalized Dirichlet quotient C(t), as t → ∞.
Lemma 3.5. For the generalize Dirichlet quotient C(t) = a(t) + b(t), where b(t) = ‖∇φ(t)‖2‖ψ(t)‖2 = ‖∇φ˜(t)‖2, as deﬁned in the introduc-
tion, we have, for the t1 > 0 given in Proposition 2.1,
lim
t→∞b(t) = 0,
∞∫
t1
b(s)ds < ∞, (3.26)
and limt→∞ C(t) = limt→∞ a(t) = a∗.
Proof. Multiplying (3.24) by φ˜ and integrating by parts, we have
d
dt
‖∇φ˜‖2 − 2‖ψ‖
∫
J (ψ˜,ψ˜)φ˜ dxdy + 2μ‖φ˜‖2 + 2νa(t)‖∇φ˜‖2 = 0.
Using the fact that ‖∇ψ˜(t)‖2 = a(t) and ‖ψ˜(t)‖ is bounded we can ﬁnd
2
∣∣∣∣
∫
J (ψ˜,ψ˜)φ˜ dxdy
∣∣∣∣ 2‖∇φ˜‖‖∇ψ˜‖∞‖ψ˜‖
 C‖∇φ˜‖‖∇ψ˜‖ 12 ‖∇ψ˜‖ 12
 C
(
a(t)
) 1
4 ‖∇φ˜‖‖∇ψ˜‖ 12 . (3.27)
Hence
2‖ψ‖
∣∣∣∣
∫
J (ψ˜,ψ˜)φ˜ dxdy
∣∣∣∣ C(a(t)) 14 ‖ψ‖‖∇φ˜‖‖∇ψ˜‖ 12
= C(a(t)) 14 ‖∇φ˜‖‖ψ‖ 12 ‖∇ψ˜‖ 12 ‖ψ‖ 12
= C(a(t)) 14 ‖∇φ˜‖‖ψ‖ 12 ‖∇ψ‖ 12
= C(a(t)) 14 ‖∇φ˜‖ 12 ‖∇φ˜‖ 12 ‖ψ‖ 12 ‖∇ψ‖ 12
= C(a(t)) 14 ‖∇φ˜‖ 12 ‖∇φ‖ 12 ‖∇ψ‖ 12
 2νa(t)‖∇φ˜‖2 + C‖∇φ‖ 23 ‖∇ψ‖ 23
 2νa(t)‖∇φ˜‖2 + Ce− 23 δ(t−t1), (3.28)
since ‖∇φ(t)‖2  Ce−2δ(t−t1) and ‖∇ψ(t)‖2  Ce− 32 δ(t−t1) with δ =min{μ,ν} for t > t1 and t1 large.
Now, for t > t1 and t1 large, from ‖∇φ˜‖ ‖φ˜‖, we have
d
dt
‖∇φ˜‖2 + 2μ‖φ˜‖2 + 2νa(t)‖∇φ˜‖2  2‖ψ‖
∣∣∣∣
∫
J (ψ˜,ψ˜)φ˜ dxdy
∣∣∣∣
 2νa(t)‖∇φ˜‖2 + Ce− 23 δ(t−t1). (3.29)
Therefore
d
dt
‖∇φ˜‖2 + 2μ‖∇φ˜‖2  Ce− 23 δ(t−t1). (3.30)
Using Gronwall’s inequality we have, for t > t1 and t1 large,∥∥∇φ˜(t)∥∥2  Ce− 23 δ(t−t1). (3.31)
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lim
t→∞b(t) = 0,
∞∫
t1
b(s)ds < ∞, (3.32)
and limt→∞ C(t) = a∗. 
The following lemma asserts that ‖φ˜(t)‖ is bounded for t  t1, so φ˜ converges to 0 as t → ∞ weakly in H2.
Lemma 3.6. Let g(t) = ‖∇ψ(t)‖ 25 + ‖∇φ(t)‖ 23 + ‖2ψ(t)‖2 , we have, for all t > t1,
‖ψ(t)‖2 + ‖φ(t)‖2
‖ψ(t)‖2 
‖ψ(t1)‖2 + ‖φ(t1)‖2
‖ψ(t1)‖2 e
C
∫∞
t1
(g(s)+b(s))ds
.
Proof. Notice that using ‖∇ψ‖2  C‖2ψ‖‖ψ‖, ‖∇ψ‖ ‖ψ‖ we have∣∣∣∣
∫
2 J (ψ,ψ)φ dxdy
∣∣∣∣ 2‖∇ψ‖∞‖∇ψ‖‖φ‖
 C‖∇ψ‖ 12 ‖∇ψ‖ 32 ‖φ‖
 C‖∇ψ‖ 12 (‖ψ‖ 12 ∥∥2ψ∥∥ 12 ) 32 ‖φ‖
 C‖∇ψ‖ 14 ‖ψ‖∥∥2ψ∥∥ 34 ‖φ‖
 C
(‖∇ψ‖ 25 + ∥∥2ψ∥∥2)(‖ψ‖2 + ‖φ‖2) (3.33)
and
2
∣∣∣∣
∫
J (φ,ψ)2ψ dxdy
∣∣∣∣= 2
∣∣∣∣
∫
∇ J (φ,ψ)∇ψ dxdy
∣∣∣∣
 2‖∇ψ‖(‖∇ψ‖∞‖φ‖ + ‖∇φ‖∞‖ψ‖)
= 2‖∇ψ‖‖∇ψ‖∞‖φ‖ + 2‖∇ψ‖‖∇φ‖∞‖ψ‖
 C
(‖∇ψ‖ 25 + ∥∥2ψ∥∥2)(‖ψ‖2 + ‖ψ‖2)+ 2‖∇ψ‖‖∇φ‖ 12 ‖∇φ‖ 12 ‖ψ‖
 C
(‖∇ψ‖ 25 + ∥∥2ψ∥∥2)(‖ψ‖2 + ‖ψ‖2)+ C‖ψ‖ 32 ‖φ‖ 12 ∥∥2ψ∥∥ 12 ‖∇φ‖ 12
 C
(‖∇ψ‖ 25 + ‖∇φ‖ 23 + ∥∥2ψ∥∥2)(‖ψ‖2 + ‖φ‖2). (3.34)
With these preparations we have
d
dt
‖ψ‖2 + ‖φ‖2
‖ψ‖2
=
d
dt (‖ψ‖2 + ‖φ‖2)
‖ψ‖2 + 2ν
(‖ψ‖2 + ‖φ‖2)‖∇ψ‖2
‖ψ‖4
−2 (μ‖∇φ‖
2 + ν‖∇ψ‖2)
‖ψ‖2 + 2ν
(‖ψ‖2 + ‖φ‖2)‖∇ψ‖2
‖ψ‖4 + Cg(t)
(‖ψ‖2 + ‖φ‖2
‖ψ‖2
)
. (3.35)
Hence,
d
dt
(‖ψ‖2 + ‖φ‖2)
‖ψ‖2  2νb(t)
‖φ‖2 + ‖ψ‖2
‖ψ‖2 + Cg(t)
‖ψ‖2 + ‖φ‖2
‖ψ‖2
 C
(
g(t) + b(t))‖ψ‖2 + ‖φ‖2‖ψ‖2 . (3.36)
Since A = ∫∞t1 (g(s) + b(s))ds < ∞, we have that
‖ψ(t)‖2 + ‖φ(t)‖2
‖ψ(t)‖2 
‖ψ(t1)‖2 + ‖φ(t1)‖2
‖ψ(t1)‖2 e
C A (3.37)
is bounded on [t1,∞). 
M.-Q. Zhan / J. Math. Anal. Appl. 380 (2011) 831–846 845Let a j = a∗ = limt→∞ C(t) be the eigenvalue found before; we introduce the following projector,
Pa j : projection onto the jth energy shell;
Qa−j
: projection onto the lower modes;
Qa+j
: projection onto the higher modes.
To prove our main result, we just need to prove the combination of the following three properties
1. Decay of the lower modes, Qa−j
ψ˜(t) → 0 in H,
2. Decay of the higher modes, Qa+j
ψ˜(t) → 0 in H,
3. Linear dynamics on the jth energy shell, i.e., there exists ξ˜ j such that Pa j ψ˜(t) − ξ˜ j → 0 in H .
The sketch of the proofs of the above three items is given below. The interesting readers can consult our previous paper
(Zhan [20]) or discussions in Majda and Wang [14] for details.
1. For higher modes: Using the equation and projector Qa+j
, we have
1
2
d
dt
‖Qa+j ψ˜‖
2 + ν‖∇Qa+j ψ˜‖
2 − νa(t)‖Qa+j ψ˜‖
2  Ce−νt . (3.38)
Thanks to the Poincaré inequality,
‖∇Qa+j ψ˜‖
2  a j+1‖Qa+j ψ˜‖
2,
taking t0 large enough, we arrive at∥∥Qa+j ψ˜(t)∥∥2  e−ν(a j+1−a j)(t−t0)∥∥Qa+j ψ˜(t0)∥∥2 + Ce−νt . (3.39)
This proves the decay of the higher modes.
2. For lower modes: Here, using the Lyapunov–Perron type technique with the reversed Poincaré inequality (Temam [19]),
from the equation we have
d
dt
(
e−2ν(a j−a j−1)t
∥∥Qa−j ψ˜(t)∥∥2)−Ce−νte−2ν(a j−a j−1)t . (3.40)
Integrating this inequality from t to T (T > t > t0) and letting T approach inﬁnity (‖ψ˜‖ = 1) we get∥∥Qa−j ψ˜(t)∥∥2  e−νt . (3.41)
This proves the decay of lower modes.
3. Linear dynamics on the jth energy shell: Introduce the notation
ψ j = Pa jψ.
We notice that ψ j satisﬁes the equation
d
dt
ψ j + νa jψ j = e−νa jt f ,
where
f = e
νa jt
a j
Pa j J (φ,ψ).
Using the Fourier series representation of ψ j and f , we can ﬁnd a ﬁnal state ψ∞ that solves the linearized
equation
ψ∞ = 0,
and satisﬁes
(I − Pa j )ψ∞ = 0,
846 M.-Q. Zhan / J. Math. Anal. Appl. 380 (2011) 831–846furthermore,
eνa jt
∥∥ψ(t)∥∥= ‖ψ∞‖ + o(1).
Thus
ψ j(t)
‖ψ(t)‖ →
ψ∞
‖ψ∞‖ .
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