Ultrashort electron pulses for diffraction, crystallography and microscopy: theoretical and experimental resolutions by Gahlmann, Andreas et al.
Ultrashort electron pulses for diﬀraction, crystallography and
microscopy: theoretical and experimental resolutions
Andreas Gahlmann, Sang Tae Park and Ahmed H. Zewail*
Received 6th February 2008, Accepted 6th March 2008
First published as an Advance Article on the web 31st March 2008
DOI: 10.1039/b802136h
Pulsed electron beams allow for the direct atomic-scale observation of structures with
femtosecond to picosecond temporal resolution in a variety of ﬁelds ranging from materials
science to chemistry and biology, and from the condensed phase to the gas phase. Motivated by
recent developments in ultrafast electron diﬀraction and imaging techniques, we present here a
comprehensive account of the fundamental processes involved in electron pulse propagation, and
make comparisons with experimental results. The electron pulse, as an ensemble of charged
particles, travels under the inﬂuence of the space–charge eﬀect and the spread of the momenta
among its electrons. The shape and size, as well as the trajectories of the individual electrons, may
be altered. The resulting implications on the spatiotemporal resolution capabilities are discussed
both for the N-electron pulse and for single-electron coherent packets introduced for microscopy
without space–charge.
I. Introduction
In the investigation of complex systems ranging from biology
to chemistry to materials science, it is beneﬁcial to obtain
structural information as a function of time. To achieve this
goal, our laboratory has developed1 the ultrafast techniques of
electron diﬀraction (UED),2 electron crystallography
(UEC)3,4 and electron microscopy (UEM);5 for more details
of the historical development see ref. 1 and references therein.
In striving to identify the relevant degrees of freedom of the
structural dynamics, the experimental tools for investigating
fundamental physical, chemical and biological processes need
to feature ever-improving spatiotemporal resolution. Using
electrons as a probe, the resulting high sensitivity allows for
the use of ultrashort pulsed beams with unprecedented time
resolution, ranging from femtoseconds to picoseconds.
The temporal resolution is mainly determined by the long-
itudinal extent of the electron pulse, while the spatial resolu-
tion limits for both diﬀraction and imaging are determined by
the same requirements that apply to continuous-wave beams.
To establish and possibly improve upon the resolution limits
of ultrafast electron diﬀraction and electron imaging instru-
ments, detailed knowledge of the temporal evolution of elec-
tron pulses becomes crucial. Here, we present a comprehensive
theoretical study of the relevant pulse broadening mechanisms
and investigate their eﬀect on the spatiotemporal resolution in
electron diﬀraction, crystallography, and imaging. The geo-
metrical factors caused by the velocity mismatch between the
optical and electron pulses in a crossed beam arrangement are
treated elsewhere6 and are not considered here. As discussed
below, a tilted pulse geometry circumvents this problem in
UEC.
The electron pulse trajectories are conceptually similar in all
of the above-mentioned instruments. The ultrashort electron
pulse is formed by illuminating a photocathode material with a
pulsed laser beam, thereby generating free electrons by the
photoelectric eﬀect. The free electron packet is then acceler-
ated through an electric ﬁeld and subsequently shaped using
an instrument speciﬁc combination of pinholes, electrostatic
and magnetostatic lenses, as shown schematically in Fig. 1.
However, the number of electrons per pulse varies consider-
ably across our instruments: in gas-phase electron diﬀraction
(UED), where the specimen’s molecular density is low, the
electron pulse contains up to 106 electrons in order to maxi-
mize the signal intensity, while in electron crystallography
(UEC),B103 electrons per pulse results in suﬃcient scattering
events (see Appendix A). Finally, in electron microscopy
(UEM), single-electron pulses are employed at an increased
repetition rate to build up an image or diﬀraction pattern in
time.
Several factors come into play during the electron pulse
trajectory and these factors determine the bunch shape at the
specimen in the interaction region. First, the electrons are
generated by a laser pulse, which itself has a temporal and
spatial extent; the extent deﬁnes the initial shape of the
electron packet. Second, the electrons are ejected from the
photocathode with a range of momenta deﬁned by the dis-
tribution in magnitude and direction. Third, at suﬃciently
high charge densities, pair-wise Coulomb repulsions between
electrons become signiﬁcant and such repulsions may alter the
velocities of individual electrons. The latter eﬀect is not
operational in the single-electron mode.
Simulating electron packets realistically along the entire
path is complicated due to the presence of instrument speciﬁc
electron optical arrangements. While the electron microscope
features a myriad of magnetostatic lenses, electrostatic lenses,
deﬂection coils, stigmator coils and pinholes, the column
of our UED or UEC instruments, containing just a single
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magnetostatic lens, seems fairly simple by comparison. Theo-
retical studies to date7–11 have treated electron pulses for
diﬀraction and imaging primarily in the absence of focusing
ﬁelds, thereby relying on several assumptions to match experi-
mental data, which could be violated in reality.
This paper is organized as follows: First we will consider the
propagation of electron pulses in the absence of Coulomb
repulsions to determine the magnitude of pulse broadening
mechanisms, other than the space–charge eﬀect. Second, the
electron pulses in the presence of space–charge will be modeled
with typical UED or UEC parameters using two approaches: a
mean ﬁeld model7,8,10 and an N-body Monte Carlo simula-
tion.12 The mean ﬁeld model will be expanded to allow for the
incorporation of pulse shaping ﬁelds. It is shown that the
Monte Carlo simulations give more accurate pulse shapes and,
perhaps more importantly, deliver the complete phase space
information of the ensemble of electrons. Together these two
approaches provide a valuable illustration of the physical
processes of electron–electron interactions within the pulse
and their subsequent implications for electron–specimen inter-
actions in diﬀraction and imaging. We conclude with a
discussion about the beam coherence properties and apply
these concepts to maximize the spatiotemporal capabilities of
our newly-developed diﬀraction instrument, UED4. Compar-
isons with the experimental resolutions achieved are also made
(see Fig. 2).
II. Theory
A. Deﬁnition of width and length of packet
Macroscopically, the electron packet is deﬁned by its long-
itudinal and lateral spatial proﬁles and their evolution in time,
as it travels from the photocathode to the interaction region
and, ﬁnally, to the detector. Typically, these distributions can
be assumed to be cylindrically uniform, ellipsoidal, Gaussian
or their combinations.7 When comparing diﬀerent shapes and
distributions of electron packets, a natural measure for the
spatial extent has to be deﬁned. While the ‘‘maximum extent’’
would be an obvious choice for a uniform distribution, the
full-width-half-maximum (FWHM) is often used for a Gaus-
sian distribution and for experimental measurements; in few
cases, the width at 10% height and/or the standard deviation,
s, is also used. For the uniform cylindrical and/or ellipsoidal
distribution, the measurement of the diameter often implies a
projection of the 2D/3D density onto the respective axis,
resulting usually in a Gaussian-type function. Furthermore,
real electron packets do not necessarily maintain their initial
shapes, during expansion, with the noted exception of
ellipsoidal packets.13
For quantitative comparison of the results obtained from
the mean ﬁeld theory, the numerical simulation, and experi-
ment, we choose the standard deviation as the universal metric
of size. Two packets are deemed ‘‘equivalent’’ when they have
the same standard deviations regardless of the shape of the
distribution. Only if the actual distribution shape is known or
assumed, then the standard deviation can be related to more
common measures of the spatial extent of the pulse, such as
the FWHM (see Appendix B for conversions). In the mean
ﬁeld theory, for example, in order to simulate a 110 fs FWHM
Gaussian pulse (s= 47 fs), we would choose a uniform length
of 162 fs ð¼ ﬃﬃﬃﬃﬃ12p  47 fsÞ. Alternatively, Miller and cowor-
kers,11 instead of converting the measure of size, scaled the
number of electrons in the packets to match the results of the
mean ﬁeld theory and their N-body simulation, since the
FWHM of a Gaussian distribution contains only 76% of the
total electrons.
B. Initial energy spread
In the photoelectric process, free electrons are generated with a
distribution of kinetic energies. In order to evaluate the
magnitude of the pulse broadening it is instructive to treat
the space–charge eﬀect separately from the broadening due to
the initial energy spread. To this end, the relativistic equation
of motion has been solved for a single electron having an
uncertainty in its momentum. Longitudinal broadening, DtKE,
will result from an initial spread in the electron kinetic energy,
DEi, or the corresponding momentum spread, Dpi ¼
ﬃﬃﬃﬃﬃ
m0
2Ei
q
DEi,
which occurs during the electron photoemission event
(see Appendix C):
DtKE ¼  d
eV
1 vi
vf
 
 l
m0g3f
vi
v3f

Dpi ð1Þ
where e is the electron charge, m0 is the electron rest mass, d is
the acceleration gap between cathode and anode, l is the
distance of ﬁeld-free propagation, V is the acceleration
Fig. 1 Schematic of the optical column in UED/UEC and UEM.
Electrons are generated by the photoelectric eﬀect at the cathode (C)
with the given proﬁle, accelerated between a single electrode pair,
radially focused by a solenoid coil (M). The electron pulse evolution is
monitored, from the source until they reach the detector (D). In UEM,
the pulses are shaped using lens systems (L1, L2, and L3), rather than
simple solenoid coils.
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voltage, vi and vf are the mean initial and ﬁnal electron
velocities, gf is the relativistic Lorentz factor (see Appendix
C) at the velocity vf.
The ﬁrst term represents the broadening of the electron
pulse in the acceleration gap, the dominant contribution, while
the second term represents broadening in the ﬁeld-free drift
region. We note that the second term corresponds to a packet
simply spreading by l/(vf  Dvf) in the drift region. Since
vi { vf, the expression can be approximated to yield
DtKE  d
eV
Dpi ¼ d
eV
ﬃﬃﬃﬃﬃﬃ
m0
2
r
DEiﬃﬃﬃﬃﬃ
Ei
p ð2Þ
giving a result equivalent to that of eqn (4) in ref. 14. It should
be noted that, under this approximation, the temporal spread
is solely determined by the energy spread, DEi, relative to the
square root of the mean energy,
ﬃﬃﬃﬃﬃ
Ei
p
, and the potential V
across the distance d.
C. Charge density eﬀect
1. Mean ﬁeld theory (MF). In the mean ﬁeld theory, which
has been widely used in the literature,7–11 the electron pulse is
most commonly approximated as a cylindrical slab of radius R
and length L. Due to the space–charge eﬀect, this slab of
continuous charge density extends both in the longitudinal
Fig. 2 Measured resolutions for UEC and UED and experimental transients obtained by UEC and UEM1. (a) Streaked electron pulses on the
CCD (charge-coupled device) detector together with the calculated pulse lengths. (b) Measured electron pulse widths as a function of the number of
electrons. The blue curve (UED3) shows more than an order-of-magnitude improvement in the electron gun performance in comparison to the red
curve (UED2). The number of electrons for the UED3 measurement in ref. 20 was given as density (electrons mm2). For the data shown here, the
original streak images have been reanalyzed and they are now given in terms of the absolute number of electrons. The lines are drawn as best ﬁts,
but the theoretical curves are given in Fig. 6. (c) Ultrafast dynamics of structural phase transition in vanadium dioxide. Intensity change of the
(606) Bragg spot with time. A decay with a time constant t1 of 307 fs was reported in ref. 31. Here the data was deconvoluted (electron pulse width
of 344 fs) and we obtained t1 = 0.3  0.1 ps. (d) Temporal evolution of the structural order parameter. The order parameter is deﬁned as the
integrated intensity of the diﬀraction peak for diﬀerent temporal frames. Adopted from ref. 3, 20, 31, and 38.
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and transverse direction, while always maintaining the shape
of a cylinder. The evolution of the spatial pulse length, L, due
to space–charge repulsion is given by (see Appendix D for
derivation):
1
2
d2L
dt2
¼ aX ¼ Ne
2
2m0e0pR2
2
1þ L
R
 þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1þ L
R
 2q ð3Þ
where aX is the axial acceleration, N is the number of electrons
in the pulse, and e0 is the vacuum permittivity. The time
evolution of the radius, R, of a freely expanding, thin disk
(Rc L) is approximated by8
d2R
dt2
¼ aR  Ne
2
m0e0pR2
ð4Þ
where aR is the radial acceleration. The temporal spread, DtSC,
is then evaluated from the length of packet and its axial
velocity,
DtSC ¼ L
vf
ð5Þ
Here, the capital letters, D and L, are used to emphasize that
the pulse duration corresponds to the maximum extent of the
uniform distribution. The initial condition for L is chosen to
match the excitation laser duration, as previously described.
The 1-dimensional mean ﬁeld model (MF1D) utilizes eqn
(3) only with a constant radius, while the coupled eqn (3) and
(4) are solved simultaneously to give a 2-dimensional result
(MF2D). The advantage of the mean ﬁeld model is that the
equations of motion for the pulse can be rapidly integrated for
a variety of initial conditions and give a readily estimate of the
pulse size as a function of time. To date, the mean ﬁeld model
has been used primarily to model freely drifting electron
bunches. While several additions to the theory have been
made, e.g. to model the electron bunch inside an electrostatic
acceleration ﬁeld,9,15 no attempts have been made to model the
eﬀect of a magnetic lens on the electron pulse shape. Since
these ﬁelds are present in all electron diﬀraction and imaging
instruments, this extension to the mean ﬁeld theory has to be
made to validate its predictive power.
2. Mean ﬁeld theory including lens system. To implement the
acceleration ﬁeld inside the electron gun, the mean ﬁeld theory
can be extended by treating the positions at the front and the
rear end of electron packet separately and explicitly, as F(t)
and B(t).9,15 The maximum longitudinal extent is then given by
L(t) = F(t) B(t). Approximating the focusing lens as a radial
deceleration element, the equation of motion becomes
d
dt
gF
dFðtÞ
dt
 
¼ aA þ aXðt  tbirth;frontÞ
d
dt
gB
dBðtÞ
dt
 
¼ aA  aXðt  tbirth;rearÞ
d
dt
gC
dRðtÞ
dt
 
¼ aR  aM
ð6Þ
where gi is the relativistic Lorentz factor for front, rear, and
center, respectively, aX and aR are the axial and the radial
accelerations as in eqn (3) and (4), aA is the electrostatic
acceleration in the electron source, and aM is the deceleration
term due to the focusing lens, expressed as a Gaussian function
to simulate the ﬁnite thickness of a magnetic lens. It should
mentioned that the axial forces are present only after the births
of the front and the rear and that the number of electron is
now a function of time, which is zero before the birth of the
front, N after the birth of the rear, and linearly increasing in
between to mimic the generation of the photoelectrons.
3. Monte Carlo simulation (MC). In contrast to the mean
ﬁeld model, which treats the electron pulse as a continuous
charge distribution, a N-body Monte Carlo simulation treats
the electron pulse as an ensemble of N randomly generated,
discrete particles.12 To this end, we have developed our own
electron bunch propagation code, in which each particle in the
bunch moves under the inﬂuence of three distinct forces: (1)
the electrostatic force of acceleration, (2) the magnetostatic
force of the focusing lens, and (3) the Coulomb force for each
of the N(N  1)/2 pair-wise interactions within the bunch. The
magnetic lens can be simulated by either (a) a sum of current
loops, (b) the ﬁnite-sized coil approximation or (c) by import-
ing an externally simulated ﬁeld. Further elements such as the
ponderomotive force, gravitation, the earth magnetic ﬁeld,
stigmators coils, and time-dependent streak plates can be
straightforwardly implemented, if desired.
Using this physically more realistic model, it is possible to
propagate the electron pulse over its entire lifetime, i.e. from
the birth of the individual photoelectrons at the photocathode
surface to their arrival at the detector. The nascent photoelec-
trons are randomly generated at the photocathode with a
Gaussian temporal and uniform spatial distributions to ac-
count for the fact that the extraction pinhole in the anode acts
as a spatial ﬁlter producing an initially well deﬁned lateral
proﬁle. The direction of the initial electron momentum vectors
are given by a cos2 y distribution and the initial momentum
distribution is chosen to be uniform from zero to a high energy
cutoﬀ corresponding to hn  W, where W is the eﬀective
material-speciﬁc work function in the presence of a DC electric
ﬁeld.16 The treatment of the individual electron trajectories is
entirely relativistic and should reproduce the true pulse tra-
jectory, provided that the initial conditions are chosen accu-
rately and the Monte Carlo sampling is ﬁne-grained enough
that the results converge. The drawback of this method is its
high demand of computational time, which increases in pro-
portion to the number of pair-wise interactions calculated at
each time step. To ease computational demand, we treated the
pulse as an ensemble of representative particles of appropri-
ately scaled charge and mass in order to model pulses contain-
ing more than 1000 electrons in a reasonable amount of time.
We found that this level of Monte Carlo sampling was
suﬃcient to achieve convergence to within 10%.
III. Results and discussion
A. Temporal resolution
1. Initial energy spread. In order to avoid pulse broadening
due to Coulomb repulsion and achieve ultrafast temporal
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resolution, the ultrafast electron microscope has been designed to
operate in the zero-current limit, meaning that the column
contains one or a few electrons at a time. For an instrument of
this type, the ultimate resolution is mainly determined by the
excitation laser pulse length and by the initial kinetic energy
spread of the photoelectrons. The pulse broadening in the absence
of space–charge is calculated from Dt ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Dt2hn þ Dt2KE
q
with
DtKE given by eqn (1) or eqn (2). Using instrumental para-
meters, the results are shown in Fig. 3 for DtFWHM vs. DEi. We
invoke, for simplicity, a uniform photoelectron distribution
(see ref. 17) centered at Ei and the width increase given by DEi
= 2Ei. The exact solution (solid lines, eqn (1)) represents the
broadening of the pulses during their ﬂight to the interaction
region, while the approximate solution (dashed lines, eqn (2))
represents the broadening in the acceleration region. Since
eqn (1) and (2) give very similar results, the broadening in the
ﬁeld-free drift region is relatively insigniﬁcant.
As evident from eqn (2), it would be desirable to produce
photoelectrons with a narrow energy distribution, but a large
mean kinetic energy to reduce the magnitude of the factor
DEi=
ﬃﬃﬃﬃﬃ
Ei
p
. Experimentally, however, the distribution of photo-
electrons always extends to the limit of zero kinetic energy,
because electrons below the Fermi level may be photo-emitted
as well.17 To achieve the narrowest possible energy distribu-
tion, the photocathode needs to be operated at a low tem-
perature and the photon energy needs to be matched to the
work function of the metal.18 This approach is taken in our
instruments of UED and UEC, resulting in an estimated
kinetic energy spread of o0.3 eV; in ref. 18, the experimental
DEi under similar conditions (for a gold photocathode) was
measured to be 0.1 eV.
We consider the electron pulses produced in UED4 and
UEC ﬁrst. The acceleration gap in these guns is kept as small
as possible to maximize the extraction ﬁeld. Under the inﬂu-
ence of a ﬁeld strength of 20 MV m1 and 10 MV m1 for
UED4 and UEC, respectively, the electron pulses are barely
elongated by the presence of an initial kinetic energy spread. In
contrast, the broadening is more pronounced in UEM1 due to
the smaller acceleration ﬁeld strength of 4.8 MV m1. The
UEM1 column, originally designed to operate in continuous-
wave mode, features an acceleration gap one order of magni-
tude larger than the gap found in the home-built guns of UEC
and UED. Nonetheless, even at DEi = 0.3 eV, the pulse length
is only 300 fs.
Since UEM operates in the absence of space–charge, the
photoelectric energy spread presents the main contribution to
the electron pulse broadening. If necessary, the electron pulse
duration could be reduced to the excitation laser pulse length
by an appropriately designed extraction module. The
Fig. 3 Temporal broadening of the electron pulse due excess energy of the electrons above the photocathode work function for the UED4 (blue),
UEC (green) and UEM1 (red) instruments. The pulse length at the specimen interaction region is computed in the absence of space–charge using
the instruments speciﬁc parameters. In the inset, the red arrow indicates the excitation from near the Fermi surface (EF) to just above the vacuum,
while the blue arrow is for excitation which carries an excess of photon energy.
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consequence of the energy distribution, DEi, is in another
aspect of diﬀraction and imaging, namely the longitudinal
coherence, which will be discussed below.
2. Space–charge eﬀect. Before we evaluate by how much the
pulse durations shown in Fig. 3 will be altered by the
space–charge eﬀect, we need to validate the diﬀerent methods
of simulating the electron packet. Fig. 4 shows the size
(standard deviation) evolution of an electron bunch under
the exclusive inﬂuence of Coulomb repulsions (DEi = 0),
calculated using the mean ﬁeld theory (i) in the longitudinal
direction only (MF1D), (ii) in two dimensions with the
implementation of a focusing element (MF2D), (iii) in two
dimensions with the implementation of a focusing element and
the acceleration ﬁeld (MF2DA), and, ultimately, the Monte
Carlo (MC) simulation. We note that stemporal in mm is the
longitudinal extent of the space–charge limited electron packet
and, knowing the speed (post acceleration), can be expressed
in the time domain using eqn (5). The initial conditions were
chosen as follows: 10 000 electrons per pulse, 30 kV accelera-
tion voltage, Gaussian FWHM (110 fs) or the equivalent
uniform proﬁles in time, uniform proﬁle in the lateral direction
(r = 100 mm). In each case, the current of the magnetic lens
was optimized, such that the electron beam would have the
smallest beam waist as it hits the detector.
Not surprisingly, the MF1D approximation with a ﬁxed
radius clearly overestimates the longitudinal spreading of the
pulse, while the other methods give a good agreement. The
radial acceleration used in the mean ﬁeld models (eqn (4)) is
only valid for inﬁnitely thin disks and, therefore, overestimates
the spreading in the lateral direction as the pulse elongates,
such that even after optimizing the magnetic lens, the radius
remains too large. In spite of this large error, the longitudinal
spread is only aﬀected slightly, at least at this particular
charge density. We can conclude that the mean ﬁeld model
may give a reasonable estimate of the pulse duration
for a space–charge limited beam for a choice of arbitrary
initial conditions. However, the radial expansion is not accu-
rately reproduced by the current model and would require
modiﬁcation of eqn (4).
The extent of the space–charge-induced broadening is
mainly determined by the magnitude of the Coulomb repul-
sions, as well as the time scale of this interaction. By employ-
ing higher acceleration voltages, the eﬀective propagation time
of the electron pulse can be reduced, since the electrons arrive
at the interaction region in a shorter time and the
space–charge induced broadening has less time to act. We
used the mean ﬁeld model to estimate the pulse length in our
instruments as a function of propagation distance. The ex-
traction voltages are 30, 60 and 120 kV for UEC, UED4, and
UEM1, respectively. The eﬀect of the acceleration voltage on
the temporal duration (Gaussian FWHM) of the pulses as a
function of the propagation distance is shown in Fig. 5. It is
clear that UEM1 in single-electron pulsed mode is not limited
by the space–charge eﬀect, while the pulses in UED4 and UEC
are broadened to several ps once they arrive at the interaction
region. Alternatively, the time of the space–charge induced
broadening could also be reduced by placing the interaction
region very close to the electron source.19
To isolate the role of the initial charge density, we calculated
the temporal extent of the electron pulses under identical
acceleration conditions. The initial conditions were kept iden-
tical to the conditions used for the comparisons of the models
in Fig. 4, while the number of electrons was increased by an
Fig. 4 Comparison of the length (a) and the radius (b) of the electron
pulse predicted by the mean ﬁeld theories and the N-body Monte
Carlo simulation in the absence of an initial kinetic energy spread.
Fig. 5 Comparison of temporal broadening due to the space–charge
eﬀect (DEi = 0) as a function of the propagation distance in UEC
(green line), UED4 (blue line), and UEM1 (red line) using MF2DA.
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order of magnitude at a time. Fig. 6 shows the theoretical
(MF2DA and MC) pulse duration after 2 ns of propagation
time together with the experimental measurement for valida-
tion.20 Both models reproduce the pulse broadening reason-
ably well in the region where experimental data is available.
Using the MC simulation, two curves were calculated for
diﬀerent initial kinetic energy spreads corresponding to 0.1
and 0.3 eV. There is a slight diﬀerence between these two
calculations in the low electron density regime, where the
space–charge eﬀect does not play a dominant role. However,
the curves quickly begin to overlap each other as the electron
density grows and for a pulse containing as few as 1000
electrons, the space–charge-induced broadening already masks
any contribution of the initial kinetic energy spread after 2 ns
of propagation. The mean ﬁeld model can reproduce the
results from the MC simulation quite accurately, but a more
pronounced deviation occurs at higher charge densities, since
the error in eqn (4) is exacerbated in this regime. Again, the
temporal resolution capability of the pulsed electron probe can
be successfully estimated with the mean ﬁeld model; however,
the spatial resolution capability remains uncertain.
B. Spatial resolution
1. Coherence. The evaluation of the spatial resolution of the
pulsed electron probe requires a detailed discussion of the
coherence of the electron packet. Coherence is the degree of a
phase relationship, which can give rise to interference. In light
optics, an aperture is often employed to generate a pseudo
point source. For a single illuminated object, the analogue of
the double-slit experiment, the coherence length is deﬁned as
the maximum length beyond which the interference fringe is
attenuated. Below, we will consider the eﬀect of many, spa-
tially separated objects (interaction region). If the aperture is
small and the distance to the object is far, then the coherence
length is deﬁned as rc = l/(2pa), where a is the half-angle
subtended by the aperture. In such a case, the object is
illuminated by spherical waves emanating from every point
of the aperture. It should be mentioned that the criterion rc =
l/(2pa) corresponds to only a 12% reduction of the perfectly
coherent visibility.21 This deﬁnition holds true, only as long as
a is smaller than the photon’s intrinsic divergence, da, which
can be estimated using the uncertainty principle:
da  Dpr
pz
 h
2Dx
l
h
¼ l
4pDx
ð7Þ
where pr and pz are the photon momenta in the radial and
longitudinal direction, respectively, and Dx is the aperture
dimension. However, when a is bigger than da, then the object
is illuminated only by an area within the angle da and
the contribution from the rest of the source can be neglected.
In such a case, the coherence length should be deﬁned as
rc = l/(2pda).
In contrast to photons, free electrons are generated with an
initial momentum spread, which determines the intrinsic di-
vergence da for each electron, since the contribution originat-
ing from the uncertainty principle term is negligible due to the
small de Broglie wavelength. Using an acceleration voltage of
60 kV and assuming DEi E 2Ei E 0.3 eV, the value of
da ¼ Dpr
pf
 Dpi
pf

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m0
2Ei
ðDEiÞ2
2m0Ef
s
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðDEiÞ2
4EiEf
s
ð8Þ
becomes 1.6 mrad, which is an upper limit value. (The
presence of a da ultimately gives rise to a non-zero transverse
beam emittance.22)
The coherence length deﬁned above only applies for a single
scattering object. Blurring of the interference fringes needs to
be taken into account in the case of scattering from objects
with spatial extent as in molecules or in the condensed phase.
In this context, it is more appropriate to derive the coherence
length in terms of interference fringe blurring. During the
elastic scattering process, the magnitude of the momentum
transfer is given by
s ¼ jk!  k!0j ¼ 4pl sin
y
2
 
ð9Þ
where ~k0 and ~k are incident and scattered wave vectors of the
electron, l is the electron’s de Broglie wavelength, and y is the
scattering angle. When the ensemble of electrons and the
interaction volume have a ﬁnite size, each electron has an
uncertainty in its position, when it scatters. The error in the
observable momentum transfer at a given radial position s on
the observation plane can be evaluated by
ds ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
@s
@y
 2
dy2 þ @s
@l
 2
dl2 þ @s
@x
 2
dx2 þ @s
@y
 2
dy2 þ @s
@z
 2
dz2 þ @s
@b
 2
db2
s
ð10Þ
The dy term represents the uncertainty in the scattering angle,
originating from the incident angular spread at each position
in the interaction volume (lateral coherence length), the dl
term represents the longitudinal energy spread (longitudinal
coherence length) and the dx, dy and dz terms are reﬂective of
the 3-dimensional size of the interaction region and the
electron bunch. The db term is an uncertainty in measuring
the momentum transfer due to the electron detection process,
e.g. through blurring and binning the image (signal converter,
Fig. 6 Comparison of total temporal broadening due to the
space–charge eﬀect after 2 ns of propagation using MF2DA (blue
line), MC 0.1eV (red line), and MC 0.3eV (green line). Available
experimental data are given for UEC (blue dots), and UED3 (red
dots); see Fig. 2 (UEC and UED3, 30 kV).
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ampliﬁer, and digitizer). In case of gas-phase electron diﬀrac-
tion, each distinct internuclear distance produces sinusoidal
interference fringes,23 while in crystallography, repeated long-
range order of scattering centers produces a series of Bragg
spots with a corresponding frequency in spacing.24 The un-
certainty in s will reduce the visibility of the interference
fringes or the Bragg spots, such that they become unobserva-
ble and indistinguishable (see Appendix E). The instrumental
coherence length can then be deﬁned as
Rc ¼ 1ds 
1
2ss
ð11Þ
We note that this deﬁnition reduces to rc = l/(2pda), the
lateral coherence length, only in the single scattering center
limit and assuming the detection process is perfect and dl is
negligible. Additionally, from discrete Fourier transformation
theory, it is known that the maximum resolvable distance after
collecting discrete data in the frequency domain, is given by
rmax ¼ 1Ds ¼
1
siþ1  si ð12Þ
Therefore, these values give an estimate of the maximum
distance that can be decisively resolved in an electron diﬀrac-
tion experiment.
In the high resolution imaging mode of the transmission
electron microscope, the coherence of the electron ensemble is
exploited to form contrast in the image. Conceptually, the
same limitations as stated above apply for the instrument’s
spatial resolution. Since each electron interferes only with
itself, the image is composed of the independent superposition
of single electron interferences and image blurring occurs in
the presence of an uncertainty in the electrons’ trajectory and
their wavelength.
However, in the more complicated microscope column
additional resolution limiting factors have to be considered.
In the wave-optical theory of imaging,25 contrast in the image
is formed as dictated by the phase contrast transfer function
(CTF), which is a function not only of the properties of the
electron beam (incidence angle spread and wavelength spread)
but also of instrumental parameters such as the spherical and
chromatic lens aberrations, as well as aperture sizes and the
particular defocus setting. Most commonly used is the Scher-
zer defocus, which, in combination with an appropriate aper-
ture size, maximizes the contrast and allows for easily
interpretable images. The Scherzer resolution can be improved
upon by exit wave reconstruction techniques using images
collected at diﬀerent defocus settings, but the ultimate infor-
mation limit of the instrument remains limited by the beam
properties and the quality of the electron optics. Since UEM
operates outside of the space–charge limit, the spatial resolu-
tion achievable is the same as is obtained in continuous-wave
mode and we will not comment on it further.
2. Optimal diﬀraction geometry. In conventional diﬀraction
physics,26 it has been established that ds is minimized, when,
for each electron, the incident wave vector, ~k0, is coincident
with a line from the electron’s position in interaction volume
to the center of detector. As is shown schematically in Fig. 7,
the most extensive blurring occurs, if the beam arrives at the
interaction region on a diverging trajectory, i.e. the particles’
radial divergence angle, k = tan1 (pr/pz)40. On the other
hand, if the electrons are perfectly collimated (k= 0), then the
blurring on the detector is identical to the size of the electron
beam waist. The optimal resolution is achieved, if the electrons
are focused to a point on the center of the detector and
impinge on the interaction region on an ideally-focused con-
verging (k o 0) trajectory. It follows that for a given camera
length, the ideal radial convergence angle, k, in the interaction
region is given by an approximately linear function of the
oﬀ-axis distance. Using an interaction volume with dimensions
dx = dy = dz = 300 mm, an intrinsic electron divergence
dy = 0.5 mrad, a wavelength spread dl corresponding to a
kinetic energy spread of 0.3 eV, and a detector blurring
db = 100 mm, a coherence length of B12 A˚ is achieved in
the converging beam conﬁguration, while the collimated beam
and the diverging beam only giveB4 andB3 A˚, respectively.
The dl term in eqn (10) is much smaller compared to the
remaining terms, such that the blurring of the interference
fringes is not aﬀected by longitudinal coherence.
3. Focusing behavior. In the absence of Coulomb repulsion,
dy, which originated from the intrinsic divergence, da, will lead
to a ﬁnite spot size on the detector. Therefore, the ability to
focus the beam to a small point on the detector can be a direct
measure of the instrumental coherence length, because ds is
dominated by dy after all other terms have been minimized.
For high energy electrons, the de Broglie wavelength is
much smaller than the source dimension and we can rather
treat each electron in the bunch as a classical particle and its
trajectory as a ray, which is inﬂuenced by external forces, if
any. However, due to the presence of da, the focusing behavior
of the electron beam becomes less than ideal, as shown
schematically in Fig. 8. Assuming that the electrons are
generated in a source of radius R0, having an overall beam
divergence O0, if any, and further assuming that each emitting
point in the source inherently diverges with an angle da after
acceleration, then these two components are focused at diﬀer-
ent positions. The focal distances, B and b, produced by a lens
of a focal length, f, for the O0 and da components, respectively,
Fig. 7 Eﬀect of the beam geometry on interference blurring for a
ﬁnite sized beam using diverging (a), collimated (b), or converging (c)
electron trajectories.
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are given by the lens equation:
1
f
¼ 1
A
þ 1
B
for O0
1
f
¼ 1
a
þ 1
b
for da
ð13Þ
The da components are perfectly focused at the imaging plane
b, where a magniﬁed image of the source can be formed, while
the smallest overall beam waist is obtained near the focal plane
B. If the radius due to each component (da and O0) can be
determined independently from the two diﬀerent focal dis-
tances, then the resulting beam size along the beam path may
be computed by convoluting the radii of these two compo-
nents, i.e.
RðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RO0ðxÞ2 þ rdaðxÞ2
q
ð14Þ
where
RO0ðxÞ ¼ R0
A
A a
B x
B

 ¼ R0 AA a 1þ xA xf
 
 ð15Þ
and
rdaðxÞ ¼ a tan da
2
 
b x
b


¼ a tan da
2
 
1þ x
a
 x
f
 
 ð16Þ
and
A ¼ aþ R0 cot O0
2
 
ð17Þ
The optimal focal length of the lens can then be determined by
minimizing R with respect to f. Fig. 9a shows a result of eqn
(14), (15), and (16) using typical UED parameters. It can be
readily seen that, even though the O0 component is focused,
the minimized spot size is ﬁnite and eﬀectively determined by
the diverging da component. Suﬃciently small radii can be
obtained either by (i) making R0 very small (point source), or
(ii) by making O0 large. Both approaches essentially bring the
virtual source position, A, closer to the actual source plane, a.
Fig. 9b shows how the ﬁnal focus size depends on the initial
source dimension. Additionally, a smaller focal size can be
obtained by reducing the intrinsic divergence da by using
higher acceleration potentials. In conventional electron beam
sources, a small probe size can be readily obtained by using a
nanometer scale ﬁeld emission tip in combination with a high
acceleration voltage.25,27 In the high current limit of pulsed
electron guns, however, where bunches contain thousands or
possibly millions of electrons, a ﬁnite-sized source becomes a
necessity due to extraction quantum eﬃciency of the cathode
material. Therefore, the electron beam has to be given a
macroscopic divergence, O0, if a small focus size is desired.
Experimentally, this can be accomplished by utilizing the
negative lensing eﬀect of Coulomb repulsions (which depends
on the initial charge density) and/or by inserting a diﬀusive
lens immediately after the source to controllably induce this
divergence.
For pulsed electron guns in the space–charge limit, any
eﬀort to minimize the photoelectric momentum spread is
inconsequential, since generation of a suﬃciently cold beam
does not totally eliminate the da component. The random and
discrete nature of the electron’s position within the pulse and
the corresponding irregular Coulomb repulsions can also
produce an intrinsic divergence for each electron. An estima-
tion of its magnitude can be made as follows: When the
Fig. 8 Radial focusing behavior of a ﬁnite-sized beam in the absence
of space–charge.
Fig. 9 Evolution of the beam waist calculated using the two-compo-
nent convolution model of eqn (14) (a), and dependence of the focal
spot size on the initial source dimensions (b).
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probability of electron to be at position~r is given by P(~r), the
mean Coulomb potential energy becomes
Vðr!iÞ ¼
Z
1
4pe0
e2
r
!  r!i
 NPðr
!Þdr! ð18Þ
and its deviation is given by
dVðr!iÞ ¼
Z
1
4pe0
e2
r
!  r!i
  d NPðr
!Þ
 
dr
! ð19Þ
which can be approximated to give
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
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Thus, dV(~ri) becomes B0.7 eV for r = 1 mm and N = 10
6.
MC simulations conﬁrm that, when 106 electrons are gener-
ated within a sphere of 1 mm radius, an angular deviation of
da = 0.5 mrad develops after a few nanoseconds, which
is equivalent to an initial photoelectric kinetic energy spread
of B0.2 eV.
4. Spatial resolution for space–charge limited pulses. Unlike
in continuous beam diﬀraction, a well-focused converging
beam of small size is hard to achieve when using space–charge
limited electron pulses as a probe. In the high charge density
regime, the smallest probe size achievable is limited by the
magnitude of the Coulomb repulsion among electrons. Con-
sequently, it becomes impossible to focus the beam to a small
point on the detector. However, the actual spot size of the
unscattered beam is not important, as long as the Coulomb
repulsions do not alter the converging electron trajectories
before the pulse has passed the interaction region. Once the
pulse has passed the interaction region, the scattered electrons
separate from the main beam and carry the information about
the specimen (encoded in the scattering angle) to the detector.
Coulomb repulsions do not aﬀect these trajectories, since the
fraction of scattered electrons is small and the scattering angles
are large compared to the divergence angle of the unscattered
beam. This is in contrast to the imaging mode in the electron
microscope, where the signal carrying electrons are focused
again after the specimen. At the high peak currents in single-
pulse operation, these focusing processes can lead to trajectory
displacements through random scattering of the imaging
electrons and, subsequently, to a stochastic reduction of the
image resolution.28
To investigate a pulsed beam’s spatial resolution capability,
it is necessary to obtain more detailed insights into the electron
bunch properties than can be obtained from the mean ﬁeld
model. The N-body Monte Carlo simulation delivers the 3-
dimensional position and the 3-dimensional momentum vec-
tors for each of the particles in the bunch and is an ideal tool to
study the coherence of the pulsed electron probe. We simu-
lated electron pulses containing 106 electrons using an arbi-
trary gun design for a typical UED experiment. Fig. 10a and b
show the evolution of the pulse radius and duration, respec-
tively, with four diﬀerent initial conditions, which determine
the extent of the initial electron packet. It is evident that a
spatially and temporally conﬁned pulse goes through an initial
Coulomb explosion and expands vigorously in both the lateral
and the longitudinal direction.
The lateral expansion can be compensated for by the magnetic
lens, but the longitudinal expansion is unaﬀected by the focusing
ﬁeld resulting in a larger temporal extent of the pulse at later
times. After the initial Coulomb explosion, the pulse expansion
is approximately linear, indicating that the space–charge eﬀect
has ceased to alter the pulse expansion in the drift region. The
same cannot be said for the other pulses, where the stress of high
initial potential energy had been alleviated by initially stretching
or expanding the excitation laser pulse in either the lateral or the
longitudinal direction or both. For these pulses, the evolution of
the radius and the length remains upward curved (with the
exception of the lateral expansion in the region of magnetic lens
focusing) for the entire drift region. All but one of the electron
pulses collide with the sample as a diverging bunch, which, as
was shown above, is detrimental to the spatial resolution
attainable in the instrument.
Fig. 10 Monte Carlo simulations of the radius (a) and the pulse
length (b) of a bunch containing 106 electrons using UED4 instru-
mental parameters.
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Fig. 11 shows the lateral phase space projection of the four
pulses at longitudinal positions of (a) z= 100 mm, (b) z= 300
mm, (c) z=500 mm, and (d) z= 645 mm (interaction region):
the particles’ radial divergence angle, k = tan1 (pr/pz),
deﬁned as the angle directing the electron toward (k o 0) or
away from (k 4 0) the optical axis as a function of its radial
distance from the optical axis. The initially positive, i.e.
radially diverging, chirp is reversed in direction by the mag-
netic lens. After passing the magnetic lens, the electrons once
again come in close proximity further downstream in the
region of the smallest beam waist. In this region of high charge
density, Coulomb repulsions gradually reverse the sign of the
linear correlation between radial positions and the conver-
gence angles until a new diverging chirp has developed. The
ideal convergence angle, shown as the black line in Fig. 11d, is
only reproduced by the initially well-conﬁned pulse, since this
pulse was able to expand initially and escape the sphere of
inﬂuence of detrimental space–charge eﬀects. For this pulse,
dy = 1 mrad and the resulting coherence length is 7 A˚, using
the previously stated uncertainties for the other terms in eqn
(10) and (11). This particular pulse, although capable of
producing high resolution information, will result in a reduced
signal (for gas phase scattering), since the probability of the
scattering events is directly proportional to the integrated areal
density of the scattering centers, as well as the number of
electrons passing through the interaction region. The signal
intensity is increased, if the cross sectional area of both the
electron beam and the interaction region is reduced in size
(assuming the sample delivery rate is constant).
The results in Fig. 10 and 11 suggest that in order to obtain
a small probe size and the corresponding convergence angles
at the interaction region, the electron pulse has to avoid
excessive Coulomb repulsion until the electrons have scattered
from the specimen in the interaction region. Consequently, for
a beam of free electrons, the high charge density has to be
relieved by stretching the pulse in the longitudinal direction,
such that the trajectories of the electrons are not altered by
Coulomb repulsion before the interaction region and the pulse
remains ideally focused. In other words, if the molecular
density is low (e.g. in gas phase diﬀraction) or the signal
averaging time is limited such that the diﬀraction image has
to be acquired in a single shot, then good spatial resolution
and good signal intensity can only come at the expense of
temporal resolution. On the other hand, if the experiment can
aﬀord an intermediate number of electrons (103–105), then the
tradeoﬀ between temporal and spatial resolution becomes less
demanding.
To quantify these statements, we optimized instrumental
parameters to obtain a smaller beam waist at the interaction
region. To produce the required convergence angle, the
Fig. 11 Radial divergence angles of individual electrons. The results are for the pulses shown in Fig. 10 at axial distances of z= 100 mm (a), z=
300 mm (b), z = 500 mm (c), and z = 645 mm (d). All pulses develop a diverging chirp (k = tan1 (pr/pz)40) due to space–charge. This linear
correlation is reversed in sign (k o 0) by the magnetic lens, a condition necessary for converging beam diﬀraction. However, the space–charge
eﬀect alters the converging electron trajectories for three of the four pulses in the ﬁgure by the time they arrive at the interaction region. Only the
initially-conﬁned pulse (shown in blue), which undergoes a Coulomb explosion at early times, is able to escape the sphere of inﬂuence of the
space–charge eﬀect and reproduce the ideal convergence angle (black line) in the interaction region.
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electron beam must have expanded laterally by the time it is
being focused by the magnetic lens. If, however, the pulse is
initially stretched in time to sayB100 ps, then, for this prolate
pulse, the intrinsic rate of the lateral expansion is too small to
produce a beam big enough. Experimentally, a larger beam
size at the magnetic lens position can be realized in three ways:
(i) by using a diverging lens in the source region, (ii) by
increasing the acceleration gap, or (iii) by placing the magnetic
lens farther away from the photocathode. In the last two
instances, which depend on the initial charge density, the pulse
is given more time to expand before it is being focused toward
the interaction region, i.e. the space–charge eﬀect is used as a
diverging lens. Interestingly, a longer acceleration region must
not necessarily have a detrimental eﬀect on the temporal
expansion of the electron pulse, as was previously postu-
lated.29 Since the early events in the lifetime of the electron
pulse determine its future behavior, this measure can, under
certain conditions, bring about a reduction in the longitudinal
momentum spread (see Appendix F).
Using the second approach to expand the beam, a pulse
containing 106 electrons giving improved spatial resolution
compared to the previous pulses is shown in Fig. 12. The
experimental conditions in this case are the following: A
uniform lateral proﬁle with a small initial radius (r = 100
mm), a broad Gaussian proﬁle in time (Dt = 100 ps), a large
acceleration gap (d= 25 mm), a magnetic lens located at z=
180 mm, and a shorter drift space to the interaction region at
z = 300 mm. For this pulse, dy = 0.5 mrad and the resulting
coherence length is 12 A˚, using the previously stated uncer-
tainties for the other terms in eqn (10) and (11). Alternatively,
a small probe size could also be realized, if the pulse started
out with a big initial diameter. However, we found that due to
spherical aberration of the magnetic lens, this approach was
less successful. It should be noted that the optimized pulse
shown in Fig. 12, although being better than the pulse under
the original design, might not be the best pulse given the
multitude of experimental parameters. The search for the
optimal conﬁguration would involve minimizing the pulse
waist and the convergence angles to acceptable values, by
simultaneously changing several experimental parameters, in-
cluding the electron pulses initial length and width, the length
of the acceleration gap, the position of the magnetic lens, and
the drift length to the interaction region.
Summary and conclusion
The electron propagation dynamics determine the spatiotem-
poral resolution of diﬀraction of imaging. In this contribution,
Fig. 12 Radial divergence angles of individual electrons using original (blue) and optimized (red) geometries. The uncertainty in scattering angle
directly results from the deviation of incident angle from the ideal convergence angle. The red and blue shaded areas cover particles falling within
an angular spread of s. The mean ﬁeld theory assumes a perfect correlation between electron momenta and position, such that dy = 0. It is
evident that, in reality, electron trajectories are not perfectly correlated (dy4 0). The optimized instrumental geometry improves the coherence of
the beam by reducing dy and, additionally, gives a smaller probe size (see text).
This journal is c the Owner Societies 2008 Phys. Chem. Chem. Phys., 2008, 10, 2894–2909 | 2905
we address the fundamental issues involved in capturing
ultrafast dynamics on the atomic scale using pulsed electrons
in diﬀraction and microscopy. The approach involves analy-
tical expressions and MC simulations, together with compar-
isons with the experimental results.
The key ﬁndings of the present study are the following.
First, as the number of electrons is increased within a pulse,
the space–charge eﬀect overpowers the contribution of the
initial kinetic energy distribution. The dependence on electron
density, acceleration voltage, lens geometry, dispersion in
electron momentum, and the propagation time, are factors
that were considered here. In the absence of space–charge, the
temporal extent can be obtained from eqn (1), or (2) while in
the presence of space–charge, eqn (3) must be invoked with
appropriate initial conditions. Both the MC simulations and
the mean ﬁeld theory give similar results only for longitudinal
extent of pulses, as shown in Fig. 4 and 6.
Second, for space–charge limited electron bunches, the
mean ﬁeld theory gives a good estimation of the longitudinal
spreading of the pulses, but the evolution of the pulse radius is
not well predicted using this approach. The mean ﬁeld theory,
therefore, can give an estimate of the temporal resolution (as
determined by the longitudinal extent). However, for a con-
verging geometry (see Fig. 1 and 7), the observed at-the-
detector coherence length, which is given by 1/ds of eqn (10),
is very large when considering the mean ﬁeld theory, since it
relies on the assumption that dy = 0 (i.e. all electrons fall
perfectly on the black line in the electron phase space diagrams
of Fig. 11d and 12), and coherence is only limited by the
smaller terms of eqn (10). In reality, coherence is mainly
limited by the distribution of scattering angles resulting from
the individual electron trajectories and its value is clear from
the results of our MC simulations in Fig. 12. If the beam
geometry is not converging ideally, the lateral size of the
interaction region needs to be considered in eqn (10). Thus,
the use of rc = l/(2pda) by many as a measure of coherence is
incomplete. We also note that, because the fraction of scat-
tered electrons is very small, the space–charge eﬀect can be
considered absent after the interaction region.
Finally, for an electron (imaging) microscope operating in
the single-electron pulsed mode or continuous-wave mode, the
spatial resolution limits are the same, i.e. mainly determined
by the electron source brightness and the quality of lenses. The
temporal resolution is determined by the spread in the initial
kinetic energy of the photoelectrons and the strength of the
acceleration ﬁeld. If such instruments are operated at high
charge densities (single-shot mode), the evaluation of the
spatial and temporal resolution has to account for the
space–charge eﬀect each time the electrons come in close
proximity to each other both prior and after scattering by
the specimen.28
From these studies, we now address the experimental re-
gimes of this laboratory. For single-electron UEM, it is clear
that two eﬀects have been suppressed by this development,
namely the severe inﬂuence of space–charge not only on the
temporal (longitudinal) broadening, but also on the spatial
(lateral) dispersion, which introduces divergence and, hence, a
loss in image resolution. The kinetic energy distribution, when
using a cold photocathode, is limited by the excess photon
energy available above the work function, which can be tuned
to be less than 0.1 eV,18 resulting in a femtosecond pulse
duration. The spatial resolution achieved in single-electron
pulsed mode has reached the atomic scale in UEM2 with
features resolved below 3 A˚,30 which is comparable to the
resolution capabilities of conventional electron microscopes.
In the high charge density regime, the situation is very
diﬀerent. In UED4, the pulse length ranges from 1–30 ps
(when using 120 fs laser excitation) depending on the number
of electrons in the pulse (104–106). Using a convergent beam
geometry, it is possible to determine internuclear distances up
to 12 A˚ (possibly more) with a resolution of 0.01 A˚ in
diﬀraction. In UEC, the temporal resolution can be increased
to the femtosecond regime, when using a very low electron
density per pulse and a newly implemented tilted wave-front
excitation scheme.31,32
All of the above treatments are for acceleration voltages of
r200 kV. At higher kinetic energies, where the electrons
approach the speed of light, the space–charge eﬀect becomes
less of an issue due to relativistic eﬀects (the eﬀective force is
attenuated as g (see C.4) increases and the relativistic mass
increases). Recent results suggest that single-shot electron
diﬀraction patterns can be obtained using pulses containing
107 electrons, which were accelerated to 5.4 MeV.33 It was
suggested that this technique could reach sub-picosecond time
resolution by utilizing the longitudinal pulse compression
induced through time-dependent rf-acceleration.34 Theoreti-
cally, longitudinal focusing at lower kinetic energies
(r200 kV) can also be realized, either by acceleration through
a static voltage gradient32 or by rf-acceleration.35 However,
care should be taken in evaluating the spatial resolution
capabilities of such self-compressing electron pulses, since
the space–charge eﬀect will, at high enough charge densities,
adversely aﬀect the electron trajectories in the interaction
region, thereby possibly obscuring any spatial information
about the specimen.
Appendix
A. Scattering signal intensity
The probability that an incident electron is scattered by an
atom is given by that atom’s scattering cross section se. The
scattered signal is proportional to the overlap of the electron
beam with the scattering centers. Considering a pulse contain-
ing Ne electrons within an area Ae (perpendicular to the
propagation direction) incident on Na scattering centers in a
volume Va, the scattering signal intensity is given by
I ¼ se
Z
Ne
Ae
Na
Va
dV
¼ seNeNa
Z
reðx; yÞraðx; y; zÞdV ðA:1Þ
where re and ra are the spatial distributions of the electrons
and the scattering centers, respectively. The value of Ne is
assumed to remain constant throughout the interaction vo-
lume, because only a small fraction of electrons are scattered
without depletion of the original density. If the distributions
are assumed to be uniform, then the expression further
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simpliﬁes to
I ¼ seNe
Ae
Na
Va
Z
dV ¼ seNe
Ae
Na
Va
Ael ¼ Nerasel ðA:2Þ
where ra is now the volume density of scattering centers.
The electron scattering cross section for carbon is scarbon,60
keV = 1.21  1018 cm2,36 which results in a total scattering
probability per electron of B103 for a gas density r = 3 
1016 cm3 (=1 torr) and l = 300 mm. (For comparison, the
scattering cross section of X-rays, scarbon,82 keV = 9.17 1023
cm2 and scarbon,60 keV = 3.19  1024 cm2.37) For a diﬀraction
pattern using pulses of 104 electrons, ten electrons are scat-
tered per pulse and, with a repetition rate of 1 kHz, 104
electrons are collected in one second (UED3). In UEC, the
density of the specimen is much higher, such that almost all the
electrons are scattered, which allows for 1–5 second exposures
to collect 106 electrons using 103 electrons per pulse at 1 kHz.
Furthermore, Bragg spots are much more localized in s-space,
which results in an improved signal quality. In single-electron
UEM, an image can be obtained, when the electron pulse train
contains a total of B107 electrons, i.e. the image is formed in
B1 second, when using a repetition rate of 80 MHz.
B. Bunch dimensions and standard deviations
For a Gaussian distribution, the full-width-half-maximum
(FWHM) is given as
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
8 ln 2
p
s by solving
1ﬃﬃﬃﬃﬃ
2p
p
s
exp  x
2
2s2
	 

¼ 1
2
1ﬃﬃﬃﬃﬃ
2p
p
s
for 2x ¼ FWHM ðB:1Þ
For a 1D uniform distribution, the standard deviation is
obtained from
s2 ¼
Z þL=2
L=2
ðx 0Þ2 1
L
dx ¼ L
2
12
ðB:2Þ
For a 2D radial uniform distribution, the standard deviation is
obtained from
s2 ¼
Z þR
R
ðx 0Þ2 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
R2  x2
p
pR2
dx ¼ R
2
4
ðB:3Þ
The conversion relations for the length and radius of cylind-
rical, ellipsoidal and Gaussian pulse shapes are given in
Table 1.
C. Initial kinetic energy
The temporal length of the laser pulse, as well it’s photon
energy, is directly translated onto the temporal length of the
electron packet. A free electron is generated with an initial
momentum of magnitude pi at t = 0 and then accelerated
between the cathode and the anode, with are separated by a
distance d and held at a potential diﬀerence V. The electron
gains momentum under the inﬂuence of the constant electric
ﬁeld:
pðtÞ ¼ pi þ eV
d
t ðC:1Þ
The time the electron spends in the acceleration region is thus
ta ¼ deVðpf  piÞ, where pf is the electron momentum
after exiting the acceleration gap. In the ﬁeld-free region,
the electron travels at a constant velocity vf for a drift time
td = l/vf. The total ﬂight time is then simply t = ta + td.
The time spread of an ensemble of electrons with an initial
momentum spread Dpi will be
Dt2 ¼ @t
@pi
 2
Dp2i ðC:2Þ
To evaluate the coeﬃcient qt/qpi = qta/qpi + qtd/qpi relating
the momentum spread to time spread we need equations
for the relativistic kinetic energy, E, and the relativistic
momentum, p:
E ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2c2 þm20c4
q
m0c2 ðC:3Þ
p ¼ m0vﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 v
c
 2q ¼ gm0v ðC:4Þ
and their derivatives:
@E
@p
¼ pc
2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2c2 þm20c4
q ¼ p
m0
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p
m0c
 2
þ1
r ¼ p
m0
1
g
¼ v ðC:5Þ
@p
@v
¼ m0
1 v
c
 2h i3=2 ¼ g3m0 ðC:6Þ
Such that
@ta
@pi
¼ d
eV
 
@pf
@pi
 1
 
¼ d
eV
 
@pf
@Ef
@Ef
@Ei
@Ei
@pi
 1
 
¼ d
eV
 
vi
vf
 1
 
ðC:7Þ
upon using eqn (C.5) and qEf/qEi = 1. Also
@td
@pi
¼ @td
@vf
@vf
@pf
@pf
@pi
¼ 1
v2f
1
g3fm0
vi
vf
ðC:8Þ
Substituting the combined eqn (C.7) and (C.8) into eqn (C.2)
and taking the square root leads to
dt ¼  d
eV
1 vi
vf
 
 l
m0g3f
vi
v3f

dpi ðC:9Þ
Table 1 Relations between standard deviation (s) and other mea-
sured widths
Maximum-extent Full-width-half-maximum
Length Diameter Longitudinal Lateral
Cylindrical s
ﬃﬃﬃﬃﬃ
12
p
4s s
ﬃﬃﬃﬃﬃ
12
p
Ellipsoidal s
ﬃﬃﬃﬃﬃ
20
p
s
ﬃﬃﬃﬃﬃ
20
p
s
ﬃﬃﬃﬃﬃ
10
p
s
ﬃﬃﬃﬃﬃ
10
p
Gaussian s
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
8ln2
p
s
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
8ln2
p
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D. Axial acceleration in uniform disk charge distribution
For thin disk of uniform charge distribution, the Coulomb
force at the axial position, z, can be evaluated as
FxðzÞ ¼ e
4pe0
Z
dVr
r
!
r3
¼ e
4pe0
r
ZR
0
R0dR0
Z2p
0
dY 0
ZL=2
L=2
dZ 0
zþ Z 0
ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
R
02 þ ðzþ Z 0Þ2
q
Þ3
ðD:1Þ
where R is the radius, L is the thickness of disk, and r = Ne/
pR2L is the uniform charge density. The integration yields
FxðzÞ ¼ e
4pe0
rpð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðLþ 2zÞ2
q

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðL 2zÞ2
q
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4R2 þ ðL 2zÞ2
q

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4R2 þ ðLþ 2zÞ2
q
Þ ðD:2Þ
The force at the axial position z = L/2 becomes
FxðL2Þ ¼
e
4pe0
r2pðRþ L
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
R2 þ L2
p
Þ
¼ e
4pe0
Ne
pR2L
 
2p
2RL
Rþ Lþ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃR2 þ L2p
¼ e
2pe0
Ne
R2
2
1þ L
R
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ L
R
 2q
ðD:3Þ
And the axial acceleration becomes
1
2
d2L
dt2
¼ d
2z
dt2
¼ ax ¼ Fxðz ¼ L=2Þ
me
ðD:4Þ
which is eqn (3). The result is in agreement with that of ref. 10,
in which the authors integrate Poisson’s equation for a charge
distribution to get the axial potential. Diﬀerentiation of the
potential with respect to the longitudinal coordinate gives the
electric ﬁeld and ultimately the acceleration in that direction.
E. Attenuation of interference intensity due to incoherence
In UED, the sinusoidal intensity is attenuated by blurring
through a normally distributed s as
IðsÞ /
Z
sinðxrÞ 1ﬃﬃﬃﬃ
2p
p
ss
exp½ðxsÞ2
2s2s
	dx ¼ sinðsrÞ exp½r2s2s2 	
exp½r2s2s
2
	 ¼ 1ﬃﬃ
e8
p  0:88 at r ¼ 1
2ss
exp½r2s2s
2
	 ¼ 1ﬃﬃ
e
p  0:61 at r ¼ 1ss
exp½r2s2s
2
	 ¼ 1
e
 0:37 at r ¼
ﬃﬃ
2
p
ss
exp½r2s2s
2
	 ¼ 1
e2
 0:14 at r ¼ 2ss
ðE:1Þ
The conventional deﬁnition of coherence length corresponds
to where the intensity is attenuated down to 88%.
In UEC, the Bragg spot is blurred and the signal contrast is
attenuated as
IðsÞ /
X
i
Z
1ﬃﬃﬃﬃﬃ
2p
p
si
exp ðx siÞ
2
2s2i
" #
1ﬃﬃﬃﬃﬃ
2p
p
ss
exp ðx sÞ
2
2s2s
" #
dx
¼
X
i
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pðs2s þ s2i Þ
q exp  ðs siÞ2
2ðs2s þ s2i Þ
" #
where si ¼ 2pi
r
Contrast ¼ IðsiÞ  Iðsi þ
p
rÞ
IðsiÞ
¼ 1
P
i¼1
2 exp  ð
2p
r
ði1
2
ÞÞ2
2ðs2sþs2i Þ
	 

1þP
i¼1
2 exp  ð
2pi
r
Þ2
2ðs2sþs2i Þ
	 

 1 2 exp ð
p
rÞ2
2s2s
" #
Contrast ¼ 0:99 at r ¼ 1
ss
Contrast ¼ 0:83 at r ¼
ﬃﬃﬃ
2
p
ss
Contrast ¼ 0:43 at r ¼ 2
ss
Contrast ¼ 0:00 at r ¼ 4
ss
ðE:2Þ
F. Suppression of Coulomb repulsion during the acceleration
Commonly eﬀorts have been made to shorten the acceleration
gap in order to accelerate the electron packet as quickly as
possible to shorten their propagation time and thereby mini-
mize the eﬀects of the initial Coulomb explosion. This school
of thought was mostly based on the concern that at the
moment of generation of the photoelectrons, the charge
density is unfavorably high. From the eqn (1) and (2) it is
evident that the temporal spread due to initial kinetic energy
spread is directly proportional to the acceleration gap, though
this contribution is in the femtosecond regime. Interestingly,
from the eqn (3) it can be deduced that in the case of a very
thin disk, the initial thickness does not alter the magnitude of
Coulomb repulsion, since the aspect ratio, L/R, is vanishingly
small and remains small for early times. Therefore, the Cou-
lomb repulsion can be treated as an approximately constant
acceleration in the beginning. It can be shown using the mean
ﬁeld theory that the space–charge induced momentum spreads
of both freely drifting electrons and accelerating electrons are
the same after traveling the same distance. To illustrate this
point, we separately consider the mechanical work done on the
front and the rear end of the pulse, by the acceleration ﬁeld
and Coulomb repulsion. In the thin-disk limit we have
WF ¼ mðaA þ aXÞd
WB ¼ mðaA  aXÞd
ðF:1Þ
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This work results in changes of the kinetic energies according
to
WF ¼ Ef ;F  Ei;F
WB ¼ Ef ;B  Ei;B
ðF:2Þ
For acceleration, Ei = 0 and maAd = eV, while for a free
drifting, Ei = eV and aA = 0. Either way, the ﬁnal kinetic
energies are
Ef ;F ¼ eV þmaXd
Ef ;B ¼ eV maXd
ðF:3Þ
Therefore, they both result in an energy spread of 2maXd, or a
momentum spread
Dp ¼ m
p
DE ¼ mﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2mE
p DE ¼
ﬃﬃﬃﬃﬃﬃ
m
2E
r
DE
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m
2eV
r
2maXd ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
2m3
eV
r
aXd ðF:4Þ
We note that it takes accelerating electrons twice as long to
travel the same distance. Also it can be shown that the spatial
expansion of the accelerating electrons is four times larger
than of free ﬂying electrons after traveling the same distance,
resulting in a four times larger increase in the temporal spread.
Lacceleratingðx ¼ dÞ ¼ Li þ 2aX 2d
vi þ vf
 2
 8aX d
vf
 2
Ldriftingðx ¼ dÞ ¼ Li þ 2aX d
vf
 2
 2aX d
vf
 2
ðF:5Þ
Racceleratingðx ¼ dÞ ¼ Ri þ aR 2d
vi þ vf
 2
 Ri
Rdriftingðx ¼ dÞ ¼ Ri þ aR d
vf
 2
 Ri
ðF:6Þ
However, in reality, the expanding diameter will reduce the
Coulomb repulsions and therefore the momentum spread can
be smaller, at the cost of a larger beam size.
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