The Open Aid Malawi initiative has collected an unprecedented database that identifies as much location-specific information as possible for each of over 2500 individual foreign aid donations to Malawi since 2003. Ensuring efficient use and distribution of that aid is important to donors and to Malawi citizens. However, because of individual donor goals and difficulty in tracking donor coordination, determining presence or absence of efficient aid allocation is difficult. We compare several Bayesian spatial generalized linear mixed models to relate aid allocation to various economic indicators within seven donation sectors. We find that the spatial gamma regression model best predicts current aid allocation. Using this model, first we use inferences on coefficients to examine whether or not there is evidence of efficient aid allocation within each sector. Second, we use this model to determine a more efficient aid allocation scenario and compare this scenario to the current allocation to provide insight for future aid donations.
Introduction
Each year, wealthy countries and international organizations send billions of dollars in foreign aid to developing countries across the world. The Organization for Economic Co-operation and Development (OECD) estimates that in 2015 the United States alone donated 31.1 billion dollars in development assistance and that other developed countries are donating anywhere between 700 million and 19 billion US dollars (OECD, 2015) . Aid giving is thus big business, and we need to understand better whether the business operates in the service of its so-called clients in recipient countries or rather in service of its own interests.
Donors' motives are varied, ranging from pursuing strategic interest (Alesina and Dollar, 2000) to trying to facilitate positive social and economic outcomes. And yet, with so much spent on development assistance, donors, governments, and citizens may want these donations to be allocated efficiently -providing money to places and situations with the most need. Even where strategic interest concerns are high, and therefore aid may not be allocated with need in mind, foreign aid can affect peoples' lives in non-trivial ways, for better or for worse. Thus, stakeholders in both recipient and donor countries deserve to know whether aid is in fact allocated in ways that respond to and meet the needs of recipient countries. For example, donations meant for improving education should ideally be sent to those places within the country where education is suffering the most.
Several initiatives have been introduced to improve aid targeting and coordination, including the Paris Declaration of 2005 which called for better alignment between government objectives and donor aid allocation (Aced, 2009; Findley et al., 2016) . However, communication among donors and recipients, as well as donors and other donors, in order to track and efficiently allocate the vast array of projects has proven nearly impossible. Moreover, there has been a dearth of scholarly attempts to track the complexity of aid allocation and so both academics and policy makers have a poor understanding of the patterns of foreign aid allocation. Because so much hangs in the balance, answers to the question of efficient aid allocation are sorely needed.
In 2011, the government of Malawi, together with the University of Texas at Austin's Climate Change and African Political Stability team, began efforts to collect and display donor information at the subnational level (Findley et al., 2011; Weaver et al., 2014) . This initiative -Open Aid Malawi -resulted in an unprecedented and unique database containing as much location-specific information as possible for each individual donation to Malawi since 2003 (Peratsakis et al., 2012) . This database contains over 2500 tracked donations all at the subnational level, to date the largest of its kind. Such a large and detailed resource makes it possible to examine donor aid across various project sectors.
Malawi is a particularly interesting country for examining aid allocation. Malawi's economy, education, and public health, are some of the least developed anywhere in the world. Specifically, they have an infant mortality rate of 69.3 for every 1,000 births, 50.7% of the population live below the poverty line, a 68.2% literacy rate, and agricultural goods are their leading export (National Statistical Office, 2015) . In an effort to improve circumstances in Malawi, a large number of foreign donors support economic, health, and educational development and improvement plans in Malawi. In contrast to most highly impoverished countries, Malawi has experienced almost no violence, making it an ideal location to study aid allocation patterns as the presence of violence makes stable aid allocation patterns difficult. Put differently, given its political stability Malawi is a most likely case to observe donors responding to need, and we thus explore in this paper the extent to which donors in fact allocate based on indicators of need.
Because so much aid is sent to Malawi and because of its need for hastened development, the question of whether aid is allocated efficiently is paramount both for taxpayers in donor countries as well as citizens affected by aid in recipient countries. We are specifically interested in quantifying how assistance is being allocated within the country to determine whether sectoral aid matches sectoral need. In particular, we focus on seven project sectors or donation types: (1) Agriculture; (2) Education; (3) Governance; (4) Health; (5) Rural Development [RD]; (6) Roads, Public Works, and Transportation [RPT] ; and (7) Water, Sanitation, and Irrigation [WSI] .
Using district-specific economic, social, and demographic data (hereafter referred to as "economic indicators"), we model foreign aid allocation in all districts for these project sectors. While we do not expect the economic indicators to be the sole driving forces behind aid allocation, by donors own admission they should be key factors in determining whether or not aid is being allocated efficiently. Therefore, our goals are, first, identifying high-level economic indicators that are related to aid allocation while accounting for and making use of spatial dependence; second, determining the ability of our model to capture a true relationship between aid distribution and the economic indicators; and third, to propose an efficient allocation scenario and its discrepancy from the actual allocation in order to inform future donations.
Analyses attempting to measure donor coordination in Malawi using this novel data set have begun. For example, comparing donations before and after the Paris Declaration of 2005 with various economic and demographic indicators, Nunnenkamp et al. (2015) found no evidence of increased donor coordination across sectors. De and Becker (2015) used instrumental variable techniques to show evidence of improved economic conditions at the local level from aid donations, emphasizing the need and ability for donors to coordinate their efforts using local economic indicators. Using a model to accurately capture the skewness present in aid data, we seek to significantly expand on these analyses by exploring the extent of the spatial dependence of the different sectors and to account for this spatial dependence to make inferences about relationships between donations and economic indicators at the local level.
Common analysis tools in the literature that examine aid allocation on this and other data sets include multiple regression (Feeny, 2007; Nunnenkamp et al., 2015) , probit and Tobit regression (Collier and Dollar, 2002; Dietrich, 2013; De and Becker, 2015) , poisson regression (Masaki, 2017) , structural equation models and two-stage least squares (Collier and Dollar, 2002; Dietrich and Wright, 2015) , and mixed effects models (Hodler and Raschky, 2014; Joablonski, 2014; Briggs, 2017) . As geocoded aid data becomes more readily available, models that account for spatial dependence are becoming more common. For example, van Weezel (2015) used a Bayesian normally-distributed mixed model with a spatial random effect to examine the relationship between foreign aid and civil conflict. Nunnenkamp et al. (2017) study the motivation (i.e. need, merit, or politics) for aid allocation in India using a spatial two-stage least squares. Runfola et al. (2017) developed a methodology which they call geoSIMEX to account for different levels of spatial imprecision that arise when aid allocation data is reported at various spatial resolutions. Our model helps build on and expand the growing literature that accounts for spatial dependence in the modeling of foreign aid allocation data.
In this manuscript, we examine donation allocation within Malawi at the subnational level using a Bayesian spatial gamma regression model. We describe the data in more detail in Section 2. In Section 3 we explicitly define the model used for analysis as well as the comparison models. In Section 4.1 we provide an in-depth analysis of the various model parameters and their interpretations and implications for aid allocation in Malawi, contrasting these results with a more ideal allocation scenario in Section 4.2. Finally, we provide concluding remarks in Section 5.
Data
The Open Aid Malawi database (Peratsakis et al., 2012) contains over 2500 donations spanning the years 2003 to 2016. Each donation total (in US dollars; USD) corresponds to a specific project and its intended project sector (Agriculture; Education; Governance; Health; Rural Development; Roads, Public Works, and Transport; and Water, Sanitation, and Irrigation) . The database also contains the spatial location and "precision" or level at which a project's donation was designated (e.g., country, region, district, city). precisions at which a project's donation could be assigned. For example, Figure 1b shows the total money per person assigned to the three regions (North, Central, South) in Malawi, while Figure 1d shows the locations of project donations assigned to a city (orange circle points) or a more specific latitude-longitude (green stars). In addition to the donation data, we also have population and economic indicator data for each district from the 2008 Malawi census (National Statistical Office, 2008) . These economic indicators include: proportion of people in poverty, average distance of people to schools (km), number of recently (within two weeks) injured people, food spending as a percentage of all expenses, mean area cultivated per household, and proportion of population with electric lighting. Descriptions of the variables are in Table 1 ; all covariates were standardized across districts to have a mean zero and variance one. However, we do not have these values for the three smallest districts -Likoma (a small island in Lake Malawi), Neno (split in 2003 from Mwanza), and Area under National Administration (various locations across the country). To accommodate this lack of information, we combined the donations to Neno and Mwanza (as they only recently split) and removed the other two districts from the analysis.
Because our economic indicator data is only available at the district level, we aggregated all the donation data to the district level. For the country-and region-level donations, we assumed these were dispersed proportionally among the districts according to district population. Additionally, each individual project could have several subprojects and each subproject could be assigned to a different location. However, only the total project donation amount is reported in the database and not the donation for the specific subproject. In this case, we divided the total project donation amount equally among the subprojects. Our final donation data is the total donation sum for each district in USD by project sector. Figure 1e shows the total donations per person summed across project sectors. We expect that more money should be sent to those districts with more people, thus we use dollars per person as the response variable by dividing the district donation total for each project sector by the district population.
For the dataset used in the analysis, the total sample size is N = 182 since the data contain dollars donated per person in 26 districts for seven project sectors. Figure 1f shows 
Model Definition
We expect some quantities, like agricultural output, public health outcomes, or non-urban areas, to be grouped spatially; therefore, it is plausible that accounting for spatial dependence could improve model performance in terms of prediction and inferences. The normal linear regression model with spatial random effects is a standard model for spatially-distributed quantities (Banerjee et al., 2014) . Because our data is strictly positive and right-skewed, we consider more general models. Following Diggle et al. (1998) , we make use of a spatial generalized linear mixed model (SGLMM). Let Y ij be the dollars per person (USD) for the i th district (i = 1, . . . , n, where n = 26) and the j th project sector (j = 1, . . . , J, where J = 7). We model
where µ ij = E(Y ij |β j , φ ij , θ) and θ is an applicable scale parameter (for example, for the normal distribution, this is the common variance parameter). We model the mean using a link function, g(·),
where x ij is a k × 1 vector of covariates (economic indicators) for the i th district and the j th project sector, β j is a k × 1 vector of coefficients for each sector, and φ ij is a spatial random effect where each sector has its own spatial dependence structure. Because we expect a combination of the economic indicators to be related to aid allocation within each sector, we fit a sector-specific coefficient for each of the seven economic indicators (including population) as well as a sector-specific intercept to account for the different amounts of aid appointed to each sector. Therefore, there are k = 8 coefficients for each sector, or 56 total coefficients in our model. Following Hughes and Haran (2013) , we account for potential spatial confounding by using the Moran basis on the spatial random effect. Let φ j = (φ 1j , . . . , φ 26,j ) be the vector of spatial random effects for sector j and model this with an intrinsic conditionally autoregressive (CAR; see, e.g., Besag, 1974; Banerjee et al., 2014) prior:
where σ 2 is a variance parameter and Q = diag(A1) − A is a precision matrix where A is the n × n binary neighborhood matrix such that A ik = 1 for i = k if districts i and k share a border and A ik = 0 otherwise, and 1 is an n × 1 vector of ones. As detailed by Reich et al. (2006) , the spatial random effect may be correlated with spatially-dependent covariates, creating collinearity between the model coefficients, β, and the spatial random effect, φ, inhibiting model inferences and interpretability. Thus, Hughes and Haran (2013) propose to remove confounding by using the Moran basis to approximate the spatial random effect:
where M is fixed to be the first r eigenvectors of P ⊥ AP ⊥ , where P ⊥ = (I − X(X X) −1 X ) and X is the n × k matrix consisting of a column of ones and the economic indicators for each location, and δ j is the r × 1 vector of coefficients. Then,
making M QM the precision matrix for δ j . Thus, rather than modeling the spatial random effect directly through φ j , we model δ j . In our analysis, we set r = 7 making the total number of parameters in each spatial model equal to (k × J) + (r × J) + 2 = 107. Finally, for the remaining parameters we use relatively non-informative prior distributions. Specifically,
where a θ = 0.01, b θ = 0.01, s 2 = 10000, a σ = 0.01, b σ = 0.01. We select these values for the hyperparameters so that our prior distributions are diffuse.
Model Selection
We consider eight Bayesian models, comparing both spatial and non-spatial models using gamma, log-normal, normal, and Weibull likelihood distributions (see Table 2 ; Appendix A shows the parameterizations used for each likelihood distribution). For the models using the Weibull likelihood distribution, instead of modeling the mean, µ ij , as a linear combination of the covariates, we model the parameter, λ ij = µ ij /Γ(1 + 1/θ), as done in, for example, Kalbfleisch and Prentice (2002) . For the non-spatial models, we assume φ ij ≡ 0 for all i and j in equation (1). Table 2 also defines the link function used for each model. We chose these link functions because they are commonly-used for each likelihood and they are often used due to computational convenience McCullagh and Nelder (1989) . For example, the canonical link for the Gamma distribution is the inverse link, but this link is not always positive and has vertical asymptotes.
We fit three chains (using different starting values) for each model using an adaptive Metropolis random walk sampler (Roberts and Rosenthal, 2009 ) for 1500000 iterations using code written in R (R Core Team, 2016). For memory, we saved only every tenth draw. Of the saved draws, we kept the final 30000 as post-burn-in posterior draws. We checked for convergence by monitoring trace plots and computing Geweke's convergence diagnostic within chains Geweke (1992) and Gelman-Rubin convergence diagnostic between chains Gelman and Rubin (1992) using the R package coda (Plummer et al., 2006) . For all models and all chains, less than 1% of Geweke diagnostics on parameters from all models and all chains exceeded 3 (or were below -3) and none were above (below) 3.8 (-3.8) . No Gelman-Rubin multivariate diagnostic exceeded 1.1, and the maximum univariate diagnostic value was 1.3, but almost all were below 1.1. We also computed Monte Carlo standard errors using the R package mcmcse (Flegal et al., 2017) and these values are included with all parameter estimates in Appendix C.
We are interested in the model that performs the best in predicting foreign aid for each sector in each district; therefore, we use the posterior predictive distribution, where ψ is the set of all model parameters and Ψ is its parameter space, for each model to determine which model most accurately predicts foreign aid in Malawi. We consider both mean squared error (MSE) and mean absolute error (MAE) between the posterior predictive mean and observed donations. We also compute deviance information criteria (DIC; Spiegelhalter et al., 2002 Spiegelhalter et al., , 2014 for model comparison. Table 3 shows the MAE and MSE for the in-sample predictions from each of the models. In most cases, the spatial models out predict their non-spatial counterparts; however, the improvement is modest. Additionally, other than the spatial gamma model, the DIC is larger for the spatial models than for their non-spatial counterparts. This indicates that while some spatial dependence is present, the additional parameters may not be worth adding for the small gains in model fit. In this case, however, we believe a spatial model is important especially as geocoded aid data and economic data become more sophisticated and available. That said, Model 2, or the spatial gamma model, provides the smallest MAE and the smallest DIC. Although its DIC is comparable to the non-spatial gamma model, the MSE is much smaller. Model 6, or the spatial normal model, has the smallest MSE. This is due to an anomalously high value in the RPT sector (see Figure 5 in Appendix B) that no model captures well, but the normal model captures best and therefore its MSE is less affected by the outlier. This improvement in model fit is not seen in the MAE of the normal model because the outlier does not affect the MAE as much as the MSE. Table 3 shows that while there are some differences in model fit, all models fit the data quite similarly. Therefore, in our analysis, we focus on the spatial gamma model because this is the model with the smallest DIC and MAE.
Analysis
In this section, we examine the parameters and fitted values of the spatial gamma model described in Section 3. In Section 4.1, we discuss evidences for and against donor collaboration or efficient aid allocation by examining the posterior distributions of the model coefficients.
We conduct an in-depth study in Section 4.2 to identify potential areas for improved aid allocation. Table 4 shows posterior means and standard deviations for all regression coefficients β as well as the marginal posterior probabilities that each regression coefficient is greater than 0. We use these posterior probabilities to examine the relationship between the economic indicator and the donations within a sector. Bolded values correspond to coefficients with posterior probability greater than 0.9 of being either positive or negative. We use the relationships between aid and the economic indicators to determine whether or not there is evidence of efficient aid allocation. For example, for the Education sector, if aid is being allocated efficiently, we would expect education aid to be positively related to distance to school (greater distances to school on average indicate a greater need for education aid). In large part, though, there is not evidence that the economic indicators are related to districts' aid per person within a sector at all. Many of the coefficient posterior distributions envelop 0 (those non-bolded coefficients). In fact, two sectors -Governance and Water, Sanitation, and Irrigation (WSI) -appear to not be related to any of the economic indicators. For Governance, this isn't surprising as more than 50% of the donations from that sector were given at the country or region level (see Figure 1a and 1b), and we assigned these projects equally per person to each of the districts within the country or region, respectively. For WSI, however, this is not the case and is more likely explained by WSI aid not being influenced by the economic indicators.
Parameter Estimates and Interpretation
There are, however, several coefficients that provide evidence of efficient aid allocation. For example, mean land cultivated per household has a 0.95 posterior probability of being positively related to agriculture aid. This makes sense since more land cultivated indicates more agricultural areas and thus more need for agricultural aid. Additionally, distance to school is positively related to RD aid (0.98 posterior probability), as expected, since districts where the people are farther from a school tend to be more rural and thus would benefit from RD aid. In contrast, poverty has a posterior probability of 0.96 of being negatively related to RD aid. This means that as the proportion of the population living below the poverty line increases, the amount of RD aid decreases, contradicting what we would expect for efficient aid allocation. Also, number injured is positively related to education aid (posterior probability of 0.97), but there is not an intuitive reason for why this would make sense. A natural economic indicator for education would be distance to school, but this relationship is weaker (and negative -the opposite of what we would expect).
Several economic indicator variables are related to the RPT sector. This is likely due to a large outlier in this sector, visible in Figure 1f . That said, the positive relationship between poverty proportion, electric lighting proportion, and population with RPT aid, and the negative relationship between food as a percent of expenditures and mean land cultivated per household with RPT aid indicate that RPT aid is primarily being given to highly populated and less rural areas. This does not match intuition. We would expect more total money would be needed in populated and urban areas, but that more money per person would be needed in rural areas for building and maintaining roads, public works, and transportation.
Because the eight models fit similarly (see Table 3 ), we provide coefficient summaries for all models and all coefficients in Appendix C. As expected, the coefficients follow similar patterns across models and most of the time, models find the same variables to have high posterior probabilities of being different from zero.
Obviously, these interpretations of coefficients are conditional on the values of the other covariates and multicollinearity among the covariates could introduce changes in the values of the coefficients when some covariates are left out of the model (thus changing interpretations). However, there is not much collinearity between the economic indicators, the highest absolute value correlation is 0.3, with most absolute value correlations less than 0.15. Table 5 provides variance inflation factors (VIF) for each economic indicator and scaled generalized variance inflation factors (GVIF; Fox and Monette, 1992) which account for the interaction between sector and each economic indicator. All VIF's are below the commonly-used rule of thumb of five to indicate concerning multicollinearity (see, e.g., Dobson and Barnett, 2008) . That said, interpretations of the coefficients must be made with care. Figure 2 shows plots of observed, posterior predictive means, and the residuals of total donations, and donations for Governance and RD. Plots for the remaining sectors are in Appendix B in Figures 4 and 5.
More Efficient Aid Allocation
Although we do not expect the economic indicators to be perfect drivers of aid allocation, they can provide direction for better aid allocation. In this section, we consider the scenario where aid is allocated according to a more expected or ideal relationship with specific economic indicators. We call this scenario our "efficient scenario." By doing this, we can first examine the potential for our model to capture a "true" relationship between aid and economic indicators. Second, and more important for donors as they identify locations to send aid, is to identify locations where more or less aid is needed within each sector.
To accomplish this task, we select a single economic indicator for each sector and identify its expected relationship to aid, shown in Table 6 . We then use the posterior distributions from the fitted model of Section 4.1, but adjust the coefficients for these selected economic indicators. Specifically, we set the mean of the corresponding coefficient of each economic indicator of interest to be three posterior standard deviations above (or below for a negative relationship) zero. For example, the adjusted mean of the coefficient corresponding to Land Cultivated for Agriculture is set to 0.24 (see Table 4 ), while the other coefficients for the Agriculture sector remain at the original posterior mean. Then, the adjusted posterior distribution on the coefficients is
whereβ * is the adjusted posterior mean of β as described above and Σ(β) is the posterior variance of β from the fitted spatial gamma model in Section 4.1. The posterior correlation among the β's was quite small, and thus Σ(β) could also be a diagonal matrix with the marginal variances of each coefficient on the diagonal.
We then obtain adjusted posterior predictive distributions on aid per person for each sector using equation (2), but with the adjusted posterior distribution of β. The computational algorithm is as follows:
1. Draw a value of β * from equation (3). 2. Use a draw of φ and θ from the posterior draws obtained in Section 4.1.
3. Draw a value of the adjusted aid allocation, y * ij , for each i and j from the gamma likelihood, conditional on the values in steps 1 and 2.
4. Scale y * ij so that the new sector totals are the same as the data sector totals:
(This requires that the total money within a sector does not change, only its distribution across the districts.)
Repeat for all post-burn-in posterior draws.
We can then use these draws from the adjusted posterior predictive distributions to make inferences on aid allocation.
To learn about the ability of our model to identify a "true" relationship, we refit the spatial gamma model to 26 randomly selected draws from the adjusted posterior predictive distribution. In this way we are making use of frequentist sampling distribution ideas to compute a power-type diagnostic. For these 26 randomly selected draws, using a 90% posterior probability of being greater than zero (or less than zero for expected negative relationships) cut-off, we would have identified a relationship 85% of the time. This is a bit lower than 90%, but this may be due to re-scaling the data to keep total donation amounts the same. Notably, however, we never found a relationship in the opposite direction; i.e., a parameter that was truly positive (negative) never had a 90% posterior probability of being negative (positive). Recall that RPT was positively related to electric lighting proportion -the opposite of what we would hope to see. This simulation study provides more evidence that if RPT aid were actually negatively related to electric lighting proportion, we would not have found this strong positive relationship. Finally, we compare the adjusted posterior predictive distributions of donation amounts to the observed donation amounts. Figure 3 shows standardized residual maps; specifically, for district i and sector j,
, where y ij is the observed aid per person,ȳ * ij is the mean of the adjusted posterior predictive distribution of aid per person, and SD(y * ij ) is the standard deviation of the adjusted posterior predictive distribution of aid per person. By standardizing this way, we can compare differences between the predictive means and the observed values relative to the variation of the predictive distributions, so that a large difference between the observed and predictive means is either dampened or enhanced by a large or small standard deviation, respectively. In Figure  3 , darker orange values indicate that more aid is going to these locations than our efficient scenario suggests, while dark purple values indicate that less aid is going to these locations than our efficient scenario suggests. Looking at total donations per person within each district, many of the districts that indicate more need for aid are on the western side of Malawi. 
Conclusion
Foreign aid is important for many countries' economies and its allocation can be even more important to both the donors and citizens within the receiving country. But efficient allocation is a difficult problem and identifying whether or not it is occurring is difficult too. In this paper, we made use of a unique dataset and examined how aid allocation within Malawi is related to various economic indicators within seven donation sectors. We found some evidence of efficient allocation, but on the whole, there is not evidence that aid is being allocated according to economic indicators. Additionally, because it is so hard to efficiently allocate donations, there is a need for identifying ways to help. We also used this model to develop a more efficient aid allocation according to a specific subset of the economic indicators and provided maps of adjustments to current aid allocation.
Although most countries do not have databases with similar location-specific information on donations, these methods can be applied to examine efficiency of cross-national aid allocation. And as more subnational geocoded aid data become available, these methods will become more relevant.
A Likelihood Parameterizations
In this appendix we include the parameterization used for each likelihood distribution in Models 1-8. For brevity, we drop subscript notation so that below, y ij = y, µ ij = µ, x ij = x, and
where E(y|µ, θ) = µ and Var(y|µ, θ) = θ.
where E(log y|µ, θ) = µ and Var(log y|µ, θ) = θ.
where E(y|λ, θ) = λΓ(1 + 1/θ) and Var(y|λ, θ) = λ 2 (Γ(1 + 2/θ) − Γ(1 + 1/θ) 2 ). Note that this parameterization corresponds to the Weibull regression model found in Kalbfleisch and Prentice (2002) as follows. As in our models, let log λ = x β = β 0 +x 1 β 1 , where β 0 corresponds to the intercept, x 1 corresponds to the vector of covariates without the intercept, and β 1 corresponds to the remaining vector of coefficients (all the coefficients without the intercept). Then, the pdf in (2.8) of Kalbfleisch and Prentice (2002) can be written by letting θ = γ, exp{−β 0 } = λ, and −β 1 θ = β where the parameters on the right correspond to the notation used in Kalbfleisch and Prentice (2002) and the parameters on the left correspond to the parameters used in our model. 
B Predicted Values

C Coefficient Estimates
Tables 7-13 provide the posterior mean of each coefficient along with the corresponding monte carlo standard errors and posterior probabilities that the coefficient is greater than 0 for all models and sectors. Table 9 : Coefficient posterior means (monte carlo standard errors) for all models for the Governance sector. P(>0) means the posterior probability that the corresponding coefficient is greater than 0. Coefficeints (other than intercepts) that have >90% posterior probability of being either positive or negative are bolded. Table 12 : Coefficient posterior means (monte carlo standard errors) for all models for the RPT sector. P(>0) means the posterior probability that the corresponding coefficient is greater than 0. Coefficeints (other than intercepts) that have >90% posterior probability of being either positive or negative are bolded. 
