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Resumo
A principal contribuic¸a˜o desta tese e´ o desenvolvimento de um gera-
dor estendido para processos de difusa˜o em forma expl´ıcita e que esta´ associado
a` existeˆncia de uma soluc¸a˜o de viscosidade de uma equac¸a˜o de Hamilton-Jacobi-
Bellman (HJB), no sentido que tal soluc¸a˜o pertence ao domı´nio do gerador. Tem-se
interesse pelos processos de difusa˜o Markovianos, na medida em que a fo´rmula de
Dynkin permite o ca´lculo em valor esperado da evoluc¸a˜o dos funcionais na˜o regula-
res, que na˜o podem ser tratados adequadamente pelo ca´lculo de Itoˆ.
Tal caracterizac¸a˜o aplica-se em uma nova abordagem para lidar com
a estabilidade quase certa (q.c.) na forma de recorreˆncia finita para problemas
de difusa˜o invariantes ao longo do tempo afetados por um ru´ıdo persistente. A
te´cnica proposta baseia-se nos resultados apresentados pelo me´todo de Kushner-
Khasminskii na forma cla´ssica de estabilidade para a origem e na abordagem de
Meyn para a caracterizac¸a˜o do gerador estendido. Para sistemas semilineares com
coeficiente de difusa˜o convexo, esta tese mostra que a soluc¸a˜o da equac¸a˜o HJB e´
uma func¸a˜o convexa quando o custo de operac¸a˜o e´ convexo. Assim, obte´m-se uma
func¸a˜o de Lyapunov a partir da soluc¸a˜o o´tima de uma maneira direta e, dessa
forma, unindo otimalidade e estabilidade. As noc¸o˜es de estabilidade associadas a
convergeˆncia para um conjunto compacto sa˜o exploradas e soluc¸o˜es esta´veis sub-
o´timas podem ser obtidas pela imposic¸a˜o de uma func¸a˜o de Lyapunov na˜o regular.
Nesse contexto, existe um panorama pouco explorado na literatura no qual surgem
poss´ıveis aplicac¸o˜es, e que sera˜o apresentadas na forma de exemplos nesta tese.
Palavras-chaves: estabilidade; difusa˜o de processos - modelos matema´ticos; siste-
mas hamiltonianos; teoria de controle estoca´stico; sistemas estoca´sticos.
Abstract
The thesis develops an extended generator for diffusion processes in
explicit form that is associated to the existence of viscosity solution of Hamilton-
Jacobi-Bellman (HJB) equations, in the sense that such a solution belongs to the
generator domain. It has a direct interest for Markovian diffusion processes, insofar
Dynkin’s formula allows the expected value calculus for the evolution of nonsmooth
functionals, which cannot be handled by Itoˆ’s calculus.
Such a characterization applies in a novel approach to deal with the
almost sure stability in form of finite recurrence for the solution of long run time
invariant diffusion problems with persistent noise. The approach builds upon the
results given by the Kushner-Khasminskii’s approach in the classic stability to the
origin method and on Meyn’s approach for the extended generator characterization.
For semilinear systems with convex diffusion coefficient, the thesis shows that the
solution of the HJB is a convex function when the running cost also is, thus pointing
out a Lyapunov function from the optimal solution, bridging optimality with stabil-
ity. Notions of stability associated to convergence to a compact set is explored and
the idea that suboptimal stable solutions can be obtained by imposing nonsmooth
Lyapunov functions exemplifies possible applications.
Keywords: stability; diffusion of processes - mathematical models; Hamiltonian
system; stochastic control theory; stochastic systems.
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1 Introduc¸a˜o
Um dos problemas da matema´tica que perduram ate´ nossos dias e´ que a maioria
das equac¸o˜es diferenciais na˜o possuem soluc¸o˜es anal´ıtica expl´ıcita. Dessa impossibilidade
de resolver explicitamente de forma rigorosa as equac¸o˜es nasceu a teoria dos sistemas
dinaˆmicos. Poincare´ (1890) desenvolveu um me´todo que descreve qualitativamente o mo-
vimento dos corpos celestes. Antes de Poincare´, o estudo do comportamento das soluc¸o˜es
de uma equac¸a˜o era feito ao redor dos pontos estaciona´rios ou pontos de equil´ıbrio. Essa
teoria e´ conhecida como “a teoria local”. Em 1892, Lyapunov publicou sua famosa mono-
grafia, “Proble`me ge´ne´ral de la stabilite´ du mouvement”, em que estabelece os fundamentos
da teoria de estabilidade que leva seu nome. Uma das vantagens dessa teoria e´ que ela
na˜o requer conhecer a soluc¸a˜o da equac¸a˜o a priori. A intenc¸a˜o original de Lyapunov foi
determinar um crite´rio para estudar a estabilidade na origem das soluc¸o˜es da EDO
x˙(t) = A(t)x(t), x(0) = x0 ∈ Rn, t ∈ R+, (1.1)
e, com base em (1.1), concluir sobre a estabilidade para um sistema na˜o linear dado por
x˙(t) = A(t)x(t) + σ(x(t)), x(0) = x0 ∈ Rn, t ∈ R+. (1.2)
Itoˆ (1944) introduz a teoria de integrac¸a˜o estoca´stica, que deu origem ao ca´lculo
estoca´stico e posteriormente, a teoria das equac¸o˜es diferencias estoca´sticas (EDE). E´
importante mencionar tambe´m o trabalho de Skorokhod (1976) que generaliza a integral
de Itoˆ.
A estabilidade e´ um conceito importante no estudo de sistemas dinaˆmicos, que
esta´ relacionada ao comportamento qualitativo das trajeto´rias das soluc¸o˜es de um sistema.
Nesse sentido, o me´todo de Lyapunov foi generalizado e estendido e foram introduzidos os
conceitos de estabilidade e convergeˆncia estoca´stica. Khasminskii (1967) e Kushner (1967)
estudaram de forma independente a estabilidade estoca´stica das soluc¸o˜es de uma EDE
linear da seguinte forma
dxt = Axtdt+
m∑
i=1
σixtdW
i
t , x0 = x ∈ Rn, t ∈ R+, i = 1,2, . . . , m, (1.3)
de maneira que (1.3) e´ considerada como o sistema linear (1.1) perturbado tambe´m cha-
mado semilinear.
Existe uma conexa˜o nota´vel dos processos de difusa˜o entre o valor esperado dos
funcionais de Itoˆ e uma equac¸a˜o diferencial parcial (EDP) de segunda ordem associada
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ao funcional com pouca regularidade, vide Yong e Zhou (1999), Fleming e Soner (2006).
Considera-se {xt}t≥0 como um processo de difusa˜o controlado1 descrito pela seguinte EDE
dxt = b(xt, ut)dt+ σ(xt, ut)dWt, x0 = x ∈ Rn. (1.4)
Sob uma classe de controles admiss´ıveis Markovianos U = {ut = u(t, xt) mensura´vel, ut ∈
U ⊂ Rm, t ≥ 0}, o problema do controle o´timo com horizonte τ e´ determinar o controle
pertencente a` U que minimiza o custo:
J(x, u) = Ex
[∫ τ
0
f(xt, ut)dt+ h(xτ )
]
, x ∈ Rn. (1.5)
no qual
v(x) = inf
u(·)∈U
Ex
[∫ τ
0
f(xt, ut)dt+ h(xτ )
]
, x ∈ Rn. (1.6)
e´ denominado func¸a˜o valor. Se certas condic¸o˜es relacionadas ao domı´nio e ao tempo τ
forem satisfeitas, vide Krylov (1980), v e´ u´nica soluc¸a˜o da equac¸a˜o de HJB,
H(x, vx(x), vxx(x)) = 0, (1.7)
em que, vx e vxx representam o gradiente e a hessiana de v, respectivamente. A func¸a˜o
Hamiltoniana H e´ considerada de forma expl´ıcita como
H(x, p, P ) = inf
u∈U
{
f(x, u) + 〈p, b(x, u)〉+ 1
2
tr(Pσ(x, u)σ(x, u)⊺)
}
. (1.8)
Existe um marco teo´rico desenvolvido desde o final do se´culo passado, que da´
sentido a`s EDP’s que incluem a` equac¸a˜o de HJB (1.7), como um caso particular, a ser
resolvido com soluc¸o˜es de viscosidade, vide Lions (1983), Crandall, Ishii e Lions (1992).
Os processos de difusa˜o controlado sob esse ponto de vista foram abordados por Yong e
Zhou (1999), Borkar (2005), Fleming e Soner (2006), entre outros.
Uma deficieˆncia no desenvolvimento da relac¸a˜o entre EDE de difusa˜o e as EDP
como na equac¸a˜o de HJB, e´ que as EDP’s na˜o sa˜o acompanhadas por uma evoluc¸a˜o dos
processo de Itoˆ de forma correspondente. Por um lado, a soluc¸a˜o de viscosidade v na˜o
e´ necessariamente suave (de classe C2), e por outro, o ca´lculo de Itoˆ precisa recorrer ao
tempo local2 de Le´vy, vide Karatzas e Shreve (1991, Sec. 3.6), Le Gall (2016, Ch. 9).
Assim, a expressa˜o da evoluc¸a˜o infinitesimal dos funcionais de Itoˆ, e que permitem que
(1.7) seja desenvolvida e´ perdida. Nesse contexto, o ca´lculo do Itoˆ e´ de pouca utilidade
para lidar com o problema em (1.6) na teoria das soluc¸o˜es de viscosidade para (1.7).
Para contornar essas dificuldades volta-se para os processos de Feller e a noc¸a˜o
correspondente de gerador infinitesimal e a fo´rmula de Dynkin, para expressar a evoluc¸a˜o
em valor esperado dos funcionais de Itoˆ. Embora no caso cla´ssico esses elementos sa˜o
1 Na literatura e´ comum dizer que, se um processo satisfaz (1.4), e´ nomeado “processo de difusa˜o
controlado”, vide Krylov (1980, Pag. vi).
2 O tempo local e´ utilizado na integral estoca´stica se o integrando na˜o for suficientemente regular.
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aplicados em func¸o˜es tambe´m suaves, existe na literatura conceitos para lidar com essa
falta de regularidade. Isso e´ precisamente dado em Meyn e Tweedie (1993) com a ideia
de um gerador estendido e a correspondente fo´rmula de Dynkin para processos de Hunt,
baseado nas ideias iniciais de Davis (1993). Devido a abordagem dos processos martingais,
e´ poss´ıvel dessa maneira expandir o gerador infinitesimal cla´ssico. No entanto, devido a
essa generalidade, na˜o existe uma caracterizac¸a˜o expl´ıcita de um gerador para processos
de difusa˜o.
Ao longo desta tese, despendem-se os maiores esforc¸os procurando caracterizar
um gerador estendido que seja conectado a`s soluc¸o˜es de viscosidade no sentido padra˜o, ou
seja, que elas pertenc¸am ao domı´nio do gerador. Para a soluc¸a˜o de viscosidade da equac¸a˜o
de HJB (1.7), esse estudo obte´m um gerador estendido explicitamente como um operador
diferencial de segunda ordem, que envolve o sub e superdiferenciais da func¸a˜o V (x) ao
longo de trajeto´rias t 7→ v(xt) para quase todo t, e para qualquer trajeto´ria do processo
de Itoˆ. Essa construc¸a˜o apresentada no Teorema 3.1 estabelece a conexa˜o entre a soluc¸a˜o
de viscosidade de (1.7) e o processo de Itoˆ, por meio do gerador do processo de Markov,
como na conexa˜o cla´ssica.
Ale´m do interesse do gerador estendido para processos de difusa˜o, em si, esse re-
sultado permite o estudo da estabilidade estoca´stica, que utiliza as refereˆncias Khasminskii
(2012) e Kushner (1967) como marcos iniciais. Nesses trabalhos, os autores concentram-se
na convergeˆncia q.c. dos processos para a origem, a qual funciona como uma bacia atra-
tora para o processo. Nesse sentido, Mao (2007) apresenta um ponto de vista mais recente
com resultados de natureza similar.
Na literatura, existem va´rias noc¸o˜es de estabilidade de processos de Itoˆ, como
por exemplo a estabilidade (assinto´tica) em probabilidade, estabilidade quase certa (q.c),
estabilidade em momentos e exponencial, entre outras. Khasminskii (2012) proporciona
condic¸o˜es necessa´rias e suficientes para a estabilidade assinto´tica de (1.3). Arnold, Oelje-
klaus e Pardoux (1984) estudam de forma sistema´tica a estabilidade q.c. e estabilidade de
momentos para (1.3). Kozin (1969) introduz o conceito de estabilidade exponencial q.c.
de sistemas lineares estoca´sticos e Mao (1990) estuda a estabilidade exponencial quase
certa de (1.3) sob a condic¸a˜o chamada de expoente de Lyapunov:
lim sup
t→∞
1
t
log(‖xt‖2) ≤ −c, P−q.c., (1.9)
para c > 0. Na literatura existem diversos autores que estenderam o me´todo de Lyapunov
para estudar estabilidade de sistemas excitados por alguma perturbac¸a˜o, entre eles men-
cionamos: Wonham (1966), Zhang e Kozin (1994), Arnold e Schmalfuss (2001), Kushner
(2014).
A abordagem de Lyapunov-Kushner estuda estabilidade de processos de Itoˆ
via variac¸a˜o em valor absoluto dos funcionais de Itoˆ que satisfazem a propriedade de
supermartingais e a fo´rmula de Itoˆ, vide Bucy (1965).
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Pode-se citar a seguinte literatura ba´sica que aborda sistemas de controle es-
toca´sticos: Kushner (1971), Fleming e Rishel (1975), Davis (1977), Caines (2018). Um
estudo da estabilidade de sistemas estoca´sticos via a abordagem Kushner-Lyapunov pode
ser encontrado em Wonham (1966), Kushner (1967), Arnold (1974), Khasminskii (2012),
entre outros. Gihman e Skorohod e Skorohod (1965) estudam a estabilidade estoca´stica de
sistemas lineares por um abordagem diferente, na qual, na˜o se usa func¸o˜es de Lyapunov.
Meyn e Tweedie (1993) revisitam as ideias de estabilidade estoca´stica as quais
sa˜o generalizadas mediante o crite´rio de Foster-Lyapunov desenvolvido para processos de
Hunt, a partir de te´cnicas originadas da ana´lise de cadeias de Markov.
O gerador estendido desenvolvido nesta tese, no Teorema 3.1, e´ usado para
estabelecer noc¸o˜es de estabilidade q.c. para os processos de difusa˜o, conforme apresentado
a seguir. Considera-se O um conjunto compacto (pre´-compacto) em Rn que conte´m a
origem, e D ⊆ Rn o conjunto domı´nio tal que O ⊂ D.
(P1) Em (1.6) τ = inf{t ≥ 0 : xt ∈ O ou xt ∈ D}, definido por x0 = x ∈ D \ O.
Eventualmente, D ≡ Rn.
(P2) Em (1.6) f(t, x, u) = e
ζtf(x, u) e h(t, x) = eζth(x),D ≡ Rn, e surgem dois casos:
ζ < 0 com O = ∅ (caso controle com desconto), ou ζ > 0.
(P3) D ≡ Rn e O = ∅, e o funcional de custo em (1.6) e´ substitu´ıdo por
lim sup
t→∞
1
t
∫ t
0
f(xs, us) ds
no caso de controle ergo´dico.
O problema P2 com ζ > 0 permite estudar a noc¸a˜o de estabilidade exponencial, vide Teo-
rema 4.2. Se (x, u) 7→ f(x, u) e´ uma func¸a˜o tipo-norma fora do conjunto O, a estabilidade
e´ no sentido da norma, e desenvolvida no Teorema 4.4.
A func¸a˜o valor correspondente a cada problema acima supo˜e-se que satisfaz a
equac¸a˜o de HJB correspondente abaixo, no sentido da viscosidade.
(P1) H(x,Dv(x), D2v(x)) = 0 para cada x ∈ D \ O com v = h sobre ∂O, quando for
aplica´vel.
(P2) ζv(x)+H(x,Dv(x), D2v(x)) = 0, para cada x ∈ Rn para ζ < 0, e para cada x ∈ Oc
com v(x) = h(x) sobre ∂O quando ζ > 0.
(P3) −ρ+H(x,Dv(x), D2v(x)) = 0, para algum ρ > 0 e cada x ∈ Rn.
A partir deste ponto, duas linhas de ac¸a˜o sa˜o identificadas. A primeira e´ a
preferencial em que v seja uma func¸a˜o tipo-norma sobre seu domı´nio tal que v|∂D > v|∂O.
Como consequeˆncia, tem-se que a soluc¸a˜o o´tima e´ esta´vel q.c. em um sentido apropriado
para ser desenvolvido no Cap´ıtulo 4.
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Considera-se um caso semilinear, no qual o coeficiente de difusa˜o (x, u) 7→
σ(x, u) e´ convexo no sentido requerido na Hipo´tese 3 na Sec¸a˜o 3.2 e a func¸a˜o drift (x, u) 7→
b(x, u) linear. Quando o custo corrente (x, u) 7→ f(x, u) e o custo final x 7→ h(x) sa˜o
func¸o˜es convexas em seus domı´nios, esse demostra-se no Teorema 3.2 que a func¸a˜o valor v
e´ convexa, e assim e´ uma candidata natural a ser uma func¸a˜o Lyapunov para o problema
de controle o´timo.
Uma segunda forma poss´ıvel de se garantir a estabilidade estoca´stica e´ assumir
que v e´ uma func¸a˜o Lyapunov tipo-norma ou se impor uma func¸a˜o Lyapunov vLyp aos
problemas descritos anteriormente. Nesse u´ltimo caso, e´ necessa´rio verificar o sinal, de
acordo com:
(P1) H(x,DvLyp(x), D2vLyp(x)) < 0 para cada x ∈ D \ O com vLyp dado sobre ∂O,
quando for aplica´vel.
(P2) ζ vLyp(x)+H(x,DvLyp(x), D2vLyp(x)) < 0, para cada x ∈ Rn quando ζ < 0, ou para
cada x ∈ D \ O com vLyp(x) dado sobre ∂O quando ζ > 0.
(P3) −ρ+H(x,DvLyp(x), D2vLyp(x)) < 0, para algum ρ > 0 e para cada x ∈ Rn.
As desigualdades impostas acima nos problemas (P1)-(P3) levam a`s noc¸o˜es
apropriadas de estabilidade q.c. a serem detalhadas no Cap´ıtulo 4. Nesses cena´rios, associa-
se a estabilidade estoca´stica a controles sub-o´timos, obtidos atrave´s da func¸a˜o pre´ espe-
cificada vLyp.
Na literatura, existem nota´veis refereˆncias que estudam processos de difusa˜o
controlados via soluc¸o˜es de viscosidade tais como: Yong e Zhou (1999), Borkar (2005),
Fleming e Soner (2006). No caso de processos na˜o degenerados, a equac¸a˜o de HJB e´
uniformemente el´ıptica e o domı´nio das soluc¸o˜es da equac¸a˜o de HJB sa˜o func¸o˜es de classe
C2(Rn). Nesse contexto cita-se Kohn e Nirenberg (1967), Krylov (1980), Aubin e Da Prato
(1995).
Diversos estudos de processos de difusa˜o sem controle no coeficiente de difusa˜o
encontram-se em: Florchinger (1995), Florchinger (1997), Bardi e Cesaroni (2008), Ara-
postathis, Borkar e Ghosh (2012). Pode-se adicionar tambe´m Bardi e Cesaroni (2008) que
estudam estabilidade q.c. de processos de Itoˆ a partir de comparac¸o˜es particulares de uma
EDE e o pior caso de um sistema determin´ıstico.
Trabalhos de estabilidade de processos de difusa˜o controlados na˜o degenerados
sa˜o encontrados em: Arisawa e Lions (1998), Arapostathis, Borkar e Ghosh (2012, Cap. 3)
e em suas respectivas refereˆncias. Existe escassa literatura que aborda a estabilidade de
processos de difusa˜o degenerados, entre os quais: Bardi e Cesaroni (2005), Cesaroni (2006),
Akian, David e Gaubert (2008), Arapostathis, Borkar e Ghosh (2012, Cap. 7), Cosso,
Fuhrman e Pham (2016). Entre eles, destaca-se pela proximidade com este trabalho o de
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Cesaroni (2006), que desenvolveu a estabilidade estoca´stica atrave´s de supersoluc¸o˜es de
viscosidade e impondo-se uma condic¸a˜o de sinal na equac¸a˜o de HJB de dif´ıcil verificac¸a˜o.
Em outro contexto de estabilidade, Krstic e Hua (1998) introduzem a noc¸a˜o de
estabilidade para estados permanentemente perturbados (NSS, pelas siglas em ingleˆs de
noise-to-state stable). Essa noc¸a˜o for introduzida de certo modo para tratar sistemas com
ru´ıdo estoca´stico que na˜o desaparece na origem do espac¸o de estado. Nesse cena´rio, Deng,
Krstic e Williams (2001), Mateos e Corte´s (2014) criam elementos necessa´rios para tratar
EDE com ru´ıdo persistente, em que a regia˜o de atrac¸a˜o na˜o e´ uma regia˜o de absorvente.
Destaca-se tambe´m na linha de processos excitados persistentes o trabalho de Nishimura
e Horoshi (2018) com uma abordagem da estabilidade de processos de difusa˜o escalares.
Contribuic¸o˜es
Em resumo, este trabalho apresenta as contribuic¸o˜es detalhadas a seguir:
• Na Sec¸a˜o 3.1, e´ constru´ıdo analiticamente um operador diferencial, nomeado de
gerador estendido, para processos de difusa˜o cujo domı´nio conte´m soluc¸o˜es de visco-
sidade. As avaliac¸o˜es sa˜o inspiradas no desenvolvimento do Teorema de Verificac¸a˜o
Estoca´stica para soluc¸o˜es de viscosidade, vide Yong e Zhou (1999), Gozzi, Swiech e
Zhou (2005), Gozzi, Swiech e Zhou (2010).
• Na Sec¸a˜o 3.2, demostra-se a convexidade da func¸a˜o valor no problema de controle
o´timo estoca´stico sob condic¸o˜es particulares. Nesse sentido, adicionando o gerador
estendido determinado no Teorema 3.1 e´ poss´ıvel estabelecer a estabilidade dos
processos de difusa˜o com controle o´timo.
• A partir da concepc¸a˜o do gerador estendido, usa-se a abordagem de Meyn e Tweedie
(1993) para estabelecer crite´rios de estabilidade para processos de difusa˜o associados
a diferentes func¸o˜es de custo, estudadas no Cap´ıtulo 4.
• Na Sec¸a˜o 4.1, aborda-se diferentes problemas de estabilidade estoca´stica: o problema
com desconto positivo e negativo, o problema de dois limites e o problema ergo´dico.
Em todos esses casos o gerador estendido permite o estabelecimento da noc¸a˜o de
estabilidade correspondente.
• Na Sec¸a˜o 4.1.4, utiliza-se a imposic¸a˜o de func¸o˜es de Lyapunov na˜o regulares para o
estudo de estabilidade permitida pela abordagem aqui desenvolvida.
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Organizac¸a˜o do trabalho
Para facilitar a leitura e a compreensa˜o deste trabalho, este foi estruturado da
maneira que se passa a descrever:
• No Cap´ıtulo 1, expo˜e-se a introduc¸a˜o histo´rica com o objetivo de colocar o leitor
na perspectiva da abordagem desta tese. Tambe´m, apresenta-se uma revisa˜o bibli-
ogra´fica sobre o assunto em foco.
• No Cap´ıtulo 2, abordam-se os conceitos necessa´rios da teoria da probabilidade, pro-
cessos estoca´sticos, processos de Wiener, propriedade dos processos de Wiener, pro-
cessos de difusa˜o, o problema de controle, a equac¸a˜o de HJB, a teoria de soluc¸o˜es de
viscosidade, entre outros. Na Sec¸a˜o 2.8, apresenta-se a equac¸a˜o de HJB no contexto
das soluc¸o˜es de viscosidade, parte fundamental em todo o desenvolvimento.
• No Cap´ıtulo 3, apresenta-se os resultados principais desta tese no Teorema 3.1
o desenvolvimento do gerador estendido, e a Sec¸a˜o 3.2 explora uma propriedade
intr´ınseca da func¸a˜o valor no Teorema 3.2 para dinaˆmicas quase lineares.
• No Cap´ıtulo 4, apresenta-se uma se´rie de resultados sobre estabilidade estoca´stica.
O Teorema 4.1 desenvolve a estabilidade dos processos entre duas fronteiras, o Teo-
rema 4.2 desenvolve a estabilidade dos processos associados aos custos com desconto
positivo ou negativo, o Teorema 4.3 desenvolve estabilidade dos processos associados
ao problema ergo´dico e o Teorema 4.4 sem ajuda do gerador estendido desenvolveu
estabilidade por momentos dos processos, sob uma condic¸a˜o na func¸a˜o de custo
corrente. Estes resultados esta˜o baseados nos crite´rios de convergeˆncia da literatura
e no gerador estendido, segundo a abordagem de Meyn e Tweedie (1993), exceto o
Teorema 4.4.
• Na Subsec¸a˜o 4.1.4, explora-se a estabilidade atrave´s do gerador estendido impondo-
se func¸o˜es de Lyapunov na˜o diferencia´veis e ajustes correspondentes em uma condic¸a˜o
de sinal da equac¸a˜o de HJB.
• Na Sec¸a˜o 4.2, apresenta-se alguns exemplos nume´ricos que detalham a aplicabilidade
dos resultados obtidos neste trabalho.
• No Cap´ıtulo 5, apresenta-se as concluso˜es gerais e direcionamentos para trabalhos
futuros.
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2 Conceitos Ba´sicos
Neste cap´ıtulo, definem-se alguns elementos ba´sicos da teoria de probabilida-
des, processos estoca´sticos, equac¸o˜es diferencias parciais, equac¸o˜es diferencias estoca´sticas,
teoria de controle o´timo estoca´stico, entre outros to´picos que sera˜o fundamentais para o de-
senvolvimento dos modelos matema´ticos abordados nesta tese. Primeiramente, apresentam-
se alguns conceitos ba´sicos da teoria da medida.
2.1 Elementos da teoria de probabilidades
Definic¸a˜o 2.1 Seja Ω um conjunto na˜o vazio. Uma colec¸a˜o F de subconjuntos de Ω e´
denominado uma σ-a´lgebra se satisfaz as seguintes propriedades:
i) Ω ∈ F ;
ii) Se A ∈ F , enta˜o Ac ∈ F ;
iii) Se A1, A2, A3 · · · ∈ F , enta˜o
∞⋃
i=1
Ai ∈ F (unia˜o conta´vel).
Sejam F1,F2 duas σ-a´lgebras em Ω. Diz-se que F1 e´ uma sub-σ-a´lgebra de F2
se e somente se (abreviadamente, sse) F1 ⊂ F2.
Definic¸a˜o 2.2 O par (Ω,F) e´ denominado espac¸o mensura´vel sse F e´ um σ-a´lgebra.
Cada elemento A da colec¸a˜o F sera´ denominado de conjunto mensura´vel.
Lema 2.1 Seja Ω um conjunto na˜o vazio. Se A ∈ F , enta˜o existe uma u´nica σ-a´lgebra
menor, denotada por σ(A), contendo A.
Definic¸a˜o 2.3 (M, d) e´ um espac¸o me´trico sse M e´ um conjunto na˜o vazio e d : M×
M→ R, tal que satisfac¸a as seguintes condic¸o˜es
i) d(x, y) ≥ 0 para todo x, y ∈M e sera´ “ = ” se x = y;
ii) d(x, y) = d(y, x) para qualquer x, y ∈ M;
iii) d(x, y) ≤ d(x, z) + d(z, y) para qualquer x, y, z ∈ M.
Assim, (Ω,M) e´ um espac¸o topolo´gico e os elementos de M sa˜o denominados de abertos.
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Definic¸a˜o 2.4 Dado um espac¸o topolo´gico (Ω,M) e U ⊂M. Pelo Lema 2.1, existe uma
σ-a´lgebra mı´nima, denotada por B(U), contendo U . B(U) e´ tambe´m uma σ-a´lgebra do
espac¸o topolo´gico. Assim, cada elemento B ∈ B(U) e´ denominado conjunto de Borel.
Um espac¸o me´trico e´ dito “completo” quando todas as sequeˆncias de Cauchy
convergem para um limite que pertence ao espac¸o. Por outro lado, para estudar a con-
vergeˆncia de se´ries de func¸o˜es, precisa-se exigir que o espac¸o me´trico tenha propriedades
alge´bricas que nos permitam a soma de func¸o˜es, enta˜o esta e´ uma raza˜o para estudar
espac¸os vetoriais normados.
Definic¸a˜o 2.5 Seja V um espac¸o vetorial em R e ‖ · ‖ : V → R satisfazendo as seguintes
condic¸o˜es:
i) ‖x‖ ≥ 0 para qualquer x ∈ V e sera´ “ = ” se x = 0;
ii) ‖λx‖ = |λ| ‖x‖ para qualquer x ∈ V e λ ∈ R;
iii) ‖x+ y‖ ≤ ‖x‖+ ‖y‖ para qualquer x, y ∈ V.
Assim, (V, ‖ ·‖) e´ um espac¸o normado e d(x, y) = ‖x−y‖. Diz-se que um espac¸o e´ Banach
se for espac¸o vetorial normado completo.
Definic¸a˜o 2.6 Seja V um espac¸o vetorial em R e 〈, 〉 : V × V → R satisfazendo as
seguintes condic¸o˜es:
i) 〈x, x〉 ≥ 0 e igual a zero sse x = 0 para qualquer x ∈ V;
ii) 〈x, y〉 = 〈y, x〉 para qualquer x, y ∈ V;
iii) 〈x+ y, z〉 = 〈x, z〉 + 〈y, z〉 para qualquer x, y, z ∈ V;
iv) 〈λx, y〉 = λ 〈x, y〉 para qualquer x, y ∈ V e λ ∈ R.
Assim, (V, 〈·, ·〉) e´ um espac¸o dotado de um produto interno, ou seja, com noc¸o˜es de
distaˆncias e aˆngulos. Diz-se que um espac¸o e´ de Hilbert a todo espac¸o vetorial dotado de
um produto interno.
Definic¸a˜o 2.7 Sejam (Ω1,FΩ1) e (Ω2,FΩ2) dois espac¸os mensura´veis e f : Ω1 → Ω2 diz-
se func¸a˜o mensura´vel sse as pre´-imagens sa˜o conjuntos mensura´veis, isto e´, f−1(A2) ∈
FΩ1 para qualquer A2 ∈ FΩ2.
Definic¸a˜o 2.8 Seja X : (Ω,F) → (R,M) uma func¸a˜o, no qual, (Ω,F) e´ um espac¸o
mensura´vel e (R,M) e´ um espac¸o topolo´gico. Diz-se que X e´ F-mensura´vel se X−1(U) ∈
F para todo U ∈M.
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Definic¸a˜o 2.9 Considera-se um espac¸o mensura´vel (Ω,F). Diz-se que uma aplicac¸a˜o
µ : F → [0,+∞) e´ uma medida se as seguintes condic¸o˜es sa˜o verificadas
i) µ
(
∞⋃·
i=1
Ai
)
=
∞∑
i=1
µ(Ai);
ii) µ(A) < +∞ para qualquer A ∈ F .
Nesse caso, a tripla (Ω,F , µ) e´ denominada espac¸o de medida.
Uma medida de probabilidade P, ou lei de probabilidade, ou simplesmente uma proba-
bilidade, e´ uma func¸a˜o real P : F → [0,1] que satisfaz os seguintes axiomas (axiomas de
Kolmogorov, vide Kolmogorov (1933)):
• P(Ω) = 1;
• P
(
∞⋃
i=1
Ai
)
=
∞∑
i=1
P(Ai), se Ai ∈ F ; i ∈ {1,2, · · · } e Ai ∩Aj = ∅ para i 6= j;
• P(A) ≥ 0, para todo A ∈ F .
Nesse caso, a tripla (Ω,F ,P) e´ denominada um espac¸o de probabilidade. Diz-se que um
espac¸o de probabilidade e´ completo, se satisfaz B ∈ F , A ⊂ B, P(B) = 0 enta˜o A ∈ F .
Uma probabilidade condicional e´ uma nova medida e e´ definida da seguinte
maneira.
Definic¸a˜o 2.10 Dado A,B ∈ F em um espac¸o de probabilidade (Ω,F ,P), define-se a
probabilidade condicional de A dado que ocorreu B, ou simplesmente probabilidade con-
dicional de A dado B, por
P(A|B) = P(A ∩B)
P(B)
.
Na Definic¸a˜o 2.10 surgem algumas dificuldades, por exemplo quando B tem
um elemento, enta˜o P(B) = 0. Rigorosamente precisa-se de uma nova definic¸a˜o de pro-
babilidade condicional.
Definic¸a˜o 2.11 Seja (Ω,F ,P) um espac¸o de probabilidade, (E,B) um espac¸o mensura´vel
e τ : Ω→ E uma func¸a˜o mensura´vel. Uma probabilidade condicional regular com respeito
a τ e´ definido como uma aplicac¸a˜o ν : E × F → [0,1] tal que
P
(
A ∩ τ−1(B)
)
=
∫
B
ν(x,A)P(τ−1(dx))
para todo A ∈ F e B ∈ B.
Deste ponto em adiante, assume-se a tripla (Ω,F ,P) como um espac¸o de pro-
babilidades completo. Diz-se que um evento A ∈ F ocorre quase certamente (q.c), se
P(A) = 1.
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Varia´veis aleato´rias. Sob um espac¸o de probabilidades e de acordo com Definic¸a˜o
2.7, define-se X uma varia´vel aleato´ria (v.a.) como uma func¸a˜o mensura´vel de (Ω,F)
em (E,B(E)). Diz-se que X e´ uma varia´vel aleato´ria real (v.a.r.), se e´ uma aplicac¸a˜o
de (Ω,F) → (R,B(R)), de modo que, X−1(B) ∈ F para todo B ∈ B(R), no qual,
B(R) representa a menor σ-a´lgebra gerada pelos conjuntos abertos em R, comumente
denominados de “Borelianos”. Deve-se notar a diferenc¸a com vetor aleato´rio, nesse caso,
o vetor de v.a. toma valores em (Rn,B(Rn)).
Um fato importante e´ que as func¸o˜es mensura´veis (cont´ınuas) transformam
v.a. em v.a. Esta afirmac¸a˜o e´ reforc¸ada com o pro´ximo lema.
Lema 2.2 (GRIMMETT;STIRZAKER, 2001) Sejam (X1, . . . , Xn) v.a.r. e ψ : R
n → R
uma aplicac¸a˜o.
i) Se ψ e´ uma func¸a˜o cont´ınua, enta˜o ψ(X1, . . . , Xn) e´ uma v.a.r.
ii) Se ψ e´ uma func¸a˜o mensura´vel, enta˜o ψ(X1, . . . , Xn) e´ uma v.a.r.
Outro fato importante a enfatizar, e´ a lei de probabilidades das v.a.r. Seja X
uma v.a.r. A lei de probabilidades de X e´ definida por Px(B) := P(X
−1(B)) para todo
B ∈ B(R). Desta forma, se define (R,B(R),Px) como um espac¸o de probabilidades.
Valor esperado de uma v.a. O valor esperado (esperanc¸a matema´tica ou me´dia) de
uma v.a.r. X e´ definida como
E[X] =
∫
Ω
X(ω)dP(ω) =
∫
R
xPx(dx). (2.1)
A penu´ltima integral e´ uma integral Lebesgue no espac¸o (Ω,F ,P); a u´ltima integral e´ uma
integral Lebesgue no espac¸o (R,B(R),Px). O valor E[(X − b)k], se existir, e´ denominado
k-e´simo momento de X em torno de b ∈ R, k = 1,2,3, . . .. O k-e´simo momento em torno
de zero, E[Xk], e´ denominado simplesmente de k-e´simo momento de X ou “momento”
de ordem k de X. O segundo momento em torno da me´dia e´ denominado variaˆncia de
X, o qual denota-se por Var[X], tal que Var[X] = E[(X − E[X])2]. Diz-se que duas v.a.
no mesmo espac¸o de probabilidade sa˜o independentes sse quaisquer eventos determinados
por qualquer grupo dessas v.a. na˜o teˆm elementos em comum, vide Barry (1996, Def. 2.8).
Propriedades do valor esperado. Nas seguintes propriedades, X, Y sa˜o varia´veis
aleato´rias reais e c1, c2 sa˜o constantes.
i) E[c1 +X] = c1 + E[X];
ii) E[c1X + c2Y ] = c1E[X] + c2E[Y ];
iii) No caso particular, em que, X e Y sa˜o independentes, enta˜o E[XY ] = E[X]E[Y ].
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Definic¸a˜o 2.12 Seja X uma v.a.r. Se E[|X|] e´ finita, diz-se que X e´ integra´vel e denota-
se X ∈ L1(Ω;R). Denota-se tambe´m o conjunto de func¸o˜es integra´veis f : [a, b]→ R por
L1(a, b;R).
O valor esperado condicional. Primeiramente apresenta-se uma motivac¸a˜o matema´tica
para definir o valor esperado condicional. Seja X uma v.a.r. em L1(Ω;R) e seja G uma
σ-a´lgebra contida em F . Desta forma pode-se calcular∫
G
XdP (2.2)
para qualquer G em G. Nessas condic¸o˜es, com (2.2) bem definida, X e´ G-mensura´vel? A
resposta em geral e´ na˜o, e para que isso acontec¸a e´ necessa´rio a seguinte definic¸a˜o.
Definic¸a˜o 2.13 Seja X uma v.a.r. em L1(Ω;R) e G uma σ-a´lgebra contida em F . Diz-se
que Y : (Ω,G,P) → (R,B(R)) (G-mensura´vel) e´ o valor esperado de X condicionado a`
σ-a´lgebra G, se para qualquer G ∈ G, tem-se∫
G
X(ω)dP(ω) =
∫
G
Y (ω)dP(ω). (2.3)
De aqui em adiante, usa-se a notac¸a˜o Y = E[X|G] v.a. Entenda-se, uma σ-a´lgebra como
a informac¸a˜o que se dispo˜e sobre uma certa v.a. X F -mensura´vel (desconhecida para
todos). Se restringirmos X a G, enta˜o Y = E[X|G] e´ a informac¸a˜o que dispo˜e-se da v.a.
X atrave´s do conhecimento de G.
Lema 2.3 Seja X uma v.a.r. e G1, G2 σ-a´lgebras contidas em F , tais que G1 esta´ contida
em G2. Enta˜o
E [(E[X|G2]) |G1] = E[X|G1]. (2.4)
O resultado anterior, indica que se G1 ⊂ G2, enta˜o G1 tem menos informac¸a˜o que G2.
Sendo assim, como as v.a. se condicionam com respeito a` σ-a´lgebra o resultado sempre e´
a func¸a˜o que tem menos informac¸a˜o.
Diz-se que uma v.a.r.X e´ independente da σ-a´lgebra G se, a σ-a´lgebra {X−1(B) :
B e´ conjunto de Borel em B(R)} e´ independente da σ-a´lgebra G.
Lema 2.4 Seja X uma v.a.r. e G σ-a´lgebra contida em F . Suponha que X e´ independente
de G. Enta˜o
E[X|G] =
∫
Ω
X(ω)dP(ω). (2.5)
Denota-se por Lp(Ω;R) ou simplesmente Lp o conjunto das v.a. integra´veis
definidas sobre (Ω;R) para todo 1 ≤ p <∞, isto e´, o espac¸o vetorial de v.a.r. tais que
Lp = {X : X e´ mensura´vel e |X|p ∈ L1},
com a norma
‖X‖Lp =
(∫
Ω
|X|pdP
)1/p
. (2.6)
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Lema 2.5 (BREZIS, 2011, Th. 4.7) Lp e´ um espac¸o vetorial e (2.6) representa uma
norma para todo 1 ≤ p <∞.
Lema 2.6 (BREZIS, 2011, Th. 4.8) Lp e´ um espac¸o de Banach para todo 1 ≤ p <∞.
As seguintes desigualdades sa˜o frequentemente utilizadas na teoria de proba-
bilidades.
Lema 2.7 (Desigualdade de Jensen) Se X ∈ L1(Ω;R) e ψ : R → R uma func¸a˜o
convexa, enta˜o ψ(E[X]) ≤ E[ψ(X)].
A desigualdade |E[X]| ≤ E[|X|] ≤ (E[X2])1/2 e´ obtida usando o Lema 2.7
desde que | · | e x2 sa˜o func¸o˜es convexas. Adiciona-se o Lema 2.5, tem-se o pro´ximo lema.
Lema 2.8 L2 e´ um subespac¸o vetorial de L1, isto e´, L2 ⊂ L1.
A desigualdade |xy| ≤ 1
2
(x2 + y2) origina o seguinte resultado conhecido na
literatura como a desigualdade de Cauchy-Schwarz.
Lema 2.9 Sejam X e Y duas v.a.r. em L2, enta˜o |XY | ∈ L1.
Existe um resultado que generaliza o Lema 2.9 e e´ conhecido na literatura como a desi-
gualdade de Ho¨lder, vide Brezis (2011, Th. 4.6).
Lema 2.10 (Desigualdade de Ho¨lder para espac¸os Lp) Sejam 1 ≤ p, q ≤ ∞ conju-
gados de Lebesgue, ou seja, 1/p+ 1/q = 1. Sejam ψ ∈ Lp e φ ∈ Lq, enta˜o
‖φψ‖L1 ≤ ‖ψ‖Lp‖φ‖Lq .
Convergeˆncia de varia´veis aleato´rias. Aqui, considera-se um espac¸o de probabilida-
des completo (Ω,F ,P) e neste espac¸o se toma {Xn}n∈Z+ uma sequeˆncia de v.a.r Tambe´m
seja X uma v.a.r. definida no mesmo espac¸o. Todas as noc¸o˜es de convergeˆncia tratadas,
podem ser estendidas a vetores aleato´rios, ou seja, Xn ∈ Rn para todo n ∈ Z+. Para
o desenvolvimento detalhado de cada lema exposto em seguida, o leitor pode consultar
Barry (1996), Grimmett e Stirzaker (2001, Cap. 7) e Resnick (2005).
Definic¸a˜o 2.14 (Convergeˆncia q.c) Diz-se que Xn converge q.c. para X, se P({ω ∈
Ω : lim
n→∞
Xn(ω) = X(ω)}) = 1. Denota-se por Xn q.c−→ X.
Definic¸a˜o 2.15 (Convergeˆncia em probabilidade) Diz-se que Xn converge em pro-
babilidade para X se lim
n→∞
P(|Xn−X| ≥ ǫ) = 0, para todo ǫ > 0. Denota-se por Xn p−→ X.
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Nota-se que a convergeˆncia q.c. e´ uma convergeˆncia pontual em Ω, com proba-
bilidade 1. Por outro lado, a convergeˆncia em probabilidade na˜o diz nada a respeito sobre
a convergeˆncia pontual, esta proporciona o valor de n no qual as varia´veis Xn e X esta˜o
muito pro´ximas em probabilidade. Dessa forma pode-se concluir que a convergeˆncia em
probabilidade e´ mais fraca que a convergeˆncia q.c.
Definic¸a˜o 2.16 (Convergeˆncia em Lp) Seja {Xn}n∈Z+ uma sequeˆncia de v.a.r. em Lp
e X e´ uma v.a.r. em Lp. Diz-se que Xn converge em L
p para X (ou converge em me´dia
p) se lim
n→∞
E[|Xn−X|p] = 0 para p ≥ 1. Denota-se por Xn L
p−→ X. No caso que Xn L
1−→ X,
diz-se Xn converge em me´dia a X.
Lema 2.11 Se Xn
q.c−→ X enta˜o Xn p−→ X.
Em seguida, apresenta-se um caso particular, em que, o rec´ıproco do Lema 2.11 e´ va´lido.
Lema 2.12 Se Xn
p−→ X enta˜o existe uma subsequeˆncia {nk}k∈Z+, tal que Xnk q.c−→ X.
Lema 2.13 Se Xn
L1−→ X enta˜o Xn p−→ X.
Em seguida, apresenta-se um caso particular, em que, o rec´ıproco do Lema 2.13 e´ va´lido.
Lema 2.14 Se Xn
p−→ X e existe uma constante c > 0 tal que |Xn| ≤ c para todo n ∈ Z+,
enta˜o Xn
L1−→ X.
Lema 2.15 (Teorema de convergeˆncia dominada) Se Xn
q.c−→ X e existe uma v.a.
Y ∈ L1 tal que |Xn| ≤ Y para todo n ∈ Z+, enta˜o Xn L
1−→ X.
Lema 2.16 (Lema de Fatou) Seja {Xn}n∈Z+ uma sequeˆncia de v.a.r. na˜o negativas
em L1, enta˜o lim inf
n≥1
Xn ∈ L1 e
E[lim inf
n≥1
Xn] ≤ lim inf
n≥1
E[Xn] (2.7)
e
E[lim sup
n≥1
Xn] ≥ lim sup
n≥1
E[Xn]. (2.8)
A diagrama na Figura 1 mostra as relac¸o˜es entre as noc¸o˜es de convergeˆncia
expostas.
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convergeˆncia em L1
Lema 2.11
Lema 2.12
Lema 2.13
Lema 2.14
Lema 2.15
convergeˆncia em
probabilidade
convergeˆncia q.c.
Figura 1: Diagrama de convergeˆncia das varia´veis aleato´rias.
2.2 Processos estoca´sticos
Antes de definir os processos de estoca´sticos, e´ instrutivo recuar e lembrar
o que e´ um sistema dinaˆmico determin´ıstico. Esse sistema tem como pano de fundo um
conjunto denominado de espac¸o de estado no qual evolui. Sua evoluc¸a˜o e´ dada pelo tempo
t ≥ 0, no qual, interpreta-se que para algum x0 no espac¸o de estado, x(t) representa a
posic¸a˜o do sistema no tempo t, se comec¸a em x0 no instante inicial t0, assim o caminho
t 7→ x(t) e´ completamente determinado em cada instante t. Visivelmente, para sistemas
dinaˆmicos estoca´sticos, na˜o tem sentido exigir que o caminho futuro seja determinado
completamente pela posic¸a˜o atual.
Nesse contexto, existe um conceito adequado para estudar a evoluc¸a˜o es-
toca´sticas de um sistema, a “filtrac¸a˜o”. Uma famı´lia de σ-a´lgebras {Ft}t≥0 e´ denominada
de filtrac¸a˜o sobre um espac¸o de probabilidades, se Fs ⊂ Ft ⊂ F para todo 0 ≤ s < t.
Em seguida, dota-se o espac¸o mensura´vel (Ω,F) com uma filtrac¸a˜o {Ft}t≥0, tal que,
(Ω,F , {Ft},P) representa um espac¸o de probabilidade filtrado.
Um processo estoca´stico e´ uma famı´lia de varia´veis aleato´rias {xt ∈ Rn : t ∈
[t0,+∞)}, no qual, t usualmente representa a varia´vel tempo, definidas sobre algum espac¸o
de probabilidade completo (Ω,F ,P).
Ressalta-se que t 7→ xt representa uma aplicac¸a˜o (t, ω) 7→ x(t, ω), em que, ω ∈
Ω e´ um evento elementar dos caminhos do processo. Para qualquer processo estoca´stico,
a filtrac¸a˜o mais simples que se pode escolher, e´ aquela gerada pelo pro´prio processo e
denota-se por F{xt}t := σ(xs : t0 ≤ s ≤ t). Nessa forma, a σ-a´lgebra anterior contem toda
a informac¸a˜o do processo {xt}t≥0 ate´ o instante t. Assim, uma sequeˆncia {xt}t≥0 representa
um espac¸o de func¸o˜es aleato´rias e para cada t fixo, xt(·) e´ uma v.a. Analogamente, para
cada ω ∈ Ω fixo, x(·)(ω) ou t 7→ xt representa um caminho ou uma realizac¸a˜o do processo
estoca´stico.
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Por outro lado, diz-se que um processo estoca´stico e´ estritamente estaciona´rio
se todas as func¸o˜es de distribuic¸a˜o finitas-dimensionais sa˜o invariantes sob translac¸o˜es no
tempo o que significa em particular que a me´dia e a variaˆncia sa˜o constantes para todo
t. Assim, um processo estoca´stico e´ “fracamente estaciona´rio” ou estaciona´rio de segunda
ordem, sse E[xt] e E[‖xt‖2] sa˜o finitas para todo t e a covariaˆncia e´ func¸a˜o de t− s, isto e´,
Cov[xt, xs] = g(t−s). Desta forma, denomina-se simplesmente por processo “estaciona´rio”
quando o processo for fracamente estaciona´rio. Um processo estoca´stico estaciona´rio diz-
se “ergo´dico” se todas suas grandezas estat´ısticas podem ser determinadas a partir de
qualquer func¸a˜o amostra. Destaca-se, que uma condic¸a˜o necessa´ria para a ergodicidade e´
a estacionariedade do processo, vide Grimmett e Stirzaker (2001).
Em seguida, define-se outro tipo de processo com propriedades interessantes.
Diz-se que t 7→ xt e´ um Ft-martingal (ou seja, e´ um martingal em relac¸a˜o a` filtrac¸a˜o Ft e
a` medida de probabilidade P), se t 7→ xt e´ Ft-mensura´vel e E[‖xt‖] e´ finita para todo t,
tal que este satisfaz
E [xt+s|Ft] = xt q.c. para todo t, s ≥ 0.
Se E [xt+s − xt|Ft] = 0, enta˜o diz-se que t 7→ xt+s − xt e´ um Ft-zero martingal. As-
sim, todas as propriedades do valor esperado condicional passam para o processo. No
caso, em que, tivesse E [xt+s|Ft] ≥ xt, enta˜o o processo e´ nomeado de submartingal, e se
E [xt+s|Ft] ≤ xt o processo e´ denominado de supermartingal. Se cada componente de um
vetor aleato´rio for um martingal em relac¸a˜o a` mesma filtrac¸a˜o o processo em questa˜o e´
denominado de vetor martingal.
Uma v.a. τ : Ω → [0,+∞] e´ denominada Ft-tempo de parada se {ω : τ(ω) ≤
t} ∈ Ft para todo t ∈ [0,∞). Se x(·) e´ um martingal e τ e´ Ft-tempo de parada unifor-
memente limitado, enta˜o o processo de parada xt∧τ e´ tambe´m um Ft-martingal. Se existe
uma sequeˆncia na˜o decrescente {τn : n ∈ Z+} de Ft-tempos de parada, tal que τn → +∞
q.c. e para cada n o processo1xt∧τn e´ um martingal, enta˜o x(·) e´ denominado Ft-martingal
local.
Em seguida, explora-se as propriedades dos processos de Wiener. Entre elas,
tem-se que o processo de Wiener e´ um processo de Markov e martingal ao mesmo tempo.
O fato que os processos de Wiener serem processos de Markov permitem aproveitar as
propriedades, como por exemplo a recorreˆncia e transcendeˆncia de seus caminhos, vide
Lema 2.17.
Definic¸a˜o 2.17 Considera-se (Ω,F ,Ft,P) um espac¸o de probabilidade filtrado. O pro-
cesso {Wt}t≥0 e´ denominado Ft-processo de Wiener ou movimento Browniano, se satisfaz
as seguintes condic¸o˜es:
i) W0 = 0, q.c;
1 f ∧ g denota min{f, g}
Cap´ıtulo 2. Conceitos Ba´sicos 30
ii) Wt e´ Ft-mensura´vel e tem incrementos independentes, isto e´, σ(Ws −Wt : s ≥ t) e´
independente de Ft para todo t ≥ 0;
iii) para 0 ≤ s < t, o incremento Wt −Ws ∼ N(0, σ(s− t));
iv) o caminho t 7→Wt esta´ em C([0,+∞)).
Da Definic¸a˜o 2.17 tem-se que o processo de Wiener e´ de variac¸a˜o ilimitada sob qualquer
intervalo de tempo na˜o degenerado q.c. No item (iii), se σ = 1 enta˜o o processo de Wiener
e´ denominado processo de Wiener padra˜o.
Uma das particularidades dos processos de Wiener e´ a forma eficiente de simu-
lar fenoˆmenos biolo´gicos, f´ısicos entre outros, a partir de suas propriedades. A recorreˆncia
e transcendeˆncia dos processos, e´ estudada a partir dos processos martingais formados
pelo movimento Browniano, vide Sec¸a˜o 4 em Karatzas e Shreve (1991).
Lema 2.17 (Recorreˆncia e transcendeˆncia) Seja W = {Wt}t≥0 um processo de Wi-
ener r-dimensional:
i) se r = 1, W e´ dito recorrente q.c., para qualquer x ∈ R, pois existe uma sequeˆncia
t1 < t2 < . . . < tn ր +∞, tal que Wtn = 0 para todo n;
ii) se r = 2, W e´ dito V-recorrente q.c. (‘V’ vizinhanc¸a), para qualquer aberto G ⊂ R2,
pois existe uma sequeˆncia t1 < t2 < . . . < tn ր +∞, tal que Wtn ∈ G para todo n;
iii) se r ≥ 3, W e´ dito transiente q.c., pois ‖Wt‖ → ∞ quando t→∞.
Para o estudo mais aprofundado das propriedades dos processos de Wiener e
mais detalhes sobre esse assunto pode-se consultar Karatzas e Shreve (1991).
Na sec¸a˜o seguinte, apresentam-se alguns aspectos da integral estoca´stica de
Itoˆ. Esse tipo de integrais aparecem no contexto dos processos excitados por processos de
Wiener. Ressalta-se que a versa˜o apresentada aqui na˜o e´ a mais geral para definir uma
integral estoca´stica, pois existem outras extenso˜es como por exemplo, integrais estoca´stica
de Itoˆ com respeito a um martingal, com respeito a um martingal cont´ınuo, com respeito
a` soma de martingais cont´ınuos, com respeito a processos de variac¸a˜o finita, com respeito
aos martingais locais e com respeito a processos diferencias descont´ınuos, vide Protter
(2004).
2.3 Integral estoca´stica de Itoˆ
Antes de definir a integral de Itoˆ em sua forma mais geral, primeiro trata-se a
seguinte integral ∫ b
a
ψ(t)dWt(ω), (2.9)
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em que, ψ ∈ L2(a, b;Rr) e´ uma func¸a˜o determin´ıstica (na˜o depende de ω ∈ Ω) e Wt(ω) e´
um processo de Wiener padra˜o r-dimensional. Nesse contexto, a integral (2.9) e´ uma v.a.
gaussiana ou normal com me´dia zero e variaˆncia ‖ψ‖L2(a,b;Rr) =
∫ b
a ψ(t)
2dt.
Em seguida, apresenta-se um importante resultado relacionando a` v.a. (2.9)
como martingal.
Lema 2.18 (KUO, 2006) Seja ψ ∈ L2(a, b;Rr), enta˜o o processo estoca´stico definido por∫ t
a
ψ(r)dWr, a ≤ t ≤ b,
e´ um martingal com respeito a` filtrac¸a˜o Ft = σ(Ws : s ≤ t).
A Integral de Itoˆ sera´ definida de forma a generalizar a ideia da integral (2.9).
Nesse sentido, estudam-se integrais do tipo∫ b
a
ψ(t, ω)dWt(ω), (2.10)
em que, ψ(t, ω) ∈ L2([a, b] × Ω;Rr) e´ um processo estoca´stico adaptado a` filtrac¸a˜o Ft =
σ (Ws; s ≤ t) e ∫ b
a
E
(
‖ψ(t)‖2
)
dt <∞.
Lema 2.19 (KUO, 2006, Th. 4.3.5) Suponha que ψ ∈ L2([a, b]×Ω;Rn), enta˜o a integral
(2.10) e´ uma v.a., tal que
E
[∫ b
a
ψ(t, ω)dWt(ω)
]
= 0.
A regra ba´sica para a diferenciac¸a˜o no ca´lculo e´ a regra da cadeia, isto e´, se duas
func¸o˜es sa˜o diferencia´veis, enta˜o sua composic¸a˜o e´ diferencia´vel. No ca´lculo estoca´stico
existe uma relac¸a˜o similar para processos estoca´sticos nomeada Fo´rmula de Itoˆ.
Teorema 2.1 (Lema de Itoˆ) Seja ψ ∈ C2(Rn). Enta˜o
ψ(Wt)− ψ(Ws) =
∫ t
s
∂ψ
∂x
(Wr)dWr +
1
2
∫ t
s
∂2ψ
∂2x
(Wr)dr.
Pode-se consultar Oksendal (2003, Ch. 4) para algumas aplicac¸o˜es do Lema de Itoˆ.
Em seguida, apresenta-se a teoria de EDE utilizada neste trabalho.
2.4 Equac¸o˜es diferenciais estoca´sticas
Nesta sec¸a˜o, estuda-se a existeˆncia e unicidade da soluc¸a˜o de uma EDE ho-
mogeˆnea no tempo (seus coeficientes na˜o dependem explicitamente da varia´vel t) e algu-
mas propriedades de suas soluc¸o˜es. Itoˆ estudou processos de difusa˜o representados como
soluc¸o˜es de uma EDE da seguinte forma,
dxt = b(xt)dt+ σ(xt)dWt, xs = x ∈ Rn, (2.11)
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em que, b : Rn → Rn e σ : Rn → Rn×r sa˜o func¸o˜es mensura´veis e Wt e´ um processo
r-dimensional de Wiener padra˜o.
Antes de estudar a existeˆncia e unicidade da soluc¸a˜o de (2.11), precisa-se com-
preender o significado de um processo estoca´stico como soluc¸a˜o de (2.11).
Definic¸a˜o 2.18 Um caminho t 7→ xt, a ≤ t ≤ b, e´ dito soluc¸a˜o de (2.11), se satisfaz as
seguintes condic¸o˜es:
i) o processo estoca´stico r 7→ σ(xr) pertence a L2(a, b;Rn×r) e e´ Ft-adaptado, enta˜o
∫ t
a
σ(xr)dWr (2.12)
e´ uma integral de Itoˆ para cada t ∈ [a, b];
ii) quase todo caminho t 7→ b(xt) pertence a L1(a, b;Rn).
Em particular, pode-se provar a existeˆncia de soluc¸o˜es de (2.11) sob algumas
hipo´teses sobre as func¸o˜es b(·) e σ(·), vide Karatzas e Shreve (1991, Sec. 5.2-5.3).
Definic¸a˜o 2.19 (Soluc¸a˜o forte) Uma soluc¸a˜o forte de (2.11) sobre um espac¸o de pro-
babilidade e com respeito a um processo de Wiener fixo e condic¸a˜o inicial x ∈ Rn e´ um
caminho t 7→ xt cont´ınuo q.c. com as seguintes propriedades:
i) xt e´ um processo adaptado a` filtrac¸a˜o {Ft}t≥0;
ii) P(x0 = x) = 1;
iii) P
(∫ t
0{|bi(xr)|+ σ2ij(xr)}ds < +∞
)
= 1 para cada i ∈ {1,2, . . . , n}, j ∈ {1,2, . . . , r}
e t ∈ [0,+∞);
iv) xt = x0 +
∫ t
0 b(xr)dr +
∫ t
0 σ(xr)dWr, t ∈ [0,+∞) q.c.
Consideram-se xt e yt duas soluc¸o˜es fortes de (2.11). Diz-se que existe soluc¸a˜o u´nica no
sentido da Definic¸a˜o 2.19 se P(xt = yt : 0 ≤ t < +∞) = 1.
Definic¸a˜o 2.20 (Soluc¸a˜o fraca) Uma soluc¸a˜o fraca de (2.11) e´ uma tripla (xt,Wt),
(Ω,F ,P), e {Ft}t≥0, no qual,
i) (Ω,F ,P) e´ um espac¸o de probabilidade e {Ft}t≥0 e´ uma filtrac¸a˜o de σ-suba´lgebras
de F satisfazendo condic¸o˜es usuais (cont´ınuas a` direita e limitada pela esquerda);
ii) t 7→ xt e´ um caminho cont´ınuo q.c. em Rn e adaptada e t 7→ Wt e´ um processo de
Wiener r-dimensional;
iii) sa˜o satisfeitas as condic¸o˜es (iii) e (iv) na Definic¸a˜o 2.19.
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Sejam xt ≡ (Ω,F , {Ft}t≥0,P, {Wt}t≥0, X) e yt ≡ (Ω˜, F˜ , {F˜t}t≥0, P˜, {W˜t}t≥0, X˜) duas
soluc¸o˜es fracas de (2.11), com P(x0 ∈ B) = P˜(y0 ∈ B) para todo B ∈ B(Rn). Diz-se que
existe (no sentido da lei de probabilidade) soluc¸a˜o fraca u´nica se P(xt ∈ A) = P˜(yt ∈ A)
para todo A ∈ B(Rn), vide Karatzas e Shreve (1991, Def. 3.4). Se P(xt = yt : 0 ≤ t <
+∞) = 1 , enta˜o diz-se que duas soluc¸o˜es fracas teˆm um u´nico caminho, vide Karatzas e
Shreve (1991, Def. 3.2).
Observac¸a˜o 2.1 Uma diferenc¸a entre a formulac¸a˜o forte e fraca e´ que, no primeiro caso
o espac¸o de probabilidade filtrado (Ω,F , {Ft}t≥0,P) e os processos de Wiener {Wt}t≥0 sa˜o
fixos, dados a priori, enquanto na formulac¸a˜o fraca eles fazem parte da soluc¸a˜o.
Problema bem-posto. O termo matema´tico “problema bem-posto” ou “problema no
sentido Hadamard” e´ dado aos modelos matema´ticos que gozam das seguintes proprieda-
des:
• admite soluc¸a˜o;
• a soluc¸a˜o e´ u´nica;
• o comportamento da soluc¸a˜o varia continuamente com a condic¸a˜o inicial.
Como exemplos, tem-se o problema de Dirichlet (EDP el´ıptica), a equac¸a˜o de calor (EDP
parabo´lica). Uma EDE e´ dita ser “bem-posta” se para qualquer condic¸a˜o inicial x ∈ Rn,
esta admite uma soluc¸a˜o fraca que e´ u´nica no sentido da lei de probabilidades.
Hipo´tese 1: Nesta tese assume-se que uma soluc¸a˜o da (2.11) e´ sempre bem-posta, isto e´,
satisfaz as seguintes condic¸o˜es, vide Karatzas e Shreve (1991, Th. 2.5-2.9) :
i) a condic¸a˜o inicial x0 e´ considerada determin´ıstica;
ii) b(·) e σ(·) sa˜o func¸o˜es Lipschitz-cont´ınua;
iii) {Wt}t≥0 e´ um processo de Wiener r-dimensional definido sobre um espac¸o de pro-
babilidade completo.
Observac¸a˜o 2.2 Em (2.11):
i) quando se diz processos de difusa˜o refere-se em todo momento a um processo de
Markov com caminhos cont´ınuas q.c., vide Karatzas e Shreve (1991);
ii) de um modo geral, a existeˆncia e unicidade forte equivalem a` existeˆncia fraca, mais
a unicidade do caminho, vide Yong e Zhou (1999, Th. 6.8);
iii) existeˆncia de soluc¸o˜es fracas na˜o implica, em geral, a existeˆncia de soluc¸o˜es fortes,
vide Karatzas e Shreve (1991, pag. 301) para um exemplo;
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iv) unicidade de soluc¸o˜es por caminhos implica unicidade fraca, vide Yong e Zhou (1999,
Th. 6.9).
Observac¸a˜o 2.3 A condic¸a˜o Lipschitz-continua sobre os coeficientes b e σ de (2.11) para
soluc¸o˜es fortes, podem ser relaxados. Nesse contexto, se os coeficientes b e σ sa˜o local-
mente Lipschitz e gozam de um crescimento linear em x, uniformemente em (t, ω) enta˜o
existe uma u´nica soluc¸a˜o forte (2.11). Esse relaxamento e´ poss´ıvel so´ no caso escalar, vide
Karatzas e Shreve (1991).
Observac¸a˜o 2.4 Uma soluc¸a˜o de (2.11) e´ um processo de Markov no espac¸o filtrado
completo com respeito a` filtrac¸a˜o {Ft}, vide Le Gall (2016, Th. 2.5, 2.9). Um processo de
difusa˜o e´ um processo de Markov com caminhos cont´ınuos q.c., isto e´, o conjunto dos ω
para os quais t 7→ xt(ω) na˜o e´ func¸a˜o cont´ınua tem probabilidade zero.
Ikeda e Watanabe (1989, Pag. 155) estuda um processo, no qual, consideram-
se b(·) e σ(·) progressivamente mensura´veis2 e limitados sobre algum conjunto compacto,
enta˜o soluc¸a˜o fraca de (2.11). Em Krylov (1980, Pag. 87) o autor ale´m das condic¸o˜es de
mensurabilidade e limitac¸a˜o sobre b(·) e σ(·), adiciona a seguinte condic¸a˜o 〈σ(x)λ, λ〉 ≥
δ|λ|2 sempre que exista δ > 0 e para todo λ ∈ Rn, para garantir a existeˆncia de uma
soluc¸a˜o fraca de (2.11). A condic¸a˜o de limitac¸a˜o, com respeito aos resultados anteriores,
e´ muito restritiva para o desenvolvimento da teoria de controle.
Processos degenerados. Diz-se um caso degenerado ao caso limite em que um ele-
mento de uma classe de objetos e´ qualitativamente diferente do resto da classe e, portanto,
pertence a outra classe. Nomeia-se soluc¸o˜es de (1.4) como processos de difusa˜o controla-
dos. Essas soluc¸o˜es sa˜o de dois tipos: processos de difusa˜o controlados na˜o degenerados ou
degenerados. Um processo de difusa˜o “na˜o degenerado” e´ quando o menor autovalor de
σ(·)σ(·)⊺ e´ limitado inferiormente por um valor positivo em cada subconjunto compacto
de Rr, e o caso degenerado quando isto na˜o acontece, vide Pinsky (1969). De fato, as
diferenc¸as entre o caso na˜o degenerado e o degenerado sa˜o nota´veis, entre eles destaca-se
as seguintes:
• No caso na˜o degenerado, a soluc¸a˜o de (1.4) e´ um processo de Feller forte sob um
controle Markoviano (KURTZ;STOCKBRIDGE, 1998). Isso, por sua vez, facilita o
estudo do comportamento ergo´dico do processo. Em contraste, no caso degenerado,
sob um controle de Markov, (1.4) nem sempre e´ um problema bem-posto;
• De um ponto de vista anal´ıtico no caso na˜o degenerado a equac¸a˜o HJB e´ unifor-
memente el´ıptica, as soluc¸o˜es sa˜o regulares de classe C2 e as propriedades de regu-
laridade associadas sa˜o bene´ficas ao seu estudo. Por outro lado, o caso degenerado
2 um processo estoca´stico xt e´ dito progressivamente mensura´vel se para todo t ∈ [0, T ], (t, ω) 7→ xt(ω)
e´ B([0, T ])⊗Ft-mensura´vel.
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e´ abordado atrave´s de uma classe particular de soluc¸o˜es fracas de EDP conhecidas
como soluc¸o˜es de viscosidade, vide Sec¸a˜o 2.7.
2.5 Controle estoca´stico
Nesta sec¸a˜o, apresenta-se o problema de controle estoca´stico em horizonte finito
com a dinaˆmica
dxt = b(xt, ut)dt+ σ(xt, ut)dWt, x0 = x ∈ Rn
no qual b : Rn × U → Rn e σ : Rn × U → Rn×r sa˜o func¸o˜es mensura´veis.
Na literatura atual, na˜o foi encontrada uma definic¸a˜o rigorosa e estruturada
para definir soluc¸a˜o bem-posta de (1.4). Nesta tese, consideram-se condic¸o˜es necessa´rias
de existeˆncia e unicidade das soluc¸o˜es fracas para (1.4), sendo definida a seguinte hipo´tese.
Hipo´tese 2: Nesta tese, assume-se que a soluc¸a˜o de (1.4) e´ bem-posta, isto e´, satisfaz as
seguintes condic¸o˜es, vide Haussmann e Lepeltier (1990, Def. 2.2):
i) a condic¸a˜o inicial x0 e´ determin´ıstica;
ii) U e´ um conjunto compacto em Rm;
iii) b(·, ·) e σ(·, ·) sa˜o func¸o˜es Lipschitz em seu primeiro argumento e satisfazem a se-
guinte desigualdade,
‖b(x, u)− b(y, u)‖+ ‖σ(x, u)− σ(y, u)‖Rn×r ≤ c‖x− y‖.
para todo x, y ∈ Rn, u ∈ U e uma constante c > 0;
iv) {Wt}t≥0 e´ um processo de Wiener r-dimensional definido sobre um espac¸o de pro-
babilidade completo.
Em seguida, expo˜em-se algumas definic¸o˜es importantes.
Definic¸a˜o 2.21 (Processos de controle) Seja T > s ≥ 0 e dado um conjunto com-
pacto U ⊂ Rn. Denota-se por U [s, T ] o conjunto de todos os processos progressivamente
mensura´veis u = {ut : t ∈ [s, T ]} ou {ut}t≥s em U . Todos os elementos em U [s, T ] sa˜o de-
nominados processos de controle admiss´ıveis. De forma geral, denota-se por U o conjunto
de processos de controle em [0,+∞).
Definic¸a˜o 2.22 (Processos controlados) Para cada processo de controle u ∈ U , con-
sidere (1.4). No caso, em que (1.4) tenha u´nica soluc¸a˜o para alguma condic¸a˜o inicial x, o
processo {xt}t≥0 e´ denominado o processo controlado ou se diz que sua dinaˆmica e´ dirigida
pela ac¸a˜o de controle.
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O funcional de custo no horizonte finito associado a (1.4), e´ definido como
segue
J(s, x, u) = Ex
[∫ T
s
f(xr, ur)dr + h(xT )
]
. (2.13)
no qual f : Rn×U→ R+ e´ o “custo corrente” ou “custo atual” e h : Rn → R+ e´ o “custo
final”, Ex[·] representa o valor esperado condicional sobre xs = x e T um horizonte finito
e que posteriormente sera´ substitu´ıdo por um tempo de parada τ .
Por outro lado, considera-se o conjunto de todos os controles admiss´ıveis, de-
notado por U [s, T ] e escreve-se no contexto da formulac¸a˜o fraca u(·) ∈ U [s, T ] em vez de(
Ω,F , {Ft}t≥0,P,W(·), u(·)
)
∈ U [s, T ].
Na formulac¸a˜o das soluc¸o˜es de difusa˜o fraca, o problema de controle o´timo
estoca´stico, esta baseado em encontrar um processo {ut}t≥0 que minimize (2.13) sujeito
a (1.4) sob U [s, T ]. Considera-se a func¸a˜o valor no horizonte finito como
v(s, x) = inf
u(·)∈U [s,T ]
J(s, x, u(·)), para todo x ∈ Rn. (2.14)
2.6 A equac¸a˜o HJB no sentido cla´ssico
Introduz-se aqui a equac¸a˜o de HJB derivada do princ´ıpio da programac¸a˜o
dinaˆmica sob alguns supostos de regularidade sobre a func¸a˜o valor. SejaH : Rn×Rn×Sn →
R, no qual, Sn denota o conjunto de todas as matrizes sime´tricas com coeficientes reais,
tal que
H(x, p, P ) := inf
u∈U
{
〈p, b(x, u)〉+ 1
2
tr{σ(x, u)Pσ(x, u)⊤}+ f(x, u)
}
. (2.15)
Um operador linear de segunda ordem Lu associado a uma ac¸a˜o de controle u ∈ U , e´ dado
por
Luϕ(x) := b(x, u)⊤ϕx(x) + 1
2
tr{σ(x, u)ϕxx(x)σ(x, u)⊤}. (2.16)
no qual, ϕx e ϕxx denotam o gradiente e a hessiana, respectivamente para uma func¸a˜o de
teste ϕ ∈ C2(Rn). Com essa notac¸a˜o, tem-se do Lema de Itoˆ
ϕ(xt)− ϕ(xs) =
∫ t
s
Luϕ(xr)dr +
∫ t
s
ϕx(xr)
⊤σ(xr, ur)dWr. (2.17)
Nos pro´ximos resultados Ckb (R
n) denota o espac¸o de func¸o˜es limitadas para
as quais as derivadas parciais de ordens menores e iguais a k existem e sa˜o cont´ınuas
limitadas. De forma similar Cp,kb (R
n) denota o espac¸o de func¸o˜es com derivadas parciais
respeito a` varia´vel t de ordem menor e igual a p, e com respeito a` varia´vel espacial de
ordem menor e igual a k, existem e sa˜o cont´ınuas limitadas. Tambe´m C1,2([0, T ] × Rn)
denota o espac¸o de func¸o˜es com derivada parciais com respeito a` varia´vel t de ordem 1, e
com respeito a` varia´vel espacial de ordem 2, existe e sa˜o cont´ınuos limitados.
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Lema 2.20 (YONG;ZHOU, 1999, Th. 4.1, Ch. I) Suponha que v ∈ C1,2([0, T ] × Rn), f
em (2.13) e H em (2.15) func¸o˜es cont´ınuas nos seus argumentos. Enta˜o a func¸a˜o valor
(2.14) resolve a seguinte equac¸a˜o de HJB
vt(t, x) +H(x, vx(t, x), vxx(t, x)) = 0, para todo (t, x) ∈ [0, T ]× Rn. (2.18)
Sob certas condic¸o˜es pode-se concluir que existe soluc¸a˜o u´nica para a equac¸a˜o
de HJB e esta coincidira´ com a func¸a˜o valor v ∈ C1,2([0, T ] × Rn). Com o propo´sito
de comparac¸a˜o com uma nova teoria apresentada mais adiante, expo˜e-se o teorema da
verificac¸a˜o. Entretanto a prova com rigor matema´tico para soluc¸o˜es cla´ssicas pode ser
consultada em Fleming e Soner (2006, Th. 4.1, Ch. VIII).
Lema 2.21 Seja v ∈ C1,2([0, T )×Rn). Assume-se que v e f tem um crescimento quadra´tico,
isto e´, existe alguma constante c, tal que
|f(x, u)|+ |v(t, x)| ≤ c(1 + ‖x‖2), para todo (t, x, u) ∈ [0, T )× Rn × U.
i) Suponha que v(T, ·) ≤ h e
vt(t, x) +H(x, vx(t, x), vxx(t, x)) ≥ 0, (t, x) ∈ [0, T )×Rn.
Enta˜o v ≤ V em [0, T ]×Rn.
ii) Suponha ademais que v(T, ·) = g, e existe (t, x) 7→ u∗(t, x) que atinge o mı´nimo de
u 7→ Luv(t, x) + f(x, u), tal que
vt(t, x) +H(x, vx(t, x), vxx(t, x)) = 0,
enta˜o v(t, x) = V (t, x) e a EDE
dxt = b(xt, u
∗(t, xt))dt+ σ(xt, u
∗(t, xt))dWt,
define uma u´nica soluc¸a˜o {xt}t≥0, 0 ≤ t ≤ T para cada condic¸a˜o inicial x, e o
processo de controle u∗(t, xt), 0 ≤ t ≤ T , e´ bem definido em U .
Observac¸a˜o 2.5 Quando U se reduz a um ponto, o problema de otimizac¸a˜o e´ degenerado.
Nesse caso, a equac¸a˜o de HJB e´ linear, e o teorema de verificac¸a˜o se reduz a` formula de
Feynman-Kac.
O teorema de verificac¸a˜o assume a existeˆncia de tal soluc¸a˜o, portanto na˜o e´ um
resultado de existeˆncia. No entanto, proporciona unicidade dentro de uma classe de func¸a˜o
que tem crescimento quadra´tico. O seguinte resultado atende esse propo´sito supondo que
a condic¸a˜o de uniformidade parabo´lica e´ satisfeita, isto e´, existe c > 0, tal que
ξ⊤σ(x, u)σ(x, u)⊤ξ ≥ c|ξ|2, para todo (x, u) ∈ Rn × U. (2.19)
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Lema 2.22 (KRYLOV, 1980) Suponha que a condic¸a˜o (2.19) seja satisfeita, e considere
ale´m disso que:
i) U e´ um conjunto compacto;
ii) b, σ e f esta˜o em C2b (R
n);
iii) h ∈ C3b (Rn).
Enta˜o a seguinte equac¸a˜o de HJB
vt(t, x) +H(x, vx(t, x), vxx(t, x)) = 0, em [0, T )×Rn,
com condic¸a˜o de fronteira v(xT , ·) = h tem soluc¸a˜o u´nica v ∈ C1,2b ([0, T ]× Rn).
O Lema 2.21 e o me´todo de programac¸a˜o dinaˆmica em geral, tem uma de-
ficieˆncia inerente em que se deve assumir a regularidade da func¸a˜o valor. Na literatura
especializada existem va´rios exemplos que mostram em condic¸o˜es mais gerais do que a do
Lema 2.22 que a regularidade da func¸a˜o valor na˜o e´ garantida, vide Yong e Zhou (1999,
Ex. 5.5), Fleming e Soner (2006, Ex. 2.1).
Assim, considera-se o contexto em que o problema de controle o´timo pode na˜o
possuir uma func¸a˜o valor suave. Uma primeira generalizac¸a˜o do ‘Teorema de Verificac¸a˜o
Estoca´stica’ Lema 2.21 foi desenvolvido em Yong e Zhou (1999, Th. 5.1). Pouco depois,
Gozzi, Swiech e Zhou (2005, Th. 4.1) perceberam uma falha na demostrac¸a˜o do teorema
de verificac¸a˜o. Especificamente o ponto chave foi o Lema 5.2 em Yong e Zhou (1999), que
na˜o e´ verdadeiro em geral. A prova do teorema de verificac¸a˜o estoca´stica teria ainda uma
segunda correc¸a˜o dos mesmos autores da primeira correc¸a˜o. Gozzi, Swiech e Zhou (2010)
adicionam condic¸o˜es extras na subsoluc¸a˜o de viscosidade e assim justificam o uso do Lema
de Fatou em Gozzi, Swiech e Zhou (2005, Eq. 19), no qual, “lim sup” e´ tomado ao longo
de qualquer subsequeˆncia da subsoluc¸a˜o de viscosidade. Para isto, precisa-se garantir que
a convergeˆncia e´ dominada, vide Gozzi, Swiech e Zhou (2010, Eq. 3).
Cabe ressaltar-se que em Gozzi, Swiech e Zhou (2010) na˜o sa˜o usadas as
condic¸o˜es mais gerais como foi proposto inicialmente em Yong e Zhou (1999, Th. 5.1),
em consequeˆncia o teorema da verificac¸a˜o estoca´stica e´ ainda um problema aberto.
Finalmente, como consequeˆncia e´ poss´ıvel estudar o problema do controle
o´timo estoca´stico em condic¸o˜es mais abrangentes, sem exigir regularidade para a func¸a˜o
valor, envolvendo as soluc¸o˜es de viscosidade.
2.7 Soluc¸o˜es de viscosidade
Nesta sec¸a˜o, introduz-se uma nova notac¸a˜o. Considera-se a equac¸a˜o diferencial
parcial el´ıptica na˜o-linear de segunda ordem
F (x,Du(x), D2u(x)) = 0, para todo x ∈ D, (2.20)
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no qual D e´ um conjunto aberto de Rn e F e´ um funcional cont´ınuo de D × Rn × Sn em
R. Uma condic¸a˜o importante sobre F e´ a condic¸a˜o de elipticidade:
F (x, p, P1) ≤ F (x, p, P2), P1 ≥ P2,
vide Crandall, Ishii e Lions (1992, Eq. 0.3). Em seguida, introduz-se a noc¸a˜o de soluc¸a˜o
de viscosidade de (2.20). Para este propo´sito, primeiramente define-se o conceito de sub-
soluc¸a˜o e supersoluc¸a˜o de (2.20).
Definic¸a˜o 2.23 A func¸a˜o u : D → R e´ uma supersoluc¸a˜o (resp, subsoluc¸a˜o) cla´ssica de
(2.20) se u ∈ C2(D) e
F (x, ux(x), uxx(x)) ≥ (resp, ≤) 0, para todo x ∈ D. (2.21)
A importaˆncia da condic¸a˜o de elipticidade e´ explicada no seguinte lema.
Lema 2.23 As seguintes afirmac¸o˜es sa˜o equivalentes:
i) u ∈ C2(D) e´ uma supersoluc¸a˜o (resp, subsoluc¸a˜o) cla´ssica de (2.20).
ii) para qualquer (x0, ϕ) ∈ D × C2(D), tal que x0 e´ um mı´nimo (resp, ma´ximo) da
diferenc¸a de func¸o˜es u− ϕ sobre D, tem-se
F (x0, ϕx(x0), ϕxx(x0)) ≥ 0 (resp, ≤ 0). (2.22)
Nota-se que o item (ii) do Lema 2.23, na˜o envolve condic¸a˜o de regularidade sobre a func¸a˜o
u ja´ que (2.22) so´ envolve a func¸a˜o ϕ. Em seguida, define-se uma soluc¸a˜o de viscosidade
de (2.20).
Definic¸a˜o 2.24 u ∈ C(D) e´ denominada subsoluc¸a˜o (resp, supersoluc¸a˜o) de viscosidade
de (2.20), se para qualquer ϕ ∈ C2(Rn) em que u− ϕ e´ ma´ximo (resp, mı´nimo) local em
x0 ∈ D, tem-se
F (x0, ϕx(x0), ϕxx(x0)) ≤ 0 (resp, ≥ 0). (2.23)
Uma soluc¸a˜o de viscosidade e´ uma func¸a˜o cont´ınua que e´ simultaneamente, uma sub-
soluc¸a˜o e supersoluc¸a˜o de viscosidade.
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ϕ(x)
u(x)
x0 D
Figura 2: Apresenta-se uma subsoluc¸a˜o de viscosidade u na˜o diferencia´vel no ponto x0.
Observac¸a˜o 2.6 Na literatura sobre a teoria de soluc¸o˜es de viscosidade e controle es-
toca´stico estuda-se a equac¸a˜o diferencial parabo´lica na˜o linear, vide Yong e Zhou (1999),
Fleming e Soner (2006), entre outros. Nessas refereˆncias utilizam-se func¸o˜es semicont´ınuas
para referir-se a` soluc¸a˜o de viscosidade. Para deixar precedentes bem estabelecidos, a De-
finic¸a˜o 2.24 foi exposta pela primeira vez em Lions (1983) e mais recentemente em Caffa-
relli (1997). Em ambos aborda-se casos para equac¸o˜es diferenciais el´ıpticas na˜o lineares.
Ainda um fato a destacar e´ que o estudo de equac¸o˜es el´ıpticas conte´m o caso de equac¸o˜es
parabo´licas como caso particular mediante uma mudanc¸a de varia´veis como foi exposta
em Lions (1983).
2.8 A equac¸a˜o de HJB no sentido da viscosidade
O objetivo nesta sec¸a˜o e´ expor como a noc¸a˜o de soluc¸o˜es de viscosidade e´
utilizada para relaxar a condic¸a˜o de regularidade da func¸a˜o de valor em (2.14).
Nota-se da Sec¸a˜o 2.7 que os resultados sa˜o obtidos por pequenas modificac¸o˜es
do caso com regularidade. Em geral, a teoria de soluc¸o˜es de viscosidade na˜o so´ se aplica a`s
EDP na˜o-lineares sobre domı´nios abertos D, como exposto na Sec¸a˜o 2.7, sena˜o tambe´m
a domı´nios tais como [0, T )×Rn.
Em seguida, introduz-se a noc¸a˜o de subdiferenciais e superdiferenciais para a
func¸a˜o valor com pouca regularidade (func¸o˜es cont´ınuas). Para v ∈ C(Rn) e x ∈ Rn, o
“subdiferencial el´ıptico” de segunda ordem de v em x e´ definido como:
D2,−x v(x) :=
{
(p, P ) ∈ Rn × Sn : lim inf
y→x
v(y)− v(x)− 〈p, y − x〉 − 12 〈P (y − x), (y − x)〉
‖y − x‖2 ≥ 0
}
(2.24)
Cap´ıtulo 2. Conceitos Ba´sicos 41
e o “superdiferencial el´ıptico” de segundo ordem de v em x e´ definido como:
D2,+x v(x) :=
{
(p, P ) ∈ Rn × Sn : lim sup
y→x
v(y)− v(x)− 〈p, y − x〉 − 12 〈P (y − x), (y − x)〉
‖y − x‖2 ≤ 0
}
.
(2.25)
v(x)
D2,+x v(x0) = ∅
x0
P
p
P
p
D2,−x v(x0) = ∅
x0
v(x)
(a) (b)
Figura 3: Em (a) (p, P ) ∈ D2,−x v(x0). Em (b) (p, P ) ∈ D2,+x v(x0). Em todo caso sempre
tem-se D2,−x v(x0) ∪D2,+x v(x0) 6= ∅.
O seguinte resultado apresenta algumas propriedades dos subdiferencias e su-
perdiferencias el´ıpticos.
Lema 2.24 (YONG;ZHOU, 1999, Prop. 2.6, Ch. 4)
i) D2,−x v(x) e D
2,+
x v(x) sa˜o conjuntos convexos;
ii) D2,+x (−v)(x) = −D2,−x v(x);
iii) v ∈ C(Rn) e´ diferencia´vel em x sse D2,−x v(x)
⋂
D2,+x v(x) 6= ∅.
Lema 2.25 (YONG;ZHOU, 1999, Lem. 5.4, Ch. 4) Dado v ∈ C(Rn), x ∈ Rn enta˜o existe
(p, P ) ∈ D2,+x v(x) (D2,−x v(x)) sse existe ϕ ∈ C2(Rn), tal que v − ϕ atinge um ma´ximo
(mı´nimo) em x e
ϕ(x) = v(x), ϕx(x) = p, ϕxx(x) = P. (2.26)
e
0 > v(y)− ϕ(y) (resp, <), t ≤ T, y numa vizinhanc¸a de x. (2.27)
Definic¸a˜o 2.25 Diz-se que ϕ ∈ C2(Rn) e´ uma func¸a˜o de teste superior para uma sub-
soluc¸a˜o v em x ∈ D se v(x′) ≤ ϕ(x′) para cada x′ em uma vizinhanc¸a de x, v(x) = ϕ(x)
e ϕ − v atinge um ma´ximo local em x. Analogamente define-se func¸a˜o de teste inferior
para uma supersoluc¸a˜o de viscosidade.
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Observac¸a˜o 2.7 Uma vez que a equac¸a˜o (2.25) e a Definic¸a˜o 2.24 sejam verificadas,
tem-se a seguinte caraterizac¸a˜o. Portanto, para qualquer func¸a˜o de teste superior tem-se
que F (x, ϕx(x), ϕxx(x)) ≤ 0 e (ϕx(x), ϕxx(x)) ∈ D2,+x v(x). Por outro lado, para qualquer
(p, P ) ∈ D2,+x v(x), existe uma func¸a˜o de teste superior tal que (ϕx(x), ϕxx(x)) = (p, P ).
Usando argumentos similares e´ poss´ıvel obter resultados ana´logos para func¸o˜es de teste
inferiores associadas a supersoluc¸o˜es v.
Observac¸a˜o 2.8 E´ necessa´rio enfatizar que aqui se trata as equac¸o˜es el´ıpticas ao inve´s
das equac¸o˜es parabo´licas como na literatura geral. E´ o objetivo resolver problemas de
controle sem horizonte fixo, homogeˆneo no tempo e portanto sem dependeˆncia da varia´vel
temporal, vide Yong e Zhou (1999, Lem. 5.4(ii)-5.5(ii), Ch. 4).
A func¸a˜o valor V em (2.14) sera´ entendida como soluc¸a˜o viscosa da equac¸a˜o
de HJB (2.18) sob condic¸o˜es do Lema 2.20, retirando-se a suposic¸a˜o de regularidade sobre
V em (2.14), isto e´, V ∈ C([0, T ]× Rn), vide (YONG;ZHOU, 1999, Teo. 5.2, Ch. 4).
A equac¸a˜o de HJB em (1.7) e´ substitu´ıda pelo Hamiltoniano correspondente
sem controle
H0(x, p, P ) = f(x) + 〈p, b(x)〉+ 1
2
tr(Pσ(x)σ(x)⊺), ∀x ∈ Rn. (2.28)
Por outro lado, a Hipo´tese 1 garante que as soluc¸o˜es de (2.11) sa˜o processos
de Markov em um espac¸o de probabilidade com respeito a filtrac¸a˜o {Ft}t≥0, vide Le Gall
(2016, Th. 8.6). Neste trabalho, o controle ut e´ dado pela realimentac¸a˜o de estado, enta˜o
e´ conveniente trabalhar com processos ut Markovianos.
43
3 Resultados Principais
O conceito de gerador infinitesimal e´ importante na teoria de processos Mar-
kovianos pois da´ sentido a` evoluc¸a˜o infinitesimal de um processo em valor esperado, vide
Øksendal (2003, Sec. 7.3). Neste Cap´ıtulo apresenta-se uma construc¸a˜o anal´ıtica de um
gerador infinitesimal para processos de difusa˜o, conhecido na literatura como gerador es-
tendido, de forma que a soluc¸a˜o de viscosidade de equac¸o˜es de HJB esteja no domı´nio
desse gerador.
Primeiramente, discute-se a ligac¸a˜o entre o gerador infinitesimal e os proces-
sos de Markov. Nesse sentido, aproveita-se de uma caracter´ıstica que associa qualquer
semigrupo linear de operadores (em espac¸os de Banach) aos processos de Markov, vide
Wentzell, Chomet e Chung (1981) e Arapostathis, Borkar e Ghosh (2012).
Gerador infinitesimal cla´ssico. Dado um conjunto aberto A e um instante t ≥ 0,
define-se uma probabilidade de transic¸a˜o de x0 para A no t como
Pt(x0;A) = P(ω ∈ Ω : xt(ω) ∈ A|x0 = x).
Essa probabilidade de transic¸a˜o da soluc¸a˜o da EDE (2.11) (processos de Markov ho-
mogeˆneos no tempo) esta´ associada a um semigrupo. Esse semigrupo e´ nomeado “se-
migrupo de operadores de Feller” ou simplesmente “semigrupo de Feller”, e e´ denotado
por Pt, no qual, Pt : C0(Rn) → C0(Rn), para todo t ≥ 0, em que C0(Rn) representa
o espac¸o das func¸o˜es cont´ınuas com suporte compacto. Um semigrupo de operadores de
Feller agindo sobre C0(R
n) satisfaz as seguintes propriedades:
i) E´ cont´ınuo e positivo em C0(R
n) (isto e´, P0 = I ‖Pt‖ ≤ 1) e e´ um operador positivo
para todo t ≥ 0;
ii) Pt+s = Pt ◦ Ps para todo t, s ≥ 0;
iii) lim
t→0
‖Pt(f)− f‖ = 0 para todo f ∈ C0(Rn).
As probabilidades de transic¸a˜o geram o seguinte semigrupo de Feller
(Ptf)(x) =
∫
Rn
f(y)Pt(x, dy),
o qual tambe´m pode ser escrito como
(Ptf)(x) = Ex[f(xt)].
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Semigrupos de Feller ou probabilidades de transic¸a˜o podem ser descritos por
seu gerador infinitesimal. Dada uma func¸a˜o f ∈ C0(Rn), define-se um gerador infinitesi-
mal, denotado por A, associado ao semigrupo Pt para um ponto x0 ∈ Rn como
Af(x0) = lim
t↓0
Ex0[f(xt)]− f(x0)
t
, t ≥ 0, (3.1)
quando o limite existe. Denota-se o domı´nio do gerador uma parte do espac¸o de Banach
E por D(A) (isto e´, D(A) ⊂ E). Se (3.1) e´ va´lida, enta˜o f ∈ D(A). Na literatura diz-se
que (3.1) representa a derivada a` direita em t = 0 do semigrupo Pt para alguma func¸a˜o
f no domı´nio do gerador.
Usa-se o Teorema 2.1 para materializar o gerador infinitesimal associado a`
EDE (2.11). Em seguida, verifica-se que a classe de func¸o˜es C2 esta´ no domı´nio do gerador
infinitesimal, isto e´, satisfaz (3.1).
Lema 3.1 (HANSEN;SCHEINKMAN, 1995) Considera-se o processo de difusa˜o escalar
definido como soluc¸a˜o de
dxt = b(xt)dt+ σ(xt)dWt, (3.2)
no qual {Wt}t≥0 e´ um processo de Wiener padra˜o. Seja L um operador diferencial definido
por
L = b(x) d
dx
+
1
2
σ2(x)
d2
dx2
,
enta˜o Af(x0) = Lf(x0) para qualquer f ∈ D(A) e x0 ∈ Rn, e adicionalmente D(A) ≡
C2(R).
Lema 3.2 (OKSENDAL, 2003, Th. 7.3.3) O gerador infinitesimal do processo de Markov
associado a` EDE (2.11) e´ dado pelo operador de segunda ordem A, que aplicado a f ∈
C2o (R
n) produz1
Af(x) =
n∑
i=1
bi(x)
∂f
∂xi
(x) +
1
2
n∑
i,j=1
σi(x)
⊺ ∂
2f
∂xi∂xj
(x)σj(x). (3.3)
No seguinte resultado, explora-se a conexa˜o entre a fo´rmula de Itoˆ (Teorema
2.1) e os processos de difusa˜o atrave´s da Fo´rmula de Dynkin. E´ importante mencionar
que a fo´rmula de Dynkin representa um resultado semelhante ao Teorema Fundamental
do Ca´lculo Cla´ssico no contexto do ca´lculo estoca´stico.
Lema 3.3 (Fo´rmula de Dynkin) Sejam f : Rn → R uma func¸a˜o de classe C2o (Rn) e
{xt}t≥0 um processo soluc¸a˜o de (2.11) com x0 = x, enta˜o
Ex[f(xτ )]− f(x) = Ex
[∫ τ
0
Af(xr)dr
]
, (3.4)
em que, τ e´ um Ft-tempo de parada.
1 C20 (R
n) denota o espac¸o de func¸o˜es de classe C2(Rn) com suporte compacto.
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3.1 Construc¸a˜o de um gerador infinitesimal estendido
Nesta sec¸a˜o, apresenta-se a construc¸a˜o anal´ıtica de um gerador para o processo
de difusa˜o (2.11). Tambe´m e´ mostrado que o domı´nio desse gerador conte´m as soluc¸o˜es
de viscosidade das equac¸o˜es do tipo HJB. A construc¸a˜o anal´ıtica do gerador estendido e´
baseada nos argumentos do Teorema de Verificac¸a˜o Estoca´stico apresentado em Gozzi,
Swiech e Zhou (2005) e posteriormente corrigido em Gozzi, Swiech e Zhou (2010). O
gerador estendido e´ definido como segue.
Definic¸a˜o 3.1 (REVUZ;YORK, 1999, Ch.VII,Def. 1.8) Considere um processo Marko-
viano em um espac¸o de probabilidade filtrado (Ω,F , {Ft}t≥0,P) e uma trajeto´ria t 7→ zt
nesse espac¸o. Supondo que para algum φ : Rn → R existe uma func¸a˜o mensura´vel
t 7→ Φ(zt), tal que ∫ t
s
Φ(zr)dr − φ(zt) + φ(zs) (3.5)
e´ um Fs-zero martingal para cada t > s, enta˜o t 7→ Φ(zt) e´ denominado gerador estendido
de um processo {zt}t≥0, denotado usualmente por t 7→ Aφ(zt). Dessa forma, para qualquer
func¸a˜o ψ tal que Aψ torne (3.5) um Fs-zero martingal pertence ao domı´nio do gerador
estendido A, isto e´, ψ ∈ D(A).
Considerando a Hipo´tese 1 va´lida e que v ∈ C(R) e´ uma subsoluc¸a˜o de visco-
sidade da equac¸a˜o de HJB (1.8), tem-se
inf
(p,P )∈D2,+x v(x)
H(x, p, P ) ≤ 0, (3.6)
se D2,+x v(x) e´ na˜o vazio. Em outro caso, se v e´ uma supersoluc¸a˜o de viscosidade,
inf
(p,P )∈D2,−x v(x)
−H(x, p, P ) ≥ 0. (3.7)
Observac¸a˜o 3.1 Em relac¸a˜o aos conjuntos (2.24) e (2.25) de sub e superdiferenciais,
note que D2,+x v(x) e D
2,−
x v(x) podem ser conjuntos individualmente vazios em alguns
conjuntos de Lebesgue de medida zero em Rn, pore´m na˜o sa˜o simultaneamente vazios
para todo ponto x. Portanto, t 7→ D2,+x v(xt) ou t 7→ D2,−x v(xt) podem ser vazios em
alguns intervalos de t possivelmente de medida de Lebesgue diferente de zero em R+. Para
garantir a existeˆncia de escolhas mensura´veis de elementos do sub e superdiferenciais a
selec¸a˜o mensura´vel t 7→ p∗t , P ∗t , deve-se tomar
(p∗t , P
∗
t ) ∈ D2,+x v(xt) ∪D2,−x v(xt), P-a.s. (3.8)
Este fato e´ negligenciado na literatura quando se lida apenas com subsoluc¸o˜es como em
Bardi e Cesaroni (2005),Gozzi, Swiech e Zhou (2005),Gozzi, Swiech e Zhou (2010),Cesa-
roni (2006).
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Com respeito ao controle, a selec¸a˜o mensura´vel t → u¯t na˜o garante um con-
trole admiss´ıvel na forma de realimentac¸a˜o de estados, e outras condic¸o˜es sa˜o necessa´rias
neste contexto. Com essa preocupac¸a˜o, Haussmann e Lepeltier (1990) sob hipo´tese de
convexidade dos coeficientes b e σ garante a existeˆncia de um controle Markoviano, vide
tambe´m Kurtz e Stockbridge (1998).
No que segue, supo˜e-se a existeˆncia de uma selec¸a˜o mensura´vel como em (3.8) e
um controle Markoviano o´timo. Para uma notac¸a˜o mais leve desconsidere-se a varia´vel de
controle na notac¸a˜o ao menos que surja alguma ambiguidade. A partir daqui nos referimos
aos processos de Itoˆ associados a EDE (2.11), vide Mao (2007).
Teorema 3.1 Considere o processo {xt}t≥0 em (2.11) e seja v ∈ C(Rn) uma soluc¸a˜o de
viscosidade de H0(x,Dv(x), D2v(x)) = 0 satisfazendo um crescimento polinomial. Enta˜o
o gerador estendido aplicado sobre v tem a seguinte forma
Av(x) = 〈p, b(x)〉+ tr{Pσ(x)σ(x)⊺}, x ∈ D ⊂ Rn,
para qualquer (p, P ) ∈ D2,+x v(x) ∪ (p, P ) ∈ D2,−x v(x). Portanto, v ∈ D(A).
O desenvolvimento do gerador estendido baseia-se em alguns dos argumentos
empregado no Teorema de Verificac¸a˜o em Gozzi, Swiech e Zhou (2005) e depois com-
pletado em Gozzi, Swiech e Zhou (2010), va´lido para soluc¸o˜es de viscosidade. Essa ideia
tem seu in´ıcio em Yong e Zhou (1999, Ch. 5, Sec.6). Uma dificuldade dessa abordagem e´ a
suposic¸a˜o sem mencionar que t 7→ D2,+x v(xt) e´ na˜o vazio fora de um conjunto de medida
nula em um intervalo de R. Conforme indicado na Observac¸a˜o 3.1, essa condic¸a˜o nem
sempre e´ verdadeira e na˜o se pode ser dada como certa.
A prova e´ dividida em esta´gios preparato´rios com diferentes objetivos. A pri-
meira tarefa e´ mostrar a relac¸a˜o entre os pontos de Lebesgue e as propriedades de conti-
nuidade das func¸o˜es mensura´veis, empregando alguns resultados em espac¸os de Banach.
Definic¸a˜o 3.2 Um ponto de Lebesgue de uma func¸a˜o integra´vel χ : R→ E, com valores
em um espac¸o de Banach E, e´ um ponto t0 ∈ R que satisfaz
lim
h↓0
1
h
∫ t0+h
t0
∥∥∥χ(r)− χ(t0)∥∥∥
E
dr = 0. (3.9)
Assim, um ponto de Lebesgue e´ qualquer valor de t0 para o qual o valor me´dio da oscilac¸a˜o
de χ tende a zero em t0. Se χ e´ cont´ınua enta˜o (3.9) e´ va´lida em cada ponto t0 ∈ R e
qualquer t0 e´ um ponto de Lebesgue de χ. Daqui em diante, considera-se que t0 ∈ [s, T ]
representa um ponto de Lebesgue.
Lema 3.4 (DIESTEL;UHL, 1977, Th. 9) Seja χ ∈ L1(s, T ;E), enta˜o o conjunto de
pontos de Lebesgue de χ e´ de medida total2 em [s, T ].
2 Um conjunto e´ de medida total quando seu complemento e´ de medida nula.
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Lema 3.5 (GOZZI;SWIECH;ZHOU, 2005, Lem. 3.6) Seja χ ∈ L1(s, T ;E), enta˜o esse
processo e´ uma aplicac¸a˜o de [s, T ] em L1(Ω;E) tambe´m e´ integra´vel.
O seguinte resultado e´ produto dos Lemas 3.4 e 3.5 associados ao processo (2.11).
Lema 3.6 Definem-se as trajeto´rias t 7→ z1(t) = b(xt) e t 7→ z2(t) = σ(xt)σ(xt)⊺, em que
b e σ sa˜o coeficientes de (2.11), enta˜o
lim
h↓0
E
[
1
h
∫ t0+h
t0
∥∥∥zi(r)− zi(t0)∥∥∥
E
dr
]
= 0 q.t.p t0 ∈ [s, T ], i = 1,2. (3.10)
Prova. Pela Hipo´tese 1(ii) do Cap´ıtulo 2 tem-se que z1 ∈ L1Ft(s, T ;Rn) e
z2 ∈ L1Ft(s, T ;Rn×n). Ale´m disso, o Lema 3.5 diz que z1 e z2 sa˜o aplicac¸o˜es de [s, T ]
em L1(Ω;Rn) e L1(Ω;Rn×n), respectivamente. Adicionalmente, o Lema 2.6 garante que
L1(Ω;Rn) e L1(Ω;Rn×n) sa˜o espac¸os de Banach. Enta˜o pelo Lema 3.4, o conjunto de pon-
tos de Lebesgue de z1 como aplicac¸a˜o de [s, T ] em L
1(Ω,Rn) e´ de medida total em [s, T ],
analogamente para z2. Assim, obteˆm-se o resultado desejado. 
Processos fracos e pontos de Lebesgue. Considera-se uma filtrac¸a˜o crescente F st =
σ(xt : s ≤ t ≤ T ) como uma sub-σ-a´lgebra de F . Sob essa filtrac¸a˜o se estabelece uma
“probabilidade regular condicional” para qualquer v.a. ou vetores aleato´rios, vide Ash
(1972, Th. 6.6.5). Denota-se por P(·|F st )(ω) a probabilidade regular condicional.
Para ω0 ∈ Ω fixo, define-se uma medida de probabilidade, denotada por
P(·|F st )(ω0), vide Karatzas e Shreve (1991, Def. 6.12). Dessa forma, e´ poss´ıvel consi-
derar em cada ponto t, um novo espac¸o de probabilidade (Ω,F ,P(·|F st )(ω0)), em que,
xt, p(t), P (t) sa˜o vetores aleato´rios q.c. constantes e iguais a xt(ω0), p(t, ω0), P (t, ω0),
respectivamente.
O processo de Wiener e´ padra˜o e note que Wt0 sera´ igual a uma constante
Wt(ω0) q.c. sob a medida de probabilidade P(·|F st )(ω0). Ademais, t 7→ xt e´ uma trajeto´ria
associada a (2.11) em [t0, T ], em um novo espac¸o de probabilidade (Ω,F ,P(·|F st )(ω0))
com condic¸a˜o inicial xt(ω0). Finalmente, denota-se Eω0[·] o valor esperado com respeito
a` nova medida de probabilidade P(·|F st )(ω0) e consideram-se LpFt,ω0(t0, T ;E) e Lpω0(Ω;E)
os espac¸os definidos com respeito a essa nova medida de probabilidade.
Func¸o˜es de teste e fo´rmula local de Itoˆ. Considere do Teorema 3.1 uma soluc¸a˜o de
viscosidade v e uma func¸a˜o de teste ϕ em concordaˆncia com a Observac¸a˜o 2.7, tal que em
xt0 a func¸a˜o de teste ϕ satisfaz
ϕ(xt0) = v(xt0), ϕx(xt0) = pt0 e ϕxx(xt0) = Pt0 . (3.11)
Ale´m disso, da condic¸a˜o de crescimento polinomial sobre v pode-se escolher uma func¸a˜o de
teste ϕ tal que ϕ, ϕx e ϕxx satisfazem a condic¸a˜o de crescimento polinomial com diferente
constantes segundo seja o caso.
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Seja t0 ∈ [s, T ] um ponto de Lebesgue. Aplica-se a fo´rmula de Itoˆ para ϕ ∈
C2(Rn) em (Ω,F ,P(·|F st0)(ω0)), pore´m antes deste uso sa˜o necessa´rias algumas avaliac¸o˜es
pre´vias. Primeiro, consideram-se as estimativas em Yong e Zhou (1999, Ch. 1,Th. 6.16),
para k ≥ 1,
Eω0
[
sup
t0≤r≤T
‖xr‖k
]
≤ K
(
1 +Eω0[‖xt0(ω0)‖k]
)
, (3.12)
Eω0
[
sup
t0≤r≤T
‖xr − xs‖k
]
≤ K
(
1 +Eω0[‖xt0(ω0)‖k]
)
|r − s|k/2 ∀r, s ∈ [t0, T ], (3.13)
e nota-se que xt0(ω0) ∈ LkFt,ω0(Ω;Rn) (constante q.c.) de forma imediata, e sob a Hipo´tese
1(ii), xt0 ∈ L2(Ω;Rn) (varia´vel aleato´ria).
Lema 3.7 Se b(xt0), ϕx(xt0) ∈ L2Ft,ω0(Ω;Rn) e tambe´m σ(xt0), ϕxx(xt0) ∈ L2Ft,ω0(Ω;Rn×r),
enta˜o
t 7→ 〈ϕx(xt), b(xt)〉 , t 7→
〈
ϕx(xt), σ
i(xt)
〉
, t 7→ tr {σ(xt)⊺ϕxx(xt)σ(xt)} , (3.14)
pertencem a L2Ft,ω0(t0, T ;R), no qual, σ
i denota a i-e´sima coluna da matriz σ(xt).
Prova. Considere-se xt0 ∈ L2(Ω;Rn), b e´ uma func¸a˜o Lipschitz e ϕ e´ uma func¸a˜o de
teste que herda o crescimento polinomial da soluc¸a˜o de viscosidade v segue a afirmativa
sobre as varia´veis aleato´rias b(xt0), ϕx(xt0) ∈ L2(Ω,Rn) e ϕxx(xt0) ∈ L2(Ω,Rn×r). Depois,
aplica-se a condic¸a˜o de Lipschitz sobre b para alguma constante de Lipschitz cL > 0, tal
que
‖b(xt)‖2 ≤ cL‖xt − xt0‖2 + ‖b(xt0)‖2,
e de (3.12) e (3.13) tem-se que t 7→ b(xt) ∈ L2Ft,ω0(t0, T ;Rn). Ademais, ϕx(xt) tem cres-
cimento polinomial, enta˜o por avaliac¸o˜es que envolvem a estimativa (3.12) prontamente
obteˆm-se que t 7→ ϕx(xt) ∈ L2Ft,ω0(t0, T ;R). Assim, a desigualdade de Cauchy-Schwarz
implica que
| 〈ϕx(xt), b(xt)〉 |2 ≤ ‖ϕx(xt)‖2‖b(xt)‖2
e de (3.12) tem-se que t 7→ 〈ϕx(xt), b(xt)〉 ∈ L2Ft,ω0(t0, T ;R). Para o segundo e ter-
ceiro processos em (3.14) se faz avaliac¸o˜es similares para concluir que eles pertencem
a L2Ft,ω0(t0, T ;R). 
Considera-se ϕ uma func¸a˜o de teste superior ou inferior em xt0 . Em seguida,
aplica-se a fo´rmula de Itoˆ a` func¸a˜o ϕ para h > 0 suficientemente pequeno, tal que,
ϕ(xt0+h)− ϕ(xt0) =∫ t0+h
t0
〈ϕx(xr), b(xr)〉 dr+
∫ t0+h
t0
1
2
tr {σ(xr)⊺ϕxx(xr)σ(xr)} dr+
∫ t0+h
t0
〈ϕx(xr), σ(xr)dWr〉 .
(3.15)
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Para avaliar-se a variac¸a˜o infinitesimal de (3.15), divide-se (3.15) por h > 0, toma-se o
valor esperado com respeito a P(·|F st0) e aplica-se o limite h ↓ 0. Como decorreˆncia dos
Lemas 3.7 e 2.8, (3.15) pode ser escrita como
Eω0
[
ϕ(xt0+h)− ϕ(xt0)
h
]
=
Eω0
[
1
h
∫ t0+h
t0
〈ϕx(xr), b(xr)〉 dr
]
+ Eω0
[
1
h
∫ t0+h
t0
1
2
tr {σ(xr)⊺ϕxx(xr)σ(xr)} dr
]
+ Eω0
[
1
h
∫ t0+h
t0
〈ϕx(xr), σ(xr)dWr〉
]
. (3.16)
Em seguida, avalia-se o primeiro termo do lado direito da igualdade em (3.16), subtraindo-
se 〈ϕx(xt0), b(xt0)〉 para obter a seguinte variac¸a˜o
Eω0
[
1
h
∫ t0+h
t0
〈ϕx(xr), b(xr)〉 dr − 〈ϕx(xt0), b(xt0)〉
]
=
Eω0
[
1
h
∫ t0+h
t0
〈ϕx(xr)− ϕx(xt0), b(xr)〉 dr
]
+ Eω0
[
1
h
∫ t0+h
t0
〈ϕx(xt0), b(xr)− b(xt0)〉 dr
]
.
(3.17)
Agora, avalia-se o primeiro termo do lado direito da igualdade em (3.17) e pelo fato que
ϕx e b ∈ L2Ft,ω0(t0, T ;Rn) usa-se a desigualdade de Ho¨lder∣∣∣∣∣Eω0
[
1
h
∫ t0+h
t0
〈ϕx(xr)− ϕx(xt0), b(xr)〉 dr
]∣∣∣∣∣ ≤
Eω0
[
1
h
∫ t0+h
t0
‖ϕx(xr)− ϕx(xt0)‖2dr
] 1
2
Eω0
[
1
h
∫ t0+h
t0
‖b(xr)‖2dr
] 1
2
. (3.18)
Em (3.18) usa-se a continuidade q.c. da trajeto´ria t 7→ xt e a continuidade de ϕx para
estabelecer que
lim
h↓0
Eω0
[
1
h
∫ t0+h
t0
‖ϕx(xr)− ϕx(xt0)‖2dr
]
= 0. (3.19)
O Lema 3.7 estabelece que t 7→ b(xt) ∈ L2Ft,ω0(t0, T ;Rn), portanto o segundo termo multi-
plicativo do lado direito de (3.18) tem um limitante superior uniforme. Consequentemente,
o primeiro termo do lado direito da igualdade de (3.17) tende a zero quando h ↓ 0.
Em seguida, avalia-se o segundo termo do lado direito da igualdade de (3.17),
e como resultado da desigualdade de Jensen e da desigualdade de Cauchy Schwarz, tem-se
∣∣∣∣∣Eω0
[
1
h
∫ t0+h
t0
〈ϕx(xt0), b(xr)− b(xt0)〉 dr
]∣∣∣∣∣ ≤ Eω0
[
1
h
∫ t0+h
t0
|〈ϕx(xt0), b(xr)− b(xt0)〉| dr
]
≤
∥∥∥ϕx(xt0)∥∥∥Eω0
[
1
h
∫ t0+h
t0
∥∥∥b(xr)− b(xt0)∥∥∥dr
]
(3.20)
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e pelo Lema 2.8 tem-se que ϕx(xt0) ∈ L1Ft,ω0(t0, T ;Rn) e b(xt)− b(xt0) ∈ L1Ft,ω0(t0, T ;Rn).
Portanto, existe um limitante superior uniforme para (3.20).
Adicionalmente, segue do Lema 3.6 que
0 = lim
h↓0
E
[
1
h
∫ t0+h
t0
∥∥∥b(xr)− b(xt0)∥∥∥dr
]
= lim
h↓0
E
[
E
[
1
h
∫ t0+h
t0
∥∥∥b(xr)− b(xt0)∥∥∥dr
∣∣∣∣∣F st0
]]
.
A expressa˜o anterior garante que Ew0
[
1
h
∫ t0+h
t0
∥∥∥b(xr)− b(xt0)∥∥∥dr] converge a 0 em L1(Ω;R)
quando h ↓ 0. Logo, aplicando-se o Lema 2.13 e posteriormente o Lema 2.12, e´ poss´ıvel
estabelecer a existeˆncia de uma subsequeˆncia hℓ ↓ 0 tal que
Eω0
[
1
h
∫ t0+h
t0
∥∥∥b(xr)− b(xt0)∥∥∥dr
]
→ 0, P-a.s.
Pelos argumentos anteriores, pode-se mostrar que o segundo termo do lado direito de
(3.17) tende para zero quando hℓ ↓ 0 em valor esperado com respeito a` medida de proba-
bilidade P(·|F st0).
Passa-se agora para a avaliac¸a˜o do segundo termo do lado direito da igualdade
de (3.16). Para isso, deve-se levar em conta as seguintes propriedades: tr{σ⊺ϕxxσ} =
tr{ϕxxσσ⊺} e a expressa˜o tr{(ϕxx(x) − ϕxx(y))σσ⊺} = tr{ϕxx(x)σσ⊺} − tr{ϕxx(y)σσ⊺}.
Subtraindo-se tr{ϕxx(xt0)σ(xt0)σ(xt0)⊺} do segundo termo do lado direito da igualdade
de (3.16), tem-se
Eω0
[
1
h
∫ t0+h
t0
1
2
(tr{ϕxx(xr)σ(xr)σ(xr)⊺} − tr{ϕxx(xt0)σ(xt0)σ(xt0)⊺}) dr
]
=
Eω0
[
1
h
∫ t0+h
t0
1
2
tr{(ϕxx(xr)− ϕxx(xt0))σ(xr)σ(xr)⊺}dr
]
+
Eω0
[
1
h
∫ t0+h
t0
1
2
tr {ϕxx(xt0) (σ(xr)σ(xr)⊺ − σ(xt0)σ(xt0)⊺)} dr
]
. (3.21)
Pelos mesmos argumentos usados para calcular o limite do primeiro termo do lado direito
de (3.16), pode-se dizer que existe uma subsequeˆncia hℓ ↓ 0, tal que (3.21) tende a zero, ou
seja, o segundo termo do lado direito da equac¸a˜o (3.16) tende a tr{φxx(xt0)σ(xt0)σ(xt0)⊺}.
Finalmente, para o terceiro termo do lado direito da igualdade em (3.16), o
integrando e´ tal que 〈ϕx(xt), σ(xt)dWt〉 = ∑ni=1〈ϕx(xt), σi(xt)〉dW it . Pelo Lema 3.7 tem-se
que 〈ϕx(xt), σi(xt)〉 ∈ L2Ft,ω0(t0, T ;R). Uma vez que Wt e´ um processo de Wiener padra˜o,
enta˜o pelo Lema 2.19,
Eω0
[∫ t0+h
t0
〈ϕx(xt), σ(xt)dWt〉
]
= 0.
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Resumindo, ate´ agora foi demostrado a existeˆncia de um subsequeˆncia hℓ ↓ 0
tal que
Eω0
[
1
h
∫ t0+h
t0
(
〈ϕx(xr), b(xr)〉+ 1
2
tr{ϕxx(xr)σ(xr)σ(xr)⊺}
)
dr
]
→ 〈ϕx(xt0), b(xt0)〉+
1
2
tr {ϕxx(xt0)σ(xt0)σ(xt0)⊺} P− q.c.,
para um ponto de Lebesgue t0 ∈ [s, T ].
Desigualdades para a func¸a˜o de teste. Suponha que ϕ e´ uma func¸a˜o de teste supe-
rior ou inferior em xt0 . Enta˜o,
v(xt0+h)− v(xt0) ≤ ϕ(xt0+h)− ϕ(xt0) (3.22a)
ou
v(xt0+h)− v(xt0) ≥ ϕ(xt0+h)− ϕ(xt0) (3.22b)
ou ambos sa˜o validos se v e´ diferencia´vel em xt0 . Suponha que a desigualdade em (3.22a)
e´ va´lida. Toma-se o valor esperado com respeito a P(·|F st0) na variac¸a˜o de v, e tem-se
1
h
Eω0 [v(xt0+h)− v(xt0)] ≤
1
h
Eω0
[∫ t0+h
t0
(
〈ϕx(xr), b(xr)〉+ 1
2
tr {ϕxx(xr)σ(xr)σ(xr)⊺}
)
dr
]
=
〈ϕx(xt0), b(xt0)〉+
1
2
tr {ϕxx(xt0)σ(xt0)σ(xt0)⊺}+O(h). (3.23)
para algum h > 0 suficientemente pequeno. No caso em que (3.22b) e´ va´lida, considera-se
a desigualdade em (3.22b) e analogamente tem-se,
1
h
Eω0 [v(xt0+h)−v(xt0)] ≥ 〈ϕx(xt0), b(xt0)〉+
1
2
tr {ϕxx(xt0)σ(xt0)σ(xt0)⊺}+O(h). (3.24)
Limitantes para o lado esquerdo de (3.23)–(3.24). A seguinte avaliac¸a˜o primeiro
apareceu em Yong e Zhou (1999, Lem. 5.2, Ch. 5) de forma incorreta e depois foi corri-
gida em Gozzi, Swiech e Zhou (2010). Aqui, e´ convenientemente adaptada aos nossos
propo´sitos.
Lema 3.8 Assuma-se que (3.23) e´ va´lida para algum h > 0 suficientemente pequeno e
seja t0 ∈ [s, T ] um ponto de Lebesgue, enta˜o existe ρ+ ∈ L1(Ω;R), tal que
Eω0
[
v(xt0+h)− v(xt0)
h
]
≤ ρ+(ω0), para qualquer ω0 ∈ Ω. (3.25)
Em outro caso, se (3.24) e´ va´lida, enta˜o existe ρ− ∈ L1(Ω;R), tal que
Eω0
[
v(xt0+h)− v(xt0)
h
]
≥ ρ−(ω0), para qualquer ω0 ∈ Ω. (3.26)
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Prova. Pela definic¸a˜o de subsoluc¸a˜o de viscosidade, existe um par de vetores aleato´rios
(pt0 , Pt0) em D
2,+
x v(xt0) e uma constante c0 > 0, tal que
v(xt0+h)− v(xt0) ≤
〈pt0 , xt0+h − xt0〉+
1
2
〈Pt0(xt0+h − xt0), xt0+h − xt0〉+O
(
‖xt0+h − xt0‖2
)
≤ 〈pt0 , xt0+h − xt0〉+ co‖xt0+h − xt0‖2. (3.27)
Toma-se o valor esperado com respeito a P(·|F st0) e para o primeiro termo do lado direito
de (3.27) usa-se o fato que t 7→ σ(xt) ∈ L2Ft,ω0(t0, T ;Rr×n),
Eω0 [〈pt0 , xt0+h − xt0〉] = Eω0
[〈
pt0 ,
∫ t0+h
t0
b(xr)dr +
∫ t0+h
t0
σ(xr)dWr
〉]
= Eω0
[〈
pt0 ,
∫ t0+h
t0
b(xr)dr
〉]
. (3.28)
Para obter um limitante de (3.28), primeiramente aplica-se (3.11) e (3.12), para conseguir
que
‖pt0‖ = ‖ϕx(xt0)‖ ≤ c0(1 +Eω0[‖xt0‖k]).
Em seguida, pela condic¸a˜o de Lipschitz sobre b(·), tem-se para algum cL > 0 que ‖b(xr)‖ ≤
cL(1 + ‖xr‖), e aplicando estimativa (3.12), resulta que
Eω0
[∫ t0+h
t0
‖b(xr)‖dr
]
≤ cL
∫ t0+h
t0
(1 +Eω0[‖xr‖2])dr
≤ cL(1 +K(1 +Eω0 [‖xt0(ω0)‖2]))h. (3.29)
Portanto, para algumas constantes m1 ≥ 1 e c1 > 0, obteˆm-se um limitante uniforme
superior para (3.28), tal que
Eω0
[〈
pt0 ,
∫ t0+h
t0
b(xr)dr
〉]
≤ ‖pt0‖Eω0
[∫ t0+h
t0
‖b(xr)‖dr
]
≤ c1 (1 +Eω0[‖xto(ω0)‖m1 ])h. (3.30)
Para o segundo termo do lado direito da igualdade de (3.27), usa-se a estimativa (3.13)
diretamente de forma que
Eω0[‖xt0+h − xt0‖2] ≤ K(1 +Eω0[‖xt0(ω0)‖2])h,
no qual, (3.25) e´ verificada para ρ+(ω0) = c2(1 + ‖xt0(ω0)‖m2) com m2 = max{m1,2} e
algum c2 > 0. A prova para (3.26) segue ao longo de avaliac¸o˜es semelhantes de limites. 
Finalmente, tem-se as condic¸o˜es para apresentar o resultado principal deste
cap´ıtulo.
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Prova do Teorema 3.1] O Lema 3.8 proporciona um limitante superior ou
inferior para a variac¸a˜o em valor esperado em um ponto de Lebesgue t0 ∈ [s, T ], enta˜o,
considera-se (3.22a) e (3.23), e pode-se escrever pelo teorema de convergeˆncia dominada
lim sup
h↓0
Eω0
[
v(xt0+h)− v(xto)
h
]
≤
〈
p(t0, ω0), b(xt0(ω0))
〉
+
1
2
tr
{
P (t0, ω0)σ(xt0(ω0))σ(xt0(ω0))
⊺
}
por identificac¸a˜o ϕx(xt0) = p(t0, ω0) e ϕxx(xt0) = P (t0, ω0), e´ satisfeito para qualquer
subsoluc¸a˜o de viscosidade v.
No outro caso, considera-se (3.22b) e (3.24), e tem-se de forma similar que,
lim inf
h↓0
Eω
[
v(xt0+h)− v(xt0)
h
]
≥
〈
p(t0, ω0), b(xt0(ω0))
〉
+
1
2
tr
{
P (t0, ω0)σ(xt0(ω0))σ(xt0(ω0))
⊺
}
e´ satisfeito para qualquer supersoluc¸a˜o de viscosidade v.
Portanto, se v e´ uma soluc¸a˜o de viscosidade de H0(x,Dv(x), D2v(x)) = 0,
enta˜o existe,
Av(x) = 〈p, b(x)〉+ 1
2
tr {Pσ(x)σ(x)⊺} , P-a.s., ∀x ∈ Rn,
em que, (p, P ) ∈ D2,−x v(x) ou (p, P ) ∈ D2,+x v(x), ou pertence a` unia˜o de ambos conjuntos.
Como consequeˆncia, v pertence ao domı´nio D(A) e para cada 0 ≤ s ≤ t, −v(xt)+v(xs)+∫ t
s Av(xr)dr e´ um Ft-zero martingal. Assim, o teorema esta provado. 
3.2 O caso semilinear e a convexidade da func¸a˜o custo
Nesta sec¸a˜o, desenvolve-se a propriedade de convexidade da func¸a˜o valor de
um problema de controle o´timo estoca´stico. Nesse sentido, sera´ abordado um cena´rio no
qual a func¸a˜o valor possui como propriedade intr´ınseca a convexidade. Essa propriedade
e´ baseada sobre adequado um ordenamento estoca´stico, como se destaca aqui.
Leva-se em considerac¸a˜o a caracterizac¸a˜o do gerador estendido no Teorema
3.1, para estudar a estabilidade estoca´stica para a seguinte classe de processo de difusa˜o.
Defina-se sobre um espac¸o de probabilidade filtrado (Ω,F ,P,Ft), escrito como
dxt = (Fxt +Gut)dt+ σ(xt, ut)dWt, x0 ∈ Rn (3.31)
para controles Markovianos, U = {ut = u(t, xt), t ≥ 0, u(·, ·) ∈ Rm mensura´vel}. O pro-
cesso (3.31) pertence a` classe de sistemas lineares perturbados, algumas vezes chamados
EDE semilineares, vide Mao (2007), Khasminskii (2012).
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O elemento que se procura e´ uma func¸a˜o de Lyapunov que e´ por sua vez uma
soluc¸a˜o de viscosidade do Hamiltoniano H(x,Dv(x), D2v(x)) = 0 em (1.8) (ou do H0 em
(2.28) caso sem controle). Aqui, se mostra que a func¸a˜o valor e´ convexa, e quando esta
pode ser estritamente convexa. Esta caracterizac¸a˜o resolve o problema de estabilidade
de uma o´tica diferente, no qual, a existeˆncia de uma soluc¸a˜o de viscosidade garante ao
problema a estabilidade estoca´stica de forma direta. Esta conexa˜o e´ exposta de forma
mais detalhada no Cap´ıtulo 4.
A ideia e´ mostrar que o processo em (3.31) com custo corrente convexo produz
uma func¸a˜o valor convexa. A convexidade da func¸a˜o valor para certo tipo de sistemas
estoca´sticos em horizonte finito foi estudada em Clark e Kiessler (2002) com custo corrente
positivo. No entanto, o resultado aplica-se apenas aos processos de difusa˜o escalares, e
estes argumentos na˜o podem ser generalizados para o caso de difusa˜o controlados n-
dimensionais, devido ao ordenamento particular utilizado, va´lido somente na reta real.
Aqui utiliza-se um ordenamento estoca´stico encontrado em Scarsini (1998), Muller (2001),
Shaked e Shanthikumar (2007).
Lema 3.9 Sejam X, Y dois vetores aleato´rios n-dimensionais com distribuic¸a˜o normal
N(µx,Σx) e N(µy,Σy), respectivamente. Enta˜o, para qualquer func¸a˜o convexa φ : R
n →
R,
µx = µy e Σy − Σx  0 sse E[φ(X)] ≤ E[φ(Y )].
Hipo´tese 3: Suponha-se que (x, u) 7→ f(x, u) e x 7→ h(x) em (1.6) sa˜o func¸o˜es convexas. A
func¸a˜o drift (x, u) 7→ b(x, u) e´ uma func¸a˜o linear, tal que, b(x, u) = Fx+Gu. O coeficiente
de difusa˜o (x, u) 7→ σ(x, u) e´ convexo no sentido de matriz semidefinida positiva como se
segue. Para θ, θ¯ ≥ 0, θ + θ¯ = 1, x, y ∈ Rn e u, v ∈ Rm,
(θσ(x, u) + θ¯σ(y, v))(θσ(x, u) + θ¯σ(y, v))⊺−
σ(θx+ θ¯y, θu+ θ¯v)σ(θx+ θ¯y, θu+ θ¯v)⊺  0. (3.32)
Na sequeˆncia, a fim de simplificar expresso˜es, elimina-se a dependeˆncia do controle sem
perda de generalidade.
Teorema 3.2 Sob as Hipo´teses 1 e 3, a func¸a˜o valor em (1.6) e´ convexa.
As seguintes preliminares sa˜o necessa´rias para a prova.
Lema 3.10 Consideram-se as Hipo´teses 1 e 3 sobre os dados do problema. Sejam t 7→
xt, yt dois processos de difusa˜o como em (2.11) com xs = ys = x. Se para cada t em [s, T ],
E[yt] = E[xt] e Var[yt]− Var[xt]  0, enta˜o a seguinte desigualdade e´ verdadeira,
Ex
[∫ T
s
f(xr)dr + h(xT )
]
≤ Ex
[∫ T
s
f(yr)dr + h(yT )
]
.
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Prova. Das afirmac¸o˜es no lema tem-se
Ex[f(xt)] ≤ Ex[f(yt)], s ≤ t < T, (3.33)
Ex[h(xT )] ≤ Ex[h(yT )]. (3.34)
Considera-se a integral sobre [s, T ] de (3.33) como uma integral sobre R × Ω sob uma
medida finita. Logo, aplica-se o Teorema de Fubini para intercambiar a integral em t e o
valor esperado (integral em ω). Assim, obteˆm-se
Ex
[∫ T
s
f(xt)dt
]
≤ Ex
[∫ T
s
f(yt)dt
]
em seguida, adiciona-se (3.34) para completar o resultado. 
Prova do Teorema 3.2] Deseja-se mostrar que para cada x, y ∈ Rn e θ, θ¯ ≥ 0, θ + θ¯ = 1,
V (s, θx+ θ¯y) ≤ θV (s, x) + θ¯V (s, y)
e´ va´lido para a func¸a˜o valor V e cada s ∈ [0, T ]. Para este propo´sito, considera-se uma
u´nica realizac¸a˜o sobre Rn do processo em (2.11), com trajeto´rias diferentes associados a
condic¸o˜es inicias diferentes, tais que,


dxt = b(xt)dt+ σ(xt)dWt, xs = x,
dyt = b(yt)dt+ σ(yt)dWt, ys = y.
(3.35)
Baseado em (3.35), considera-se uma combinac¸a˜o convexa de trajeto´rias t 7→ xt e t 7→ yt
para formar o processo t 7→ wt, como,
wt = ws +
∫ t
s
(
θb(xr) + θ¯b(yr)
)
dr +
∫ t
s
(
θσ(xr) + θ¯σ(yr)
)
dWr, (3.36)
com condic¸a˜o inicial ws = θx + θ¯y. Enta˜o wt = θxt + θ¯yt, e desde que f e h sa˜o func¸o˜es
convexas,
f(wt) ≤ θf(xt) + θ¯f(yt), s ≤ t ≤ T, (3.37)
h(wT ) ≤ θh(xT ) + θ¯h(yT ). (3.38)
Integrando (3.37) sobre o intervalo [s, T ], e adicionando (3.38), tem-se
∫ T
s
f(wt)dt+ h(wT ) ≤ θ
(∫ T
s
f(xt)dt+ h(xT )
)
+ θ¯
(∫ T
s
f(yt)dt+ h(yT )
)
.
Toma-se o valor esperado da expressa˜o anterior para obter
E
[∫ T
s
f(wt)dt+ h(wT )
∣∣∣∣∣Fs
]
≤ θV (s, x) + θ¯V (s, y). (3.39)
A prova do Teorema 3.2 e´ completada com a desigualdade (3.40) no pro´ximo lema. 
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Lema 3.11 Seja t 7→ zt uma trajeto´ria de processos que satisfaz a Hipo´tese 3, com
condic¸a˜o inicial zs = w, e t 7→ wt a combinac¸a˜o convexa definido em (3.36). Enta˜o,
V (s, w) = E
[∫ T
s
f(zt)dt+ h(zT )
∣∣∣∣∣Fs
]
≤ E
[∫ T
s
f(wt)dt+ h(wT )
∣∣∣∣∣Fs
]
. (3.40)
Prova. Considera-se o processo original (2.11) sob a Hipo´tese 3,
dzt = b(zt)dt+ σ(zt)dWt, zs = w, (3.41)
e compara-se com t 7→ wt definido em (3.36). Adicionalmente, considera-se um terceiro
processo,
dw˜t = b(zt)dt+
(
θσ(xt) + θ¯σ(yt)
)
dWt, w˜s = w,
Enta˜o, E[w˜t] = E[zt] e Var[w˜t] = Var[wt] para cada t ∈ [s, T ]. Aplica-se a hipo´tese imposta
sobre σ em (3.32) para obter-se
Var[w˜t] = Var[wt] = E[(θσ(xt) + θ¯σ(yt))(•)⊺]  E[σ(ωt)σ(ωt)⊺] = Var[σ(wt)]
e portanto,
d
dt
(Var[w˜t]− Var[zt]) = d
dt
(Var[wt]−Var[zt])
 d
dt
E[σ(wt)σ(wt)
⊺ − σ(zt)σ(zt)⊺], s ≤ t ≤ T. (3.42)
Desde que ws = zs = w, Var[ws]−Var[zs]  0, da u´ltima expressa˜o tem-se
Var[ws+ǫ]−Var[zs+ǫ]  0, com ǫ > 0 suficientemente pequeno. (3.43)
Da Hipo´tese 3 e sendo b uma func¸a˜o linear, e com ws = zs = w, tem-se
E[ws+ǫ]− E[w˜s+ǫ] = E
[∫ s+ǫ
s
(
θb(xr) + θ¯b(yr)− b(zt)
)
dr
]
=
E
[∫ s+ǫ
s
(
b(θxr + θ¯yr)− b(zt)
)
dr
]
= E[ws+ǫ]− E[zs+ǫ] = 0 (3.44)
do fato que E
[
θxr + θ¯yr
]
= E [zt].
Tendo (3.43) e (3.44) em considerac¸a˜o, por aplicac¸a˜o direta do Lema 3.9 preveˆ-
se que E[φ(zs+ǫ)] ≤ E[φ(ws+ǫ)] para qualquer func¸a˜o real e convexa φ.
Os argumentos anteriores mostram que um ordenamento para a variaˆncia e a
coincideˆncia das me´dias sa˜o obtidas para qualquer t arbitra´rio em [s, T ], repetindo-se um
nu´mero suficiente de vezes o argumento para algum ǫ > 0. Como consequeˆncia o Lema
3.10 aplica-se para verificar a desigualdade (3.40) e assim a prova e´ finalizada. 
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4 Crite´rios de Estabilidade
Nesta sec¸a˜o, apresenta-se uma ana´lise de longo tempo do comportamento dos
processos de difusa˜o, a partir das condic¸o˜es que envolvem o gerador associado ao processo.
Das propriedades ergo´dicas, tem-se interesse pela estabilidade q.c. dos processos de difusa˜o
homogeˆneos no tempo, vide Bellet (2006). Tambe´m sera´ abordada a estabilidade dos
processos controlados associados ao problema de controle estoca´stico.
O interesse aqui e´ caracterizar a estabilidade dos processos de difusa˜o sendo
permanentemente excitados pelo ru´ıdo ou na˜o. As noc¸o˜es mais usuais encontradas na lite-
ratura sa˜o a estabilidade (assinto´tica) em probabilidade, a estabilidade (assinto´tica) q.c.
e a estabilidade (assinto´tica) de momentos, estudadas em Kushner (1967), Kozin (1969),
Khasminskii (2012), Thygesen (1997), Mao (1999), Taniguchi (2003), Mao (2007). No
entanto, essas noc¸o˜es na˜o se aplicam quando o processo de difusa˜o e´ permanentemente
afetado pelo ru´ıdo aditivo, porque exigem que o efeito do ru´ıdo no interior do conjunto
de equil´ıbrio desaparec¸a ou decaia com o tempo, vide Krstic e Hua (1998). A literatura
mencionada e os trabalhos de Florchinger (1995), Florchinger (1997), Deng, Krstic e Wil-
liams (2001), Bardi e Cesaroni (2005), Cesaroni (2006), todos eles empregam suposic¸o˜es
semelhantes sobre a existeˆncia de uma ac¸a˜o de controle u¯, tal que
b(0, u¯) = 0 e σ(0, u¯) = 0 (4.1)
nesse caso ao “capturar o processo”, o equil´ıbrio na origem sera´ preservado na presenc¸a
de ru´ıdo pois sera´ um estado absorvente do processo. Mateos e Corte´s (2014) estudaram a
estabilidade sob ru´ıdo persistente usando propriedades relacionadas a NSS desenvolvidas
em Deng, Krstic e Williams (2001). Pore´m uma condic¸a˜o de captura semelhante a` que
aparece acima e´ empregada. Em Nishimura e Horoshi (2018) um estudo para processos
escalares permanentemente excitados por ru´ıdo, que usam as especifidades desse caso.
Existem mu´ltiplas noc¸o˜es de estabilidade estoca´stica, que por sua vez, esta˜o
associadas a` diferentes formas de convergeˆncia estoca´stica, vide Kozin (1969) para um
cla´ssico sobre esse assunto. Em particular, o crite´rio de Foster-Lyapunov estende a ana´lise
de Lyapunov para o campo dos processos estoca´sticos e permite uma caracterizac¸a˜o das
propriedades ergo´dicas dos processos de Markov, vide Meyn e Tweedie (1993). Os elemen-
tos ba´sicos dessa abordagem e´ uma adequada noc¸a˜o de gerador infinitesimal associada ao
processo, junto com uma func¸a˜o tipo-norma (ou coerciva1) que faz o papel de func¸a˜o de
Lyapunov. Nesse sentido, introduz-se a definic¸a˜o.
1 Uma func¸a˜o f : Rn → Rn e´ dita coerciva se 〈f(x),x〉‖x‖ →∞ quando ‖x‖ → ∞ e se f : Rn → R+ e´ dita
tipo-norma se f(x)→∞ quando ‖x‖ → ∞.
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Definic¸a˜o 4.1 (Func¸a˜o de Lyapunov) A func¸a˜o V : D → R+ e´ uma func¸a˜o de Lya-
punov estoca´stica se V e´ uma func¸a˜o tipo-norma em que V ∈ D(A) e AV (x) < 0 em
D \ O, tal que, 0 ∈ O ⊂ D ⊂ Rn e A e´ o gerador estendido do Teorema 3.1. Se D e´
um conjunto compacto, V e´ uma func¸a˜o de Lyapunov (se D ≡ Rn, V e´ uma func¸a˜o de
Lyapunov global).
Observac¸a˜o 4.1 Na literatura especializada, existe uma variedade de definic¸o˜es equiva-
lentes para a func¸a˜o tipo-norma. A mais o´bvia e´ exigir que ρ1‖x‖p ≤ V (x) ≤ ρ2‖x‖q para
algum ρ1, ρ2 > 0, 0 < p < q e ‖x‖p suficientemente grande. Por exemplo, o conjunto de
func¸o˜es crescentes cont´ınuas g : R+ → R+ com g(0) = 0 denotado por K em composic¸a˜o
com alguma norma ‖x‖p tambe´m e´ usado o conjunto de func¸o˜es em K tal que g(r)→∞
quando r → ∞ denotado por K∞; o conjunto de func¸o˜es l de K × [0,∞) em R tal que
l(r, ·) ∈ K e lim
t→∞
l(·, t) = 0, denotado por KL, vide Mao (2007).
Para um conjunto mensura´vel O ⊂ D, considera-se o seguinte Ft-tempo de
parada,
τO := inf{t ≥ 0 : xt ∈ O}, (4.2)
com τO = +∞ para as trajeto´rias que nunca atingem o conjunto O.
As noc¸o˜es principais de estabilidade consideradas neste trabalho sa˜o apresen-
tadas a seguir.
Definic¸a˜o 4.2 (Recorreˆncia (positiva) com respeito a O) Um conjunto O e´ dito
recorrente se Px(τO < ∞) = 1 para qualquer x ∈ D, ou equivalentemente, Px(ηO =
∞) = 1, no qual, ηO representa o nu´mero de visitas ao conjunto O. Diz-se que O e´
recorrente positivo se supx∈D Ex[τO] < +∞.
Definic¸a˜o 4.3 (Estabilidade exponencial a O) Diz-se que a trajeto´ria t 7→ xt con-
verge exponencialmente ra´pida q.c. a O se existe p, q, α, β > 0 tal que
Ex
[
inf
y∈O
‖y − xt‖p
]
≤ β‖x‖qe−αt, para cada x ∈ D. (4.3)
Definic¸a˜o 4.4 (Estabilidade no p-e´simo momento a O) Diz-se que a trajeto´ria t 7→
xt converge no p-e´simo momento q.c. a O, se
Ex
[
inf
y∈O
‖y − xt‖p
]
→ 0, quando t→∞, para cada x ∈ D. (4.4)
Condic¸a˜o sobre o drift e gerador estendido. A condic¸a˜o de Foster-Lyapunov sobre
o drift aplica-se aos processos atrave´s de um gerador bem definido. O contexto aqui e´ o
dos processos de difusa˜o associados ao gerador estendido de acordo com a noc¸a˜o fornecida
no Teorema 3.1. Procuram-se condic¸o˜es suficientes para a estabilidade estoca´stica.
A ideia de conjuntos pequenos (petite) e´ usada em conexa˜o com processos
recorrentes no espac¸os de estado. A probabilidade de retorno ao estado inicial para um
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processo e´ quase nula, mas pode ser certo que retornara´ a um conjunto compacto que
contenha o estado inicial. Tais conjuntos sa˜o denominados conjuntos petite.
O seguinte Lema e´ adaptado de Meyn e Tweedie (1993, Th. 4.2).
Lema 4.1 (Condic¸a˜o para recorreˆncia positiva) Suponha que O ⊂ D e´ um con-
junto petite e para algum f(·) > 0, c, d > 0, V ∈ D(A),
AV (x) ≤ −cf(x) + d1O, x ∈ D, (4.5)
e´ va´lida com V uma func¸a˜o tipo-norma em D \ O. Enta˜o o processo t 7→ xt e´ positivo
recorrente.
Nos seguintes exemplos pode-se notar a necessidade de func¸o˜es de Lyapunov
na˜o regulares.
Exemplo 4.1 (NISHIMURA;ITO, 2016) Considera-se a EDE escalar dxt = −axtdt +
σxtdWt com a, σ > 0, um modelo linear simples com ru´ıdo multiplicativo. A origem e´ um
ponto de equil´ıbrio, e se x0 = 0 enta˜o xt = 0, t ≥ 0 por tanto a origem e´ absorvente.
A soluc¸a˜o dessa EDE e´ xt = x0 exp(−at + σWt), vide Khasminskii (2012, Rem. 5.5).
Considera-se agora v2(x) = x
2 como uma poss´ıvel func¸a˜o de Lyapunov, e assim Av2(x) =
2(−a + σ2)x2 ≥ 0. Para a ≤ σ2, v2 falha em descrever a estabilidade, entretanto, para
vp(x) = |x|p, obteˆm-se
Avp(x) = p(−a+ 1
2
σ2p)|x|p < 0, x ∈ R \ {0},
quando p < 2a/σ2. Esse exemplo indica o uso de func¸o˜es na˜o diferencia´veis como candi-
datas a func¸o˜es de Lyapunov.
Exemplo 4.2 (NISHIMURA;ITO, 2016) Considera-se agora dxt = −axdt+σdWt, uma
situac¸a˜o simples em que o coeficiente de difusa˜o na˜o e´ zero quando x0 = 0. A escolha de
v1(x) = |x| leva a
Av1(x) = −a|x| < 0, x ∈ R \ {0},
e pode-se esperar que a origem seja um ponto atrator, no sentido que ela pode assumir o
papel do compacto O como no Lema 4.1. De fato, a soluc¸a˜o da EDE em questa˜o e´
xt = e
−atx0 +
∫ t
0
e−a(t−s)σdWs
e o ca´lculo de Itoˆ fornece,
E[|xt|2] = σ2
∫ t
0
e−2a(t−s)ds =
σ2
2a
(1− e−2at)→ σ
2
2a
, quando t→∞.
Assim, o efeito atrator da origem na˜o e´ verificado, sendo que apenas o segundo momento
e´ limitado.
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4.1 Estabilidade e problemas relacionados.
Nesta sec¸a˜o, apresentam-se alguns problemas de estabilidade estoca´stica que
foram tratados usando o gerador estendido e a conexa˜o com as soluc¸o˜es de viscosidade
da equac¸a˜o de HJB. Estudos anteriores sobre esse assunto podem ser encontrados em
Cesaroni (2006). Destaca-se desse trabalho o uso de supersoluc¸o˜es viscosas da equac¸a˜o de
HJB para estabelecer resultados de estabilidade. Ale´m das dificuldades ja´ apontadas na
Sec¸a˜o 3.1 ao se tratar somente supersoluc¸o˜es de viscosidade, a noc¸a˜o usa uma condic¸a˜o
de sinal na desigualdade da equac¸a˜o de HJB dif´ıcil de ser verificada.
4.1.1 O problema de duas fronteiras (P1)
Consideram-se os conjuntos compactos D e O, com O ⊂ D ⊂ Rn e ∂D denota
a fronteira de D. O problema surge quando o valor esperado de um funcional do processo,
JτD(x) = Ex
[∫ τD
0
f(xr)dr + h(xτD)
]
, x0 = x ∈ D \ O, (4.6)
e´ de interesse ate´ um Ft-tempo de parada τD dado por
τD := min
{
inf{t ≥ 0 : xt ∈ O}, inf{t ≥ 0 : xt ∈ ∂D}
}
.
Aqui f e´ uma func¸a˜o na˜o negativa sobre D \ O, e h e´ cont´ınua sobre ∂D e sobre ∂O
com min∂D h(x) > max∂O h(x) e 0 ∈ O. Assume-se que existe v ∈ C(Rn) soluc¸a˜o de
viscosidade da seguinte equac¸a˜o de HJB
H0(x,Dv(x), D2v(x)) = 0, x ∈ D \ O, (4.7)
com v(x) = h(x), x ∈ ∂O ∪ ∂D.
Uma questa˜o neste ponto seria sobre a atratividade do ponto de equil´ıbrio local
representado pela origem. No sentido do problema (4.6), o processo atingiria primeiro o
conjunto “seguro” O antes de deixar o domı´nio de atrac¸a˜o representado por D?
DO
x 0xτD
xτD
h(x) h(x)
Figura 4: O problema de duas fronteiras.
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O seguinte resultado permite responder essa pergunta e expande o resultado
para diversas situac¸o˜es.
Teorema 4.1 Seja JτD(x) uma soluc¸a˜o de (4.7) com f(·) ≥ 0.
(i) Se ρ1‖x‖p ≤ JτD(x) ≤ ρ2‖x‖p para algum p > 0 e 0 < ρ1 ≤ ρ2, enta˜o
Ex [‖xτD‖p] ≤
ρ2
ρ1
‖x‖p.
(ii) Se f ≡ 0 em D \O, h = 0 em ∂O e h = 1 em ∂D, enta˜o P(xτD ∈ ∂O) = 1− JτD(x).
(iii) Se D ≡ Rn, f > 0 e JτD e´ tipo-norma sobre D \O para algum conjunto compacto O,
enta˜o o processo t 7→ xt e´ recorrente positivo.
Prova. (i) Nota-se que Ex[JτD(xτD)] = Ex[h(xτD)] e
Ex[h(xτD)] = JτD(x)−Ex
[∫ τD
0
f(xr)dr
]
≤ JτD(x),
a partir do qual segue a primeira afirmac¸a˜o do teorema de uma maneira simples. (ii) Se
f ≡ 0, h = 0 sobre ∂O e h = 1 sobre ∂D, enta˜o
JτD(x) = Ex[1{xτD∈∂D}] = 1−Px(xτD ∈ ∂O).
(iii) Quando D ≡ Rn, tendo-se em conta o Teorema 3.1, o Hamiltoniano em (4.7) fornece
a seguinte relac¸a˜o,
H0(x,Dv(x), D2v(x)) = 0⇔ Av(x) = −f(x), x ∈ Rn \ O.
Se f > 0 e JτD e´ uma func¸a˜o tipo-norma sobre R
n\O, a desigualdade em (4.5) e´ verificada
fora do conjunto O, e do Lema 4.1 segue que o processo e´ recorrente positivo. 
4.1.2 O problema com desconto positivo ou negativo (P2)
Considera-se um conjunto compacto O ⊂ D ≡ Rn, e τO um Ft-tempo de
parada como em (4.2). Seja Oc = Rn \ O. O problema aqui apresentado tem o seguinte
funcional de custo,
JτO(x) =Ex
[∫ τO
0
eζtf(xt)dt+ e
ζτOh(xτO)
]
, x ∈ Oc (4.8)
com f, h : Rn → R func¸o˜es na˜o negativas e f > 0 para todo x ∈ Oc. Se ζ < 0 e O = ∅,
enta˜o (4.8) trata-se de um custo descontado em horizonte infinito, vide Arapostathis,
Borkar e Ghosh (2012, Eq. 2.7.1). Considere-se JτO uma soluc¸a˜o de viscosidade de
H0(x,Dv(x), D2v(x)) + ζv(x) = 0, x ∈ Rn \ O, (4.9)
com v(x) = h(x) em ∂O, H0 como em (1.7).
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Teorema 4.2 Suponha que JτO em (4.8) e e´ uma func¸a˜o tipo-norma.
(i) Quando ζ < 0 e O = ∅, o processo t 7→ xt e´ esta´vel q.c. no sentido que eζtxt → 0
P-q.c.
(ii) Quando ζ > 0, suponha que existem 0 < p ≤ q e 0 < ρ1 ≤ ρ2 tais que
ρ1‖x‖p ≤ JτO(x) ≤ ρ2‖x‖q, x ∈ Oc,
para algum conjunto compacto O que conte´m a origem, enta˜o o processo t 7→ xt converge
exponencialmente ra´pido q.c. a O, no sentido da Definic¸a˜o 4.3.
Prova. Considera-se o funcional ζ-“descontado” em (4.8), e defina-se um processo de
difusa˜o auxiliar, zt := e
c1txt para alguma constante c1 > 0, tal que
dzt = c1e
c1txtdt+ e
c1tdxt = b˜(t, zt)dt+ σ˜(t, zt)dWt
no qual, b˜(t, zt) = e
c1t (c1zte
−c1t + b (zte
−c1t)) e σ˜(t, zt) = e
c1tσ (ze−c1t). Define-se Z(s, x) :=
e(ζ−c1)sJτO(x) para cada (s, x) ∈ [0,+∞)×Rn. Uma representac¸a˜o equivalente para o fun-
cional (4.8) e´
Z(s, x) = Ex
[∫ τ˜O
s
e(ζ−c1)tf˜(t, zt)dt+ e
(ζ−c1)τ˜OZ(τ˜O, zτ˜Oe
−c1τ˜O)
]
no qual, f˜(t, z) = ec1tf(ze−c1t), Z(τ˜O, zτ˜Oe
−c1τ˜O) = ec1τ˜OJτO(xτ˜O) = e
c1τ˜Oh(xτ˜O) e τ˜O =
inf{t ≥ s : zte−c1t ∈ O} = τO.
Nota-se que DZ(t, x) = e(ζ−c1)tDJτO(x) e D
2Z(t, x) = e(ζ−c1)tD2JτO(x) repre-
sentam o gradiente e a hessiana de Z com respeito a x, respectivamente. Logo, o funcional
Z(s, x) associado a JτO(z) satisfaz a equac¸a˜o de HJB,
∂Z(s, z)
∂s
+H(s, z,DZ(s, z), D2Z(s, z)) = (ζ − c1)Z(s, z)+〈DZ(s, z), b˜(s, z)〉
+
1
2
tr(D2Z(s, z)σ˜(s, z)σ˜(s, z)⊺)+e(ζ−c1)sf˜(s, z)
= (ζ − c1)Z(s, z) + e(ζ−c1)s〈DJτO(s, z), b˜(s, z)〉+
1
2
e(ζ−c1)s tr(D2JτO(z)σ˜(s, z)σ˜(s, z)
⊺)+e(ζ−c1)sf˜(s, z) = 0.
Agora, defina ζ = c1 para obter
〈DJτO(z), b˜(s, z)〉+
1
2
tr{D2JτO(z)σ˜(s, z)σ˜(s, z)⊺}+ f˜(s, z) = 0 (4.10)
e pode-se escrever a partir de uma simples inspec¸a˜o que
AzJτO(z) = −f˜(s, z) ≤ −eζsf(ze−ζs)1Oc(z), ∀(s, z) ∈ [0,∞)× Rn,
pois grac¸as ao Teorema 3.1, tem-se
AzJτO(z) = 〈DJτO(z), b˜(s, z)〉+
1
2
tr(D2JτO(z)σ˜(s, z)σ˜(s, z)
⊺).
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Como f˜(s, z) > 0, ∀(s, z) ∈ [0,∞)×Oc e JτO uma func¸a˜o tipo-norma sobre Oc, zt → O
P-q.c. e portanto, eζtxt → O P-q.c. Tomando-se ζ < 0 e O = ∅, a afirmac¸a˜o (i) no
teorema e´ provada.
Levando em conta os limitantes para JτO(x) em Oc, pode-se escrever
ρ1Ex[‖zt‖p] ≤ Ex[JτO(zt)] ≤ JτO(x) ≤ ρ2‖x‖q,
depois de tomar-se o valor esperado e aplicar-se a fo´rmula de Dynkin. Portanto,
Ex[‖zt‖p] ≤ ρ2
ρ1
‖x‖q. (4.11)
Por outro lado, como 0 ∈ O enta˜o para cada z ∈ Oc, existe2 y ∈ O tal
que d(0, y) + d(y, z) = d(0, z) no qual d representa uma me´trica. Adicionalmente, para
tal ponto y, infy′∈O d(y
′, z) = d(y, z). Aqui d(x,O) = infy′∈O ‖y′ − x‖p e o fato de que
‖y − z‖p ≤ ‖z‖p e´ usado a seguir. Avalia-se
Ex
[
inf
y′∈O
‖y′ − xt‖p
]
≤ Ex
[
inf
y′∈O
‖y′e−ζt − xt‖p
]
=
e−ζptEx [‖y − zt‖p] ≤ e−ζptEx [‖zt‖p] ≤ ρ2
ρ1
e−ζpt‖x‖q.
Tomando-se α = ζp e β = ρ2/ρ1, a noc¸a˜o de estabilidade exponencial para O e´ obtida, e
a parte (ii) do teorema e´ provada. 
4.1.3 O problema ergo´dico (P3)
O problema ergo´dico e´ associado ao funcional de custo,
̺ = lim
τ→∞
1
τ
Ex
[∫ τ
0
f(xr)dr
]
, x ∈ Rn. (4.12)
A existeˆncia de tal soluc¸a˜o limite esta´ associada a` seguinte equac¸a˜o, vide Arapostathis,
Borkar e Ghosh (2012, Sec. 3.6.2),
H0(x,Dv(x), D2v(x)) = ̺, x ∈ Rn, (4.13)
para ̺ > 0.
Teorema 4.3 Suponha que f e´ uma func¸a˜o tipo-norma e a soluc¸a˜o de viscosidade de
(4.13) tambe´m e´ uma norma. Enta˜o o processo t 7→ xt e´ recorrente positivo.
Prova. Nas condic¸o˜es do Teorema 3.1 a equac¸a˜o de HJB (4.13) estabelece a seguinte
relac¸a˜o,
H0(x,Dv(x), D2v(x)) = ρ⇔ Av(x) = −f(x) + ρ, x ∈ Rn.
Portanto, define-se O = {x ∈ Rn : f(x) ≤ ρ} e pode-se escrever AJ(x) ≤ −f(x)+ρ1O(x).
A desigualdade em (4.5) e´ verificada e do Lema 4.1 segue-se que o processo e´ positivo
recorrente. 
2 O e´ o fecho de O.
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Noc¸o˜es de convergeˆncia mais fortes Os crite´rios de estabilidade examinados ate´ o
momento levam a` convergeˆncia P-q.c. para um conjunto compacto que conte´m a origem,
e o Teorema 4.2 reforc¸a a noc¸a˜o de convergeˆncia exponencial para O, no sentido de (4.3).
A estabilidade no p-e´simo memento pode ser desenvolvida com argumentos pro´prios a
partir de suposic¸o˜es sobre a func¸a˜o de custo f .
Teorema 4.4 Suponha que f e´ uma func¸a˜o tipo-norma tal que,
f(x) ≥ ρ1‖x‖p, ∀x ∈ Rn \ O,
para algum conjunto compacto O que contem a origem.
i) Considera-se o problema de duas fronteiras com D ≡ Rn e a soluc¸a˜o de viscosidade
de (4.7). Enta˜o xt → O no p-e´simo momento no sentido da Definic¸a˜o 4.4.
ii) Considera-se o problema ergo´dico com func¸a˜o de custo (4.12) e a soluc¸a˜o de visco-
sidade em (4.13), enta˜o limt→∞Ex[‖xt‖p] existe e e´ limitado.
Prova. (i) Considera-se D ≡ Rn no problema de duas fronteiras em (4.6) e a equac¸a˜o de
HJB (4.7) correspondente . Nesta situac¸a˜o, τD = inf{t ≥ 0 : xt ∈ O} e para x0 = x ∈ Oc,
VτD(x) = Ex
[∫ τD
0
f(xr)dr + h(xτD)
]
≥ Ex
[∫ τD
0
f(xr)dr
]
≥ ρ1Ex
[∫ τD
0
‖xr‖pdr
]
= ρ1Ex
[∫ ∞
0
1{r≤τD}‖xr‖pdr
]
a partir do qual tem-se Ex[1{t≤τD}‖xt‖p] → 0, quando t → ∞, necessariamente. Usando
argumentos similares aos da prova do Teorema 4.2,
inf
y′∈O
‖y′ − xt‖p = inf
y′∈O
‖y′ − 1{t≤τD}xt‖p ≤ 1{t≤τD}‖xt‖p,
e o resultado segue da relac¸a˜o acima.
(ii) No problema ergo´dico, nota-se que
lim
τ→∞
1
τ
Ex
[∫ τ
0
1{xr∈O}‖xr‖pdr
]
≤ sup
y′∈O
‖y′‖p ≤ c0 <∞
e
̺ ≥ lim
τ→∞
1
τ
Ex
[∫ τ
0
1{xr∈Oc}f(xr)dr
]
≥ lim
τ→∞
1
τ
Ex
[∫ τ
0
1{xr∈Oc}ρ1‖xr‖pdr
]
,
o que mostra que
lim
τ→∞
1
τ
Ex
[∫ τ
0
‖xr‖pdr
]
≤ c0 + ̺
ρ1
e o resultado decorre do fato de que o processo e´ ergo´dico. 
Nota-se que o Teorema 4.4 impo˜e condic¸o˜es sobre a func¸a˜o f , mas na˜o impo˜e
restric¸a˜o a` soluc¸a˜o de viscosidade da equac¸a˜o HJB relacionada ao problema. Portanto, o
Teorema 4.4 na˜o esta´ ligado diretamente a` abordagem Foster-Lyapunov.
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Observac¸a˜o 4.2 Quando b(0) = 0, σ(0) = 0, e min f = 0 ou similarmente, a condic¸a˜o
(4.1), pode-se identificar O = {0}, e recuperam-se os resultados cla´ssicos de estabilidade
assinto´tica q.c. para origem, vide Khasminskii (2012), Kushner (1967), Mao (2007). Nessa
situac¸a˜o a origem serve como uma bacia atratora para o processo, isto e´, xt ≡ 0 para todo
t apo´s a ocorreˆncia de τD, um Ft-tempo de parada.
No entanto, se o conjunto de destino O na˜o atua como um estado absorvente
para o processo, o cena´rio e´ de uma noc¸a˜o de estabilidade mais fraca, a`quela do Lema 4.1,
levando em conta as condic¸o˜es la´ impostas. A noc¸a˜o remanescente e´ a de um processo
recorrente positivo relativo a algum compacto na˜o determinado no domı´nio. Este e´ o caso
do problema ergo´dico quando o ru´ıdo e´ persistente. Essas dificuldades sa˜o expostas no
pro´ximo exemplo simples.
Exemplo 4.3 Considera-se o Teorema 4.4, que pode ser aplicado com f(x) = p(a −
σ2p/2)|x|p para p < 2a/σ2. Isto garante a existeˆncia de um conjunto O que contem a
origem e Ex[infy′∈O |y′ − xt|p] → 0, quando t → ∞, e´ va´lido para cada x0 = x ∈ R \ O.
Assim, poder-se-ia imaginar a partir da func¸a˜o f que definir O = {0}, e´ uma possibilidade
que entretanto na˜o e´ va´lida. Se a > σ2, pode-se tomar p = 2 e do Exemplo 4.2 tem-se
que O = [−σ/√2a,+σ/√2a] pode ser definido para estabelecer a estabilidade em me´dia-
quadrada a O.
O problema de controle Para tratar processos de difusa˜o controlados no aˆmbito
do Teorema 3.1, e´ necessa´rio considerar o resultado em Haussmann e Lepeltier (1990,
Th. 4.7, Cor. 4.8). Esse resultado garante que existe um controle o´timo por realimentac¸a˜o
de estados no sentido fraco de (1.4). Considere os problemas com desconto positivo ou
negativo, o problema das duas fronteiras, o problema ergo´dico, com os funcionais de custo
(4.8), (4.6) e (4.12), respectivamente. De Haussmann e Lepeltier (1990), a estabilidade
para o problema de controle esta˜o cobertos pelos Teoremas 4.1, 4.2 e 4.3.
4.1.4 Encontrando uma func¸a˜o Lyapunov apropriada.
A interac¸a˜o entre o gerador estendido e uma func¸a˜o Lyapunov que e´ soluc¸a˜o
de viscosidade de alguma equac¸a˜o HJB, estabelece condic¸o˜es interessantes para o estudo
da estabilidade estoca´stica. O primeiro cena´rio a considerar e´ o caso convexo semilinear
apresentado na Sec¸a˜o 3.2. Ele foi desenvolvido em Do Val e Souto (2017, Th. 1) para
uma classe de processos similares com custo descontado e estabilidade q.c. no sentido do
Teorema 4.2 com ζ < 0. A partir da convexidade da soluc¸a˜o de viscosidade, os resultados
de estabilidade nas sec¸o˜es anteriores podem ser imediatamente aplicados.
Outra forma de explorar a estabilidade em combinac¸a˜o com o gerador estendido
e´ fazer uma tentativa de ajuste de uma func¸a˜o Lyapunov predefinida vLyp e verificar se o
gerador aplicado a vLyp satisfaz a desigualdade associada a algum crite´rio de estabilidade.
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Na sequeˆncia, exploram-se duas construc¸o˜es,
v1(x) =
n∑
i=1
βi|xi|p (4.14)
para um vetor β = [β1, . . . , βn] tal que cada βi > 0, i = 1,2, . . . , n, e
v2(x) =
n∑
i=1
n∑
j=1
βij |xi|p|xj |q = (|x|q)⊺β|x|p, (4.15)
com matriz β = [βij] ∈ Rn×n e x⊺βy > 0 para cada x, y 6= 0 tal que xi, yi ≥ 0, i =
1,2, . . . , n.
As func¸o˜es em (4.14) e (4.15) sa˜o na˜o diferencia´veis nas fronteiras dos ortantes
de Rn, e o gerador estendido do Teorema 3.1 pode ser aplicado aqui.
Exemplo 4.4 Considera-se a func¸a˜o de Lyapunov teste (4.14). Enta˜o, para cada x ∈
Rn, xi 6= 0,
Dv1(x) = p
[
β1|x1|p−1 sign(x1) . . . βn|xn|p−1 sign(xn)
]
= pβ  sign(x)  |x|p−1
D2v1(x) = Diag
(
p(p− 1)
[
β1|x1|p−2 . . . βn|xn|p−2
])
= p(p− 1)Diag(β  |x|p−2).
Os elementos β e sign(x) denotam vetores e Diag(x) denota uma matriz diagonal n × n
com diagonal formados pelos componentes de x ∈ Rn. Portanto, a equac¸a˜o de HJB em
(4.7) com D = Rn e algum f pode-se escrever como
H0(x,Dv1(x), D2v1(x)) = Av(x) + f(x) = 0
em que, Dv1(x) e D
2v1(x) sa˜o como descritos acima, para x com cada componente xi 6= 0.
No problema (P1) o conjunto O e´ recorrente positivo (atrator) se f(x) > 0, ∀x ∈ Oc ou
equivalentemente se Av1(x) < 0, ∀x ∈ Oc, no qual,
Av1(x) = p
n∑
i=1
βi sign(xi)|xi|p−1bi(x) + 1
2
p(p− 1)
n∑
i=1
n∑
j=1
βi|xi|p−2σji(x)2 =
n∑
i=1
βi|xi|p−2
(
xibi(x) +
1
2
(p− 1)
n∑
j=1
σji(x)
2
)
=
p
〈
Diag(β  |x|p−2)x, b(x)
〉
+
1
2
(p− 1) tr
{
Diag(β  |x|p−2)σ(x)σ(x)⊺
}
< 0.
Interessante aqui e´ escolher 0 < p < 1, ja´ que o termo dentro do operador trac¸o e´ na˜o
negativo e essa escolha garante o sinal negativo de tal teˆrmo.
No entanto, se g(‖X‖q) ≤ g0 − Av(x) e´ va´lida para uma func¸a˜o g em K∞ e
escalares q > 0, g0 ≥ 0, existe enta˜o um conjunto compacto absorvente O para t 7→ xt no
problema (P1).
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Em particular, para p = 1, a expressa˜o acima e´ equivalente a exigir
Av1(xt) =
n∑
i=1
βibi(x) sign(xi) < 0, ∀x ∈ Oc, xi 6= 0,
para p = 2,
Av1(xt) = 〈Diag(β)x, b(x)〉+ 1
2
tr{Diag(β)σ(x)σ(x)⊺} < 0, ∀x ∈ Oc,
para p = 3,
Av1(xt) =
n∑
i=1
βi|xi|
(
xibi(x) +
n∑
j=1
σji(x)
2
)
=
〈Diag(β  |x|)x, b(x)〉 + tr{Diag(β  |x|)σ(x)σ(x)⊺} < 0.
Exemplo 4.5 Como Exemplo 4.4, escolha-se agora v2 em (4.15), definido para uma ma-
triz adequada β = [βij] como sugerido. Pode-se avaliar,
Dv2(x) =


sign(x1)
∑n
j=1(qβ1j |x1|q−1|xj |p + pβj1|x1|p−1|xj |q)
...
sign(xn)
∑n
j=1(qβnj|xn|q−1|xj |p + pβjn|xn|p−1|xj |q)|xj|q

 =
qDiag(sign(x)  |x|q−1)β|x|p + pDiag(sign(x)  |x|p−1)β⊺|x|q
para cada x com xi 6= 0, ∀i. Escreve-se D2v2(x) = P = [Pij], tal que
Pii =
n∑
j=1
(q(q − 1)βij|xi|q−2|xj |p + p(p− 1)βji|xi|p−2|xj |q) + βiiqp|xi|q+p−2
Pij = qp sign(xi) sign(xj)(βij + βji)|xi|q−1|xj |p−1,
ou, na forma matricial,
D2v2(x) = q(q − 1)Diag(Diag(|x|q−2)β|x|p)
+ pqDiag(sign(x)  |x|p−1)β⊺Diag(sign(x)  |x|q−1)
+ p(p− 1)Diag(Diag(|x|p−2)β⊺|x|q)
+ pqDiag(sign(x)  |x|q−1)βDiag(sign(x)  |x|p−1)
e procura-se uma matriz β e escalares p, q > 0 para se ter
1
2
tr{D2v2(x)σ(x)σ(x)⊺}+ 〈Dv2(x), b(x, u)〉 < 0,
para cada x fora de um compacto O.
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Observac¸a˜o 4.3 Um controle subo´timo que e´ estocasticamente esta´vel e permite cap-
turar em algum sentido razoa´vel a s´ıntese de controle, e´ obtido atrave´s do problema de
otimizac¸a˜o,
inf
u∈U
{
〈Dv(x), b(x, u)〉+ 1
2
tr
{
D2v(x)σ(x, u)σ(x, u)⊺
}
+ f(x, u)
}
< 0, ∀x ∈ O (4.16)
condic¸a˜o de sinal que deve ser satisfeita fora de um conjunto compacto O. Aqui v seria
uma func¸a˜o Lipchitz imposta.
Quando se desenvolve o problema de custo descontado positivo ou negativo, a
condic¸a˜o de estabilidade se transforma em
inf
u∈U
{
〈Dv(x), b(x, u)〉+ 1
2
tr
{
D2v(x)σ(x, u)σ(x, u)⊺
}
+ f(x, u)
}
+ ζv(x) < 0, ∀x ∈ O
fora do conjunto compacto O. Logo, para o caso ζ > 0, associado a` estabilidade expo-
nencial a O, impo˜e-se uma exigeˆncia mais forte, quando comparado com o caso ζ = 0 e
ζ < 0. Analogamente, uma condic¸a˜o imposta ao problema de controle esta´vel no p-e´simo
momento a O, sera´ tomar (4.16) com f(x, u) ≥ ρ1‖x‖p para cada u ∈ U , para algum
p > 0 e ρ1 > 0, va´lido fora de um conjunto compacto O. Nesse caso, v ≥ 0 mas na˜o
necessita de antema˜o uma func¸a˜o Lyapunov, ver o Teorema 4.4.
4.2 Experimentos Nume´ricos
Exemplo 4.6 O modelo dinaˆmico em Ladino e Valverde (2012) que descreve o compor-
tamento da pesca equilibrada de peixes e´ dado pela parte na˜o estoca´stica da seguinte EDE,

dx˜t
dy˜t

 =


δy˜(t)− αx˜(t)
β + x˜(t)
− µx˜(t)
αx˜(t)
β + x˜(t)
− (µ+ F )y˜(t)

 dt+

10|x˜(t)| 15 + 0,1 5|y˜(t)| 15
−3|x˜(t)| 15 10|y˜(t)| 15 + 0,1

 dWt
no qual o estado (x, y) representa respectivamente a populac¸a˜o de peixes juvenis (considera-
se tambe´m ovas de peixe) e populac¸a˜o explora´vel (peixes adultos). Os dados nume´ricos sa˜o
δ = 14,6; α = 20; β = 60; µ = 0,63; e a taxa de mortalidade de captura e´ proporcional
ao esforc¸o de captura e e´ dada nominalmente por F = 0,75. Os pontos de equil´ıbrio da
EDE na˜o linear sa˜o (0; 0) e (244,11; 11,63) as varia´veis (x˜; y˜) = (x − 244,11; y − 11,63)
sa˜o portanto varia´veis de desvio relativa ao equil´ıbrio fora de extinc¸a˜o.
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Figura 5: Func¸a˜o (x, y) 7→ AV (x, y) com p = 0,2.
Nota-se que existem regio˜es ilimitadas cujo sinal e´ positivo, e em concordaˆncia
com (4.14) na˜o e´ poss´ıvel fazer uma afirmac¸a˜o sobre a estabilidade.
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Figura 6: Func¸a˜o (x, y) 7→ AV (x, y) com p = 0,2.
Ja´ que a Figura 6 apresenta a mesma func¸a˜o (x, y) 7→ AV (x, y) com p = 0,2 pore´m com
controle em malha fechada para todo (x, y). A figura e´ limitada superiormente por um
sinal negativo −0,054 para uma taxa de pesca F = ut em que ut = (y˜(t)−ye)2|y˜(t)|(p−2)/2r,
e em concordaˆncia com (4.14) com p = 0,2 pode-se afirmar que o sistema e´ esta´vel.
Exemplo 4.7 (Func¸a˜o valor convexa) Considere uma EDE em R controlada definida
como
dxt = −ut|xt|1/p sign(xt)dt+ σdWt,
associada a` func¸a˜o de custo dada por
̺ = lim
T→∞
1
T
E
[∫ T
0
(
α|xs|+ ru2
)
ds
]
,
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calculando o controle o´timo a partir do custo quadra´tico,
min
u
{
−u|x|1/p sign(x)dV (x)
dx
+
1
2
σ2
d2V (x)
dx2
+ α|x|+ ru2
}
= 0, (4.17)
este e´ tal que
u∗ =
1
2r
dV (x)
dx
|x|1/p sign(x), (4.18)
depois, utilizando (4.18) em (4.17), tem-se
d2V (x)
dx2
=
2
σ2

 1
4r
(
dV (x)
dx
)2
|x|2/p − q|x|

 . (4.19)
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Figura 7: Soluc¸o˜es nume´ricas da func¸a˜o valor para o Exemplo 4.7.
A Figura 7 mostra a soluc¸a˜o nume´rica da equac¸a˜o diferencial (4.19), em que, toma-se
p = 2; r = 4; q = 2; σ =
√
2 e a inicializac¸a˜o V (0) = 0,01; V (0)
dx
= 0,1; e depois rebatem-
se a curva obtida para os valores positivos de x (ou em seguida V (0)
dx
= −0,1). Verifica-se
que a func¸a˜o valor tem um comportamento convexo.
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5 Concluso˜es
Essa tese apresenta o desenvolvimento de um gerador infinitesimal para proces-
sos de difusa˜o na forma de um gerador estendido. A construc¸a˜o anal´ıtica desse operador
infinitesimal foi apresentada no Teorema 3.1 no Cap´ıtulo 3. No caso cla´ssico usa-se a
associac¸a˜o que existe entre os processos Markovianos e os semigrupos de Feller para de-
finir o gerador infinitesimal. No caso abordado neste trabalho emprega-se a fo´rmula de
Dynkin e a teoria de martingal para definir esses operadores infinitesimais estendidos.
Utiliza-se o fato que uma soluc¸a˜o de viscosidade e´ tambe´m uma sub e uma supersoluc¸a˜o
de viscosidade.
Tratar os processos de difusa˜o degenerados tem suas dificuldades pelas razo˜es
expostas neste trabalho e bem estudadas na literatura. Uma dificuldade ao resolver uma
EDP el´ıptica na˜o uniforme (equac¸a˜o HJB) e´ que as soluc¸o˜es sa˜o na˜o regulares, portanto
a abordagem via soluc¸o˜es de viscosidade (aqui tomadas como func¸o˜es cont´ınuas e men-
sura´veis). Mediante o desenvolvimento de um gerador estendido bem definido e´ poss´ıvel
utilizar a fo´rmula de Dynkin com um tempo de parada finito q.c. para definir o domı´nio
do gerador. Dessa forma o gerador estendido toma forma explicita e conte´m as soluc¸o˜es de
viscosidade das equac¸o˜es de HJB no domı´nio do gerador. No caso cla´ssico verificou-se que
o domı´nio do gerador coincide com a famı´lia de func¸o˜es de classe C2(Rn), vide Equac¸a˜o
3.3. Portanto, para o caso abordado neste trabalho, o domı´nio do gerador e´ formado por
soluc¸o˜es de viscosidade da equac¸a˜o de HJB.
Sendo a convexidade da func¸a˜o uma carater´ıstica importante no estudo de
estabilidade, desenvolve-se de forma anal´ıtica a convexidade da func¸a˜o valor a partir de
condic¸o˜es de convexidade impostas sobre os custos para um problema cuja dinaˆmica e´
descrita por uma EDE semilinear. Tendo caracterizado uma func¸a˜o valor convexa e um
gerador estendido e´ possivel estudar a estabilidade dos processos o´timos para um controle
Markoviano.
Nesta tese, trataram-se noc¸o˜es de estabilidade estoca´stica para diferentes pro-
blemas com crite´rios de estabilidade adaptados. Esses crite´rios na sua formulac¸a˜o esta˜o
ligados ao gerador estendido aqui desenvolvido. A estabilidade de um processo de difusa˜o
entre duas fronteiras foi analisada no Teorema 4.1 para um horizonte definido por um
tempo de parada. Ressalta-se que a estabilidade global esta´ associada ao gerador esten-
dido e esta´ ligada a` escolha do sinal da func¸a˜o de custo corrente. A estabilidade para
um problema com desconto positivo ou negativo e´ apresentada no Teorema 4.2. Neste
caso, obteˆm-se a estabilidade q.c. para a origem e estabilidade exponencial q.c. para um
conjunto compacto que supomos e´ caracteriza´vel a partir dos dados do problema. A esta-
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bilidade estoca´stica do problema ergo´dico associado a um funcional de custo tambe´m foi
abordada no Teorema 4.3. Nesse caso, a estabilidade global tambe´m e´ garantida atrave´s
do gerador estendido via uma escolha adequada da func¸a˜o de custo atual.
Em resumo, em todos esses casos que envolvem a associac¸a˜o com o gerador
e´ suficiente impor uma condic¸a˜o de sinal sobre a equac¸a˜o de HJB via a func¸a˜o de custo
corrente f ≥ 0 e func¸a˜o valor tipo-norma para estabelecer a estabilidade.
Outra noc¸a˜o de estabilidade que na˜o necessariamente envolve a associac¸a˜o
com o gerador estendido tambe´m foi proposta, vide Teorema 4.4. Nesse crite´rio, o custo
corrente e´ limitado inferiormente por uma p norma. Essa limitac¸a˜o sobre o custo corrente
e´ de fa´cil verificac¸a˜o.
Finalmente, aproveitando o gerador estendido e´ poss´ıvel estudar a estabilidade
de processos via a imposic¸a˜o de certas func¸o˜es de Lyapunov pre´-definidas. Da equac¸a˜o de
HJB esse ajuste e´ realizado mediante uma condic¸a˜o de sinal como desenvolvido na Sec¸a˜o
4.1.4. Assim, sob certas garantias de sinal pode-se estabelecer a estabilidade estoca´stica
dos processos de difusa˜o envolvidos. Alguns exemplos nume´ricos sa˜o desenvolvidos, ilus-
trando com aplicac¸o˜es simples os resultados.
5.1 Trabalhos futuros
Durante a elaborac¸a˜o e apo´s a conclusa˜o deste estudo, foram identificados
diversos pontos que podem ser melhorados ou podem complementar este trabalho. Sa˜o
apresentados a seguir alguns direcionamentos para trabalhos futuros:
• Na Sec¸a˜o 3.1, foi feita uma ana´lise para processos Markovianos completamente ob-
serva´veis, mas existe a possibilidade de estender essa ana´lise a outros processos,
como por exemplo, aos processos de Markov parcialmente observa´veis. Como ponto
de partida Arapostathis, Borkar e Ghosh (2012, Cap. 8) e Kushner (2014) introdu-
zem uma discussa˜o sobre processos Markovianos parcialmente observa´veis no con-
texto estudado.
• Na Sec¸a˜o 3.1, foi constru´ıdo um gerador estendido associado a uma soluc¸a˜o de vis-
cosidade cont´ınua. Na literatura, existem soluc¸o˜es de viscosidade descont´ınuas, vide
Fleming e Soner (2006, Sec.VII4). Dessa forma, um desafio e´ propor um gerador es-
tendido associado a esse tipo de soluc¸o˜es de viscosidade e neste contexto, desenvolver
crite´rios de estabilidade para os processos de difusa˜o.
• Na Sec¸a˜o 3.2, na˜o foi abordado o problema da convexidade da func¸a˜o valor em seu
contexto mais geral, isto e´, supondo que o coeficiente drift de (3.31) fosse uma func¸a˜o
convexa. Nas primeiras tentativas foram consideradas func¸o˜es convexas crescentes
(decrescentes) em seu domı´nio de forma proposital para estabelecer uma ordem
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estoca´stica, vide Shaked e Shanthikumar (2007, Def. 7.A.1). No entanto, esse esforc¸o
foi infrut´ıfero no estabelecimento da func¸a˜o valor como uma func¸a˜o estritamente
convexa.
• A existeˆncia de processos de difusa˜o com coeficientes (drift e difusa˜o) descont´ınuos
da´ origem a novas perspectivas de soluc¸o˜es de uma EDE, vide Stramer e Twee-
die (1997). Nessas condic¸o˜es e´ desafiador estudar estabilidade desses processos e
portanto, surgem algumas perguntas
1) e´ poss´ıvel estudar estabilidade atrave´s de um gerador estendido associado a
uma soluc¸a˜o de viscosidade relativa aos processos de difusa˜o com coeficientes
descont´ınuos?
2) e´ possivel obter uma func¸a˜o de Lyapunov a partir das condic¸o˜es de estabilidade
estabelecidas em Stramer e Tweedie (1997), como feito em Cesaroni (2006a)?
• A junc¸a˜o de processos com saltos e de difusa˜o e´ conhecida como processo de “salto-
difusa˜o misto”, vide Merton (1976), Bakshi, Cao e Chen (1997). Pretende-se no
futuro estudar a estabilidade estoca´stica desses processos atrave´s de um gerador
estendido apropriado.
5.2 Publicac¸o˜es
A seguir e´ listado o trabalho proveniente do resultado da pesquisa reportado
nesta tese.
• DO VAL, J. B. R. and LEVANO, E.: An Extended Generator for Degenerate Time-
Homogeneous Diffusion Processes and Almost Sure Stability. Submetido em SIAM
Journal on Control and Optimization (SICON) com processo nu´mero de processo
MS#M123230.
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