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Abstract
We present a detailed discussion of the lepton flavour and number violating conver-
sion of bound muons into positrons. This process is a viable alternative to neutrino-
less double beta decay and, given that experiments on ordinary µ−– e− conversion
are expected to improve their sensitivities by several orders of magnitude in the
coming years, we can also assume the limit on µ−– e+ conversion to improve by
roughly the same factor. We discuss how new physics at a high scale can lead to
short-range contributions to this conversion process and we present one explicit case
in great detail (the single one for which the corresponding nuclear matrix element is
presently known). The main goal of our discussion is to make the respective compu-
tation accessible to the particle physics community, so that promising models can
be investigated while the nuclear physics community can simultaneously advance
the computation of nuclear matrix elements. Given the progress to be expected on
the experimental side, it may even be possible that lepton number violation in the
eµ-sector is discovered by µ−– e+ conversion before neutrinoless double beta decay
can show its existence in the ee-sector.
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1 Introduction
The Standard Model (SM) of particle physics is an almost perfect description of the
smallest building blocks we know of the Universe. With the only exception of neutrino
oscillations [1] (and possibly the anomalous magnetic moment of the muon [2]), the SM
passes all experimental tests. We can turn the logic round, too, and instead derive predic-
tions from the SM which we can test. Among these predictions are the absence of lepton
flavour and number violation (abbreviated LFV and LNV, respectively), arising from an
accidental symmetry. Experimentally, while LFV is in fact already proven by neutrino
oscillations, LNV seems to be more elusive.
Nevertheless, LNV is something particle theorists strongly expect to exist. While
the SM Lagrangian seems to conserve lepton number, it does in fact only do so at the
perturbative level: one can show that – even within the SM – non-perturbative processes
exist which violate lepton number [3, 4]. Thus, this quantum number is not sacrosanct.
The notion of LNV being something to naturally occur is supported by the effective
operator of lowest non-renormalisable dimension, the Weinberg operator [5], violating
lepton number, too. Thus, as to be expected, any New Physics scenario realising the
Weinberg operator does indeed exhibit LNV.
Still it is hard to look for any sign of LNV in an experiment, due to the corresponding
processes only having very small rates. The most promising and most intensely investi-
gated process is probably neutrinoless double beta decay (0νββ) [6], where a nucleus with
atomic number Z and mass number A decays while producing two electrons but not other
leptons, (Z,A)→ (Z+2, A)+2e−, which is clearly an LNV transition. Experiments such
as EXO-200 [7], KamLAND-Zen [8], or GERDA [9] have been able to push the limits on
the lifetimes of isotopes potentially undergoing 0νββ to values above 1025 yrs.
Limits on other LNV processes like kaon decays (e.g. NA48 [10]: BR(K± → pi∓µ±µ±) <
8.6 · 10−11 at 90% C.L.), B-meson decays (BaBar [11]: BR(D+ → K−e+µ+) < 1.9 · 10−6
at 90% C.L.; BELLE [12]: BR(B+ → D−e+µ+) < 1.8 · 10−6 at 90% C.L.), or τ decays
(BELLE [13]: BR(τ− → e+pi−pi−) < 2.0 · 10−8 at 90% C.L.), cannot compete with 0νββ.
However, note that some processes do not only exhibit LNV but also LFV. Thus, they
are worth investigating, since even for the simple case of light Majorana neutrinos, the
mee element of the mass matrix can be subdominant compared to meµ/eτ [14].
In a recent letter [15], we have pointed out that the process µ−– e+ conversion (note
the positron in the final state!) could be an interesting route to pursue, as this process
would also exhibit both LFV and LNV at the same time. This process had already been
theoretically proposed [16–18] and experimentally studied [19–25] in the past, however,
new advances on the related LFV-only process of µ−– e− conversion may push the limits
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on both processes by about five orders of magnitude within the coming years [26,27].
As we pointed out in [15], advances are necessary on different frontiers: particle,
nuclear, and experimental physics. Indeed, at least the particle physics community seems
to have picked up our motivational letter well, with studies of interpretations of a detection
in what concerns the flavour space [28], of several types of effective operators [29], and of
the complementarity to LFV processes with muons [30] appearing shortly after our work.
However, what has been unavailable is a detailed computation of µ−– e+ conversion
on a level accessible to particle physicists. In this work, we try to make the first step to
remedy the situation by presenting a detailed computation of the process when based on
the effective operator with the coefficient xyz3 , where x, y, z ∈ {L,R} denote chiralities,
cf. Eq. (1) and Ref. [15]. For illustrative purposes, we will constantly relate this opera-
tor to concrete realisations of New Physics scenarios, like mediation by doubly charged
scalars [31–34], R-parity violating supersymmetry [35, 36], or heavy right-handed neutri-
nos [37]. Note that some results of [37] for the case of heavy right-handed neutrinos carry
over to our more general computation, which is particularly true for the nuclear matrix
elements (NMEs). However, we add several decisive bits needed for the important results
of Ref. [37] to be used by particle physicists: 1.) we provide a guideline on how to realise
effective operators by concrete New Physics scenarios; 2.) we provide the tools to compare
different particle physics models to each other, which is the key to understanding which
settings could be constrained by µ−– e+ conversion [15]; 3.) last but not least, we provide
a much more explicit computation than presented in Ref. [37], which will make the tech-
nical aspects easier to grasp. Thus, at least for the one effective operator for which NMEs
have already been computed, we will make it understandable which elements go into the
computation. Should more NME computations arise from the nuclear physics side and
should more effective operators be investigated from the particle physics community, with
an eye on the comparison between different New Physics scenarios, the present paper will
provide the glue necessary to connect these efforts.
This paper is structured as follows. In Sec. 2 we introduce the effective operator
language for µ−– e+ conversion, which forms the basis for our discussion. The main
computation is laid out in Sec. 3, where we derive the decay rate for µ−– e+ induced by
xyz3 in sufficient detail to enable the reader to reproduce our results. In Sec. 4 we show how
to map particle physics models to the operator xyz3 , which is the key to understanding how
experimental bounds constrain the possibilities for physics beyond the SM. We conclude
in Sec. 5. To make the text as accessible as possible, we have postponed technical aspects
to the appendices. Therefore, App. A is dedicated to explaining the differences in our
notation compared to that of Ref. [37], App. B is devoted to detail on how to handle the
many spins appearing in the computation, and App. C lists all Feynman rules used.
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2 Possible short-range operators
We start by discussing the possible short-range contributions to the LNV and LFV µ−–
e+ conversion. While this discussion had already been touched in Ref. [15], we will here
focus a bit more on the technical aspects, in particular when performing the matching of
concrete models to the effective operator coefficients.
In order to consider the short-range contributions to the µ−– e+ conversion within
a general framework, we turn to an effective field theory treatment. Hence, the bound
muon and the positron interact with the quarks inside the nucleus via point-like vertices.
Due to the charge flow, we can thus imagine the process as having one muon µ− and two
up-quarks u as ingoing particles and one positron e+ and two down-quarks d as outgoing,
all of which being connected via a “big” effective vertex.
We restrict ourselves to the lowest dimensional short-range operators which have di-
mension 9.1 Thus, our effective Lagrangian will consist of combinations of two hadronic
currents J and one leptonic current j, with a prefactor G2F/mp of mass dimension (−5)
to balance out the mass dimensions. Note that the factor G2F is motivated by the W -
bosons that are often present in such a transition. The strength of these vertices will
be parametrised by dimensionless coefficients xyza , which are labeled by the index a and
whose superscript xyz indicates the currents’ chiralities involved in the operators.
Let us now write down the most general short-range Lagrangian, which can be done
analogously to 0νββ [39]. Taking into account Lorentz invariance, it is given by:
Lµeshort-range =
G2F
2mp
∑
x,y,z=L,R
[
xyz1 JxJyjz + 
xyz
2 J
νρ
x Jy,νρjz + 
xyz
3 J
ν
xJy,νjz + 
xyz
4 J
ν
xJy,νρj
ρ
z
+xyz5 J
ν
xJyjz,ν + 
xyz
6 J
ν
xJ
ρ
y jz,νρ + 
xyz
7 JxJ
νρ
y jz,νρ + 
xyz
8 Jx,ναJ
ρα
y j
ν
z,ρ
]
, (1)
where GF =
√
2g2/(8M2W ) is the Fermi constant and mp is the proton mass. The hadronic
currents are defined similarly as done in Ref. [40]:
JR,L = d(1± γ5)u, JνR,L = d γν(1± γ5)u, JνρR,L = d σνρ(1± γ5)u . (2)
The leptonic currents are defined analogously, however, for µ−– e+ conversion they must
1We will not consider long-range operators in the following, i.e., we consider models in which the New
Physics contribution only arises at high energies. However, in principle, the long-range contributions
could be parametrised in a similar manner, see [38] for a thorough discussion for the case of 0νββ.
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connect µ-e instead of e-e:
jR,L = ec(1± γ5)µ = 2(eR,L)c µR,L, jνR,L = ec γν(1± γ5)µ = 2(eL,R)c γνµR,L ,
and jνρR,L = e
c σνρ(1± γ5)µ = 2(eR,L)c σνρµR,L .
(3)
According to [39], the terms proportional to 6,7,8 can be neglected for neutrinoless double
beta decay. In fact, when exploiting the identity of the two electrons, they can even be
shown to vanish exactly [41] and are thus strictly inrelevant for 0νββ. The same line
of reasoning is not valid for µ−– e+ conversion, though, since obviously µ and e are not
identical. If we restrict the discussion to the coherent part of the process (∼ 40% of all
transitions [37]), the outgoing positron carries away an energy of roughly mµ, while the
transfer to the final state nucleus is small. In addition, one can assume that the initial and
final state nuclei are non-relativistic to a good approximation. Therefore, the hadronic
currents can be approximated by their non-relativistic versions, J−ν (t, ~x) ' J−ν (~x)eiEt,
where E is the energy of the corresponding state. By doing so, Eq. (20) shows that:
ei(Ef−Ei)t Jσ(~x1)Jρ(~x2) = ei(Ef−Ei)t Jσ(~x2)Jρ(~x1) , (4)
which means that the expression is symmetric under the exchange of ~x1 ↔ ~x2. Given that
jνρR,L is anti-symmetric under ρ↔ σ, the expressions related to the effective couplings 6,7,8
will thus not contribute to the decay rate. Note that switching to an incoherent process
leads to a final state nucleus with different Jpi and an outgoing positron with reduced
kinetic energy. However, as long as both initial and final state nuclei are non-relativistic
and one can use a point-like vertex, the above arguments remain valid.
Treating the short-range contributions via an EFT allows for a clean separation of
the nuclear physics part from the respective particle physics part, valid for a rather large
class of models (namely all that realise the short-range operators under consideration).
It thereby allows for a (particle-) model-independent computation of the NMEs. Conse-
quently, it is concurrently essential to determine the relevant µ−– e+ conversion NMEs,
such that limits from this LNV process can be derived [15].
3 Computing the decay rate: a very explicit example
The aim of this section is to perform the computation for the decay rate for one particular
short-range operator, which we choose to be LLR3 . This choice is motivated by several
arguments:
1. First of all, 3 is the only choice for which the NMEs have already been computed
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(in fact for both short- and long-range contributions [37]). Ref. [37] actually aimed
at comparing the two cases of light and heavy neutrino exchange, with the latter
realising LLL3 . However, once the identification with the operator coefficients has
been performed (see our Sec. 4), the results in fact carry over to our case, which in
particular holds for the NME.
2. Second, while the explicit computation has been performed to some extend in
Ref. [37], the computation presented mostly focuses on nuclear physics aspects and
is not easily accessible for the average particle physicist. We would like to remedy
this issue by presenting all relevant steps in detail, so that the pervious results are
easier to use for the particle physics community.
3. After all, many aspects of the computation would not change if another operator was
chosen from Eq. (1). Given that all these operators are point-like, it is mainly the
external projections that change, as well as the connection of the hadronic currents
to the nucleus, but the more involved aspects of the computation basically remain
the same.
4. We have in Ref. [15] already discussed the physics potential of future experiments in
constraining the operator 3. Some of the results anticipated there will be much eas-
ier to grasp with the background of the explicit computation at hand. Furthermore,
we have in that previous reference already listed several example models which could
potentially be constrained by a future measurement of µ−– e+ conversion.
5. Finally, we will in the following also include a particular example to show how the
operator 3 can be obtained from a concrete underlying model. While this may sound
like a slightly ambiguous strategy, it serves the additional purpose to show how the
operator matching can be performed in passing when doing the full computation.
The alternative, but of course equivalent, strategy would be to match on the level
of Lagrangians and simply use the Feynman rules for the effective model. Since
the latter option is implicitly contained in the following derivation, from Eq. (13)
onwards, we have however decided to show an example as explicit as possible.
Having justified our procedure, we start by quickly addressing the explicit example.
3.1 The example chosen
While the few earlier references available [37, 42–45] focused on µ−– e+ conversion medi-
ated by heavy Majorana neutrinos, we will present the computation by means of a model
which extends the SM by only one doubly charged scalar [32–34]. In this scenario, µ−– e+
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ξf ∗µe
−→ −→
µ− e+
S−−
W−W−
↓
x1 x2
x3
x4
nucleus
Figure 1: Realisation of µ−– e+ conversion via a doubly charged scalar. The xi denote
the space-time points as used in Eq. (7)
conversion is realised via the diagram in Fig. 1, and the following interactions are required
for its description:
Lint = f ∗ab S++ (lRa)c lRb −
g2v4 ξ
4Λ3
W+ν W
+ν S−− +
g
2
√
2
VudW
−
ν d γ
ν
(
1− γ5
)
u + h.c. (5)
Here, ξ is an effective coupling connecting S±± to the W -bosons, Λ is the UV cutoff of the
model, and f ∗ab = f
∗
ba is symmetrically coupling the doubly charged scalar to right-handed
charged leptons, see Ref. [32] for details. Given the weak interaction contained in Eq. (5),
it can already be anticipated that the only operators possibly realised from Eq. (1) are
LLx3,6 , with x = L,R (where we sloppily but conventionally refer to the operator coefficient
as “operator”). Since Fig. 1 is realised by the effective coupling in Eq. (5), there is no
operator with 6. Furthermore, the doubly charged scalar S
−− coupling to the two right-
handed leptons, cf. Eq. (5), implies that x = R . Thus we expect our computation to
yield a term LLR3 at some point.
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3.2 How to obtain the amplitude
To generate the diagram in Fig. 1, we need to go to fourth order in pertubation theory.
Hence, the resulting leading order amplitude reads
〈N ′, f ∣∣S(4)∣∣N, i〉 = 1
4!
〈N ′, f ∣∣ ∫ d4x1 d4x2 d4x3 d4x4 T̂{Lint(x1)Lint(x2)Lint(x3)Lint(x4)}∣∣N, i〉 ,
(6)
where T̂ indicates time-ordering. The external (real) states are denoted by 〈N ′∣∣ and ∣∣N〉
for the final and initial state nucleus as well as 〈f ∣∣ and ∣∣i〉 for the final state positron
and the initial bound muon. Upon assigning the space-time 4-vectors xi to fixed vertices,
we obtain a combinatorical factor of 4!. Furthermore, we need to take into account that
there is an additional factor 2 due to the symmetric property of f ∗ab, i.e.,
[
f ∗eµ(lRe)c lRµ +
f ∗µe(lRµ)c lRe
]
S++ = 2 f ∗eµ(lRe)c lRµ S
++. This way, the amplitude takes the form
〈N ′, f ∣∣S(4)∣∣N, i〉 =− f ∗eµ g4v4 ξV 2ud
16Λ3
〈N ′, f ∣∣ ∫ d4x1 d4x2 d4x3 d4x4 T̂{JL,ν(x1)W−ν(x1) JL,ρ(x2)
W−ρ
(
x2
)
W+σ
(
x3
)
W+σ
(
x3
)
S−−
(
x3
)
S++
(
x4
)
(lRe)c
(
x4
)
lRµ
(
x4
)}∣∣N, i〉 .
(7)
The next step is to contract the boson fields. There are two indistinguishable options to
contract the W -bosons, which leads to an additional factor 2:
T̂
{
W−ν
(
x1
)
W−ρ
(
x2
)
W+σ
(
x3
)
W+σ
(
x3
)
S−−
(
x3
)
S++
(
x4
)}
= N̂
{
W−ν
(
x1
)
W−ρ
(
x2
)
W+σ
(
x3
)
W+σ
(
x3
)
S−−
(
x3
)
S++
(
x4
)
+W−ν
(
x1
)
W−ρ
(
x2
)
W+σ
(
x3
)
W+σ
(
x3
)
S−−
(
x3
)
S++
(
x4
)}
= 2 ∆νσW
(
x1 − x3
)
∆ρW σ
(
x2 − x3
)
∆S
(
x3 − x4
)
,
(8)
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when phrased in terms of propagators in coordinate space. The propagators in coordinate
space can be written as Fourier transforms of their momentum space representations,
∆S
(
x− y) =∫ ddq
(2pi)d
e−iq·(x−y)
i
q2 −M2S + iε
,
∆νσW
(
x− y) =∫ ddq
(2pi)d
e−iq·(x−y)
−i
q2 −M2W + iε
(
gνσ − q
νqσ
M2W
)
,
(9)
where the momenta q propagate from space-time point y to x, respectively. That way,
we introduce the momenta q (propagating from x4 to x3), l (propagating from x3 to x2),
and k (propagating from x3 to x1).
At this point, instead of obstinately pursuing the computation, it is useful to take a
closer look at the energy scales of the conversion process, see e.g. [37,46]. We only consider
the coherent process, which means that both the initial and final nucleus are in the ground
state. Although the coherent process is estimated to constitute only about ∼ 40% of the
total amount of nuclear transitions [47], it is experimentally favoured due to its minimal
background for the outgoing positron, as it carries away the maximal energy. The basic
concept of the µ−– e+ conversion is that a muon is trapped by an atom, cascades down
in energy levels until it is bound in the 1s state, and gets then captured by the nucleus,
thereby emitting a positron. The total energy of the muon in the 1s bound state is given
by Eµ = mµ−εb, where mµ is the muon mass and εb is its binding enery. Since the binding
energy is roughly εb ' mµme · 13.6 eV ·Z  mµ, the muon can in any case be considered as
non-relativistic. The energy of the positron hence results into:
Ee = mµ − εb︸ ︷︷ ︸
∼O(100 MeV)
− (Ef − Ei)︸ ︷︷ ︸
∼O(MeV)
∼ O(100 MeV) , (10)
where Ei,f are the energies of the initial and final nuclear ground states, respectively.
Both nuclei are – to a good approximation – at rest, which in combination with the nuclei
not being excited leads to Ef − Ei ∼ O(MeV) [43].
Two things can therefore be concluded:
1. The positron energy peaks around mµ, which allows for a clear separation from pos-
sible background positrons stemming from, e.g., β+ decay stemming from potential
impurities. This will hold as long as the experiment is able to distinguish positrons
from electrons (which is non-trivial if they are fast).
2. The energy transfer from the bound muon to the nucleus is small, O(MeV), which
implies that l2, k2, q2 M2S,M2W . The latter amounts to effectively integrating out
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both the W -bosons and the doubly charged scalar.
Upon contracting the bosonic propagators, the matrix element takes the form
−i f
∗
eµ g
4v4 ξV 2ud
8Λ3M2SM
4
W
∫
d4x1 d
4x2 d
4x3 d
4x4
∫
d4q d4k d4l
(2pi)12
〈N ′, f ∣∣ e−iq·(x3−x4)e−ik·(x1−x3)
e−il·(x2−x3) T̂
{
JL,ν
(
x1
)
JνL
(
x2
)
(lRe)c
(
x4
)
lRµ
(
x4
)︸ ︷︷ ︸
≡jR(x4)
}∣∣N, i〉 . (11)
Since we contracted the gauge boson propagators, it is reasonable to also switch to a nota-
tion using Fermi’s constant, i.e., GF/
√
2 = g2/(8M2W ). At this point, we can also identify
the short-range operator coefficient. For brevity, we introduce the operator coefficient
that is realised in this scenario, as derived in more detail in Sec. 4.2:
LLR3 ≡ 4V 2udmp
f ∗eµv
4 ξ
Λ3M2S
. (12)
We furthermore note that x3-dependences solely remain in the exponential functions.
Hence, we obtain a four-dimensional delta-function, (2pi)4 δ(4)(l− q+k), upon performing
the x3-integration. We can dispose of the l-integration subsequently. That way, we obtain:
−i G
2
F
mp
LLR3
∫
d4x1 d
4x2 d
4x4
∫
d4q d4k
(2pi)8
〈N ′, f ∣∣ eiq·x4e−ik·x1e−i(q−k)·x2T̂{JL,ν(x1)JνL(x2)jR(x4)}∣∣N, i〉 . (13)
Next, we consider the remaining structures,
〈N ′, f ∣∣T̂{JL,ν(x1)JνL(x2)jR(x4)}∣∣N, i〉 = 〈N ′∣∣T̂{JL,ν(x1)JνL(x2)}∣∣N〉〈f |jR(x4)| i〉 ,
(14)
which allows to split the structure into hadronic and leptonic parts.
Starting with the leptonic part, we need to take into account that neither the muon
nor the positron are freely propagating. The muon is bound in the 1s state, whereas the
positron is a free particle which propagates under the influence of the Coulomb potential
of the nucleus. Consequently, we need to modify the spinors u and v of the muon and
the positron, respectively, to describe a bound state and a continuum state subject to a
potential, instead of freely propagating particles and antiparticles. This can be done by
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using [37,43]2
ufreeµ → φµ(~x4)ufreeµ
and vfreee →
√
F (Z − 2, Ee) vfreee ,
(15)
where the bound muon wave function φµ and the Fermi function F (Z,E) are given by
3
φµ(~x) =
Z3/2(
pia3µ
)1/2 e− Zaµ |~x| and F (Z,E) =
[
2
Γ
[
2γ1 + 1
]]2(2|~pe|R)2(γ1−1)∣∣Γ[γ1−iy]∣∣2e−piy .
Here, aµ = 4pi/(mµe
2) is the muon’s Bohr radius, γ1 =
√
1− (αZ)2, y = αZE/|~pe|, and
α ' 1/137 is the fine structure constant. Furthermore, Z denotes the atomic number and
R = 1.1A1/3 fm the nuclear radius for an atom with mass number A. We will abbreviate
uµ ≡ ufreeµ and ve ≡ vfreee in the following. That way, the leptonic part of the amplitude
can be rewritten such that
〈f |jR(x4)|i〉 = eike·x4 e−ikµ·x4︸ ︷︷ ︸
≈e−iEµ·x04
√
F (Z − 2, Ee)φµ(~x4) ve(ke) PR uµ(kµ) , (16)
with PR ≡ (1 + γ5)/2 and the muon (positron) momentum denoted by kµ (ke). Given
that we assume the muon to be non-relativistic, we can thus simplify Eq. (13) using∫
d4x1,2,4
∫
d4q d4k
(2pi)8
eiq·x4e−ik·x1e−i(q−k)·x2eike·x4e−iEµ·x
0
4
=
∫
d4x1,2 d
3x4
∫
d3q d4k
(2pi)7
e−ik·(x1−x2)e−i~q·(~x4−~x2)e−i
~ke·~x4e−i(Eµ−Ee)x
0
2 .
(17)
Moving on to the hadronic part, we need to incorporate the information that the quarks
are not locally fixed, but instead distributed within the nucleons. This can be done by
introducing so-called nucleon form factors, which model the charge distribution. We use
2Note that [37] uses another normalisation for the spinors than we do, which also reflects in different
relations for the spin sums. The translation will be discussed in Appendix A.
3Note that we consistently use the non-relativistic approximation for the bound muon wave function.
Note also that the sign of y is opposite to the the usual one quoted in Fermi functions, due to the emitted
particle being a positron rather than an electron, cf. Appendix F.3 in Ref. [48].
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the dipole parametrisation such that
F˜ (~p 2, Λi) =
1(
1 + ~p 2/Λ2i
)2 , (18)
where the scale Λi ∼ O(GeV) depends on how the quarks interact. As there are two
nucleon interactions taking place, we thus include an additional factor of F˜ (~k 2, Λi) F˜ ((~k−
~q )2, Λi). We can neglect the ~q-dependence due to the momentum transfer being of the
order mµ  Λi. As a result, not only the k0- but also the ~q-dependence restricts itself to
the exponential functions, allowing for∫
d4x1,2 d
3x4
∫
d3q d4k
(2pi)7
e−ik·(x1−x2)e−i~q·(~x4−~x2)e−i
~ke·~x4e−i(Eµ−Ee)x
0
2 F˜ 2(~k 2, Λi)φµ(~x4)
=
∫
d4x1,2
∫
d3k
(2pi)3
ei
~k·(~x1−~x2)e−i
~ke·~x2e−i(Eµ−Ee)x
0
2 δ(x01 − x02) F˜ 2(~k 2, Λi)φµ(~x2) .
(19)
Moreover, we can re-express the hadronic part using a non-relativistic approximation,
which leads to
〈N ′∣∣T̂{JL,ν(x1)JνL(x2)}∣∣N〉 = ∑
n
{
Θ(x01 − x02) ei(Ef−En)x
0
1 ei(En−Ei)x
0
2〈N ′∣∣JL,ν(~x1)∣∣n〉
〈n∣∣JνL(~x2)∣∣N〉+ Θ(x02 − x01) ei(Ef−En)x02 ei(En−Ei)x01〈N ′∣∣JL,ν(~x2)∣∣n〉〈n∣∣JνL(~x1)∣∣N〉} ,
(20)
where Θ(x) denotes the Heaviside function. Here, we take the sum over the virtual
intermediate nuclear states labeled by n and make use of JL,ν(~x) ≡ JL,ν(0, ~x). Further
simplifications arise from the aforementioned considerations that implied x01 = x
0
2. The
latter results into n-independent factors which allow us to carry out the sum explicitly
and make use of the completeness of the set of states introduced:
∑
n |n〉〈n| = 1. In
combination with Θ(0) = 1/2, the hadronic part, Eq. (20), takes the following form after
performing the x01-integration:
ei(Ef−Ei)x
0
2〈N ′∣∣J−ν (~x1)J−ν(~x2)∣∣N〉 . (21)
Checking for x02-dependences we note that, at this point, x
0
2 only appears in exponents.
Upon carrying out this integration, we finally obtain the conservation of external energies,
(2pi) δ(Ef − Ei + Ee − Eµ), as to be expected.
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Combining these modifications that enter due to the physical properties of the process,
we can rewrite Eq. (13) into
−i G
2
F 
LLR
3
mp
(2pi) δ(Ef − Ei + Ee − Eµ) ve(ke) PR uµ(kµ)
∫
d3x1,2
∫
d3k
(2pi)3
〈N ′∣∣ ei~k·(~x1−~x2)e−i~ke·~x2 F˜ 2(~k 2, Λi)√F (Z − 2, Ee)φµ(~x2) JL,ν(~x1)JνL(~x2)∣∣N〉 .
(22)
Within the non-relativistic approximation, the hadronic currents can be written in terms
of effective transition operators. These consist of the basic spin and isospin structures. In
principle, there are five spin structures and only one isospin structure [47]. As explained
in [37, 42, 46, 47], however, two spin structures are expected to be most important: the
Fermi (∝ gV ) and Gamow-Teller (∝ gA) parts. Hence, the hadronic current can be
rephrased as
F˜ (~k 2, Λi) J
−
ν (~x )→
∑
m
τ−m
(
gV F˜ (~k
2, ΛV ) gν0 + gA F˜ (~k
2, ΛA) gνj σ
j
m
)
δ(3)(~x− ~rm ) ,
(23)
where we sum over all nucleons, with ~rm being the position of the m-th nucleon. Here,
τ−m is the nuclear isospin raising operator, which means that it can change protons into
neutrons (as needed for µ−– e+ conversion):
τ−m
∣∣proton〉m = ∣∣neutron〉m and τ−m ∣∣neutron〉m = 0 . (24)
The Gamow-Teller operator flips the spin of the m-th nucleon into the j-th direction.
Note that we have employed different scales Λi, with i = V,A, depending on the type of
interaction. Generic values are ΛV = 0.71 GeV and ΛA = 1.09 GeV [37].
Now we have collected all ingredients to obtain the final version of the amplitude.
Using Eq. (22) together with
F˜ (~k 2, Λi1) JL,ν(~x1) F˜ (
~k 2, Λi2) J
ν
L(~x2) (25)
→
∑
m,l
τ−mτ
−
l
(
g2V F˜
2(~k 2, ΛV )− g2A F˜ 2(~k 2, ΛA)~σm · ~σl
)
δ(3)(~x1 − ~rm ) δ(3)(~x2 − ~rl ) ,
we obtain the final version of the amplitude:
M = G
2
F 
LLR
3 g
2
Ame
2R
√
F (Z − 2, Ee) δ(Ef−Ei+Ee−Eµ) ve(ke) PR uµ(kµ)M(µ−,e+)φ . (26)
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In accordance with Ref. [37], cf. App. B in order to understand the equivalence in detail,
we define nuclear matrix element to be4
M(µ−,e+)φ ≡ 4pi
(2pi)3
R
mpme
∫
d3k 〈N ′∣∣ ∑
m,l
τ−mτ
−
l
[
F˜ 2
(
~k 2, ΛA
)
~σm · ~σl − g
2
V
g2A
F˜ 2
(
~k 2, ΛV
)]
ei
~k·(~rm−~rl)e−i
~ke·~rl φµ(~rl)
∣∣N〉 . (27)
We have now reached an important point: once the reader’s favourite nuclear physics
expert has computed a numerical values for the NME M(µ−,e+)φ, this can be directly
inserted into Eq. (26) and used to constrain any particle physics model leading to the
operator LLR3 . The same could in principle be done for all other short-range operators in
Eq. (1), provided that the corresponding NMEs are known.
3.3 From the amplitude to the decay rate
In order to derive the decay rate from the matrix element obtained above, we need to
employ Fermi’s Golden Rule,
Γ = 2pi
V/T
(2pi)3
∫
d3ke
∣∣M∣∣2 , (28)
where an integral over the positron’s momentum ke is performed. Here, T is some time
interval covering the process, and V some volume that we set to be unity, i.e., V = 1. The
latter was already done silently when introducing the electron wave function in Eq. (16).5
Next, we take the spin average over the initial and the spin sum over the final states.
With respect to the free spinors and the Lorentz structure, we deal with the expression
1
2
∑
r,s
∣∣vre(ke) PR usµ(kµ)∣∣2 = 14 . (29)
Note that we obtain this result independently of the normalisation that was used for
the free spinors, because the normalisation of the spinors and the according spin sums
4Note that Eqs. (37) and (49) in Ref. [37], which both are supposed to contain expressions for the NME
in case of a realisation via heavy Majorana neutrinos, differ by a factor of 2. After carefully checking
an analogous discussion for 0νββ [49], we reckon that Eq. (49) of [49] is the correct normalisation, while
the additional factor of 2 in Eq. (37) of [49] is a typo. Our matrix element in Eq. (27) is defined to be
consistent with Eq. (49) in [37].
5In our normalisation with respect to free spinors, the wave function is given by ψe = e
ike·xve, where
V ≡ 1 has already been employed. So, the electron wave function is ’normalised to one particle in the
volume V = 1’ [50].
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ultimately cancel in the squared amplitude (as they should in order to yield a consistent
result). In doing so, we get
1
2
∑
spins
∣∣iM∣∣2 = g4Am2eG4F |LLR3 |2
16R2
∣∣F (Z−2, Ee)∣∣ “δ(Ef−Ei+Ee−Eµ)2” ∣∣M(µ−,e+)φ∣∣2 , (30)
where we encounter two issues that we need to discuss briefly.
First of all, we can assume to good approximation that the muon wave function only
varies slowly within the nucleus, which is justified both by the muon being non-relativistic
and by the size of the nucleus being tiny compared to the muon’s Bohr radius. Thus, the
following standard approximation is valid [51]:∣∣M(µ−,e+)φ∣∣2 = 〈φµ〉2 ∣∣M(µ−,e+)∣∣2 with ∣∣M(µ−,e+)∣∣ = ∣∣M(µ−,e+)φ∣∣φ=1 . (31)
We can use 〈φµ〉2 = α
3m3µ
pi
Zeff
Z
as an approximation for the muon average probability
density [51], where Zeff denotes the effective atomic charge that accounts for the deviation
from the wave function at the origin [46]. It can be conveniently obtained by taking the
average of the muon wave function over the nuclear density [52,53].
Second, we also encounter the standard “issue” of squaring the delta function. How
to treat this square is discussed thoroughly in many textbooks, see e.g. Ref. [54], and it
results in
“δ(Ef − Ei + Ee − Eµ)2” = T
2pi
δ(Ef − Ei + Ee − Eµ) . (32)
Putting everything together, the decay rate takes the form
Γ =
g4Am
2
eG
4
F |LLR3 |2
16R2
∣∣F (Z−2, Ee)∣∣ 〈φµ〉2 ∫ d3ke
(2pi)3
δ(Ef−Ei+Ee−Eµ)
∣∣M(µ−,e+)∣∣2 . (33)
For a coherent transition, we can assume that Ei ' Ef . In addition, we take the positron
to be highly relativistic, i.e. Ee ' |~ke|, while the muon is perfectly non-relativistic, i.e.
Eµ ' mµ. As a consequence, the delta function reduces considerably, δ(Ef − Ei + Ee −
Eµ) → δ(|~ke| − mµ). Furthermore, as shown in App. B, the NME only depends on
the absolute value of ~ke but not on its direction. Hence, the angular integration simply
provides a factor of 4pi, and the remaining |~ke| integration only enforces |~ke| = mµ. So,
the decay rate – after performing the phase space integration of the NME – takes its final
form:
Γ =
g4AG
4
F m
2
em
2
µ |LLR3 |2
32pi2R2
∣∣F (Z − 2, Ee)∣∣ 〈φµ〉2 ∣∣M(µ−,e+)∣∣2 . (34)
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The NME used here is obtained from combining Eqs. (27) and (B-14):
M(µ−,e+) = 8R
mpme
∫
dk k2 〈N ′∣∣ ∑
m,l
τ−mτ
−
l
[
F˜ 2
(
~k 2, ΛA
)
~σm · ~σl − g
2
V
g2A
F˜ 2
(
~k 2, ΛV
)]
j0
(
krlm
) ∑
λ
√
2λ+ 1 jλ
(
keRlm
)
jλ
(
kerlm/2
){
Yλ
(
Ωrlm
)⊗ Yλ(ΩRlm)}
00
∣∣N〉 .
(35)
Note that our decay rate, Eq. (34), differs from the one obtained in [37] by a factor of pi,
even upon using the translations discussed in App. A. The tension between the results
only appears at the level of decay rates. As shown in App. A, the results agree on the
level of amplitudes.
Eq. (34) is the desired result: given a concrete particle physics model that reproduces
3, one can match this operator coefficient to fundamental model parameters. As soon as
the NME M(µ−,e+) is known, all other quantities contained in the decay rate are either
known constants of Nature6 or they can be computed easily. Apart from the obvious
dependence on the NME, nuclear characteristics are contained in the radius R (i.e., the
atomic number A) and in the Fermi function F (Z − 2, Ee). However, at least for the
set of isotopes discussed in the literature on muon conversion, the main variation with Z
and/or A lies within the NME itself, whereas all other isotope-dependent quantities vary
comparativley mildly.
4 Matching concrete particle physics models onto ef-
fective operator coefficients
In this section, we will discuss how to map certain particle physics models onto the effective
operator coefficients contained in Eq. (1). Given that in our computation performed in the
previous section we have drawn the explicit comparison to Ref. [37] at several places, we
will start this section by a simplified discussion focusing on drawing the parallels between
the heavy neutrino exchange discussed in that reference and our example model featuring
the doubly charged scalar. We will then present a more detailed discussion on how to
obtain -coefficients from several concrete models. Feynman rules which may be necessary
to reproduce our results are listed in App. C.
6Note that, however, the value of the axial vector coupling gA may be affected by quenching [55],
similar to 0νββ.
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4.1 Heavy neutrino exchange vs. doubly charged scalar exchange
In order to use the NMEs as derived for the exchange of heavy Majorana neutrinos [37],
we calculated the conversion amplitude, factorised it into particle and nuclear physics
contributions, and determined the factorised decay rate, see Sec. 3. To further check if
we performed every step of the computation consistently, we now match the amputated
diagram for the realisation of µ−– e+ conversion via the doubly charged scalar to the
version with the heavy Majorana neutrino. With this procedure we can compare our
decay rate, Eq. (34) where the short-range operator was explicitly given by Eq. (12), with
Eq. (50) from [37].
ξ
fµe
−→ −→
µ− e+
S−−
W−W−
↓
nucleus
⇐⇒ W−W−
nucleus
−→
µ−
−→
e+Nk
Figure 2: Realisation of µ−-e+ conversion via (left): a doubly charged scalar or (right): a
heavy Majorana neutrino.
From the Feynman diagrams in Fig. 2, we obtain two amplitudes from which we
amputate the nuclear parts. This is a reasonable procedure since for both realisations of
the µ−– e+ conversion the nuclear part of the process – depicted by the greyish circle –
is identical. Starting with the left-hand side of Fig. 2, we extract
ve PR uµ
−ig2 f ∗eµ v4 ξ gσ′ρ′
Λ3
i
q2 −M2S
−igσσ′
k21 −M2W
−igρρ′
k22 −M2W
M2S,Wk21,2,q2−−−−−−−−→ ve PR uµ
ig2 f ∗eµ v
4 ξ gσρ
M4W Λ
3M2S
. (36)
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Analogously, we obtain
∑
k
ve γρ′ PR γσ′ uµ VekVµk
g2
2
iMk
l2 −M2k
−igσσ′
k21 −M2W
−igρρ′
k22 −M2W
M2k,Wk21,2,l2−−−−−−−−→ ve γρ PR γσ uµ ig
2
2M4W
∑
k=4,5,...
UekUµk
M2k︸ ︷︷ ︸
≡〈M−1N 〉µe
(37)
from the heavy Majorana neutrino exchange, where the sum extends over all heavy mass
eigenstates Nk with admixtures Uak to the active flavours a.
At first sight something seems to be wrong, given that the Lorentz structures of
Eqs. (36) and (37) differ. However, taking into account that the hadronic part is symmetric
under exchange of the indices, i.e. Jσ(~x1)J
ρ(~x2) = J
σ(~x2)J
ρ(~x1), it becomes clear that
only the symmetric part of
γρ PR γσ = γρ γσ PL =
(
gρσ +
1
2
[
γρ, γσ
])
PL
contributes to the decay rate. Consequently, the relevant part of Eq. (37) is given by
ve PLuµ
ig2 gσρ
2M4W
〈M−1N 〉µe . (38)
In contrast to the doubly charged scalar, which only couples to right-hand charged lep-
tons, the heavy Majorana neutrino interacts weakly which leads to left-handed ’external’
leptons. Upon calculating the decay rate, both amplitudes are spin-summed and spin-
averaged. As a result, only
1
2
∑
spins
∣∣ve PR uµ∣∣2 and 1
2
∑
spins
∣∣ve PL uµ∣∣2 (39)
are of importance to the final result. Since both expressions equally lead to the factor
1/4, the chirality of the external leptons does not play a role and can be neglected for the
matching. We thus obtain the following correspondence between the two models:
2 f ∗eµ v
4 ξ
Λ3M2S
⇐⇒ 〈M−1N 〉µe, (40)
which can be understood when comparing Eqs. (36) and (38).
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4.2 Matching particle physics models onto the corresponding
operator coefficients
Now that we have compared two concrete settings to each other, we will show that this is
not a mere coincidence and demonstrate on a general ground how to match a model onto
the general effective vertex coefficients presented in Eq. (1), and thus justify Sec. 4.1.
We start with the model already used in the previous subsection, in which the SM
particle content is extended by a number n of SM singlet, right-handed Majorana neutrinos
Nk, as used in Ref. [37]. When rotating the full neutrino mass matrix to a diagonal shape,
we end up with k = 3 + n Majorana neutrinos with masses mk. Choosing the specific
setting of a seesaw model [56–61], one obtains three very light (active) neutrinos ν1,2,3
and n heavy (sterile) neutrinos N4,5,.... Vice versa, the SM’s neutrino flavour eigenstates
νa can be expressed in terms of light and heavy Majorana mass eigenstates,
νa =
∑
l=1,2,3 (light)
Ualνl +
∑
l=4,5,... (heavy)
UalNl ,
which allows for the suppressed coupling of charged leptons to heavy Majorana neutrinos,
see Fig. 7, whose strength is parametrised by the active-sterile mixing element Ual (where
l = 4, 5, ...). This coupling results in the realisation of the µ−– e+ conversion, as depicted
on the left-hand side of Fig. 3. Note that, within this model, the analogous process with
light instead of heavy neutrinos leads to a contribution to the long-range part of 3, which
we disregard for the time being.
W−W−
−→
µ−
−→
e+Nk
nucleus
⇐⇒
−→ −→
µ− e+
+
εLLL6
−→ −→
µ− e+
(Z
,A
)
(Z −
2, A
) (Z
,A
)
(Z −
2, A
)
εLLL3
Figure 3: Model with heavy Majoranas Nk mapped onto short-range operators.
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From the left-hand side of Fig. 3, we obtain
iMk = d ig
2
√
2
Vud γ
ν
(
1− γ5
)
u d
ig
2
√
2
Vud γ
ρ
(
1− γ5
)
u
−igνν′
l21 −M2W
−igρρ′
l22 −M2W
· ec −ig
2
√
2
Uek γ
ν′ (1 + γ5) i(/q +Mk)
q2 −M2k
ig
2
√
2
Uµk γ
ρ′ (1− γ5)µ ,
(41)
with a sum over the different k in case more than one heavy neutrino exist. In the short-
range limit (i.e., l21,2, q
2  M2k , M2W ), and by summing over all heavy mass eigenstates,
this turns into
iM = i g
4
64M4W
V 2ud 〈M−1N 〉µe d γν
(
1−γ5
)
u d γρ
(
1−γ5
)
u ec γν
(
1 +γ5
)
γρ
(
1−γ5
)
µ . (42)
The leptonic current is expressed in terms of the bilinear covariants to match Eq. (1),
ec γν
(
1 + γ5
)
γρ
(
1− γ5
)
µ = 2gνρ ec
(
1− γ5
)
µ︸ ︷︷ ︸
=jL
+2i ec σνρ
(
1− γ5
)
µ︸ ︷︷ ︸
=jL,νρ
. (43)
In terms of Fermi’s constant and using hadronic and leptonic currents, this amplitude
then takes the form
iM = i G
2
F
2mp
[
2U2udmp 〈M−1N 〉µe︸ ︷︷ ︸
=LLL3
JνL JL,ν jL + 2iV
2
udmp 〈M−1N 〉µe︸ ︷︷ ︸
=LLL6
JνL J
ρ
L jL,νρ
]
. (44)
As already indicated on the right-hand side of Fig. 3, the structures LLL3,6 are realised in
this model. Due to the symmetry of the non-relativistic hadronic currents, however, we
can simply omit 6. Thus, in the end, the seesaw model only admits the single operator
G2F
2mp
LLL3 J
ν
L JL,ν jL . (45)
Another model that includes LNV is the SM extended by a doubly charged scalar.
This model was introduced in Sec. 3.1. Within this setting, the LNV µ−– e+ conversion
is realised by the left-hand side of Fig. 4.
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ξf ∗µe
−→ −→
µ− e+
S−−
W−W−
↓
nucleus
⇐⇒
−→ −→
µ− e+
(Z
,A
)
(Z −
2, A
)
εLLR3
Figure 4: Model with doubly charged scalar S−− mapped onto a short-range operator.
The corresponding amplitude is given by
iM = d ig
2
√
2
Vud γ
ν
(
1− γ5
)
u d
ig
2
√
2
Vud γ
ρ
(
1− γ5
)
u
−igνν′
l21 −M2W
−igρρ′
l22 −M2W
ec 2if ∗eµ
1
2
(
1 + γ5
)
µ
−ig2v4 ξ
2Λ3
gρ
′ν′ i
q2 −M2S
.
(46)
Taking the short-range limit (l21,2, q
2 M2S, M2W ), we obtain
iM = −i G
2
F
2mp
[
4V 2udmp
f ∗eµv
4 ξ
Λ3M2S︸ ︷︷ ︸
=LLR3
JνL JL,ν jR
]
, (47)
which is precisely the result used in Eq. (12). Note that we have used the hadronic/leptonic
currents from Eqs. (2) and (3), as well as some standard identifications such as Fermi’s
constant.
Finally, we want to briefly discuss another class of models that generate LNV, which
we have not yet mentioned, to show that it is by far not only the two examples mentioned
that are covered by our formalism. The final example are the so-called R-parity violating
(RPV) supersymmetric (SUSY) theories. Within the framework of RPV-SUSY, there are
several mechanisms that provide LNV which are discussed broadly in the literature, see
e.g. Refs. [36,40,62] for the case of 0νββ. To demonstrate the potential that lies in µ−– e+
conversion when contemplating RPV-SUSY, we consider the illustrative case of a gluino
exchange being the dominating conversion mechanism. Although there is a number of
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nucleus
−→
µ−
−→
e+g˜
d˜R d˜R
dR dRuL uL
⇐⇒
(Z
,A
)
(Z −
2, A
)
+
+
(Z −
2, A
)
(Z −
2, A
)(Z
,A
)
−→ −→
µ− e+
+
−→ −→
µ− e+
εLLL1 ε
LLL
2
(Z
,A
)
−→ −→
µ− e+
εLLL7
−→ −→
µ− e+
(Z
,A
)
(Z −
2, A
)
εLLL8
Figure 5: Model with R-parity violation: realisation via gluino exchange, mapped onto
short-range operators. The red arrows denote the fermion flow, i.e. the order in which
each fermionic chain is written down.
Feynman diagrams contributing to the µ−– e+ conversion due to gluino exchange [62], we
will focus on the diagram given on the left-hand side of Fig. 5 for demonstration purposes.
The couplings necessary to realise Fig. 5 can be taken from Ref. [35], Eq. (B.8), and [36],
Eq. (18), amongst others. They read:
L = λ′ijk d˜∗kR lciR ujL + g3
λ
(a)
αβ√
2
qα PL g˜
(a) q˜βR . (48)
Here, α, β denote the colour indices, and λ(a) are the Gell-Mann matrices with a =
1, · · · , 8. Upon employing the orientation of fermion flow as given on the left-hand side
of Fig. 5, we obtain the amplitude
iM∝
(
i g3√
2
)2
λ′211 λ
′
111
i
p21 −m2d˜R
i
p22 −m2d˜R
(µL)c uL (ec)R uL dR
i(/p1 − /p2 +Mg˜)
(p1 − p2)2 −M2g˜
(
dR
)c
.
(49)
Taking the short-range limit, where p21, p
2
2, (p1 − p2)2  m2d˜R , M
2
g˜ , the amplitude takes
the form
iM∝ ig
2
3
2m4
d˜R
Mg˜
λ′211 λ
′
111
(
(µL)c uL
)(
(ec)R uL
)(
dR
(
dR
)c)
. (50)
To match this expression onto the operators in Eq. (1), we need to rearrange the fermionic
fields which can be done by employing Fierz transformations and some algebraic acro-
batics. From rearranging the fermionic fields, we obtain that the following four effective
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operators:(
(µL)c uL
)(
(ec)R uL
)(
dR
(
dR
)c)
= −1
2
(
dPLu
)(
dPLu
)(
ec PLµ
)
︸ ︷︷ ︸
→LLL1
−
(
d σνρ PLu
)(
d σνρ PLu
)(
ec PLµ
)
︸ ︷︷ ︸
→LLL2
(51)
−1
2
(
d σνρ PLu
)(
dPLu
)(
ec σνρ PLµ
)
︸ ︷︷ ︸
→LLL7
−i
(
d σνρ PLu
)(
d σνκ PLu
)(
ec σρκ PLµ
)
︸ ︷︷ ︸
→LLL8
.
Note that, due to the non-relativistic treatment of the hadronic currents, the operators
corresponding to LLL7,8 will not contribute to the decay rate at this level of approximation.
As already demonstrated in [15], the strength of this formalism lies in its factorisation
of the nuclear physics from the specifics of the particle physics model realising the con-
version process. Consequently, by computing only a small number of NMEs, a wide range
of particle physics models can be investigated. However, at this moment, only the NME
for 3 is available and we are in need of further NME computations for future analysis of
e.g. RPV-SUSY models.
5 Conclusions
In this paper, we have presented the complete computation of the rate for the lepton
flavour and number violating µ−– e+ conversion, mediated by the effective operator
JνxJy,νjz. After introducing the effective operator language in the way appropriate for
this process, we have detailed the whole pathway from the amplitude to the decay rate.
Our main target group are particle physicists, which is why we had a particular focus
on displaying the steps related to the nuclear physics part involved as explicitly as pos-
sible. We have furthermore pointed out several concrete New Physics realisations of the
effective operator used, all of which can in principle be experimentally probed by µ−– e+
conversion.
At the moment, with hardly any NME values being available, this is about as far
as one could possibly go when aiming to obtain concrete numbers. However, given that
we have now detailed how to perform the computation for the operator 3, it should at
least in principle be clear how to approach the computation for other effective operators.
Furthermore, several nuclear physics theory groups have already shown interest in the
process, and if they succeed in obtaining further NMEs, the results from both sides could
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readily be put together, to see which types of New Physics are the most promising in
what concerns this µ−– e+ conversion.
We want to end this text by stressing that the investigation of the µ−– e+ conversion
process has got quite some potential to it. It is a rare occasion in physics that we can
expect near-future experiments to realistically improve a limit by four to five orders of
magnitude. This is an opportunity we should not ignore, which is why we hope to have
provided one of the initial sparks for further and more detailed investigations.
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A Appendix: Differences between our notation and
that from Ref. [37]
To compare our results for the amplitude and subsequently the decay rate for µ+– e
conversion with those from Ref. [37], further remarks are in order:
1. First, note that the normalisation of free spinors in [37] differs from the one used in
the derivation above. The normalisation of spinors as used in Ref. [37] is stated in
their Appendix A, and it corresponds to the following spin sums:∑
r
∣∣ur(p)ur(p)∣∣2 = /p+m1 and ∑
r
∣∣vr(p)vr(p)∣∣2 = /p−m1 . (A-1)
We, on the other hand, use a normalisation that leads to∑
r
∣∣ur(p)ur(p)∣∣2 = 1
4E
(
/p+m1
)
and
∑
r
∣∣vr(p)vr(p)∣∣2 = 1
4E
(
/p−m1
)
.
(A-2)
Although the resulting decay rate will not differ, we must translate uµ → 1/
√
2Eµ uµ
and ve → 1/
√
2Ee ve in order to compare on the matrix-element level. Note that
the spinor expression in Eq. (A3) of [37] uses the non-relativistic limit in the Dirac
representation.
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2. Second, it is important to take into account that one will encounter an additional
factor of of 1/(2pi)3/2 in the matrix element of Ref. [37], which arises from preponing
the phase space integral factor of 1/(2pi)3 to the matrix element, which we do not.
3. Third, Ref. [37] only introduces the relativistic Coulomb factor F (Z − 2, Ee) that
accounts for the positron propagating under the influence of the nuclear field when
stating the decay rate. We, however, already introduce it when deriving the ampli-
tude.
4. Fourth, we have to recall that Ref. [37] realises µ−– e+ conversion by means of a
heavy Majorana, whereas we depend on the doubly charged scalar. Thus, we need
to perform some sort of matching in order to replace the model-dependent doubly
charged scalar contribution by the respective heavy Majorana part, as discussed in
detail in Sec. 4.1. From there, we obtain the relation
2 f ∗eµ V
2
ud v
4 ξ
Λ3M2S
⇐⇒ 
LLx
3
2mp
⇐⇒ 〈M−1N 〉µe , (A-3)
with x = L,R and 〈M−1N 〉µe =
∑
k=4,5,... UekUµk/M
2
k , where Uak denotes the admix-
ture of the heavy neutrino mass eigenstate Nk to the active flavour a.
5. Last but not least, the chiralities of the external charged leptons have to be consid-
ered. While in our scenario both muon and positron are right-handed, the charged
leptons are left-handed when coupling to the heavy Majorana neutrinos. Further-
more, note that Ref. [37] uses another convention for the γ-matrices which is based
on employing the Pauli metric [63]7 instead of the Minkowski metric. This results
into the left-/right-handed projectors having a reversed sign in front of γ5 with ref-
erence to their definition in the basis we use, namely gνρ = {+,−,−,−}. Since the
spin sums lead to the same factor independent of the charged leptons being left- or
right-handed, we can consistently replace
ve(ke) PR uµ(kµ)
S++→Nk−−−−−→ ve(ke) PL uµ(kµ) adapt notation−−−−−−−−→ 1√
4EeEµ
1
2
ve(ke)
(
1+γ5
)
uµ(kµ)
(A-4)
for the sake of comparing our computation to the amplitude in [37].8
7It is useful to check footnote 3 on page 676.
8Here, in the very last step, we switched to [37]’s normalisation of free spinors and to the Pauli metric
notation.
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Combining the above comments, our matrix element from Eq. (26) translates into
M =
(
GF√
2
)2
〈M−1N 〉µe
g2Ampme
R
δ(Ef − Ei + Ee − Eµ)M(µ−,e+)φ
1
(2pi)3/2
1√
4EeEµ
ve(ke)
(
1 + γ5
)
uµ(kµ) ,
(A-5)
which agrees with Eq. (32) of [37].
B Appendix: Understanding Eq. (49) from Ref. [37]
To understand the notation in Eq. (49) of Ref. [37], we use this appendix to demonstrate
in detail how to rewrite the exponential functions from Eq. (27):∫
dk k2 dΩk 〈N ′
∣∣ ei~k·(~rm−~rl)e−i~ke·~rl ∣∣N〉 , (B-1)
with k = |~k|. Since we only take care of the angular integration in the following, we
dropped some ~k2-dependent parts of Eq. (27). Introducing new coordinates,
~rlm = ~rl − ~rm with rlm =
∣∣~rlm∣∣ , and ~Rlm = ~rl + ~rm
2
with Rlm =
∣∣~Rlm∣∣ , (B-2)
we perform the angular integration,∫
dΩk e
i~k·(~rm−~rl) = 4pij0
(
krlm
)
, (B-3)
and replace the remaining exponential function by its plane wave decomposition:
e−i
~k·~x =
(
ei
~k·~x)∗ = 4pi ∞∑
λ=0
(−i)λjλ
(
kx
) λ∑
mλ=−λ
Y mλλ
(
ϑk, ϕk
)
Y mλ ∗λ
(
ϑx, ϕx
)
, (B-4)
where k = |~k |, and x = |~x |. Here, ϑk,x and ϕk,x are the azimuthal, and polar angles which
fix the directions of ~k and ~x, respectively. Furthermore, jλ denotes the spherical Bessel
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function and Y mλλ the spherical harmonic. Thus, Eq. (B-1) takes the form
(4pi)3
∫
dk k2 〈N ′∣∣ j0(krlm) ∑
λ,λ′
(−i)λ+λ′jλ
(
keRlm
)
jλ′
(
kerlm/2
)
∑
mλ,mλ′
Y mλλ
(
ϑke , ϕke
)
Y mλλ
∗(ϑRlm , ϕRlm)Y mλ′λ′ (ϑke , ϕke)Y mλ′λ′ ∗(ϑrlm , ϕrlm) ∣∣N〉 .
(B-5)
Next, we employ the well-known addition theorem for Legendre polynomials,
Pλ
(
cosϑnn′
)
=
4pi
2λ+ 1
λ∑
mλ=−λ
Y mλλ
(
ϑn, ϕn
)
Y mλ ∗λ
(
ϑn′ , ϕn′
)
, (B-6)
where cosϑnn′ = ~n · ~n′ = cosϑn cosϑn′ + sinϑn sinϑn′ cos
(
ϕn − ϕn′
)
. Note that ~n and ~n′
are unit vectors. The resulting Legendre polynomials Pλ can themselves be phrased in
terms of spherical harmonics
Pλ
(
cosϑnn′
)
=
√
4pi
2λ+ 1
Y 0λ
(
ϑnn′ , ϕnn′
)
, (B-7)
and we hence obtain:
(4pi)2
∫
dk k2 〈N ′∣∣ j0(krlm) ∑
λ,λ′
(−i)λ+λ′
√
(2λ+ 1)(2λ′ + 1) jλ
(
keRlm
)
jλ′
(
kerlm/2
)
Y 0λ
(
ΩkeRlm
)
Y 0λ′
(
Ωkerlm
) ∣∣N〉 ,
(B-8)
with ΩkeRlm ≡
(
ϑkeRlm , ϕkeRlm
)
and Ωkerlm ≡
(
ϑkerlm , ϕkerlm
)
.
We can further rephrase the spherical harmonics by using the inverse Clebsch-Gordan
relation, see Eq. (4-b) in complement CX of [64]:
Y mλ
(
Ω1
)
Y m
′
λ′
(
Ω2
)
=
∑
LM
(
λm1λ
′m2
∣∣LM) ΦLM(Ω1,Ω2)︸ ︷︷ ︸
≡
{
Yλ
(
Ω1
)
⊗Yλ′
(
Ω2
)}
LM
, (B-9)
where the connection to the irreducible tensors is established with help of Eq. (1) in
Chapter 5.16 of Ref. [65].
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One can connect the Clebsch-Gordan coefficients to the 3j symbols by means of
(
λ1m1λ2m2
∣∣LM) = (−1)λ2−λ1−M √2L+ 1 (λ1 λ2 L
m1 m2 M
)
, (B-10)
as stated in Eq. (1.44) of Ref. [66].
In the case of a coherent transition, the operator has to be a scalar, which enforces
L = 0 (see also [65], Chapter 3.2.1). Furthermore, the 3j symbols satisfy the following
properties:
m1 +m2 =M ,(
λ1 λ2 0
m1 m2 0
)
=(−1)λ1−m1 1√
2λ1 + 1
δλ1λ2 δm1,−m2 ,
(B-11)
which can be found in [66] under Eqs. (1.41) and (1.42). Since we have mλ = mλ′ = 0,
the quantum numbers of the coupled system are fixed to L = M = 0. That way, the
inital expression in Eq. (B-1) can be rearranged to
(4pi)2
∫
dk k2 〈N ′∣∣ j0(krlm) ∑
λ
√
2λ+ 1 jλ
(
keRlm
)
jλ
(
kerlm/2
)
{
Yλ
(
Ωkerlm
)⊗ Yλ(ΩkeRlm)}
00
∣∣N〉,
(B-12)
valid for the case of a coherent nuclear transition.
This can be simplified further when taking into account that according to Ref. [67]’s
Eq. (4),
Pλ
(
~n · ~n′) = (−1)λ 4pi {Yλ(~n)⊗ Yλ(~n′)}
00
= (−1)λ 4pi
{
Yλ
(
ϑn, ϕn
)⊗ Yλ(ϑn′ , ϕn′)}
00
.
(B-13)
Applying this relation to {· · · }00 in Eq. (B-12), it becomes obvious that this expression
does indeed not depend on ~ke anymore. We can, consequently, discard the dependence
on the positron’s momentum and state the final form of the angular part for coherent
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transitions:∫
dk k2 dΩk 〈N ′
∣∣ ei~k·(~rm−~rl)e−i~ke·~rl ∣∣N〉 coherent−−−−→ (B-14)
(4pi)2
∫
dk k2 〈N ′∣∣ j0(krlm) ∑
λ
√
2λ+ 1 jλ
(
keRlm
)
jλ
(
kerlm/2
){
Yλ
(
Ωrlm
)⊗ Yλ(ΩRlm)}
00
∣∣N〉 ,
where ΩRlm and Ωrlm fix the directions of
~Rlm and ~rlm independently of ~ke.
C Appendix: Relevant Feynman rules
In order to perform the matching of the model-dependent coefficients in Sec. 4, we make
use of the Feynman rules given in Figs. 6 to 9. Here, PL,R are the left-/right-handed
projectors, the indices α, β are Dirac spinor indices, the indices a, b = e, µ , τ denote
the lepton flavour, and k = 4, 5, ... refer to the mass eigenstates of the heavy Majorana
neutrinos. We use a model where the conversion is mediated by a doubly charged scalar
S±± which couples to the right-handed charged leptons via a LNV vertex [32]. We aim
at comparing this to a model where the conversion is mediated by a heavy Majorana
neutrino Nk. Note that, because of the fact that there are LNV vertices in our theory,
we naturally encounter vertices or Majorana propagators with clashing arrows. For a
consistent treatment using the Feynman rule language, we choose a fixed orientation of
the “fermion flow” for each diagram, i.e. the order in which each fermionic chain is written
down, and adjust the Feynman rules [68–70]. For example, when reversing the “fermion
flow” from Figs. 7a to 7b, we instead work with the antifield lca = C la
T
and alter the
Feynman rules accordingly. In Figs. 6 to 9, the red arrow indicates the orientation of the
“fermion flow”, i.e., of lepton number.
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p−→
p−
q
←−
q−→ S−−
(la)
β
(lcb)
α
2if ∗ab(PR)αβ
(a) Lepton-lepton-S−− interaction with
f
(∗)
ab = f
(∗)
ba
ξ
S−−
W−σW
−
ν
↓
− ig2v4ξ
2Λ3
gνσ
−→←−
(b) Effective vertex coupling S−− to two
gauge bosons
Figure 6: Coupling the doubly charged scalar to the SM
−→
(la)
β
ig√
2
Vak (γ
νPL)αβ
−→
(Nk)
α
W−ν
−→
(a) Usual orientation of ’fermion flow’
−→
(Nk)
β
− ig√
2
Vak (γ
νPR)αβ
−→
(lca)
α
W−ν
−→
(b) Reversed ’fermion flow’
Figure 7: Coupling the Majorana neutrino to the SM
−→
uβ
ig√
2
Uud (γ
νPL)αβ
−→
dα
W−ν
←−
Figure 8: Coupling the W -boson to two quarks
q−→
S±±
i
q2−M2S+iǫ
(a) Doubly charged scalar
Nk
p−→ i(/p+Mk)
p2−M2k+iǫ
(b) Majorana neutrino
W−ν
p−→ −igνσ
p2−M2W+iǫ
W−σ
(c) W -boson
Figure 9: Propagators
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