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ABSTRACT 
Twitter is a very popular social network website that allows users 
to publish short posts called tweets. Users in Twitter can follow 
other users, called followees. A user can see the posts of his 
followees on his Twitter profile home page. An information 
overload problem arose, with the increase of the number of 
followees, related to the number of tweets available in the user 
page. Twitter, similar to other social network websites, attempts to 
elevate the tweets the user is expected to be interested in to 
increase overall user engagement. However, Twitter still uses the 
chronological order to rank the tweets. The tweets ranking 
problem was addressed in many current researches. A sub-
problem of this problem is to rank the tweets for a single 
followee. In this paper we represent the tweets using several 
features and then we propose to use a weighted version of the 
famous voting system Borda-Count (BC) to combine several 
ranked lists into one. A gradient descent method and collaborative 
filtering method are employed to learn the optimal weights. We 
also employ the Baldwin voting system for blending features (or 
predictors). Finally we use the greedy feature selection algorithm 
to select the best combination of features to ensure the best 
results.  
Categories and Subject Descriptors 
D.2.8 [Software Engineering]: Metrics - performance measures; 
H.3.3 [Information Storage and Retrieval]: Information search 
and retrieval - information filtering, relevance feedback; H.3.4 
[Information Technology and Systems Applications]: Decision 
support; H.3.5 [Online Information Services]: Data Sharing. The 
ACM Computing Classification Scheme: 
http://www.acm.org/class/1998/ 
Keywords 
Twitter, Tweet Ranking, Weighted Borda-Count, Content-based 
Features, Reputation, Baldwin method, Greedy Feature Selection.  
1. INTRODUCTION  
Twitter is one of the most popular online social networks (OSN) 
that attracts millions of users. Users in Twitter can see the tweets 
of their followees (the people they follow) on their profile home 
page. With the increase of the number of followees, it becomes 
difficult for a user to read all the new coming tweets from his 
followees. The information overload problem is one of the major 
problems in Twitter that can jeopardize the entertaining 
experience of using Twitter. This problem can be described as 
tweets ranking problem.  
The tweets ranking problem has been the focus of attention of 
many researchers, because Twitter uses chronological order which 
comprises no algorithm interventions. The problem with 
chronological order is that a user can miss very interesting tweets 
from their followees. Several methods were suggested to provide 
better tweets ranking, including collaborative filtering [14], 
collaborative ranking [2,4], classification [5], and topic modeling 
[15].  
A sub-problem of the tweets ranking problem is to rank each 
user’s tweets based on the amount of interaction predicted. In this 
sub-problem, the relationship between users may not play a 
significant role since the tweets to be ranked belong to a single 
user and thus is not considered in the proposed method. The 
content of the tweet is more important in this case. If the 
similarity between the tweet and the user’s interest is higher, then 
this tweet should be ranked higher.  
In this paper we represent the tweets using several features and 
then we propose to use a weighted version of the famous voting 
system Borda-Count (BC) [3] to combine several ranked lists into 
one. We also employ an extension for the WBC method using 
Baldwin method [10]. The Baldwin method is a recursive Borda-
Count method that we use to remove the noise in calculating the 
top ranked tweets. 
In the rest of the paper, first we will discuss some of the related 
works in section 2. In section 3 we will introduce our proposed 
methods for combining the features-generated ranked lists. After 
that, in section 4, we will explain the experiment settings and also 
explain the details of the features we use for ranking predictions. 
The results and findings are discussed in section 5, and then we 
conclude in section 6 and propose future improvements. 
2. RELATED WORK 
Re-tweeting is an imperative tool for information distribution in 
Twitter; hence many researches were conducted with the intention 
of predicting Re-tweetability of a tweet. Boyd et al. [6] focused on 
the qualitative feature of the re-tweet behaviour in order to answer 
when and why people re-tweet a specific tweet. They suggested 
that original tweets containing valuable information can 
encourage one of the actions that lead to a re-tweeting behaviour; 
such as entertaining the audience, commenting on the tweet, or 
publicly agreeing with the tweet’s author. Re-tweetability of 
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tweets was also studied by several researchers.  Yang et al. used a 
factor graph model to build a re-tweet prediction model [8], and 
Zaman et al. used a probabilistic collaborative filtering model to 
make re-tweet predictions [9]. Suh et al. [7] aimed to find features 
that correlate with the re-tweetability of a tweet.  They only used 
the global statistical analysis of features. They discovered that 
amongst contextual features, the number of followers, followees, 
and the age of the account seem to affect re-tweetability. While 
the number of past tweets does not predict re-tweetability of a 
user’s tweet. 
Tweets ranking has also attracted researchers in order to provide 
users with the best usage experience on Twitter. The most direct 
method for recommending tweets is using memory-based 
collaborative filtering (CF) [14]. Memory-based CF algorithms 
depend on users’ profiles in order to do predictions. Users’ 
profiles are used to reflect users’ preferences, and they may 
include explicit and implicit information. The quality of user 
profiles is important to produce accurate predictions. As a result 
extensive research has been done to provide good quality user 
profiling in social networks [13]. Uysal and Croft [5] ranked 
tweets based on their re-tweet likelihood. They used a decision 
tree based classifier to classify tweets as re-tweetable or not, then 
they used the Coordinate Ascent (CA) algorithm to learn how to 
rank the tweets. They trained their model using four sets of 
features related to author, tweet, content and user. 
Chen et al. [4] proposed the collaborative tweet ranking (CTR) 
model, which generates tweet recommendations based on 
collaborative ranking to capture personal interests. Their method 
integrates topic level features, social relations, and explicit 
features. They detect user’s personal interest based on the tweet, 
re-tweet and user’s followees. Duan et al. [2] suggested using 
different features including content relevance of tweet, tweet 
specific features such as whether a URL link is included in the 
tweet and account authority features such as followers count. 
They employed RankSVM algorithm [1] to train a ranking model 
using the extracted features. The purpose is to determine the best 
set of features and for that they used an advanced greedy feature 
selection method. 
Most of the previous work on the tweets ranking problem treated 
this problem as a whole. They tried to rank the tweets of all the 
followees together. Because they use the followers and friends 
counts as predictors, some followees may always generate high 
predictions dominating the user profile. In this work, we target a 
sub-problem of the tweets ranking problem, as we aim to rank 
each single followee tweets.   
3. PROPOSED METHOD 
The proposed method to solve the user tweet ranking problem 
employs voting systems for the ranking process. In general, the 
proposed method consists of four steps: 
1- The features definition: in this step we define several 
features to be used for ranking purposes. Each of the 
proposed features will provide its own ranking for the user 
tweets. The features were chosen based on what motivates a 
user to interact with a specific tweet of one of his followees; 
the dominant feature is usually related to the content of the 
tweet. The authoritative features; such as followers count and 
number of lists the user appears in, are not related to this 
problem. We will present the features we use, after 
discussing the method, in the experiment section because 
they are related to the dataset we use. 
2- Combining ranked lists of tweets: In order to combine the 
ranked lists, generated by features in the first step, we use 
Borda-Count (BC) voting system. In this method each tweet 
represents a candidate and each feature list represents a voter. 
We modify the BC by adding weights for features (voters) to 
enhance accuracy. The weights are learnt from the training 
dataset. Finally, we add the weighted BC (WBC) for each 
tweet and rank the tweets according to their WBC score. 
3- Enhancing combined results: In this step, we continue to 
refine the results by removing noisy tweets which may affect 
the final ranking, using Baldwin method. We use the 
generated list from step two as input. Then we remove the 
last ranked tweet from the input list to be a ground truth in 
the final list. And then we repeat step two without the 
removed tweet. This process is repeated until only two tweets 
are left in the last call for the WBC method.  
4- Choosing best features: The last step is to test several 
combinations of features to generate the best accuracy 
results. A greedy feature selection algorithm is used for this 
purpose. 
3.1 Weighted Borda-Count Method   
We employ the Borda-Count (BC) [3] method to blend the ranked 
lists of user tweets generated by the features described before. The 
BC method is a popular voting method that uses points to 
represent the multiple selections of a candidate; that is, if the list 
contains  tweets, the first ranked tweet is given   points, and the 
next one is    , and so on. Each feature will be used to 
generate a ranked list using the BC method. Ranked lists are 
merged by summing up the BCs of the same tweet in all the lists. 
The final ranked list is sorted based on the BC sums of tweets. 
For each user             in the testing dataset, he has a set of 
  tweets such as    {          }, and the set of features 
implemented is denoted as   {          }. Using each feature 
     we generate Borda Counts for a user     tweets       , 
denoted as         , which is the Borda Count for tweet    
generated using the feature    , and the sum of the BCs for one 
tweet    is denoted as         and defined in Equation (1). 
         ∑         
    
                                         
The tweets with the highest     will appear at the top of the list. 
The BC method treats all the features with the same priority. 
However this assumption may not always be true for different 
situations as features are not necessarily equally important for 
some situations. Hence, we use weights to distinguish the 
difference between features. The weights will ensure that each 
feature will participate proportionally in the final result in a way 
to achieve the best ranking accuracy. We will generate two sets of 
weights, global and local weights. 
3.1.1 Global Weights 
The global weights are fixed weights for features, which mean 
that we calculate them one time and each feature will have its own 
weight to be used across all users. Generating the global weights 
for the features must be optimized. Hence, we used gradient 
descent method [11] to find the optimal weights for features. 
Equation (2) shows the modified WBC method to include the 
global weights. Global weights are denoted as        , for 
     . For a tweet      , the weighted Borda Count method is 
defined as: 
        ∑                
    
                            
3.1.2 Local Weights 
The local weights, on the other hand, are personalised for each 
user. In other words, each user in the testing dataset will have 
personal set of weights for each feature. We use collaborative 
filtering (CF) to generate these weights. For each user   
          , is represented using the set of tweets    using one 
feature scores at a time, we find his K-nearest neighbours (KNN) 
in training dataset using cosine similarity function. Because each 
user in training and testing has different number of tweets, we 
can’t use the actual feature scores in the similarity function. 
Instead, we calculate the mean, median, and standard deviation of 
the tweets feature scores of each user, and we use the three 
statistical values in the similarity function. 
The idea is to find out how accurate is the ranking produced by 
similar users of each predictor in the training dataset     
          . The ranking accuracy is measured using the 
          , where    is the neighbour user and    is the feature 
we want to calculate the local weight for. The feature    will 
generate a ranking for the user tweets and this ranking is 
compared with the correct ranking in order to calculate the feature 
accuracy           . Algorithm 1 shows the steps for generating 
local weights using CF method. Local weights are denoted as 
       , which indicate the weight for feature      for user 
           . More details about accuracy metric      
introduced in the experiment section. 
Equation (3) represents the final method for calculating the WBC, 
where we combine the local and global weights with the BC 
traditional method.  
         ∑                        
    
                 
Finally, we sort tweets based on the highest WBC scores to 
generate the ranked list of user tweets. 
 
Algorithm 1. CF Method for Generating Local Weights 
Input:          ,           ,  . 
Output: Local weights of features. 
Procedure: 
for each user              
{     for each feature      
      {      for each training user                
                    Find               
              Generate         
               for each training neighbor            
                      Find            
                        ∑                       
 ⁄   
        } 
            (  )  
        
∑             
⁄  
   } 
 
3.2 Baldwin Method 
In election systems, some candidates are only used to change the 
likelihood of the top candidates. Those candidates have no chance 
to win the elections but their presence can increase the chance of a 
specific candidate to win over another. It is because they will 
collect some votes from one or more of the candidates on top 
which possibly will affect their ranking. The Baldwin method is 
used to eliminate this dilemma by applying a recursive BC 
method. First they calculate BC votes, then the candidate with the 
least number of votes is removed and the BC is calculated again 
without the removed candidate as he never existed. This process is 
repeated until only two candidates left. 
This method is used to remove the noisy tweets that might change 
the ranking of user tweets. In the first function call, the tweet with 
the lowest WBC score is moved from the original tweet list to the 
Baldwin final list. The recursive function will work again on the 
remainder of tweets as if the eliminated tweet never existed. The 
eliminated tweet will be added to the top of Baldwin’s final list, as 
more tweets come they push this tweet towards the end of the list. 
This process is repeated |  | times. In many cases the Baldwin 
method generates different rankings compared with the WBC 
method. Algorithm 2 shows the Baldwin method process. 
Algorithm 2. Baldwin Method 
Input:                ,                ,    |  |. 
Output: Sorted list of tweets. 
Procedure: 
int [ ] BaldwinMethod ( int [ ] finalList, int [ ] tweetsLeft, n) 
{    int [ ] sortedTweet 
      if (    ) 
            return finalList  
      else 
            sortedTweet = WBC (tweetsLeft, n) 
             push sortedTweet[   ] to finalList      
             remove sortedTweet[   ] from tweetsLeft 
             return BaldwinMethod (finalList, tweetsLeft,    )} 
 
3.3 Best Features Mixture 
In order to select the best combination of features that will 
generate the best results, we employ a greedy feature selection 
algorithm. Using this method we will test all features 
combinations in order to select the best feature conjunction. 
Algorithm 3 shows the process of greedy feature selection. 
 Algorithm 3. Greedy Feature Selection 
Input:  . 
Output: Best Features set:    where      . 
Procedure: 
                           
   add    to   
   remove    from   
   do { 
         stop = TRUE 
                                  
      if  (                     ) 
               add    to   
               remove    from   
            stop = FALSE 
} while (not Stop)   
4. EXPERIMENTAL SETTINGS 
The task of this experiment is to rank each user’s tweets based on 
the amount of interaction predicted. The interaction between a 
user and a specific tweet in Twitter occur by re-tweeting the tweet 
or marking it as favourite. Consequently, the engagement of a 
tweet is defined as the sum of re-tweet count and favourite count. 
In this experiment we aim to predict a ranking for each user 
tweets in the testing dataset based on the expected engagement 
values. 
4.1 Dataset 
The Dataset used in this research is the extended movie tweeting 
dataset [16] publicly published by the RecSys Challenge 2014 
[17, 18]. The dataset consists of 170,285 tweets, contains ratings 
on movies and published by users of IMDB iOS app. The training 
tweets are published by 22,079 users on 13,618 different movies. 
The RecSys Challenge 2014 provides a separate dataset for testing 
consists of 21,285 tweets published by 5,717 users on 4,226 
movies. The dataset is considered very sparse with sparsity value 
of 0.999433 calculated using equation (4). 
           
           
                       
                      
Each tweet in the dataset contains a rating given by the tweet 
author to a single movie. The tweet contains the hash tag 
“#IMDB”, and the URL of the movie. All the tweets are 
automatically generated by the IMDB iOS app, which give the 
standard structure and content. The dataset also contains the 
scrapping timestamp of each tweet, which is a UNIX timestamp 
of the moment the Twitter API was queried for the tweet 
information. The tweet other metadata is given in JSON format 
and contains information about the tweet itself and the author of 
the tweet too. 
In addition to the tweets information we downloaded extra 
information from IMDB website related to the movies. The extra 
information we collected included movie genres, keywords, 
IMDB rating, IMDB users’ ratings, cast (directors, writers, and 
stars), award winning information, country, budget, gross, 
Production Company and release date. Besides, we collect some 
data about the cast such as award winnings, country, and IMDB 
rank (if available). 
One important aspect about the testing dataset is that there are 
some movies in the testing dataset, which are not in the training 
dataset. For these movies some features might not be applicable, 
other features require the system to do online crawling at the run-
time.  
4.2 Evaluation Metric 
In this experiment we evaluate the results using the Normalized 
Discount Cumulative Gain at the size of ten (nDCG@10) metric 
[12]. The nDCG is used to measure the ranking quality; the gain is 
accumulated from the top of the ranking results to the bottom, 
where the gain is discounted at lower ranks. The fixed size of ten 
tweets (@10) will help penalize missing tweets in the ranking. 
4.3 Features Description 
Choosing worthy features, related to the tweets to be ranked, has a 
significant impact on the accuracy of the ranking prediction. The 
more accurate the chosen features the better the tweets ranking 
accuracy. In this paper we focus on the use of URL content-based 
features and the extracted features from the URL given in the 
tweet. The main reason for using URL content-based features is 
because the tweets to be ranked are from the same user, which 
makes the social relationship between two users not important. 
We introduce the following features sets to be used.  
4.3.1 Content-based Features 
The concept of “content-based feature” was defined differently in 
different context. We define the content-based features as the 
features extracted from the tweet text, rather than the tweet 
metadata. The most commonly used content-based features are the 
existence of URLs and Hash-Tags of the tweet. In contrast, the 
tweet text was less commonly used as it is more difficult to 
process [13]. In this experiment, the tweets are generated by the 
IMDB iOS app, which means that the URLs and Hash-Tags 
features cannot be used because they will be unified in all the 
tweets. IMDB iOS app tweets look similar to this tweet; "I rated 
The Matrix 9/10 http://www.imdb.com/title/tt0133093/ #IMDb". 
As we can see the tweet text contains the movie name, rating, 
movie URL, and IMDb hash tag. The only feature we use here is: 
1- Author rating (AR): is the rating given by the tweet author in 
the tweet about the movie using the IMDB iOS app. 
4.3.2 Twitter-based Features 
We define Twitter-based features as the set of features generated 
using information about the tweet provided in the tweet metadata 
or returned by Twitter API. The most used tweet information is 
the re-tweet count, favourite count, scrapping time and the tweet 
creation time. We use the scrapping time of the tweet to filter out 
the tweets that have been published for short amount of time 
before they were crawled by Twitter API. Based on the 
experiment we choose 2 hours to be the minimum amount of time 
for a tweet to be re-tweeted or marked as favourite by other users. 
The only Twitter-based feature we use is: 
1- Movie engagement (ME): a score calculated based on the 
interactions between users and tweets about a specific movie 
in the training dataset. The engagement represents the 
interaction and measured using the movie re-tweet count 
(MRC) and the movie favourite count (MFC). 
     
       
                  
 
If any movie of a single user tweets in testing dataset does 
not appear in the training dataset, then ME feature is not 
applicable. 
4.3.3 URL Content-based Features 
We define URL content-based features as the set of features that 
use any external data from the URL included in the tweet. Even if 
the feature used parts of the tweet text or metadata still considered 
URL content-based if it uses website data. In this experiment most 
of our features use data extracted from the IMDB website. We 
defined the following features: 
1- Movie reputation (MR): we calculate the reputation of a 
movie based-on the IMDB users’ ratings for this movie using 
a normal distribution based reputation model with 
uncertainty [19]. This model is described as a weighted 
average method where the weights reflect the distribution of 
ratings in the overall score.  
   ∑(  (
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  is the number of rating levels which represent the number 
of possible rating values that can be assigned to a specific 
item by a user.   is the number of ratings per item.     is 
the summation of weights of every rating belongs to the 
rating level  , where the weights are generated using the 
normal-distribution.   is a priori constant, here    , and 
  
 
 
 is a base rate for any of the   rating values [20]. 
2- IMDB movie score (IMDB): IMDB website calculates movie 
reputations using true Bayesian estimate. 
     
 
   
    
 
   
   
Where   is the number of votes for the movie,   is the 
minimum votes required for a movie,    is the average of 
movie ratings, and   is the average of ratings for all movies. 
3- Awards winning and nominations of movies (MA): we use 
the academy award (Oscar) winnings     and nominations 
    separately from other awards winnings     and 
nominations    . We assume that the academy award has 
more weight than other awards as it is much more 
competitive and considered the most prestigious movie 
awards in the world. 
                               
4- Movie budget (MB): includes all the costs spent on the 
movie production. Usually the budget reflects the quality of 
the movie making. We use histograms to map budgets into 
scores as follows:  
   
{
 
 
 
 
                                       
                             
                              
                           
                                      
 
5- Movie grosses (MG): the movie generated income from 
several revenue streams including theatrical exhibition. 
Movie grosses is considered as an indication of the movie 
success. We use the same histograms used in point 4 to map 
grosses into scores. 
6- Cast reputation (CR): we use the IMDB STARmeterTM rank 
given to each main cast members including directors, writers, 
and stars. IMDB generates ranking of cast m embers based 
on the “pageview”. Each time a user visit their website they 
record each pageview.  The sum of these pageviews forms 
the foundation of the STARmeterTM. (the lower this value the 
better the tweet rank) 
     
                             
                     
 
7- Awards winnings and nominations of Cast members (CA): 
because the IMDB STARmeterTM rank depends heavily on 
the current trend, and doesn’t reflect if the frequent 
“pageview” reflect “good” or “bad” reputation, we use the 
awards winnings as another feature for cast members. We 
calculate each cast member a value    , the same as we did 
for MA in point 3, then we find the average for all the cast 
members. 
   
∑   
                     
 
8- Tweet new released movie (NM): we assume that new 
released movies will attract more interaction by followers 
than older movies. Therefore, we find the time difference 
between the tweet publishing and the movie release date, and 
then we use histograms to map the time difference into 
scores. 
                                           
   
{
 
 
 
 
                            
                         
                        
                            
                                   
 
9- Director engagement (DE), first (main) actor engagement 
(AE), first writer engagement (WE), production company 
engagement (PE) and movie country engagement (CE): these 
five features are calculated using the same method we used 
to calculate ME in point 1 in section 4.3.2. Scores are 
calculated based on the interactions of tweets in the training 
dataset about each feature.  
10- Movie genre engagement (GE): to calculate the GE feature 
scores first we calculate each genre engagement probability 
as: 
      
                                         
                              
 
Then, for a movie with multiple genres we select the genre 
with the maximum re-tweet probability. 
            
11- Movie keyword engagement (KE): the KE calculation 
method is the same as GE one explained in point 10. 
12- Bias rate (BR): is an estimation of how biased the AR was.   
    |       | 
5. RESULTS AND DISCUSSION 
Table 1 shows the preliminary results of the proposed methods. 
We noticed that some features use can decrease the accuracy. 
Hence, the best results were produced by the best set of features 
which include AR, MR, IMDB, NM, DE, and GE. The use of BC 
method without introducing weights is not accurate, and the 
simple addition of feature values can provide better results. This 
finding is expected, as adding less accurate features work as noise 
and corrupts the tweets ranking. Introducing optimal weights can 
 
Table1: Tweet ranking accuracy using nDCG@10 
Features Simple Addition BC WBC (Global Weights) WBC Baldwin 
Content-based Features 0.79142 0.78011 0.79912 0.80477 0.80863 
Twitter-based Features 0.76531 0.75322 0.77677 0.78664 0.78988 
URL Content-based Features 0.79889 0.78709 0.80159 0.80914 0.81102 
All Features 0.80024 0.78945 0.80856 0.81356 0.81648 
Best set of features 0.81873 0.80241 0.82002 0.82283 0.82303 
 
elevate the accuracy of the BC method. 
If we compare between the accuracy of the WBC method using 
global weights only and the WBC complete method, Equation (3), 
we notice that adding local weights enhance the accuracy in all 
cases. The local weights provide personalization to the weighting 
process. This will provide more accuracy in weights as they are 
generated using similar users in the training dataset. 
The Baldwin method provides more improvement over the WBC 
method and generates the best result so far. The Baldwin method 
eliminates the noisy tweets in the ranking process, which result in 
enhanced WBC accuracy. In general, the results show potential 
for using the voting ranking techniques to blend features predicted 
ranked lists of tweets.  
6. CONCLUSION AND FUTURE 
WORK 
In this work we introduced several features to be used in the 
prediction of tweets engagement. We also proposed a weighted 
Borda-Count method to blend tweets ranked list using different 
features. We use the gradient descent method to generate the 
optimal local and global weights for features. Baldwin method is 
employed to enhance the WBC blending method. Finally, we use 
the greedy feature selection algorithm to select the best 
combination of features to generate the best results. 
In future, we plan to add more features to the system, such as 
content-relevance features which represent the similarity between 
each user tweet and his followers’ profiles. Also, other variations 
of voting systems to be implemented are Nanson method, 
Kemeny–Young method, Coombs' method, ranked pairs method, 
and Schulze method. The results of all of the implemented 
ranking methods can be then blended. 
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