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1 Introduction
Les problèmes de sac-à-dos multi-objectif multi-dimensionnel sont fréquemment utilisés pour
modéliser des applications, telles que l’investissement de capitaux ou l’allocation de processeurs.
Ces problèmes consistent à sélectionner un sous-ensemble d’objets de façon à ce que le cumul de
leur poids ne dépasse pas une capacité donnée, sur m dimensions, tout en maximisant le profit
sur p fonctions objectifs. Chaque objet est caractérisé par un poids non-négatif pour chacune
des m dimensions et un profit non-négatif sur chacun des p objectifs. Ce problème est connu
pour être particulièrement difficile lorsque plusieurs dimensions sont considérées, et ce même
dans le contexte mono-objectif. Plusieurs variantes du problème peuvent être distinguées, en
fonction du nombre d’objectifs et de contraintes pris en compte.
De nombreux travaux s’attachent à résoudre de manière exacte le problème du sac-à-dos
multi-objectif mono-dimensionnel. La méthode de résolution employée est généralement une
méthode en deux phases. La seconde phase est soit un algorithme de branch-and-bound (comme
pour [6] dans le cas bi-objectif ou pour [3] pour le cas tri-objectif), soit une méthode de
programmation dynamique [2], soit une méthode de ranking [3].
Le problème du sac-à-dos mono-objectif multi-dimensionnel a également été largement étu-
dié. Afin de réduire le temps de résolution, l’ajout d’inégalités valides est souvent utilisé [4].
La variante du problème ayant sans doute été la moins étudiée est celle considérant simul-
tanément plusieurs objectifs et plusieurs dimensions.
2 Motivations
Le travail que nous présentons porte sur la résolution exacte du problème de sac-à-dos bi-
objectif bi-dimensionnel, en utilisant un algorithme de branch-and-cut. Cet algorithme associe
les idées des méthodes de plans coupants et de l’algorithme du branch-and-bound. L’algorithme
de branch-and-bound (aussi appelé procédure de séparation et évaluation) repose, comme son
nom l’indique, sur l’évaluation de sous-problèmes. La relaxation convexe s’est montrée effi-
cace en pratique pour l’évaluation de sous-problèmes pour plusieurs problèmes bi-objectif (voir
par exemple [5]). En effet, cette relaxation permet de calculer un ensemble bornant convexe,
particulièrement serré, qui se calcule en un temps raisonnable si la version mono-objectif du
problème se résout en temps polynomial ou pseudo-polynomial. Le problème du sac-à-dos bi-
objectif bi-dimensionnel ne respectant pas cette condition, cette relaxation devient coûteuse.
La relaxation continue présente des caractéristiques différentes : elle peut être résolue, relative-
ment facilement, par l’algorithme du simplexe paramétrique, mais l’ensemble bornant supérieur
obtenu est considérablement moins serré. Par conséquent, lorsque cette relaxation est utilisée,
les arbres de recherche sont généralement grands.
Le but de ce travail est d’améliorer la qualité de l’ensemble bornant supérieur obtenu par la
relaxation continue, en introduisant des inégalités de couverture, à chaque nœud de l’algorithme
de branch-and-bound. L’algorithme devient donc un branch-and-cut. Pour les problèmes de sac-
à-dos mono-objectif, les inégalités de couverture sont utilisées (cf [1]). Une couverture est un
ensemble d’objets tel que le poids total de ces objets dépasse la capacité sur une des dimensions.
Dans [1], les auteurs affirment qu’il n’est pas raisonnable de calculer l’ensemble des inégalités
de couvertures, mais qu’il est intéressant de chercher des inégalités permettant de couper la
solution optimale de la relaxation continue. Ils montrent que de telles inégalités peuvent être
générées en résolvant un problème d’optimisation en variables binaires, basé sur cette solution.
3 Contribution
Dans ce travail, nous étendons la génération d’inégalités de couverture au contexte bi-objectif.
Dans ce contexte, l’ensemble bornant issu de la relaxation continue est défini par un ensemble
de solutions efficaces extrêmes. Ces solutions ont généralement un ensemble de variables dont
les valeurs sont fractionnaires et cet ensemble varie d’une solution à l’autre. La génération
d’inégalités est de ce fait plus complexe que dans le contexte mono-objectif. Il est alors essentiel
de trouver un compromis entre la qualité de l’ensemble bornant obtenu et le temps d’exécution
nécessaire à son calcul. Nous avons testé un grand nombre de stratégies pour générer les
inégalités de couverture afin d’atteindre ce compromis.
Dans ce travail, nous comparons les performances obtenues considérant plusieurs variantes
des inégalités de couverture, telles que les couverture étendues et les couvertures augmentées
(lifted cover inequalities en anglais). Nous décrivons également différents mécanismes utili-
sés dans l’algorithme de branch-and-cut bi-objectif que nous avons développé (procédure de
séparation, calcul de l’ensemble bornant supérieur, génération et exploitation d’inégalités de
couverture,...). Ces stratégies sont validées expérimentalement.
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