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An invariance principle for the stochastic heat equation
Mathew Joseph
Abstract
We approximate the white-noise driven stochastic heat equation by replacing the
fractional Laplacian by the generator of a discrete time random walk on the one
dimensional lattice, and approximating white noise by a collection of i.i.d. mean
zero random variables. As a consequence, we give an alternative proof of the weak
convergence of the scaled partition function of directed polymers in the intermediate
disorder regime, to the stochastic heat equation; an advantage of the proof is that it
gives the convergence of all moments.
1 Introduction
Consider the following discrete space-time stochastic heat equation
ui+1(k) − ui(k) =
∑
l∈Z
P(k, l) · [ui(l)− ui(k)]+ σ (ui(k)) · ξi(k) (1.1)
where P is the transition kernel of a random walk Xn on Z and σ : R→ R is a Lipschitz
continuous function with Lipschitz coefficient Lipσ. The collection ξ := {ξi(k), i ∈ Z, k ∈
Z+} consists of i.i.d. random variables with
E ξi(k) = 0, E ξ
2
i (k) = 1,
E
∣∣ξi(k)∣∣2+κ <∞ for some κ > 0. (1.2)
Since
∑
l P(k, l) = 1 we can remove ui(k) from both sides of (1.1). A solution to (1.1)
satisfies
ui+1(k) =
∑
l
Pi+1(k, l)u0(l) +
i∑
j=0
∑
l
Pi−j(k, l) · σ
(
uj(l)
) · ξj(l). (1.3)
Above Pi(k, l) gives the i-step transition probability of jumping from k to l. Note by
homogeneity Pi−j(k, l) = Pi−j(0, l − k) which we define to be Pi−j(l − k) by an abuse of
notation.
We shall assume that the random walk Xn has an asymptotic speed µ and when
centered it is in the domain of attraction of a symmetric Stable(α) process with generator
−ν(−∆)α/2. Our assumptions will be stated in terms of the characteristic function of
X1 in the next section. A consequence of our main result Theorem 1.1, is that after an
appropriate scaling of space, time and noise in (1.1), we get the continuous space-time
stochastic heat equation. To be precise consider
u
(n)
i+1(k) =
∑
l∈Z
P(k, l)u
(n)
i (l) + σ
(
u
(n)
i (k)
) · ξi(k)
n(α−1)/2α
. (1.4)
We show that for t ∈ R+, x ∈ R
u
(n)
[nt]
(
[xn1/α]− [µnt])⇒ vt(x),
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where⇒ denotes convergence in distribution, and vt(x) is the mild solution to the stochas-
tic heat equation
∂tv = −ν(−∆)α/2 vt(x) + σ(vt(x)) · W˙ (t, x). (1.5)
Note that the existence and uniqueness of mild solutions to (1.5) (see [14]), as well as the
finiteness of the speed of the random walk Xn in the domain of attraction of a Stable(α)
process requires
1 < α 6 2,
and we shall assume this without further mention for the rest of the paper.
In the case that σ(x) ≡ 1, the limiting random field (1.5) is Gaussian. One can then
use the Lindeberg-Feller theorem to prove the weak convergence of u(n) to v, and this
was the approach used by [27] in their analysis of the Harness process. Another special
case is when σ(x) ∝ x. In this case (1.5) is called the parabolic Anderson model or the
multiplicative stochastic heat equation. Here one can explicitly write the solution to (1.5)
as an infinite series involving multiple stochastic integrals (the Wiener chaos expansion).
To illustrate, suppose that v0(·) ≡ 1, then one can check that
vt(x) = 1 +
∞∑
k=1
∫
∆k
∫
Rk
k∏
i=1
pti−ti−1(yi − yi−1)W (dti−1 dyi−1),
where ∆k = {(t0, t1, · · · , tk−1) : 0 < t0 < t1 < · · · < tk−1 < t = tk} and yk = x. Similarly
u(n) also has an infinite series expansion involving sums of products of the random variables
ξ. The approach in [1] and [4] shows the weak convergence of u(n) to v by showing
the convergence of the individual terms in the infinite series expansions. Both these
methods are specific and do not work in general, even for a slight perturbation of σ.
The approach that we take to address the general case has been inspired by [22], where
discrete approximations to stochastic differential equations were considered. We point out
that as opposed to weak approximations, there are quite a few papers concerned with
strong approximations of the stochastic heat equation (see [13], [16], [18], [19], [21]).
Our results allow us to give an alternative proof of the weak convergence of the partition
function of one dimensional directed random polymers in the intermediate disorder regime,
obtained in [1], [4] by different arguments. For each n consider the following measure on
paths x = (0 = x0, x1, x2, · · · , xn) of length n, where each xi ∈ Z:
Pξ,βn (x) =
exp
[
β
∑n
i=0 ξi(xi)
]
Zξn(β)
Pn(x).
The measure Pn is a probability measure on paths of length n, of a random walk following
the transition probability P and starting at 0. The partition function for the inverse
temperature β
Zn(β) = Z
ξ
n(β) := E0 exp
[
β
n∑
i=0
ξi(Xi)
]
(1.6)
is the normalizing constant so that Pξ,βn (x) is a probability measure on paths of length n;
here E0 is the expectation over paths of the random walk starting at 0. One is then inter-
ested in the behaviour of paths sampled from this new measure Pξ,βn . As the temperature
becomes large, alternatively β becomes small, one expects that the paths behave like that
of a random walk with transition matrix P. On the other hand as the temperature be-
comes small the effect of the environment ξ becomes important, since substantially more
weight is on paths with larger energy Hn(ξ) =
∑n
i=0 ξi(xi). A big motivation for work in
2
this area is to understand this competition between entropy (from the measure Pn) and
energy Hn(ξ). The competition between entropy and energy is characterized by the limit
of the martingale
Mn =
Zn(β)
(E[eβξ])n+1
.
If the limit is positive a.e. we say that the polymer measure is in weak disorder while it is
in strong disorder if the limit is 0 a.e.. The polymer paths are diffusive in the weak disorder
regime (see [7]) while we see vastly different behavior in the strong disorder regime. One
(as well as two) dimensional polymers are in the strong disorder regime for any β > 0,
while in higher spatial dimensions, the polymer is in the strong disorder regime only if β
is large enough. It is believed that for one dimensional walks which are in the domain of
attraction of Brownian motion the typical fluctuation of the polymer paths for any β > 0
would be of order n2/3 (as opposed to n1/2 when β = 0), although this question is still
open in general. One also expects that logZn has fluctuations of order n
1/3 (as opposed
to 0 when β = 0), but this question is also open in general. We refer to [1], [6], [10] for a
more detailed exposition on this subject.
In this paper we shall consider (as in [1] and [4]) one dimensional polymers in the
intermediate disorder regime, that is when the inverse temperature goes to 0 at a specified
rate with n. With the choice of the inverse temperature β(n) = β/n(α−1)/2α, we observe
interesting behavior which we shall detail in the following section.
1.1 Main results
Let us denote by µ :=
∑
k∈Z k · P(k) the mean of X1. Let φ denote the characteristic
function associated to the random walk
φ(z) :=
∑
k∈Z
eizk · P(k), z ∈ [−π, π].
The centered characteristic function is
φ˜(z) := e−iµzφ(z).
We shall make the following assumption on the random walk.
Assumption 1.1. Assume that {z ∈ [−π, π] : |φ(z)| = 1} = {0} and that there exists a
constant 0 < a < 1 such that
φ˜(z) = 1− ν|z|α +D(z), (1.7)
where D(z) = O(|z|α+a) as |z| → 0.
Remark 1.2. The first part of the assumption means that the random walk is strongly
aperiodic and the assumption on φ˜ necessarily implies that the centered random walk is
in the domain of attraction of the strictly Stable(α) law.
Remark 1.3. The strong aperiodicity assumption is used in the local limit theorem A.1
below and it should be possible to modify the theorem to remove this assumption. In
particular the results of this paper are valid for the simple random walk although it is not
strongly aperiodic.
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Let us now state the main result of this paper. Let
u¯
(n)
t (x) := u
(n)
[nt]
(
[xn1/α]− [µnt]). (1.8)
We choose our initial profile
u
(n)
0 (k) = v0
( k
n1/α
)
(1.9)
for a continuous v0. We allow v0 to be random but it should be independent of the white
noise W˙ and the random field ξ. Our main result is the following
Theorem 1.1. Let the conditions in Assumption 1.1 hold, and fix m ∈ N so that 2m <
2 + κ. Let v0 be a continuous (random) function so that supxE|v0(x)|2m < ∞, that is
independent of ξ and W˙ . Let u(n) be the solution to (1.4) with initial profile u
(n)
0 . Then
for each t > 0, x ∈ R we have u¯(n)t (x)⇒ vt(x), where v is the solution to (1.5) with initial
profile v0. Furthermore we have
E
∣∣u¯(n)t (x)∣∣2m → E∣∣vt(x)∣∣2m as n→∞. (1.10)
Remark 1.4. Above and for the rest of the paper we use E to denote the expectation over
all random quantities involved. For ease of notation, we will often drop the superscript n
when referring from u(n) and u¯(n).
Remark 1.5. The proof also shows the convergence of all moments of order less than 2m.
Our proof can also be used to give an upper bound on the rate of convergence in (1.10).
This will of course depend on the initial profile v0.
Remark 1.6. In the case that Eξ2i (k) = ρ > 0 one has a factor of
√
ρ with the last term
in (1.5).
We next focus on the case that σ is uniformly bounded, that is supx |σ(x)| < ∞. In
this situation we can consider more general initial profiles, not necessarily those that are
uniformly bounded in L2m. We state a general result for the special case α = 2. Let
η(k), k ∈ Z be i.i.d. random variables such that
E η(k) = 0, E η2(k) = λ, E |η(k)|2+κ′ <∞ for some κ′ > 0, (1.11)
We further assume that the random variables η = {η(k), k ∈ Z} are independent of the
noise ξ. Let
u
(n),η
0 (l) =


0 if l = 0,
n−1/4
∑l
k=1 η(k) if l > 0,
n−1/4
∑0
k=l η(k) if l < 0.
We have the following
Theorem 1.2 (α = 2). Assume that supx |σ(x)| <∞, and the random variables η satisfy
(1.11) and are independent of ξ and W˙ . Let the conditions in Assumption 1.1 hold, and
fix m ∈ N such that 2m < 2 + min(κ, κ′). Let u(n) be the solution to (1.4) with initial
profile u
(n),η
0 . Then for each t > 0, x ∈ R we have u¯(n)t (x)⇒ vt(x), where v is the solution
to (1.5) with initial profile B, a two-sided Brownian motion with variance λ. Furthermore
we have
E
∣∣u¯(n)t (x)∣∣2m → E∣∣vt(x)∣∣2m as n→∞.
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Remark 1.7. The above theorem explains the height fluctuations of the harness process
obtained in [27]. This is the system hi+1(k) =
∑
l P(k, l) · hi(l) + ξi(k), i > 0, k ∈ Z. Let
us consider the simplest case where the initial height profile satisfies h0(0) = 0, and the
increments h0(k+1)−h0(k), k ∈ Z are i.i.d. random variables with finite 2+κ′ moments
and mean ρ0 (say). Then the transformation ui(k) = n
−1/4 · [hi(k)− ρ0µi− ρ0k] satisfies
(1.4) and the initial profile u0 is of the form above. We then have that n
−1/4 ·[h[nt]([x√n]−
[µnt])− ρ0[x
√
n]
]⇒ vt(x) where ∂tv = ν∂2xv+ W˙ , which implies that the harness process
is in the Edwards-Wilkinson class; see [9] for an explanation of this class and the related
KPZ class.
We next consider the scaled partition function of the directed random polymer in the
intermediate disorder regime:
M (ξ˜)n =
E0 exp(β
∑n
i=1 ξ˜i(Xi))
[Eeβξ˜]n+1
(1.12)
where ξ˜ is the scaled disorder
ξ˜i(k) =
ξi(k)
n(α−1)/2α
.
We shall also be interested in the scaled point to point partition function given by
M (ξ˜, x)n =
E0
[
1{Xn = x} · exp(β
∑n
i=1 ξ˜i(Xi))
]
[Eeβξ˜]n+1
(1.13)
Note that M
(ξ˜, x)
n /M
(ξ˜)
n = P
ξ˜,β
n (x) is the probability of the intermediate disorder polymer
to be at x at time n. We rederive the following theorem from [1] and [4]. An advantage of
our method is that we are able to show the convergence of all moments; see the first two
statements of the theorem.
Theorem 1.3. Assume that the environment variables ξi(k) are i.i.d. and have exponen-
tial moments: EeC|ξi(k)| <∞ for all small C > 0. Suppose that µ = 0. Then the following
statements hold.
1. M
(ξ˜)
n converges in distribution to v1(0), where ∂tv = −ν(−∆)α/2v+βvW˙ with initial
profile v0 ≡ 1. Furthermore the moments of M (ξ˜)n converge to those of v1(0).
2. n1/αM
(ξ˜, [xn1/α])
n converges in distribution to g
(x)
1 (0), where ∂tg
(x) = −ν(−∆)α/2g(x)+
βg(x)W˙ with initial profile g
(x)
0 = δx. Furthermore the moments of M
(ξ˜, [xn1/α])
n
converge to those of g
(x)
1 (0).
3. n1/αPξ˜,βn ([xn1/α]) converges in distribution to g
(x)
1 (0)/v1(0), where g
(x) and v are as
above and driven by the same white noise W˙ .
Remark 1.8. One can show that
∫
[g
(x)
1 (0)/v1(0)] dx = 1.
The first statement in the theorem implies that logZn has fluctuations of order 1 in
the intermediate disorder regime. The last statement says that the polymer paths have
fluctuations of order n1/α and satisfy a random local limit theorem. Recall that when
α = 2 and the disorder is not scaled one expects n1/3 fluctuations for logZn and n
2/3
fluctuations for the polymer paths.
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We end this section with a brief description of the notation and outline of the paper.
We will use indices i, j ∈ Z+ for discrete time, k, l ∈ Z for discrete space. The letters
q, r, s, t will usually be used for continuous time R+,while the variables x, y, z, w will
usually be used for continuous space R. The notation P,E is used to denote probability
and expectation for the random variables ξ, while P,E will be used for the probability and
expectation over paths of random walks with transition kernel P. As already indicated
P,E will be used when we integrate out all the random variables involved. We will denote
by ‖ · ‖m the norm in Lm(P), 1 6 m <∞. Constants C could vary from line to line. We
will use the notation c, c1, c2, · · · to represent constants which remain constant within a
proof but might change across different proofs.
In Section 2 we prove existence and uniqueness for solutions to (1.4), and obtain
moment bounds required in the proof of Theorem 1.1 Section 3 deals with the proof of
our main Theorem 1.1. Section 4 deals with the proof of Theorem 1.2. In Section 5
we provide conditions for tightness to hold in Theorems 1.1 and 1.2. The proof of the
first statement in Theorem 1.3 is in Section 6. Section 7 is devoted to several extensions
including addition of a drift in (1.4), Dirac initial condition in (1.4) and the proofs of the
last two statements in Theorem 1.3. The appendices contain a local limit theorem crucial
for our arguments, as well as bounds needed for the proof of Proposition 3.5.
2 Existence and Uniqueness
In this section we show the existence and uniqueness of solutions to (1.4). The ideas are
quite standard, see for example [15], but we present them here to show that we can obtain
moment bounds which are uniform in n. We shall need these in the proof of Theorem 1.1.
Recall that a solution to (1.4) satisfies
ui+1(k) =
∑
l
Pi+1(k, l)u0(l) +
i∑
j=0
∑
l
Pi−j(k, l) · σ
(
uj(l)
) · ξj(l)
n(α−1)/2α
. (2.1)
We call the second term the noise term because it depends on the noise ξ. We call the
first term the non-noise term although the initial profile u0 is allowed to be random.
Theorem 2.1. For initial profiles u0 = u
(n)
0 to (1.4) with supk,nE|u0(k)|2 < ∞, the
following statements hold.
1. There exists a unique solution to equation (1.4) such that for any T > 0
sup
i6[nT ], k∈Z
E|ui(k)|2 <∞. (2.2)
Furthermore the above bound holds uniformly in n > 1.
2. Letm ∈N and suppose further that ξ has 2m moments. Assume also that supk,nE
∣∣u0(k)∣∣2m <
∞. Then for any T > 0 the following holds uniformly in n > 1
sup
i6[nT ], k∈Z
E
∣∣ui(k)∣∣2m <∞. (2.3)
Proof. We use Picard’s iteration scheme to show the existence of a solution which satisfies
the required bound. Therefore let w
(0)
i (k) = u0(k) and let
w
(p+1)
i+1 (k) =
∑
l
Pi+1(k, l)u0(l) +
i∑
j=0
∑
l
Pi−j(k, l) · σ
(
w
(p)
j (l)
) · ξj(l)
n(α−1)/2α
(2.4)
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In the case Lipσ = 0 the convergence of the Picard iterates is immediate. So let us assume
that Lipσ > 0. From the above one has
E
∣∣∣w(p+1)i+1 (k)− w(p)i+1(k)∣∣∣2 6 Lip2σ
i∑
j=0
∑
l∈Z
P2i−j(l − k) ·
E
∣∣w(p)j (l)− w(p−1)j (l)∣∣2
n(α−1)/α
.
For a parameter δ > 0 define
W2(p) = sup
k∈Z, i6[nT ]
e−δi/n ·E
∣∣∣w(p)i (k)− w(p−1)i (k)∣∣∣2 . (2.5)
The above inequality gives
W2(p+ 1) 6 Lip2σ · W2(p)
[nT ]∑
j=0
e−δj/n · P (Xj = X˜j)
n(α−1)/α
, (2.6)
where X and X˜ are independent walks with the same transition probabilities P. We now
choose δ to be large enough
[nT ]∑
i=0
e−δi/n · P (Xi = X˜i)
n(α−1)/α
<
1
2Lip2σ
.
The reason we can choose such a δ is that
[nT ]∑
i=0
P
(
Xi = X˜i
)
n(α−1)/α
<∞ (2.7)
uniformly in n > 1 by Corollary A.2 (see Appendix A) applied to X − X˜ ; a similar
statement to Theorem A.1 holds for X − X˜ . From here it follows that for this choice of δ∑
p>1
W(p) <∞,
uniformly over n. This implies the convergence of w(p) to a random field u∗ uniformly in
the interval k ∈ Z, i 6 [nT ]. One can then argue that u∗ satisfies (1.4) in this region by
considering the limit of both sides of (2.4). To prove uniqueness assume that there are
two solutions u and u˜ to (1.4) satisfying (2.2). Then
E |ui+1(k)− u˜i+1(k)|2 6 Lip2σ
i∑
j=0
∑
l∈Z
P2i−j(l − k) ·
E
∣∣uj(l)− u˜j(l)∣∣2
n(α−1)/α
.
As before multiply both sides by e−δi/n, and take supremum over k ∈ Z and i 6 [nT ] to get
a relation similar to (6.2). If we choose δ to be large enough we get E|ui(k)− u˜i(k)|2 = 0
for k ∈ Z, i 6 [nT ], thus proving uniqueness.
Let us now prove the second part of the theorem. An application of Burkholder’s
inequality for discrete time martingales gives∥∥ui+1(k)∥∥22m
6 c1 + c2
∥∥∥∥
i∑
j=0
∑
l,l′∈Z
Pi−j(l − k)Pi−j(l′ − k) · σ
(
uj(l)
)
σ
(
uj(l
′)
) · ξj(l)ξj(l′)
n(α−1)/α
∥∥∥∥
m
6 c1 + c2
i∑
j=0
∥∥∥∥
[∑
l∈Z
Pi−j(l − k) · σ
(
uj(l)
) · ξj(l)
n(α−1)/2α
]2 ∥∥∥∥
m
,
(2.8)
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the last step follows from Minkowski’s inequality. Now
E
∣∣∣∣∣∣
[∑
l∈Z
Pi−j(l − k) · σ
(
uj(l)
) · ξj(l)
n(α−1)/2α
]2∣∣∣∣∣∣
m
= E
[ ∑
l1,l2,···l2m
2m∏
a=1
{
Pi−j(la − k) · σ
(
uj(la)
) · ξj(la)
n(α−1)/2α
}]
.
(2.9)
Clearly ξi(k) are independent of uj(l), l ∈ Z, j 6 i. Consider now the expectation of each
product term in the above expression. Our assumption that Eξj(l) = 0 implies that the
only product terms which have a nonzero contribution contain only powers of ξj(l) greater
than 1, for any l. Thus the above can be bound by a constant multiple of
(
1
n(α−1)/α
)m
·
m∑
b=1
∑
(β1,··· ,βb)∈Nb
each βq>2
β1+···βb=2m
∑
l1,l2,··· ,lb
b∏
a=1
{
Pβai−j(la − k)
}
·
{
E
[
b∏
a=1
∣∣∣σβa (uj(la))∣∣∣
]}
.
Note also by Holder’s inequality, for any l1, l2, · · · , lb ∈ Z
E
[
b∏
a=1
∣∣∣σβa (uj(la))∣∣∣
]
6
b∏
a=1
∥∥σ(uj(la))∥∥βa2m .
We also need the following
b∏
a=1

∑
la
Pβai−j(la − k)
∥∥σ(uj(la))∥∥βa2m

 6 b∏
a=1

∑
la
P2i−j(la − k)
∥∥σ(uj(la))∥∥22m


βa/2
,
which follows from the relation
∑
xri 6 (
∑
xi)
r valid for any r > 1 and nonnegative
sequences xi. These observations imply that (2.9) can be bound by a constant multiple of
(
1
n(α−1)/α
)m
·
(∑
l
P2i−j(l − k) ·
∥∥σ(uj(l))∥∥22m
)m
.
If we plug this in (2.8) one gets
∥∥ui+1(k)∥∥22m 6 c1 + c3
i∑
j=0
∑
l
P2i−j(l − k)
∥∥σ(uj(l))∥∥22m
n(α−1)/α
6 c1 + c4
i∑
j=0
∑
l
P2i−j(l − k) ·
1 + ‖uj(l)‖22m
n(α−1)/α
.
Now, for a fixed δ > 0 let
X (i) := e−δi/n sup
k∈Z
‖ui(k)‖22m.
Our calculations above give us
X (i+ 1) 6 c1 + c4 sup
q6i
[1 + X (q)] ·
[nT ]∑
j=0
e−δj/nP (Xj = X˜j)
n(α−1)/α
. (2.10)
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By choosing a δ large enough so that
c4
[nT ]∑
j=0
e−δj/nP (Xj = X˜j)
n(α−1)/α
<
1
2
,
one can obtain (2.3) by a recursive application of (2.10). This completes the proof of the
theorem.
3 Proof of Theorem 1.1
Fixm ∈ N so that 2m < 2+κ. For each n we shall construct a probability space containing
copies of the random variables ξ, the white noise W˙ , and the initial profile v0 independent
of ξ and W˙ so that
E
[∣∣u¯t(x)− vt(x)∣∣2m]→ 0 as n→∞. (3.1)
This would imply the weak convergence stated in the main theorem.
We first prove the result under the assumption that the initial profile v0 ≡ 0. This shall
be relaxed later. The proof will involve several steps which we divide into subsections. To
find an upper bound on the rate of convergence in (3.1) we shall need to optimize several
quantities over 0 < γ < θ < 1α such that
θ + γ <
min(a, α − 1)
α
and γ <
[
(α− 1) ∧ 1
α
]
θ. (3.2)
3.1 Adding ξ over blocks
In the first step we apply a coarse graining procedure and compare the solution to (1.4)
to a random field on a coarser lattice. Each site in the coarser lattice would correspond to
a block of size [nθ]× [nγ ] in the original lattice. More precisely site (j, l) (we shall use the
first coordinate for time and the second for space) in the coarser lattice will correspond to
Bj(l) :=
[
j[nθ], (j + 1)[nθ]
)× [ l[nγ ], (l + 1)[nγ ] ) (3.3)
in the original lattice. For i ∈ Z+, k ∈ Z define
Ui[nθ]
(
k[nγ ]
)
=
i−1∑
j=0
∑
l∈Z
P(i−1−j)[nθ]
(
(l − k)[nγ ]) · σ(uj[nθ](l[nγ ])) · ζj(l), (3.4)
where the random variables ζ are obtained by summing the contribution of the scaled ξ
variables in these blocks:
ζj(l) =
∑
(s,y)∈Bj(l)
ξs(y)
n(α−1)/2α
. (3.5)
Here again we are suppressing the dependence of U = U (n) on n in the notation.
The main result of this section is the following theorem where we show that u is close
to U . Choose r ∈ Z+ and z ∈ Z such that
r[nθ] 6 [nt] < (r + 1)[nθ],
z[nγ ] 6 [xn1/α]− [µnt] < (z + 1)[nγ ].
(3.6)
Recall the definition of u¯ in (1.8).
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Theorem 3.1. Fix T > 0. We have for [n
θ]
n 6 t 6 T, x ∈ R∥∥∥u¯t(x)− Ur[nθ](z[nγ ])∥∥∥2
2m
.
nγ
n(α−1)θ
+
nθ+γ+o(1)
n(α−1)/α
.
Proof. The proof is obtained by combining Propositions 3.4 and 3.5 below, and our re-
strictions on the parameters θ and γ in (3.2).
We first recall a few facts about general one-dimensional recurrent random walks which
we shall apply to Y = X − X˜ , where X and X˜ are independent random walks with
transition probabilities P(k, l). Note first that the random walk Y is symmetric. The
potential kernel of the random walk Y is the function a¯(x) := limn→∞ a¯n(x) where
a¯n(x) :=
n∑
j=0
P (Yj = 0)−
n∑
j=0
P (Yj = x).
One can show that the function a¯(x) exists (Propositions 28.5 and 28.8 in [28]) and further
that a¯n(x) is increasing in n for each x. We will need the following lemmas.
Lemma 3.2. The potential kernel a¯ of the Y walk satisfies
|a¯(x)| . |x|α−1.
Proof. The characteristic function of Y1 is |φ(z)|2. By Fourier inversion
a¯n(x) =
1
2π
∫ π
−π
1− e−ixz
1− |φ(z)|2 ·
[
1− |φ(z)|2(n+1)
]
dz
=
1
2π
∫ π
−π
1− cos(xz)
1− |φ(z)|2 ·
[
1− |φ(z)|2(n+1)
]
dz
By the assumptions on the characteristic function φ, we have the bound
c1|z|α 6 1− |φ(z)|2 6 c2|z|α
for |z| 6 π. Therefore uniformly in n
a¯n(x) .
∫ π
−π
|1− cos(xz)|
|z|α dz
which is of order |x|α−1.
Lemma 3.3. The following holds
E
[
|Xn − µn|α−1
]
. n(α−1)/α. (3.7)
The above also holds when X is replaced by Y and µ by 0.
Proof. Let us denote
Rn =
Xn − nµ
n1/α
.
One can check that for any δ > 0∫ ∞
0
1− cos(zr)
z1+δ
dz = c(δ)|r|δ , r ∈ R,
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for some constant c(δ). Thus
E
[|Rn|δ] = 1
c(δ)
∫ ∞
0
1− E cos(zRn)
z1+δ
dz
=
1
c(δ)
∫ ∞
0
1− Re E(eizRn)
z1+δ
=
1
c(δ)
∫ ∞
0
1− Re ([φ˜(z/n1/α)]n)
z1+δ
dz.
By our assumption (1.7) on the characteristic function one can argue that for 0 < δ < α
we have E[|Rn|δ] <∞ for all n and further
lim
n→∞E
[|Rn|δ] = 1
c(δ)
∫ ∞
0
1− e−ν|z|α
z1+δ
dz.
This of course implies supnE
[|Rn|δ] <∞. We can choose δ = α−1 to complete the proof
of (3.7). We have a similar bound for Y with µ replaced by 0 because the characteristic
function of Y1 satisfies (1.7) with ν replaced by 2ν.
The following should be thought of a Ho¨lder continuity estimate for u. It is the first
step in our proof of Theorem 3.1.
Proposition 3.4. We have the following bound valid for t > [n
θ]
n∥∥∥u¯t(x)− ur[nθ](z[nγ ])∥∥∥2
2m
.
1
n(
1
α
−θ)(α−1) .
Proof. We write
u¯t(x)− ur[nθ](z[nγ ]) =
[nt]−1∑
j=r[nθ]
∑
l∈Z
P[nt]−j−1
(
l + [µnt]− [xn1/α]) · σ(uj(l)) · ξj(l)
n(α−1)/2α
+
r[nθ]−1∑
j=0
∑
l∈Z
[
P[nt]−j−1
(
l + [µnt]− [xn1/α])− Pr[nθ]−j−1(l − z[nγ ])] · σ(uj(l)) · ξj(l)n(α−1)/2α .
An application of Burkholder’s inequality along with the bound in Theorem 2.1 then gives∥∥∥u¯t(x)− ur[nθ](z[nγ ])∥∥∥2
2m
.
[nt]−1∑
j=r[nθ]
∑
l∈Z
P2[nt]−j−1
(
l + [µnt]− [xn1/α])
n(α−1)/α
+
r[nθ]−1∑
j=0
∑
l∈Z
[
P[nt]−j−1
(
l + [µnt]− [xn1/α])− Pr[nθ]−j−1(l − z[nγ ])]2
n(α−1)/α
(3.8)
For fixed time j and spatial point k the sum
∑
l Pj(l)Pj(l + k) = P (Xj = X˜j + k) where
11
X and X˜ are independent random walks. Therefore the above is
.
1
n(α−1)/α
[nθ]∑
j=0
P
(
Xj = X˜j
)
+
1
n(α−1)/α
r[nθ]−1∑
j=0
P
(
X[nt]−j−1 = X˜[nt]−j−1
)
+
1
n(α−1)/α
r[nθ]−1∑
j=0
P
(
Xr[nθ]−j−1 = X˜r[nθ]−j−1
)
− 2
n(α−1)/α
r[nθ]−1∑
j=0
P
(
X[nt]−j−1 = X˜r[nθ]−j−1 + [xn
1/α]− [µnt]− z[nγ ]).
(3.9)
As already observed in (2.7) one can use Corollary A.2 with Y = X − X˜ to get
1
n(α−1)/α
[nθ]∑
j=0
P
(
Xj = X˜j
)
.
1
n(1−θ)(α−1)/α
. (3.10)
We now proceed with (3.9). An application of the Markov property gives
∥∥∥u¯t(x)− ur[nθ](z[nγ ])∥∥∥2
2m
.
1
n(1−θ)(α−1)/α
+
1
n(α−1)/α
r[nθ]−1∑
j=0
[
P
(
Yj = Z[nt]−r[nθ]
)
+ P (Yj = 0)
]
− 2
n(α−1)/α
r[nθ]−1∑
j=0
P
(
Yj =W[nt]−r[nθ] − [xn1/α] + [µnt] + z[nγ ]
)
,
where Z
d
= Y and W
d
= X, and both Z,W are independent of the walks X and X˜. Thus∥∥∥u¯t(x)− ur[nθ](z[nγ ])∥∥∥2
2m
.
1
n(1−θ)(α−1)/α
+
1
n(α−1)/α
[
E a¯
(
Z[nt]−r[nθ]
)
+ E a¯
(
W[nt]−r[nθ] − [xn1/α] + [µnt] + z[nγ ]
)]
.
1
n(1−θ)(α−1)/α
+
1
n(α−1)/α
[
nθ(α−1) + nγ(α−1)
]
.
1
n(
1
α
−θ)(α−1)
(3.11)
In the second last inequality we use Lemma 3.2 and Lemma 3.3. Note also that here we
have used that γ 6 θ < α−1 from (3.2). This completes the proof of the proposition.
To complete the proof of Theorem 3.1 we estimate the difference between ur[nθ](z[n
γ ])
and Ur[nθ](z[n
γ ]) in the following
Proposition 3.5. Fix T > 0. We have for 1 6 r 6 [Tn1−θ].
∥∥∥ur[nθ](z[nγ ])− Ur[nθ](z[nγ ])∥∥∥2
2m
.
nγ
n(α−1)θ
+
nθ+γ+o(1)
n(α−1)/α
.
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Proof. Recall the definition of the random field U in (3.4). By writing the ζ variables as
the sum of the ξ variables in the blocks we can write the above difference as
r−1∑
i=0
∑
k∈Z
(i+1)[nθ]−1∑
j=i[nθ]
(k+1)[nγ ]−1∑
l=k[nγ]
Pr[nθ]−j−1
(
l − z[nγ ]) · σ(uj(l)) · ξj(l)
n(α−1)/2α
−
r−1∑
i=0
∑
k∈Z
(i+1)[nθ]−1∑
j=i[nθ]
(k+1)[nγ ]−1∑
l=k[nγ]
P(r−1−i)[nθ]
(
(k − z)[nγ ]) · σ(ui[nθ](k[nγ ])) · ξj(l)n(α−1)/2α .
(3.12)
At this stage it is convenient to split σ (uj(l)) in the first term as
σ (uj(l)) =
[
σ (uj(l))− σ
(
ui[nθ](k[n
γ ])
)]
+ σ
(
ui[nθ](k[n
γ ])
)
.
An application of Burkholder’s inequality then gives∥∥∥ur[nθ](z[nγ ])− Ur[nθ](z[nγ ])∥∥∥2
2m
.
1
n(α−1)/α
∑
i,j
∑
k,l
P2r[nθ]−j−1
(
l − z[nγ ]) · ∥∥∥uj(l)− ui[nθ] (k[nγ ])∥∥∥2
2m
+
1
n(α−1)/α
∑
i,j
∑
k,l
[
Pr[nθ]−j−1
(
l − z[nγ ])− P(r−1−i)[nθ]((k − z)[nγ ])]2
.
1
n(
1
α
−θ)(α−1) +
1
n(α−1)/α
∑
i,j
∑
k,l
[
P2j(l) + P
2
i[nθ]
(
k[nγ ]
)− 2Pj(l)Pi[nθ](k[nγ ])],
(3.13)
where the limits of the sums are just as earlier; we did this to simplify notation. The first
term in the last line is a bound on the first term of the previous step, and this comes from
the Ho¨lder continuity estimate in Proposition 3.4 and (2.7). From this point on we focus
on the last term in (3.13) which can be written as
1
n
(α−1)
α
∑
i,j
∑
k,l
Pj(l) ·
[
Pj(l)− Pi[nθ]
(
k[nγ ]
)]
+
1
n
(α−1)
α
∑
i,j
∑
k,l
Pi[nθ]
(
k[nγ ]
) · [Pi[nθ](k[nγ ])− Pj(l)].
(3.14)
In order to keep the exposition simpler for the reader we bound the above two terms in
Lemmas B.4 and B.5 in Appendix B. The proof of this Proposition is complete once we
take into account our restrictions on γ and θ in (3.2).
3.2 Coupling with white noise
Here we approximate ζj(l) in the block Bj(l) by replacing it by white noise in the rescaled
box
B˜j(l) :=
[
j[nθ]
n
,
(j + 1)[nθ]
n
)
×
[
l[nγ ]
n1/α
,
(l + 1)[nγ ]
n1/α
)
, j ∈ Z+, l ∈ Z. (3.15)
It is this step which allows us to construct copies of u and v on the same space as in (3.1).
For this we shall need the following coupling theorem.
Theorem 3.6. We can construct random variables ξ′i(k), i ∈ Z+, k ∈ Z and ζ ′j(l), j ∈
Z+, l ∈ Z and a white noise W ′ on the same probability space such that the following hold
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1. ξ′ is distributed as ξ and ζ ′ is distributed as ζ.
2. For fixed j ∈ Z+, l ∈ Z, we have that
(
W ′j(l), ζ
′
j(l)
)
is independent of the collection
(W ′i (k), ζ
′
i(k)) , i 6= j, k 6= l where
W ′j(l) :=W
′
(
B˜j(l)
)
.
3. For any real number m such that 0 < 2m < 2 + κ and j ∈ Z+, l ∈ Z we have
E
[∣∣∣ζ ′j(l)− n1/αW ′j(l)∣∣∣2m
]
. n−m{α−1−α(θ+γ)}/αn−(θ+γ)·min(1, κ)/2. (3.16)
Proof. Parts 1 and 2 can be proved similar to Lemma 1 in [22]. Start with a white noise
Wˆ =
(
Wˆ (e1), Wˆ (e2), · · ·
)
on B˜0(0) constructed on some space (Ω, Q). Here e1, e2, · · ·
form a basis of L2
(
B˜0(0)
)
. Denote by F the distribution of ζj(l) and let Φ denote the
standard normal distribution. Define the inverse function of F by
F−1(x) = sup
F (u)6x
u.
For a standard normal random variable Z we have Φ(Z)
d
= U(0, 1) and therefore
ζˆ0(0) := F
−1

Φ


√
n1+
1
α
[nθ][nγ ]
Wˆ
(
B˜0(0)
)

 d= F.
This gives a way of coupling ζ0(0) and W0(0). We now construct the random variables
ξ in the box B0(0) as follows. Define probability measures R on R
[nθ]·[nγ] ×R and R¯ on
R×RN by
R(C ×D) = P
(
(ξi(k)){(i,k)∈B0(0)} ∈ C, ζ0(0) ∈ D
)
R¯(D × E) = P
(
ζˆ0(0) ∈ D, Wˆ ∈ E
)
Since R(C × ·) and R¯(· × E) are absolutely continuous with respect to the probability
measure S(·) = R(R[nθ]·[nγ ] × ·) = R¯(· ×RN) we have
R(C ×D) =
∫
D
pC(y)S(dy)
R¯(D × E) =
∫
D
qE(y)S(dy)
for measurable functions pC and qE. We now construct the probability measure Q¯ on
Ω¯ = R[n
θ]·[nγ] ×R×RN by
Q¯(C ×D × E) :=
∫
D
pC(y)qE(y)S(dy).
We have constructed random variables ξ′, ζ ′, W ′ corresponding to the box B0(0). To
construct for the whole space we consider Z+ × Z i.i.d copies of Ω¯× Q¯. For any (j, l) the
ζ’s, ξ’s constructed for the (j, l)’th copy would correspond to Bj(l). Similarly the white
noise for the (j, l)’th copy would correspond to B˜j(l). The white noise on R+ × R is
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created by “gluing” together the white noise in the different boxes. To be precise for any
f ∈ L2(R+ ×R) define
W ′(f) =
∑
(j,l)∈Z+×Z
W ′
(
f · 1Bj(l)
)
.
One can check that this is a white noise on R+ ×R.
Let us next prove part 3 of the theorem. Denote by F˜ the distribution function of the
random variable
Y :=
∑
(i,k)∈Bj(l)
ξ′i(k)√
[nθ][nγ ]
=
n(α−1)/2α√
[nθ][nγ ]
· ζ ′j(l).
Note that this random variable has mean 0 and variance 1 since we have normalized by
the square root of the size of the box Bj(l). We shall compare Y with
Z =
n(α+1)/2α√
[nθ][nγ ]
W ′j(l)
which has the standard normal distribution. A modified version of the Berry Essen theo-
rem (see [3], [26], [25]) gives∣∣∣F˜ (x)− Φ(x)∣∣∣ . 1
[1 + |x|2+κ] · n(θ+γ)·min(1, κ)/2 , x ∈ R.
As observed in [12] for 2m < 2 + κ
E|Y − Z|2m .
∫
R
|x|2m−1
∣∣∣F˜ (x)− Φ(x)∣∣∣ dx . 1
n(θ+γ)min(1, κ)/2
.
The inequality (3.16) follows easily from this.
Remark 3.1. From this point on in the proof of Theorem 1.1 we shall assume that we are
working on the probability space constructed above. We shall also ignore the superscript
in the random fields ξ′, ζ ′ and W ′.
In the next approximating process we replace ζ by the coupled white noise. Again the
approximating process will be defined on the coarser lattice. Let
Vi[nθ] (k[n
γ ]) =
i−1∑
j=0
∑
l∈Z
P(i−1−j)[nθ]
(
(l − k)[nγ ]) · σ(uj[nθ] (l[nγ ]) ) · n1/αWj(l) (3.17)
We show now that V is close to U .
Proposition 3.7. Fix any T > 0. We have uniformly for 1 6 r 6 [Tn1−θ], k ∈ Z∥∥∥Vr[nθ] (k[nγ ])− Ur[nθ] (k[nγ ])∥∥∥2
2m
.
1
n(θ+γ)·min(1, κ)/(2m)
Proof. By our assumption (3.2) on θ and γ we have θ + γ < (α − 1)/α. Therefore by
Burkholder’s inequality and (3.16)
∥∥∥Vr[nθ] (k[nγ ])− Ur[nθ] (k[nγ ])∥∥∥2
2m
.
r−1∑
j=0
∑
l∈Z
P2(r−1−j)[nθ]
(
(l − k)[nγ ]) · nθ+γ
n(α−1)/αn(θ+γ)·min(1, κ)/2m
.
1
n(θ+γ)·min(1, κ)/2m
,
the last line follows because of (2.7) and the fact that second term on the second line of
(3.13) goes to 0.
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3.3 Replacing transition probabilities by the Stable(α) density
Next we replace the random walk kernel P by the transition density p for the Stable(α)
process. We can choose integers aj such that
aj [n
γ ] 6 µj[nθ] < (aj + 1)[n
γ ],
and on the coarser lattice for i > 2, k ∈ Z let
V¯i[nθ] (k[n
γ ]) =
i−2∑
j=0
∑
l∈Z
p (i−1−j)[nθ ]
n
(
l[nγ ]− (k + ai−1 − aj)[nγ ]
n1/α
)
· σ(uj[nθ] (l[nγ ]) ) ·Wj(l)
=
i−2∑
j=0
∑
l∈Z
p (i−1−j)[nθ ]
n
(
l[nγ ]− (k + ai−1)[nγ ]
n1/α
)
· σ(uj[nθ] ((l − aj)[nγ ]) ) ·Wj(l − aj),
(3.18)
the second line following from the first by a simple translation. Note that the sum over j
runs from 0 to i− 2 ; this avoids the singularity of p at t = 0, x = 0.
Proposition 3.8. Fix T > 0. We have uniformly for 2 6 r 6 [Tn1−θ]
∥∥Vr[nθ] (z[nγ ])− V¯r[nθ] (z[nγ ]) ∥∥22m . nθ+γ+o(1)nmin(α−1, a)/α .
Proof. Indeed using the first expression in (3.18)
∥∥∥Vr[nθ] (z[nγ ])− V¯r[nθ] (z[nγ ])∥∥∥2
2m
.
nθ+γ
n1−
1
α
+
nθ+γ
n1+
1
α
r−1∑
j=1
∑
l∈Z
{
n
1
αPj[nθ] (l[n
γ ])− p j[nθ ]
n
(
(l − ar−1 + ar−1−j)[nγ ]
n1/α
)}2
Let us focus on the second term. This is equal to
nθ+γ
n1+
1
α
r−1∑
j=1
∑
l∈Z
[
n
2
αP2j[nθ] (l[n
γ ]) + p2
j[nθ ]
n
(
(l − ar−1 + ar−1−j)[nγ ]
n1/α
)
− 2n 1αPj[nθ] (l[nγ ]) p j[nθ ]
n
(
(l − ar−1 + ar−1−j)[nγ ]
n1/α
)]
.
Firstly taking (1− b)/α = γ in Theorem A.1 (see Appendix A)
nθ+γ
n1+
1
α
r−1∑
j=1
∑
l∈Z
n
1
αPj[nθ] (l[n
γ ]) ·
∣∣∣∣n 1αPj[nθ] (l[nγ ])− p j[nθ ]
n
(
(l − ar−1 + ar−1−j)[nγ ]
n1/α
)∣∣∣∣
.
nθ+γ
n(α−1)/α
r−1∑
j=1
[
1
(jnθ)(1+a)/α
+
nγ
(jnθ)2/α
]
.
nγ+o(1)
nmin(α−1, a)/α
+
n2γ+o(1)
n(α−1)/α
.
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Also we control
nθ+γ
n1+
1
α
r−1∑
j=1
∑
l∈Z
p j[nθ ]
n
(
(l − ar−1 + aj)[nγ ]
n1/α
)
·
∣∣∣∣n 1αPj[nθ] (l[nγ ])− p j[nθ ]
n
(
(l − ar−1 + aj)[nγ ]
n1/α
)∣∣∣∣
.
nθ
n(α−1)/α
r−1∑
j=1
[
1
(jnθ)(1+a)/α
+
nγ
(jnθ)2/α
]∑
l∈Z
nγ
n1/α
p j[nθ ]
n
(
l[nγ ]n−1/α
)
.
nθ
n(α−1)/α
r−1∑
j=1
[
1
(jnθ)(1+a)/α
+
nγ
(jnθ)2/α
]
.
no(1)
nmin(α−1, a)/α
+
nγ+o(1)
n(α−1)/α
.
For the Riemann sum approximation of the density p we need γ 6 θ/α which we have
assumed in (3.2).
3.4 Comparison with the stochastic heat equation
In this last step we compare our approximation V¯ with the stochastic heat equation (1.5)
with initial profile 0, with respect to a white noise W constructed as
Wj(l) =Wj(l − aj).
Thus W is constructed from W by spatially shifting the noise W in the time region[
j[nθ]/n, (j + 1)[nθ]/n
)
by aj [n
γ ]. One can check that W is a white noise as follows. For
f ∈ L2(R+ ×R) write
W(f) =
∞∑
j=0
∫ (j+1)[nθ ]
n
j[nθ ]
n
∫
R
f(t, x)W(dx, ds)
=
∞∑
j=0
∫ (j+1)[nθ ]
n
j[nθ ]
n
∫
R
f(t, x+ aj)W (dx, ds)
It now follows that W(f) is Gaussian with mean 0 and E[W(f) · W(g)] = (f, g) for
f, g ∈ L2(R+×R). The unique solution to (1.5) with this white noise W when the initial
profile is 0 is
vt(x) =
∫ t
0
∫
R
pt−s(y − x)σ
(
vs(y)
)W(ds dy). (3.19)
The following Ho¨lder continuity estimate will be very useful for us.
Lemma 3.9 ([14]). For any p > 2
‖vt(x)− vs(y)‖2p . |x− y|α−1 + |s− t|
α−1
α .
Remark 3.2. For general initial profile v0, the solution vt(x) is obtained by adding (pt ∗
v0)(x) to the right hand side of (3.19). Then the conclusion of Lemma 3.9 is valid only
for the noise term (3.19).
We shall first consider a spatial discretisation of v as in [13] and [21], and divide space
into intervals of length [nγ ]/n1/α. Let
v˜t
(
k[nγ ]
n1/α
)
=
∫ t− [nθ ]
n
0
∑
l∈Z
pt−s
(
(l − k)[nγ ]
n1/α
)
σ
(
vs
(
l[nγ ]
n1/α
))
dB(n)s (l) (3.20)
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where
B(n)s (l) =W
(
[0, s]×
[
l[nγ ]
n1/α
,
(l + 1)[nγ ]
n1/α
))
.
One has the following
Lemma 3.10. We have∥∥∥∥∥vt(x)− v˜t
(
[nγ ]
n1/α
[
xn1/α
[nγ ]
])∥∥∥∥∥
2
2m
.
nθ(α−1)/α
n(α−1)/α
. (3.21)
Proof. In [13] and [21] we consider the integral in (3.20) from 0 to t − nαγn . Here we are
looking at a smaller interval since γα 6 θ. If one looks at the arguments in those papers
we see we have to control
∫ nθ/n
0 s
−1/α ds which gives the bound in (3.21).
Next we discretise v˜ in time. Let
v¯ i[nθ ]
n
(
k[nγ ]
n1/α
)
=
i−2∑
j=0
∑
l∈Z
p (i−1−j)[nθ ]
n
(
(l − k)[nγ ]
n1/α
)
· σ
(
v j[nθ ]
n
(
l[nγ ]
n1/α
))
· Wj(l) (3.22)
for i > 2 and 0 otherwise, where
Wj(l) =W
([
j[nθ]
n
,
(j + 1)[nθ]
n
)
×
[
l[nγ ]
n1/α
,
(l + 1)[nγ ]
n1/α
))
.
We will need the following lemma
Lemma 3.11 ([23]). We have ∣∣∣∣ ∂∂tpt(x)
∣∣∣∣ . pt(x/2)t .
Proof. For α < 2 one just has to look at estimate (3.7) in [23]. In this case the inequality is
true even without the factor of 1/2 in the right. For α = 2 this is just a simple computation
involving the Gaussian density.
The following gives an error bound on the temporal discretisation of v˜.
Lemma 3.12. We have for any k ∈ Z and r ∈ Z+ satisfying (3.6)∥∥∥∥v˜t
(
k[nγ ]
n1/α
)
− v¯ r[nθ]
n
(
k[nγ ]
n1/α
)∥∥∥∥
2
2m
.
nθ(α−1)/α
n(α−1)/α
.
Proof. Using the temporal Ho¨lder continuity supplied in Lemma 3.9∥∥∥∥v˜t
(
k[nγ ]
n1/α
)
− v¯ r[nθ ]
n
(
k[nγ ]
n1/α
)∥∥∥∥
2
2m
.
(
nθ
n
)α−1
α
∫ t− [nθ ]
n
0
ds
∑
l∈Z
[nγ ]
n1/α
· p2t−s
(
l[nγ ]
n1/α
)
+
r∑
i=1
∫ (i+1)[nθ ]
n
i[nθ ]
n
ds
∑
l∈Z
[nγ ]
n1/α
[
ps
(
l[nγ ]
n1/α
)
− p i[nθ ]
n
(
l[nγ ]
n1/α
)]2
(3.23)
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The first term in (3.23) can be bound by
.
(
nθ
n
)α−1
α
∫ t
[nθ ]
n
ds
∫
R
dx p2s(x)
.
(
nθ
n
)α−1
α
∫ t
[nθ ]
n
ds
s1/α
.
nθ(α−1)/α
n(α−1)/α
.
Using Lemma 3.11 we can bound the second term in (3.23) by
.
r∑
i=1
∫ (i+1)[nθ ]
n
i[nθ ]
n
ds
∑
l∈Z
[nγ ]
n1/α
[∫ s
i[nθ ]
n
dq
q
pq
(
l[nγ ]
2n1/α
)]2
.
nθ
n
r∑
i=1
∫ (i+1)[nθ ]
n
i[nθ ]
n
ds
∑
l∈Z
[nγ ]
n1/α
∫ s
i[nθ ]
n
dq
q2
p2q
(
l[nγ ]
2n1/α
)
.
(
nθ
n
)2 r∑
i=1
∫ (i+1)[nθ ]
n
i[nθ ]
n
dq
q2
∑
l∈Z
[nγ ]
n1/α
p2q
(
l[nγ ]
2n1/α
)
.
(
nθ
n
)2 ∫ t
[nθ ]
n
dq
q2+
1
α
.
nθ(α−1)/α
n(α−1)/α
.
We have again used γ 6 θ/α for the Riemann sum approximation in removing the sum in
the third last line. This completes the proof of the lemma.
We now collect all our estimates in this section to give a bound on the difference
between u¯
(n)
t (x) and vt(x).
Theorem 3.13. Suppose that v0 ≡ 0, and fix T > 0. We then have the following uniform
bound valid for 2 [n
θ]
n 6 t 6 T∥∥∥u¯(n)t (x)− vt(x)∥∥∥2
2m
.
nγ
n(α−1)θ
+
nθ+γ+o(1)
nmin(a,α−1)/α
+
1
n(θ+γ)·min(1, κ)/(2m)
. (3.24)
Proof. Recall r, z from (3.6). Firstly we apply Minkowski’s inequality∥∥∥∥ur[nθ] (z[nγ ])− v r[nθ ]
n
(
(z + ar)[n
γ ]
n1/α
)∥∥∥∥
2
2m
.
∥∥∥ur[nθ] (z[nγ ])− V¯r[nθ](z[nγ ])∥∥∥2
2m
+
∥∥∥∥v r[nθ]
n
(
(z + ar−1)[nγ ]
n1/α
)
− v r[nθ]
n
(
(z + ar)[n
γ ]
n1/α
)∥∥∥∥
2
2m
+
∥∥∥∥v r[nθ]
n
(
(z + ar−1)[nγ ]
n1/α
)
− v¯ r[nθ]
n
(
(z + ar−1)[nγ ]
n1/α
)∥∥∥∥
2
2m
+
∥∥∥∥V¯r[nθ](z[nγ ])− v¯ r[nθ]
n
(
(z + ar−1)[nγ ]
n1/α
)∥∥∥∥
2
2m
(3.25)
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By Lemmas 3.10 and 3.12 of this subsection as well as Propositions 3.5, 3.7, 3.8 we can
bound the above by
.
nγ
n(α−1)θ
+
nθ+γ+o(1)
nmin(a,α−1)/α
+
1
n(θ+γ)·min(1, κ)/(2m)
+
nγ+θ
n1+
1
α
r−2∑
j=0
∑
l∈Z
p2
(r−1−j)[nθ ]
n
(
(l − k)[nγ ]
n1/α
)
·
∥∥∥∥v j[nθ ]
n
(
l[nγ ]
n1/α
)
− uj[nθ] ((l − aj)[nγ ])
∥∥∥∥
2
2m
.
(3.26)
An application of Gronwall’s inequality then gives∥∥∥∥ur[nθ] (z[nγ ])− v r[nθ ]
n
(
(z + ar)[n
γ ]
n1/α
)∥∥∥∥
2
2m
.
nγ
n(α−1)θ
+
nθ+γ+o(1)
nmin(a,α−1)/α
+
1
n(θ+γ)·min(1, κ)/(2m)
.
We can now use the Ho¨lder continuity esitmates in Lemma 3.9 and Proposition 3.4 to
conclude the proof.
We now complete the proof of Theorem 1.1.
Proof of Theorem 1.1. The case of v0 ≡ 0 has already been covered. For general v0, the
solution to (1.5) with white noise W is
vt(x) = (pt ∗ v0)(x) +
∫ t
0
∫
R
pt−s(y − x)σ
(
vs(y)
)W(ds dy).
We have already shown in (3.24) that the difference of the noise terms above and in (2.1)
goes to 0 in ‖ · ‖2m norm. It is thus enough to show that the difference of the ‖ · ‖2m of
the non-noise terms goes to 0, or∥∥∥∥Ez[nγ ] v0
(
Xr[nθ]
n1/α
)
−
(
p r[nθ]
n
∗ v0
)((z + ar)[nγ ]
n1/α
)∥∥∥∥
2
2m
→ 0.
To see this first note that the expression inside ‖ · ‖2m goes to 0 almost surely by the weak
convergence of the centered Xn to a Stable(α) random variable, and by the smoothing
properties of the Stable(α) density. The dominated convergence theorem can then be
applied to show the above. This then implies∥∥∥∥ur[nθ] (z[nγ ])− v r[nθ ]
n
(
(z + ar)[n
γ ]
n1/α
)∥∥∥∥
2
2m
→ 0
and the conclusion of the theorem follows from Lemma 3.9 and Proposition 3.4.
4 Proof of Theorem 1.2
In order to couple the initial profile η with a Brownian motion we need the following
proposition whose proof is similar to that of Theorem 3.6. For 0 < θ′ < 1/2 let
tl =
l[nθ
′
]
n
, ζ¯l =
l[nθ
′
]−1∑
k=(l−1)[nθ′ ]
η(k)√
n
.
We have
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Proposition 4.1 ([22]). For each n ∈ N, one can construct a copy of η and a two
sided Brownian motion B with variance λ on a probability space, so that for m ∈ N with
2m < 2 + κ′
E
[∣∣ζ¯l − (Btl −Btl−1)∣∣2m] . n−m(1−θ′)n−θ′·min(1,κ′)2 . (4.1)
We can now provide the
Proof of Theorem 1.2. A look at the proof of Theorem 2.1 tells us that existence and
uniqueness of u = u(n) holds. However the bounds in (2.2) and (2.3) do not hold uniformly
in i 6 [nT ], k ∈ Z, although it is easily checked that it continues to hold for the noise
term. Let us show instead that the ‖ · ‖2m norm of the non-noise term is finite. We split∑
l
Pi+1(k, l) · u0(l) =
∑
l
Pi+1(k, l) ·
[
u0(l)− u0(k + [iµ]) + u0(k + [iµ])
]
.
Therefore∥∥∑
l
Pi+1(k, l) · u0(l)
∥∥2
2m
.
∥∥u0(k + [iµ])∥∥22m +∑
l
Pi+1(k, l) · |l − k − [iµ]|√
n
,
which is finite thanks to our assumptions (1.11) and Lemma 3.3.
A careful reader of the proof of Theorem 1.1 would have observed that our assumption
of bounded initial profile was only needed so that we had
sup
j6[nT ], l∈Z
∥∥σ(uj(l))∥∥2m <∞.
While this does not hold for general Lipschitz σ if u0 is unbounded in L
2m, it clearly holds
in the case σ(x) is bounded uniformly in x. Therefore to complete the proof of Theorem
1.2 we just need to approximate the non-noise term. As before we divide the proof into
several steps.
Step 1: First we collect the initial random variables n−1/4η into groups of size [nθ
′
]. Thus
∑
l
P[nt]
(
[x
√
n]− [µnt], l) · {n−1/4 l∑
i=1
η(i)
}
=
∑
k
(k+1)[nθ
′
]−1∑
l=k[nθ′ ]
P[nt]
(
[x
√
n]− [µnt], l) · {n−1/4 k[n
θ′ ]∑
i=1
η(i)
}
+
∑
k
[ (k+1)[nθ′ ]−1∑
l=k[nθ′ ]
P[nt]
(
[x
√
n]− [µnt], l) ·{n−1/4 l∑
i=k[nθ′ ]+1
η(i)
}]
.
Consider the second term in the right hand side. The expression in square brackets is
independent of k. Thus using Burkholder’s inequality one gets the following bound for
‖ · ‖22m of the second term
.
1√
n
∑
k
(k+1)[nθ
′
]−1∑
l,l′=k[nθ′ ]
P[nt]
(
[x
√
n]− [µnt], l) · P[nt] ([x√n]− [µnt], l′)
×
∥∥∥∥
l∑
i=k[nθ′ ]+1
η(i) ·
l′∑
j=k[nθ]+1
η(j)
∥∥∥∥
m
.
nθ
′
√
n
P
(∣∣∣X[nt] − X˜[nt]∣∣∣ 6 nθ′) ,
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where one uses the Cauchy-Schwarz inequality to obtain the last step. This goes to 0 as
n→∞ since θ′ < 1/2.
Step 2: Next we replace the sum over η in blocks by the Brownian motion constructed
in Proposition 4.1.
∑
k
(k+1)[nθ
′
]−1∑
l=k[nθ]
P[nt]
(
[x
√
n]− [µnt], l) ·{n−1/4 k[n
θ′ ]∑
i=1
η(i)
}
=
∑
k,l
n1/4P[nt]
(
[x
√
n]− [µnt], l) · B
k[nθ
′
]
n
+
∑
k,l
n1/4P[nt]
(
[x
√
n]− [µnt], l) [ k∑
i=1
ζ¯i −B k[nθ′ ]
n
]
where the limits of the sum are as in the first line. Using the Cauchy-Schwarz inequality
we bound ‖ · ‖22m of the second term as follows
.
√
n
{∑
k,l
P[nt]
(
[x
√
n]− [µnt], l) · ∥∥∥∥
k∑
i=1
ζ¯i −B k[nθ′ ]
n
∥∥∥∥
2m
}2
.
√
n
∑
k,l
P[nt]
(
[x
√
n]− [µnt], l) · ∥∥∥∥
k∑
i=1
ζ¯i −B k[nθ′ ]
n
∥∥∥∥
2
2m
.
We now use (4.1) to bound this
.
√
n
∑
k,l
P[nt]
(
[x
√
n]− [µnt], l) · |k| · nθ′(1−min(1,κ
′)
2m
)
n
.
1
n
θ′min(1,κ′)
2m
· E[x√n]
(∣∣X[nt] − [µnt]∣∣√
n
)
.
1
n
θ′min(1,κ′)
2m
,
where we used Lemma 3.3 in the last line. The above also goes to 0 with n.
Step 3: As in the proof of Theorem 1.1 we now substitute the transition probability of
the random walk by the heat kernel.
∑
k
(k+1)[nθ
′
]−1∑
l=k[nθ′ ]
n1/4 P[nt]
(
[x
√
n]− [µnt], l) ·B
k[nθ
′
]
n
= [nθ
′
]
∑
k
pt
(
k[nθ
′
]− [x√n]√
n
)
· n−1/4B
k[nθ
′
]
n
+
∑
k
(k+1)[nθ
′
]−1∑
l=k[nθ′ ]
[
√
nP[nt]
(
[x
√
n]− [µnt], l)− pt
(
k[nθ
′
]− [x√n]√
n
)]
· n−1/4B
k[nθ
′
]
n
.
We now bound ‖ · ‖22m of the second term on the right hand side. This gives an upper
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bound of
1√
n
{∑
k,l
∣∣∣∣√nP[nt] ([x√n]− [µnt], l)− pt
(
k[nθ
′
]− [x√n]√
n
)∣∣∣∣ ·
∥∥∥∥B k[nθ′ ]
n
∥∥∥∥
2m
}2
.
∑
k,l
∣∣∣∣√nP[nt] ([x√n]− [µnt], l)− pt
(
k[nθ
′
]− [x√n]√
n
)∣∣∣∣ · |k|nθ
′
n
(4.2)
where we used the Cauchy-Schwarz inequality along with the bound
∥∥B
k[nθ
′
]
n
∥∥2
2m
. kn
θ′
n .
Fix ǫ > 0 such that 2ǫ < min(a/2, (1 − 2θ′)/2). Continuing with our bound (4.2) we use
Theorem A.1 to get
.
∑
k
∑
|l−[x√n]|6n 12+ǫ
|k|nθ′
n
·
[
1
na/2
+
1
n(1−2θ′)/2
]
+
∑
k
∑
|l−[x√n]|>n 12+ǫ
|k|nθ′
n
·
[
√
nP[nt]
(
[x
√
n]− [µnt], l)+ pt
(
k[nθ
′
]− [x√n]√
n
)]
.
n1+2ǫ
n
·
[
1
na/2
+
1
n(1−2θ′)/2
]
+
∑
k: |knθ′−x√n|>n 12+ǫ
nθ
′
√
n
· |k|n
θ′
√
n
· pt
(
k[nθ
′
]− [x√n]√
n
)
+
1√
n
E
[(∣∣X[nt] − µ[nt]∣∣+ nθ′) · 1{|X[nt] − µ[nt]| > n 12+ǫ}]
A bound for the third term comes from applying Ho¨lder’s inequality along with Cheby-
shev’s inequality:
1√
n
E
[
|X[nt] − µnt
∣∣ · 1{|X[nt] − µnt| > n 12+ǫ}]
6
1√
n
E
[
|X[nt] − µnt
∣∣2]1/2 · P [|X[nt] − µnt| > n 12+ǫ]1/2
. n−ǫ,
while the second term decays much more quickly because of the exponential decay of the
heat kernel.
Step 4: To complete the proof of the theorem it is enough for us to show
[nθ
′
]
∑
k
pt
(
k[nθ
′
]− [x√n]√
n
)
·
B
k[nθ
′
]
n
n1/4
≈
∫
R
pt(x− y)B˜(y) dy
where
B˜(y) = n
1
4B y√
n
is another Brownian motion. As the reader might have guessed this is just a Riemann
sum argument. We just need to bound
∥∥∥∥∑
k
∫ (k+1)[nθ′ ]√
n
k[nθ
′
]√
n
pt(y − x) ·
{
B˜(y)− B˜
(
k[nθ
′
]√
n
)}
dy
∥∥∥∥
2
2m
+
∥∥∥∥∑
k
∫ (k+1)[nθ′ ]√
n
k[nθ
′
]√
n
{
pt(y − x)− pt
(
k[nθ
′
]− [x√n]√
n
)}
· B˜
(
k[nθ
′
]√
n
)
dy
∥∥∥∥
2
2m
.
(4.3)
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For the first term we use the independence of Brownian increments as well as Burkholder’s
inequality to get a bound of
∥∥∥∥∑
k
[ ∫ (k+1)[nθ′ ]√
n
k[nθ
′
]√
n
pt(y − x)
{
B˜(y)− B˜
(
k[nθ
′
]√
n
)}
dy
]2∥∥∥∥
m
.
nθ
′
√
n
∑
k
∫ (k+1)[nθ′ ]√
n
k[nθ
′
]√
n
pt(y − x)
∥∥∥∥B˜(y)− B˜
(
k[nθ
′
]√
n
)∥∥∥∥
2
2m
dy
.
n2θ
′
n
.
Next we have the following bound on ‖ · ‖22m for the second term in (4.3)
.
[∑
k
∫ (k+1)[nθ′ ]√
n
k[nθ
′
]√
n
∣∣∣∣pt(y − x)− pt
(
k[nθ
′
]− [x√n]√
n
)∣∣∣∣ ·
∥∥∥∥B˜
(
k[nθ
′
]√
n
)∥∥∥∥
2m
dy
]2
.
[∑
k
∫ (k+1)[nθ′ ]√
n
k[nθ
′
]√
n
∣∣∣∣pt(y − x)− pt
(
k[nθ
′
]− [x√n]√
n
)∣∣∣∣ · nθ
′/2
√
|k|
n1/4
dy
]2
.
1
t
· n
2θ′
n
[∫
pt
(
(y − x)/2)√y dy]2
.
n2θ
′
n
.
We have shown that (4.3) goes to 0 with n and this completes the proof of Theorem
1.2.
5 Tightness
In this section we discuss the issue of tightness in Theorem 1.1.
Theorem 5.1. Suppose the initial profile v0 satisfies
‖v0(x)− v0(y)‖2m . |x− y|ζ
for some 0 < ζ < α/2, all x, y ∈ R and some
m >
max(2α,α + 1)
min(2ζ, α− 1) . (5.1)
Then the process u¯t(x), t ∈ R+, x ∈ R is tight in every compact subset of R+ ×R.
Remark 5.1. One can check that the following tightness arguments will hold for Theorem
1.2 with ζ = 1/2.
We show tightness for the process u¯t(x) = u¯
(n)
t (x) in the time-space box [0, 1] × [0, 1],
although the argument is valid for any compact subset of R+×R. Define the modulus of
continuity
wδ(u¯) = sup
(t,x), (s,y)∈[0,1]2,
|(t,x)−(s,y)|<δ
|u¯t(x)− u¯s(y)| .
Tightness of the process u¯ will follow from the following
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Lemma 5.2 ([24]). Suppose there is a sequence δn ↓ 0 such that the following hold.
1. There is ψ > 0, λ > 2 and a constant c1 such that for all large enough n
E
(
|u¯t(x)− u¯s(y)|ψ
)
6 c1 |(t, x)− (s, y)|λ ,
for all (t, x), (s, y) ∈ [0, 1]2 and |(t, x)− (s, y)| > δn.
2. For all ǫ, ρ > 0,
P [wδn(u¯) > ǫ] < ρ
for all large n.
Then for all ǫ, ρ > 0 there is a 0 < δ < 1 such that
P [wδ(u¯) > ǫ] < ρ
for all large n.
Proof of Theorem 5.1. Let us check the first condition in Lemma 5.2. We use the triangle
inequality ∥∥u¯t(x)− u¯s(y)∥∥22m 6 2∥∥u¯t(x)− u¯t(y)∥∥22m + 2∥∥u¯t(y)− u¯s(y)∥∥22m (5.2)
and bound each of the two terms on the right, starting with the first. Recall from (2.1)
that the solution u is the sum of two terms, and it is enough to look at each of them
separately. The contribution of the noise term, the one involving ξ, gives a bound
.
1
n(α−1)/α
[nt]−1∑
j=0
∑
k
[
Pj(k − [xn1/α])− Pj(k − [yn1/α])
]2
.
1
n(α−1)/α
a¯
(
[xn1/α]− [yn1/α])
)
. |x− y|α−1 + 1
n(α−1)/α
.
The contribution of the non-noise term in (2.1) corresponding to the initial profile is
.
∥∥∥∥∥
∑
l
P[nt](l + [µnt]) ·
[
u0
(
l + [xn1/α]
)− u0(l + [yn1/α])]
∥∥∥∥∥
2
2m
. |x− y|2ζ + 1
n2ζ/α
.
We have obtained∥∥u¯t(x)− u¯t(y)∥∥22m . |x− y|α−1 + 1n(α−1)/α + |x− y|2ζ + 1n2ζ/α . (5.3)
Let us next consider the second term in (5.2). By arguments similar to those in Proposition
3.4 one can see that the contribution from the noise term
.
1
n(α−1)/α
[nt]−1∑
j=[ns]
P (Yj = 0)
+
1
n(α−1)/α
[ns]−1∑
j=0
∑
k
[
P[nt]−j−1(l + [µnt])− P[ns]−j−1(l + [µns])
]2
.
(
[nt]− [ns]
n
)(α−1)/α
+
1
n(α−1)/α
[
E a¯
(
W[nt]−[ns] + [µnt]− [µns]
)
+ E a¯
(
Z[nt]−[ns]
) ]
. |t− s|(α−1)/α + 1
n(α−1)/α
.
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The contribution of the non-noise term
.
[∑
l
P[nt]−[ns]
(
[yn1/α]− [µnt], l) · ∥∥u[ns](l)− u[ns]([yn1/α]− [µns])∥∥2m
]2
.
∑
l
P[nt]−[ns]
(
[yn1/α]− [µnt], l) · ∥∥u[ns](l)− u[ns]([yn1/α]− [µns])∥∥22m
.
1
n(α−1)/α
+
1
n2ζ/α
+ E
∣∣∣X[nt]−[ns] − [µnt] + [µns]∣∣∣α−1 + E∣∣∣X[nt]−[ns] − [µnt] + [µns]∣∣∣2ζ
. |t− s|(α−1)/α + 1
n(α−1)/α
+ |t− s|2ζ/α + 1
n2ζ/α
.
The last line is because (3.7) also holds with α− 1 replaced by 2ζ; this can be seen from
following the proof of Lemma 3.3. We have obtained
∥∥u¯t(y)− u¯s(y)∥∥22m . |t− s|(α−1)/α + 1n(α−1)/α + |t− s|2ζ/α + 1n2ζ/α . (5.4)
Combining (5.3) and (5.4) we obtain
E
[∣∣u¯t(x)− u¯s(y)∣∣2m] 6 ∣∣(t, x)− (s, y)∣∣m·min[2ζ, α−1]/α
when |(t, x) − (s, y)| > δn = n−1. Because of our condition on m the exponent is greater
than 2 and this verifies condition 1 in Lemma 5.2.
We next check the second condition in Lemma 5.2. Since we have chosen δn = n
−1 we
just need to consider the maximum over ui(k)− uj(l) where |i− j| 6 1, |k− l| 6 1. There
are of the order n× n1/α such points. Thus
P [wn−1(u¯) > ǫ] . n
1+ 1
α sup
|i−j|61, |k−l|61
P [|ui(k) − uj(l)| > ǫ]
. n1+
1
α sup
|i−j|61, |k−l|61
E
[
|ui(k) − uj(l)|2m
]
ǫ2m
.
n1+
1
α
ǫ2m
· 1
nm·min[2ζ,α−1]/α
,
where we used (5.3) and (5.4) for the last line. The above goes to 0 with n due to our
restriction on m. Condition 2 of Lemma 5.2 is verified.
6 Proof of part 1 of Theorem 1.3
Consider the martingale Mn in (1.12) (we ignore the superscript ξ˜). By the independence
of the environment this has the same distribution as the
M←(n,k) =
Ek exp
(∑n
i=0 β · ξ˜n−i(Xi)
)
[
Eeβξ˜
]n+1 , (6.1)
where Ek is the expectation of paths of the random walk starting at k. It is therefore
enough to prove Theorem 1.3 for M←(n,k). Consider the random field
wi(k) =
Ek exp
(∑i
j=0 β · ξ˜i−j(Xj)
)
[
Eeβξ˜
]i+1 , i > 0, k ∈ Z. (6.2)
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Using the Markov property we obtain
wi+1(k) =
∑
l
P(k, l)wi(l)
(
eβξ˜i+1(k)
Eeβξ˜
)
=
∑
l
P(k, l)wi(l) +
∑
l
P(k, l)wi(l)
(
eβξ˜i+1(k)
Eeβξ˜
− 1
)
.
(6.3)
with initial profile
w0(k) =
eβξ˜0(k)
Eeβξ˜
.
Although (6.3) is not of the form (1.4) one can check that the statements of Theorem 2.1
hold for w; to see this one could follow the arguments of the proof of Theorem 2.1. Indeed
a solution to (6.3) is
wi+1(k) =
∑
l
Pi+1(k, l)w0(l) +
i∑
j=0
∑
l
Pi−j(k, l)
∑
y
P(l, y)wj(y) ·
[eβξ˜j+1(y)
Eeβξ˜
− 1
]
.
Therefore by Burkholder’s inequality∥∥wi+1(k)∥∥22m
.
∑
l
Pi+1(k, l) ·
∥∥w0(l)∥∥22m +
i∑
j=0
∑
l
P2i−j(k, l) ·
∥∥∥∑
y
P(l, y)wj(y) ·
[eβξ˜j+1(y)
Eeβξ˜
− 1
]∥∥∥2
2m
.
∑
l
Pi+1(k, l) ·
∥∥w0(l)∥∥22m +
i∑
j=0
∑
l
P2i−j(k, l)
supy
∥∥wj(y)∥∥22m
n(α−1)/α
,
(6.4)
thanks to the independence of wj(y) and ξ˜j+1(y), and the first bound in (6.9). This
argument shows that we obtain the same moment bounds for w as in Theorem 2.1.
To obtain the first part of Theorem 1.3 we shall show that our random field w is close
to the solution u of
ui+1(k) =
∑
l
P(k, l)ui(l) + βξ˜i+1(k) · ui(k)
u0(k) = 1.
(6.5)
We start with an estimate of the spatial Ho¨lder continuity of u.
Lemma 6.1. The following holds
sup
i6n
∥∥ui(k)− ui(l)∥∥22m . |l − k|α−1n(α−1)/α .
Proof. From (2.3) the 2m’th moment of ui(k) is bounded for i 6 n, k ∈ Z. Therefore one
can argue
∥∥ui(k)− ui(l)∥∥22m . 1n(α−1)/α
i−1∑
j=0
∑
y
(Pi−1−j(k, y) − Pi−1−j(l, y))2
.
a¯(l − k)
n(α−1)/α
.
The result follows from Lemma 3.2.
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Consider now the random field w˜ defined as
w˜i+1(k) =
∑
l
P(k, l) w˜i(l) +
∑
l
P(k, l) w˜i(l) · βξ˜i+1(k) (6.6)
with initial profile 1. The statements of Theorem 2.1 hold for w˜ also. We first compare w˜
with u.
Lemma 6.2. The following holds
sup
i6n, k∈Z
∥∥ui(k)− w˜i(k)∥∥22m . 1n(α−1)/α .
Proof. We can check that
w˜i+1(k)− ui+1(k) = β
i∑
j=0
∑
l
Pi−j(k, l) · ξ˜j+1(l)
∑
y
P(l, y)
[
w˜j(y)− uj(l)
]
.
Split w˜j(y)− uj(l) = [w˜j(y)− uj(y)] + [uj(y)− uj(l)] to get
sup
k∈Z
∥∥ui+1(k)− w˜i+1(k)∥∥22m . 1n(α−1)/α
i∑
j=0
∑
l
P2i−j(k, l)
∑
y
P(l, y) · ∥∥uj(y)− uj(l)∥∥22m
+
1
n(α−1)/α
i∑
j=0
∑
l
P2i−j(k, l) · sup
y∈Z
∥∥uj(y)− w˜j(y)∥∥22m.
(6.7)
The lemma follows by using Gronwall’s inequality and Lemma 6.1.
Next consider the random field w∗ given by
w∗i+1(k) =
∑
l
P(k, l)w∗i (l) +
∑
l
P(k, l)w∗i (l) ·
[
eβξ˜i+1(k)
Eeβξ˜
− 1
]
(6.8)
with initial profile 1. Once again Theorem 2.1 holds for w∗ also. We compare w∗ with w˜
below.
Lemma 6.3. The following holds
sup
i6n, k∈Z
∥∥w˜i(k)− w∗i (k)∥∥22m . 1n(α−1)/α .
Proof. We write
w˜i+1(k) −w∗i+1(k) =
i∑
j=0
∑
l
Pi−j(k, l)
[
βξ˜j+1(l) + 1− e
βξ˜j+1(l)
Eeβξ˜
]
·
∑
y
P(l, y)w˜j(y)
+
i∑
j=0
∑
l
Pi−j(k, l)
[
eβξ˜j+1(l)
Eeβξ˜
− 1
]
·
∑
y
P(l, y)
[
w∗j (y)− w˜j(y)
]
One can check that for any m > 1∥∥∥∥∥ e
βξ˜
Eeβξ˜
− 1
∥∥∥∥∥
2
2m
.
1
n(α−1)/α
, and
∥∥∥∥∥ e
βξ˜
Eeβξ˜
− 1− βξ˜
∥∥∥∥∥
2
2m
.
1
n2(α−1)/α
.
(6.9)
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Using this we obtain for i 6 n
sup
k∈Z
∥∥w˜i+1(k)−w∗i+1(k)∥∥22m . 1n(α−1)/α+ 1n(α−1)/α
i∑
j=0
∑
l
P2i−j(k, l)·sup
y∈Z
∥∥w˜j(y)−w∗j (y)∥∥22m.
The lemma follows by an application of Gronwall’s inequality.
Finally we compare w∗ with w in (6.3).
Lemma 6.4. The following holds
sup
i6n, k∈Z
∥∥w∗i (k)− wi(k)∥∥22m . 1n(α−1)/α .
Proof. We now have
wi+1(k)− w∗i+1(k) =
∑
l
Pi+1(k, l) ·
[
eβξ˜0(l)
Eeβξ˜
− 1
]
+
i∑
j=0
∑
l
Pi−j(k, l)
[
eβξ˜j+1(l)
Eeβξ˜
− 1
]
·
∑
y
P(l, y)
[
wj(l)− w∗j (l)
]
.
Burkholder’s inequality along with the first inequality in (6.9) shows
sup
k∈Z
∥∥wi+1(k)−w∗i+1(k)∥∥22m . 1n(α−1)/α+ 1n(α−1)/α
i∑
j=0
∑
l
P2i−j(k, l)·sup
y∈Z
∥∥wj(y)−w∗j (y)∥∥22m.
We can now use Gronwall’s inequality to complete the proof.
Our main result Theorem 1.1 shows that u1(0) of (6.5) converges in distribution to
v1(0) of (1.5) with σ(x) = βx and initial profile 1. Furthermore the moments of u converges
to that of v. As a consequence of the previous lemmas and the discussion at the beginning
of this section, the same holds for Mn. This completes the proof of Theorem 1.3.
7 Extensions
7.1 Addition of a drift term
We describe in this section an approximation to
∂tv = −ν(−∆)α/2 vt(x) + b(vt(x)) + σ(vt(x)) · W˙ (t, x). (7.1)
where b : R → R is also Lipschitz continuous with Lipschitz coefficient Lipb. Recall that
we scale time by n, which suggests an approximation of the form
u
(n)
i+1(k) =
∑
l∈Z
P(k, l)u
(n)
i (l) + b
(
u
(n)
i (k)
) · 1
n
+ σ
(
u
(n)
i (k)
) · ξi(k)
n(α−1)/2α
. (7.2)
We have the following
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Theorem 7.1. Let the conditions in Assumption 1.1 hold, and fix an integer m > 1 so
that 2m < 2 + κ. Let v0 be a continuous (random) function so that supxE|v0(x)|2m <∞
that is independent of ξ and W˙ . Let u(n) be the solution to (7.2) with initial profile u
(n)
0 .
Then for each t > 0, x ∈ R we have u¯(n)t (x)⇒ vt(x), where v is the solution to (7.1) with
initial profile v0. Furthermore we have
E
∣∣u¯(n)t (x)∣∣2m → E∣∣vt(x)∣∣2m as n→∞.
The proof of this theorem follows closely the proof of Theorem 1.1. We provide the
outline of the proof and leave the details to the reader. We start by checking that the
conclusions of Theorem 2.1 continue to hold. Using the Cauchy-Schwarz inequality for the
drift term we can check that the Picard iterates w
(p+1)
i+1 (k) in (2.4) satisfy
E
∣∣∣w(p+1)i+1 (k)− w(p)i+1(k)∣∣∣2 6 Lip2b
i∑
j=0
∑
l
Pi−j(l − k) ·
E
∣∣w(p)j (l)− w(p−1)j (l)∣∣2
n
+ Lip2σ
i∑
j=0
∑
l∈Z
P2i−j(l − k) ·
E
∣∣w(p)j (l)− w(p−1)j (l)∣∣2
n(α−1)/α
.
With W(p) defined as in (2.5) we obtain now
W2(p+ 1) 6 Lip2b · W2(p)
[nT ]∑
j=0
e−δj/n
n
+ Lip2σ · W2(p)
[nT ]∑
j=0
e−δj/n · P (Xj = X˜j)
n(α−1)/α
.
We now choose δ large enough so that we obtain
W2(p+ 1) 6 1
2
W2(p).
As before we can show the existence of a unique solution to (7.2) satisfying (2.2). The
second statement in Theorem 2.1 follows along similar lines.
As in the proof of Theorem 1.1 we start with initial profile v0 ≡ 0, and impose con-
ditions on γ and θ as in (3.2). Our definition of U in (3.4) now includes an additional
term
i−1∑
j=0
∑
l∈Z
P(i−1−j)[nθ]
(
(l − k)[nγ ]) · b(uj[nθ](l[nγ ])) · [nθ][nγ ]n . (7.3)
We first consider Proposition 3.4. With the addition of the drift in (7.2) the difference
between u¯t(x) and ur[nθ](z[n
γ ]) gives extra terms
1
n
[nt]−1∑
j=r[nθ]
∑
l∈Z
P[nt]−j−1
(
l + [µnt]− [xn1/α]) · b(uj(l))
+
1
n
r[nθ]−1∑
j=0
∑
l∈Z
[
P[nt]−j−1
(
l + [µnt]− [xn1/α])− Pr[nθ]−j−1(l − z[nγ ])] · b(uj(l)).
The ‖ · ‖2m norm of the first term is of order nθ/n, while that of the second term is of
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order
1
n
r[nθ]−1∑
j=0
∑
l∈Z
∣∣∣P[nt]−r[nθ]+j(l + [µnt]− [xn1/α])− Pj(l − z[nγ ])∣∣∣
.
1
n
r[nθ]−1∑
j=0
∑
w∈Z
P[nt]−r[nθ](w) ·
∑
l∈Z
∣∣∣Pj(l + [µnt]− [xn1/α]−w) − Pj(l − z[nγ ])∣∣∣.
Fix any ǫ > 0. We can remove the terms from j = 0 to j = [ǫn] with an error of order ǫ.
Also due to Lemma B.3 we might restrict to |w| 6 c3nθ up to a vanishing error in n. Now
consider the above expression over the range j > [ǫn] and |w| 6 c3nθ. By Theorem A.1
for each l ∈ Z and j, w in the above ranges the difference goes to 0 with n. Moreover we
can bound the difference by the sum and get an expression which is uniformly bounded
in n. Therefore by the dominated convergence theorem and the arbitrariness of ǫ we can
conclude that the above expression goes to 0 with n.
Before we move on to Proposition 3.5 we state a lemma we shall need.
Lemma 7.2. Suppose additionally that γ < aθ. Then for i > 1 we have
∑
k∈Z
Pi[nθ]
(
k[nγ ]
)
.
1
nγ
.
Proof. We shall use Theorem A.1 for |k| 6 n−γ(inθ)(1+a)/α and a large deviation estimate
for |k| > n−γ(inθ)(1+a)/α. One checks that∑
k
Pi[nθ]
(
k[nγ ]
)
.
∑
k
[ 1
(inθ)1/α
· p1
(
knγ
(inθ)1/α
)
+
1
(inθ)(1+a)/α
]
+ P
(∣∣Xi[nθ]∣∣ > (inθ)(1+a)/α)
.
1
nγ
+ P
(∣∣Xi[nθ]∣∣ > (inθ)(1+a)/α) .
For 1 < α < 2 one can use the result in [20] along with Lemma B.2 to conclude
P
(∣∣Xi[nθ]∣∣ > (inθ)(1+a)/α) 6 (inθ)P (∣∣X1∣∣ > (inθ)(1+a)/α) . 1(inθ)a . 1nγ .
One can use Chebyshev’s inequality to get a similar bound when α = 2.
We now move on to Proposition 3.5. The ‖ · ‖2m norm of the difference of ur[nθ](z[nγ ])
and Ur[nθ](z[n
γ ]) arising from the drift terms in (7.2) and (7.3) is bound above by
.
1
n
∑
i,j
∑
k,l
Pr[nθ]−j−1
(
l − z[nγ ]) · ∥∥∥uj(l)− ui[nθ] (k[nγ ])∥∥∥
2m
+
1
n
∑
i,j
∑
k,l
∣∣∣Pr[nθ]−j−1(l − z[nγ ])− P(r−1−i)[nθ]((k − z)[nγ ])∣∣∣ (7.4)
The first term goes to 0 by the Ho¨lder continuity of u argued above and earlier in Proposi-
tion 3.4. The second term also goes to 0 by an argument similar to above. Due to Lemma
7.2, the second expression in (7.4) is uniformly bounded in n. Therefore we can apply the
dominated convergence theorem to conclude that it goes to 0.
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To the random field V in (3.17) we add the drift term (7.3). Therefore the difference
in Proposition 3.7 arising from the drift terms is 0.
The random field V¯ has an additional term
[nθ][nγ ]
n1+
1
α
·
i−2∑
j=0
∑
l∈Z
p (i−1−j)[nθ ]
n
(
l[nγ ]− (k + ai−1 − aj)[nγ ]
n1/α
)
· b(uj[nθ] (l[nγ ]) ).
The bound on the ‖ · ‖2m norm arising from the difference of this from the drift term in
V is
nθ+γ
n1+
1
α
r−1∑
j=1
∑
l∈Z
∣∣∣∣n 1αPj[nθ] (l[nγ ])− p j[nθ ]
n
(
(l − ar−1 + ar−1−j)[nγ ]
n1/α
)∣∣∣∣ (7.5)
We claim that the expression is uniformly bounded. Indeed the sum of the terms involving
the density p is uniformly bounded by a Riemann sum argument. As for the sum of the
terms involving the transition kernel P, it is also uniformly bounded by Lemma 7.2 if we
assume γ < αθ. The convergence of (7.5) to 0 thus follows from the dominated convergence
theorem, similar to what was argued earlier in this outline.
Finally we consider
vt(x) =
∫ t
0
∫
R
pt−s(y − x)σ
(
vs(y)
)W(ds dy) + ∫ t
0
∫
R
pt−s(y − x)b
(
vs(y)
)
ds dy.
One can again show that v is Ho¨lder continuous in both space and time. We can similarly
define the random fields v˜ and v¯ by including a drift term to each of them. The drift terms
we add to the definition of v˜ and v¯ in equations (3.20) and (3.22) are
[nγ ]
n1/α
∫ t− [nθ ]
n
0
∑
l∈Z
pt−s
(
(l − k)[nγ ]
n1/α
)
· b
(
vs
(
l[nγ ]
n1/α
))
ds, and
[nθ][nγ ]
n1+
1
α
i−2∑
j=0
∑
l∈Z
p (i−1−j)[nθ ]
n
(
(l − k)[nγ ]
n1/α
)
· b
(
v j[nθ ]
n
(
l[nγ ]
n1/α
))
respectively. One can show again that both∥∥∥∥∥vt(x)− v˜t
(
[nγ ]
n1/α
[
xn1/α
[nγ ]
])∥∥∥∥∥
2m
and
∥∥∥∥v˜t
(
k[nγ ]
n1/α
)
− v¯ r[nθ ]
n
(
k[nγ ]
n1/α
)∥∥∥∥
2
2m
go to 0 with n. Collecting all our bounds we can then use (3.25) and apply Gronwall’s
inequality to prove Theorem 7.1 in the case v0 ≡ 0. The case of general v0 follows as
earlier.
7.2 Dirac initial condition
Consider (1.4) with initial profile
u
(n)
0 (k) = n
1/α · 1{k = 0}. (7.6)
Our main result of this section is the following
Theorem 7.3. Let the conditions in Assumption 1.1 hold, and suppose |σ(x)| 6 Lipσ|x|
for all x. Fix an integer m > 1 so that 2m < 2 + κ. Let u(n) be the solution to (1.4) with
initial profile (7.6). Then for each t > 0, x ∈ R we have u¯(n)t (x) ⇒ vt(x), where v is the
solution to (1.5) with initial profile δ0. Furthermore we have
E
∣∣u¯(n)t (x)∣∣2m → E∣∣vt(x)∣∣2m as n→∞.
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To avoid unnecessarily complicated notation we assume from now on that µ = 0. The
reader can convince theirselves that the proof of the above theorem continues to hold for
nonzero µ.
Due to the singularity of the density p at time 0 we can obtain uniform moment bounds
on u only if we consider a compact time interval away from 0. More precisely we have the
following
Proposition 7.4. Let m ∈ N so that 2m < 2 + κ. Fix ǫ > 0. We have
sup
ǫn6i6n, k∈Z
E|ui(k)|2m <∞,
uniformly in n.
Proof. Burkholder’s inequality gives for i > 1
‖ui(k)‖22m 6 c0n2/αP2i (k, 0) + c0
i−1∑
j1=0
∑
l1
n2/αP2i−j1(k, l1)
n(1+α)/α
· ‖uj1(l1)‖22m .
If we apply the above recursively we obtain
‖ui(k)‖22m 6 c0n2/αP2i (k, 0) + c20
i−1∑
j1=0
∑
l1
n2/αP2i−j1(k, l1)
n(1+α)/α
· n2/αP2j1(l1, 0)
+ c30
∑
06j2<j1<i
∑
l1, l2
n2/αP2i−j1(k, l1)
n(1+α)/α
· n
2/αP2j1−j2(l1, l2)
n(1+α)/α
· n2/αP2j2(l2, 0) + · · ·
(7.7)
Suppose i = [c1n], k = [c2n
1/α] for some c1 > 0 and c2 ∈ R. One can follow the argument
in Section 7 of [4] to deduce that each of the terms converge to the corresponding iterated
integrals involving the density p. For example the second term on the right would converge
to
c20
∫ c1
0
ds
∫
R
dy p2c1−s(c2 − y)p2s(y). (7.8)
Furthermore the tail sums are uniformly bounded in n.
Now when we consider the moments of the parabolic Anderson model ∂tv = −ν(−∆)α/2v+
c0vW˙ we get an infinite series involving the integrals of p
2. Therefore we can bound the
moments of ui(k) from above by the moments vc1(c2). Equation (4.15) in [5] states that
the moments of v are uniformly bounded in a compact subset of R+ ×R. We next show
that the iterated integrals of p above are maximized when c2 = 0. Indeed let us consider
(7.8). By Plancheral’s theorem this is equal to a constant mulitple of∫ c1
0
ds
∫
R
dξ
∣∣F[pc1−s(c2 − ·)ps(·)](ξ)∣∣2,
where F denotes the Fourier transform in the spatial variable. Using F(fg) = F(f)∗F(g)
for L2 functions f and g one obtains∫ c1
0
ds
∫
R
dξ
∣∣{F[pc1−s(c2 − ·)] ∗ F[ps(·)]}(ξ)∣∣2
=
∫ c1
0
ds
∫
R
dξ
∣∣{e−ic2·e−ν(c1−s)|·|α ∗ e−νs|·|α}(ξ)∣∣2
.
∫ c1
0
ds
∫
R
dξ
∣∣{e−ν(c1−s)|·|α ∗ e−νs|·|α}(ξ)∣∣2
=
∫ c1
0
ds
∫
R
dξ
∣∣F[pc1−s(·)ps(·)](ξ)∣∣2.
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A similar argument holds for the higher iterated integrals. Therefore the moments of v are
in fact uniformly bounded in a compact subset of time. This proves the proposition.
Proof of Theorem 7.3. We aim to use the arguments in the proof of our main theorem 1.1
here also. For this we remove some terms from the noise term since the moments of u, v
are “large” near time 0. Let us make this more precise. Fix a small ǫ > 0. We claim that
the random field
vt(x) = pt(x) +
∫ t
0
∫
R
pt−s(x− y)σ
(
vs(y)
)
W (ds dy)
is close to
v˜t(x) = pt(x) +
∫ t
ǫ
∫
R
pt−s(x− y)σ
(
vs(y)
)
W (ds dy)
in the sense that
∥∥vt(x)− v˜t(x)∥∥22m → 0 as ǫ→ 0. Note that
∥∥vt(x)∥∥22m 6 Cp2t (x) + C
∫ t
0
∫
R
p2t−s(x− y)
∥∥vs(y)∥∥22mds dy,
which when iterated gives an infinite series which can be shown to be finite, see [5]. In
particular ∫ t
0
∫
R
p2t−s(x− y)
∥∥vs(y)∥∥22mds dy <∞,
from which our claim follows. Similarly
u[nt]
(
[xn1/α]
)
= n1/αP[nt]
(
[xn1/α]
)
+
[nt]−1∑
j=0
∑
l
P[nt]−j−1
(
[xn1/α], l
) · σ(uj(l)) · ξj(l)
n(α−1)/2α
is close to
u˜[nt]
(
[xn1/α]
)
= n1/αP[nt]
(
[xn1/α]
)
+
[nt]−1∑
j=[ǫn]
∑
l
P[nt]−j−1
(
[xn1/α], l
) · σ(uj(l)) · ξj(l)
n(α−1)/2α
in the sense supn
∥∥u[nt]([xn−1/α])− u˜[nt]([xn−1/α])∥∥22m → 0 as ǫ→ 0. This can be seen by
following the argument in Proposition 7.4.
Note first that n1/αP[nt]([xn
1/α]) → pt(x) as n → ∞. Away from time t = 0 the
moments of u and v are uniformly bounded, that is for each ǫ > 0 and uniformly in n
sup
i>ǫn, k∈Z
∥∥ui(k)∥∥22m <∞, sup
i>ǫn, k∈Z
∥∥v i
n
(kn−1/α)
∥∥2
2m
<∞.
Thus the arguments in the proof of Theorem 1.1 can be used and we can show that∥∥∥u˜[nt]([xn−1/α])− v˜t(x)∥∥∥2
2m
→ 0 as n→∞.
The theorem follows from this.
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7.3 Proof of parts 2 and 3 in Theorem 1.3
Consider now the random field
wi(k) =
n1/αEk
[
1{Xi = 0} · exp
(∑i
j=0 β · ξ˜i−j(Xj)
)]
[
Eeβξ˜
]i+1 , i > 0, k ∈ Z. (7.9)
This satisfies (6.3) but now with initial profile
w0(k) = n
1/α1{k = 0} · e
βξ˜0(k)
Eeβξ˜
.
Following the argument in Section 6 we show that w is close to the random field u in (6.5)
with initial profile
u0(k) = n
1/α{k = 0}.
We start with a bound on the Ho¨lder continuity of u. One checks∥∥ui(k)− ui(l)∥∥22m
. n2/α
[
Pi(k, 0)− Pi(l, 0)
]2
+
i−1∑
j=0
∑
y
n2/α
[
Pi−1−j(k, y)− Pi−1−j(l, y)
]2
n(α+1)/α
· ∥∥uj(y)∥∥22m.
If we iterate this we obtain∥∥ui(k)− ui(l)∥∥22m
. n2/α
[
Pi(k, 0)− Pi(l, 0)
]2
+
i−1∑
j1=0
∑
y1
n2/α
[
Pi−1−j1(k, y1)− Pi−1−j1(l, y1)
]2
n(α+1)/α
· n2/αP2j1(y1, 0)
+
∑
06j2<j1<i
∑
y1,y2
n2/α
[
Pi−1−j1(k, y1)− Pi−1−j1(l, y1)
]2
n(α+1)/α
· n
2/αP2j1−j2(y1, y2)
n(α+1)/α
· n2/αP2j2(y2, 0) + · · ·
(7.10)
From this one can show
Lemma 7.5. For each ǫ > 0
sup
ǫn6i6n, k∈Z
∑
l
P(k, l) ·
∥∥ui(k)− ui(l)∥∥22m = o(1) as n→∞
Proof. It is enough to show that
∥∥ui(k)−ui(l)∥∥22m = o(1) for fixed k and l when ǫn 6 i 6 n.
The arguments in Section 7 of [4] show that the non vanishing contribution to (7.10) come
from terms where the successive differences i − j1, j1 − j2, · · · are of order n. Due to
Theorem A.1 n2/α
[
Pi(k, y) − Pi(l, y)
]2
is of order o(1) if i is of order n. This along with
the uniform moment bound of u obtained from (7.7) is enough to prove the lemma.
As before we compare first u with w˜ where w˜ now satisfies (6.6) but with initial profile
w˜0(k) = n
1/α1{k = 0}. We have
Lemma 7.6. We have
sup
k∈Z
∥∥un(k)− w˜n(k)∥∥22m = o(1) as n→∞.
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Proof. We iterate (6.7), so as to obtain a bound which does not involve the difference
between u and w˜. Thus we obtain
sup
k∈Z
∥∥un(k)− w˜n(k)∥∥22m
.
n−1∑
j1=0
∑
l
n2/αP2n−1−j1(k, l1)
n(α+1)/α
∑
y
P(l1, y) ·
∥∥uj1(y)− uj1(l1)∥∥22m
+
∑
06j2<j16n−1
∑
l1,l2
n2/αP2n−1−j1(k, l1)
n(α+1)/α
· n
2/αP2j1−j2(l1, l2)
n(α+1)/α
∑
y
P(l2, y) ·
∥∥uj2(y)− uj2(l2)∥∥22m + · · ·
(7.11)
Consider the q’th sum in above. We have the trivial bound∥∥ujq(y)− ujq(lq)∥∥22m . ∥∥ujq(y)∥∥22m + ∥∥ujq(lq)∥∥22m.
If we replace this bound in each of the terms in (7.11), and then use the bound (7.7) we get
an expression which is similar to the expression on the right hand side of (7.7) minus the
first term. Using arguments similar to those in [4] one can conclude that this expression
is uniformly bounded. Moreover each of the terms in (7.11) go to 0, thanks to Lemma
7.5 and the arbitrariness of ǫ. Thus, by the dominated convergence theorem the lemma is
proved.
Next we compare w˜ with w∗ in (6.8) with initial profile w∗0(k) = n
1/α1{k = 0}. We
have
Lemma 7.7. We have
sup
k∈Z
∥∥w∗n(k)− w˜n(k)∥∥22m = o(1) as n→∞.
Proof. We now have
sup
k∈Z
∥∥w˜i+1(k) −w∗i+1(k)∥∥22m . 1n(α−1)/α
i∑
j=0
∑
l
n2/αP2i−j(k, l)
n(α+1)/α
·
∑
y
P(l, y)
∥∥w∗j (y)∥∥22m
+
1
n(α−1)/α
i∑
j=0
∑
l
P2i−j(k, l) · sup
y∈Z
∥∥w˜j(y)− w∗j (y)∥∥22m.
Again one can check that the moment bounds of w∗ satisfy a relation similar to (7.7).
Iterating the above proves the lemma.
Finally we compare w∗ with w
Lemma 7.8. We have
sup
k∈Z
∥∥w∗n(k)− wn(k)∥∥22m = o(1)as n→∞.
Proof. We now have
sup
k∈Z
∥∥wi+1(k)−w∗i+1(k)∥∥22m . n
2/αP2i+1(k, 0)
n(α−1)/α
+
1
n(α−1)/α
i∑
j=0
∑
l
P2i−j(k, l)·sup
y∈Z
∥∥wj(y)−w∗j (y)∥∥22m.
Iterating the above proves the result.
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Thanks to Theorem 7.3 we know that un([xn
1/α]) converges in distribution to g1(x),
where ∂tg = −ν(−∆)α/2g + βgW˙ and g0 = δ0. The above lemmas then imply that the
same holds for wn([xn
1/α]) and consequently for n1/αM
(ξ˜,[−xn1/α])
n . The second part of
Theorem 1.3 follows by a spatial translation of the noise.
Denote u(1) be the solution to (6.5) with initial profile 1 and let u(2) be the solu-
tion to (6.5) with initial profile δ0. Using the same probability space constructed in
Theorem 3.6 for both u(1) and u(2) we see that
(
u
(1)
n ([xn1/α]), u
(2)
n ([xn1/α])
)
converges
jointly in distribution to (v1(x), g1(x)). Because of the previous lemmas the same holds for(
w
(1)
n ([xn1/α]), w
(2)
n ([xn1/α])
)
, where w(1) solves (6.2) and w(2) solves (7.9). By time rever-
sal and independence of the random variables ξ we can conclude that
(
M
(ξ˜)
n , n1/αM
(ξ˜, [xn1/α]
n
)
converges jointly to (v1(−x), g1(−x)). The third statement of Theorem 1.3 follows from
this and a spatial translation of the noise since n1/αPξ˜,βn ([xn1/α]) is simply the ratio of
n1/αM
(ξ˜, [xn1/α]
n and M
(ξ˜)
n .
7.4 Some more extensions
There are a few other possible extensions of the above results.
1. The conditions on ξ can be relaxed. For example it is not necessary for them to be
i.i.d.. It is enough that they are independent and satisfy conditions in (1.2) for the
weak convergence in Theorem 1.1 to hold, see for example [3]. However we need to
assume stronger conditions to obtain convergence of high moments.
2. We could relax the conditions on η, for example we could take them to be indepen-
dent with slowly varying variances (as in equation 2.10 in [2]). The arguments in
Section 4 show that the contributions of the noise ξ and initial configuration η can
be treated separately, so one could even consider correlated η as in [27].
3. With some work, it should be possible to extend Theorem 7.3 to more general com-
pactly supported measures.
4. We can consider weak approximations of the stochastic heat equation with spatially
colored noise; depending on the noise these can exist in higher dimensions (see [13]).
The key ingredient in the proof of our main theorem 1.1 was the coupling theorem
3.6. A starting point would be Section 3.1 of [8] where a large family of colored noises
are constructed by convoluting appropriate functions with white noise. These include
Riesz noises (see [13]) which interpolate between spatially smooth noise and white
noise. The construction also suggests that one should then consider random variables
of the form
∑
x ax · ξi(k + x) for appropriate ax, x ∈ Zd as our discrete noise; here
ξi(k) are i.i.d. random variables satisfying (1.2) as before. We could also consider
temporally correlated noise. One could then apply the above to study intermediate
disorder regimes for directed polymers in a correlated random environment.
A Appendix: A local limit theorem
The following local limit theorem is a modification of Proposition 3.3 in [13]. Below pt is
the density for the Stable(α) process with generator −ν(−∆)α/2.
37
Theorem A.1. Suppose Assumption 1.1 holds. Then for any 0 6 b 6 1 and any c > 0
sup
k∈Z
sup
|x−(k−µ[nt])|6cn(1−b)/α
∣∣∣n 1αP[nt](k)− p [nt]
n
(
xn−
1
α
)∣∣∣ . 1
na/αt(1+a)/α
+
1
nb/αt2/α
, (A.1)
uniformly for 1/n 6 t 6 T .
Proof. To simplify notation we denote t˜ = [nt]/n. We first bound the expression on the
left for x = k − µ[nt]. Fourier inversion gives
pt˜(x) =
1
2π
∫
R
e−ixze−νt˜|z|
α
dz,
and
P[nt](k) =
1
2π
∫ π
−π
e−ikz · [φ(z)][nt] .
Therefore
(2π)
∣∣∣n 1αP[nt](k)− pt˜ ((k − µ[nt])n− 1α)∣∣∣
6
∫
[−πn1/α,πn1/α]c
e−νt˜|z|
α
dz +
∫ πn1/α
−πn1/α
∣∣∣∣e−νt˜|z|α − φ˜( zn1/α
)[nt]∣∣∣∣dz.
The first term can be bound just as term I2 in Proposition 3.3 of [13], and we get∫
[−πn1/α,πn1/α]c
e−νt˜|z|
α
dz .
1
na/αt(1+a)/α
.
For the second term we split the region of integration depending on whether or not z is in
At,n :=
{
z ∈ R; |z| 6 n
a/{α(a+α)}
t1/(a+α)
}
.
Our assumptions on the characteristic function φ imply∣∣∣φ˜( z
n1/α
)∣∣∣ 6 1− c1 |z|α
n
on |z| 6 πn1/α, and so it follows as in [13] that∫
Act,n∩[−πn1/α,−πn1/α]
∣∣∣∣e−νt˜|z|α − φ˜( zn1/α
)[nt]∣∣∣∣ dz . 1na/αt(1+a)/α .
We next need to consider the above integrand over the region z ∈ At,n. First observe
e−νt˜|z|
α − φ˜
( z
n1/α
)[nt]
= e−νt|z|
α − exp
[
[nt] log φ˜
( z
n1/α
)]
= e−νt|z|
α
{
1− exp
[
[nt] log φ˜
( z
n1/α
)
+ νt˜|z|α
]}
= e−νt|z|
α
{
1− exp
[
[nt] log
(
1− ν |z|
α
n
+D
( z
n1/α
))
+ νt˜|z|α
]}
.
It is easy to see that [nt]D(z/n1/α) is bounded on At,n, and so∫
At,n∩[−πn1/α,−πn1/α]
∣∣∣∣e−νt˜|z|α − φ˜( zn1/α
)[nt]∣∣∣∣ dz .
∫
R
e−νt˜|z|
α · (nt)
∣∣∣ z
n1/α
∣∣∣a+α
.
1
na/αt(1+a)/α
.
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We thus have the required bound in the case x = k−µ[nt]. In the case of a general x such
that |x− (k − µ[nt])| 6 n(1−b)/α we have∣∣∣pt˜(xn− 1α )− pt˜((k − µ[nt])n− 1α )∣∣∣
6
∫
R
∣∣∣∣e−iz(k−µ[nt])n− 1α − e−izxn− 1α
∣∣∣∣ e−νt˜|z|α dz
.
∫
R
1 ∧ |z|
nb/α
· e−νt˜|z|αdz
6
1
nb/αt2/α
∫
|w|6nb/αt1/α
|w|e−ν|w|αdw + 1
t1/α
∫
|w|>nb/αt1/α
e−ν|w|
α
dw
.
1
nb/αt2/α
.
This completes the proof.
The local limit theorem has the following consequence.
Corollary A.2. Let Assumption 1.1 hold. Suppose an is an integer valued sequence such
that
an − µ[nt]
n1/α
→ a,
as n→∞ for some constant a. Then for fixed t > 0
1
n(α−1)/α
[nt]∑
i=0
Pi(an)→
∫ t
0
ds
s1/α
p1
( a
s1/α
)
as n→∞.
Proof. We write
1
n(α−1)/α
[nt]∑
i=1
Pi(an) =
1
n
[nt]∑
i=1
n
1
αPi(an)
=
1
n
[nt]∑
i=1
[
p i
n
(
an − µ[nt]
n1/α
)
+
n1/α
i(1+a)/α
]
Use the scaling property: for any c > 0
pt(x) = cpcαt(cx) (A.2)
to write the above as
1
n
[nt]∑
i=1
1
(i/n)1/α
· p1
((n
i
)1/α
· an − µ[nt]
n1/α
)
+ o(1).
The rest is a Riemann sum approximation.
B Appendix: Bounds required for Proposition 3.5
The main results of this section are Lemmas B.4 and B.5 which were needed in the proof
of Proposition 3.5.
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Lemma B.1. The following holds
sup
n
sup
w∈Z
[nθ]
n(α−1)/α
r−1∑
i=1
P
(
Yi[nθ] = w
)
6 sup
n
[nθ]
n(α−1)/α
r−1∑
i=1
P
(
Yi[nθ] = 0
)
<∞.
Proof. The first inequality is a simple consequence of the fact that
P (Yj = w) =
1
2π
∫ π
−π
e−iwz|φ(z)|2jdw 6 P (Yj = 0)
for any w, since the characteristic function of Yj is |φ(z)|2j . As for the finiteness of the
sum observe that P (Yj = 0) is decreasing with j and therefore
[nθ]
r−1∑
i=1
P
(
Yi[nθ] = 0
)
6
n∑
j=0
P (Yj = 0) . n
(α−1)/α,
the last inequality following from (2.7).
It follows from Assumption 1.1 on the characteristic function that the distributions
function F (x) of X1 belongs to the domain of normal attraction of the symmetric stable
law with exponent α (see section 35 of [17]). This means that one has to scale the centered
Xn−µn by a constant multiple of n1/α. One can characterize such distribution functions.
Lemma B.2 ([17]). A necessary and sufficient condition for F to be in the domain of
normal attraction of a Stable(α) law, 0 < α < 2, is the existence of contants c1, c2 >
0, c1 + c2 > 0 such that
F (x) =
(
c1 + f1(x)
) 1
|x|α , for x < 0,
F (x) = 1− (c2 + f2(x)) 1|x|α , for x > 0,
where the functions f1 and f2 satisfy
lim
x→−∞ f1(x) = limx→∞ f2(x) = 0.
We use the above lemma to deduce the following large deviation estimate.
Lemma B.3. There exists a constant c3 > 0 such that
P
(|X[nt]−r[nθ]| > c3nθ) . 1n(α−1)θ .
Proof. For 1 < α < 2 we use the result in [20]. This gives for c3 > |µ|
P (|X[nt]−r[nθ]| > c3nθ) . nθP (|X1| > c3nθ)
.
nθ
nαθ
,
from the previous lemma. For α = 2, one can use Exercise 3.3.19 in [11] to conclude that
X1 has second moments. One then uses Chebyschev’s inequality to prove the lemma.
For the rest of this section we provide the proofs of the bounds required for the two
terms in (3.14). Below is the bound on the first term.
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Lemma B.4. The first term in (3.14) has the bound
1
n(α−1)/α
∣∣∣∑
i,j
∑
k,l
Pj(l) ·
[
Pj(l)− Pi[nθ]
(
k[nγ ]
)]∣∣∣ . 1
n(α−1)θ
+
nθ+o(1)
n(α−1)/α
,
where the limits of the summation are as in (3.12).
Proof. We write
1
n(α−1)/α
∑
i,j
∑
k,l
Pj(l) ·
[
Pj(l)− Pi[nθ]
(
k[nγ ]
)]
=
1
n(α−1)/α
∑
i,j
P (Xj = X˜j)
− 1
n(α−1)/α
∑
i,j
∑
k,l
∑
w∈Z
P
(
Xi[nθ] = l − w, X˜[inθ] = k[nγ ]
)
· Pj−[inθ](w),
(B.1)
the equality holding by an application of the Markov property. We focus on the second
term for now, we will return to the first term later. We split the sum according to whether
i = 0 or not. The i = 0 term is of order nθn−(α−1)/α. For the term corresponding to i > 1
replace X˜i[nθ] = k[n
γ ] by X˜i[nθ] = l by using Theorem A.1 with b = 1− αγ to obtain
1
n(α−1)/α
∑
i,j
∑
k,l
∑
w
P
(
Xi[nθ] = l − w, X˜[inθ] = k[nγ ]
)
· Pj−[inθ](w)
= O
(
nθ
n(α−1)/α
)
+
1
n(α−1)/α
r−1∑
i=1
∑
j
[
O
(
1
(inθ)(1+a)/α
)
+O
(
nγ
(inθ)2/α
)]
+
1
n(α−1)/α
r−1∑
i=1
∑
j
∑
k,l
∑
w
P
(
Xi[nθ] = l −w, X˜[inθ ] = l
)
· Pj−[inθ](w)
= O
(
nθ
n(α−1)/α
)
+O
(
no(1)
nmin(a,α−1)/α
)
+
1
n(α−1)/α
r−1∑
i=1
∑
j
∑
w
P
(
Xi[nθ] − X˜i[nθ] = w
)
· Pj−[inθ](w).
Returning to our expression (B.1) we now can write it as
1
n(α−1)/α
∑
i,j
P (Xj = X˜j)− 1
n(α−1)/α
r−1∑
i=1
∑
j
∑
|w|6c3nθ
P
(
Xi[nθ] − X˜i[nθ] = w
)
· Pj−[inθ](w)
+O
(
1
n(α−1)θ
)
+O
(
nθ
n(α−1)/α
)
+O
(
no(1)
nmin(a,α−1)/α
)
,
where we have used Lemma B.1 and Lemma B.3 with the constant c3 from there. Let us
now consider each of the first two terms above. Using Theorem A.1 as well as (A.2) one
gets for the first term
1
n(α−1)/α
∑
i,j
P (Xj = X˜j) =
αp˜1(0)
α− 1 ·
(
r[nθ]− 1
n
)(α−1)/α
+O
(
no(1)
nmin(a, α−1)/α
)
,
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where p˜1(·) is the transition kernel of −2ν(−∆)α/2. Using Theorem A.1 again with b =
1− αθ, we get for |w| 6 c3nθ
[nθ]
n(α−1)/α
r−1∑
i=1
∑
|w|6c3[nθ]
P
(
Xi[nθ] − X˜i[nθ] = w
)
· Pj−i[nθ](w)
=
[nθ]
n(α−1)/α
r−1∑
i=1
[
p˜1(0)
(i[nθ])1/α
+O
(
1
(inθ)(1+a)/α
)
+O
(
nθ
(inθ)2/α
)]
=
αp˜1(0)
α− 1 ·
(
r[nθ]− 1
n
)(α−1)/α
+O
(
nθ(α−1)/α
n(α−1)/α
)
+O
(
no(1)
nmin(a, α−1)/α
)
+O
(
nθ+o(1)
n(α−1)/α
)
.
Collecting all our estimates and recalling our conditions (3.2) on γ and θ completes the
proof.
We next bound the second term in (3.14).
Lemma B.5. The second term in (3.14) has the bound
1
n(α−1)/α
∣∣∣∑
i,j
∑
k,l
Pi[nθ]
(
k[nγ ]
) · [Pi[nθ](k[nγ ])− Pj(l)]∣∣∣ . nγn(α−1)θ + n
θ+γ+o(1)
n(α−1)/α
where the limits in the summation are as in (3.14).
Proof. We separate out the i = 0 term and obtain
1
n(α−1)/α
∑
i,j
∑
k,l
Pi[nθ]
(
k[nγ ]
) · [Pi[nθ](k[nγ ])− Pj(l)]
= O
(
nθ+γ
n(α−1)/α
)
+
1
n(α−1)/α
r−1∑
i=1
∑
j,k,l
∑
w
Pi[nθ]
(
k[nγ ]
) · [Pi[nθ](k[nγ ])− Pi[nθ](l −w)] · Pj−i[nθ](w)
The reason for the error bound for the first term is that restricting i = 0 forces k = 0, and
the number of terms in the summation over j and l is of order nθ+γ . As in Lemma B.4
we split the sum over w according to whether |w| 6 c3[nθ] or not. In the case |w| 6 c3[nθ]
we use Theorem A.1 with b = 1− αθ. Thus the above is
= O
(
nθ+γ
n(α−1)/α
)
+
nγ+θ
n(α−1)/α
r−1∑
i=1
[
O
(
1
(inθ)(1+a)/α
)
+O
(
nθ
(inθ)2/α
)]
+
1
n(α−1)/α
r−1∑
i=1
∑
j,k,l
∑
|w|>c3nθ
Pi[nθ](k[n
γ ]) ·
[
Pi[nθ](k[n
γ ])− Pi[nθ](l − w)
]
· Pj−i[nθ](w)
= O
(
nγ+o(1)
nmin(a,α−1)/α
)
+O
(
nγ+θ+o(1)
n(α−1)/α
)
+
1
n(α−1)/α
r−1∑
i=1
∑
j,k,l
∑
|w|>c3nθ
Pi[nθ](k[n
γ ]) ·
[
Pi[nθ](k[n
γ ])− Pi[nθ](l − w)
]
· Pj−i[nθ](w)
To bound the last term we ignore the difference in the expression and instead bound the
sum. By Lemmas B.1 and B.3
1
n(α−1)/α
r−1∑
i=1
∑
j,k,l
∑
|w|>c3nθ
P2i[nθ](k[n
γ ]) · Pj−i[nθ](w) .
nγ
n(α−1)θ
,
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and
1
n(α−1)/α
r−1∑
i=1
∑
j,k,l
∑
|w|>c3nθ
Pi[nθ](k[n
γ ]) · Pi[nθ](l − w) · Pj−i[nθ](w)
.
1
n(α−1)/α
r−1∑
i=1
∑
j
[nγ ]−1∑
y=0
∑
|w|>c3nθ
P
(
X˜i[nθ] −Xi[nθ] = y − w
)
· Pj−i[nθ](w)
.
1
n(α−1)/α
r−1∑
i=1
∑
j
[nγ ]−1∑
y=0
∑
|w|>c3nθ
P
(
X˜i[nθ] −Xi[nθ] = 0
)
· Pj−i[nθ](w)
.
nγ
n(α−1)θ
,
where we used Lemma B.1 in the last step. Collecting our estimates completes the proof.
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