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Abstract Kurzfassung
In this thesis, a simulation framework is built that is Das Ziel der vorliegenden Dissertation ist die numerische
able to accurately predict forced wetting on complex Simulation von Benetzung in turbulenter Scherströmung
geometry in turbulent shear flow. To optimize function- und bei komplexen geometrischen Verhältnissen. Zur Op-
alities and to increase the safety of industrial applica- timierung der Funktionalität und der Sicherheit industrieller
tions such as in printing, coating or the exterior water Anwendungen wie z. B. im Druck, bei Beschichtungen oder
management of vehicles it is necessary to properly un- bei Verschmutzungen am Fahrzeug soll die Bewegung von
derstand the motion of drops and rivulets in shear flow. Tropfen und Rinnsalen in Scherströmung vollständig ver-
For this purpose, the specific interplay of multi-phase standen werden. Dabei müssen der Mehrphasen-Strömung,
flows, three-phase contact line dynamics, and turbulent der dynamischen Drei-Phasen Kontaktlinie, der turbulenten
flow fields on a multitude of length and time scales are Strömung und einer Vielzahl von Längen- und Zeitskalen
to be modeled and discretized in such a way that com- bei der Modellierung und Diskretisierung so Rechnung ge-
plex geometries are representable. The sensitivity of the tragen werden, dass auch komplexe Geometrien abgebildet
drop and rivulet motion on small length scales is the werden können. Die hohe Sensitivität bezgl. der Prozesse
main motivation of this study since a detailed descrip- auf kleinen Skalen auf die Tropfen und Rinnsalbewegung
tion of wetting phenomena on large-scale applications motiviert diese Arbeit, da in der großskaligen Anwendung
is necessary but not affordable. To develop the required eine detaillierte Beschreibung der kleinen Skalen notwendig
simplifying models, all necessary models for a detailed wäre, aber nicht möglich ist. Um vereinfachende Modelle
description of the complex physical interplay are imple- zu entwickeln, wurde in dieser Arbeit ein Strömungslöser
mented and validated in the present study. implementiert, in dem alle notwendigen Modelle für eine
detaillierte Beschreibung der vielfältigen physikalischen Ef-
fekte eingebunden sind.
The numerical framework is based on the Volume of In OpenFOAM wird die Mehrphasenströmung mithilfe der
Fluid method within OpenFOAM to describe the multi- Volume of Fluid Methode beschrieben. An diese Methode
phase flow. To simulate wetting, a variety of models wurde eine Reihe von Modellen für die Oberflächenspan-
regarding the surface tension and the contact line dy- nung, die Kontaktliniendynamik und die Kontaktwinkel-
namics, including the contact angle hysteresis, have Hysterese gekoppelt, mit experimentellen Daten validiert
been implemented and validated successfully. One of und die vielversprechendste Kombination ausgewählt. Diese
two elaborate turbulence models has been chosen be- Modelle bilden die Basis für eine akkurate Simulation der
cause of its compatibility with the multi-phase flow Benetzung. Hinsichtlich der Kompatibilität der Turbu-
description. This hybrid turbulence model is based lenzmodelle mit der verwendeten Mehrphasenströmungs-
on a Reynolds Average Navier Stokes method and a methodik wurde ein Hybridmodell ausgewählt, welches dy-
Large Eddy Simulation method, which provides a flex- namisch und lokal die Turbulenzmodellierung der günstigen
ible compromise between accuracy and computational aber ungenauen Reynolds Average Navier Stokes Methode
resources. Furthermore, to cope with the multitude of und der teuren aber genauen Large Eddy Simulations Meth-
length scales, the high-performance techniques Adap- ode blendet. Um eine Vielzahl an zugrundeliegenden Län-
tive Mesh Refinement and Dynamic Load Balancing genskalen parallel und ressourcenschonend auflösen zu kön-
have been significantly enhanced within this work to nen, wurde die adaptive Gitterverfeinerung und dynamis-
ensure a stable and efficient as well as highly paralleliz- che Lastverteilung in OpenFOAM signifikant verbessert.
able computation. All incorporated models have been Alle genannten Methoden sind so implementiert, dass eine
implemented based on an unstructured mesh, which al- Darstellung komplexer Geometrien mit Hilfe der unstrukturi-
lows for the representation of complex geometries. erten Gitterrepresentätion möglich ist.
IV
In particular, the key scenarios of wetting found in the Simulationen der Schlüsselszenarien von Tropfenaufprall
exterior water management of vehicles have been sim- und Tropfen- und Rinnsalbewegung am Auto werden im
ulated and compared with well-defined experiments. Rahmen dieser Arbeit mit wohl-definierten Experimenten
Simulations of drop impact, as well as drop and rivulet verglichen. Tropfen- und Rinnsalbewegung auf geneigten
motion on inclined plates, match with a variety of ex- Ebenen stimmen mit den Simulationen dieser Arbeit überein.
perimental setups in literature. Critical characteristics, Dabei werden die charakteristische Startbewegung der Trop-
such as the incipient motion of drops, the cornering of fen, die Hinterkante bewegter Tropfen, sowie das Mäan-
the drop tails and the meandering of rivulets also match dern von Rinnsalen hervorragend getroffen. Auch in
experimental findings very well. Moreover, in shear Scherströmung lässt sich die Startbewegung eines Tropfens
flow, the simulation of the incipient motion of drops is vorhersagen, wobei die Ergebnisse der Experimente, Sim-
in accordance with experiments and a developed the- ulation und eines hier präsentierten theoretischen Modells
oretical model. Finally, the interaction of a moving sehr gut übereinstimmen. Die Interaktion der Tropfenbe-
drop in turbulent shear flow with a microchannel fur- wegung in turbulenter Scherströmung mit komplexer Geo-
ther confirms the predictive capabilities of the numeri- metrie bestätigt in einer abschließenden Untersuchung die
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ABBREVIATION DESCRIPTION ABBREVIATION DESCRIPTION
AMR Adaptive Mesh Refinement LES Large Eddy Simulation
CFD Computational Fluid Dynamic LS Level-Set
CSF Continuouse Surface Force RANS Reynolds-Averaged Navier-Stokes
DLB Dynamic Load Balancing S-CLSVOF Simple Coupled Level-Set Volume of Fluid
DSB Density Scaled Balanced VLES Very Large Eddy Simulation
FEM Finite Element Method VOF Volume of Fluid
FVM Finite Volume Method WALE Wall Adaptive Local Eddy
SYMBOL DESCRIPTION UNIT
A Amplitude –
Bo Bond number –
Ca Capillary number –
C Constant –
D Diameter m
f Local volume force vector kgm/s2
f Frequency 1/s
Elliptic relaxation parameter 1/s
F Resolution dependent blending function –
g Gravitational acceleration m/s2
G Filter kernel –
h Height of topological feature, drop height m
H Domain or channel height m
I Unity tensor –
k Kinetic energy m2/s2
Parameter to account for 3D contact line m2/s2
l Length scale, drop length m
L Domain Length m
n Normalized vector –
p Pressure Pa
P Turbulent production Pa
R, r Radius m
Base length of two dimensional sheared drop m
Re Reynolds number –
s Curvlinear coordinate m
S Surface area m2
t, T Time s
u, u Velocity m/s
U¯ Mean velocity m/s
v Normal velocity scale m/s2
V Volume m/s2
W (x) Lambert function –
We Weber number –
x , y, z Kartesian Coordinates –
1
GREEK SYMBOL DESCRIPTION UNIT
α Volume fraction of liquid phase in cell –
β Tilting angle ◦
Γ Level-Set scaling parameter, Diffusion constant –
δ Boundary layer thickness, distance m
Kronecker delta, Dirac delta –
∆ Indication of small but finite parameter –
ε Dissipation rate m2/s3
Interface thickness m
ζ Velocity scale ratio –
η Dynamic viscosity kg/ms
θ Contact angle ◦
κ Interface curvature, Wavenumber 1/m
λ Wave length, slip length m
ν Kinematik viscosity m2/s
Ξ Additional terms due to spacial filtering of the interface kg/m2s
% Density kg/m3
σ Surface tension kg/s2
τ Stress tensor kg/ms2
ψ Level-Set function kg/m3
Angle in respect to x-axis ◦
Ω Domain –
Subscript DESCRIPTION
0 Large eddy length scale, initial point in time
A Advancing






f Face of a cell
K Kolmogorov scales - smallest turbulent scales
m Micro
num Numerical correction of contact angle by Afkhami
R Receeding
s Shear, drag
p Point in cell center
us Unsteady
w Wall
λ Slip length, wave length
τ Wall friction
Superscript DESCRIPTION
+ Normalized and dimensionless variable
+, G Domain with one fluid, gas
-, L Domain with other fluid, liquid
2
1 Introduction
Figure 1.1: Wind tunnel experiment of a rain ride at 80 km/h visualized with fluorescent water (picture taken from Feldmann et al.
(2018) and Seiler et al. (2018a)).
In printing, coating, spray cooling, herbicide treatment, fuel engines, and many more industrial applications, wetting, the
displacement of a fluid with contact to a second phase, in the form of drops, rivulets or thin films is of utmost importance.
During the last decades, the fluid-fluid interface has been under considerable investigation especially at the three-phase
contact line, at which the fluid-fluid interface makes contact with a solid phase. Contact line related phenomena are yet
to be fully understood. In capillary-driven flows, the surface tension is the dominating force and a pinning phenomenon
is observed, known from raindrops adhering to windows. In this case, gravity counteracts the pinning force, eventually
inducing a movement of larger drops. Considering a vehicle driving in rain (see Figure 1.1), drops in shear flow not only
form thin films and rivulets but pose a safety hazard on the side window or mirror, where the sight of the driver might be
impaired (Hagemeier et al., 2011). A better understanding and the ability to predict the underlying phenomena can lead
to improvements for all the above-mentioned applications by providing feedback on functionality early on in the design
process. For the prediction of wetting on complex surfaces and in turbulent shear flow, several challenges are to be met.
Considering exterior automotive water management, the wide range of influential length scales, several meters of a car
down to nanometers at the contact line, poses one of numerous challenges for predicting wetting on surfaces using nu-
merical simulations. A balance between computational effort, accuracy, and cut-off lengths has to be carefully discussed.
The second challenge is the accurate modeling of dynamic wetting, which is rich in physical effects at the contact line,
including pinning of the contact line, hysteretic effects and a material, a length scale, and a velocity dependent contact
angle. The contact angle forms between the solid surface and the fluid-fluid interface (Blake, 2006, Gao et al., 2018). The
accurate description of the contact line is closely related to the fluid-fluid interface. Herein, the discrete representation
of the two-phase interface, the related surface tension and interface curvature is a thriving research field (Popinet, 2018).
Most industrial applications deal with turbulent flow, which is considered the third involved research area of this study.
Again, several magnitudes of length and time scales play an equally important role, and the interaction of turbulence and
multi-phase interfaces are yet to be fully understood (Ketterl and Klein, 2018).
Furthermore, the complex geometry of surfaces in industrial applications has implications on the above other challenges
since it introduces even more length and time scales, affects the contact line motion (Manukyan, 2013), and leads to
even more requirements of turbulence models (Liu et al., 2019). Moreover, to describe complex geometries, the discrete
3
representation of the domain is required to be unstructured, which again has implications on the two-phase interface
representation.
While the ultimate goal of this study is to predict liquid movement and distribution on complex surfaces using numerical
simulations, experimental investigations are still imperative, on the one hand as inspiration for lacking analytic models,
and on the other hand, necessary as a validation reference for simulations. Recent experiments by Seiler et al. (2018b)
accompany this study, closing a gap in literature on drop motion in a defined turbulent channel flow and providing a
perfect validation reference for the numerical framework developed in this study.
Due to the variety of physical phenomena and necessary models and methods associated with wetting, a state of the
art review is included in each section. A general introduction to physical principles and governing equations is given
in Chapter 2. In the present study, the mentioned challenges are tackled by improvements of the multi-phase solver
interFoam of OpenFOAM, introduced in Chapter 3. The underlying Volume of Fluid method to capture the two-phase
interface is implemented on an unstructured grid and allows for complex surfaces and very accurate simulations as long
as a sufficient spatial and temporal discretization is used. On the other hand, a high spatial and temporal resolution limits
the focus of this study to domains that measure a few centimeters as well as to several seconds of simulation time. To ease
the handling of multiple scales, the high-performance techniques Adaptive Mesh Refinement and Dynamic Load Balancing
are improved in OpenFOAM Rettenmaier et al. (2019). A library for different interface representations as well as state
of the art contact line models are implemented in a single modular solver. Different turbulence models are compared
with a focus on the compatibility with the two-phase interface description. With success, all models are meticulously
validated by available analytic solutions or experiments using simplistic problem-related setups of increasing complexity.
With a trusted setup, mobile and immobile contact lines of drops and rivulets are investigated numerically on tilted plate
experiments in Chapter 4. Here, the incipient motion of a drop on an inclining plate, its subsequent motion, as well as
rivulet meandering, is simulated with a close match to experimental observations. In Chapter 5, simulations of incipient
drop motion in laminar shear flow pave the way to the main focus of this study: simulations of drop motion in turbulent
channel flow. Drop oscillations and incipient motion is compared to experiments. The drop interaction with complex
surfaces in shear flow is briefly outlined in Section 5.3. The overall good results, the modular structure and the good
performance of the numerical framework make this study a solid foundation for future investigations on forced wetting
in shear flow and complex geometries.
The relation of this study to a selection of corresponding literature is given in the following. Linder et al. (2015)
introduced the contact line pinning boundary condition in three dimensions within a Volume of Fluid framework in
OpenFOAM. The present study builds on this pinning model and adds the high-performance techniques Adaptive Mesh
Refinement and Load Balancing as well as an enhanced interface description and turbulence modeling to the work of
Linder. In the academic in-house code FS3D, also based on the Volume of Fluid method, a similar set of contact line
models was implemented by Lippert (2016), including pinning of the contact line. The difference to the present study is
the underlying structured mesh, limiting the geometrical complexity, and a focus on temperature driven Marangoni flows
without shear flow. Maurer (2017) simulated the incipient motion of drops in turbulent shear flow with the Volume of
Fluid method in OpenFOAM with a focus on the effects of a vibrating surface on the point of incipient motion. Besides the
use of a different hysteresis model by Park and Kang (2012), no turbulence model is specified. Furthermore, the above
mentioned additional high-performance techniques and enhanced interface description would be beneficial to Maurer’s
work. Inspired by automotive applications, Dianat et al. (2017b) performed simulations of drops in laminar shear flow
over grooves without considering contact angle hysteresis. In the same field, Spruß (2016) performed experiments and
simulations using PowerFlow, a Lattice-Boltzmann-based solver for the prediction of rivulets in shear flow considering
neither the influence of hysteresis nor dynamic contact angles. Among others, Ade et al. (2017) simulate the exterior
water management in turbulent shear flow. For the application on full-scale geometries, the complexity is reduced by a
hybrid model which transitions between Lagrangian particle tracking of water drops and the transformation of such into
a film representation at contact with the wall.
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2 Physical background
Governing equations of physics in shear driven wetting are presented in this chapter. The fluid flow is described from
a continuum mechanics perspective. The shear flow might become turbulent, which is an area of research on its own
due to its industrial importance and the wide range of time and length scales necessary to describe turbulent flow. Two
immiscible fluid phases form an interface, which in contact with a third solid phase meet at a three-phase contact line.
The motion of such contact line is called wetting, which is yet to be fully understood and modeled, again, due to a large
range of influential length scales and material as well as flow parameters.
2.1 Fluid flow
This study considers Newtonian fluids at length scales much greater than the molecular size, which allows a continuum
mechanics modeling approach presented in the local formulation
∂ ρ
∂ t
+ ∇ · (ρu) = 0 , (2.1)
∂ (ρu)
∂ t
+∇ · (ρu ⊗ u) = ∇ · T + f . (2.2)
Therein T is the material dependent stress tensor and f stands for volume force densities. Both equations are coupled
by the velocity u and the density ρ. Because of the incompressible nature of the investigated flows with characteristic
velocities of up to Ushear ≤ 20 m/s resulting in low Mach numbers Ma = Ushear/cair < 0.06 with the speed of sound in air
cair = 331 m/s, the density is assumed to remain constant, simplifying the continuity equation (2.1) to
∇ · u = 0 . (2.3)
For Newtonian fluids, the stress tensor T can be written as
T = −p+ 2
3
µ∇ · uI +µ∇u + (∇u)T (2.4)
and simplified with (2.3) to
T = −pI +µ∇u + (∇u)T, (2.5)
in which p is the pressure, µ the dynamic viscosity and I the unity tensor. Including the simplified stress tensor in the




+ (u · ∇)u = −∇p
ρ
+ ν∆u + f . (2.6)
The volume force term f includes, for example, the force fg due to gravitational acceleration as well as the later intro-
duced force due to surface tension in a so called one-field formulation.
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2.2 Turbulent flow
“Turbulence is a three-dimensional time dependent motion in which vortex stretching causes velocity fluctuations to spread
to all wavelengths between a minimum determined by viscous forces and a maximum determined by the boundary
conditions. It is the usual state of fluid motion except at low Reynolds numbers.” (Bradshaw, 2013)
Turbulence plays a role in industrial devices such as pipes, pumps, turbines, automotive aerodynamics to name just a
few. Laminar and turbulent flow regimes are both described by the Navier-Stokes equations (see Section 2.1) and can be





with the kinematic viscosity ν, the characteristic length L, and the velocity U . It compares the inertial forces to the
viscous forces. The critical Reynolds number varies from problem to problem. Commonly known are the thresholds of
Recr ≈ 2300 , 2×105 , 5×105 for the flow in a pipe, around a cylinder, and on a flat plate, respectively. These values are,
however, also dependent on flow properties and roughness of the surface. For very calm inflow conditions, laminar pipe
flow has been observed for up to Recr ≈ 4× 105 (Spurk, 2013). In channel flow, the characteristic length is the channel
height H.
In the following subsections, the transition of large energy-containing eddies down to dissipative scales is explained to-
gether with a quantification of the scale extrema. This section concludes with an introduction of near-wall models that
simplify the description of channel flow.
2.2.1 The energy cascade
The decay of large eddies into smaller ones (see Figure 2.1) is called the energy cascade. It is first mentioned by
Richardson in 1920 and further investigated by Kolmogorov (1941) who postulates three hypotheses.
• Big vortices are determined only by the boundary conditions and the characteristic length scales of the problem.
Their eddies are anisotropic and carry a significant amount of the kinetic energy, embodying the most influential
flow scales.
• Eddies in the inertial range gradually lose the dependency on the boundary conditions and kinetic energy with
a decreasing length scale. The scales are determined by the dissipation rate ε independently of the kinematic
viscosity ν.
• The dissipating scales are fully dominated by viscosity ν and the dissipation rate ε. The smallest, dissipative eddies
are of local character as they lost all dependencies to the large scales.
2.2.2 Turbulent scales
The energy cascade enforces the wide range of time and length scales necessary to describe turbulent flow. The kinetic








, u0 = k
1/2 . (2.8)
Kolmogorov’s hypotheses suggests that the anisotropy of the large scales diminishes while the eddies break into smaller















Figure 2.1: Energy cascade: Big eddies break down to smaller













Figure 2.2: Energy spectrum: Smaller scales contain less energy
(redrawn from Kondratyuk (2017)).
quently, the small scales are of universal character. Their magnitude can be estimated with the kinematic viscosity ν and










and uK = (νε)
1/4 . (2.9)
With the length lK, time τK and velocity uK, a Reynolds number of Re = lKuK/ν = 1 is formed. The small Reynolds
number indicates that this length scale regime is dominated by both viscosity and inertia.
The relation between the Kolmogorov and the large scales yields
lK
l0
∼ Re−3/4 , uK
u0
∼ Re−1/4 , τK
τ0
∼ Re−1/2, (2.10)
with ε= u30/l0. For higher Reynolds numbers, the difference between both scales will increase.
2.2.3 Turbulent energy spectrum
Considering the energy cascade, Kolmogorov showed that the energy E(λ) depends on the wavelength λ (see Figure 2.2).
It is divided in the energy-containing, the inertial and the dissipation range. The energy in the inertial range follows the
(5/3)-law
E(λ)∝ λ−5/3 . (2.11)
For low Reynolds numbers, the (5/3) slope only persists of a short range since the span between the large and dissipative
scales is small. With higher Reynolds numbers this span increases and with it the length of the (5/3) slope. The universal
equilibrium range is defined as the combined inertia and dissipation range.
The different scales and dependencies on ε, k, and ν are of great importance in turbulence models (see Section 3.7). For
a derivation and further details of turbulent energy and scales refer to Pope (2000).
2.2.4 Wall treatment
In many applications, such as in pipe flows or around vehicles, the turbulent flow is bound by an impermeable solid
wall. Therefore, the accurate wall treatment of turbulence is of high importance. Fluctuations in the vicinity of the wall
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Moser (1999) et al.,
DNS,Reτ = 395
Figure 2.3: Turbulent velocity profile near a wall.
are damped in the normal direction to the wall, resulting in a higher energy of tangential fluctuations. The resulting
anisotropy at the wall vanishes with increasing distance to the wall.
The flow at the wall is dominated by molecular and turbulent viscosity and often described in terms of the wall shear










With these quantities of the flow in the turbulent boundary layer, the universal character can be described in dimension-












In a fully developed channel flow, half of the channel height is equal to the boundary layer thickness δ.
At the wall, three different regions are found as shown in Figure 2.3.
• In the viscous sublayer (y+ < 5) the molecular viscosity dominates the flow and the velocity profile is linear,
comparable to a laminar Couette profile
u+ = y+ . (2.14)
• The buffer layer (5≤ y+ ≤ 30) is a transition region in which the molecular and the turbulent viscosity are of the
same magnitude.
• In the log-law region (30 < y+) the molecular viscosity is negligible compared to the turbulent viscosity and the




ln(y+) + B with κ= 0.4, B ≈ 5 . (2.15)





turbulent boundary layer development














Figure 2.5: Control volume Ω with a
curved interface Σ between two fluids
(Ω+, Ω−), which results in surface tension
that acts tangential to the curve.
2.2.5 Turbulent channel flow
In a channel, the turbulent inflow field develops a laminar boundary layer at the walls with the transition to a turbulent
boundary layer after a certain stream length for Reynolds numbers above Recr. With increasing stream length, the
boundary layers thicken until they meet at a point after which a fully developed turbulent flow field is formed (see Figure
2.4). The Reynolds numbers are calculated with the kinematic viscosity ν, the channel height H and H/2 together with








In this study, a fully developed and two-dimensional Hagen-Poiseuille flow is simulated, according to experiments by
Seiler et al. (2018b). The channel width (W = 200mm) in the experiment in contrast to the height H = 15mm,
allows for the assumption of a two-dimensional flow since the secondary flow motion of the side walls and corners are
negligible considering the drop motion of a millimeter-sized drop in the mid of the channel. Furthermore, the channel
length assures fully developed turbulence even for low Reynolds numbers of Re = 3000.
2.3 Multi-phase flow
The Navier-Stokes equations introduced in Section 2.1 also apply for a system with multiple immiscible and incompress-
ible fluids without phase-change, as considered here. In each phase, the material properties such as the density % and
viscosity ν are assumed to be smooth functions in time and space. Between two phases Ω+ and Ω−, a material interface
Σ forms that is here considered as massless and of zero thickness. To couple the Navier-Stokes equations of each phase,
jump conditions need to be formulated, which account for the discontinuity of the material parameters as well as the




φ(t, x )dx +
∫
Σ∩Ω
φΣ(t, x )do . (2.17)
To express a jump condition of the quantityψ on the interface at the position xΣ, the interface is approached on arbitrary
paths from both phases
JψK= lim
h→0ψ (xΣ + hnΣ)︸ ︷︷ ︸
ψ−(xΣ, t)




Thereby, the interface normal nΣ is oriented into Ω
−. The mass balance at the interface can be written as
J%(u − uΣ)K · nΣ = 0 . (2.19)
The interface velocity is denoted as uΣ and the interface normal as nΣ. Equation (2.19) reduces to
JuK · nΣ = 0 (2.20)
assuming a material interface, no mass at the interface, and a flow without phase-change. In addition, a no-slip condition
at the interface Ju ||K= 0 is enforced within this work, which combines with equation (2.20) to JuK= 0.
To conserve momentum, the stress at a material interface without phase-change reads as
q
%u ⊗ (u − uΣ) + pI −µ
∇u + (∇u)T y · nΣ = f Σ , (2.21)
where f Σ denotes the surface force density. Assuming a constant surface tension σ, the surface force density can be
written as
f Σ = σκnΣ , (2.22)
with the curvature of the interface κ. A detailed derivation of the jump-condition can be found in Brennen (2013). A
derivation of the surface tension from thermodynamic potentials is first given in the pioneering works of Gibbs (1928).
Surface tension can be described as the reversible work of forming a unit area of interface in equilibrium. It is a partial









Surface tension forces in multi-phase systems are part of our every day live. Interfaces with surface tension tend to
minimize the surface area which is e.g. the reason for spherical drop shapes.
2.4 Wetting and contact line dynamics
The contact of a two-phase interface with a third phase defines the three-phase contact line. This contact line accounts
for a variety of physical effects such as the ability of drops to stick on a window or the coffee stain phenomenon. Wetting
is the displacement of one fluid by another, typically liquid by air. The displacement might be forced by an external
force such as a shear flow or gravity, or might happen spontaneously to gain a state closer to equilibrium (Butt et al.,
2004). In industrial applications, a deep understanding is necessary to optimize wetting processes such as the reduction
of herbicides (Knoche, 1994), curtain coating (Eral et al., 2013), ink-jet printing (Singh et al., 2009), spray cooling (Kim,
2007), anti-icing airfoil systems (Antonini et al., 2011), water transport in fuel cells (Hao and Cheng, 2009) and the
water management on vehicles (Hagemeier et al., 2011).
The contact line motion is observed by Dussan et al. (1974) and Chen et al. (1997) to be a rolling motion other than
a sliding motion, which is however usually assumed in continuum mechanics modeling. Huh and Scriven (1971) show,
that in such a model, the application of a no-slip boundary condition at a solid wall leads to a non-integrable stress
singularity at the contact line. In fact, the continuum mechanics assumption does not hold at the contact line because
of the relevance of molecular length scales. With the practical continuum mechanics approach, a physical description
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Figure 2.6: Definition of the slip-length lλ by the flow velocity u1 at a distance






Figure 2.7: Contact angle defined by the surface
tensions between the three phases.
requires a relaxation of this singularity.
A variety of mechanisms are reviewed by Bonn et al. (2009), such as Navier-slip models (Navier, 1823, Huh and Scriven,
1971), surface roughness (Hocking, 1976), mesoscopic precursor films De Gennes and Hervet (1984), evaporation and
condensation Wayner (1993), shear thinning (Weidner and Schwartz, 1994), diffusive interface (Seppecher, 1996),
molecular films Eres et al. (2000), and normal stress models (Boudaoud, A., 2007).
In this study, the Navier-Slip model by Navier (1823) is implicitly used to allow for slippage, which is proportional to the
strain rate at the wall





where uw is the velocity at the wall as shown in Figure 2.6. The slip length is expected to be of a molecular length scale
near the contact line (Cox, 1986).
2.4.1 Contact angle
As shown in Figure 2.7, the contact angle θ is measured inside the denser fluid between the two-phase interface and the
solid. In the absence of external forces, the minimization of the Gibbs free energy yields the equilibrium contact angle θe
defined by the balance between the surface tensions of the solid and liquid σS−L, the solid and gas σS−G and the liquid
and gas σ. Young (1805) formulated the relation
σS−L = σS−G +σ cosθe . (2.25)
This contact angle definition is valid for any phase combination. In this study, however, only solid-liquid-gas combinations
are considered. Hence, the contact angle depends on the combination of materials. Furthermore, a dependence of the
contact angle on the contact line velocity needs to be taken into account. Hoffman (1975) measured the contact angle













Figure 2.8: Different scales describing the contact line. The apparent contact angle θapp is measured in a range of 10 − 100µm,
whereas the microscopic contact angle θm is defined by molecular length scales (redrawn from Lippert (2016)).
Since Hoffman gave no expression for fHoff several other authors have made suggestions that are summarized in Kistler









= f (Ca) , (2.28)
as given by Jiang et al. (1979) and Bracke et al. (1989). Both matched the function f (Ca) empirically. The contact angle
measured by the experimentalist with a resolution of approximately 100µm is called the apparent contact angle θapp and
forms the largest of three length scales describing the contact line, as shown in Figure 2.8.
Besides the empirical models, several theoretical approaches are known to describe the contact angle: the hydrodynamic
theory, the molecular kinetic theory, and the interface formation models.
The hydrodynamic theory is based on considerations of corner flow dominated by dissipation (Huh and Scriven, 1971)
and relates the microscopic contact angle θm to an intermediate region (3CaR/θapp ≈ 10−3) contact angle θd. Models
bridging the microscopic and the intermediate contact angle are expressed in the form
f (θd, V )− f (θm, Υ ) = Ca ln εd
εm
, (2.29)
in which Υ denotes the viscosity ratio of the inner and outer fluid, εm a microscopic length scale, εd a non-universal
intermediate length scale, and R the distance between the wall and the application point of the contact angle. Neglecting
the gas-viscosity, the function f (θ , 0) is defined by
f (θ ) =
∫ θ
0
x − sin x cos x
2sin x
dx . (2.30)
A solution to equation (2.30) is given among others by Voinov (1976)
θ 3d = θ
3




which is valid for small Capillary numbers Ca  1. This model has been revisited by Dussan (1976) and Cox (1986).
Shen and Ruth (1998) criticize this model revealing a discrepancy to experimental findings near the contact line< 10µm,
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pointing out, that the microscopic contact angle θm is also velocity dependent. Furthermore, the contact line itself is not
part of the solution, as it is cut off (Shikhmurzaev, 2007, Sprittles and Shikhmurzaev, 2013).
Models derived from molecular kinetic theory go back to the work of Glasstone et al. (1941) and determine the motion
of the contact line by the statistical dynamics of the molecules near the three-phase contact line (Blake, 2006). While the
correct parametrization of the model is difficult, results are as good as considering models based on hydrodynamic theory.
The interface formation model is derived by Shikhmurzaev (1993, 1997, 2007). They are based on non-equilibrium
thermodynamics with interfacial mass densities and describe the dissipation during the creation and destruction of the
interface during contact line motion. This dissipation is added to the dissipation in standard hydrodynamic channels.
The model links the microscopic dynamic contact angle directly to the flow and allows for a description of high Capillary
numbers found in high-speed coating. For low Capillary and Reynolds numbers this model reduces to a form similar to
hydrodynamic theory models. A short review on the interface formation model is given in Blake (2006).
In the present study, only empirical and hydrodynamic theory models are considered since they are well established and
require only the equilibrium contact angle and a length scale as parametrization. Despite the dependence on the contact
line velocity, the contact angle depends further on temperature, since it is directly related to the temperature dependent
surface tension (Batzdorf, 2015). Besides that, the surface roughness and chemical contamination also influence the
contact angle by forming a contact angle hysteresis (De Gennes, 1985).
2.4.2 Contact angle hysteresis
Measuring the contact angle of a drop in equilibrium does not yield the equilibrium contact angle θe but a range between
the receding θR and advancing θA contact angle θR < θe < θA, depending on the measurement setup and the history of
the contact angle formation. The range between θR and θA is defined as contact angle hysteresis. The contact line is
found to be immobile for contact angles within the contact angle hysteresis, this state is described as a pinned contact
line. In literature, the modeling of the contact angle hysteresis does not always include pinning. The name hysteresis
refers to an influence of the wetting history. One can imagine a symmetrical drop which is pumped up until the contact
line just moved. For the same critical volume, the contact line will have a different length before and after the contact
line motion. Also, the static contact angles will be different. Reducing the drop volume again, the contact line will stay
pinned until a lower critical volume is reached before it retraces. Thus, wetting states depend on the history, however,
the characteristic material parameters are not history dependent as long as materials are not considered to age. In Figure
2.9 the Kistler model is extended by applying the advancing and receding angle as an equilibrium contact angle to model
the contact angle hysteresis. Such an approach can be found among others in Roisman et al. (2008) and Linder (2015).
The influence of roughness on wetting has already been described by Wenzel (1936) and later by Shuttleworth and Bai-
ley (1948), Eick et al. (1975), Huh and Mason (1977) and De Gennes (1985). A simplified view of a two-dimensional
roughness in Figure 2.10 shows the difference of the apparent contact angle θapp that can be measured e.g. with a camera
resolution of 20µm. On the contrary, the microscopic contact angle θm con only be measured with a finer resolution of
the size of the roughness e.g. 2µm. For a static interface, depending on the position of the surface, different apparent
contact angles θapp within the contact angle hysteresis are measured. On real surfaces, the contact angle hysteresis might
also depend on the interface normal direction (Johnson and Dettre, 1993). Chemical heterogeneities of a surfaces have
a similar effect (De Gennes, 1985).
In conclusion of the description of multi-phase flows, the interaction with a wall requires additional models to cover the
contact line motion. The dynamic contact angle models, as well as an extension to describe the contact angle hysteresis
and pinning, have been presented. The aspired flow complexity of wetting on complex car surfaces cannot yet be
described by analytic models. To describe and understand such involved flows, a three-dimensional numerical simulation
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Figure 2.9: Contact angle dependency on the contact line velo-
city with hysteresis, showing an advancing and receding contact
angle of θA = 120◦ and θR = 60◦. Cox’s dynamic contact an-





Figure 2.10: Roughness as a cause for the apparent contact an-
gle θapp that differs from the microscopic contact angle θm. De-
pending on the local contact line position on the roughness, the
interface orientation changes with a microscopic contact angle
θm, which is is assumed to be constant.
complements experimental observations. With this goal in mind, a numerical framework is developed within the present
study that covers the outlined physics.
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3 Numerical framework
The numerical framework to describe wetting on complex geometries and in turbulent shear flow has to meet several
requirements that are not yet matched by any available framework found in literature. Considering the simulation
of automotive exterior water management the outstanding challenges are the multi-scale problem, the accurate in-
terface discretization, the dynamic contact line description, the combination of multi-phase models and turbulence
models and finally the complex surface geometry. All of these challenges are tackled in the framework presented in
this Chapter, with the objective to build a sound combination of models which focus rather on accuracy than the cov-
erage of the largest length scales. An extensive validation is presented, so that future investigations can rely on this study.
This study builds upon version 5.x of OpenFOAM (Open Field Operation and Manipulation), a comprehensive open
source C++ library for computational continuum mechanics, including CFD (Jasak, 1996, Weller et al., 1998, Jasak,
2009, Moukalled et al., 2016). It distinguishes itself from other open source Computational Fluid Dynamic (CFD) soft-
ware by a modular code structure, where modules (linear solvers, interpolation schemes, physical models, etc.) are
implemented following the Strategy Design Pattern. It is this strict layered software design which makes OpenFOAM
extensible to clients/users in a straight-forward manner.
Maintainability is achieved by generic programming: extensive use of templates enables operations on different data
types using the same methods without code duplication. Along with operator overloading, this allows devising tailored
top-level CFD code, which closely mimics the mathematical language in continuum modeling, i.e. partial differential
equations. Further flexibility is achieved by using the Runtime Type Selection (RTS) mechanism: following the Factory
Design Pattern, OpenFOAM allows instantiation of an object in the class hierarchy during runtime of the software by
the user, changing entries in a configuration file (dictionary). Such strict distinction between interface and library use is
held up throughout the library in order to hide implementation details for the sake of usability and readability at top-level.
As for parallelism, communication details are isolated from library use at top-level by a software interface layer which
works as parallel communication wrapper with a standard interface so as to allow every top-level code to be written
without any specific parallelization requirements. This way, the same lines of code operate in serial and parallel execu-
tion. Inter-processor communication is established as a boundary condition, meaning each cell is uniquely allocated to
separate processors in a zero-halo-layer approach, without duplicating cell data next to processor boundaries.
In the following, the numerical methodology of the Finite Volume Method in combination with the Volume of Fluid
method is outlined. Then, developments in the high-performance techniques Adaptive Mesh Refinement (AMR) and
Dynamic Load Balancing (DLB) are presented. These methods enable the description of wetting within multiple scales
on an unstructured geometry. To achieve an accurate description of wetting, state of the art interface and contact line
dynamic models are implemented in a modular framework. Furthermore, these models are validated with experiments
and analytical solutions of increasing complexity. Moreover, to describe drop and rivulet motion in turbulent shear flow, a
hybrid turbulence model has been enhanced to work with multiple phases. Simulation results of this model are compared
to a well-known large eddy method. Finally, an optimal set of models is selected to perform accurate large-scale wetting
simulations of drops and rivulets in turbulent shear flow and on complex geometry.
3.1 Finite Volume Method
The physical models introduced in the previous chapter require a proper discretization, which transforms the partial
differential, presented in Chapter 2, into algebraic equations evaluated at discrete locations. Two-phase interfaces are
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most prominently described within the Finite Volume Method (FVM), which enforces conservation by design. The domain
is discretized by a finite number control volumes called cells that form arbitrary polyhedrons defined by its planar faces
and a center point.
The flow, in and out of cells, is formulated as a face-centered flux and match the sources within the cell. The local balance
of a general conservation equation with a transient (I), a convective (II), and a diffusive (III) and a source (IV) term is
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where P is the enumerator representing the center of a control volume and f the cell face index. In a next step, the
expressions at the faces have to be interpolated by the values at the center points P of the control volumes, since the
field information is stored only there. The transient term is a function of the time step ∆t and is approximated with Φ at




≈ f  ∆t,φ(n),φ(n−1),φ(n−2), . . .  . (3.4)
Hundreds of different spatial and temporal discretization schemes exist to approximate cell- and face-centered as well
as temporal values. In this thesis second-order accurate schemes are used with an exception solving the volume fraction
transport equation, which can only be solved with first order accuracy. For an overview on the Finite Volume Method and
discretization schemes refer to Schäfer (2006) and Hirsch (2007). To find OpenFOAM specific implementation details
and notations regarding FVM see Weller (2005) and Marschall (2011). Jasak (1996) and Juretic and Gosman (2010)
elaborate on the truncation errors of the discretization schemes on unstructured meshes.
3.2 High-performance techniques
The high-performance techniques Adaptive Mesh Refinement (AMR) and Dynamic Load Balancing (DLB) are key for the
scope of this study to cover the multi-scale problem of wetting on automotive surfaces in necessary detail. Therefore,
these techniques are used and significantly enhanced within the framework of OpenFOAM in order to effectively tackle
the above challenges. These enhancements are published in Rettenmaier et al. (2019), where all implementation details
are given, which are summarized here with the objective
• to set out the main ingredients of AMR and DLB in the object-oriented fabric of OpenFOAM software,
• to enhance existing work on two-dimensional (2D) and axisymmetric (2.5D) refinement by Baniabedalruhman
(2015)
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• as well as to enhance existing work on DLB by Voskuilen (2014), and combine it with the improvements in AMR.
The parallel computational simulation of transient transport processes in science and engineering frequently poses a
major challenge, that is using computational resources efficiently while at the same time maintaining high accuracy of
the numerical solution throughout the computation. Transport processes often involve moving regions of interest, which
migrate through the domain and deform dynamically over time. There is a demand to fully resolve fine transient solu-
tion features within these regions in order to decrease numerical errors. Examples in engineering applications are flame
fronts, detonation shocks or fluid interfaces (Berger and Colella, 1989).
Nowadays, Computational Fluid Dynamics (CFD) software typically relies on distributed-memory parallel computer ar-
chitectures for all medium and large-scale computations. In modern CFD simulation software, the commonly underlying
Finite Volume Method (FVM) is required to support dynamic unstructured computational meshes of general topology
to cope with complex solution domains of varying shape. Under these demands, it has become established practice to
utilize a collocated (pseudo-staggered) variable arrangement on the computational mesh, where the values of transport
variables are stored in cell centers (volume fields), while the cell-face centers hold information on the fluxes and inter-
polated cell values (surface fields). Parallelization is accomplished almost exclusively in domain decomposition mode,
i.e. a large loop over cell-faces of the mesh is split up and processed by many processor cores, which are referred to as
processors in the following.
Several commercial and academic CFD solver libraries already feature Adaptive Mesh Refinement (AMR) such as in Jasak
(1996), Vuong et al. (2008), Schwing et al. (2013), Fondelli et al. (2015), Adams et al. (2015) as well as Dynamic Load
Balancing (DLB) by Flaherty et al. (1997), Vandriessche and Roose (1995), Misaka et al. (2017). Simulations using the
AMR and DLB framework made available in Rettenmaier et al. (2019) have already been employed in Deising et al.
(2018) and Thammanna Gurumurthy et al. (2018).
First, new multi-refinement criteria improvements and AMR in 2D and 3D are covered. Then, the basics of the DLB
algorithm are explained. In both subsections, Figure 3.1 guides through the structure of the most relevant classes and
might help the interested reader who wants to dive into the implementation itself for further details. At last, validation
results are presented.
3.2.1 Adaptive mesh refinement
To dynamically obtain high accuracy where locally necessary, while allowing lower accuracy where acceptable, the
h-adaptivity approach is used in AMR. Thus far, OpenFOAM has only supported AMR for hexahedral cells in 3D.
Octree Cell Refinement
In 3D cases, hexahedral cells are split using an octree structure where a so-called refinement level is associated with each
cell. A cell is refined by cutting it into eight child cells with 36 faces of which 12 are internal to the parent cell (see
Figure 3.2a). Neighbors to the refined cells will change from hexahedral to polyhedral cells with more than six faces. The
pseudo-staggered approach in OpenFOAM relies on two locations for defining mesh related fields: volume fields represent
values on cell centers and surface fields on face centers. The handling of surface fields in combination with AMR suffers
from three major problems in the current OpenFOAM versions: the lack of consistent interpolation between values of
refined and unrefined cells, wrong face addressing of newly created faces during refinement, and sign-flipping of non-flux
surface fields. Solutions for this problems are outlined in the following.
Mapping is the interpolation of fields between parent and refined child cells. Mapping of cell-centered volume fields is










Enables Finite Volume dis-
cretization. Responsible for




Determines which cells to re-
fine and unrefine. Does flux
correction after refinement.
Calculates load balance
and calls redistribution if
necessary.
Mesh consisting of polyhe-
drons.
Splits hexahedra
Figure 3.1: UML diagram that shows the newly implemented classes for Dynamic Load Balancing and 2D, as well as 2.5D Adaptive
Mesh Refinement, in yellow. Already existing classes with necessary changes are marked in red.
(a)
(b)
Figure 3.2: a) Octree refinement of a hexahedral cell creates 12 internal faces. Values of surface fields (round) are interpolated
from the values of the adjacent master faces (squares) which is exemplarily shown for one internal face. b) Quadtree refinement of
hexahedral cells and prism cells. The invariant direction is normal to the page.
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value of the parent cell; in a cell unrefinement step, the volume average of child cells’ cell-centered values is set on the
parent cell-center. However, mapping of surface fields during the refinement step is more demanding and critical since
most solvers in OpenFOAM are flux based and fluxes are represented as surface fields. Values at refined faces are set with
the value of their corresponding parent face, called master face, which is the face of the parent cell that is split into four
new faces. New faces internal to the parent cells are however not related to any master face. A better value interpolation
onto these faces is realized in this work by arithmetically averaging the value of the four adjacent master faces, as shown
for one internal face in Figure 3.2a. The mapping of surface fields onto new internal faces has been implemented in the
dynamicRefineFvMesh class (see Figure 3.1).
An implementation error dating back to 1.x OpenFOAM versions in the mesh cutter class hexRef8 at the initialization of
new faces has been corrected, which has invalidated the addressing of newly created internal faces, resulting in seem-
ingly random values on new faces in the whole simulation domain.
The sign of fluxes depends on the face normal direction that is shared by up to two adjacent cells. This direction may
change due to topological changes during refinement or unrefinement depending on a formal ownership. Thus a sign-flip
of the flux values becomes necessary. Sign-flipping is done for all types of surface fields, even though they may not
represent fluxes. Wrong sign-flipping has been corrected in numerous places within the OpenFOAM library.
Incompressible flow solvers in OpenFOAM rely on conservative flux fields, corresponding to a divergence-free velocity
field. Due to the nonconservative mapping of surface fields, the flux field needs to be corrected after each AMR step
(see 3.2.1). Using the mentioned correction of face addressing, the enhanced surface field mapping and the correction
in sign-flipping significantly reduces the necessary correction to ensure a divergence-free field, and improves runtime
performance, accuracy and stability (Deising et al., 2018).
The relation between child and parent cells is maintained in the form of a refinementHistory, which also stores the
refinement level for each cell. Cells are only unrefined if the criteria for unrefinement is matched in all sibling cells,
which is taken care of in the dynamicRefineFvMesh class. Otherwise, the level of cells at the border of the refined vol-
ume may switch back and forth between two levels at each refinement and unrefinement step, unnecessarily consuming
computational resources.
Quadtree refinement
For 2D cases, OpenFOAM uses 3D meshes with the additional constraint of a single cell layer in the invariant direction.
At runtime, the boundary type empty is automatically detected as an indication of a 2D case in order to reduce the
number of dimensions in which to solve. Octree refinement breaks the invariance condition since it introduces cells
in the invariant direction. For two-dimensional cases, the standard octree refinement must therefore be replaced by a
quadtree refinement. The implementation of quadtree refinement is based on the octree refinement, with the difference
that internal cells are not split to introduce new cells in the invariant direction. The two faces on the empty boundaries
are split at their center into four new faces each. This step introduces new points at the middle of all boundary edges,
used to split faces in the acceptable direction. Therefore, cell refinement produces four child cells and introduces four
internal faces in the parent cell (see Figure 3.2b).
For axisymmetric cases, the implementation uses another type of boundary, the wedge type. The mesh still has a thickness
of one cell but takes the form of a wedge with one edge along the axis of symmetry. Quadtree refinement can be applied
as described above for hexahedral cells. However, special care needs to be taken in the refinement of prism cells at the
axis. Triangular faces of these cells are detected at refinement to be split into triangular and quadrangular faces, so that
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prism cells are refined into two prisms and two hexahedra (see Figure 3.2b).
The extension of the 3D mesh cutter to 2D and axisymmetric cases is based on work by Baniabedalruhman (2015), which
is further abstracted and refined in this study. In order to limit code duplication, the hexRef8 class is replaced with a
base hexRef class with three derived classes, hexRef8, hexRef4, and hexRef4Axi, which implement octree refinement,
quadtree refinement and quadtree refinement including prisms on the axis, respectively (see Figure 3.1). The hexRef
classes make use of the runtime selection mechanism so that the dynamicRefineFvMesh selects the appropriate n-tree
refinement based on the number of dimensions of the mesh and the number of dimensions of the solution. The number
of dimensions is also used at runtime to determine whether prism cell refinement is allowed.
Combining multiple refinement criteria
For greater flexibility, OpenFOAM’s single criterion refinement was extended to multiple different criteria. The criteria
include uniquely selectable fields, their gradients and curls, interfaces, geometrical features such as boxes or domain
boundaries as well as the maximum and minimal refinement levels on each individual criterion. All settings are modifi-
able at runtime and the use exemplarily demonstrated in tutorials of the repository. Figure 3.1 shows the multi-criterion
refinement class as a modular plug-in to dynamicRefineFvMesh.
Buffer layers
Buffer layers are the number of cell layers between two refinement levels. In meshes with more than two refinement
levels it is important to ensure a smooth transition between the different levels in order to sufficiently decrease discretiza-
tion errors due to mesh skewness at refinement transitions and to provide a buffer between two refinement levels for the
computed flow to adapt to the new mesh level. The one-irregularity constraint restricts the refinement level difference to
neighboring cells to one, so the minimum number of buffer layers is one. However, more buffer layers are recommended.
The calculation of the target refinement level for each cell is performed as follows. First, all cells with the highest re-
finement level are marked to preserve their level. In a second step, their level, decremented by one, is propagated to
neighboring cells sharing a cell corner point. The propagation operation is iterated from neighbor to neighbor as often
as the number of buffer layers prescribed by the user. The procedure is then repeated for each refinement level, from the
finest to the coarsest.
The propagation of target refinement levels is performed by marking all points used by cells of the level performing the
propagation. All cells using these marked points then receive the target refinement level being propagated. The choice
of points for propagation compared to faces is motivated by the larger directional preference exhibited by face based
propagation.
Figure 3.3 shows examples of refined meshes using respectively two and six buffer layers. The number of effective
buffer layers may exceed the specified number by one, since refining a cell creates two cells in each refined direction. A
minimum of two layers is recommended.
Flux correction in OpenFOAM
The interFoam solver family, in particular, relies on a divergence-free volumetric flux field that corresponds to a
divergence-free velocity field. Due to non-conservative mapping of surface fields, the flux field needs to be corrected
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NBuff = 2 cells NBuff = 6 cells
Figure 3.3: Example of two buffer layer enforcing a minimum of two (left) and six (right) buffer cells between two different cell
layers.
after each AMR step. This correction applies to the entire flux field even in cells not changed by the AMR mesh up-
date. Good initial fluxes ensure convergence and minimize the correction. To start with, a flux estimate F ∗f is calculated
extrapolating the flux of the last time step F (−1)f using the with cell face-values interpolated velocity field u
(−1)
f (CD)








|S f | n f . (3.6)
Hereby S f denotes the surface area vector and n f = S f /|S f | the face normal. Face-centered values are marked with the











F ∗f . (3.7)
In the above equation, A f is the central coefficient of the discretized momentum equation and ∇ f the surface normal
gradient. Finally, the estimated flux is updated by the pressure correction term to obtain the divergence-free flux
F nf = F
∗
f − 1A f ∇ f p
n
corr |S f | . (3.8)
Using the different improvements namely the addressing fix, the enhanced surface field mapping, and the correction in
sign-flipping as mentioned in Section 3.2.1, significantly reduces the necessary correction iteration to ensure a divergence-
free field, while improving solver performance, robustness and accuracy (Deising et al., 2018).
3.2.2 Dynamic Load Balancing
In OpenFOAM, parallelism is based on domain decomposition. The simulation domain is decomposed into sub-domains,
each being assigned to a different processor. Whenever AMR is used on a transient problem in parallel, the changing load
on processors may significantly reduce the efficient use of computational resources. The processor with the largest load






proc 1: 6 cells
imbalance: 0 %
proc 2: 6 cells
proc 1: 6 cells
imbalance: 56%
proc 2: 21 cells
proc 1: 14 cells
imbalance: 4%
proc 2: 13 cells
Figure 3.4: A mesh is refined on only one processor creates a load imbalance. To ease the imbalance, cells are redistributed between
the processors.
balance can be thought of. Here the load balance is calculated as the ratio of the largest difference in cell number on
each sub-domain to the average number of cells per sub-domain. This approach assumes the same computational cost
for each cell, which is not generally true. An example of a load imbalance is given in Figure 3.4. After a refinement of
a set of cells, the domain distribution is imbalanced by 56%, clearly a significant amount. After redistribution, a load
imbalance of only 4% is achieved.
Several DLB algorithms based on OpenFOAM libraries are already in use, such as the one found in Batzdorf (2015) for
version 2.1.x or another in Mooney (2015) based on the solution by Voskuilen (2014) for version 2.3.x, which also serves
as a base for this study. The algorithms of all these authors rely on the redistribution functionality of OpenFOAM, which
exchanges cells and their field values between processors given an old and a new domain decomposition. This algorithm
needs some changes as outlined by Voskuilen to enable redistribution of fields with physical dimensions and this study
further adds to that list with changes regarding surface field flipping and implement additional functionality to allow for
the combination with 2D refinement.
Apart from Voskuilen’s list, a problem was found in fvMeshDistribute related to the flux-flipping issue explained in
Section 3.2.1, where non-flux surface fields are flipped while redistributing the cells on different processors. Wrongly
flipped fields cause solver crashes. Furthermore, the default mapping of values on boundaries during an AMR mesh
update is not sufficient in combination with DLB.
During DLB, stability issues appear using boundaries that hold a value such as for general Neumann or Dirichlet bound-
ary conditions. Similarly to the mapping issue explained in Section 3.2.1, a proper mapping of values from parent
to child cells is required. At boundaries, this mapping is not provided by default in the basic boundary conditions
such as for Neumann boundary conditions (fixedGradientFvPatchField) from which contact angle boundary class
(alphaContactAngleFvPatchScalarField) is derived. This contact angle boundary condition is necessary for the cap-
illary rise test case in Section 3.2.3. During refinement and DLB, the boundary field size is updated, but new faces lack
proper initialization. This issue leads to either incorrect gradient values or to exceptions. To prevent interruptions in
our specific application, new faces are assigned with a zero normal gradient boundary condition. This corresponds to a
contact angle of 90◦. It is recommended that cells containing part of the three-phase contact line are never refined nor
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Figure 3.5: Simulation result of a dam break with a two-level
refinement at the interface. The iso-surface of the liquid is shown















Figure 3.6: The 3D dam-break case shows the speed-up compar-
ing a uniform mesh without refinement as a reference to adap-
tive mesh refinement in two levels. The refined case is calcu-
lated with and without dynamic load balancing. The static mesh
matches the resolution of the finest refined cells. The octree-
AMR provides a speed-up related to the reduction in cells and
DLB helps to maintain the speed-up for an increasing number of
processors.
unrefined to ensure that the boundary condition and field mapping acts as expected.
Both structured and unstructured domain decomposition strategies are available in OpenFOAM. Representative examples
are the simple structured decomposition method, which subdivides the mesh to a user-defined number of sub-domains
in each direction, and the unstructured scotch (ptscotch in parallel) decomposition, which aims at minimizing the size
of inter-processor boundaries (see OpenFOAM User Guide). The scotch (ptscotch) decomposition tends to generate
new domains from scratch at redistribution, resulting in a large quantity of cell data exchange between processors, and
a large memory consumption.
Regardless of the chosen decomposition strategy, refined sibling cells should not be assigned to different sub-domains
to preserve unrefinement capabilities. In Batzdorf (2015), this limitation was overcome by introducing a new
clustered decomposition method. However, since OpenFOAM version 4.x, decomposition constraints allow select-
ing the refinementHistory class in the user-specified dictionary decomposeParDict to enforce cell families to remain
on the same sub-domain. This restriction allows the use of any decomposition strategy while keeping unrefinement
capabilities. The process of AMR, DLB and flux correction is summarized in Figure 3.29.
3.2.3 Validation
Two typical cases are presented to highlight the performance gains and reduction in necessary computational resources
due to AMR and DLB in 2D and 3D. The 3D case is a dam break with an obstacle and the 2D case a capillary rise. Both
cases are calculated with 2.5 GHz “Intel® Xeon® E52680 v3” processors, using the interDyMFoam solver, which captures
the interface using an algebraic Volume of Fluid method (Hirt and Nichols, 1981, Ubbink, 1997, Muzaferija and Peric`,
1997). The main advantage of AMR and DLB is the reduced number of cells, while maintaining parallel efficiency by
re-balancing the computational load between processors.
The simulation of dam break flow is used to understand catastrophic dam-break incidents, promote dam safety and also
used as a validation case in many CFD solvers (Biscarini et al., 2010, Fondelli et al., 2015, Gada et al., 2017). The domain
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consists of a cube with a base length of 1 meter with a centered obstacle measuring 0.4m× 0.4m× 0.25 m. The water is
initialized as a rectangle measuring 0.6 m× 0.19m× 0.75 m as shown in Appendix A.1. Two meshes are compared, one
with a uniform static mesh with a spatial resolution of 3.06·10−3 m, resulting in 33.6 million cells and the second one with
two-level AMR around the interface, matching the static mesh resolution and resulting in a total cell count only 2.6 million
cells. The simulation is done with and without DLB. The maximum allowed imbalance is set to 20%. Between the results
with and without AMR no difference of the outcome is visible since the equally resolved interface dominates the flow field.
In the following, speed-up relates the reduction of total core-hours used in respect to a reference simulation. The speed-
up of the simulation is shown in Figure 3.6, using the simulation with a static mesh on a single processor as a reference.
A speed-up of one order of magnitude is achieved using AMR and DLB for 2, 8, 64 and 125 processors. Because of
the communication overhead for increasing numbers of processors, only sub-linear speed-up is achieved. Note that the
optimal number of processors is smaller for a setup with fewer cells using AMR.
To outline the necessity of DLB when using AMR, simulations are performed with and without DLB. Simulation times
are halved for 125 processors when using DLB compared to a non-balanced simulation. It can be argued that for highly
dynamic cases, where the region of interest migrates through the entire domain, the bottleneck originating from load
imbalance may even result in lower parallel performance than with the statically refined case.
The capillary rise between plates is a two-dimensional case used in literature as a benchmark for curvature calculation
and validation for contact angle models (Fath and Bothe, 2015, Xu and Guetari, 2004) since an analytic solution for
prescribed constant contact angles is known (Fries and Dreyer, 2008). The liquid-gas interface is initialized horizontally
between the plates and rises or falls over time depending on the applied contact angle, here chosen as 40◦. The material
parameters of air and the liquid are set as presented in Fath and Bothe (2015). In order to cover the rise of the two-phase
interface, the entire domain is covered by a fine static mesh. As only the interface evolution requires high accuracy (see
Figure 3.7), this test case is a good candidate to apply AMR and DLB.
The static discretization of the domain given in the Appendix A.3, uses a uniform hexahedral mesh resolving the half
width of R = 0.625 mm between the two plates with 128 cells and the height of 17R with 2176 cells, in total 5.6× 105
cells. The dynamically refined mesh is set with two refinement levels around the interface, matching the resolution of
the static mesh at the interface (see Figure 3.7). The resulting cell count using AMR is only 4.3× 104 cells.
As for the dam break case, the speed-up with 2D-AMR achieved for the capillary rise case is around one order of mag-
nitude, which directly relates to the reduction in cell count (see Figure 3.8). AMR with DLB still produces a two-fold
increase in performance compared to simple AMR. To point out the benefit of having a true two-dimensional refinement
in two-dimensional cases, additional simulations are performed using octree refinement instead of quadtree refinement.
In this case, octree refinement is about five times slower than quadtree refinement, due to the larger number of child
cells per parent as well as the introduction of parasitic flow in the invariant direction.
The dam-break and capillary rise test cases both show a significant speedup using adaptive mesh refinement by reducing
the cell count. The benefit of a quad-tree refinement versus an octree refinement in 2D cases is quantified. A number of
issues in the current OpenFOAM mesh related libraries have been solved obtaining stable and accurate calculations.
3.3 Interface representation - Volume of Fluid Method
To categorize the here used Volume of Fluid (VOF) method, different available two-phase interface descriptions are
mentioned first. The interface is distinguished either by an explicit (interface tracking) or implicit (interface-capturing)
description. Interface tracking methods (Muzaferija and Peric`, 1997, Tukovic and Jasak, 2012) represent the interface by
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Figure 3.7: Two-level refinement at the interface and a con-
tact angle of 40◦. For better visualization, the resolution of the
half width is reduced to R/∆x = 64. The volume fraction α













octree AMR & LB
AMR no LB
linear speed-up
Figure 3.8: 2D capillary rise between plates case showing the
speed-up when using AMR in two levels with and without DLB
versus uniform mesh without refinement, matching the resolution
of the finest refined cells. Using octree-AMR provides a speed-
up related to the reduction in cells which is even further reduced
using quadtree AMR. DLB helps to maintain the speed-up for an
increasing number of sub-domains.
cell-faces. For moving interfaces, the spatial discretization has to be adapted in each time step. The high accuracy of the
method is contradicted by an expensive re-meshing. Another method class with explicit interface representation are Front
tracking methods (Tryggvason et al., 2001, M. van Sint Annaland et al., 2006, Dijkhuizen et al., 2010), where marker
points are advected on a fix Eulerian mesh. The interface is reconstructed each time step from the marker points. This
approach allows an easier description of dynamic interface motion compared to the interface tracking approach. How-
ever, the description is not per se conservative. On the other hand, Interface capturing methods rely on the advection of
a marker field discretized by an Eulerian mesh, which provides the best capabilities to describe highly dynamic interface
motion. The marker field can either be a Level-Set (Sussman et al., 1994, Sethian and Smereka, 2003) representing the
distance to the interface, or a volumetric phase fraction used in the VOF method (Hirt and Nichols, 1981, Ubbink, 1997,
Muzaferija and Peric`, 1997). The VOF methods can be further categorized into geometrical and algebraic approaches.
Geometrical VOF methods reconstruct the interface in each cell e.g. as piecewise linear functions (PLIC) used to calculate
the volumetric fluxes of the volume fraction (Rider and Kothe, 1998). This approach ensures a sharp interface but is yet
limited to structured mesh representations. Recently, this approach has been generalized for unstructured meshes (Maric
et al., 2013). However, his demanding algorithm has not yet been coupled to Navier-Stokes equations. On the other
hand, in the here used algebraic approach an advection equation for the volume fraction is solved where the diffusion of
the interface and the accurate advection are the major challenges. It’s robustness, conservativeness and applicability on
unstructured meshes are the main reasons for its popularity.
The volume fraction α = VL/Vcell reflects the ratio of the liquid volume in a cell to the volume of the cell. The gas and
liquid phases can be distinguished locally by the value of α. If a cell is totally filled by liquid, α equals one and vice versa
α is zero for a cell completely filled with gas
α(x , t) =

1, inside liquid phase (L) ,
0, inside gas phase (G) ,
0< α < 1, inside transitional region .
(3.9)
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For the transitional region, the values of viscosity and density are interpolated linearly from the values of the pure phases,
allowing a one-fluid formulation of the Navier-Stokes equations
ρ = αρL + (1−α)ρG , (3.10)
µ = αµL + (1−α)µG . (3.11)
The α field is linked with the velocity field of the fluids by the transport equation
∂ α
∂ t
+∇ · (uα) = 0, (3.12)
which is challenging to solve because of the requirement of the field α to remain as sharp as possible and to always be
bounded between zero and one. To counteract the diffusion of the sharp interface, Weller (2006) proposed an additional
term into the transport equation (3.12) within the so-called MULES advection algorithm used in the multi-phase VOF
solver interFoam of OpenFOAM
∂ α
∂ t
+∇ · (uα) +∇ · cα max |u| , ucomprnΣ [α (α− 1)]α	 = 0 . (3.13)
In this equation, nΣ is the normal vector of the liquid-gas interface and cα is the compression factor which is set equal
to 1 in all simulations of this study. The compression depends linearly on the magnitude of the velocity |u|. In dynamic
cases that counter-gradient diffusion term is sufficient, in contrast to cases with a quasi-static interface, where the com-
pression is to lax. This way interface smears out especially near the wall where the velocity is small, and moreover, by
reducing parasitic currents as later explained in Section 3.4, this effect increases. Therefore, where necessary, a minimal
compression velocity ucompr = 0.001m/s is applied in this study. A validation of the MULES algorithm can be found in
Deshpande et al. (2012).
The Courant number Co restricts the simulation time step ∆t, depending on the velocity u of the fluid and on the cell





For an explicit time discretization, the simulation is only stable at Co < 1, whereas for implicit discretizations there is
no general limit in respect to the simulation stability. Although, the handling of multi-phase flows with a segregating
transient solution technique, as implemented in OpenFOAM, is critical for Courant numbers above Co = 1, therefore
values of about Co = 0.4 and smaller are recommended to minimize discretization errors. The time step is dynamically
maximized in each time step according to the Courant number to reduce computational effort.
In addition to the Courant number, another time step restriction is given by Brackbill et al. (1992) and Denner and van





Typical resolutions of ∆x = 50µm with water and air yield a maximum time step of ∆t < 1.6× 10−5 s which is always
ensured in this study.
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3.4 Curvature and surface tension
An accurate calculation of the surface tension is key in surface tension dominated flows. A summary of the review on
surface tension models by Popinet (2018) is given here, who distinguishes between two existing approaches to calculate
the surface tension force f σ, the integral and the volumetric formulation.
Two fluids in an elementary volume Ω are intersected by the curve between two points A and B (see Figure 2.5). The






σdt = σ (t B − t A) . (3.16)
Numerically, this integral formulation only involves low-order derivatives of the geometry which leads to accurate nu-
merical estimates. Contributions of surface tension forces to neighboring control volumes cancel each other out exactly,
ensuring a local and global momentum conservation of the surface tension. This methodology is often used with La-
grangian interface representations such as in Popinet and Zaleski (1999). However, a combination of the integral
formulation with an interface capturing methods is not practical, which leaves the volumetric formulation as an al-
ternative approach.
The volumetric formulation uses the formula of Frenet for parametric curves dt = κnΣ ds, where s is the curvilinear













All volumetric formulations differ in the numerical approximation of the surface Dirac function δΣ. The idea can be
traced back to the original immersed boundary method of Peskin (1972). A generalized form reads as
f σ = σκδΣnΣ = σκ∇H(x − xΣ) , (3.18)
with the Heaviside function H and the position of the interface xΣ. In this formulation the specific surface tension force
calculation can be expressed by the Continuum Surface Force (CSF) method (Brackbill et al., 1992), the Level-Set method
(Sussman et al., 1994) or the Ghost Fluid Method (GFM) (Fedkiw et al., 1999).
Concerning the widely used volumetric formulations, two challenges have to be dealt with: unbalanced solutions of
physical equilibrium states that should be recovered by discrete schemes, and the inaccuracy of the curvature estimate.
Both lead to parasitic currents at the interface.
For a spherical (κ = const.) static (u = 0) drop in equilibrium the momentum equation of Navier-Stokes equations
simplifies to
−∇p+σκnΣδΣ = 0 . (3.19)
This way, the pressure jump at the interface results to JpK= σκ. A well-balanced discretization of (3.19) leads to
−∇p+σκ∇H = 0 , (3.20)
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where the discretization errors of ∇p and κ∇H cancel out (Renardy and Renardy, 2002), otherwise discretization errors
lead to parasitic currents. To get canceled out, both terms have to be discretized the same way. Popinet (2018) points out
that the use of a surface tension force averaged from cell centers onto face centers and a direct evaluation of the pressure
gradient at face centers, as done in interFoam, breaks the well-balanced property. Nevertheless, Yamamoto et al. (2016)
suggest using the same scheme for the pressure gradient ∇p and the Heaviside function ∇H as “pseudo”-balanced in
interFoam, which is ensured in this study. The curvature accuracy obtained by the second derivative of ∇H is usually
poor. Popinet (2018) advises, that when improving the curvature accuracy, ideally, the estimate of nΣδΣ and of κ should
be decoupled to keep the discretization of nΣδΣ equal with the pressure gradient ∇p maintaining well-balancedness.
The following sections reveal more details on the CSF method and modifications to it, which are validated afterward.
3.4.1 Continuum surface force
Brackbill et al. (1992) proposed the Continuum Surface Force method (CSF), a volumetric formulation converting the
surface tension force into a volumetric force, which is necessary if no explicit representation of the interface exists such as
in interface capturing approaches. In the VOF method, the Heaviside function H = α is set as an either sharp or diffused
volume fraction
f σ = σκ∇α . (3.21)
Sharp interface representations adapted in this study omit the difficulty of differentiating a discontinuous function by
keeping the interface smeared out over several cells. Brackbill et al. approximated the curvature using
κ= −∇ · nΣ = −∇ · ∇α|∇α| . (3.22)
Several studies show, however, that with this formulation curvature errors increase with spatial resolution (see Williams
et al. (1998), Cummins et al. (2005), Tryggvason et al. (2011)). This is an indicator for an inconsistent curvature
estimation which consequently leads to strong parasitic currents on fine meshes. The gradient information of ∇α is an
approximation of the interface normal direction. Small inaccuracies introduce a tangential force component that results
in parasitic currents. Despite of this shortcoming and the balancing discretization issues, this method is still widely
used and also implemented in interFoam. Second-order accurate curvature estimates, which would be possible with
Height functions (Poo and Ashgriz, 1989, Sussman, 2003) are not efficiently implementable on unstructured grids. An
improved curvature calculation for unstructured grids by Kunkelmann (2011) is presented in the next section. Better
accuracy is also achieved in Level-Set frameworks, which however, are not per se mass conservative. Furthermore, a
hybrid VOF Level-Set formulation based on the work of Albadawi et al. (2013) will be outlined, which combines the mass
conservative VOF advection with the improved curvature calculation of a Level-Set formulation. The CSF model used in
the interFoam solver has been modularized in this study to a solver called interFoamExtended to implement the named
approaches selectable by the user. Their improvement in the curvature calculation is quantified after being introduced.
3.4.2 Iso-surface reconstruction
To improve the curvature estimate with regard to the CSF model and thus reduce the parasitic currents, which are re-
quired to be much smaller than the characteristic problem-related velocities, an iso-surface reconstruction algorithm is
presented. It was first proposed by Kunkelmann (2011), further developed by Batzdorf (2015) and has been reimple-
mented more flexible and modularly in this study. The iso-surface calculation yields more accurate interface normals and
provides the surface area of the interface. The surface area will be necessary to calculate shear forces at the two-phase
interface. The algorithm has been implemented for unstructured grids and provides a continuous iso-surface in contrast
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α volume fraction field αP interpolated onto cell-points reconstructed interface
Figure 3.9: Iso-surface reconstruction of the volume fraction field α by interpolating cell-centered values on cell points and by linear
interpolation of the edge cutting α= 0.5 iso-surface (redrawn from Batzdorf (2015)).
To calculate the iso-surface, the volume fraction field α is interpolated from the cell centers onto the cell points. If the
sign of (α− 0.5) at the two points of one cell edge differ, then the point where the iso-surface cuts the edge is calculated
by linear interpolation. Two different interpolation methods from cell centers onto the cell points can be chosen. The
point weighted interpolation is fast but lacks in accuracy when interpolating non-uniform meshes. A distance weighted
approach is more accurate but more expensive to calculate. The first one is used throughout this study, even though
adaptive mesh refinement is used which leads to hanging nodes. Care has been taken to avoid any hanging nodes at the
interface at which the mesh is always regular.
Following the geometrical considerations of López and Hernández (2008), the cutting points on the cell edges are com-
bined to a not necessarily plane polygon that forms part of the reconstructed interface. The center xΣ of the polygon is
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points into the denser fluid. If necessary, a distance field dΣ to the reconstructed interface can be calculated by
dΣ = (x c − xΣ) · nΣ (3.25)
which is positive on the side of the denser liquid. The cell center point is denoted with x c. A distance threshold can be set
to stop the iterative distance-information propagation away from the interface containing cells to reduce computational
costs.
To calculate the curvature it is necessary to spread the interface normal information to cells in a band around the interface
since it is first only calculated in interface containing cells. The distribution algorithm propagating the interface normal
and the interface distance information away from the interface is described in Batzdorf (2015) pp. 68, and outlined here.
It iteratively propagates the information cell layer-wise via the cell faces and performs simple averaging if a receptor cell
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receives from more than one donor cell. Instead of being averaged, the minimum distance to the interface is selected.
Finally, the curvature is calculated as κ = −∇ · nΣ. Note that the curvature accuracy is improved uncoupled of the gra-
dient of the Heaviside function ∇H =∇α which remains discretized in the same manner as the pressure gradient ∇p to
keep the pseudo-well-balancedness as pointed out by Popinet (2018) and Yamamoto et al. (2016).
To obtain a smooth curvature field after the calculation, it is only kept at iso-surface containing cells, averaged with
neighbor interface cells, propagated away from the interface and then again averaged with neighbor cells. Both aver-
aging operations are performed Nav times. The choice of Kunkelmann and Batzdorf who used Nav = 2 has also been
adopted here. Cells being part of a symmetry boundary or a wall boundary can be protected from averaging. However,
even with average protected wall cells, the curvature at wall adjacent cells will not be as accurate, since cell-centered
volume fraction values have to be extrapolated beyond the wall boundary to reconstruct the interface in wall adjacent
cells. Further considerations on this topic are presented in Section 3.5.2.
3.4.3 S-CLSVOF a VOF Level-Set hybrid
The Level-Set method was invented by Osher and Sethian (1988) to calculate propagating fronts under the influence of
surface tension and was first applied on multi-phase flows by Sussman et al. (1994). To distinguish between two fluids it
relies on a signed distance functionψ with a positive value in one and a negative value in the other fluid. The interface is
defined by the iso-contourψ= 0. To advect the interface a transport equation forψ is solved which couples the Level-Set
with the velocity of the momentum balance. A review on Level-Set methods can be found in Losasso et al. (2006). Hybrid
methods aim to combine the advantages of the Level-Set method, that are interface sharpness and an accurate curvature
estimate, with the conservative formulation of the Volume of Fluid method. Sussman and Puckett (2000) proposed the
Coupled Level-Set Volume of Fluid method (CLSVOF) in which the interface is advected conservatively by the volume
fraction α and the interface normal is calculated using the Level-Set function. The material properties are updated to con-
form with a smoothed Heaviside function. Albadawi et al. (2013) provide an implementation in OpenFOAM suggesting a
less expensive simple coupling (S-CLSVOF) in which the material properties of the VOF approach are kept. The Level-Set
is initially approximated by the VOF field and then re-initialized to obtain the signed distance function, solely for a better
estimate of the curvature and consequently the surface tension. Yokoi (2013) proposes a density scaled balanced con-
tinuum surface force (DSB-CSF) that combines with the S-CLSVOF model to mitigate parasitic forces towards the denser
liquid to reduce parasitic currents. Both the S-CLSVOF and the DSB-CSF model have been combined (S-CLSVOF(DSB))
by Yamamoto et al. (2016) and are outlined in the following.
The Level-Set ψ is calculated by
∂ψ
∂ τart
= Sign (ψ0)(1− |∇ψ|) with ψ(x , 0) =ψ0(x ) , (3.26)
where τart is an artificial time and ψ0 the initial Level-Set function
ψ0 = (2α− 1)Γ . (3.27)
The non-dimensional number Γ , the artificial time step ∆τart, and the interface thickness ε are defined by the grid size
according to Albadawi et al. (2013)
Γ = 0.75∆x , ∆τart = 0.1∆x , ε= εc∆x , (3.28)
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with εc as the interface thickness coefficient for which Yamamoto et al. (2016) proposes an optimal value between two
and three. The re-initialization equation (3.26) is solved in 10εc iterations to obtain a continuous distribution of the
Level-Set function. The surface tension force of the S-CLSVOF method combined with the CSF model reads as
f σ = σκψ δψ∇ψ︸ ︷︷ ︸
=∇Hψ
(3.29)













As presented by Yokoi (2013) the Heaviside function for the S-CLSVOF(DSB) combination reads as
Hψ,DSB =
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if |ψ| ≤ ε ,
1 if ψ> ε ,
, (3.31)
and the density-scaled balanced CSF model as
f σ = σκψ∇Hψ,DSB . (3.32)
Both S-CLSVOF and S-CLSVOF(DSB) have been integrated in the framework of this study, but are limited to an use
of only equidistant cells. The distance or Level-Set function, calculated for each time step is not accurate enough at
mesh refinement jumps. The desired slope of one cannot be achieved by the number of iterations given in (3.28) even
though the values for Γ , ∆τart, and ε are local values recalculated after each mesh refinement operation. For cells near
a refinement step the slope of the level-set is unequal to one, which changes the curvature and consequently the surface
tension, and thus, distort the flow field significantly. Despite this limitation, a contact angle can be applied for the Level-
Set, which increases the accuracy of the contact angle representation significantly. This method has been successfully
used in an automotive water management background in Dianat et al. (2017a). The validation of the CSF model, the
iso-surface reconstruction and the Level-Set VOF hybrid follows in the next section.
3.4.4 Validation of surface tension implementations
The accurate estimation of the surface tension is key to describe the capillary dominated flows of drops and rivulets. The
different curvature estimates of this section are validated based on literature by simulation of a static drop and a capillary
rise between two plates.
Static Drop
A statical and spherical drop with and without viscosity is a benchmark test case that was already used by Brackbill et al.
(1992) to validate the CSF model. The used setup is described in Appendix A.2 and follows Francois et al. (2006) in
order to compare their very accurate results with simulations using the three presented surface tension models. The
magnitude of the maximum velocity |u|max in the domain after one time step, and up to 1000 time steps, is a measure of
the parasitic currents. The influence of several parameters is investigated: The density ratio %1/%2, the time step length
∆t, the end time T , the viscosity ratio ν1/ν2 and the resolution R/∆x .
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%1/%2 interFoam CSF cell-centered SSF face-centered
exact curvature Francois et al. (2006) Francois et al. (2006)
1 1.26e− 11 5.19e− 5 5.42e− 19
103 1.24e− 8 6.15e− 3 4.44e− 18
105 9.92e− 7 6.91e− 3 2.71e− 19
Table 3.1: Magnitude of the maximum domain velocity simulating a stationary inviscid drop over one time step of ∆t = 10−6 s with
a prescribed analytical curvature κ
First, the influence of increasing density ratios %1/%2 = 1, 103, 105 is evaluated after one time step ∆t = 10−6 s for
an inviscid drop resolved with R/∆x = 10 cells per radius. The curvature is set as the analytical one of a 2D case
κ= 1/R0 = 0.5 m−1. This manufactured solution provides insight into the force balance, which depends on the discretiza-
tion as described in equation (3.19). Francois et al. (2006) present a well-balanced algorithm that calculates the surface
tension based on either the cell-centered CSF method or a face-centered Sharp Surface tension Force (SSF) as part of the
Ghost Fluid method. Table 3.1 compares the magnitude of the maximum domain velocity for different density ratios. For
the density ratio of one, the result using the manufactured solution for the curvature κ is still better than the cell-centered
model of Francois et al.. However, both interFoam and the CSF cell-centered approach by Francois et al. show a decrease
in accuracy with increasing density ratio, a known yet unsolved methodological problem of interFoam.
As described in Section 3.4 parasitic currents occur due to a force imbalance and poor curvature estimates. The man-
ufactured curvature solution shown in Table 3.1 reveals that the pseudo balancedness of the interFoam algorithm is
surprisingly good, leaving the curvature estimate as the major problem to tackle. With the goal to improve the curvature
calculation, the earlier presented iso-surface reconstruction, the hybrid Level-Set VOF method and the density scaling
formulation are compared to the height function approach by Francois et al. (2006) in Table 3.2. An increasing mesh res-
olution reveals no convergence because the curvature estimate does not reach the required third or fourth order accuracy.
The exception, showing second-order convergence, is the height function approach, which is, however, only efficiently
implementable in parallel on structured meshes. Comparing the remaining methods, the iso-surface reconstruction is
about an order of magnitude better than the standard CSF method. The S-CLSVOF method also shows a reduction in
parasitic currents, which are further reduced by using the density scaling. The magnitude of the maximum domain ve-
locity reduces insignificantly with finer time steps ∆t and a constant simulation end time as shown in Table 3.3. The
height functions approach remains about two orders of magnitude better than the iso-surface reconstruction.
In the following the two fluids are simulated with a viscosity ratio of (ν1/ν2 = 10) and ν1 = 102 kg/(m s). For the given
increasing density ratios in Table 3.4 the parasitic currents increase within the same order of magnitude for all methods.
Tests performed within this study reveal an improvement between the OpenFOAM versions 2.4.x and the here used 5.x.
The S-CLSVOF(DSB) method shows the smallest increase of parasitic currents and the iso-surface reconstruction shows
the smallest parasitic currents excluding the work of Francois et al.. Table 3.5 shows results for different decreasing sim-
ulation time steps ∆t. A linear increase of parasitic currents over the simulation time can be observed as reported among
others by Francois et al.. Finally, the dependency on changing viscosities with a constant viscosity ratio of µ1/µ2 = 102 is
investigated and results are presented in Table 3.6. The parasitic currents are almost invariant to changing viscosities.
To sum up, the interFoam algorithm is almost force balanced for a prescribed exact curvature, with comparable results
to the force balanced algorithm presented by Francois et al. (2006). That leads to the conclusion that the major cause of
parasitic currents is a poor estimate of the curvature. For finer meshes, none of the methods used to improve the curvature
that are implemented in interFoam on unstructured meshes, converges. In contrast to that, on structured meshes, the
use of height functions by Francois et al. is accurate enough to converge with second-order accuracy. Nevertheless, the
results using the iso-surface reconstruction reduces the parasitic currents by about an order of magnitude. An increasing
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R/h interFoam interFoam interFoamExtended interFoamExtended interFoamExtended Francois et al. (2006)
exact curvature CFS CFS - isoSurface S-CLSVOF S-CLSVOF(DSB) CSF height functions
5 2.03e− 7 8.99e− 5 8.21e− 6 6.00e− 5 3.92e− 5 2.05e− 6
10 1.24e− 8 4.27e− 4 6.58e− 5 3.22e− 4 1.84e− 4 1.21e− 7
20 1.50e− 8 2.00e− 3 2.70e− 4 2.35e− 3 1.47e− 3 6.12e− 8
40 2.33e− 8 7.42e− 3 6.60e− 4 2.59e− 2 1.06e− 2 1.53e− 8
Table 3.2: Influence of the cell size on the magnitude of the maximum domain velocity simulating a stationary inviscid drop after
one time step of ∆t = 106 s and a density ratio of %1/%2 = 103.
∆t interFoam interFoam interFoamExtended interFoamExtended interFoamExtended Francois et al. (2006)
exact curvature CFS CFS - isoSurface S-CLSVOF S-CLSVOF(DSB) CSF height functions
1e− 3 1.32e− 7 1.86e− 1 3.69e− 2 1.53e− 1 1.37e− 1 4.35e− 4
1e− 4 1.95e− 8 1.74e− 1 3.52e− 2 1.45e− 1 1.20e− 1 3.92e− 4
1e− 5 1.88e− 8 1.66e− 1 3.40e− 2 1.40e− 1 1.06e− 1 3.64e− 4
1e− 6 6.17e− 8 1.61e− 1 3.32e− 2 1.37e− 1 1.01e− 1 3.53e− 4
Table 3.3: Influence of the time step on the magnitude of the maximum domain velocity simulating a stationary inviscid drop with
a simulation end time of 0.001 s and a density ratio of %1/%2 = 10.
%1/%2 interFoam interFoam interFoamExtended interFoamExtended interFoamExtended Francois et al. (2006)
exact curvature CFS CFS - isoSurface S-CLSVOF S-CLSVOF(DSB) CSF height functions
1e1 1.32e− 10 1.86e− 4 3.69e− 5 1.53e− 4 1.37e− 4 4.40e− 7
1e3 1.23e− 8 4.27e− 4 6.59e− 5 3.22e− 4 1.37e− 4 6.22e− 7
1e5 9.92e− 7 4.49e− 4 8.20e− 5 3.34e− 4 1.84e− 4 6.25e− 7
Table 3.4: Influence of the density on the magnitude of the maximum domain velocity simulating a stationary viscous drop
(µ1/µ2 = 10) for one time step of ∆t = 10−6 s.
∆t interFoam interFoam interFoamExtended interFoamExtended interFoamExtended Francois et al. (2006)
exact curvature CFS CFS - isoSurface S-CLSVOF S-CLSVOF(DSB) CSF height functions
1e− 3 1.04e− 5 4.27e− 1 6.58e− 2 3.21e− 1 1.84e− 1 6.22e− 4
1e− 4 1.25e− 6 4.27e− 2 6.58e− 3 3.22e− 2 1.84e− 2 6.22e− 5
1e− 5 1.23e− 7 4.27e− 3 6.58e− 4 3.22e− 3 1.84e− 3 6.22e− 6
1e− 6 1.23e− 8 4.27e− 4 6.58e− 5 3.22e− 4 1.84e− 4 6.22e− 7
Table 3.5: Influence of the time step on the magnitude of the maximum domain velocity simulating a stationary viscous drop
(µ1/µ2 = 10) after one time step and a density ratio of %1/%2 = 103.
µ1 µ2 interFoam interFoam interFoamExtended interFoamExtended interFoamExtended Francois et al. (2006)
exact curv. CFS CFS - isoSurface S-CLSVOF S-CLSVOF(DSB) CSF height functions
a) after 100 time steps
1 1e− 1 1.83e− 7 3.80e− 2 5.63e− 3 2.76e− 2 1.43e− 2 4.73e− 5
1e− 2 1e− 3 1.82e− 7 3.82e− 2 5.65e− 3 2.77e− 2 1.45e− 2 4.83e− 5
1e− 4 1e− 5 1.82e− 7 3.82e− 2 5.65e− 3 2.77e− 2 1.45e− 2 4.83e− 5
b) after 1000 time steps
1 1e− 1 6.15e− 6 3.52e− 1 1.25e− 2 2.60e− 1 1.33e− 1 4.28e− 4
1e− 2 1e− 3 6.17e− 6 3.77e− 1 1.26e− 2 2.70e− 1 1.38e− 1 4.56e− 4
1e− 4 1e− 5 6.17e− 6 3.77e− 1 1.26e− 2 2.70e− 1 1.38e− 1 4.58e− 4
Table 3.6: Influence of the viscosity ratio µ1/µ2 on the magnitude of the maximum domain velocity simulating a stationary drop
with after a) 100 and b) 1000 time steps of ∆t = 10−6 and a density ratio of %1/%2 = 103
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Figure 3.10: Capillary rise height between two plates: a) for a constant contact angle of θe = 40◦ and θe = 60◦ the surface tension
force models, CSF, CSF-isoSurface, S-CLSVOF and S-CLSVOF(DSB) are compared with a resolution of R/∆x = 64. b) using the
CSF-isoSurface model the rise height h is compared for three mesh resolutions.
density ratio leads to an increase of parasitic currents. The parasitic currents increase linearly in time and with increasing
surface tension but remain invariant for a constant viscosity ratio but changing viscosities as found by Francois et al..
Capillary rise between two plates
For this study, it is relevant to validate the combinations of the different curvature estimations models with a contact
angle model. Note at this point, that the contact angle is realized and adjusted by applying a surface tension force. And
thus, the curvature calculation is of importance. An in-depth introduction to the numerical realization of the contact
angle will follow in the next section. The capillary rise is often used as a benchmark for curvature calculations (Fath
and Bothe, 2015, Xu and Guetari, 2004), since a transient analytical solution for the rise height is described by Fries and
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. (3.33)
The height h0 for a given time t0 > 0 is taken from the simulation results after a few time steps. The constant a and b








where % and µ correspond to the denser fluid. The Lambert function W is implicitly defined as
x =W (x)exp (W (x)) . (3.35)
The dimensions and material parameters are presented in Appendix A.3.
Figure 3.10a shows the analytical solution by Fries and Dreyer (2008) and results using the different surface tension
force models CSF with interFoam and the iso-surface reconstruction, the S-CLSVOF and S-CLSVOF(DSB) hybrid meth-
ods, which show an increased accuracy in the named order. The gain in accuracy with the enhanced curvature estimates
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is significant. Even though the parasitic currents are smallest with the iso-surface reconstruction, the most accurate rise
height is attributed to the S-CLSVOF(DSB) method. Because of the limitation of the S-CLSVOF(DSB) method to equidis-
tant meshes and the better reduction of parasitic currents by the iso-surface reconstruction, the latter is chosen for all
further simulations of this study.
Similarly to the static drop simulations, the mesh study of the capillary rise shows no convergence using the interFoam
solver. Even though the surface tension of the iso-surface reconstruction does not converge formally for finer meshes,
the quasi-static rise height seems to converge the given range of mesh sizes. Furthermore, the contact line motion is
dampened with finer meshes, which is due to the reduced effective slip length, an issue explained in detail in Section
3.5.4.
In synthesis, the iso-surface reconstruction reduces parasitic currents by about a magnitude compared to the standard
CSF method implemented in interFoam. The S-CLSVOF(DSB) yields better results in combination with a contact line
since the contact angle is also set as a boundary for the Level-Set. However, because of its limitation to equidistant meshes
the iso-surface reconstruction is a better fit to solve the multi-scale problems in the applications of complex automotive
surfaces.
3.5 Contact line models
The contact line represents the line at which three phases e.g. solid, liquid and gas meet. The accurate modeling of the
contact line motion is to this day a demanding challenge since it depends on local hydrodynamic and thermodynamic
flow conditions and many material parameters. The influence of the different parameters has yet to be conclusively
investigated even though first modeling approaches exist since Young (1805). Different models regarding the contact
angle, the contact angle hysteresis and the dependency of the contact angle on the contact line velocity are presented
in the following with a focus on their numeric implementation, and are validated with simplistic test-cases. The contact
line description in OpenFOAM is extended by an object oriented and a modular class hierarchy developed in this study
to formalize and combine research of several colleagues working on wetting simulations.
3.5.1 Contact angle models and implementation
The contact angle is measured between the solid surface and the liquid-gas interface. As explained in Section 2.4, differ-
ent model classes exist which differ in the spatial resolution between micro, meso- and apparent contact angles and their
dependency on the contact line velocity for which again different approaches exist as presented in Section 3.5.2. A wide
variety of contact angles models exist of which a selection is implemented in this VOF framework.
In OpenFOAM, the adjustment of the current to the target contact angle is done as follows. The current contact angle
θ0 can be represented by the inner product of the wall normal nw and to the current normal of the interface at the wall
boundary nΣ,w,0 =∇αw/|∇αw| which is calculated by the normalized gradient of the volume fraction
cosθ0 = nΣ,w,0 · nw . (3.36)
To correct the current contact angle with a given target contact angle θ the current interface normal vector at the wall
is changed to nΣ,w. Thereby, the target interface normal vector has to lie in the plane defined by the current interface
normal and the normal of the wall
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Table 3.7: Contact angle models based on empirical correlations and on hydrodynamic theory.
The coefficients a and b can be calculated with equations (3.36) and (3.37)
a =
cosθ − cosθ0 cos(θ0 − θ )
1− cos2 θ0 (3.38)
b =
cos(θ0 − θ )− cosθ0 cosθ
1− cos2 θ0 (3.39)
Both the contact angle and the interface normal have no explicit representation in the standard implementation of
interFoam. Therefore, the volume fraction gradient normal to the wall ∇αw,n is set to
∇αw,n = (nΣ,w · nw)︸ ︷︷ ︸
cosθ
|∇αw| . (3.40)
After the new interface normal is set at the wall, the curvature and the surface tension are calculated. The difference
between the current and the target interface normal leads to a local surface tension force which will adapt the interface
near the wall boundary in the next time step.
Different contact angle models are selectable to calculate the target contact angle. The simplest form is a so-called con-
stant contact angle θe. Dynamic contact angle models, however, depend on the contact line velocity often expressed in
terms of the Capillary number Ca = ηUcl/σ. The choice of contact angle models and their presentation in this study
is inspired by Lippert (2016). Only macroscopic and apparent contact angles are treated here, due to the scales of the
investigated flow problems and the resolution limits. The mesoscopic contact angle models are derived from hydrody-
namic considerations, whereas for the apparent contact angles empirical correlations are used. A selection of models is
presented in Table 3.7.
The empirical models by Jiang et al. (1979), Bracke et al. (1989) and by Hoffman (1975) related to Kistler (1993)
are given in terms of an out-of-balance Young’s force or the Hoffman function. These models are to be applied with
spatial resolutions similar to these in experiments, which is about ≈ 100µm. The microscopic contact angle θm in
the hydrodynamic models is the only necessary parameter to describe a dynamic mesoscopic contact angle θd (Voinov
(1976), Tanner (1979) and generalized by Cox (1986)). The hydrodynamic models are denoted as sub-grid models that
only require a resolution down to the mesoscopic length scale (Dussan, 1976), which according to Dupont and Legendre
(2010) and Sui et al. (2014) is of the order of 10µm for most wetting processes.
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Figure 3.11: Comparison of different dynamic contact angle models based on both empirical data and hydrodynamic theory on the











Figure 3.12: Approaches to calculate the contact line velocity using the cell-centered velocity. a) The projection of the wall adjacent
velocity parallel to the wall. b) The wall adjacent velocity is first projected onto the two-phase interface and then to the wall
(redrawn from Linder et al. (2015)).
The dependence of the contact angle on the Capillary number is shown in Figure 3.11 for the dynamic contact angle
models of Table 3.7 and an equilibrium contact angle of θe = 50◦. Their shared range of validity is Ca ≤ 0.1 for which
all perform very similar. An application-oriented model validation and selection for this study follows in the next section.
The validation of surface tension models together with a constant contact angle model has already been shown in Section
3.4.4 in the case of a capillary rise between two plates, for which an analytical solution is known. To validate the dynamic
contact angles the calculation of the contact line velocity is first introduced.
3.5.2 Contact line velocity
Applying a dynamic contact angle poses the challenge of an accurate approximation of the contact line velocity. In the
VOF approach the interface is smeared out and no explicit representation of the interface or the contact line exists, which
could be taken to calculated the contact line velocity knowing its position over time. Three different approaches to cal-
culate the contact line velocity have been implemented.
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Simple approach
The simplest approach to estimate the contact line velocity is to take the material point velocity u p in the vicinity of the
contact line and define the component parallel to the wall as the contact line velocity ucl (see Figure 3.12a).
ucl,S =
nΣ − (nw · nΣ)nw
|nΣ − (nw · nΣ)nw| · up . (3.46)
This simple contact line velocity model using the first cell center next to the wall as a reference point is widely used in
literature for the simulation of wetting phenomena with interface capturing methods and is also implemented in Open-
FOAM.
Roisman et al. (2008) and Linder et al. (2015) argue that this simple model sets the propagation velocity of the contact
line equal to the velocity of the material point, which is not physical. This assumption only holds for contact angles of
about θ ≈ 90◦. Both propose a new model which we refer to as LinderRoisman model.
Projection onto the interface by Roisman et al. and Linder et al.
Based on geometrical considerations shown in Figure 3.12b and assuming a nearly planar interface near the wall, they
consider the contact angle rate θ˙ and the distance r from the point P at the interface to the contact line and write for the
interface velocity uΣ
uΣ − rθ˙ ≈ ucl sinθ . (3.47)
If the value rθ˙ is much smaller than ucl, the equation can be discretized as
ucl,LR =
uP · nΣp
1− (nw · nΣ)2
. (3.48)
The authors emphasize that for this approximation no creeping flow condition is required since it is only based on geo-
metrical considerations. A more in-depth derivation can be found in Linder et al. (2015). The discretized value of the
contact line velocity (3.48) has been corrected in this study with a necessary square, which is missing in the derivation
and implementation by Linder which was also adapted by Lippert (2016).
Via contact line position
Šikalo et al. (2005) also used a VOF framework to simulate drop impact and they calculated the contact line velocity
in an axisymmetric case by differentiation of the drop spreading radius. This application-oriented approach is similar to
the more generic approach by Batzdorf (2015) who uses the volume fraction iso-surface reconstruction to estimate the
position of the contact line in each time-step. In this approach the contact line velocity can be calculated knowing the
position of the current and the last time step (see Figure 3.13a). This study adapts this approach following the steps
outlined by Batzdorf.
The iso-surface reconstruction at the wall is a challenge since the volume fraction is a cell-centered field and not properly
defined at the wall boundary. To reconstruct the contact line position, the volume fraction at the wall needs a correction.
The gradient of the volume fraction at the wall boundary expressed by the contact angle is used to extrapolate a necessary














Figure 3.13: a) The contact line position is reconstructed as an iso-line and by comparing its position in two time steps the contact
line velocity is calculated. b) The gradient information of the cell center and the contact angle are used to extrapolate and correct
the volume fraction at the boundary face in order to determine the position of the contact line.
which means, the volume fraction extrapolated onto the wall by the contact angle will lead to iso-lines parallel to the
contact line. Batzdorf stresses that this is not equivalent to setting the slope of the iso-surface inside the wall adjacent
cell.
The extrapolation via the contact angle requires a correction of the volume fraction gradient ∇αcorrw as shown in Figure
3.13b that complies with two conditions. First, the gradient and the wall normal encloses the contact angle
cosθ =
∇αcorrw
|∇αcorrw | · nw , (3.49)
and secondly, the wall tangential component should remain untouched, in particular, be the same as given by the cell-
centered volume fraction gradient ∇αc assuming a homogeneous Neumann boundary condition. This condition holds
fulfilling
∇αcorrw × nw =∇αc × nw . (3.50)
These equations combine to
∇αcorrw · nw = |∇αc × nw| cosθsinθ , (3.51)
and provide the ingredient to extrapolate the cell-centered volume fraction αc onto the wall face α f ,w
α f ,w = αc +
 ∇αcorrw · nwδ f→c . (3.52)
The face-centered volume fraction α f ,w is not bounded by zero or one, which is no issue since the flux through the wall is
zero and the tangential component to the wall is preserved. To maintain a bounded volume fraction field α limiters are
often used on wall boundary conditions. Consequently, the use of limiters should be avoided in combination with this
method.
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To obtain a smeared out contact line velocity, the distance to the reconstructed contact line is propagated to neighbor cells
analogously to the algorithm explained in Section 3.4.2. The current contact line position vectors x ncl and the position
one from the last time step x n−1cl define the contact line velocity
ucl,pos = − 1
∆t
 
x ncl − x n−1cl
 · nΣ − (nw · nΣ)nw|nI − (nw · nΣ)nw| . (3.53)
The contact line position is extrapolated using the current contact angle which itself depends on the contact line velocity
and therefore also on the current contact line position itself. This circular dependency is solved by a fix-point iteration
in which the value of the contact angle is under-relaxed to promote convergence and the iteration process is stopped if
the contact angle change is less then 0.01◦ per iteration. This approach is the most accurate implemented here, however,
using this method the iteration for almost static contact lines does not converge always due to the contact angle hysteresis
and contact line pinning implementation in combination with parasitic currents as will be shown in Section 3.5.5. This
model is later referred to as cLVelocityViaCLPosition.
3.5.3 Contact angle hysteresis and contact line pinning
The adhesion force acting at the contact line can be interpreted similarly to a friction force, which counteracts the ac-
celeration of a static contact line. Small droplets stick to a window despite the gravitational force acting on the drop.
Modeling this basic behavior of the contact line is crucial for an accurate description of contact line motion and is of
major interest in this study. In experiments two critical contact angles are measured, which if locally exceeded, allow the
contact line to move. The advancing and receding contact angle θA and θR are material parameters depending on both
the solid and the liquid. The difference between both angles is called the contact angle hysteresis. The importance of the
contact angle hysteresis is known since Frenkel (1948).
The contact line velocity is directly related to the velocity imposed by the momentum balance in the first cell center of
the wall adjacent cells, since the advection of the volume fraction is directly coupled to the velocity. The adhesion force
inhibits the motion of the contact line similar to a friction force, as long as the local contact angle does not exceed the
contact angle hysteresis (θA, θR). To describe the contact line motion correctly two models, the contact angle hysteresis
and the contact line pinning, are necessary.
Hysteresis effects are already modeled in various numerical methods like Lattice Boltzmann (Wang et al., 2013, Bommer
et al., 2014), Level-Set (Spelt, 2005), Diffusive Interface (Ding and Spelt, 2008) and Front-Tracking (Duquennoy et al.,
2001). To realize an immobile contact line while hydrodynamic forces act within the wall adjacent cells in a VOF frame-
work three different approaches are known.
Dupont and Legendre (2010) suggest the cancellation of the velocity near the contact line if the current contact angle
is in the range of the advancing and receding contact angle by altering the surface tension to cancel out the calculated
acceleration. Their approach is implemented in the code framework JADIN and also adapted by Lippert (2016) in FS3D.
This technique is, in general, applicable to algebraic VOF methods. A similar model is proposed by Park and Kang (2012)
named Deceleration Feedback Technique, where the contact angle is changed by an increment such that the resulting
curvature and thus the surface tension create a force that counteracts the contact line velocity in the next simulation
step. By changing the contact angle directly the momentum equation remains untouched in contrary to Dupont’s ap-
proach. Fang et al. (2008) developed an algorithm for geometrical VOF approaches only, where the contact line is
immobilized for given conditions by only allowing a rotation of the PLIC interface plane around the contact line. The
here followed approach, applicable for geometrical as well as algebraic VOF methods, is developed by Linder et al. (2015).
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1: for all Wall faces do
2: calc θcur
3: calc Ca
4: if (θcurr > θA && Ca > 0)
5: || (θcurr < θR && Ca < 0) then
6: Neumann BC






Algorithm 1: Pinning of the contact line is realized with the Robin boundary condition by Linder (2015).
The contact angle is, in general, imposed by a Neumann boundary condition for the volume fraction α. However, such a
Neumann condition only imposes the gradient and allows for a changing volume fraction value at the boundary implying
a moving contact line. To realize an immobile contact line for contact angles within the contact angle hysteresis, Linder
suggests the use of a mixed boundary type fixing the volume fraction value or imposing the contact angle as a gradient.
This so-called Robin boundary condition can be written for the volume fraction at the wall boundary αw as
αw = sαw + (1− s)(αw +∇αw · dw) , (3.54)
where dw denotes the distance vector from the cell midpoint to the face center at the wall and s the blending factor that
switches between zero, if the contact line should pin, and one if it is free to move. To determine whether pinning applies
different cases are to be considered.
• The contact line is allowed to move if the current contact angle exceeds the advancing contact angle θcurr > θA
and the interface velocity near the contact line up directs into the lighter fluid uP · nΣ > 0 (advancing motion).
• Analog to the first case the contact line is allowed to move if θcurr < θR falls short of the receding contact angle
and the interface velocity near the contact line up directs into the denser fluid uP · nΣ < 0 (receding motion).
• in all other cases the contact line remains pinned.
Another way to express the direction of the interface velocity near the contact line up is the Capillary number calculated
from the contact line velocity. If the contact line is free to move the dynamic contact angle model applies. The Algorithm
1 sums up the pinning boundary condition as used in this study.
The advantages of this methodology are the simplicity and applicability on unstructured meshes of general topology, as
well as the localized formulation allowing for an application in 2D and 3D.
3.5.4 Cell-size dependence of the contact line velocity and the contact angle
The volume fraction α is coupled to the velocity calculated from the momentum and the continuity equations. At a wall
the tangential velocity is set to zero. A strictly continuous approach would fix the contact line at the wall without the pos-
sibility of movement. However, in interface capturing methods such as VOF, the implicitly given contact line moves with
the velocity of the wall adjacent cell center leading to a method-inherent numerical slip with a slip length lλ = 0.5∆x
equal to half the mesh size (see Figure 2.6). By refining the mesh, the slip length will reduce, thus the contact line
velocity is mesh size dependent.
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For explicitly resolved contact lines the Navier-Slip model by Navier (1823) is often used to allow for slippage, which is
proportional to the strain rate at the wall





where uw is the velocity at the wall and u parallel to the wall. The slip length is expected to be of molecular length
scales near the contact line (Cox, 1986), which is much smaller than the here used typical mesh resolutions of the order
of ∆x = 10µm. However, the Navier-Slip model could also be applied to reduce mesh dependence of the contact line
velocity in the VOF context. The contact line velocity mesh dependency has a direct effect on the applied contact angle.
In addition to the contact line velocity mesh dependency, the application of the contact angle is also mesh dependent
considering the macro, meso and micro contact angle scales. In this study, only meso to macroscopic/apparent contact
angles are resolved with mesh resolutions at a minimum of∆x = 10µm and a maximum of∆x = 100µm. Afkhami et al.
(2009) states that by resolving the slip length together with the Navier-Slip condition the contact line motion converges.
Since such a resolution is out of scope in technical applications, they reuse the Cox contact angle model which connects
the microscale θm to the mesoscale θdyn contact angle and apply the model bridging the apparent θapp in an outer region
to a numerical θnum inner region contact angle. This approach is limited to a mesh resolution smaller than the outer or
macro region of the order of 100µm and accounts for both the mesh dependent contact line velocity and contact angle.
The mesh dependent contact angle by Afkhami et al. reads as




in which r0 represents a length scale of the outer region. The function G(θ ) is defined in Cox (1986) and also presented
in Afkhami et al. (2009). An approximation for equation 3.56 is given by Voinov (1976)
θ 3num =θ
3





, for θapp < 135
◦, else (3.57)












which is comparable to the inverted equation (3.44). The model by Afkhami et al. has been implemented in this study
and a validation will be shown in the next chapter.
3.5.5 Validation of contact line models
The validation of the different contact line models and their combinations, as well as a suitable selection in respect to
their application on drops and rivulets in shear flow, is presented next. Where possible, experimental or analytical results
are compared with simulation results.
Dynamic contact angle models
The validation of the different contact angle models is performed with three different test cases. To validate dynamic
contact angle models a drop deposition simulation is compared to experiments by Lavi and Marmur (2004). Lavi and





















































Figure 3.14: Comparison of the wetted area of a simulated droplet deposition of a squalane drop on a coated silicon wafer with an
experiment described by Lavi and Marmur (2004). a) Comparison of different dynamic contact angle models using LinderRoisman
as contact line velocity model. b) Comparison of different contact line velocity models using the Kistler model.
where V describes the drop volume and τ = σt/(%νV 1/3) a dimensionless time. The constants KLM = 0.471 and
n = 0.699 are known by experiments for the fluid Squalane and the solid, a Dodecyltrichlorosilane-coated silicon wafer.
The droplet radius is R0 = 1mm and the equilibrium contact angle is measured to be θe = 41.5◦. The maximum Capillary
number Ca < 0.01 well within the valid range of all models. The cell size is chosen to be ∆x = 10µm to comply with the
requirement of the contact angle models derived from hydrodynamic theory to resolve the intermediate contact angle
region. The setup is further described in Appendix A.4.
The contact line velocity model to calculate the Capillary number is set to LinderRoisman which is presented in Sec-
tion 3.5.2. Using this model, Figure 3.14a reveals the performance of different contact angle models compared to the
experiment by Lavi and Marmur. Using the constant contact angle the drop reaches its maximum wetting area first.
The dynamic contact angle models slow down the spreading rate of the drop. Nevertheless, the model by Jiang et al.
performs almost identically to the constant model. The model by Voinov and Hoffman-Voinov-Tanner does not reach the
final experimental wetting area. Kistler’s model is closest to the experiment with a good approximation of the spreading
dynamic and is therefore chosen in all further studies. The Kistler model has two additional advantages. First, the contact
angle is bound by 180◦ for high Capillary numbers. Even though they are outside the valid Capillary number region of
this model it provides robustness in simulations as the Capillary number is calculated on all wall boundary faces regard-
less of the presence of a contact line. And secondly, the empirical models are applicable for higher mesh resolutions in a
range of 10µm up to 100µm which is exactly the range used in this study.
Contact line velocity models
Validation results of the three contact line velocities models are shown in Figure 3.14b using Kistler’s contact angle
model. All three models perform equally well. Interestingly, the difference between the Simple and the LinderRoisman
models is not substantial even though the contact angle of θe = 41.5◦ is far away from the optimal θe = 90◦ for the
Simple model. As expected the closest match with the experimental data is achieved by the most involved approach
cLVelocityViaCLPosition which reconstructs the iso contact line. A final model selection is done only after adding
pinning capabilities to the contact line.
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Pinning and contact line velocity models
Drop impact receives huge attention due to its importance in many industrial applications such as spray coating, printing
or combustion, and spray cooling. The test case presented here is categorized as a spherical drop impacting on a dry,
horizontal, smooth and unyielding surface (Rein, 1993) for Weber numbers We = %u2L/σ in the drop deposition regime
(Rioboo et al., 1999). To validate the pinning boundary condition as well as the combination of pinning with the different
contact line velocity models, drop impact simulations are compared to experiments described by Šikalo et al. (2005) (see
Appendix A.5). A glycerin drop with radius R0 = 1.225 mm impacts with Weber numbers of We = 802 and We = 93 on
wax θe = 93◦ and glass θe = 15◦.
The fast-spreading regime is dominated by inertial forces, for which the contact angle model plays an insignificant role
(see Figure 3.15a and 3.15c). Reaching the maximum spreading radius, the constant contact angle overshoots the exper-
iments the most and retraces the fastest until reaching its equilibrium state. As expected both impact velocities yield the
same spreading radius d/D after the receding phase. The use of the dynamic contact angle comes with a slower receding.
However, only when using the pinning boundary condition, the characteristic receding as shown by experiments is recov-
ered. The drops impinging on glass do not even recede after spreading. In the transition between the spreading phase
and the receding phase, the interface needs to adapt from the advancing θA to the receding contact angle θR. While for
the pure dynamic contact angle the contact line is already receding during this change the contact line stays immobile
using the pinning boundary condition. More complex cases regarding the pinning boundary are presented in Chapters 4
and 5.
Validation of the different contact line velocity models together with the pinning boundary condition shows similar results
for the Simple and LinderRoisman models (see Figure 3.15b and 3.15d). The ViaCLPosition model, on the contrary,
shows rather unphysical results after the spreading phase. This behavior stems from the extrapolation of the contact line
position with the gradient information of the cell adjacent to the wall by assuming a pure Neumann boundary condition.
Besides that, a point to ponder on is the handling of the incipient motion of a contact line using the contact line Capillary
number to decide if the interface is in advancing or receding motion. If the contact line is not moving the Capillary
number is zero in contrast to the contact line velocities retrieved from the velocity from the wall adjacent cell in the
Simple or LinderRoisman model. This case should be handled separately.
Even though the ViaCLPosition model showed promising results, recalling the drop spreading in Figure 3.14b, it is not
fit for an application with the pinning boundary condition. The experiments by Šikalo et al. (2005) are very well matched
by simulations using the pinning boundary conditions. With regards to the velocity model, the LinderRoisman model is
selected for all subsequent simulations, which performs slightly better than the Simple model.
Convergence and effective slip mesh dependence correction
The mesh dependence of both, the contact line velocity and the contact angle is shown in Figure 3.16a with results of the
drop impact case described by Šikalo et al. (2005) and in Appendix A.5 for a glycerin drop on wax and a Weber number
of We = 802. The maximum spreading radius and in the receding phase, the contact line converges for the simulated
resolutions of 9.7, 19.5, 39.1, 78.1µm even though further refinement would increase the surface tension force imbal-
ance outlined in Section 3.18. By applying the correction model by Afkhami et al. (2009) the mesh dependence reduces
the variation of the maximum spread. However, the mesh dependency cannot be corrected completely which is in line
with Afkhami’s observations.
Further results applying the pinning boundary condition as described in Section 3.5.3 are shown in Figure 3.16b. The
experimental data is in very good agreement with simulations for different mesh sizes. A mesh dependence is visible
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Figure 3.15: Comparison of drop impact simulations onto a wax and a glass surface with experiments by Šikalo et al. (2005). a) and
c) Difference between a constant contact angle model and the dynamic contact angle model by Kistler with and without pinning. b)
and d) Comparison of three contact line velocity models using the Kistler model with pinning.










































Figure 3.16: Convergence study with four mesh resolutions to observe the dependency between the contact line velocity and
contact angle and the grid size. a) With and without the correcting contact angle model θnum by Afkhami et al. (2009) and no
pinning boundary condition. b) As a) but including the pinning boundary condition.
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and convergence can be shown for the receding part of the drop impact within the range of the used spatial resolutions.
Applying the correction by Afkhami et al. the mesh dependence increases noticeably leading to the conclusion that his
model and the contact line pinning boundary condition implementation by Linder (2015) are not compatible.
The problem is, in fact, the fixed critical advancing θA and receding θR contact angles which are compared to the current
velocity dependent corrected contact angle θ , which was set to be the numerical contact angle θnum of the last time step.
The corrected angle θnum is, in general, higher (advancing) or lower (receding) than the calculated dynamic contact
angle θd. Consequently, the pinning of the contact line will apply less often, which is clearly visible in Figure 3.16b. Note
that even in stationary cases the contact line velocity will not be zero because of parasitic currents. To circumvent this
problem one could change the reference contact angles θA and θR according to Afkhami’s correction of the last time step.
Such an approach would require some involved changes in the contact line handling, which are not in the scope of this
study. All further simulations are performed without the contact line velocity dependent contact angle correction. The
mesh dependence comes into play in dynamic cases, yet the results of the highly dynamic drop impact for finer meshes
are all in very good agreement with experiments.
3.6 Boundary conditions
To realize simulations of drop and rivulets on tilted plates and in turbulent shear flow, several new boundary conditions
had to be implemented in OpenFOAM. A short but technical description of these is necessary to be able to recreate the
simulations in the Chapters 4 and 5.
3.6.1 Time variant gravitational acceleration
Instead of tilting a surface in respect to the gravitational acceleration, it is easier in simulations to change the orientation
of the gravitational acceleration itself. In OpenFOAM this acceleration is realized as a constant vector. Linder (2015)
changed the dictionary entry after a number of simulation time steps introducing small unwanted vibrations to a drop
on a tilting surface. To allow for a smooth orientation change over time, a modular approach has been implemented in
this study. The presence of a dictionary file constant/gTimeDependent activates a flag in the solver to recalculate the
gravitational acceleration each time step. The data interpolation utility Function1 is used to change the values linearly
over time. A simple linear change of vector entries in Cartesian coordinates cannot recreate a linear change of a tilting
angle of a plate. Thus, the user specifies the orientation in spherical coordinates for two or more points in time between
which values are interpolated linearly (see Figure 3.17). The spherical coordinates are transformed within the solver in
each time step to Cartesian coordinates.
3.6.2 Time variant pressure driven turbulence generator
In the review of Tabor and Baba-Ahmadi (2010) two approaches for the generation of turbulent inflow are described: a
synthetic eddy prescription and a precursor simulation. The latter is used in this study to generate a natural turbulence
field by mapping the flow field back onto the channel inlet. Since a drop or rivulet forms an obstacle creating a wake,
the mapped flow fields are taken upstream of the liquid obstacles. To force a constant velocity, a pressure gradient is
applied as a source term in selected cells, which is a feature provided by OpenFOAM called meanVelocityForce. This
source term has been enhanced to allow for a time-dependent pressure gradient interpolated between given time steps.
A typical dictionary entry is shown in Figure 3.18. The cell selection requires a defined cellZone, which in contrast to
the cellSet, is updated with dynamic mesh changes. To obtain a fully developed turbulent flow the precursor channel
has to be passed through by a total length of minimum ten channel heights, which defines the necessary simulation time
to create a fully developed turbulence field. The minimum precursor channel length should be determined as a multiple
of the largest eddy structures to avoid periodic eddies and allow for a natural turbulence field. Chaudhari (2014) suggest






( //Spherical coordinate system in degree!
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(0.0 (9.81 90 270)) // in −y-direction
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Figure 3.18: Dictionary entry for the time-dependent
velocity-forcing pressure gradient source term.
Figure 3.19: A drop in shear flow shown on the left picture and the according volume fraction capped at α = 0.01 at the right to
show the diffusive interface around the α = 0.5 iso contour. A small part of the diffusive interface is constantly blown away by the
shear flow (from right to left).
3.6.3 Drop refuel
One of the great challenges using the algebraic Volume of Fluid method is the numerical diffusion due to the gradient
of the volume fraction field α. Although the diffusion is counteracted by a compression term, presented in Section 3.3,
and small Courant numbers, the interface will always be smeared out over some cells. Thus, in shear flow, parts of the
interface will be blown away continuously as shown by a small flag downstream of the drop in Figure 3.19. Important to
note is the scaling of the volume fraction cut off at max(α) = 0.01 in the Figure. The continuous mass loss of the drop
is comparable with evaporation and is not related to mass conservation problems often found in Level-Set methods. In
relatively long simulations with a high shear rate, this evaporation becomes an issue as the drop might lose more than
5% of its mass. To counteract this method inherent problem, the drop is refueled over time in long simulations with shear
flow. Therefore, the mass outflux of the domain is measured each time step and pumped back into the drop through the
wall in boundary faces that meet the following conditions. First, the volume fraction needs to be α ≥ 0.95 and secondly,
the face has to be marked as pinned, using the Robin boundary condition introduced in Section 3.5.3. As the sheared
off mass per time step is relatively small and per average more than 100 faces meet that condition in typical setups,
the inflow velocity is small (< 10−3 m/s) compared to parasitic currents (< 10−2 m/s) and very small compared to the
channel flow ( 101 m/s). Consequently, the influence on the flow field is negligible.
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3.6.4 Wall-functions for turbulent flow
The use of wall functions relaxes the requirement of a cell resolution at the wall of y+ = 1. The distance between the
midpoint of the wall adjacent cell to the wall is important to correctly apply wall functions in the three regions, the
viscous sublayer, the buffer layer, and the logarithmic region as introduced in Section 2.2. In many CFD codes including
OpenFOAM, no specific model for the buffer layer is included. Therefore in this study, the minimal resolution of y+ ≤ 5
at the wall is ensured in terms of average channel velocity to avoid the buffer layer, in which the asymptotic solutions for
the viscous sublayer and the logarithmic region does not hold. An attempt to incorporate the Compound Wall Treatment
by Popovac and Hanjalic (2007) was made, who suggest an exponential blending of both asymptotic regimes. However,
only simulations with a sub-viscous resolution have shown satisfactory results. In the viscous sublayer, wall functions
are already provided in OpenFOAM for the turbulent viscosity νt as suggested by Spalding (1961), prescribing a velocity
profile down to y+ = 0









with E = 9.8 and κ= 0.41. The turbulent viscosity is calculated using equation (3.61) and (2.13) as
νt = u
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In the RANS model, introduced in the next section, a boundary condition for the dissipation rate ε and the production P





with the kinetic energy k and










with Cη = 0.09. Simulation results using these boundary conditions in combination with two different turbulence models
are shown in Figures 3.20 and 3.21. The turbulence models are set out in the next section.
3.7 Turbulence models
In this section, the basic concepts and implementation details of turbulence models as used in this study are described. As
already introduced in Chapter 2.2, turbulence covers multiple scales. Three general techniques exist to predict turbulent
flows, each with a different range of resolved scales.
When even the smallest length and time scales are resolved as in the Direct Numerical Simulation (DNS), there is no
need of turbulence models since all eddies are properly resolved. Naturally, the number of required grid cells is very high
and scales with Re9/4. Because of the cell size dependent time step restrictions, the overall computational cost increases
even faster with Re11/4 (Nieuwstadt et al., 2016). Hence, the use of DNS is and will be restricted to small domains and
low Reynolds numbers for the coming years.
Smagorinsky (1963) proposed the first Large Eddy Simulation (LES) model. Only large eddies are resolved, which con-
tain most of the kinetic energy. The energy cascade in Figure 2.1 suggests that the smallest eddies are of isotropic nature,
which can be modeled accurately. All the small scales which contain a total of approximated 20% of the kinetic energy
are cut off by spatial filtering. Hence, the computational cost reduces significantly (Pope, 2000). Nevertheless, for many
industrial applications a pure LES approach is not yet affordable. The Wall Adaptive Local Eddy (WALE) model by Nicoud
48
and Ducros (1999) is a state of the art LES model explained in further detail in Section 3.7.2.
The Reynolds-Averaged Navier-Stokes (RANS) model describes the whole turbulent energy spectrum statistically. Based
on the work of Reynolds (1895), flow quantities are averaged such that small fluctuations are canceled out. This is by
far the cheapest approach in terms of computational costs, but also the least accurate. Nevertheless, it is a widely used
approach and applicable in simple turbulent flow conditions. The ζ− f model by Hanjalic´ et al. (2004) is a four-equation
RANS model used in this study which is introduced in Section 3.7.1.
Hybrid models combine RANS and LES to reduce computational cost where possible. RANS lacks in an accurate descrip-
tion of flows dominated by large-scale anisotropic flow structures, while LES wall-bounded flows are very expensive due
to grid requirements resolving the small structures at the wall. Combining both approaches these and other shortcom-
ings can be circumvented. An overview of hybrid models is provided by Fröhlich and von Terzi (2008). Speziale (1998)
introduced the Very Large Eddy Simulation (VLES), which blends seamlessly between RANS and DNS depending on the
flow condition. Together with further changes by Han and Krajnovic´ (2013) and Chang et al. (2014) this robust and
highly efficient hybrid model is also used in the present study and outlined in Section 3.7.3.
After presenting these different models a validation and comparison follow. Section 3.7.5 concludes with a discussion of
the combination of turbulence models with two-phase interface models.
3.7.1 RANS - k− ε− ζ− f
The ζ− f model by Hanjalic´ et al. (2004) is a four-equation eddy-viscosity RANS model, which accounts for the near-wall
Reynolds stress anisotropy that represents a good compromise between numerical robustness and physical accuracy near
the wall. It is based on the elliptic relaxation concept of Durbin (1991), according to which instead of the wall normal
velocity scale v 2 the velocity scales ratio ζ= v 2/k is used, which makes the model more robust and less sensitive to grid
non-uniformities. Besides the equation for ζ, further transport equations are solved for the kinetic energy k = ulul/2
which includes the production P = νtSi jSi j , and for the dissipation rate ε. Additionally, an equation for the elliptic










































































































Cη Cε1 Cε2 c1 C
′
2 σk σε σζ Cτ CL Cη
0.22 1.4(1+ 0.012/ζ) 1.9 0.4 0.65 1 1.3 1.2 6.0 0.36 85
Table 3.8: Constants that define the ζ− f RANS model.












Finally, the turbulent viscosity can be written as
νt = CηζkT . (3.68)
All model related constants are found in Table 3.8.
3.7.2 LES - WALE
In this section, first, the concept of LES is explained, and then the WALE model is presented. The energy cascade and the
energy spectrum implicate that small turbulent structures are of local and isotropic nature and carry only a small amount
of the total kinetic energy (see Figure 2.1). These characteristics lead to the concept behind LES, which is to resolve
only the large eddies and model the remaining. The separation of these scales is done by spatial filtering, which can be
subdivided into two classes (Sagaut, 2006):
• explicit filtering: has to be explicitly calculated and provides a well-defined filter shape for grid independent
results. The effective filter width is greater than the grid size.
• implicit filtering: the grid size ∆x is used as a cut-off measure and thus, no sub-filter scale term needs to be
calculated.
In this study, implicit filtering is used on all fields φ = φ +φSGS separating resolved scales φ and sub-grid scales φSGS
where φ reads as
φ = G ∗φ =
∫
φ(ri)G(x i − ri)dr , (3.69)
which corresponds to a convolution with a filter kernel G. Application of the filter operation to the Navier-Stokes equa-
tions 2.6 yields the one-fluid LES equation (Labourasse et al., 2007):
∂ ui
∂ x i




















+σ ni κδS +Ξ . (3.71)
The additional terms due to spatial filtering at the two-phase interface are denoted by the symbol Ξ. They will be further
discussed in Section 3.7.5. The residual stress tensor
τSGSi j = uiu j − uiu j (3.72)
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represents the influence of the sub-filter motion in the filtered momentum equation. The variety of LES models emerges
from different approaches to close the sub-grid stress tensor. Many of them are based on the eddy viscosity assumption
to model the sub-grid scale tensor as already proposed in 1877 by Boussinesq (Schmitt, 2007)
τSGSi j = −2νSGSt S i j + 13τkkδi j , (3.73)











where S i j is the deformation tensor of the resolved field. Smagorinsky (1963) was the first to model the sub-grid scale
turbulent viscosity νSGSt = (CS∆x)
2
q
2S i j S i j with the shortcoming that
q
2S i j S i j incorrectly remains finite at the wall.
The Wall Adaptive Local Eddy Viscosity (WALE) model by Nicoud and Ducros (1999) is much more accurate at the wall.
Here, the turbulent sub-grid viscosity is calculated with the traceless symmetric part of the squared velocity gradient
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Cw is set to 0.325 for all simulations. To this day, the WALE model is a suitable choice to calculate complex wall-bounded
flows such as the flow around a vehicle.
3.7.3 Very Large Eddy Simulation
The Very Large Eddy Simulation (VLES) is a hybrid methodology proposed by Speziale (1997, 1998) combining the RANS
and LES approaches. VLES reduces dynamically to a pure RANS formulation on a relatively coarse mesh and to a pure
DNS formulation on a fine mesh.
VLES shares the main idea with LES to simulate all large scales and to filter unresolved scales and model them accord-
ingly using an appropriate RANS model. The big advantage of VLES is an improved accuracy compared to pure unsteady
RANS models while being very flexible in the choice of the grid resolution. On the other side of the spectrum VLES is
bridged seamlessly to a fully resolved DNS using very fine grids. Furthermore, it is a so-called “non-zonal” approach,
which implies that use of RANS, VLES, LES or DNS is dynamically matched in this model especially for dynamically
changing mesh resolution.
Speziale (1998) outlines three requirements for a hybrid turbulence model:
• Test filters and double-filtered fields contaminating larger scales should be avoided in subgrid-scale models.
• A strain dependent anisotropic eddy viscosity should be implemented, that allows for direct integration of subgrid-
scale models up to a solid boundary without the need of ad-hoc wall damping functions.
• For the coarse mesh and infinite Reynolds number limit, a Reynolds stress model must be recovered, which allows
an LES to be bridged continuously to a RANS computation.
Following these requirements, the turbulent viscosity of the unresolved motion reads as νt = FrνRANSt , where ν
RANS
t is
calculated by the RANS-based sub-scale model, which relies on the underlying unsteady flow field (Krumbein et al.,
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2017). VLES can be based on a variety of RANS models. Kondratyuk (2017) gained insights combining the k− ε, k−ω




The subscript [·]us refers to unsteady quantities obtained from the RANS model. In this context, the variables
k, ε, ζ, f , P, L and T of equations (3.65) and (3.66) will thus gain this subscript. The resolution function Fr damp-

















Hereby, ∆x = (∆x ,∆y ,∆z)1/3 is implemented as the local grid spacing used as cut-off length and l0,us represents the
energy-containing turbulent length scales. Depending on the cut-off length in comparison with the Kolmogorov length
scales the resolution function varies between Fr → 1 for the pure RANS and Fr → 0 for a theoretical DNS. Fr has an
independent value in each computational cell. A detailed derivation can be found in Chang et al. (2014).
The original implementation in OpenFOAM by Chang et al. (2014) was enhanced in this study to account for multi-
phase flows within a Volume of Fluid framework, which can be done analog to the already in a one-fluid formulation
implemented and related v 2 − f model by Durbin (1991).
3.7.4 Validation and comparison of turbulence models
The validation of the WALE and the ζ − f -VLES models in single-phase flows ensures a correct handling and a better
understanding of their capabilities. Simulation results of the earlier presented turbulence models and DNS data of Moser
et al. (1999) are quantitatively compared by characteristic values such as the averaged normalized velocity 〈u+〉 and the
averaged resolved components of the Reynolds stresses 〈u′u′〉/u2τ, which are normalized by the squared shear velocity uτ.
In Chapter 5.1.2 a two-dimensional Hagen-Poiseuille channel flow with fully developed turbulence is simulated with a
channel height of H = 15mm. The domain used for validation has the dimensions 80× 15× 30 mm. The grid resolution
is set as suggested by Choi and Moin (2012) to Ni = 160× 40× 60 in combination with wall-functions to cope with the
maximal wall resolution of y+ = 5. The used wall functions described in Section 3.6.4 are valid in the viscous sub-layer
and are applied for νt and ε in the ζ − f -VLES model and νt in the WALE model. A cell grading towards the walls
is applied with a total aspect ratio of two, measuring from the channel midst to the walls, in order to account for the
smaller near-wall turbulent length scales. Thereby, the cell aspect ratio of two is chosen to keep the interface thickness
in the VOF simulation justifiable. The inlet and outlet boundary conditions are periodic and the average channel velocity
is kept constant at different Reynolds numbers by applying a pressure gradient. The Reynolds numbers of Reτ = 180 and
Reτ = 395 are the extrema found in this study. All simulations are initialized with a fully developed turbulent flow that
is simulated with 50 through-flow times.
WALE vs ζ− f -VLES
Figure 3.20a shows the performance of the WALE and the ζ− f -VLES turbulence models at Reτ = 395. Both underpredict
the velocity in the near-wall region y+ < 20 and overpredict it slightly for y+ > 20 compared to DNS data, showing an
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Figure 3.21: Comparison of the ζ− f -VLES and the WALE turbulence models with DNS data by Moser et al. (1999) at Reτ = 180.
follow the DNS characteristics nicely for both turbulence models. The ζ− f -VLES model follows the DNS data a bit better.
Again, both models perform considerably well compared to DNS data regarding the under-resolved wall and application
of wall functions. They provide an almost identical accuracy in this particular setup. However, the calculations of the
ζ− f -VLES are found to be about 10 % faster.
To simulate the incipient drop motion of in shear flow, the Reynolds number is linearly ramped up over time. Using
the same mesh as for Reτ = 395, a validation at Reτ = 180 is shown in Figure 3.21. The overall quality with the same
mesh is, as expected, even better since the turbulence scales are bigger and therefore better resolved with a minimal wall
distance of y+ ≈ 2.
Influence of mesh refinement on turbulence modeling
Refining the cells at the two-phase interface is key to obtain the necessary resolution at the drop and at the same time
obtain a cost-efficient computation of the less demanding spatial turbulent resolution for the here used channel Reynolds
numbers of up to Re = 13000 utilizing wall functions. De Villiers (2007) argues that an abrupt cell refinement creates
a non-equilibrium of the turbulent flow since resolved turbulent scales change slowly while modeled sub-scales change
abruptly because of their direct relation to the cell size. Hence, the influence of the refinement on the turbulence prop-
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40 mm
νt0.0 8.5 · 10−6
Figure 3.22: The change of the turbulent kinematic viscosity νt at a mesh refinement with Reτ = 395 is simulated with the ζ− f -
VLES model. The abrupt change is caused by a higher resolution where less turbulent viscosity is required to model the turbulence.
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Figure 3.23: Velocity profile before, at and after a mesh refinement for Reτ = 395.
erties is investigated next.
The same settings for the domain and resolution of the test cases before are used with a Reynolds number of Reτ = 395.
However, the domain is statically refined by one level from the middle of the channel at x = 40 mm up to the end. Cells
in this area have half of the length width and height with respect to the base mesh.
The abruptly changing sub-grid fields, as mentioned by De Villiers, are observed at the location of the mesh size change,
which is exemplarily shown for νt in Figure 3.22. The resolved fields are evaluated at x = 39.5mm and x = 40.2 mm at
the cell centers right before and after the refinement. Another probe is set at x = 41.4mm since the minimum distance
from the interface to a cell with another refinement level is set to 1.5mm in this study. The averaged normalized velocity
u+ of these probe locations is shown for both turbulence models in Figure 3.23. The increased mesh accuracy at the
refined area results in a closer match between the normalized velocity and the DNS data, which is to be expected in the
buffer and viscous sub-layer. Far from the wall the mesh resolution does not change results. Interestingly, the values in
the cells right after the refinement at x = 40.2 mm are almost the same as the ones 1.5 mm or 8 cells away from the
refinement leading to the conclusion, that also the resolved scales adapt rather quickly to the new mesh. The data of
the averaged resolved components of the normalized Reynolds stresses u′u′/u2τ, shown in Figure 3.24, leads to the same
conclusion.
Considering multiple refinement layers, the results for only one layer leave no doubt that the same quick adaption will
take place for further refinements. Although, it is always important to keep a minimal number of buffer layers cells
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Figure 3.24: Reynolds-stress components before, at and after a mesh refinement for Reτ = 395.
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The quick adaption of resolved scales after a mesh refinement approves the use of dynamic refinement in combination
with the turbulence models even for multiple refinement layers. It even increases the accuracy in the region near the
wall.
3.7.5 Combining turbulence models with VOF
The combination of turbulence models (not DNS) with VOF has been avoided for many years and has often been treated
without the necessary diligence, mainly because of a lack of understanding and, subsequently, a lack of applicable models.
In this study, RANS, VLES, LES and DNS are paired with VOF. First, the different pairings will be discussed including a
short literature review. It is shown that in the specific VLES setup introduced earlier no special turbulence-interface
treatment is necessary, whereas the WALE model shows nonphysical results at the interface.
RANS
Although RANS models have been steadily improved, they are not expected to give very accurate results. However,
because of the high computational cost, this method is often the only option when simulating large time or length scales
such as in ship and wave simulations. A few examples of RANS-VOF simulations in literature imply that no particular
research focuses on turbulence at the interface in the context of RANS modeling.
• Yejun et al. (2010): evaporating oil spray: with a Re-Normalization Group k− ε turbulence model combined with
VOF in OpenFOAM. They use additional source terms in the k and ε equation to account for the amount of tur-
bulent energy that is dissipated because of the work performed on the droplets by turbulent velocity fluctuations.
Unfortunately, these terms are not specified nor a validation is shown. It is expected that the influence of the
fluctuations is much higher in sprays than in large drops such as those considered in this study.
• Bortolin et al. (2014): condensation in a square mini-channel using the k−ω SST model with VOF. They state that
no special treatment is necessary at the interface since all scalar values are shared by both phases in the one fluid
formulation.
• Vyzikas et al. (2017): oscillating water column simulated with a k− ε - VOF approach with no mention of special
interface treatment.
Since RANS is not applied in this study at the interface, it is not necessary here to further investigate the influence of the
averaged velocity fluctuations at the interface.
LES
The combination of LES with multi-phase flows is known in literature as Large Eddy Interface Simulation (LEIS).
Labourasse et al. (2007), Toutant et al. (2008), Toutant et al. (2009), Liovic and Lakehal (2007) and Liovic and
Lakehal (2012) provided the mathematical basis and a priori tests. By applying the filtering operation on the flow
fields at the two-phase interface additional terms emerge, which are gathered in Ξ of equation (3.71):
Ξ= τnn,i − ∂ τt t,i
∂ t
− ∂ τνS,i j
∂ x j
(3.79)










In total one gets five unclosed sub-grid terms of which one is the already known and modeled sub-grid stress τSGSi j . The
remaining read as:

















τnn,i = σniκδS −σni κδS (3.82)
τt t,i = %ui −% ui (3.83)
ταu,i = αui −αui (3.84)
The diffusive τνS,i j , and the temporal τt t,i SGS terms arise due to the discontinuity of %, ν and α at the interface, which
is smeared out over several cells using the algebraic Volume of Fluid method. The density % as well as the kinematic
viscosity ν are mixed using the volume fraction α (see equation 3.13). The diffusive term is found to be very small and
can be neglected (Chesnel et al., 2011). τα,u,i is the interfacial SGS term that represents the unresolved mass transfer due
to filtering. τnn,i denotes the unresolved surface tension force at the phase boundary. Ketterl and Klein (2018) review all
up to date interface related sub-grid scale closure models and evaluates them with explicitly filtered DNS data through
correlation and magnitude analysis in the context of the multi-phase primary breakup.
However, in many recent publications the introduced errors by filtering fields at the interface are neglected, to mention
a few:
• Bianchi et al. (2007): liquid jet atomization using LES with VOF. Additional sub-grid scales are neglected because
of a lack of accurate models.
• Roohi et al. (2013): airfoil cavitation using LES with VOF. No consideration nor mention of the here reviewed
terms.
• Moghtadernejad et al. (2015a): rivulets in shear flow using Smooth Particle Hydrodynamics with LES. No consid-
eration nor mention of the here reviewed terms.
• Strasser et al. (2015): primary atomization of liquid jets with a dynamic hybrid RANS-LES approach in a VOF
framework neglecting all sub-grid scales related to the interface since they are, still part of discussion, not always
important, partially offsetting with unresolved interface curvature, often ignored and complex regarding the many
other problems that have to be solved.
• Rek et al. (2017): gas jet in liquid cross-flow using LES with VOF. The unresolved surface tension is neglected
following the argument by Liovic and Lakehal (2007) that the used discretization scheme is not very accurate on
the sub-grid surface tension force, introducing even larger errors when sub-grid effects are considered.
On the contrary, some authors suggest that depending on the flow conditions, interfacial structures smaller than the
grid size might carry a lot of momentum. The small structures naturally come with high curvatures and could have a
significant effect on larger scales (Herrmann and Gorokhovski, 2009, Desjardins et al., 2010).
In this study, the additional terms are not implemented into the WALE nor the VLES model. This decision is discussed in
the following. For an a-priori quantification of the error made by neglecting the terms would require a DNS which is out
of scope. Furthermore, simulating Weber numbers between one and five, the surface tension is of high influence.
First, the observed length and time scales are analyzed in respect to unresolved sub-grid scales. Figure 3.25 shows a
regime map for the free surface shape disturbed by turbulence. Typical length scales of the here simulated drops lie
between 1mm for the minimum drop height and 7mm for the maximum wetting length. The typical turbulent velocity is
measured as the oscillation of the drop height over time limited by 0.04 m/s. According to Brocchini and Peregrine (2001)
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Figure 3.25: Free surface flow regimes (picture taken from Brocchini and Peregrine (2001)).
(a) WALE (b) ζ− f –VLES
Figure 3.26: Comparison of the two-phase interface of a 25µl drop shown in an iso-contour in turbulent channel flow with Re =
13000 and θA,R = 105◦, 46◦.
the surface of the drop is expected to remain flat in the here investigated flow regimes.
The simulation of the incipient motion of a 25µl water drop in turbulent channel flow with WALE shows unphysi-
cal dimples at the liquid-gas interface, which are shown in Figure 3.26a. They are attributed to a wrongly calculated
turbulent viscosity νt at the highly resolved interface. The magnitude of the modeled sub-grid viscosity should van-
ish for a finer grid resolution down to the Kolmogorov scales. The results presented in the next sub-section suggest
that the here used grid, in fact, resolves the smallest turbulent scales at the interface. The direct dependence of νt on
the velocity gradient might not be converging at the two-phase interface far from the wall. It remains unclear if the
closure of the additional emerging LES terms would help. Fact is, the turbulent viscosity νt is overpredicted at the in-
terface as shown in Figure 3.27a, and is an order of magnitude higher than in the VLES framework shown in Figure 3.27b.
Regardless of the sufficient performance of the WALE model in our validation without a drop in Section 3.7.2, the unphys-
ical turbulent viscosity leading to dimples at the interface cannot be ignored. It is to be expected, that the forces at the
interface leading to dimples also act near and at the contact line, disturbing the most important area of the simulation.
Therefore, an alternative turbulence model has to be chosen for further parameter studies.
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(a) WALE (b) ζ− f –VLES
Figure 3.27: Turbulent kinetic velocity of a 25µl drop in a turbulent channel flow with Re = 13000 and θA,R = 105◦, 46◦.
(a) Velocity profile (b) Fr function
Figure 3.28: The velocity profile and the blending function Fr of the ζ− f -VLES model. Fr→ 0 DNS, Fr→ 1 RANS. A 25µl drop in
turbulent channel flow with Re = 13000 and θA,R = 105◦, 46◦.
VLES and DNS
Up to date, the VLES method by Chang et al. (2014) was never used for multi-phase flows. However, hybrid RANS-LES
models have already been used to simulate the primary atomization of liquid jets by Strasser et al. (2015). As mentioned
in Section 3.7.2, they do not consider unclosed terms due to filtering at the interface. Besides that, an LES-DNS hybrid
has been proposed by Herrmann and Gorokhovski (2009) and Herrmann (2010), where turbulence is resolved with LES
and only interface cells are refined up to a DNS level. Thereby, the interface advected in a Level-Set approach, a so-called
dual scale approach. Since in this approach only interface containing cells have DNS resolution, the missing sub-grid
velocity fluctuations in the sharp transition between the LES and the DNS grid are seeded randomly at the interface.
As opposed to the sharp transition of the mesh resolution, buffer layers between mesh refinement levels ensure a better
adoption of the turbulent scales to the finer grid resolution as validated in Section 3.7.4. A typical flow field around the
here simulated 25µl drop at a channel Reynolds number Re = 13000 is shown in Figure 3.28a. The drop moves much
slower than the shear velocity, which enhances the turbulence production in the gas phase, decelerating the gas. The gas
itself experiences the slow drop interface similar to a wall, at which a boundary layer forms (Liovic and Lakehal, 2007).
VLES switches to (a theoretical) pure DNS depending on the relation between the turbulent length scales and the grid
resolution. The function Fr < 0.025 is almost zero for typical settings at the two-level dynamically refined interface,
indicating a very low necessity to model sub-grid scales (see Figure 3.28b). In terms of turbulent scales, the interface is
resolved with DNS where implicit LES filtering is damped to zero. Consequently, the modeled viscosity νt is almost zero
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(Figure 3.27b), which leads to a smooth interface in contrast to the WALE model explained in the previous section, of
which results are shown in Figure 3.26b. Furthermore, all additional sub-grid terms emerging due to the filtering will be
negligible applying an analog reasoning.
The important results of this section are summed up in the following. Because of the seamless blending between RANS
- VLES - LES and DNS the model by Chang et al. (2014) provides a high flexibility in meshing. An optimal condition to
combine turbulence modeling with dynamic mesh refinement and furthermore, the option to reduce the computational
cost even further than typical LES models with acceptable accuracy. Comparing WALE and ζ− f -VLES the quality of both
models is almost identical in simulations without drops or rivulets (see Section 3.7.4), whereas the VLES model is about
10% more efficient using identical meshing, while being more robust to time-step restrictions. At the two-phase interface
the WALE model leads to unphysical dimples in contrast to ζ− f -VLES. These reasons lead to the decision for VLES over
WALE for all further parameter studies.
3.8 Summary of the simulation procedure and final model selection
The numerical framework developed in the present study consists of submodules featuring physical models as well as
high-performance techniques. All of them are validated separately as well as in combination with cases of increasing
complexity. This section gives an overview of the solver in which the different models are selected during run-time ac-
cording to the simulation case specifics given by the user. The final model selection is summarized and further details on
the simulation process are presented.
The interFoam solver is based on FVM and enables the simulation of two phases with an implicit interface using the
VOF method. This solver is significantly enhanced with libraries that plug in seamlessly into the structure of interFoam.
Features of interFoam have been abstracted to allow additional models e.g. for the interface handling while also main-
taining basic functionality to fall back to the original interFoam code. A walkthrough of one simulation time step will
summarize the different enhancing models and will explain their dependency (see Figure 3.29).
Assuming the simulation is already running on several processors, the incremental time step is adjusted to its maximum,
which is restricted by the Courant number separately in the bulk flow and at the interface by the capillary wave stability
criterion. If AMR or DLB is set, a time interval can be selected after which adaptive mesh refinement and re-balancing
is performed. With multiple possible refinement criteria, the target refinement level of each cell is calculated, which
also includes the specified buffer layers between refinement levels. If the target cell levels differ from the current, cells
are (un)refined according to the domain boundaries in 3D, 2.5D or 2D. The surface and volume fields are mapped onto
the new mesh. If DLB is selected, the number of cells on each processor is compared and the imbalance calculated. If
the imbalance exceeds an user specified threshold a new decomposition is created. Using the refinement history as a
constraint to ensure refined sibling cells to remain on the same processor, any decomposition method can be selected. In
this study, the only the hierarchical decomposition method is used. All fields are then distributed according to the new
decomposition. With the named bug-fixes in Section 3.2.1 and 3.2.2, the necessary flux correction reduces to a minimum.
The α equation (3.13) is solved ensuring a sharp interface with a counter-gradient compression scheme. In this study,
the advection and compression of the volume fraction α is calculated exclusively with the MULES algorithm, because
of its laxer time step restriction compared to other compressive advection schemes. To increase accuracy, the transport
equation is solved in two sub-cycles in combination with the implicit Euler scheme, which is selected for the interpolation
in time. For the turbulence simulations, the Crank Nicholson scheme is selected for which no sub-cycling is possible due
to implementation restrictions in OpenFOAM.
All cells within a near band to the interface are first selected by either the gradient or the direct value of the volume
fraction α. For long simulation times, the author recommends the gradient method, since over time, small amounts
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Figure 3.29: Flowchart of the interFoamExtended solver with user selectable models regarding high-performance techniques such
as Adaptive Mesh Refinement and Dynamic Load Balancing, enhanced interface and contact line handling, as well as a turbulence
model fit for multi-phase flows within the VOF method.
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of the volume fraction α < 10−6 || α > (1 − 10−6) tend to smear out over the whole simulation domain even though
a counter-gradient compression is used. In cells adjacent to a wall boundary the contact line normal is calculated. If
selected, the contact line position is explicitly extrapolated using the iso-surface reconstruction algorithm and the contact
angle. Because of the contact angle dependency on the velocity and the dependency of the velocity on the contact line
position, an iterative correction is mandatory. The contact line velocity can be calculated in three ways as presented in
Section 3.5.2. The LinderRoisman model has been found to work best with the necessary mixed α boundary condition to
realize the pinning of the contact line for contact angles within the contact angle hysteresis. Besides the constant contact
angle, a variety of dynamic models are implemented of which the Kistler (1993) model is found to work best for the
here investigated length scales. To trigger rivulet meandering, a statistical contact angle variation can be applied which
is inspired by the description of a rough surface. The contact angle correction to reduce mesh dependency of the contact
line motion (Afkhami et al., 2009) cannot be applied straight-forward with the mixed boundary condition of Linder et al.
(2015), and thus it is not selected in further simulations of this study.
The target contact angle applied at the wall and the interface will adjust in the next time-step via the surface tension
force. The interface normal can be calculated either via the gradient of the volume fraction ∇α, the iso-surface recon-
struction or a Level-Set VOF hybrid called S-CLSFVOF. The choice of the model dictates the application of the curvature
model as well. The iso-surface reconstruction was found to be the most appropriate choice for unstructured meshes and
is used in the following.
The velocity and pressure fields are strongly coupled in the continuity and momentum equations. To solve these, the
Pressure Implicit with Splitting of Operators (PISO) method is used, which has been developed by Issa et al. (1986). In the
PISO loop, an intermediate velocity field is first calculated via the momentum equation using the currently known fields.
With the intermediate velocity a new pressure field is calculated via the continuity equation. The new pressure field is in
turn used to calculate the velocity. Iterating these steps leads to a converging solution. The converged solution is then
used for the calculations within the next time step. This short explanation may encourage further reading additional
literature, e.g. in Schäfer (2006) or Hirsch (2007). Within the PISO loop the turbulent fields are calculated. Two models
have been compared in combination with VOF. The WALE turbulence model shows unphysical turbulent viscosities at the
interface leading to dimples, whereas the ζ− f -VLES model yields a smooth interface as observed in experiments. The
ζ− f -VLES turbulence model shows similar accuracy in single field simulation compared to the WALE model and is, in
addition, much more flexible due to its mesh dependent turbulence modeling that bridges seamlessly between RANS,
LES and DNS.
To complete the description of the numerical setup, it shall be mentioned that a Preconditioned Conjugate Gradient (PCG)
solver is used with a multi-grid preconditioner Geometric Algebraic Multi Grid (GMAG) to solve the linear algebraic equa-
tions of the form A · x = b. These solvers are well explained in Saad (2003).
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4 Drops and rivulets wetting tilted plates
For simulations with contact angle hysteresis and contact line pinning, drops wetting tilted plates serve as a basic vali-
dation test-case, before increasing the complexity by introducing shear flow in the next chapter. Several experiments of
drops and rivulets on tilted plates in literature will be compared with simulation results. Both, the incipient motion of
drops and the evaluation of fast-moving drops that form a cornered receding contact line shape, show good agreement
with experiments, which paves the way for simulations of rivulets running down inclined plates. Rivulets tend to me-
ander in a certain range of volume flow rates. Simulations in this range show similar meander characteristics to cases
in literature. A novelty is the simulation of sliding and corner forming drops, as well as the simulation of meandering
rivulets, both using the VOF method and including the contact angle hysteresis.
4.1 Incipient motion
To understand the incipient motion of drops on tilted surfaces a closer look at the force balance is given. A sessile drop
on a horizontal plate forms the equilibrium contact angle θe. By slowly tilting the plate, the contact line of the drop
remains pinned and the drop shape adapts with the tilting angle (see Figure 4.1a). The contact angles at the highest
and the lowest point of the drop form the minimum and the maximum contact angles θmin and θmax. The difference in
both angles results in a so-called adhesion force, which counteracts the weight pulling the drop down. Both forces are in
equilibrium up to a critical tilting angle βcrit where the contact angles match the characteristic receding and advancing
contact angles, θmin = θR and θmax = θA. In a quasi-static case, at this point, the maximum adhesion force is reached and
further tilting leads to the incipient motion of the drop.
The maximum adhesion force acting on the drop at the critical tilting angle can be derived theoretically from a force
balance. Frenkel (1948) and Dussan V. and Chow (1983) considered two-dimensional drops for which the adhesion force
can be written as





















Figure 4.1: a) Profile of a drop on an inclined surface under the influence of gravity, and the adhesion force due to surface tension.
b) View on the contact line with the normal direction that encloses the angle ψ with the x-axis, and the surface tension vector by
σ. The surface tension vector is projected on the xz-plane and on the x-axis (Antonini et al., 2009).
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where R is the length of the drop footprint on the tilted plate and k an adjustable parameter measured in experiments
(Pierce et al., 2008, Antonini et al., 2009). The force balance up to the critical tilting angle can be written as
mg sinβ = σRk(cosθmin − cosθmax) (4.2)
with the drop mass m and a gravitational acceleration g sinβ in x-direction gx . Similar to a static friction force the
adhesion force always counteracts the disequilibrating force. Even though the formulation does not account for the
three-dimensional shape of the contact line, it is also used in three dimensions calibrating k accordingly. In literature,
the angles θmin and θmax are often considered to be the characteristic receding and advancing contact angles θR and θA,
respectively, defining the contact angle hysteresis.
In three dimensions, the adhesion force is the integrated interfacial tension σ, which acts at the contact line for arbitrary
contact line shapes as an integrated surface tension projected here in x-direction according to Figure 4.1b (Antonini
et al., 2009)
dFx = σx dl , (4.3)
Fad = Fx =
∫ L
0
σx dl = −σ
∫ L
0
cosθ (l) cosψ(l)dl . (4.4)
The angle ψ is defined by the x-axis and the contact line normal, which in this case points into the gas phase (see Figure
4.1b). The component of the adhesion force in y-axis is absorbed by the rigid surface and is therefore negligible in con-
trary to drops on soft matter. Drops on tilted surfaces tend to form axis-symmetrical shapes because of which a resulting
force in the z-direction is not considered.
To measure the characteristic advancing and receding contact angles, the setup of drops on tilted surfaces is used in
experiments since Bikerman (1950). Both angles are essential as boundary conditions for numerical simulations which
date back to Brown et al. (1980). For an overview for experimental studies we refer to Maurer et al. (2016). A selected
literature overview focusing on simulations of drops on inclined plates is given in Table 4.1.
Most of the studies listed in Table 4.1 have used a surface optimization tool such as Surface Evolver, which is suited only
for studying quasi-static problems. For dynamic cases such as drops rolling on tilted planes, one has to resort the conven-
tional techniques such as interface tracking or interface capturing schemes. VOF is one of the commonly used interface
capturing method for studying multi-phase flows. So far, Dupont and Legendre (2010) used VOF in two dimensions and
limited to a structured mesh. In this study, the motion on the tilted plate is studied in three dimensions. The method
adopted to realize pinning is an extension of an earlier work by Linder et al. (2015).
From a numerical point of view, two major challenges have to be dealt with using the framework of this study. First,
parasitic currents lead to inaccuracies of the velocity field near the interface introducing a slight oscillation of the in-
terface especially in quasi-static setups. The advancing and receding contact angle might be exceeded leading to an
unphysical local pinning or de-pinning of the contact line. Because of the quasi-static drop scenario, the time step is
limited by the parasitic currents via the Courant number limitation. The here used iso-surface reconstruction introduced
in Section 3.4.2 reduces the parasitic currents significantly by about one order of magnitude which is essential for this
type of simulation. Second, the diffusion of the interface becomes problematic for long simulation times of a static drop
as discussed in Section 3.3. This diffusion is counteracted using a minimum compression scaling velocity.
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Literature Dim. Methodology Note
Brown et al. (1980) 3D Surface mesh in spherical coordinates with a Galerkin-FEM Prescribed contact line position
Iliev (1997) 3D
Surface mesh with FEM minimizing the potential energy
of the drop with step by step virtual displacements





Surface mesh with the spectral boundary element method
minimizing the free surface energy
Only quasi-static solutions possible
Dupont and Legen-
dre (2010)
2D Structured staggered mesh with the VOF method in the
JADIM framework
Accounts for drop motion and a dynamic
contact angle
Chou et al. (2012) 3D Surface Evolver, a tool based on the liquid-induced defect
model
Only quasi-static solutions
Prabhala et al. (2013) 3D Surface Evolver
Focusing on drop shapes on horizontal
and vertical surfaces only
Janardan and Pan-
chagnula (2014)
3D Surface Evolver Only quasi-static solutions
Semprebon and
Brinkmann (2014)
3D Surface Evolver Only quasi-static solutions
Bommer et al. (2014) 2D Lattice Boltzmann Model Also investigates on structured surfaces.
Linder et al. (2015) 3D VOF method on an unstructured mesh in OpenFOAM
Accounts for drop motion and a dynamic
contact angle
Lippert (2016) 3D VOF method on structured mesh
Several pinning strategies, no extensive
parameter study for tilted plates
This study 3D
Unstructured mesh with the VOF method using an iso-
surface reconstruction to improve the surface tension ac-
curacy.
Similar to Linder et al. (2015), with
reduced parasitic currents
Table 4.1: Literature overview of the simulation of incipient motion of drops on tilting plates.
4.1.1 2D drop on a tilting plate
Increasing the level of complexity step by step, the numerical framework is first validated for incipient motion of a drop
with the 2D cases suggested by Dupont and Legendre (2010), who compare their critical tilting angle with theoretical
results of Dussan V. and Chow (1983). A hemicircle drop with a diameter of D0 = 5.4mm is initialized with a density
of %L = 1000kg/m3, a viscosity µL = 10−2 Pa s and the surrounding gas with %g = 1kg/m3 and µG = 2.1 × 10−2 Pa s.
The drop is resolved with about 90 cells per initial diameter. The Bond number Bo = %Lg(D0/2)2/σ calculates to
Bo = 0.5, 1.0 or 2.0 for different surface tensions σ = 0.036N/m, σ = 0.072N/m and σ = 0.144Nm/m and a gravita-
tional acceleration of g = 9.81m/s2. For each of the three surface tensions, a simulation with the contact angle hysteresis
of (θA, θR) = (100◦, 80◦), (120◦, 60◦) and (140◦, 40◦) is performed. The plate is tilted by β˙ = 5.625◦s−1 as suggested by
Linder et al. (2015). Linder (2015) also elaborates on different mesh resolutions and the initial shapes of the drop for
which he finds an indifferent point of incipient motion.
Figure 4.2a shows the position of the receding and advancing contact line for an increasing tilting angle and three dif-
ferent contact angle hysteresis pairs. The larger the contact angle hysteresis, the longer the contact line remains pinned.
The receding and advancing contact lines start to move independently. The critical contact angle is measured at the time
both contact lines moved further than 80µm which is of the order of the cell width.
The critical tilting angle of all surface tension and hysteresis pairs are shown in Figure 4.2b. They are in very good
agreement with the static theory (equation 4.2). Even the two configurations with high surface tension and large hys-
teresis stay pinned as expected up to a tilting angle of β = 90◦. Comparing the simulation results with those published
by Linder et al. one can observe an overall improvement mainly due to the iso-surface reconstruction which reduces
parasitic currents by improving the interface curvature estimation (see Section 3.4).
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Figure 4.2: a) Advancing and receding contact line of a simulated 2D drop on a tilting plate with a surface tension of σ = 0.036N/m
and three contact angle hysteresis pairs. The critical tilting angles for incipient motion by the static theory of Dussan V. and Chow
(1983) are marked. b) Comparison of the critical tilting angle with static theory and the simulations by Linder et al. (2015) (empty
symbols) and simulations of this study using the iso-surface reconstruction technique (filled symbols).
4.1.2 3D drop on a tilting plate
In this section, we increase the complexity by simulating the tilted drop case in three dimensions. The comparison of the
experiments of Pierce et al. (2008) and Bommer et al. (2014) with simulation results validates the numerical framework








The diameter of the drop’s contact line can be calculated as
Lb = 2R0 sin(θ ) (4.6)
and the height of the drop as
H0 = R0(1− cos(θ )) . (4.7)
To save computational resources the interface is dynamically refined by two levels down to a resolution of ∆x = 50µm.
The inclination angle rate is set to β˙ = 5.625◦/s by changing the direction of the gravitational acceleration g = 9.81 m/s2.
The liquid and material properties are used as provided in Table 4.2.
The definition of the critical tilting angle for incipient motion is controversially discussed in literature. Several different
ways are followed, e. g. a minimum distance threshold has to be surpassed by the receding and the advancing contact
line (Milne, 2013), which is a robust and easily measurable value. Because of the stick-slip contact line motion, Linder
et al. (2015) suggest the last tilting angle for which both angles are pinned at the same time. However, this characteriza-
tion is very much dependent on the temporal resolution and therefore not practical. A more complex method is suggested
here, which considers the last angle at which the force balance of adhesion and mass hold. Experimentally, this approach
is rather difficult since for an evaluation of the adhesion force the local contact angle of each point of the contact line is
to be measured. This kind of measurements is possible with an experimental setup shown in Antonini et al. (2009), that
has a camera rotating on the tilting plane around the drop. In simulations, on the contrary, such local measurements
are easily accessible. The critical tilting angle measured with the distance threshold method βcrit,d and the force balance
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Water Silicon 0.0728 128 ±0.2 115 ±0.2
20 14.8 ±1.7 14.1 15.1
30 12.2 ±1.6 11.1 11.5
40 9.0 ±1.3 9.4 9.0
50 8.0 ±1.2 8.5 8.4
60 7.5 ±1.1 7.5 7.6











OTS monol. 0.0728 110.9 102.0 104.9 10 20.4 19.1 17.6
OTS monol. 0.0728 110.6 101.9 104.7 20 13.2 12.5 11.4
OTS monol. 0.0728 112.4 95.8 104.7 50 8.9 13.4 12.7
Ethylene
OTS monol. 0.0484 86.0 76.9 83.4 10 15.3 15.4 15.4
OTS monol. 0.0484 86.1 76.3 82.5 20 12.8 10.8 10.3
OTS monol. 0.0484 87.8 73.3 83.5 50 7.8 8.9 8.6
Ethylene
OTS + plasma 0.0634 37.0 20.6 27.3 10 26.2 19.4 22.2
OTS + plasma 0.0634 37.7 16.7 27.3 20 18.9 15.2 21.5
OTS + plasma 0.0634 36.1 16.2 27.2 50 14.1 9.1 12.0
Table 4.2: The critical tilting angle comparison between experiments and 3D simulations of incipient motion of drops on tilting
plates. The surface used by Bommer et al. (2014) is an octadecyltrichlorosilane monolayer, which is exposed to oxygen plasma in
three of the cases.
βcrit,F are compared in Table 4.2.
Figure 4.3a shows the motion of the contact line position in dependence of the tilting angle for a 10µl ethylene drop
on a plate with an OTS mono layer surface as measured by Bommer et al. (2014). Furthermore, the calculated mass
force and the adhesion force both increase over time up to a point where the adhesion force is surpassed. In this case,
the critical tilting angles measured via the distance threshold method and the critical force balance method are in line.
However, it is important to mention that the adhesion force measurement is a result of post-processing and therefore,
not as accurate as the contact line position. Overall, this method yields good results with a maximum difference to the
distance threshold of about 2◦.
Contact angle measurements are known to be very demanding due to the many influential parameters of all involved
materials and the measuring procedure, which is carefully investigated by Pierce et al. (2008). Their well defined and
controlled setup yields reproducible measurements of very high accuracy. Water drops of different volumes are placed
on a horizontal silicon plate which is then inclined over time. The distance threshold is set to be 250µm, for which the
simulated critical tilting angles are in very good agreement with the experimental data. All critical angles lie within the
rather small accuracy tolerance of the experiments.
Bommer et al. (2014) measured the contact angle hysteresis of different substrates and various liquids of which a selection
is given in Table 4.2. The differing measurements of their advancing and receding contact angle for one liquid-solid pair
with changing drop volumes give reason to the assumption that these measurements are not statistically averaged since
the advancing and receding contact angle are purely material parameters and should not depend on the drop volume.
The biggest hysteresis discrepancy between different drop volumes and the same solid-liquid pair is ∆θR = 7.9◦. Because
of the ever-present difficulties in contact angle measurements, this is still an acceptable accuracy often found in similar
literature. The simulations are within an error of ±3◦ very close to the experimental results with an exception for the
50µl drops. The simulations are nonetheless in line with the differing contact angle hysteresis. The measurement quality
is visualized in Figure 4.4. The data of Pierce et al. is linearly interpolated and taken as a reference for the results of
Bommer et al. (2014). Direct comparison of both experiments is valid assuming a similar shape of the contact line, which
is not accounted for in this representation.
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Figure 4.3: Simulation results of the incipient motion of a 50µl Ethylene Glycol drop on an OTS monolayer as described by Bommer
et al. (2014). a) Contact line position over a tilting angle for a critical tilting angle of β = 8.9◦ measured when the front and rear
contact line position moved a distance of 250µm. The adhesion force is surpassed by the increasing mass force at β = 8.6◦. b)
Dependence of the contact angles at the advancing and receding front on the tilting angle. The drop starts to move when both
contact angles exceed the contact angle hysteresis.
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Figure 4.4: Critical tilting angles for the incipient motion of drops with different liquids, volumes and on a variation of surfaces.
Experimental results of Pierce et al. (2008) and Bommer et al. (2014) are compared to simulation results. The measurement toler-
ance of contact angle experiments is critical for a good comparison with simulation results. The solid line is a linear approximation
of the experimental results by Pierce et al. (2008).
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(a) Experimental results of a sliding drop on a tilted plate for a variety of













(b) Simulation results using an increasing tilting an-
gle β at the rate of β˙ = 5◦/s. The contact line shape
is shown for different time steps that correspond to
increasing tilting angles.
Figure 4.5: Shape of a PMMA drop (VD = 6µl; ν= 10.68×10−6 m2/s) sliding down a glass plate (θA,R = 55◦, 45◦). For an increasing
Capillary number, from left to right, the contact line shape changes from spherical to oval and, then, to a rounded corner at the rear
of the drop. The rounded corner forms to a cusp eventually emitting smaller droplets.
To conclude, the exceptional accordance of the simulation data with the experiments of Pierce et al. (2008) validates the
here used framework for the incipient motion of drops on tilted plates. Considering the measurement uncertainties of
Bommer et al. (2014), the simulation results are as well promising for different liquid-solid pairs. Post-processing of the
adhesion force is verified and the definition of the critical tilting angle via the force balance of mass and adhesion forces
is found to be valid.
4.2 Cornered drops
After studying the incipient motion of a drop, the continuous motion of a drop on tilted plates is analyzed in this section.
Even though sliding drops are often found in nature and in industrial processes such as coating, this setup received much
less attention than the critical tilting angle for incipient motion. Podgorski et al. (2001) show experiments of millimeter-
sized drops sliding down for different tilting angles and observe a transition from almost spherical contact lines to oval
or elliptical shapes. The aspect ratio increases with the Capillary number. At a critical Capillary number Cacr a corner
forms at the rear of the drop. For even higher Capillary numbers these corners transform to cusp tails emitting smaller
drops. All regimes are also observed in simulations of which snapshots of contact line shapes for an increasing Capillary
number are shown in Figure 4.5.
The experiments of Podgorski et al. have been revisited by Le Grand-Piteira et al. (2005) and the contact line shape is
modeled in the different regimes by Snoeijer et al. (2007) and Ahmed et al. (2014) and simulated by Thiele et al. (2002)
as well as Schwartz et al. (2005), all of which used models based on long-wave or lubrication approximations. A varia-
tional method is proposed by Xu et al. (2016) to describe the temporal change of the contact line shape. Engelnkemper
et al. (2016) simulate three-dimensional droplets employing a thin-film equation and analyzes relevant eigenmodes of
the pearling regime. Maglio and Legendre (2014) simulated the incipient motion and sliding drops on inclined solids
based on VOF in the research code JADIM. This study differs by using an unstructured underlying mesh and a different
model to account for the contact angle hysteresis (see Section 2.4.2). The most recent related publication by Solomenko
et al. (2017) uses the level-set method to capture the interface and recovers all drop shape regimes from an oval contact
line to pearling in experiments. This study aims to validate the models involved in contact line motion and sets the
possibility of further investigations on cornered drops and the transition to drop breakup and forming of rivulets.
In the experiments of Le Grand-Piteira et al. (2005), PDMS drops with a kinematic viscosity of ν = 10.68× 10−6 m2/s,
a density of % = 936 kg/m3, a surface tension of σ = 0.201kg/s2 and a contact angle hysteresis of θA,R = 55◦, 45◦ slide
down an inclined glass plate. This case is simulated with a linearly increasing inclination angle of β = 10◦ up to β = 70◦.
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Ca ∝ Boβ −Boc
Figure 4.6: Simulated drop velocity over the inclination Bond
number similar to the experiments by Le Grand-Piteira et al.
(2005). The simulation is performed with increasing tilting an-
gle β˙ = 5◦/s versus different but constant tilting angles in exper-
iments. The drop acceleration apparently plays a significant role
in the simulations.






















Figure 4.7: The drop shape measured in terms of height, width
and length for an increasing drop velocity. The experimental and
simulation results are of similar character.
Single experiments are performed at a constant inclination angle whereas in the simulation a tilting rate of β˙ = 5◦/s is
used to cover the whole Ca range in one simulation. The drop is refined in three levels down to ∆x = 50µm. Note that
in this section the Capillary number is calculated using the global drop velocity instead of the local contact line velocity.
The drop velocity and the plate inclination can be expressed in terms of the Capillary number and the Bond number.
Three forces act on the drop in quasi-static motion: a viscous drag on the glass plate, the interfacial forces and the weight
of the drop. They scale with −ηUV 1/3, −σV 1/3∆ and %V g sinβ respectively. The Bond number based on the component
of gravity parallel to the tilted plate is defined as Boβ = Bo sinβ = V 2/3ρg/σ. Figure 4.6 shows the Capillary number
over the inclination Bond number Boβ . Le Grand-Piteira et al. suggest a scaling law as a result of a force balance
Ca∝ Boβ − Boc , (4.8)





1/3 (cosθR− cosθA)(1+ cosθA)1/2
(2+ cosθA)1/3(1− cosθA)1/6 . (4.9)
The comparison of the scaling law with the simulation results indicates that the drop acceleration due to the continuous
tilting rate of β˙ = 5◦/s still has a strong influence. Consequently, a much lower tilting rate would be recommended for a
quantitative comparison to the experiments.
Despite the differences in the case setup, a comparison of the drop geometry is still insightful. In Figure 4.7, the length L,
width W , and maximum drop height H are compared with experimental results. The drop height stays almost constant
for increasing Capillary numbers and the drop width decreases slightly, whereas the length of the drop almost doubles
reaching a maximum before the breakup of the droplet at the cusp.
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Figure 4.8: Comparison of dynamic contact angle distribution using the Kistler model (see equation 3.43) in simulations and
experimental measurements.
The dynamic contact angle model by Kistler (1993) used in simulations leads to contact angles at the receding contact
line down to zero for high receding Capillary numbers as described in Section 2.4. The contact angles are shown in
Figure 4.8. This stands in contrast to a finite contact angle found in experiments by Le Grand-Piteira et al. of θmin = 21◦.
The formation of the corner at the rear end of the drop was first explained theoretically by Blake and Ruschak (1979),
where they postulate that a maximum receding contact line speed Cacr exists. When Cacr is exceeded, the contact line





wherein φ is defined between the drop motion direction and the tangent of the contact line. This speed normal to the
contact line increases with the drop speed and plateaus at an almost constant level while forming a corner. This behavior
is recovered in simulations shown in Figure 4.9 as well as in experiments.
In simulations, the tangent of the contact line is estimated by two points, of which one is defined at the rear tip of the
drop. The tip serves as the center of a circle with radius 0.5mm which cuts the contact line in the second point, as indi-
cated in Figure 4.5. To define the beginning of the corner regime, a threshold of sinφ > 0.98 is set which coincides well
with the transition shown in Figure 4.9 as well as Figure 4.10. In the corner regime, the dependence of φ is proportional
to 1/Ca law as already suggested by Podgorski et al. (2001).
A transition between the corner and the cusp regime is naturally set at φ = 45◦ which is in line with the saddle point
corner tip description by Amar et al. (2001). Differently to Podgorski et al., Le Grand-Piteira et al. suggested a separate
cusp and pearling regime distinguishable not only by the emitted small drops but also by the Capillary number. In simu-
lations, however, the drop slows down when emitting droplets which is in accordance with the reduced mass of the main
drop. In contrary to the simulations, the experiments are fed with new drops at a frequency of 0.5 Hz, such that the main
drop collects the droplets from the predecessor drop.
To summarize, in our simulations all regimes shown in experiments by Le Grand-Piteira et al. (2005) are recovered.
The simulation setup expands the experimental results by an increasing tilting angle to cover a wide range of Capillary
numbers versus many quasi-static experiments with fixed tilting angles. Because of an additional drop acceleration in
the simulation, the transitions from an oval to a corner and from a corner to a cusp-shaped contact line appear for higher
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Ca sinφ = const.
Figure 4.9: The simulated contact line velocity in drop motion
direction remains almost constant in the corner regime.















Figure 4.10: The contact line corner opening angle φ experiences
a sharp transition in the corner regime in order to keep the Capil-
lary number of the receding contact line constant.
Capillary numbers. Despite the setup difference, the constant plateau of Ca sinφ is comparable and in line with the the-
oretical maximum receding speed postulated by Blake and Ruschak (1979). Also, the aspect ratio of the drop is similar to
experiments. These observations lead to the conclusion that the receding motion of the contact line, in particular, is well
described by this computational framework. Unlike shown in experiments, the pearling regime is not distinguishable
from the cusps regime via the Capillary number, because of the differences in the setup.
As this study focuses on the drop motion in turbulent shear flow, the insight on the validity of the receding contact line
motion is sufficient for this study. However, a further detailed investigation by simulations of the transition from corners
to cusps and the break-up of droplets might be as well insightful. Moreover, it would help to understand the formation
of rivulets from large drops.
4.3 Meandering rivulets
Rivulets form in many circumstances under partial wetting conditions. They can emerge from a tail of a moving drop,
from a thin film or simply due to a steady stream of liquid. As often observed on vehicle surfaces while driving in rain,
drops merge on surfaces and form a film. Under the influence of shear forces and gravity these films form rivulets. With
this motivation, rivulets are investigated, yielding a better understanding of the formation of rivulets and their motion.
These findings are also vital to understand sediment transport in rivers or in trickle bed reactors and structured packings
(Herrada et al., 2015). In this section, the formation of rivulets is investigated considering a steady stream on a tilted
surface. In experiments by Culkin and Davis (1982), Nakagawa and Scott (1984) and Le Grand-Piteira et al. (2006),
different regimes are found for an increasing volumetric flux Q˙ and increasing tilting angle.
• Individual drops: the volumetric flux is not sufficient to form a closed rivulet.
• A straight rivulet: forms along the direction of the steepest descent.
• Meandering rivulet: Above a critical volumetric flux Q˙m the straight stream becomes unstable. Perturbations are
triggered by surface defects, injection-noise, or air movement and amplify laterally and downwards on the plate.





Figure 4.11: Experimental setup used by Le Grand-
Piteira et al. (2006). The inflow nozzle has a di-
ameter D = 1 mm and the tilting angle β is varied
between 9◦ < β < 90◦. The plate is covered with










Figure 4.12: Cross-section of a meandering rivulet. The asymmetry of the
rivulet is due to a balance between the inertial force Fc and the surface ten-
sion force Fσ that consists of two components: one due to the curved shape
of the cross-section and the other due to the curved rivulet path. Further-
more, the adhesion force due to the difference of the inner and outer contact
angles is a reacting force that counteracts the motion of the contact line.
• Dynamic meandering: Above a second critical volumetric flux Q˙dm the rivulet path remains unstable even after a
settling time of 24 hours as described by Le Grand-Piteira et al. (2006).
• Restable regime: the inertia of the volume flow dominates and no meandering is found. The shape of the rivulet
is not straight but forms braids.
To understand quasi-static meandering, a force balance of adhesion force, surface tension, and gravity as shown in Figure
4.12 is to be considered. The surface tension scales with the curvature, which varies in the cross-section and along the
longitude of the rivulet. It tries to minimize the surface of the rivulet targeting a symmetrical cross-section and a straight
rivulet path. The adhesion force is a reactive force restricting the motion of the contact line. In a curved rivulet, centrifu-
gal forces depend on the volumetric flux and counteract the surface tension and adhesion forces. Couvreur and Daerr
(2012) propose a force balance of a rivulet cross-section which includes these forces and is able to predict the transition
from the straight rivulet regime to the static meandering regime by increasing the volumetric flux. However, Fathi et al.
(2014) claim that assumptions made by Couvreur and Daerr have substantial deficits, albeit proposing a final form. As
the critical conditions for a transition between the meandering regimes are still under discussion, the reader is referred
to the literature cited above.
Even though the experimental setup for meandering rivulets on tilted plates is rather simple (see Figure 4.11), many
influential parameters must be controlled very carefully. To give some examples from preliminary investigations that
led to the presented study, a dependence on the rivulet inflow geometry, an oscillatory volume inflow, and a statistical
contact angle distribution have been found. In literature, several groups show that small perturbations, as well as the
flow history, influence the rivulet path (Nakagawa and Scott, 1984, Daerr et al., 2011, Couvreur and Daerr, 2012, Fathi
et al., 2014). The dependence on the flow history is easily accessible in a thought experiment. The flow rate of a straight
rivulet is increased to form a stable meandering path and then reduced again to the flow rate of the beginning. The
rivulet still follows the stable meandering path even though the reduced volume flow rate would correspond to a straight
meandering path. The adhesion force restricts the contact line to remain immobile.
Literature on simulations of rivulets is very sparse since an accurate description of the different regimes is either trivial
for straight rivulets or rather demanding for meandering rivulets. Simulations of meandering rivulets require models
for the dynamic contact lines and contact line pinning. Ramaswamy et al. (1997) simulated the formation of rivulets
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from a heated film using the Finite Element Method, including temperature-dependent surface tension. Moghtadernejad
et al. (2015a) simulated rivulets fed from a hole in the wall of a channel with turbulent flow. Moghtadernejad used the
Smoothed Particle Hydrodynamic technique for numerical simulations and compared results with experiments. Meredith
et al. (2011) simulated rivulet formation from a thin film with a specific thin 2D film model. Iso and Chen (2011), Cooke
et al. (2012) and Singh et al. (2016) also simulated the rivulet formation from a film with the VOF method and a constant
contact angle model. Their goal is to improve the CO2 absorption in packed columns by delaying the formation of rivulets
using surface structures and thereby increasing the wetted area by a closed thin film. Rivulet breakup is studied in Singh
et al. (2017), who show pictures of meandering rivulets simulated with a dynamic contact angle model. So far in the
literature there is no numerical study focusing on the effects of contact line pinning to recover quasi-static meandering
paths.
Rivulet cross-section of a straight rivulet
Duffy and Moffatt (1995) present an analytical solution of a rivulet cross-section which is valid within the straight rivulet





can be introduced for which the rivulet height reads as











Thereinf, the half of the rivulet width is denoted as a and is measured in z-direction as shown in Figure 4.13. The ana-
lytical solution serves as a first point for validation. According to this analytical solution, the theoretical rivulet shape is
given as an inlet boundary condition of a = 3mm, a constant contact angle θe = 60◦ and a plate tilting angle of β = 60◦.
The resolution at the rivulet is∆x = 150µm and the cross-section is evaluated after T = 1 s with a distance of d = 70mm
downstream the inlet. The simulation result matches the analytical solution very well.
Straight, quasi-static meandering and dynamic meandering
To compare experiments by Le Grand-Piteira et al. (2006) with simulations, the setup shown in Figure 4.11 is discretized
with a domain 48× 6 × 250 mm3 and refined at the rivulet interface in five levels down to a cell size of ∆x = 100µm.
Different from the previous setup, the rivulet is initialized with a spherical inlet with a diameter of D = 1 mm. The surface
is reported to have advancing and receding contact angles of θA = 70◦ and θR = 35◦. The volumetric flow rate Q˙, as well
as the inclination angle β , are chosen to recover three regimes: straight, meandering and dynamic meandering with flow
rates of Q˙ = 0.8, 1.2, 2.5ml/s and tilting angles of β = 9◦, 20◦, 32◦, as shown in Figure 4.14.
Figure 4.15 shows the evolution of a rivulet in the straight regime. At the circular inlet a so-called braid forms, where
gravity flattens the rivulet. The rivulet flows down the plate completely straight. After a short time, the perturba-
tion caused by numerical inaccuracies near the inlet triggers the meandering instability. Further down the plate,
the path straightens again, which is also observed in experiments by Le Grand-Piteira et al. (2006). If a meandering
path is established, the adhesion force due to the contact angle hysteresis counteracts the surface tension force, which
tries to straighten the path again. For the chosen boundary conditions, a meandering wavelength of about λ = 4 cm and
a meandering radius of about Rc = 1.3cm is observed in experiments, which matches the simulated rivulet path very well.
This exact effect should be recovered by the volume rate and plate inclination used in the simulations of Figure 4.16.
Other than in the straight regime, the amplitude of the meandering path grows far from the inlet, which indicates the
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Figure 4.13: Comparison of an analytical (Duffy and Moffatt,
1995) rivulet cross-section of a straight rivulet to simulations.
The constant contact angle is θe = 60◦, the inclination angle
β = 60◦ and the rivulet half-width a = 3mm.

























Figure 4.14: Rivulet regimes in experiments with
θA,R = 70◦, 35◦ by Le Grand-Piteira et al. (2006) for an
increasing flow rate Q˙ and an inclination angle β: straight -
no meandering, static meandering state which is eventually
reached after up to 24 hours, dynamic meandering - the rivulet
path changes constantly.
0.15 s0.35 s 0.55 s 0.75 s 0.95 s 1.15 s 1.35 s 1.55 s 1.75 s 1.95 s 2.15 s 2.35 s 2.55 s 2.75 s 2.95 s 3.15 s 3.35 s 3.55 s
2.0 cm
4.0 s
Figure 4.15: Simulated rivulet evolution on a plate with an inclination angle of β = 9◦ and a constant flow rate of Q˙ = 0.8ml/s.
The perturbation at the inlet, caused by small numerical errors, induces a static meandering path with very small amplitude. The
meandering is dampened and the rivulet continues straight, which matches well with the experimental observations by Le Grand-
Piteira et al. (2006).
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Figure 4.16: Rivulet evolution on a plate with an inclination angle of β = 20◦ and a constant flow rate of Q˙ = 1.2 ml/s. From
an initially straight rivulet, an instability shapes a dynamic meandering path with growing amplitude. Exceeding a certain radius
the rivulet breaks up, to find a new path. The dynamic rivulet will at some point find a quasi-static path, which in experiments by
Le Grand-Piteira et al. (2006) is observed after up to 24 hours.
existence of a more natural evolving path. The meandering amplitude grows over time until exceeding a case-specific
threshold at which point the rivulet forms a second path. While the flow rate of the original path decreases, the new
path forms a nose, which due to gravity follows a straighter path down the plate. Eventually, the leftover of an old path
is crossed, where both merge again, to follow the already established older path. Experiments show that in the static
meander regime the meander path will become quasi-static after up to 24 hours. Naturally, computational resources
limit the simulation time. However, the static meander path of the case shown in Figure 4.15 gives reason to believe
that a quasi-static path would be established after some more simulation time. For the chosen boundary conditions a
meandering wavelength of about λ = 6.5cm and a meandering radius of about Rc = 1.6cm is observed in experiments,
which matches the simulated rivulet path very well.
A much more dynamic rivulet is shown in Figure 4.17. First, a much longer braid is observed after the inlet, which is
followed by another smaller one. The higher flow rate makes the inertial forces dominant compared to the previously
described rivulets. The meandering path is observed to be much more dynamic, showing an increasing meandering wave-
length and many breakups occur, leaving old paths behind. In experiments, no quasi-static meandering path could be
observed even after 24 hours. For the chosen boundary conditions no experiments have been performed. Extrapolating
the trends given in Le Grand-Piteira et al. (2006), a wavelength of about λ = 17cm and a radius of about Rc = 3.6cm
are to be expected.
To sum up, the theoretical rivulet cross-section described by Duffy and Moffatt (1995) are matched very well by sim-
ulations. Furthermore, all three regimes described in experiments by Le Grand-Piteira et al. (2006) are recovered in
simulations, even though the simulation time is rather limited due to computational costs. The accurate description of
rivulets on tilted plates in general will serve as a basis for future investigations on rivulets in cross-flow. Experimental and
numerical references of rivulets in shear flow are given by Marshall and Ettema (2004), Tivert et al. (2007), Cheverda
et al. (2013), and Herrada et al. (2015).
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Figure 4.17: Rivulet evolution on a plate with an inclination angle of β = 32◦ and a constant flow rate of Q˙ = 2.5 ml/s. The rivulet
path meanders dynamically as described in experiments by Le Grand-Piteira et al. (2006).
4.4 Summary
The nature of the adhesion force to act similar to a friction force has been shown for drops on tilted surfaces. At a
critical inclination angle, an incipient motion of the drop is observed in experiments. The simulations of such cases in
2D and 3D using the numerical framework introduced in Chapter 3 show improved results to previous work by Linder
et al. (2015) and match experiments very well, which validates the pinning boundary condition by Linder once again.
Thereby, it has been shown that accurate measurements of advancing and receding contact angles in experiments are of
utmost importance.
Experiments of a drop sliding down a tilted plate by Le Grand-Piteira et al. (2005) are compared with simulations to
validate the continuous motion of the advancing and receding contact line. At a certain drop speed, a small sliding drop
changes its receding contact line shape from oval to a corner, with a finite curvature. As observed by Blake and Ruschak
(1979), the speed of the receding contact line has a limit. By changing the receding contact line shape forming a corner,
the velocity normal to the contact line is maintained constant. Consequently, the corner opening angle decreases with
increasing drop velocity. At a threshold of about 45◦ the corner transforms into a cusp, which eventually emits droplets
at even higher velocities. All these regimes are recovered in simulations performed in this study. Larger drops might form
a crescent-shaped receding contact angle or even more complex shapes. Large drops sliding down a plate can leave a
rivulet trace.
Rivulet dynamics are studied next. The theoretical shape of a rivulet cross-section described by Duffy and Moffatt (1995)
has been compared with simulations with a very promising match. The evolution of rivulets on tilted plates are catego-
rized by Le Grand-Piteira et al. (2006) among others into a straight, a quasi-static meandering and a dynamic meandering
regime. Simulations using the VOF method that recover all three regimes are a novelty, as far as known to the author.
This might be due to the necessity of an accurate description of the surface tension force, the contact angle hysteresis and
a contact line pinning model in combination with a highly efficient calculation for which the enhanced AMR and DLB
are essential. As a proof of concept, rivulets in all three regimes are simulated with a very good agreement to experiments.
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5 Forced wetting of drops in shear flow
This study encompasses the simulation of drops and rivulet motion in turbulent channel flow. First, the incipient motion
is investigated, in both, laminar and turbulent shear flow to establish references for the validation of the numerical frame-
work with and without turbulence. The simulation results of incipient drop motion are compared to experiments and to
a theoretical approach, with a very good agreement. Then the oscillation of droplets is described. Finally, the interaction
of drops with complex geometry is exemplarily shown for drops crossing a microchannel oriented perpendicular to the
drop motion. The microchannel width is varied and the simulation results are compared to experiments.
5.1 Incipient motion
Similar to the incipient motion on a tilting plate, a wall-bounded drop in shear flow starts moving if the adhesion force
f adh is overcome by the shear/drag f s force, assuming the absence of net body forces on the drop (no drop oscillation and
gravity balanced by normal surface reaction (Milne and Amirfazli, 2009)). Simple models will be compared to simulation
results in Section 5.1.4. In general, the height of the drop with respect to the velocity boundary layer δ is of importance
to model the shear force.
In contrast to experiments, simulations allow a direct measurement of the shear force on the drop surface. Taking
advantage of the iso-surface reconstruction algorithm introduced in Section 3.4.2, the shear force projected in x-direction
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The pressure force pSΣ is calculated with the surface area SΣ of the reconstructed iso-surface, which is non-zero only in
cells that include the volume fraction value of α = 0.5. The pressure jump at the interface due to the surface tension
is comparable in magnitude with the dynamic pressure due to shear forces at the point of incipient motion. Since the
interface is smeared out over a few cells, small inaccuracies in the iso-surface reconstruction might lead to improper in-
tegral values of the shear force. Furthermore, the exact values of the pressure are only known at cell centers. Therefore,
the surface tension volume force calculated with the CSF method (see Section 3.4) is subtracted from the total pressure
force pcSΣ,c only in cells containing parts of the reconstructed interface.
5.1.1 Laminar shear flow
Drops in laminar shear flow can be found for low Reynolds numbers or for small drops within the viscous turbulent
sublayer. An accurate description of drops in laminar shear flow is a mile-stone to tackle turbulent shear flow. Table 5.1
gives an overview of selected literature describing incipient motion in laminar shear flow experimentally, theoretically
and in simulations. Most relevant here is the work by Milne and Amirfazli (2009) and Milne (2013), who present in-
cipient motion for a wide range of drop volumes VD = 0.5− 100µl. The drops are placed on an elliptic profile within a
channel which operates with mean velocities of up to UChannel ≤ 30m/s. The corresponding drop Reynolds numbers of
ReD ≤ 3000 and the Reynolds numbers calculated by the curved boundary layer length of up to Re ≤ 2× 105 are well
below the turbulent transition of a flat plate or a cylinder in free stream conditions. The dimensions of the channel are
given in Figure 5.1a. The water drops are placed on three different surfaces, PMMA (θA = 76.3◦±3.3◦, θR = 53.1◦±3.8◦),
Teflon (θA = 124.3◦ ± 0.7◦, θR = 108.2◦ ± 3.4◦) and SHS (θA = 161.4◦ ± 0.8◦, θR = 129.8◦ ± 8.9◦). Refer to Milne and
Amirfazli (2009) for details on the surface preparation. The drops are exposed to both the boundary layer and the free
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Literature Methodology Note
Schleizer and Bonnecaze (1999) Experiments
Simulation
2D Boundary Element Method simulations of drops in Stokes shear flow
(Re = 0.01− 0.03)
Dimitrakopoulos and Higdon (2001) Simulation
3D simulations with Spectral Boundary Element method minimizing the
free surface energy of drops for low Reynolds numbers.
Spelt (2005) Simulation
2D Level-Set simulation of shear flow ( Re ≤ 25) of the setup by Schleizer
and Bonnecaze (1999)
Ding and Spelt (2008) Simulation
3D Diffusive Interface simulation for moderate shear flow (Re ≤ 222.5).
Focuses on the influence of the Weber number and also on the difference
between 2D and 3D solutions
Milne and Amirfazli (2009)
Experiments
Theory
Investigation of drops (0.5−100µl) incipient motion on an elliptical profile
within a channel (0− 30m/s, Re ≤ 2× 105)
Dupont and Legendre (2010) Simulation
2D VOF simulation of a Couette-Stokes-Flow (Re = 0.01 − 0.03) of the
setup by Schleizer and Bonnecaze (1999) and a Poiseuille-Stokes-Flow
Seevaratnam et al. (2010) Experiments
Simulation
3D Diffusive Interface method simulating drops in cross-flow Re ≤ 700
for very low Bond numbers Bo ≤ 10−4. Three different drop motions are
found: sliding, crawling, and detachment
Fan et al. (2011)
Experiments
Theory









3D VOF simulation of drop (50µm) incipient motion on a spherical profile
within a channel (0− 10m/s)
Roisman et al. (2015) Theory
A force balance for drops of the height of the viscous boundary layer yields
a relation between wetting properties, the drop volume, and the velocity
gradient at the wall.
This study Simulation
3D VOF simulation with enhanced interface handling of the setup described
by Milne and Amirfazli (2009)










Figure 5.1: a) A drop sits on a surface probe enclosed by a profile with an elliptical nose that is placed in the center of a channel.
The mean channel velocity U0 is increased over time to investigate the incipient motion of the drop. Experiments with water drops
on three surfaces with this setup are performed by Milne and Amirfazli (2009) used for the validation of the simulation framework.
b) Simulation domain initialized with a velocity profile (U0 = 2 m/s) and a drop volume of VD = 58µl. The drop is refined in three
levels down to ∆x = 250µm. The numerical domain-depth measures 30mm.
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Figure 5.2: The incipient motion of a water drop (VD = 30µl)
on SHS in laminar shear flow. The contact line position is shown
over the ramped inlet velocity as well as the magnitude of the
adhesion and shear force.
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Figure 5.3: The critical velocity of water drops of different sizes
and the three surfaces (PMMA, Teflon, SHS) is compared be-
tween experiments by Milne and Amirfazli (2009) and simula-
tions.
stream. Their height ranges from approximately 0.9 to 2.5 times the boundary layer thickness δ.
Besides the wall boundary and the in and outflow conditions, a free flow condition is set at the top patch of the domain
and symmetry at the bottom patch. The numerical discretization is realized with a block-mesh of high quality which is
refined dynamically at the drop in three levels. At the drop, the resolution reaches ∆x = 125µm which leads to a total
of about one million cells. In contrast to Linder et al. (2015), the drop is fully resolved in 3D to account for asymmetric
effects at the receding contact line of large drops. A velocity profile is initialized with an inflow velocity of 2.0m/s.
The drop is placed with the shape of a spherical cap (see equations (4.5) - (4.7)) according to the drop volume and the
initial contact angles of θinit = 76◦, 124◦, 161◦ for the surfaces PMMA, Teflon and SHS, respectively. In contrast to an
acceleration of 0.5 m/s2 in the experiment, the velocity is ramped up in simulations by 2m/s2 to avoid high computa-
tional costs. Most challenging is the time-step restriction by the Courant number of Co = 0.4, which limits the time step
to ∆t = 2 × 10−7 s for higher velocities. The Courant number couples the mesh size with the time step. Therefore, in
this study drop volumes of VD = 100µl, 58µl and 30µl are simulated, avoiding the smaller drops for which a higher
resolution would be necessary due to the higher curvature.
In Figure 5.2 the displacement of the drop is shown exemplarily in terms of the contact line position at both extrema of
the drop in up- and downstream direction while ramping up the velocity. At the beginning, the drop adjusts from the ini-
tialized state to an equilibrium in the flow field. With increasing velocity the adhesion and the shear force increase. Both,
the advancing and receding contact lines move, when the integral shear force on the drop surpasses the counteracting
adhesion force.
In Figure 5.3 the critical channel velocities Ucr for the three surfaces and different drop volumes are compared between
experimental results by Milne and Amirfazli (2009) and simulations. As given in equation (4.1), the contact line diameter
of the initialized spherical cap Lb, combined with the difference of the cosine of advancing and receding contact angle,
are a measure of the adhesion force acting on the drop which increases with drop volume and hysteresis. For PMMA there
is a larger discrepancy between simulations and experiments. Since the simulation results match very well for the two
other surfaces, the contact angle measurement in the experiments could be a reason for this discrepancy. For instance,
an earlier incipient motion of the drop in simulation suggests that the advancing contact angle is expected to be much
greater than that measured by Milne and Amirfazli. In Figure 2 of Milne and Amirfazli (2009) a downstream contact
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Literature Methodology Note
White and Schmucker (2008) Exp.
Incipient motion of drops in stagnation-point boundary layer flow inspired
by aircraft foils.
Moghtadernejad et al. (2013, 2015a,b) Exp./Sim.
Experiments on drops moving in shear flow of up to U0 ≤ 90m/s. Simula-
tions with Smooth Particle Hydrodynamics method. No study on a critical
shear velocity.
Maurer and Janoske (2015) Exp.
Drops (VD = 5 − 12µl) in turbulent shear flow Re = 6000 − 16000 in a
channel with variable height. Includes critical shear velocities.
Maurer (2017) Exp./Sim.
Drops (VD = 5−20µl) in turbulent shear flow Re = 6000−16000 in a chan-
nel. VOF simulation without specification of the used turbulence model.
Focus on the influence of surface vibration on the incipient motion.
Barwari et al. (2018) Exp.
Water and glycerin drops (VD = 8 − 40µl) in turbulent shear flow Re =
2000 − 14000 in a channel with variable height. Includes critical shear
velocities.
Seiler et al. (2018a,b) Exp.
Experiments with water and glycerin drops (VD = 5 − 40µl) in turbulent
shear flow Re = 3000− 32000 on flat and complex surfaces.
This study Sim.
3D VOF simulation using the ζ− f -VLES hybrid turbulence model. Water
drops (VD = 15− 30µl) in turbulent shear flow Re = 3000− 15000.
Table 5.2: Literature on experiments and simulations of incipient drop motion in turbulent shear flow.
angle of about θmax = 76◦ is visible in the third row depicting a drop at the critical velocity Ucr for incipient motion.
In the fourth row, however, a contact angle above θmax = 90◦ is unmistakable for a drop that just started moving and
has consequentially a relatively low contact line velocity. Hence, the current dynamic contact angle should not be much
apart of the advancing contact angle, which is stated to be θmax = 76◦ and simulated here as such. In conclusion, the real
advancing contact angle for PMMA is expected to be much higher. Despite this discrepancy, the simulation results using
PMMA, the simulations on Teflon and SHS match the experiments very well, following the characteristic dependencies
on wetting properties and the drop volume.
Oscillations of drops in laminar shear flow are observed by Milne and Amirfazli as well as predicted by Thoroddsen
et al. (2008) who relate the natural oscillation frequency to density, surface tension and drop size. An analysis of
oscillations for drops in turbulent shear flow is given in Section 5.2. Oscillations also occur hand in hand with the in-
dependent contact line movement of the advancing and receding front, manifested also in the caterpillar-like motion of
the drop for shear velocities higher than the critical value. After having validated the methodology by a good match of
experiments and simulations, the next level of complexity, embodied by turbulent shear flow, is analyzed in the following.
5.1.2 Turbulent channel flow
Although forced wetting in turbulent shear flow is found in many industrial applications, no literature simulating the
incipient motion of drops in turbulent shear flow exists besides the study of Maurer (2017) who works with the VOF
method in OpenFOAM. However, no turbulence model is specified in his work, which focuses on the influence of surface
vibration at the point of incipient motion. A list of relevant literature with experimental results is given in Table 5.2.
While in experiments a higher shear flow automatically leads to a turbulent flow, in simulations the necessary turbulence
model is very challenging unless a DNS is affordable. The ζ− f -VLES hybrid RANS-LES-DNS model introduced in Section
3.7.3 is used here as a turbulence model. As one novelty of this study, it is adapted to the VOF method and yields a stable
interface handling as shown in Section 3.7.5.
To cover incipient motion, a single drop is placed in a fully turbulent, two-dimensional Hagen-Poiseuille channel flow with
a linearly increasing Reynolds number. The discretization is shown in Figure 5.4 with a channel height of H = 15mm.












Figure 5.4: The discretized channel for a Hagen-Poiseuille flow. The flow field is mapped back into the inlet to create a constant and
natural turbulent flow field. The drop is initialized as a spherical cap according to the drop volume and contact angle and interacts
with a gap while running down the channel. The channel depth measures 30mm in the simulations with boundary conditions
implying an infinite depth. The setup is in accordance with Seiler et al. (2018a).
initialized with a Reynolds number of Re = 3000, which is ramped up with R˙e = 3758 s−1 with a novel boundary condi-
tion described in Section 3.6.2. The drop with different volumes of VD = 15, 20, 25, 30µl is initialized as a spherical cap
according to the initial contact angles of different surfaces, represented by their respective advancing and receding con-
tact angles. At the drop the mesh is refined in two levels, if not mentioned otherwise, down to a cell size of ∆x = 125µm
in x-direction and ∆y = 93µm in y-direction. Additionally to this base mesh, a simple grading with a factor of two
towards the walls is applied to resolve the wall effectively with ∆y = 46.5µm, which corresponds to a wall resolution of
2≤ y+ ≤ 5 in areas without dynamic refinement around the drop for the simulated Reynolds numbers.
In Figure 5.5 a 25µl drop with a hysteresis of θA,R = 105◦, 46◦ is shown in comparison to the shear velocity profile at a
Reynolds number of Re = 13000. Half of the channel height defines the boundary layer thickness in turbulent channel
flow. However, the drop height of about h = 2 mm corresponds to a dimensionless wall distance of y+ ≈ 400 which lies
within the logarithmic region of the velocity profile (see Section 2.2).
For increasing drop volumes Vd, the drop height rises and consequently also the integrated shear velocity over the drop
profile, such that the drop will move earlier in a linearly increasing shear flow as shown in Figure 5.6. There, the average
of the advancing and receding contact line position is shown over the linearly increasing Reynolds number.
Increasing the contact angle hysteresis by keeping the receding contact angle constant for 25µl drops delays the point of
incipient motion, as shown in Figure 5.7. A change in the contact angle hysteresis is equal to a different surface in exper-
iments. To show the influence of the contact angle boundary condition, the contact angle hysteresis of θA,R = 85◦, 46◦ is
varied by two degrees to θA,R = 87◦, 46◦ and θA,R = 85◦, 44◦. Even such a small change exhibits a significant delay of the
incipient motion. Once more, the importance of accurate boundary conditions shall be emphasized here.
Results for the case of a constant contact angle hysteresis width but an increasing position are shown in Figure 5.8. As
the adhesion force scales with the cosine of the advancing and receding angle (see equation 4.1), it changes fastest for
contact angles around 90◦. Furthermore, drops with increasing contact angle hysteresis position have a smaller wetting
area, a shorter contact line, and therefore less adhesion force. Together with the increasing height and the dependence
on the nonlinear dependence of the cosine, the accelerated incipient motion for an increasing contact angle hysteresis
position is very plausible. The evolution of the adhesion force and the shear force acting on the drop are similar to those
shown for incipient motion in laminar shear flow (see Figure 5.2).
A grid convergence study has been performed by changing the number of refinement levels to one, two and three, for
which the resolution at the drop in x-direction is given by ∆x = 250µm, ∆x = 125µm and ∆x = 62.3µm. Thereby,
the contact angle hysteresis is simulated as θA,R = 108◦, 30◦. The drop has a volume of Vd = 20µl and the final channel
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Figure 5.5: Turbulent velocity profile at Re = 13000 and drop
profile of a drop with volume Vd = 25µl on a surface with
(θA, θR = 105◦, 46◦).
















Figure 5.6: With increasing drop volume the point of incipient
motion is found earlier for a linearly ramped up channel velocity.
The surface is characterized by θA,R = 85◦, 46◦.


















Figure 5.7: With increasing advancing and a constant receding
contact angle, the point of incipient motion is delayed for a
linearly ramped up channel velocity. The drop volume measures
Vd = 25µl. Small changes of the contact angle hysteresis have
a significant influence on the point of incipient motion.
















Figure 5.8: Elevating the constant contact angle hysteresis leads
to an earlier incipient motion for a linearly ramped up channel
velocity due to three reasons: an increasing drop height, a re-
duced contact line length, and a reduced adhesion force. The
drop volume is set to Vd = 25µl.
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∆x = 250 µm
∆x = 125 µm
∆x = 61.3 µm
Re
Figure 5.9: A grid convergence study with resolutions of ∆x =
250µm, ∆x = 125µm and ∆x = 62.3µm at the drop with a
volume of Vd = 20µl and a hysteresis of θA,R = 108◦, 30◦. The
drop trajectory converges towards the finest resolution.
Figure 5.10: Shadowgraphy of a moving 10µl drop on an alu-
minum surface. Using the grey-scale gradient the contour of
the drop is extracted and the contact angles measured. The
drop reflects on the aluminum surface (picture by P. Seiler).
velocity is set to Re = 13000, which is increased beginning with Re = 3000 at a rate of R˙e = 3758s−1. Figure 5.9 shows
that for a finer discretization the characteristic point of incipient motion converges towards the finest grid resolution.
Theses results do not contradict the increase in parasitic currents due to a diverging curvature for finer meshes shown in
Section 3.4.4. In the investigated range of resolutions, the overall improvement by a finer mesh resolution outperforms
the increasing parasitic currents, which furthermore, are very small compared to the shear flow. A second character-
istic shown in Figure 5.9 is the evolving drop velocity. With a finer mesh the drop moves slower. This might be fully
attributed to the contact line velocity mesh dependence explained in Section 3.5.4. Future work should address this point.
Despite the plausible simulation results, the complexity of the simulation mandates a careful comparison with experi-
mental results for a final validation of this setup.
5.1.3 Comparison of the incipient motion in turbulent shear flow between simulations and experiments
Because of the high complexity of the interaction between the turbulence model in combination with the contact line
and interface models, the validity of the simulation can only be confirmed with experiments. Therefore, simulations are
compared with experimental data by Seiler et al. (2017) on the incipient motion of drops in turbulent channel flow.
In these experiments, the contact angle of a 25µl water drop moving with constant velocity in turbulent shear flow on
a PMMA surface is measured. Shadowgraphy pictures as shown in Figure 5.10 are analyzed with a temporal resolution
of up to 4000 Hz and a spatial resolution of 20µm. The contact angle hysteresis is measured to θA,R = 105◦, 46◦ ± 5◦ for
water on PMMA. In the following, results of experiments with a temporal resolution of 150Hz and a spatial resolution of
27.5µm are presented.
The natural variation in experiments is analyzed in Figure 5.11. Even though the same initial conditions are provided in
each experiment, the turbulence and the drop oscillation cause a variation in the incipient motion of the drop. Figure
5.11a shows the position of the drop mid-point over time. The critical Reynolds number for incipient motion is measured
with a distance threshold of 1.5mm to avoid most of the creeping regime of the drop after which a continuous motion
is observed. The critical Reynolds numbers of the experiments range between Recrit = 9658 and Recrit = 10528, whereas
the simulation yields Recrit = 10972, which is only 4% above the most similar experiment.
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(a) The drop mid-point position over time. The experiments
show a natural scatter which is due to the randomness of
turbulence and the oscillation of the drop.




































(b) The drop height and length (streamwise) are of the same
magnitude in experiments and simulation.































(c) The drop mid-point velocity over time with a moving av-
erage of 30 time steps at a data rate of 150Hz. Experiments
as well as the simulation show a plateau between 1 s up to
1.5 s after which the velocity increases rapidly.

















Kistler 105◦ - 46◦
(d) The contact angles measured up and downstream of the
drop shown over the Capillary number. In experiments the
velocity is calculated by the contact line position movement
measured at a rate of 150Hz. For better visibility the contact
angles of the simulation within the contact angle hysteresis
are filtered out.


























(e) Advancing and receding contact line motion with in-
creasing Reynolds number from the simulation. The adhe-
sion force and the shear force cancel each other out until a
Reynolds number of about Re = 9200 after which the drop
moves in a creeping motion. At Re = 11300 the drop accel-
erates rapidly.
(i) Re = 9000 (ii) Re = 10300
(iii) Re = 11300 (iv) Re = 12300
(f) Shadowgraphy comparison of simulations (above) with
experiments (below) at different Reynolds numbers
Figure 5.11: Comparison of experiments and a simulation of the incipient motion of a drop (Vd = 25µl) on PMMA
θA,R = 105◦, 46◦ ± 5◦ in turbulent shear flow. Beginning with Re = 3000, the Reynolds number is increased at a rate of R˙e = 3758s−1.
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The dynamic contact angle model by Kistler introduced in Section 2.4.1 in combination with the contact angle hysteresis
model is shown in Figure 5.11d. For contact angles exceeding the contact angle hysteresis of θA,R = 105◦, 46◦ ± 5◦,
Kistler’s model serves as a boundary condition for simulations. Both, the simulation results and the measurements of the
experiments show a similar behavior regarding the contact angle dependency on the Capillary number. A difficulty of
the experiments are the high frequencies of the drop oscillation of up to 1000Hz and the limited temporal resolution of
150Hz as shown in the present results. The contact line velocity in experiments is calculated by the change of the contact
line position, which is measured at a rate of 150 Hz. This average velocity is expressed in the Capillary number shown
in Figure 5.11d with an instantaneous contact angle measured from the shadowgraphy. Therefore, both the average
Capillary number might not match the current visible contact angle, which accounts for the large experimental scatter.
However, in simulations, the exact contact line velocity is available in every simulated time step. For comparison the
average simulation time step is about 5× 10−6 s in these cases.
In Figure 5.11b the drop height h and length l are compared between experiments and simulation. Both are shown
with a central moving average including 30 time steps at a data sampling rate of 150Hz. They show the same order of
magnitude and the simulation results lie in the range of experimental variance. The drop velocity presented in Figure
5.11c, again, match very well between experiments and simulation, exhibiting the same moving average of 30 time steps.
Interesting are the velocity plateaus after about 1 s after the drop starts to move. This behavior is described by Barwari
et al. (2018) as a creeping motion, after which the drop accelerates almost instantly. In Figure 5.11e the beginning of
the creeping motion coincides with the first time the shear force overcomes the adhesion force for a short time, whereas,
at the point of rapid acceleration, even the moving average of the shear force exceeds the adhesion force.
Before the point of incipient motion, the drop oscillates in the shear flow. This will be investigated in more detail in Sec-
tion 5.2. Also after the incipient motion, the drop shape changes constantly. Even though the drop oscillation follows a
characteristic pattern, the particular drop shape at an instance in time is random. Therefore, and because of the recording
frequency of 150 Hz, Figure 5.11f compares similar drop shapes of experiments and simulations with a Reynolds number
range of ∆Re ≤ 300.
The simulation result lies within the experimental error-bounds. The drop position, velocity, height, length as well
as the measured dynamic contact angles are in good agreement. Furthermore, the calculated adhesion force and the
counteracting shear force are accessible. The incipient motion of a drop can be separated into two regimes, namely the
creeping regime and a subsequent continuous motion of the drop, as is shown in simulations and observed in experiments
by Barwari et al. (2018). The excellent match of the incipient motion in turbulent channel flow between simulations and
experiments is the most important result of this study. Even though only one contact angle hysteresis and drop volume is
compared here, the close match of experimental, simulation, and theoretical results presented in the next section suggest
a general validity of the numerical and modeling framework used in this study.
5.1.4 Modeling of incipient motion
Several authors provide suggestions on how to predict the point of incipient motion. Roisman et al. (2015) approximate
the drop shape by a spherical cap and use the Blasius solution in laminar boundary layers to approximate the so-called
attack velocity Uattack at half of the height of the spherical cap. With the attack velocity and the area of the projection of
the spherical cap cross-section the drag force is approximated. To obtain the critical velocity, the adhesion force calculated
with the advancing and receding contact angle, and the drag force are set equal. A comparison of Roisman’s model and
the experiments of Hu et al. (2013) and Milne and Amirfazli (2009) yield promising results. In a publication by Barwari
et al. (2018) considering turbulent flow, an empirically fitted relation between the Laplace number La = σ%LLbµ−2L and






























Figure 5.12: Wetting length, width and drop height for differ-
ent drop volumes, a contact angle hysteresis θA,R = 71◦, 46◦
and an over time linearly increasing Reynolds number.




















Figure 5.13: Comparison of the area of the drop cross-section in
a plane streamwise (x y) and perpendicular to the flow (z y) for
different drop volumes, a contact angle hysteresis θA,R = 71◦, 46◦
and an over time linearly increasing Reynolds number.
Unfortunately, the fitting requires a calibration for each channel or free flow field and only partly includes the adhesion
force due to the contact angle hysteresis by accounting for the drop shape with the wetting width Lb and the drop height
h.
The model by Roisman et al. (2015) is analyzed in the following. Their approximations made about the drop shape
and the attack velocity are verified here with the simulation data in turbulent shear flow. Roisman et al. (2015) assume
the shape of a drop at its point of incipient motion to be similar to the shape of a sessile drop without the influence of
shear flow. This assumption is first validated. The evolution of the drop height h, as well as the wetting length l, is given
for several drop volumes with a contact angle hysteresis of θA,R = 71◦, 46◦ and a linearly ramped up channel Reynolds
number as reported in Figure 5.12. The drop height reaches its maximum at the point of incipient motion but differs less
than 10% from the initial value. Furthermore, the wetting width and length show a similar range of discrepancy of about
10% between the initial values and the point of incipient motion. Up to the point of incipient motion, the drop is found
to be wider than long (streamwise). Apart from that, the projected areas of the drop streamwise (x y-plane) as well as
perpendicular to the flow (z y-plane) are assumed to be equal by Roisman et al. (2015). Figure 5.13 shows both areas
for the same setup. According to the wider drops, the area Az y is larger than Ax y . The discrepancy amplifies with the
drop volume and can be estimated to be up to 15% in the case of a 30µl drop. To approximate the attack velocity Uattack
of a drop in shear flow by the attack velocity Uattack,0 at the height h0 of a sessile drop without shear flow is a very good
approximation as shown in Figure 5.14. The same figure also shows the relation between the channel mean velocity U¯0
to the lower attack velocity Uattack and the very small drop velocity after the point of incipient motion indicated by the
contact line position. Finally, Roisman et al. leave the drag coefficient to be fitted by experiments. Being able to evaluate
the drag force Fs in simulations directly at the drop with equation (5.1) and with the area of the cross-section of the drop







The drag coefficient of all present simulation data is combined in Figure 5.15, which shows a dependency on the attack
velocity Uattack, as well as on the contact angle hysteresis. With increasing adhesion force, the critical drag coefficient at
the point of incipient motion also increases, as shown for three contact angle hysteresis values. In this section, a linear
dependency of the critical drag coefficient on the contact angle hysteresis is assumed. All in all, the model assumptions
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Figure 5.14: Comparison of the mean channel velocity U¯0, the
attack velocity at the half height of a sessile drop Uattack,0 and a
sheared drop Uattack of 25µl on a surface with the contact an-
gle hysteresis θA,R = 71◦, 46◦. At the point of incipient motion
the contact line mid xcl increases together with the contact line
velocity Ucl.












Figure 5.15: The drag coefficient cD is plotted for each time step
of all simulations over the attack velocity Uattack. The drag co-
efficient rises with increasing attack velocity as well as with the
contact angle hysteresis. At the point of incipient motion the crit-
ical drag coefficient is shown for three contact angle hysteresis
of a 25µl drop.
made by Roisman et al. (2015) for laminar shear flow are analyzed, yielding reasonable results for turbulent flow.
Moreover, the drag coefficient can be calculated from simulation results and requires no further fitting.
Inspired by the model of Roisman et al., a balance of the adhesion force and the shear force reads as










where Lb and A0 are given by the shape of a sessile drop in equilibrium with a certain volume and a contact angle of
θe = (θA + θR)/2 (see equations (4.5) - (4.7)). Figure 5.16 shows selected simulations, as well as the theoretical results
given by the force balance in equation (5.4).
The simulation results match very well the theoretical model predictions, with a maximum offset of 1 m/s and a relative
error smaller than 10%. The discrepancy is coincides with the assumptions made about the drop shape. However,
simulation inaccuracies due to models describing surface tension, contact line dynamics and turbulence might also play a
role. Note that no fitting factor is necessary here, because of the calculated drag coefficient. Since the definition of Uattack
is independent of laminar or turbulent flow, the estimation given by Blasius in laminar flow, as well as the dimensionless
velocity profile given for turbulent flow e.g. by Spalding (1961) in (3.61), connects the attack velocity to a global shear
velocity U .
5.2 Oscillation of sessile drops in turbulent shear flow
When investigating the incipient motion of a drop in shear flow, oscillations of the drop are observed in experiments
before and after the critical shear flow is reached. Zhi-Yong et al. (2006) found two oscillation modes, namely forward-
backward and upward-downward. Chiba et al. (2012) give a practical overview of different oscillation modes and their
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Figure 5.16: The critical attack velocity Uattack is plotted over the wetting characteristics of the drop. The theoretical approximation
comes close to the simulation results and provides information about the influence of the drop volume and the characteristic contact
angles.
Figure 5.17: Oscillation modes (rows) and first four orders








Figure 5.18: Characteristic measures ∆h, ∆xup and ∆xdown of
the forward-backward and upward-downward modes. The oscil-
lation is measured as the difference to the average drop shape.
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higher order evolution without the effect of gravity or shear force (see Figure 5.17), which are in accordance with the
modes found by Zhi-Yong et al. (2006). The oscillation characteristics depend on the surface tension, droplet size, air
velocity, roughness, and viscosity (Burgmann et al., 2018). Zhi-Yong et al. also state that the oscillation has an effect on
the incipient motion of a drop. In fact, the oscillation of the drop increases the drag coefficient (Clift et al., 2005) and
influences the incipient motion by forcing the interface over the advancing or under the receding contact angle. Milne
(2013) and Milne et al. (2014) present an in-depth experimental study on the oscillation of drops in laminar shear flow
which are shown in Section 5.1.4.
The topic of oscillating drops deserves a thorough investigation, especially since the oscillation of sessile drops in turbu-
lent shear flow has not yet been described systematically by simulations, as far as known to the author. Since this study
focuses more on the validation of the entire numerical framework this section is considered a motivation for future work.
To capture the forward-backward and upward-downward modes, the oscillation of the drop is characterized by the drop
height hcl measured above the center between the advancing and receding contact line point as presented by Seiler et al.
(2017). The length of the drop is measured at the height of the average mass center in up and downstream direction
separately with xdown and xup as shown in Figure 5.18. These measurements are averaged over all time steps, to describe
the change with respect to the average value exemplarily shown for ∆h:
∆h= |hcl − h¯cl| . (5.7)
With a Fast Fourier Transformation the frequency of the drop oscillations are identified and the corresponding amplitude
peaks reveal the main frequencies that are related to the resonant frequency of the system. Figure 5.19 shows the os-
cillation frequencies of the three measures ∆h, ∆xdown and ∆xup for an increasing drop volume. With increasing drop
volume, the peak frequencies remain almost the same. However, the overall amplitude increases, which also amplifies
the frequencies of higher order modes. The contact angles in these cases are set to θA,R = 71◦, 47◦ and the sample time is
1s at 1000 Hz for a range of Reynolds numbers between Re = 6300 and Re = 9600, which is linearly ramped up over time.
By increasing the contact angle hysteresis as shown in Figure 5.20, the peak frequency of the first mode reduces while
its amplitude increases. Interestingly, the higher order modes are more pronounced for small hysteresis. These measure-
ments are taken for a drop with volume Vd = 25µl and for Reynolds numbers between Re = 6300 and Re = 9600.
The velocity ramp shown in Section 5.1.2 is evaluated for three velocity ranges with Reynolds numbers of Re =
4000 − 6000, Re = 6000 − 8000 and Re = 8000 − 1000. The oscillation amplitude increases with the Reynolds
number and higher order modes become more pronounced, which is in line with observations by Burgmann et al. (2018).
To sum up, oscillations have an impact on the incipient motion, as the critical contact angles θA and θR might be exceeded
earlier. Different oscillation modes are captured that can be qualitatively described by the forward-backward and upward-
downward modes. The peak frequency increases with the contact angle hysteresis as well as the peak amplitude, which is
comparable with experimental findings by Zhi-Yong et al. (2006), who varied the surface roughnesses. Also, higher shear
velocity increases the oscillation amplitude. Moreover, the same dependency is found for an increasing drop volume.
Further numerical studies are recommended to capture the influence of viscosity by using a higher sample time over a
longer period. Both are limited in this study due to computational resource restrictions.
5.3 Drop interaction with complex geometry in turbulent shear flow
In many industrial applications, the complex geometry of wetted surfaces is functional or at least influential for which
a detailed understanding of the wetting process is essential. Being able to model wetting of complex surfaces helps to
improve the functionality of such surfaces. One can imagine a huge variety of grooves and micro channel geometries that
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Figure 5.19: An increasing drop volume results in similar peak frequencies but also in an increase in amplitude, which amplifies
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Figure 5.20: An increasing contact angle hysteresis shows different peak frequencies and an increase in amplitude. However the
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Figure 5.21: Increasing the shear flow velocity shows similar peak frequencies and an increase in amplitude. The drop volume is
Vd = 25µl and the contact angle hysteresis set to θA,R = 71◦, 47◦.
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(a) Continuous drop motion (20µl) (b) Satellite droplet (15µl) (c) Absorption (5µl)
Figure 5.22: Top view on a microchannel with a width wm = 10mm. Drops of increasing volume VD = 5µl, 15µl, and 20µl move
with an increasing velocity at a constant shear flow velocity (pictures by Seiler et al. (2018a) and Mayrhofer (2018))
(a) t = 0ms (b) t = 56ms (c) t = 80ms (d) t = 120 ms (e) t = 344ms
Figure 5.23: Side view of a 20µl drop on aluminum partly crossing a wm = 2.3 mm microchannel. The drop is mainly absorbed by
the microchannel but has enough volume left to keep moving in the channel flow. (pictures by Seiler et al. (2018a) and Mayrhofer
(2018))
influence the wetting outcome.
As an introduction to the topic, the work of Shuttleworth and Bailey (1948) on wetting of rough surfaces is recommended.
Seemann et al. (2005) and Herminghaus et al. (2008) present an overview on the possible static wetting morphologies of
a liquid in simple linear solid micro-scale wedges and grooves without the influence of gravity. The morphology depends
on the contact angle as well as the opening angles of the wedges that form the microchannel. Among many others, an
experimental study of forced wetting of complex surfaces is the study on dip-coating of a pyramidal structured surface
by Manukyan (2013) and their simulation presented in Linder (2015), who uses the Volume of Fluid method as well as
a model for contact angle hysteresis and pinning of the contact line. In their work, as well as in Oliver et al. (1977) and
Berthier et al. (2009), a geometrical pinning of the contact line is described. The contact line will stay immobile at an
edge as long as the interface needs to adapt to the corner angle in relation to the given contact angle, which according
to Thammanna Gurumurthy et al. (2018) also depends on the sharpness of the edge. Dianat et al. (2017a,b) present a
numerical study of a drop forced by turbulent shear flow over a rounded edge, which is inspired by the exterior water
management of cars. They use a hybrid VOF-LS method S-CLSVOF, that is introduced in Section 3.4, in combination with
the ω-SST turbulence model. At the contact line, however, no hysteresis nor pinning model is used and the simulation
results are not compared to experiments. The present study has a lot to add in terms of modeling the contact line, the
interface, the turbulence to all of the mentioned studies (see Chapter 3).
In experiments by Seiler et al. (2018a) and Mayrhofer (2018) several outcomes are classified. For a given drop size
and low drop velocities, the drop does not cross the edge of the micro channel. Increasing the drop velocity by a finite
amount, the drop will be completely absorbed by the microchannel, as shown in Figure 5.22c. Higher velocities allow
the drop to pass the microchannel partially. The microchannel will absorb the main part of the drop, leaving satellite
droplets on one or both sides as shown in Figure 5.22b. Exceeding a drop velocity threshold, the main part of the drop
surpasses the obstacle, leaving only a small liquid bridge (see Figure 5.22a). The contact line of the bridge pins at the
side walls of the microchannel. Naturally, the reduction of the width wm of the microchannel yields the same effect as
increasing the drop velocity. The speed of the drop can be expressed in the Capillary number which depends directly on
the shear velocity and the drop volume as shown in the last sections.
TProviding a proof of concept, this study is limited to a horizontal and rectangular micro-channel perpendicular to the
shear flow as shown in Figure 5.4. The microchannel width wm = 1.7, 2.3, 3.0mm is varied, while the microchannel
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(a) Continuous motion (wm = 1.7 mm) (b) Complete absorption (wm = 2.3 mm) (c) Satellite droplets (wm = 3.0 mm)
Figure 5.24: Top view of a microchannel with wm = 1.7mm, 2.3 mm, and 3.0mm. A drop (20µl moves with almost constant
velocity Ca = ηLUD/σ ≈ 1.06 × 10−3 in constant shear flow Re = 13000 until it interacts with the microchannel. The contact
angle hysteresis is set to θA,R = 108◦, 30◦. With a larger gap, more of the drop gets absorbed. The snapshots correspond to
t = 0, 80, 120, 160, 200, 240ms.
height hh = 5mm is fixed. Similar to the conditions in Section 5.1.2, a 20µl drop is placed in a fully developed turbulent
Hagen-Poiseuille flow with a Reynolds number of Re = 3000. The channel velocity is increased linearly over time until a
Reynolds number of Re = 13100 is reached. The distance from the initial drop placement to the groove is long enough
for the drop to develop a constant velocity in respect to the shear-flow Reynolds number.
Figure 5.24 shows all three regimes in simulations: A continuous motion where a small part of the drop is absorbed,
a partly absorption leaving satellite droplets, and a complete absorption. The drop motion is almost constant until
the advancing front hits the edge. As explained in Section 2.4.2, the interface needs to adapt to the new inclination
angle of the microchannel before a motion downwards the microchannel side would be possible. Hence, the drop
aligns at the edge until one of two scenarios apply. If the front nose of the drop reaches the surface of the down-
stream side above the microchannel, the drop attaches and forms a liquid bridge, after which continuous motion is
possible. If the front nose only reaches the right side of the microchannel without contact to the main channel surface
downstream of the microchannel, a complete absorption of the drop follows. Note that the satellite droplets in the
simulations numerically diffuse over time since the compression of the volume fraction field α at the interface suffers
from the under-resolved interface curvature. A proper resolution of such small length scales was not feasible in this study.
A qualitative comparison between simulation and experiments has been given, recovering all of the possible outcomes.
A quantitative relation between wetting conditions, drop size, microchannel geometry, and drop velocity has yet to be
found. Furthermore, the edge radius might play a role and the contact angle on the microchannel walls needs to be
controlled properly during its manufacturing process. In the experiments shown in Figures 5.22, the main channel
surface is a rolled surface, whereas the microchannel has a milled aluminum surface. Small changes in the contact
angle hysteresis might significantly change the absorption rate of the drop. The predictive capabilities of the presented
framework in combination with complex surfaces are promising and represents the first step to a highly anticipated
systematic modeling of drop and rivulet interacting with complex geometry in shear flow.
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5.4 Summary
In many industrial applications, the simulation of forced wetting by laminar and most importantly turbulent shear flow
is envisioned to reduce the costs of product development and to increase productivity. The excellent results of Chapter 4
predicting the wetting of drops an rivulets on tilted plates encourage the increase in complexity towards the investigation
of wetting under shear flow. Therefore, a step-wise validation of the simulation framework concerning shear flow is
mandatory to ensure the predictive capabilities.
The simulation of incipient drop motion has been compared with experiments in laminar shear flow. The dependency of
the critical shear velocity on different surfaces and on a variety of drop volumes matches experimental data very well.
As a novelty, the incipient motion is simulated in turbulent shear flow using a sophisticated hybrid RANS-LES turbulence
model (see Section 3.7) in combination with Adaptive Mesh Refinement and Load Balancing (see Section 3.2), which
allows for the necessary accuracy at the drop interface and a high resolution of the turbulent flow. Again, the dependency
of the critical shear velocity on different surfaces and for a variety of drop volumes with characteristic values found in
the exterior water management of vehicles, show reassuring results. Furthermore, a convergence study on the incipient
motion shows a reasonable outcome. The comparison with a set of experiments by Seiler et al. (2017) is exceptionally
good and confirms the theoretical predictions of the point of incipient motion. The model of Roisman et al. (2015)
for incipient motion in laminar shear flow is based on a force balance of the adhesion and the drag force. The model
has been applied to turbulent flow and simplifying assumptions are analyzed with simulation results. The simulations
naturally provide the drag coefficient of the drop at the point of incipient motion, which originally had to be fitted for
each experiment. Simulations and theory, as well as the experiments, are in very good agreement. Hence, the model
by Roisman et al. (2008) is expandable to turbulent flows if the turbulent velocity profile is known by experiments, by
simulations or limited to simple geometries by the universal law of the wall. As one of the major achievements of this
study, the selected models within the simulation framework have shown accurate predictive capabilities for the incipient
motion of drops in turbulent shear flow.
Drop oscillations have an impact on drag force, the point of incipient motion and play a role in the caterpillar motion
of drops in shear flow. An outline of the observed oscillations in simulations is given for a variation of drop volumes,
hysteresis pairs, and different Reynolds numbers. The characteristic oscillation modes are comparable with findings in
literature, which encourages future research.
Theoretical models for the interaction of forced wetting with complex geometry have yet to be developed. Hence, the
ability to accurately simulate such demanding cases would help to understand the underlying phenomena, which are of-
ten not accessible by experimental measurements. The capability to handle complex geometries in simulations is dictated
by the principal choice of the simulation framework and the underlying mesh representation. The use of an unstructured
mesh is mandatory which, however, has implications on the implementation of many applied models such as e.g. the
surface tension. In this study, great care has been taken to ensure the compatibility of all models with an unstructured
mesh representation. To demonstrate the capability of the numerical framework in respect to complex geometry, the
forced wetting of drops in turbulent shear flow over rectangular microchannels with variable width is investigated. The
simulation results are match qualitatively with results of experiments by Seiler et al. (2018a) and Mayrhofer (2018). The
comparison motivates future research on the topic of forced wetting on complex geometry in shear flow.
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6 Summary and outlook
The capability to accurately predict forced wetting in shear flow is highly anticipated in industrial applications, e.g.
for the optimization of vehicle soiling early on in the design process. This thesis is motivated by the necessity of
a highly accurate simulation framework to cover complex industrial cases, as well as, to provide phenomenological
insight complementary to experimental and theoretical analysis. To cover multi-phase flow, wetting, and turbulent
shear flow in cases motivated by industry, high-performance techniques and the ability to handle complex geometries
are required. Therefore, in each of this research areas novelties have been presented in this work. They have been com-
bined in one solver based on OpenFOAM, which has been extensively validated and successfully applied to relevant cases.
To efficiently discretize multiple length scales with transient transport processes, such as moving two-phase interfaces and
reduce computational effort, Adaptive Mesh Refinement represents a powerful tool. The respective refinement algorithm
in OpenFOAM has been enhanced, abstracting the basic 3D refinement and the underlying single criterion refinement
to a versatile application in 2D, 2.5D, and 3D and a multi-criterion refinement. Thereby, severe bugs have been found
and fixed to ensure accurate and stable simulations. To maintain the benefits of Adaptive Mesh Refinement on highly
parallelized computations, Dynamic Load Balancing is required. An existing algorithm has been consolidated, enhanced
and combined with improved Adaptive Mesh Refinement. Both, the developments in Adaptive Mesh Refinement and
Dynamic Load Balancing have been published in Rettenmaier et al. (2019).
In the analyzed characteristic length scales, the surface tension plays an important role at the multi-phase interface. Using
the interface capturing Volume of Fluid method, in which no explicit interface representation exists, the accurate calcu-
lation of the curvature is a major challenge especially on an unstructured mesh. Inaccuracies of the curvature calculation
affect the surface tension directly and cause parasitic currents near the interface. To reduce such currents and to increase
the accuracy of the simulations, three models for improved surface tension have been implemented and validated in
this study: the Continuum Surface Force model, an iso-surface reconstruction of the interface and a conservative hybrid
of the Volume of Fluid and Level-Set methods called S-CLSVOF(DSB). For the applications of this study, the iso-surface
reconstruction model has been found to be most suitable. The modular implementation structure allows for an easy
incorporation of even better models developed in the future.
A major focus of this work are the many phenomena related to the dynamic three-phase contact line. A variety of models
for the discretization of the position of the contact line, the contact line velocity, the dependence of the contact angle on
the contact line velocity, the contact angle hysteresis, as well as to reduce the mesh size dependency, have been imple-
mented. All these models are part of a unique contact line library which has been successfully validated.
Shear flow in industrial applications is often turbulent. For high Reynolds numbers, the small turbulent scales cannot be
resolved with a reasonable computational effort, therefore, turbulence models are necessary. The combination of turbu-
lence models with multi-phase flow is a field of ongoing research and requires a particular treatment at the two-phase
interface. On this behalf, two models, the WALE model and the ζ− f -VLES model have been analyzed. The results point
out, that only the latter model yields satisfactory results at the interface.
Then the piecewise validated numerical framework has been applied, first on drops and rivulets on tilted plates and
then for drops in laminar and turbulent shear flow. The point of incipient motion of a drop on a slowly tilting plate
has been matched in 2D and 3D with theoretical and experimental results for different surfaces and drop volumes.
The accurate simulation results indicate that the adhesion force has been modeled correctly but also point out, that
experimental contact angle measurements are required to be very accurate. Simulations of the continuous motion of
drops sliding down a tilted plate show the characteristic cornered tail of a drop, which forms to a cusp and eventu-
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ally emits droplets. These regimes are equally found in experiments. The path of a rivulet on a tilted plate can be
categorized as straight, quasi-static meandering and dynamic meandering for increasing volumetric flow and constant
wetting conditions. As a novelty in literature, simulations of this study recover all three regimes. A quasi-static meander-
ing path can only be achieved when accounting for the contact angle hysteresis and the related pinning of the contact line.
Shear flow has been validated first on a drop impact case, for which the receding phase is in exceptional good agreement
with experiments using the pinning boundary condition. Also for the incipient motion of drops in laminar conditions.
The critical shear velocity is accurately matched for different surfaces and drop volumes described in experiments in
literature. A novelty of this study is the simulation of the incipient motion of drops in turbulent shear flow with the
Volume of Fluid method and a Very Large Eddy Simulation modeling the turbulence. Experiments on incipient motion
of drops in turbulent shear flow by Seiler et al. (2018a) have been compared with simulations with good accordance,
which encouraged the expansion of a theoretical model for incipient motion in laminar shear flow to turbulent flows on
the basis of simulation data. The characteristic drop oscillation, caterpillar-like motion have been compared qualitatively
with experiments.
Great care has been taken to ensure the compatibility of the applied models with unstructured meshes to be able to
handle complex geometries. To show the predictive capabilities of the framework even on complex geometries, a mi-
crochannel has been placed perpendicular to the drop motion in turbulent channel flow. The interaction of a moving
drop with a microchannel as obstacle depends on the drop velocity, the drop volume, and the microchannel width are in
qualitative agreement with experimental findings.
All in all, the numerical framework including high-performance techniques, interface, and dynamic contact line handling,
as well as turbulence modeling in combination with multi-phase flows has been successfully validated with experiments.
The trustworthy validation builds a water-proof step-stone for future work on drops and rivulets in turbulent shear flow
and complex geometries.
There are two possible directions for future work research, the improvement of numerical models and the simulation of
related application relevant cases as well as theoretical modeling. Numerical methods are being improved constantly.
Currently, Adaptive Mesh Refinement is restricted to hexahedra and prisms, therefore the next step regarding Adap-
tive Mesh Refinement would be the incorporation of a polyeder (un)refinement as presented in Meredith and Vukcˇevic´
(2018). Especially the surface tension model has great potential for game-changing improvements. Second-order accu-
rate geometrical Volume of Fluid methods for unstructured meshes are currently developed, among others, by Maric et al.
(2013). Handling the diffusion of the interface is an ongoing challenge with algebraic Volume of Fluid methods. An im-
provement is expected by incorporating the Ghost-Fluid method by Vukcˇevic´ et al. (2017), which has yet to be combined
with surface tension modeling within OpenFOAM. Besides that, an already available advection method is the so-called
iso-advector, a geometrically based volume fraction transport scheme by Roenby et al. (2016). A stable combination of
this model with Adaptive Mesh Refinement and Dynamic Load Balancing in OpenFOAM would be promising. Regarding
the contact line velocity, the model of Afkhami et al. (2009) did not result in the expected reduction of mesh dependence
for all contact line model combinations. An incorporation of the Navier-Slip model might help in that aspect.
On the application side, the complexity of cases is to be increased by simulation of rivulets in shear flow, interaction and
shedding of drops and rivulets on complex geometry. A detailed analysis of merging and breakup of drops and rivulets
could also give valuable insight. Moreover, the predictive capability of the presented framework with respect to the
transitions between thin films, drops, and rivulets have yet to be proven. Furthermore, the influence of surface vibration
on wetting as shown by Burgmann et al. (2018) should be included. Resolving large-scale industrial applications droplet
by droplet might not always be practical. Therefore, further theoretical work is necessary, in particular on the interaction
of the contact line with complex geometry. Such theoretical models might base on simulations using the presented well
validated numerical framework.
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A Test cases for the validation of the numerical framework
The test case setups for the validation of the numerical framework are given in the following to allow for a compact
presentation of Chapter 3 and provide necessary details in a unified manner. A legend and the used units are given in
Table A.2.
wall - slip










Table A.2: Units of physical quantities










Figure A.1: 3D dam break
ΩL ΩG
% 1000 1




Table A.3: Physical quantities
A dam break with a centric obstacle in 3D with measurements in Figure A.1 is given in meters. At time t0 the liquid is
initialized as a square. During the simulation the liquid is forced down due to the gravitational acceleration hitting the
obstacle. The domain is cubic and surrounded by walls. For a better visualization the front and left wall are not shown.
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Figure A.2: 2D static drop
ΩL ΩG
% 1 100, 10−1, 10−3, 10−5
ν 0 0
σ 73
Table A.4: Physical quantities
A static inviscid/viscous drop with a radius of R0 = 2.0 m is initialized in a domain measuring H × H = 8× 8m2. The
boundary is set to no slip for the velocity and the Courant number to Co = 0.4. The end time, time step, viscosity ratio,
and density ratio are varied as presented in Francois et al. (2006).











Figure A.3: Capillary rise case setup
ΩL ΩG
% 998.2 1.188




Table A.5: Physical quantities
The liquid is initialized horizontally between two plates. Due to capillary forces, the liquid forms a meniscus and rises up
to a quasi-static height. The rise and final height are described analytically by Fries and Dreyer (2008). For comparability
material properties and domain specs of Fath and Bothe (2015) have been used. The distance between the plates is
2R= 1.25mm and the resolution R/∆x = 16, 32, 64, 128.
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Figure A.4: Drop deposition case setup
ΩL ΩG
% 809 1.20




Table A.6: Physical quantities
The drop is simulated in an axisymmetric domain with the dimensions RD × H = 3.0 × 3.0 mm2 and a resolution of
∆x = 19.5µm at the drop, which is refined in five levels. The initial radius is R0 = 1.0mm and the offset to the
drop center is h0 = 0.95mm. The setup describes the experimental setup of Lavi and Marmur (2004) for the material
combination of a squalane drop on a Dodecyltrichlorosilane-coated silicon wafer. This setup is used to validate the
dynamic contact angle and contact line velocity models with experimental results.










Figure A.5: Drop impact case setup
fluids ΩL ΩG
% 1220 1.188









Table A.7: Physical quantities
The drop impact case is discretized as an axisymmetric case with a domain radius of RD × H = 5.0 × 5.0mm2, a drop
radius of R0 = 1.225mm and an offset of h0 = 5.0 mm. The case describes an experiment of Šikalo et al. (2005) of
glycerin drops impacting with Weber numbers of We = 802 and We = 93 on glass and wax.
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