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Abstract
To prevent property damage and loss of human lives due to fire accidents, vision-based
smoke detection is deemed to be a promising approach to early detection and prediction of
fire disasters. Despite advances, challenges still exist for developing robust vision-based
smoke detection algorithms, which include reliably quantifying the visual characteris-
tics of smoke and overcoming the limitations of devices in real applications. This thesis
has established computational models to address these challenges and developed novel
methods based on the models for vision-based smoke detection. Specifically, an image
formation model for smoke is derived based on atmospheric scattering models. To cap-
ture the texture feature of smoke, non-redundant local binary pattern is adopted to deal
with the relative intensity between the bright/dark smoke and the background. In addition,
algorithms are developed to separate the smoke component from the background and ro-
bust features are extracted from the smoke component for reliable detection. Specifically,
three models, namely local smoothness, principal component and sparse representation,
are proposed to model the smoke component for effective component separation. De-
tection performance is significantly improved compared with the traditional video-based
methods. For the scenarios where video is not available, novel algorithms are developed
for detecting smoke in single images. Specifically, sparse representation based on dual-
dictionary modeling is proposed for both the smoke and background components and the
sparse coefficients are employed as a feature for smoke detection. The effectiveness of
the proposed methods is validated by extensive experiments.
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Chapter 1
Introduction
1.1 Motivation
Fire accidents often cause substantial economic and ecological damage as well as en-
danger the lives of people. Take Australia as an example, there are approximately 100
fatalities and 3000 injuries each year due to structure fires [7]. According to incomplete
statistics, bush fires have accounted for over 800 deaths since 1851 and the total cost is
about 1.6 billion dollars. Therefore, both industrial and academic research communities
are committed to develop effective methods and equipment that can provide early de-
tection and prediction of fire disasters. Fire detection is a process of issuing fire alarms
by sensing different signatures (e.g. smoke and flame) of combustion process [132]. Al-
though flame-based fire detection has been reported in the literature [88], [152], [153],
smoke-based fire detection is more meaningful and can serve as an early warning for fire
incidences, as the presence of smoke often signals the onset of a fire event.
Conventional smoke detectors [126], which include photoelectric, ionization and air-
sampling detectors, mainly detect the presence of certain particles generated by smoke
and fire. Photoelectric and air-sampling detectors make use of photometry to detect the
presence of these particles. Ionization detectors achieve this by means of monitoring the
reduced quantities of ionized air molecules. All these methods depend on the transporta-
tion of the smoke towards the detector and sufficient concentration of the molecules or
particles being present. Consequently, there is a delay inherent in the transportation and
1
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this is exacerbated in outdoor scenarios where there could be draught or wind. Smoke
detectors used in open areas require to be in close proximity of the source in order to be
effective. Apart from the limitation of proximity these detectors do not provide informa-
tion about the location of the fire, its burning rate or other key indicators of the intensity
and scale of smoke or fire.
Compared to the traditional point-based smoke detection methods described above,
visual inspection and detection do not suffer similar drawbacks. Recent advances in
real-time video-based surveillance techniques have made vision-based smoke detection
a promising approach to early detection of fire. Vision-based smoke detection is a process
of sensing smoke by analyzing the visual information captured by cameras. It is suitable
in both enclosed and open spaces and there is an additional benefit of being able to spec-
ify the location of the fire, its scale and intensity. Due to these advantages, there have
been increasing research activities on vision-based smoke detection in the past few years.
Most techniques adopt a pattern recognition paradigm in which the input image or video
is preprocessed and divided into image blocks. For each block, features are extracted
and employed to classify the block into smoke and non-smoke. The success of these
techniques depends on identifying robust visual features that can characterize smoke as
reported in the literature [155], [186], [16], [185].
However, there are many challenges in developing robust vision-based smoke de-
tection methods. One of the challenges is reliably quantifying the visual characteristics
of smoke. Some of the visual characteristics of smoke include irregular and deformable
shape, irregular motion, diverse color, and varying degree of transparency. Unlike rigid
objects, the irregular and deformable nature of smoke makes it difficult to extract geomet-
rical or edge-based features. The motion of smoke, especially in the presence of draught
or wind, is also hard to quantify. Thus, well-known motion descriptors such as optical
flow [61] have not been very successful as features. In addition, the colors of smoke
range from white-bluish to white when the temperature of smoke is low and from black-
grayish to black when the temperature rises until it catches fire, which means it is hard
to extract reliable color-related features. The possibility of using texture as a feature for
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smoke is promising because of its dispersive distribution. However, one needs to account
for the varying degree of transparency of smoke.
One of the reasons for unreliable characterization of smoke is the lack of understand-
ing and modeling of the imaging process of smoke. Unlike general opaque objects, smoke
has its unique imaging properties. An exploration on illumination and reflectance model-
ing related to smoke imaging can provide some insights on smoke formation and, hence,
how to quantify the visual characteristics of smoke.
Another challenge for vision-based smoke detection arises from the limitations of
devices in real applications. Almost all existing smoke detection algorithms are video-
based and the video is assumed to be captured by stationary cameras in order to facilitate
the motion detection and feature extraction involved in these algorithms. However, such
requirement can be hardly met in an open space where cameras are inevitably moving
under severe and dynamic environment, such as wind, or in cases where the surveillance
is based on a battery-powered sensor network in which neither the power nor bandwidth is
sufficient to stream video. In such circumstances, detection of smoke from single images,
often known as surveillance images, becomes highly desirable. This desirability comes
at a price because image-based detection is much more challenging than video-based
systems.
1.2 Contributions
This thesis focuses on establishing computational models to deal with the challenges as
presented before and developing novel methods based on the models for vision-based
smoke detection. Specifically, the thesis has made the following contributions to the field
of study.
• An image formation model is derived based on the atmospheric scattering models
and forms the base for vision-based smoke detection. It expresses an image as a
linear combination of smoke and non-smoke (background) components.
• Non-redundant local binary pattern is adopted for characterizing texture feature of
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smoke and used for smoke detection.
• According to the derived image model, a framework for video-based smoke detec-
tion based on image separation is developed. It separates the smoke component
from the background and features extracted only from the smoke component are
used for smoke detection.
• Local smoothness, principal component and sparse representation are proposed to
model the smoke component for effective component separation.
• Single image based smoke detection is formulated as an image separation problem.
Dictionary-based sparse representation is proposed for component separation. The
sparse coefficients for the separated components are employed for smoke detection.
• Based on the results of single image smoke detection, single image smoke separa-
tion is formulated as an image matting problem. A new method is developed for
smoke separation.
1.3 Publication list
1.3.1 Published papers
1. Hongda Tian, Wanqing Li, Lei Wang, and Philip Ogunbona. Smoke Detection in
Video: An Image Separation Approach. International Journal of Computer Vision,
vol. 106, no. 2, pp. 192-209, Jan. 2014.
2. Hongda Tian, Wanqing Li, Philip Ogunbona, and Lei Wang. Single Image Smoke
Detection. Proceedings of 12th Asian Conference on Computer Vision, 2014.
3. Hongda Tian, Wanqing Li, Lei Wang, and Philip Ogunbona. A Novel Video-Based
Smoke Detection Method Using Image Separation. Proceedings of IEEE Interna-
tional Conference on Multimedia and Expo, 2012, pp. 532-537.
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4. Hongda Tian, Wanqing Li, Philip Ogunbona, Duc Thanh Nguyen, and Ce Zhan.
Smoke Detection in Videos Using Non-Redundant Local Binary Pattern-Based Fea-
tures. Proceedings of IEEE International Workshop on Multimedia Signal Process-
ing, 2011, pp. 1-4.
1.3.2 Papers in preparation
1. Hongda Tian, Wanqing Li, Philip Ogunbona, and Lei Wang. Single Image Smoke
Detection and Separation. (in preparation, to be submitted to IEEE Transactions on
Image Processing)
1.4 Organization of the thesis
The rest of this thesis is organized as follows:
Chapter 2 provides a critical review of the state-of-the-art of vision-based smoke de-
tection and its related topics. Firstly, the techniques of traditional smoke detectors are
presented. Secondly, the existing vision-based smoke detection methods are summarized.
Thirdly, some representative image separation techniques are reviewed. Fourthly, a dis-
cussion about the approaches for image matting is provided. Finally, methods for fog/haze
detection and removal are included here to provide a context for understanding the sepa-
ration and detection of smoke.
Chapter 3 presents the process of smoke imaging. Based on the atmospheric scat-
tering models, it presents the derivation of a physics-based image formation model for
smoke detection.
Chapter 4 describes the adopted texture feature–Non-redundant local binary pattern
(NRLBP) for smoke characterization. After a brief introduction of local binary pattern,
NRLBP is defined and its effectiveness for smoke detection is evaluated using real videos.
Chapter 5 and Chapter 6 propose video-based smoke detection methods based on the
derived model using different image separation techniques. In Chapter 5, the structure
of inter-pixel correlation within a smoke image is employed and a local smoothness con-
CHAPTER 1. INTRODUCTION 6
straint is imposed for smoke separation. In Chapter 6, principal component and sparse
representation are considered as constraints for effective smoke separation.
Chapter 7 depicts the scenario of single image smoke detection. Based on the de-
rived image model, sparse representation constraints are imposed on both the smoke and
non-smoke components. The detection performance using sparse coefficients is verified
experimentally. The details of GMM-based matting for smoke separation are presented.
Chapter 8 concludes the thesis and suggests possible future works.
Chapter 2
Literature review
This chapter provides a critical review of the literature related to the topics covered in this
thesis. Firstly, to better understand the motivation of vision-based smoke detection, the
main techniques of traditional smoke detection are presented. Secondly, existing vision-
based smoke detection methods are summarized in terms of the visual features used for
smoke characterization. Thirdly, as the main contribution of this thesis to smoke detection
is related to smoke separation, state-of-the-art methods for image separation are reviewed.
Fourthly, due to the analogy between the image formation model in smoke separation and
the compositing model in image matting, the methods for image matting are discussed.
Finally, due to the visual similarity between smoke and fog/haze, representative methods
for fog/haze detection and removal are discussed to provide references for smoke separa-
tion and detection.
2.1 Traditional smoke detection
In terms of working principles, conventional smoke detectors [126], [24] can be classified
into three categories: photoelectric-based, ionization-based, and air sampling-based, as
shown in Figure 2.1. Both the techniques and limitations of the three types of traditional
smoke detectors are discussed in this section.
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Figure 2.1: Different types of traditional smoke detectors.
2.1.1 Photoelectric (Optical) smoke detectors
Photoelectric smoke detectors [126], [119] are developed based on the principle of light
scattering and the most common detectors found in fire alarms. According to different
types of light sources, they can be categorized into four groups: general photoelectric,
infrared photoelectric, ultraviolet photoelectric, and laser photoelectric. Regardless of
different types of light sources, photoelectric smoke detectors utilize a light-sensitive cell
in either of two ways. In one type, a light source (e.g. a small spotlight) causes a pho-
toelectric cell to generate electric current that keeps an alarm circuit open. Once the
particles of smoke interrupt the ray of light, the circuit is broken and the alarm is set off.
The other type of photoelectric detectors are widely used in private dwellings. They em-
ploy a detection chamber, which is designed so that the light source and the photoelectric
cell are installed at acute angles to each other in separate sections of the chamber. Under
normal conditions, the ray from the light source travels along the chamber in a straight
line and does not enter the section where the photoelectric cell is located. When smoke
enters the chamber, the particles of smoke scatter the light, which causes certain light to
travel towards the photoelectric cell. An alarm can be triggered at the required sensitivity
by measuring the amount of light reaching the photoelectric cell.
Generally speaking, photoelectric smoke detectors are more sensitive to larger par-
ticles of smoke such as that generated by dense smoke or smoldering fires but are less
sensitive to smaller smoke particles which can be found in rapidly burning fires. Due to
the growing use of flame retardant materials in modern building construction, photoelec-
tric smoke detectors are more widely applied in indoor environments.
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2.1.2 Ionization smoke detectors
Ionization smoke detectors [126], [138] make use of radioactive material to ionize the air
molecules between a pair of electrodes in a detection chamber such that a small electric
current can be conducted by the ionized air. When smoke enters the chamber, the particles
of smoke attach themselves to ions and reduce the flow of the electric current. An alarm
can be issued at the required sensitivity by measuring the reduction in electric current.
Ionization smoke detectors generally have better performance on detecting smaller
particles of smoke such as that produced by rapidly burning fires but are less sensitive
to larger smoke particles generated by smoldering fires or dense smoke. In addition,
ionization detectors are less effective in environments where strong air flow exists. As
a result, photoelectric smoke detectors are more reliable for detecting smoke at both the
smoldering and flaming stages of a fire.
2.1.3 Air-sampling smoke detectors
Air-sampling smoke detectors, most of which are aspirating smoke detectors, are good
at detecting microscopic particles of smoke. They actively draw air through a network
of pipes arranged above or below a ceiling in parallel covering a monitored area. Small
holes are drilled into each pipe to form a matrix of holes, which provides an uniform
distribution across the pipe network. The small holes can be considered as sampling
points and sampled air is passed through a sensitive optical device (e.g. a solid-state
laser) tuned to detect the extremely small particles of combustion.
Most air-sampling smoke detectors have a higher sensitivity than point-based smoke
detectors and can provide multiple levels of alarm threshold, such as Alert, Action, Fire
1 and Fire 2. This makes it possible to detect a developing fire earlier than point-based
smoke detection, which allows manual intervention or activation of automatic suppression
systems before a fire has developed beyond the smoldering stage, and thus increases the
time available for evacuation and minimizing the damage due to fire.
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2.1.4 Discussions
According to the working principles, traditional smoke detectors depend on the trans-
portation of the smoke towards the detector and sufficient concentration of the molecules
or particles being present. There is a delay inherent in the transportation (see Figure 2.2)
and this is exacerbated in outdoor scenario where there could be draught or wind. Smoke
detectors used in open areas require to be in close proximity of the source in order to be ef-
fective. Apart from the limitation of proximity, these detectors do not provide information
about the location of the fire, its burning rate or other key indicators.
Figure 2.2: Schematic illustration of the transportation delay problem for traditional
smoke detectors.
In terms of different applications, traditional smoke detectors can be categorized into
two groups: stand alone and network smoke detectors. Once smoke is detected, stand
alone smoke detectors issue acousto-optic alarm on the spot only, which are usually used
in private dwellings, dormitories, shops and so on. No matter whether there is acousto-
optic alarm on the spot when smoke is detected, network smoke detectors send an alarm
signal to the control center to take further measures. They are more applicable in factories,
hotels, residence communities, communication base stations and so on.
2.2 Vision-based smoke detection
Almost all existing vision-based smoke detection methods are video-based and the video
is assumed to be captured by stationary cameras in order to facilitate the motion detection
and feature extraction involved in these algorithms. They mainly follow the traditional
pattern recognition paradigm, as shown in Figure 2.3. Regardless of training or testing
stages, image sequences are preprocessed first. At this step, image frames are usually
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divided into image blocks (either overlapped or non-overlapped). The purpose of this
procedure is to serve early smoke detection as smoke only covers a small area at the very
beginning of fire events. Consequently, the problem is reduced to that of determining if an
image block is covered by smoke or not. Meanwhile, background modeling and motion
detection are performed to select candidate image blocks for detection. Then features are
extracted from the candidate image blocks. The features extracted from training set are
used to train a classifier (e.g. support vector machine (SVM) [175]), which considers the
features extracted from testing data as input and decides whether there is smoke or not
in the testing data. Under the detection framework depicted by Figure 2.3, the success
of smoke detection algorithms lies in identifying robust visual features to characterize
smoke [75] and most research activities focus on extracting different visual features of
smoke regions such as motion, color, edge, texture and so on. This section provides a
review of the features that have been studied for smoke detection.
Figure 2.3: Existing vision-based smoke detection framework.
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2.2.1 Motion features
Based on the fact that humans can easily recognize the presence or absence of smoke
using the motion of smoke, some researchers decide to utilize motion characteristics for
smoke detection. For instance, an accumulative motion model was proposed to capture
the motion characteristics of smoke in [186]. However, the assumption that smoke usu-
ally drifts upwards continually by hot airflow makes this model ineffective in a scenario
where wind is present. In addition, the velocity is a vector composed of a magnitude and
an orientation. However in this paper, only the orientation of motion was calculated from
sequential images, which results in inaccurate motion estimation. Based on the obser-
vation that various objects may cause local dynamic envelopes of pixels, which can be
considered as sets of temporal intensity variations of spatially close pixels, Guillemant
and Vicente proposed to discriminate smoke from other objects by estimating the various
motions within the given envelopes [45]. The principle of this method is to extract local
motions by cluster analysis in a multidimensional temporal embedding space.
Other researchers have extracted motion features of smoke using optical flow [61].
Rather than directly employ optical flow to extract the motion characteristics of smoke
[181], Kopilovic et al. proposed to detect the irregularities in the optical velocity field due
to smoke motion [72]. Optical flow techniques and wavelet analysis were combined in
[127] to better capture the motion property of smoke. In this way the optical flow helps to
obtain an approximation of the smoke motion and the wavelets help to obtain this motion
at different levels of resolution. Optimal mass transport optical flow, which introduces
the concept of mass transport in the sense of minimal transportation cost to optical flow
computation, was used as a low-dimensional descriptor of smoke motion [69]. Based on
the understanding that brightness constancy assumption holds well for rigid objects with
a Lambertian surface but is less appropriate for fluid and gaseous materials (e.g. smoke)
[34], optical flow residual was proposed for extracting dense motion features of smoke
in [197]. In addition, a histogram of oriented optical flow was extracted as a temporal
feature based on the fact that the diffusion direction of smoke is upward owing to thermal
convection [67], [120]. As can be inferred, this temporal feature will not be effective in
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the case of strong draught or wind.
2.2.2 Color features
Based on the observation that smoke is usually grayish, chromatic features have been used
for smoke characterization. Despite the differences in methods reported in the literature,
one common base is that the RGB values of a smoke pixel are equal or similar. In [21] and
[162], such a grayish color was classified into two gray-level regions (i.e. light gray and
dark gray). A set of decision rules were designed to extract color features. Thresholds
for the intensity values coming from RGB channels of a smoke pixel were empirically
set in [47], [48], [79]. A color model for describing smoke was defined using a statistical
analysis of samples extracted from different types of video sequences and images [17]. A
Gaussian mixture model was used in RGB color space to build a color model for smoke
in [92]. Then color blending coefficients defined based on the model served in smoke
detection. In a similar vein a reference color model for smoke was selected in the RGB
color space to measure the deviation of the current pixel color from the model [160],
[123], [16]. Recently with the definition of between-class scatter matrices and within-class
scatter matrices of Fisher linear discriminant, the color model for smoke was estimated
by maximizing the ratio of these two scatter matrices [189].
Considering a pixel covered by smoke, although smoke lightens or darkens each com-
ponent in RGB color space, it does not severely change the intensity values of each com-
ponent within a certain period of time. Motivated by this understanding, the temporal high
frequency information of the three channels in the RGB color system for smoke-covered
area, which was obtained by means of discrete wavelet transform in time domain, was
employed to characterize the chromatic property of smoke [80]. An analysis in CIELAB
color space was performed recently and a better clustering of the chromatic features of
smoke was noticed in [106].
CHAPTER 2. LITERATURE REVIEW 14
2.2.3 Edge features
From edge point of view, the features used for smoke detection can be further divided
into two groups. One group of features is extracted to characterize the boundary of smoke
while the other group of features describes the effects of smoke on the edges of objects
covered by smoke.
In the first group, histogram of oriented gradient (HOG) [27] descriptors were ex-
tracted for smoke detection [68], [67], [120]. The underlying assumption of these meth-
ods is that the direction of smoke diffusion is upward owing to thermal convection such
that the gradient distribution of a smoke boundary has a distinguishable pattern. Other
works relating to smoke characterization based on its contour were presented in [194],
[64], [65].
The phenomenon that blurred edges could be observed in smoke-covered areas given
the image of a scene motivates the second group of features. As edges contribute to high
frequency information, the consequent decrease in high frequency has been used as a cue
to perform smoke detection in [155], [154], [188] where wavelets were adopted to ex-
tract horizontal, vertical, and diagonal high frequency information of images. However,
this decrease in high frequency is not unique to smoke covering as occlusion from some
pure-color objects could also lead to a decrease in high frequency. In addition to this am-
biguity, smoke also produces high frequency signal because of the rich edge information
of its contour. To overcome these problems, wavelet transform was implemented based on
the RGB Contrast-image, which presents the contrast of RGB channels in a neighboring
area [18]. In another work, a mixture of Gaussians of the energy variation in the wavelet
domain was considered [15]. Rather than perform wavelet transform only at one scale,
characterization of smoke was carried out by extracting wavelet features from approx-
imate coefficients and three levels of detailed coefficients in [43]. To better distinguish
smoke from cloud in the scenario of forest fire smoke detection, a correlation analysis on
high frequency components of two consecutive image frames was performed after wavelet
transform [171].
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2.2.4 Texture features
When the object to be analyzed is distributed dispersively, texture analysis has been
proved to be effective. Due to the dispersive distribution of smoke, researchers explore
different types of texture features to characterize smoke. Gray level co-occurrence matri-
ces (GLCM), which represents second-order statistics features and provides information
related to both the gray level distribution of the image and the relative positions of the var-
ious gray levels within the image, have been used for smoke detection [26], [95], [180],
[113], [141]. Local binary pattern (LBP), a well-known descriptor for texture classifica-
tion [116], was applied to smoke detection [187], [185], [97]. To well characterize the
anisotropic deformed shape of smoke, an anisotropic LBP descriptor was defined in [96],
which is a texture operator computed using anisotropic neighborhood pixel values. It is
also noted that both GLCM and LBP were considered in one piece of work of smoke
detection [12]. A modified local ternary pattern, namely center symmetric local ternary
pattern (CS-LTP) was proposed as the texture descriptor for smoke [167]. It is designed
for improving the robustness for handling the noise and reducing the number of bits in
feature description, and thus speeding up its histogram comparison processing.
2.2.5 Other features
Except the features presented above, features based on other characteristics of smoke are
also reported in the literature and they are listed here for completeness. The flickering
property of smoke has been employed for smoke detection [154], [172], [173], [59], [60].
For example, the flickering process of smoke was analyzed by means of a Hidden Markov
model using temporal wavelet transform coefficients in [154]. Due to its intrinsic property
of diffusion, smoke regions will gradually increase at the initial stage. The growth rate
of smoke regions was defined for smoke detection [168], [176], [170]. In addition, smoke
was considered as a self-affine fractal and its Hurst exponent was employed for smoke de-
tection in [94], [10]. Inspired by the airlight-albedo ambiguity model which describes the
relative uncertainty between airlight and albedo, the concept of transmission was intro-
duced as a feature of smoke [91]. To capture the irregularity of smoke spreading, disorder
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characteristics were defined in [125]. Any single feature can not perfectly characterize
smoke and thus feature fusion techniques are adopted. Some representative work is found
in [157], [39], [77].
2.3 Image separation
Given a mixture (or mixtures) of multiple images, image separation involves the recovery
of the original source images, with limited prior information about the sources and the
mixing model. It plays a vital role in applications such as compression, enhancement,
restoration and so on. The existing methods for image separation often require multiple
mixture observations of source images (e.g. multiple mixtures of the same source images
under different illuminations).
2.3.1 General methods for image separation
According to the assumptions made on the source images and/or mixing parameters,
methods for image separation can be divided into four categories. The representative
methods in each category are reviewed in this section.
The first and oldest category is the well-known independent component analysis
(ICA) [9] in which a fundamental assumption is that the source images are statistically
independent. Some representative applications of ICA-based separation include: sepa-
rating lighting and reflections [32], separating artefact in astrophysical images [35], sep-
arating real-life nonlinear mixtures of document images acquired through scanning [4],
[5], separating reflective and fluorescent components in images [193], [192]. The statis-
tical independence assumption was relaxed by using so-called slow feature analysis and
decorrelation filtering in [104].
The second category, which is often called sparse component analysis (SCA), is based
on the sparsity properties of the source images, i.e. often on the possibility of isolating
each source image in a certain domain. For this purpose, some well-known transforms,
such as the local cosine transform [102] and the Gabor transform [142], were adopted to
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achieve sparsity of periodic textures. Based on the fact that the high-frequency compo-
nents of images are sparse and are stronger on one side of the paper than on the other
one, wavelet transform was used for the separation of nonlinear real-life mixture of doc-
ument images obtained by scanning [6]. Motivated by sparse representation of signals,
morphological component analysis was proposed to perform image separation in [30]. To
overcome the difficulty that the sparse domains of the source images may not be well de-
fined by the known transforms, a local dictionary was adaptively learned for each source
image along with separation in [1]. In some cases, the source images are not sufficiently
sparse to the standard SCA method. As a result, a feedback mechanism based on SCA was
proposed for blind image separation [184]. Recently source separation from compressed
hyperspectral images was explored by means of sparse models [40].
The third category consists of methods based on non-negative matrix factorization
(NMF) which needs the non-negativity of the observations, mixing coefficients and source
images [81]. By taking into account the local smoothness properties of source images,
Zdunek and Cichocki combined NMF with a Gibbs smoothing prior for blind image sep-
aration in [190]. In addition, NMF was extended for the application of spectral unmixing
for urban hyperspectral images [100].
The last category corresponds to Bayesian methods, which can use different prior
information about the observations, sources or mixing coefficients and usually need to
associate probability laws with the involved components. For instance, Tonazzini et al.
formulated blind image separation as a Bayesian estimation problem and proposed an
expectation-maximization algorithm with the mean field approximation to solve the prob-
lem [151]. Particle filtering, which is an advanced Bayesian estimation method that can
deal with non-Gaussian nonlinear models and additive space-varying noise, was used for
image separation in [25]. Additionally, Guidara et al. proposed a maximum likelihood
approach to blind source separation using non-symmetrical half-plane Markov random
fields (MRF) [44]. In a similar vein, the natural image prior was modeled via a high-order
MRF and was integrated into a Bayesian framework for estimating the source images
[195].
CHAPTER 2. LITERATURE REVIEW 18
Except the aforementioned four main categories of methods, other typical techniques
for image separation are summarized here as well. Total variation minimization was em-
ployed to separate images into cartoon (i.e. piece-wise smooth) and texture components
in [118]. Guo and Garland proposed to use a direct minimization of an entropy-like func-
tion to solve the separation problem [46]. The fractional Fourier transform was used to
reduce the correlation between the source images to serve image separation [135], [108].
The success of many separation methods depends on the selection of permutations corre-
sponding to the orders of the update operations. To solve such a permutation ambiguity
problem, Hara et al. decorrelated the mixtures while searching for the appropriate up-
date permutation using a pruning technique [50]. Instead of minimizing the correlation
between structure and texture components, the correlation between structure gradient and
texture components was minimized for image separation in [89]; and superior perfor-
mance is noticed. Unlike other image separation methods which are commonly based on
iterative optimization, an non-iterative method based on the analysis allowing calculation
of a relative transformation between the mixtures was proposed in [49]. Driven by the
advances of RGB-D imaging sensors, depth cues were considered to facilitate intrinsic
image separation [19].
2.3.2 Transparent layer separation
There are reported results on efforts to separate transparent layers due to reflection in
images. However, transparency induced by reflection does not share common properties
with pure smoke which is largely textured. For completeness, representative methods for
transparent layer separation are listed in this section.
Reflection separation was achieved by using simple comparison and subtraction op-
erations on a series of images captured by rotating a polarizing filter in [115]. The layer
images were recovered based on imaging through a polarizing filter at two orientations
in [130]. Szeliski et al. used constrained least squares to recover the layer images [147].
However, this method has a limitation that each layer must have a fixed transparency.
Schechner et al. exploited focus difference between the background scene and reflected
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scene as a cue for separating each layer [131]. By searching for chains of polarity-preserving
junctions, an algorithm based on the propagation of local junction information was pro-
posed for transparent layer separation [139]. Levin et al. presented a separation method
wherein the total amount of edges and corners is minimized [86]. However, this method
may not work well on the images including many intersections of edges from different
layers. Sarel and Irani employed a global-to-local space-time alignment approach to de-
tecting and aligning the repetitive behavior which was assumed as one of two transparent
layers [128]. After a median operator was applied to space-time derivatives, two trans-
parent layers could be separated. Based on spatio-temporal analysis using epipolar plane
images (EPI), the edge and color information of EPI was used to separate the reflected
and transparent layers in [117]. Levin and Weiss incorporated user input into the sparsity
prior of image gradients to separate reflection from a single image [84]. The separation
of multiple layers with unknown spatial shifts and varying mixing coefficients was ad-
dressed in [37]. However, this method is limited to uniform translations. Additionally, an
expectation-maximization algorithm that employed the hidden Markov model was pro-
posed to separate smooth layers and the substantially-textured background from a single
image [177]. Kong et al. regarded the exclusiveness of the image gradients of the back-
ground layer and the reflection layer as a cue to separate reflection [70]. In the case of
smoke, this assumption about the image gradients may not be true as many background
scenes share similar image gradients with pure smoke (e.g. uniform walls and homo-
geneous smoke). Based on the statistics of natural images, both the sparsity and joint
behavior patterns of image gradients were employed as cues to estimate the transparent
layer [36].
2.4 Image matting
Matting refers to the problem of accurate foreground estimation in image and video. It is
one of the key techniques in image editing and film production, thus has been extensively
studied in the literature. Accurately separating a foreground object from the background
involves determining both full and partial pixel coverage, also known as pulling a matte.
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This problem was mathematically formulated by Porter and Duff [124]. They introduced
the alpha channel as the means to control the linear interpolation of foreground and back-
ground colors. Mathematically, the observed image Iz(z = (x, y)) is modeled as a convex
combination of foreground image Fz and background image Bz by using the alpha matte
αz:
Iz = αzFz + (1− αz)Bz (2.1)
where αz ∈ [0, 1]. If αz is 0 or 1, pixel z is called definite background or definite fore-
ground respectively. Otherwise, pixel z is usually called a mixed pixel. Given only a
single input image, all three values α, F and B are unknown and need to be determined
at every pixel location. The known information we have for a pixel are the three di-
mensional color vector Iz (assuming it is represented in some 3D color space), and the
unknown variables are the three dimensional color vectors Fz and Bz, and the scalar al-
pha value αz. Matting is thus inherently an under-constrained problem, since 7 unknown
variables need to be solved given 3 known values for every pixel. In order to obtain good
estimates of the unknown variables, most matting approaches rely on user guidance and
prior assumptions on image statistics to constrain the problem. Usually, the user guidance
includes either a trimap or scribbles. A trimap is a three-level pixel map where the in-
put image is segmented into three regions: definite background, definite foreground and
unknown. Scribbles can be regarded as a coarse trimap, where only a few background
and foreground pixels are specified and the majority pixels are considered as unknowns.
Generally, existing image matting techniques can be classified into two categories based
on their underlying methodologies. Some representative methods in each category are
presented in this section.
2.4.1 Sampling-based approach
Statistically, neighboring pixels that have similar colors often have similar alpha values.
Sampling-based approach makes use of this local correlation by sampling nearby known
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foreground and background colors for each unknown pixel z. According to the local
smoothness assumption on the image statistics, the colors of these samples are close to
the true foreground and background colors (Fz and Bz) of z, thus these color samples
can be used to estimate Fz and Bz. Once Fz and Bz are determined, αz can be easily
calculated from the composition model expressed by Equation (2.1).
Sampling-based approach can be further divided into parametric and non-parametric
methods. Parametric sampling methods fit a parametric statistical model to known fore-
ground and background samples and then estimate alpha by considering the distance
of unknown pixels to known foreground and background distributions. For example,
Bayesian matting [23] models foreground and background colors as mixtures of Gaus-
sians. It uses a continuously sliding window for neighborhood definition, which marches
inward from the foreground and background regions. Some other methods first trains
Gaussian Mixture Models (GMMs) on known foreground and background colors glob-
ally, and for an unknown pixel, samples are drawn from all the Gaussians to cover all the
possibilities that its foreground color could have [8], [163]. Nonparametric methods sim-
ply collect a set of known foreground and background samples to estimate alpha matte by
finding best samples for unknown pixels. To discover which samples from a large sample
set are most valid, an optimized color sampling procedure was proposed in [164]. In some
cases that good samples for an unknown pixel can not be found nearby, a global sampling
method that used all samples available in the image was proposed [55]. Furthermore, lo-
cal sampling and global sampling schemes were combined to prevent true foreground or
background samples being missed during the sample collection stage [133], [159]. Re-
cently to collect a comprehensive and representative set of samples, the spatial sampling
range for pixels was expanded farther from the foreground or background boundary and
samples from each color distribution in known regions were ensured to be included in
[134].
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2.4.2 Affinity-based approach
Affinity-based approach intrinsically models the alpha matte gradient across the image
lattice instead of directly estimating the alpha value at each single pixel by defining var-
ious affinities between neighboring pixels. Unlike sampling-based approach, most meth-
ods focus on first estimating alpha values, and then estimating true foreground colors for
unknown pixels based on pre-computed alphas, rather than estimating them jointly for an
optimal solution. Additionally, the alpha matte is estimated in a propagation fashion from
known pixels to unknown ones, thus small errors could be propagated and accumulated
to produce large errors [166].
Poisson matting models the matte gradient by assuming that intensity changes in the
foreground and background are locally smooth [145]. In random walk matting [42], given
an unknown pixel, its alpha value is set to be the probability that a random walker starting
from this location will reach a pixel in the foreground before striking a pixel in the back-
ground, when biased to avoid crossing the foreground boundary. A closed form solution
for alpha matting was proposed in [85] based on local color line model. A learning-based
technique was proposed further to generalize the color line assumption [198]. Although
widely adopted, local color line assumption can be easily violated in practice when large
kernels are used [57]. As a result, nonlocal principle was introduced for alpha matting
in [83]. Recently, the assumption of local color line was further relaxed in KNN matting
[20] using nonlocal principle and K nearest neighbors. Until now, spectral matting [87] is
the only method that tries to pull out a foreground matte in a completely automatic fash-
ion. However, it is limited to images that consist of a modest number of visually distinct
components.
2.5 Fog/haze detection and removal
Fog/haze detection is important for tracking and navigation applications, consumer elec-
tronics, and entertainment industries. As fog/haze degrades the perceptual image quality
and thus the efficacy of computer vision algorithms based on small features or high fre-
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quencies, removal of fog/haze from images as a preprocessing can increase the accuracy
of these computer vision algorithms.
Gray level variation in the horizon was used to measure the amount of fog in an image
and then estimate the visibility distance in [52]. However, a model needs to be built for
measuring distance by using a binocular camera, which means this method is not suitable
for fog detection with single camera or classification of fog images. Two clues of fog
presence were considered for fog detection in [14]. One is the reduced visibility distance,
which was calculated from the camera projection equations; the other is the blurring effect
due to fog, which was estimated by measuring the high frequency components in images.
Gallen et al. proposed to detect the presence of fog in images captured by in-vehicle mul-
tipurpose cameras during nighttime by means of two methods, which are based on the
detection of the back-scattered veil induced by the vehicle ego lights and the detection of
halos around light sources in the vehicle environment respectively [38]. To distinguish im-
ages with fog present from those free of fog, Gabor filters at different frequencies, scales
and orientations were adopted as global descriptors for characterizing images [121]. Liu
and Lu proposed to calculate the characteristic parameters of the gray-scale histograms
and use a series of thresholds to determine which fog level a test image belongs to [90]. A
highly effective method for fog region of interest segmentation based on geodesic maps
computation was proposed as well as a novel joint fog density and horizon line estimation
process in [53].
Early methods for fog and haze removal mainly rely on additional depth information
or multiple observations of the same scene. For instance, haze removal was achieved by
using two images taken through a polarizer at different angles [129], [137]. By means of
a physics-based scattering model, the scene structure was recovered from two or more
weather images in [110]. Kopf et al. proposed to dehaze an image by using the scene
depth information directly accessible in the georeferenced digital terrain or city models
[71]. Besides generating a modified transmission map for defogging video images using
multiphase level set formulation, the color distortion between consecutive frames was
compensated using the temporal difference ratio of HSV color channels in [178].
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Single image fog and haze removal is a more challenging problem, since less infor-
mation about the scene structure is available. Hautiere et al. first estimated the weather
conditions and approximated a 3D geometrical model of the scene, which was inferred
a priori and refined during the restoration process [54]. A modified partially overlapped
sub-block histogram equalization was applied to enhance contrast in foggy images in
[191]. Based on the comparison between the local variance of a foggy image and that of
the preliminary enhancement, a method was proposed for enhancing contrast in images
captured when fog density varies across the scene [122]. Fattal developed a refined im-
age formation model to account for the surface shading and the scene transmission [33].
Under the assumption that the two functions are locally statistically uncorrelated, a haze
image can be broken into regions of constant albedo, from which the scene transmission
can be inferred. Tan proposed to enhance the visibility of a haze image by maximizing its
local contrast [148]. This method can generate quite compelling results, especially in re-
gions with very dense haze. However, since it is not a physics-based method, the restored
image often suffers from distorted colors and significant halos. A cost function based on
human visual model was used in luminance image to estimate the fog map, which was
then subtracted from the foggy image for restoration purpose [66]. In [73] and [114] an
image was modeled as a factorial Markov random field, in which the scene albedo and
depth are two statistically independent latent layers. A canonical expectation maximiza-
tion algorithm was implemented to factorize the image. Tarel and Hautiere estimated a
contrast enhanced image of the scene by using combinations of min, max, and median
filters to enforce piecewise constancy [149]. To reduce the computational complexity of
physics based methods for fog removal, a fuzzy logic based algorithm was proposed in
[28]. A fog removal method, which can be less affected by noise, was presented based
on contrast limited adaptive histogram equalization [174]. Inspired by the human visual
system, Jia et al. constructed a model which accounts for the perceptual sensitivity to
noise, compression artifacts, and the texture of image content [62]. Such a model was
combined with contrast limited adaptive histogram equalization to adaptively enhance
both global and local contrast of foggy images. A nonlinear edge-preserving filter was
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proposed to extract transmission map, which was further used to recover haze-free images
in [196]. A graph-based method was presented to segment foggy images and the trans-
mission map was refined by using a bilateral filter [31]. Similarly under the assumption
that the depth map tends to be smooth except along edges with large depth jumps, fog
removal was achieved based on fast bilateral filtering [183], [182]. A dark channel prior,
which comes from an observation that most local patches in haze-free images often con-
tain some low intensity pixels, was proposed for single image haze removal [56]. On this
basis, lowest level channel prior was presented for fog removal in [22]. This prior is based
on an observation that fog-free intensity in a color image is usually the minimum value
of trichromatic channels. Unlike other physics-based models that only consider single
scattering of light for fog/haze removal, Wang et al. developed a model which can explain
multiple scattering effects [165]. Then the blurring effects of multiple scattering was es-
timated with local minimum filter. Based on the understanding that the transmission map
should be smooth for an object except along the edges, Tripathi and Mukhopadhyay pro-
posed to use anisotropic diffusion to recover scene contrast [156]. A wavelength adaptive
image formation model was developed to generate the transmission map, which was used
to estimate the atmospheric light [179]. According to the modified transmission map and
the estimated atmospheric light, fog component was removed in a spatially adaptive man-
ner. From a geometric perspective, boundary constraint on the transmission function was
combined with contextual regularization for haze removal in [101]. Based on the under-
standing that the estimation of the ambient light can have a critical impact on the quality
of restored fog-free images, Sun addressed the problem how to remove the interference of
white areas as well as calibrate ambient light of degraded images with a large area of sky
[146]. Shiau et al. applied a weighted technique that can automatically find the possible
atmospheric lights and mix these candidates to refine the atmospheric light [136]. Then a
novel prior processing method named difference prior, which can mitigate the halo artifact
around the sharp edges, was proposed for haze removal.
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2.6 Summary
There is a transportation delay inherently in traditional smoke detection and this is exac-
erbated in outdoor scenario where there could be draught or wind. Vision-based smoke
detection does not suffer similar drawbacks and there is an additional benefit of being
able to specify the location of the fire, its scale and intensity. The key for existing vision-
based smoke detection is how to achieve reliable characterization of smoke using visual
features. To answer this question, a realistic modeling of the imaging process of smoke is
expected to provide some insights.
Chapter 3
Physics-based image model
Reliable vision-based smoke detection requires good understanding and modeling of the
imaging process of smoke, which defines the topic of this chapter. The chapter starts
with an introduction to the principle and properties of scattering by particles of the media
in space. Two mechanisms relating to scattering, namely attenuation model and airlight
model, are discussed. According to the two models, a smoke imaging model is derived.
3.1 Light scattering
The characteristics of light, notably its intensity, color, spatial distribution and so on, are
changed when light travels through atmosphere. The alterations are due to the interactions
between the energies carried by the light waves and the media of the atmosphere. As one
type of essential interactions, scattering, induced by the media, occurs at all wavelengths
in the electromagnetic spectrum.
From a microscopic viewpoint, various media consist of particles with different types
and sizes. When a light wave is incident on a type of media, each particle in it scatters the
light in a way that depends on not only the properties of the medium but also the shape
and size of the particle. The exact pattern of the scattering varies significantly with the
size of the particle [105]. Assume λ is the wavelength of light. A small particle with a
radius of 0.1λ scatters almost equally in the forward and backward directions with respect
to incidence. A particle with medium size (e.g. the radius is 0.25λ) scatters more in the
27
CHAPTER 3. PHYSICS-BASED IMAGE MODEL 28
forward direction. While a large particle the radius of which is larger than λ scatters
almost fully in the forward direction.
Particles are adjacent to numerous other particles apparently. However, the average
distance between particles is often several times of the particle size. Therefore, particles
can be regarded as independent scatterers, which means that the scattering intensities
coming from different particles do not interfere with each other. This does not mean that
the incident light is merely scattered by a single particle, which is often referred to as
single scattering. In fact, each particle is exposed to both the incident light and the light
scattered by other particles and this is referred to as multiple scattering.
Assume that a unit volume of scattering medium is illuminated by the spectral irradi-
ance E(λ) per unit cross-sectional area. The radiant intensity ψ(θ, λ) of the unit volume
in the direction θ with respect to the observer is defined as follows [99]:
ψ(θ, λ) = β(θ, λ)E(λ), (3.1)
where β(θ, λ) is the angular scattering coefficient, which represents the angular scattering
property of a type of media per unit path length of the irradiating light and per steradian
centered at the direction of observation. In fact, the irradianceE(λ) can be regarded as the
flux projecting on the unit volume per unit cross-sectional area. And the radiant intensity
ψ(θ, λ) can be interpreted as the flux radiated per unit solid angle and per unit volume
of the medium. Hence the omnidirectional flux scattered by this volume is obtained by
integrating over the entire sphere:
Ψ(λ) = β(λ)E(λ), (3.2)
where β(λ) is the total scattering coefficient, which represents the ability of the volume
to scatter flux per unit path length for a given wavelength λ in all directions.
Media such as haze, fog, cloud and smoke differ from each other mainly in the types
and sizes of the constituent particles and their concentrations in space. A great amount of
effort has been made to measure the sizes and concentrations of particles in these media.
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Some properties of these media are summarized in Table 3.1.
Haze is composed of aerosol which is a dispersion system of small particles sus-
pended in gas [58]. There are various sources for haze including volcanic ashes, combus-
tion products, foliage exudation, and sea salt. The particles produced by these sources
respond quickly to the changes in relative humidity and play a role of nuclei (centers) of
small water droplets once the humidity is high enough. The particles of haze are smaller
than fog droplets but larger than air molecules. Haze tends to produce a distinctive gray
or bluish hue and is deemed to affect visibility.
Fog evolves when the relative humidity of air reaches saturation. Under this situation,
some of the nuclei turn into water droplets through condensation. Therefore, certain types
of haze and fog have similar origins and a sufficient increase in humidity can turn haze
into fog. This process is a quite gradual transition and an intermediate status is referred
to as mist. Perceptible haze can spread to an altitude of several kilometers, while fog is
usually only a few hundred feet thick. One practical difference between fog and haze lies
in the dramatically reduced visibility induced by the former. There are many types of fog
(eg. radiation fog, advection fog, etc.) which differ from each other in their formation
processes [109].
Cloud differs from fog only in existing at higher altitudes rather than locating at
the ground level. Most cloud is constituted of water droplets like fog, while some is
composed of long ice crystals and ice-coated dust grains. Details on the physics of cloud
can be found in [98].
Smoke is a collection of airborne solid and liquid particulates and gases emitted when
a material undergoes combustion or pyrolysis, together with the quantity of air that is
entrained or otherwise mixed into the mass [107]. Smoke is an aerosol of solid particles
and liquid droplets. In the scope of this thesis, the smoke generated at the initial stage
of fire is of particular interest. In this case, smoke only covers a small area of the scene.
Unlike haze and fog which usually occupy a large part of the scene, smoke only has
limited thickness along the line of sight.
Despite of different types of particles, two mechanisms can account for the final spec-
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Table 3.1: Different media and associated particle types, sizes and concentrations
(adapted from [99])
Medium Particle type Radius (µm) Concentration (cm−3)
Air Molecule 10−4 1019
Haze Aerosol 10−2 − 1 103 − 10
Fog Water droplet 1− 10 100− 10
Cloud Water droplet 1− 10 300− 10
Smoke Aerosol 10−2 − 1 107 − 105
tral irradiance received by the observer (e.g. camera), which are often referred to as at-
tenuation model and airlight model in the literature.
3.2 Attenuation model
The first mechanism is the attenuation of a beam of light as it travels through the media,
which causes the radiance of a scene point to decrease when its depth from the observer
increases. Let a parallel beam of light, which is assumed to have unit cross-sectional area,
be projected into one type of media, as shown in Figure 3.1. Consider the beam passing
through an infinitesimal length dx along the direction of incidence. According to [99],
the fractional change in irradiance due to scattering at location x can be written as:
dE(x, λ)
E(x, λ)
= −β(λ)dx, (3.3)
where E(x, λ) represents the spectral irradiance at location x.
Figure 3.1: Attenuation of a parallel beam of light by particles of media.
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By integrating both sides between the limits x = 0 and x = z, the spectral irradiance
E(z, λ) at a distance z from the source (z = 0) can be expressed as:
E(z, λ) = E0(λ)e
−β(λ)z, (3.4)
where E0(λ) is the irradiance at z = 0. Equation (3.4) is Bouguer’s exponential law of
attenuation [13], which only applies to parallel beams. For diverging beams from point
sources, the inverse-square law [51] can be taken into account and incorporated as follows:
E(z, λ) =
I0(λ)e
−β(λ)z
z2
, (3.5)
where I0(λ) represents the radiant intensity of the point source. However, Equation (3.5)
does not consider the sky illumination and its reflection by scene points. By assuming
that the irradiance at each scene point is dominated by the radiance of the sky, and that
the irradiance due to other scene points is not significant, Narasimhan and Nayar have
shown that the attenuated irradiance at the observer is given by [111]:
T (z, λ) = g
e−β(λ)z
z2
L∞(λ)ρ(λ), (3.6)
where L∞(λ) represents the radiance of the horizon (z = ∞) at wavelength λ, ρ(λ) rep-
resents the sky aperture (the cone of sky visible to a scene point), and the reflectance of
the scene point in the direction of the observer, g is a constant that accounts for the optical
settings of the camera (e.g. exposure). It is noted that the flux scattered in the forward
direction (i.e. towards the observer) by each particle has been ignored. Fortunately, this
component is small in vision applications since the solid angles subtended by the source
and the observer with respect to each other are small [103]. It is also noted that multiple
scattering of light by particles is not explicitly modeled here, which may make the expo-
nential law not hold in some situations (e.g. heavy fog). In the literature, Equation (3.6)
is often referred to as the direct transmission model or the attenuation model.
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3.3 Airlight model
A second mechanism referred to as airlight causes the media to behave like a source of
light and originates from the scattering of environmental illumination by particles in the
media. There can be several sources for environmental illumination, which include direct
sunlight, diffuse skylight and light reflected by the ground. Attenuation causes scene
radiance to decrease when the length of path from the observer increases, while airlight
increases with the length of path. As a result, it causes the apparent brightness of a scene
point to increase with the depth from the observer.
Figure 3.2: Source of the airlight between an observer and an object.
Consider a scenario of airlight as shown in Figure 3.2. Assume that the environmental
illumination along the line of sight of the observer is constant but unknown in intensity,
direction and spectrum. Actually the cone with the solid angle dω subtended by the
observer, and truncated by an object at distance z, can be regarded as a source of airlight.
The infinitesimal volume dV at distance x from the observer may be expressed as the
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product of the cross-sectional area, dωx2, and the infinitesimal length dx:
dV = dωx2dx. (3.7)
No matter what type of environmental illumination is incident onto dV , its intensity
due to scattering in the direction of the observer is:
dI(x, λ) = dV kβ(λ) = dωx2dxkβ(λ), (3.8)
where the proportionality factor k accounts for the illumination and the scattering proper-
ties of the medium.
If dV is regarded as a source with intensity dI(x, λ), the irradiance it generates at the
observer’s end is experienced attenuation due to the medium and given by Equation (3.5):
dE(x, λ) =
dI(x, λ)e−β(λ)x
x2
. (3.9)
The radiance dA(x, λ) of dV can be calculated from its irradiance dE(x, λ) as follows:
dA(x, λ) =
dE(x, λ)
dω
=
dI(x, λ)e−β(λ)x
dωx2
= kβ(λ)e−β(λ)xdx. (3.10)
The total radiance of the length of path z from the observer to the object can be obtained
by integrating Equation (3.10) between the limits x = 0 and x = z:
A(z, λ) = k(1− e−β(λ)z). (3.11)
If the object is at an infinite distance (at the horizon), the radiance of airlight is maximum
and is calculated by setting z = ∞ to get L∞(λ) = k. Moreover, in consideration of the
optical settings of the camera, the radiance of airlight for any given length of path z is
expressed as:
A(z, λ) = gL∞(λ)(1− e−β(λ)z). (3.12)
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Obviously, the radiance of airlight for an object which is right in front of the observer
(z = 0) equals zero.
3.4 Imaging model in smoke medium
Similarly, smoke, if existent, would serve as a medium to attenuate the light reflected
from the background before it reaches the camera due to scattering. Meanwhile, the
smoke would behave like a source of light through scattering as well. However, unlike
other media (e.g. fog and haze), smoke usually does not occupy the entire space of the
scene. Assume that the distance between the scene and camera is z and smoke appears
at distance zs from a camera and its thickness along the line of sight is ∆z, as shown in
Figure 3.3. Also assume that there are no point sources of light, that the irradiance at each
background scene point is dominated by the ambient radiance, and the irradiance due to
other scene points is not significant. By analogy to Equation (3.6), the attenuation model
in the case of smoke is:
T (z, λ) = g
e−β(λ)∆z
z2
L∞(λ)ρ(λ). (3.13)
Figure 3.3: Smoke usually appears at a certain distance from the observer with limited
thickness along the line of sight.
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In consideration of the optical settings of the camera and the horizon radiance, the
airlight model in the case of smoke can be obtained by integrating Equation (3.10) be-
tween x = zs and x = zs + ∆z:
A(zs, λ) = g
∫ zs+∆z
zs
L∞(λ)β(λ)e
−β(λ)xdx = ge−β(λ)zs(1− e−β(λ)∆z)L∞(λ). (3.14)
The final spectral irradiance F (z, λ) received by the observer can be expressed as the
sum of the irradiance T (z, λ) of directly transmitted light and the irradiance A(z, λ) of
airlight:
F (z, λ) = T (z, λ) + A(z, λ). (3.15)
The image model that accounts for the presence of smoke with limited thickness along
the line of sight can be obtained by substituting Equation (3.13) and (3.14) into Equation
(3.15):
F (z, λ) = (1− Ω(∆z, λ))B(z, λ) + Ω(∆z, λ)S(zs, λ), (3.16)
where
Ω(∆z, λ) = 1− e−β(λ)∆z;
B(z, λ) =
g
z2
L∞(λ)ρ(λ); (3.17)
S(zs, λ) = ge
−β(λ)zsL∞(λ).
Equation (3.16) is the image formation model when smoke exists. B(z, λ) accounts for
the background under clear air when there is no smoke. In the scope of this thesis, it
is referred to as the background component or non-smoke component interchangeably.
S(zs, λ) represents the pure smoke at distance zs from the observer, which is referred to
as the smoke component. The parameter Ω(∆z, λ) ∈ [0, 1] depends on the scattering
coefficient β(λ) and the thickness ∆z of smoke along the line of sight. Assuming that the
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scattering coefficient of smoke does not change appreciably within the visible wavelength
and the thickness of smoke does not vary much within a small area perpendicular to the
line of sight, Ω(∆z, λ) is constant in this local area. In the scope of this thesis it is referred
to as the blending parameter. It is noted that the derived model Equation (3.16) indicates
an additive relationship between smoke and non-smoke components.
3.5 Summary
Light is attenuated when it travels through smoke. The related effects are described by
the attenuation model. Meanwhile, smoke behaves like a source of light, which is ac-
counted for by the airlight model. Both models contribute to the final spectral irradiance
which reaches to the camera. Based on the derived image formation model and certain
reasonable assumptions, any small-sized image can be expressed as a linear combination
of smoke component and background component. This understanding of the smoke imag-
ing process lays the foundation for developing reliable algorithms for vision-based smoke
detection.
Chapter 4
Novel texture feature for smoke
detection
Due to the dispersive distribution of smoke, different types of texture features have been
explored for smoke characterization and detection (see Chapter 2). As a well-known
descriptor for texture classification, local binary pattern (LBP) was applied to video-based
smoke detection in [187], [185], [97] and has shown a promising performance. However,
LBP has some limitations for smoke characterization, which will be identified in this
chapter. Based on this understanding, a novel texture feature derived from the original
LBP is adopted to better capture the textural characteristics of smoke.
4.1 Local binary pattern
Local binary pattern (LBP), which is an effective descriptor to capture local appearance
information, was originally proposed for texture classification [116]. Due to its properties
of high discriminative power, robustness under illumination changes, and computational
simplicity, it has been applied to smoke detection in [187], [185], [97]. Intuitively, the
LBP code of a specified pixel can be obtained by comparing its intensity with those of its
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neighbors. Specifically, given a pixel c = (xc, yc), its LBP code is defined as follows:
LBPP,R(xc, yc) =
P−1∑
p=0
s(gp − gc)2p, (4.1)
where gc represents the gray-scale value of the center pixel c and gp(p = 0, ..., P − 1)
represents the gray-scale values of P equally spaced pixels on a circle with radius R(R >
0) which form a circularly symmetric neighbor set, s(x) is a Sign Function which is
defined as follows:
s(x) =

1 if x ≥ 0
0 otherwise.
(4.2)
An illustration of the LBP descriptor is shown in Figure 4.1 where the LBP code of the
center pixel (in red color) is obtained by comparing its gray-scale value with the neighbor-
ing pixels. The neighboring pixels whose gray-scale values are equal or larger than that of
the center pixel are marked as “1”, otherwise as “0”. In this case, all 8 neighboring pixels
of the center pixel are considered, which means that P and R are 8 and 1 respectively.
Figure 4.1: An illustration of the LBP descriptor.
As can be noticed, LBP is named to reflect the effect of the operator, viz., a local
neighborhood is transformed into a binary pattern with respect to the gray-scale value of
the center pixel. Scanning an image (or image block) in pixel-wise manner, the corre-
sponding LBP codes for all the pixels are accumulated into a discrete histogram called
LBP histogram. The LBP histogram distribution is considered as a feature vector to rep-
resent the texture of the image (or image block). Obviously, the dimension of the feature
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vector is equal to the number 2P of LBPP,R histogram bins.
One typical type of LBP is so-called uniform LBP which was defined in [116]. The
term “uniform” refers to the uniform structure of the LBP, i.e., there are a limited number
of transitions or discontinuities in the circular presentation of the pattern. Specifically
it ensures that there are at most two bitwise transitions between 0 and 1 in a LBP code
when the bit pattern is considered circularly. One significant property of uniform LBPs is
that they often represent primitive structures of texture while non-uniform LBPs normally
correspond to unexpected noises and hence are less discriminative. For instance, uniform
LBPs account for almost 90 percent of all the texture patterns observed in typical images
when P and R are 8 and 1 respectively. The reason why the histogram of uniform LBPs
provides better discrimination in comparison with the histogram of all individual LBPs
lies in the difference in their statistical properties. The relative proportion of non-uniform
LBPs with respect to all LBPs is so small that their probabilities cannot be estimated re-
liably. As a result, treating all non-uniform LBPs individually in histogram computation
would deteriorate the performance on the dissimilarity analysis of samples. Based on this
understanding, all non-uniform LBPs are stored in one single bin in histogram compu-
tation. Another advantage of introducing uniform LBPs is to reduce the dimension of
the feature vector. For example, the dimension of the feature vector is 59 when P = 8
and R = 1. In the rest of this chapter, the superscript u2 will be used to denote the
corresponding uniform patterns. Illustratively, uniform LBP is represented by LBP u2.
4.2 Non-redundant local binary pattern
Although the original LBP has been widely used in applications, two drawbacks were
identified in [112]. One is that the original LBP is sensitive to the relative changes between
background and foreground. As can be seen from Figure 4.2, the LBP codes of two
selected pixels in these two images are quite different from each other. However, they
describe the same spatial characteristics of smoke. The other disadvantage of the original
LBP is the requirement about storage. The original LBP8,1 requires 256 histogram bins
for feature extraction. Even if LBP u28,1 is adopted, 59 bins are still needed. Less storage
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is preferred for real-time smoke detection. Taking these two points into consideration,
we employ non-redundant local binary pattern (NRLBP) [112] to capture the textural
information of smoke. As can be noticed in Figure 4.2, the LBP codes of the selected
pixels from the two images are complementary to each other (i.e. the sum of them is
2P − 1). Motivated by this fact, NRLBP is defined as follows:
NRLBPP,R(xc, yc) = min{LBPP,R(xc, yc), 2P − 1− LBPP,R(xc, yc)}. (4.3)
Figure 4.2: Two images represent the same smoke structure with inverted background
and foreground.
In other words, the original LBP code and its complement are considered as the same
in this case. Thus they correspond to the same bin in histogram distribution, which means
that the dimension of feature vector is reduced by half. In addition, as NRLBP reflects the
relative contrast between background and foreground, it is more robust and discriminative
compared with the original LBP.
Although NRLBP has more discriminative power and lower storage requirement in
comparison with the original LBP, it is still a spatial texture descriptor which only encodes
local appearance information. For video-based smoke detection, motion information of
smoke should be utilized as well to represent the temporal characteristics of smoke. Mo-
tivated by the work done by Viola et al. [161] in which features were computed on the
difference image between consecutive frames to encode the motion patterns of pedes-
trians, non-redundant local motion binary pattern (NRLMBP) is adopted here. It is a
NRLBP computed on the difference image between consecutive frames. In this case, the
motion characteristics of smoke is encoded by NRLMBP.
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4.3 Experimental results
To verify the effectiveness of NRLBP and NRLMBP for smoke characterization, video-
based smoke detection experiments were conducted. The framework of the detection
algorithm followed a typical pattern recognition approach with preprocessing, feature
extraction and classification. At the preprocessing stage, background subtraction was
used to perform foreground detection. As adaptive Gaussian Mixture Model (GMM)
[143] can deal well with lighting changes, repetitive motion from clutter, and long-term
scene changes, it was adopted to perform background modeling. Block-based process-
ing was another technique employed at this stage. Each image frame was divided into
non-overlapped blocks of the same size. After background subtraction using GMM, the
number of foreground pixels in each block could be calculated. If the amount of fore-
ground pixels in one block exceeds a threshold, this block will be considered as a can-
didate block. NRLBP and NRLMBP were extracted in candidate blocks at the stage of
feature extraction. After block-based features were extracted, the feature vectors of pos-
itive and negative samples were used to train a classifier which were further employed
to classify new blocks. A Kernel Support Vector Machine (SVM) was selected as the
classifier.
4.3.1 Experimental setup
As there is no representative databases for evaluating the performance of smoke detection
algorithms to date, some video clips a were chosen to test the adopted features. These
video clips cover both indoor and outdoor scenarios. Some are with true smoke events,
while others are with moving objects such as pedestrians and vehicles. In order to label
smoke samples efficiently, a labeling tool was developed and its graphical user interface
is shown in Figure 4.3. We take one video clip as an example to describe the rules and
procedures employed in manually labeling frames of a video as ground truth. Each frame
of the original video clip will be divided into non-overlapped blocks with the size of
aThe related video clips can be downloaded from http://signal.ee.bilkent.edu.tr/
VisiFire/Demo/SampleClips and http://imagelab.ing.unimore.it/visor.
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16×16 pixels. Note the selection of block size is essential for early detection. A larger size
of block is not suitable for early detection as smoke usually covers a very small area at the
very beginning. Additionally, the computational cost for processing a larger-sized block
will be high. Inversely, if the size of block is too small, there will be many disturbances
from other foreground objects which may lead to plenty of misclassifications. Next, every
block is manually labeled as smoke or other foreground objects. The smoke blocks are
also labeled into different types of smoke (e.g. heavy and light). It should be noted that
all the labeled smoke and non-smoke used in the experiments in the scope of this thesis
are available on request.
Figure 4.3: The graphical user interface of the labeling tool.
Uniform LBP-based features LBP u2, NRLBP u2, and NRLMBP u2 were extracted
for each block. In terms of texture classification, a higher accuracy was noticed when
more neighboring pixels were involved in the calculation of the LBP code in [116], which
indicates that a larger P may lead to a better textural representation of smoke and thus
achieve a better detection accuracy. In consideration of potential real-time application,
for all the LBP-based features we set P = 8 and R = 1 to improve the computation
efficiency. It means that given a pixel of interest, only the nearest pixels in its circular
neighborhood are used to calculate the corresponding features. The experimental results
are presented in the following section.
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4.3.2 Results and discussions
In our experiments, 5091 smoke and 4083 non-smoke image blocks with the size of
16 × 16 pixels were selected to construct the training set. The testing set is composed
of 563 smoke blocks and 818 non-smoke blocks. Four basic measures true positive (TP),
true negative (TN), false positive (FP), and false negative (FN) are defined to calculate
performance indicators:
• TP: true smoke is detected as smoke
• TN: true non-smoke is detected as non-smoke
• FP: true non-smoke is detected as smoke
• FN: true smoke is detected as non-smoke
The performance indicators detection rate (DR), false alarm rate (FAR), and misclassifi-
cation rate (MR) are defined as:
DR =
TP
TP + FN
(4.4)
FAR =
FP
FP + TN
(4.5)
MR =
FP + FN
TP + TN + FP + FN
(4.6)
The block-based detection results are reported in Table 4.1. Although there is a trade-off
between detection rate and false alarm rate, misclassification rate can be independently
regarded as an overall indicator of the algorithm performance. The LBP u2 case is con-
sidered as a baseline. As can be seen from Table 4.1, lower misclassification rate was
achieved when NRLBP u2 was used compared with the baseline. This is probably be-
cause NRLBP is more robust and adaptive to relative changes of background and fore-
ground. In terms of capturing appearance information of smoke, NRLBP outperformed
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LBP. When the feature vectors of NRLBP and NRLMBP were concatenated to construct
a spatial-temporal descriptor, the lowest misclassification rate among all the three cases
was obtained. This demonstrates that NRLMBP is effective in capturing the motion in-
formation of smoke.
Table 4.1: The block-based detection results
LBP u2 NRLBP u2 NRLBP u2 +NRLMBP u2
DR (%) 77.49 80.21 79.52
FAR (%) 0.4712 0.5020 0.4227
MR (%) 0.7427 0.7396 0.6698
For real video-based smoke detection, smoke alarm should be issued based on the
whole image or frame instead of block. However, a frame should not be classified as
having smoke just because of the existence of one isolated “smoke” block in the frame.
Based on this understanding, a frame is deemed to have smoke if at least two neighboring
blocks in a circular neighborhood are detected as smoke blocks. The frame-based detec-
tion results are reported in Table 4.2. The case when LBP u2 was used is also considered
as a baseline. Similarly, reduced misclassification rate was obtained by using NRLBP u2
in comparison with the baseline case, which echos the robustness of NRLBP in the re-
spect of characterizing texture. In addition, when NRLBP and NRLMBP were combined
to encode both appearance and motion information, the best performance in terms of all
the three indicators was achieved.
Table 4.2: The frame-based detection results
LBP u2 NRLBP u2 NRLBP u2 +NRLMBP u2
DR (%) 97.23 96.58 97.69
FAR (%) 2.696 1.165 1.165
MR (%) 2.724 2.063 1.622
Some scenarios of the video clips tested in the experiments are shown in Figure 4.4
and 4.5. Moreover, some true positive examples and false positive examples are indicated
by red block in Figure 4.4 and 4.5 respectively. Although the adopted features are suitable
for the case where the relative changes between background and foreground exist, they
may fail to differentiate smoke from some homogeneous non-smoke objects.
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Figure 4.4: True positive examples (The block images indicated by red rectangle in each
image represent the detected smoke blocks).
Figure 4.5: False positive examples (The block images indicated by red rectangle in
each image represent the detected smoke blocks).
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As can be noticed, NRLBP can be calculated with a few comparisons in a small
neighborhood and a look-up table and, hence, it is computationally efficient. The di-
mensions of the related feature vectors are shown in Table 4.3. In comparison with
LBP u2, improved detection performance can be achieved by integrating NRLBP u2 and
NRLMBP u2 nearly without increasing the storage cost.
Table 4.3: The dimensions of feature vectors
LBP u2 NRLBP u2 NRLBP u2 +NRLMBP u2
59 30 60
4.4 Summary
To overcome the sensitivity of the original LBP to the relative changes between back-
ground and foreground, NRLBP was employed to describe the texture of smoke in a dis-
criminative and compact way in this chapter. Additionally, NRLMBP, which is a NRLBP
extended to the temporal domain, was adopted to encode the motion patterns of smoke in
video. As a spatial-temporal representation of smoke, NRLBP and NRLMBP were com-
bined and applied to smoke detection in video. Experimental results have demonstrated
that they yielded superior detection performance in comparison with the original LBP.
Chapter 5
Local smoothness model for smoke
detection
Based on the understanding that background covered by smoke can deteriorate the quality
of the features for smoke characterization and detection in video, this chapter presents a
novel method for separating the smoke component from the background such that visual
features can be extracted from the smoke component for reliable smoke detection.
5.1 Motivation
Texture is a key feature of smoke. It is much more reliable than other features such as
color and motion for the purpose of detection. However, it can be severely corrupted
when the smoke is light and, hence, the background is visible. Opaque objects, such as
human faces and vehicles, will block the visibility of other objects lying directly behind
them. However, smoke can be transparent and the level of transparency changes with
the density of smoke. When smoke is heavy enough, it behaves as an opaque object and
the covered scene (background) is not visible. Light smoke, on the other hand, has a
degree of transparency and the background is partially visible regardless of the color of
the smoke. Texture features extracted from an image with light smoke will capture the
visual information of both smoke and background, which renders such features ineffective
in describing smoke. The images shown in Figure 5.1 illustrate the possible effects that
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different background images can have on the features extracted from light smoke.
Figure 5.1: Two image blocks covered by light smoke.
It is expected that the adverse effect of background image can be removed and texture
features can be extracted from the smoke component. A straightforward background sub-
traction method is ineffective in this case because of the gradual and slow temporal change
in the density of smoke. Considering the state-of-the-art background subtraction methods
[140], most of the efforts are directed at background modeling. Given a video frame,
each pixel is classified as either background or foreground pixel based on the background
model. However, foreground pixels with light smoke certainly include background infor-
mation. Figure 5.2 illustrates the presence of residual background information when a
simple background subtraction method is used.
According to the smoke imaging process in Chapter 3, any small-sized image can be
expressed as a linear blending of a smoke component and a background component (see
Equation (3.16)). The additive relationship between the smoke and background compo-
nents indicates a possibility to separate the smoke component.
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(a) background
(b) given video frame
(c) difference image
Figure 5.2: Background subtraction (c) between a smoke image (b) and its background
(a). The background information is clearly noticed in the difference image.
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5.2 Problem formulation
At the early stage of fire in a given monitored area, smoke will generally cover a very
small area. An important problem is how to achieve early vision-based detection. Fur-
thermore, the utility of the detection increases significantly if the source of smoke can
also be localized. To achieve early detection and localization of smoke, a video frame
is divided into overlapped or non-overlapped small-sized image blocks. Conceptually,
the problem reduces to that of determining if an image block is covered by smoke. This
chapter focuses on this problem.
Let ft ∈ RN be an image block with N pixels at time t, bt ∈ RN be the corre-
sponding background under clear air (or as if no smoke exists), and st ∈ RN be the
corresponding smoke component. Assuming that there are no specific point sources of
light and the scattering coefficient of the smoke does not change appreciably within the
visible wavelength, ft can be modeled as a linear blending of st and bt according to the
image formation model expressed by Equation (3.16):
ft = αtst + (1− αt)bt + nt, (5.1)
where nt ∈ RN represents modeling noise, αt ∈ [0, 1] is the blending weight at time
t. From Equation (3.17) as shown below again for easy reference, it is apparent that
the blending parameter αt depends on the scattering coefficient β(λ) of smoke and the
thickness ∆z of the smoke along the line of sight.
αt = 1− e−β(λ)∆z.
Assuming that the scattering coefficient of smoke does not change appreciably within the
visible wavelength and the thickness of smoke is constant within a small image block,
αt is a constant within the image block, and the quantity is referred to as the blending
parameter on block level here. Note that it may vary from block to block. For brevity and
without loss of generality, the subscript t will be dropped hereafter.
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Assuming f is acquired by a stationary camera, background modeling techniques
such as Gaussian mixture model (GMM) [144] can be adopted to obtain an approximation
of b. Thus, the problem can be formulated as the estimation of α and s given f and b by
minimizing the residual noise:
min
α,s
‖f − αs− (1− α)b‖22 s.t. α ∈ [0, 1]. (5.2)
Equation (5.2) is under-determined because there areN equations butN+1 free variables
for gray-scale images. Additional constraints are required in order to find a solution.
As the background b can vary significantly from one application to another and smoke
has relatively consistent visual characteristics, a model, namely, the local smoothness is
proposed to constrain the smoke component s in the next section. Based on this model,
the solution to Equation (5.2) is derived.
5.3 Local smoothness model
The local smoothness model is based on the observation that a small-sized pure smoke
image bock s is generally smooth. In other words, a pixel in a pure smoke image block
is likely to have a similar intensity or color to its neighboring pixels. This observation
naturally leads to the following optimization problem:
min
α,s
‖f − αs− (1− α)b‖22 + λΘs s.t. α ∈ [0, 1], (5.3)
where λ is a weighting parameter which trades off the residual error and the smooth-
ing constraint expressed by Θs. Specifically, the variance between neighboring pixels is
employed to measure the smoothness here. Thus Equation (5.3) can be written as:
min
α,s
‖f − αs− (1− α)b‖22 + λ
N∑
i=1
∑
j∈Ωi
(si − sj)2 s.t. α ∈ [0, 1], (5.4)
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where si and sj are the ith and jth entries of s respectively. Ωi is a small neighborhood
centered at the ith pixel. By defining a matrix T ∈ {−1, 0, 1}M×N , we can rewrite the
second term as:
Θs =
N∑
i=1
∑
j∈Ωi
(si − sj)2 = ‖Ts‖22 = sTTTTs = sTAs, (5.5)
where A is defined as TTT. Also, the number, M , of rows in T is determined by the
size of neighborhood Ω. For example, if the neighborhood is composed of four nearest
neighbors horizontally and vertically, M = 2
√
N(
√
N − 1). Illustratively, for an image
patch of interest with 4× 4 pixels, the specific T and A have the following forms:
T =

1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 −1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 −1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 −1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 −1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 −1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 −1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 −1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 −1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 −1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 −1
1 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 −1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 −1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 −1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 −1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 −1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 −1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 −1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 −1 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 −1 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 −1

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A =

2 −1 0 0 −1 0 0 0 0 0 0 0 0 0 0 0
−1 3 −1 0 0 −1 0 0 0 0 0 0 0 0 0 0
0 −1 3 −1 0 0 −1 0 0 0 0 0 0 0 0 0
0 0 −1 2 0 0 0 −1 0 0 0 0 0 0 0 0
−1 0 0 0 3 −1 0 0 −1 0 0 0 0 0 0 0
0 −1 0 0 −1 4 −1 0 0 −1 0 0 0 0 0 0
0 0 −1 0 0 −1 4 −1 0 0 −1 0 0 0 0 0
0 0 0 −1 0 0 −1 3 0 0 0 −1 0 0 0 0
0 0 0 0 −1 0 0 0 3 −1 0 0 −1 0 0 0
0 0 0 0 0 −1 0 0 −1 4 −1 0 0 −1 0 0
0 0 0 0 0 0 −1 0 0 −1 4 −1 0 0 −1 0
0 0 0 0 0 0 0 −1 0 0 −1 3 0 0 0 −1
0 0 0 0 0 0 0 0 −1 0 0 0 2 −1 0 0
0 0 0 0 0 0 0 0 0 −1 0 0 −1 3 −1 0
0 0 0 0 0 0 0 0 0 0 −1 0 0 −1 3 −1
0 0 0 0 0 0 0 0 0 0 0 −1 0 0 −1 2

Substituting Equation (5.5) into Equation (5.4) yields
min
α,s
‖f − αs− (1− α)b‖22 + λsTAs s.t. α ∈ [0, 1], (5.6)
which can be solved through alternate optimization with regard to α and s respectively.
Each is a convex problem and the convergence of the optimization is guaranteed [11].
First, we solve for s by fixing α. In this case, Equation (5.6) can be written as a quadratic
function of s:
min
s
sT (α2I + λA)s− 2sT (f − b + αb)α + (f − b + αb)T (f − b + αb), (5.7)
CHAPTER 5. LOCAL SMOOTHNESS MODEL FOR SMOKE DETECTION 54
where I ∈ RN×N denotes the identity matrix. An analytical solution ŝ with respect
to α can be derived by differentiating Equation (5.7) with respect to s and setting the
derivatives to zero. That is,
ŝ = (α2I + λA)−1α(f − b + αb). (5.8)
Next, we solve for α by fixing s. In this case, Equation (5.6) can be written as a quadratic
function of α:
min
α
(b− s)T (b− s)α2 + 2(b− s)T (f − b)α + (f − b)T (f − b) s.t. α ∈ [0, 1]. (5.9)
The minimizer of the quadratic function is:
α∗ =
(b− s)T (f − b)
(b− s)T (s− b)
. (5.10)
Considering the constraint α ∈ [0, 1], the current solution α̂ with respect to s can be
obtained as follows:
α̂ =

0 if α∗ ≤ 0
α∗ if 0 < α∗ < 1
1 if α∗ ≥ 1.
(5.11)
The alternating optimization process is carried out until s and α converge or the number
of iterations reaches a predefined value.
5.4 Smoke detection framework
Based on the image separation method presented in the previous section, a novel block-
based smoke detection framework is proposed and depicted in Figure 5.3. Given a video
sequence, background modeling is performed. The current image and its estimated back-
ground image are divided into blocks. The division can be either overlapped or non-
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overlapped. In this work, the non-overlapped division is adopted. For each frame block
f and its associated background b, the blending parameter α and smoke component s are
computed using the local smoothness model presented in the previous section. To detect
whether f is covered by smoke or not, the estimated α value is first checked. If α is less
than a very small threshold (or nearly zero), f is deemed not to be covered by smoke or
anything else and hence, is classified as non-smoke. In the cases that α is greater than the
threshold, the block is considered to be covered by a foreground object, either smoke or
non-smoke. The separated component s is then passed on to the next step in which LBP
[116] feature is extracted from s and the extracted feature is input to a binary support vec-
tor machine (SVM) classifier. A decision is made on whether s is smoke or non-smoke.
Notice that accurate detection of smoke at block level is essentially required for early
detection since the area that is covered by smoke at early stage is usually very small.
Figure 5.3: Proposed framework for video-based smoke detection using local smooth-
ness for smoke separation.
The proposed smoke detection method consists of three major steps: background
modeling, separation of smoke component s and classification of s. Most computation
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is spent on the separation of smoke component s, where the blending parameter α and
the smoke component s are alternately calculated using Equation (5.10) and (5.8). The
complexity of this step is O(ℵN3) where N is the number of pixels in each block image
and ℵ is the number of alternations.
5.5 Experimental results
In this section, the effectiveness of the proposed method for smoke separation is verified
using synthesized images. Furthermore, smoke detection performance based on image
separation using real video images is provided as well.
5.5.1 Image separation on synthesized images
Two image patches with 100 by 100 pixels were chosen as background image samples.
As shown in Figure 5.4, the images in Figure 5.4(a) represent color and gray-scale texture
background respectively while the ones in Figure 5.4(b) represent color and gray-scale
piece-wise smooth background respectively. Note that the following experiments in this
chapter were conducted on gray-scale images.
(a) Texture (b) Piece-wise smooth
Figure 5.4: Background image blocks.
As for pure smoke, both black and white smoke were considered in the experiments.
Two types of pure smoke image patches with 100 by 100 pixels and their corresponding
gray-scale images are shown in Figure 5.5.
Using these representative background and pure smoke image blocks, 40 image blocks
were synthesized with different α values to construct a test data set of smoke images,
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(a) Black smoke (b) White smoke
Figure 5.5: Pure smoke image blocks.
which is shown in Figure 5.6. For each combination, α value ranged from 0.1 to 1.0 with
an increment of 0.1.
In the experiments, each image in the test data set was considered as an input image
block f . Given the corresponding background image block b, the blending parameter α
and smoke component s were estimated according to Equation (5.11) and (5.8). For the
purpose of visual comparison, the corresponding separated smoke components for all the
images in the test data set are shown in Figure 5.7. As can be noticed, there is high visual
similarity between the separated smoke components and the ground truth pure smoke.
Next, quantitative comparison was performed to further verify the effectiveness of the
proposed method for smoke separation. Specifically, the experiments were divided into
four groups according to different combinations of background and pure smoke. In each
group, ten pairs of α and s were obtained. As we have the ground truth of the blending
parameters, the absolute difference between the calculated and the ground truth α values
was adopted as an indicator of whether the separation is successful or not. The average
absolute differences of α versus termination condition are shown in Figure 5.8. Here
for computational simplicity, termination condition is defined as the absolute difference
between the α values calculated in two consecutive iterations. A more sophisticated ter-
mination condition can be defined based on the difference between the smoke components
estimated in two consecutive iterations. As can be seen, for four groups of experiments,
if the termination condition is set as 10−4, the average absolute differences of α are rather
small. In addition, it is expected that the textural pattern of pure smoke can be preserved
in the separated smoke component. To measure the degree of similarity between the es-
timated smoke component and the ground truth in terms of textural pattern, normalized
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Figure 5.6: The test data set of synthesized smoke images (From left to right, the im-
ages in each column were synthesized from (1) texture background and black smoke,
(2) piece-wise smooth background and black smoke, (3) texture background and white
smoke, (4) piece-wise smooth background and white smoke respectively).
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Figure 5.7: The separated smoke components corresponding to all the images in the test
data set shown in Figure 5.6.
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cross correlation (NCC) [41] was adopted, which is a widely used method for template
matching. Specifically given an estimated smoke component s′ and its corresponding
ground truth s, NCC is defined as follows:
NCC =
1
N
N∑
i=1
(si − s̄)(s′i − s̄′)
σsσs′
, (5.12)
where si and s′i are the ith entries of s and s
′ respectively; s̄ and s̄′ are the average of
s and s′ respectively; σs and σs′ are the standard deviation of s and s′ respectively. The
average NCC values between the estimated smoke component and the ground truth versus
termination condition are shown in Figure 5.9. For four groups of experiments, when the
termination condition is set as 10−4, high NCC values were obtained and this means that
the separated smoke components have very similar patterns to the ground truth.
Figure 5.8: Average absolute differences of α versus termination condition.
Although smoke component can be well separated from true background using the
proposed method, background images can have noise due to several reasons including
imperfect background modeling in real scenarios. Thus in order to validate the pro-
posed image separation method for practical application, some experiments involving
noisy background images were conducted. Here, additive white Gaussian noise (AWGN)
with zero mean was added to the ground truth background images shown in Figure 5.4
to simulate noisy background images. Specifically, texture and piece-wise smooth back-
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Figure 5.9: Average NCC values versus termination condition.
ground images with AWGN of different standard deviations ranging from 1 to 15 were
constructed and shown in Figure 5.10. Taking these images as b and the ones in Figure
5.6 as f , image separation experiments were conducted once again. It is noted that the
termination condition (i.e. the absolute difference between the α values calculated in two
consecutive iterations) was set as 10−4 in these experiments. The average absolute differ-
ence between the calculated and the ground truth α values versus the standard deviation
are plotted in Figure 5.11. And the curves of average NCC between the estimated smoke
component and the ground truth versus the standard deviation are shown in Figure 5.12.
As can be noticed, when the level of AWGN is higher (e.g. standard deviation is 15), the
increased average difference of α and the decreased average NCC values suggest that the
performance of smoke separation is deteriorated. However, background modeling tech-
niques are relatively reliable in real applications and the standard deviation is around 5
(see 6.3.4). In this case, the average difference of α and average NCC values are still
acceptable, which means that the separated smoke components would have the similar
texture patterns to the ground truth.
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(a) Noisy texture background
(b) Noisy piece-wise smooth background
Figure 5.10: Background images with the AWGN (for each type of background, from
left to right, the standard deviation of the AWGN is 1, 2, 3, 4, 5, 10, and 15 respectively).
Figure 5.11: Average absolute differences of α versus standard deviation.
Figure 5.12: Average NCC values versus standard deviation.
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5.5.2 Smoke detection on real video images
In order to serve early smoke detection and localization, block images with 16 by 16 pix-
els were involved in the detection experiments. Totally 8000 block images were collected
from 20 video clips of smoke a. The selected video clips cover indoor and outdoor, short
and long distance surveillance scenes with different illuminations. Specifically half of the
collected blocks are test images and the rest are the corresponding learned background
images. Furthermore, for the 4000 test block images, there are 1000 light smoke, 1000
heavy smoke, 1000 other foreground objects and 1000 almost the original background
respectively. Illustratively, some non-smoke and smoke block images used in the experi-
ments are shown in Figure 5.13 and 5.14 respectively. A classical adaptive GMM [144]
was selected to perform background modelling. As LBP [116] has several properties such
as powerful discrimination, low computational complexity, and less sensitivity to varia-
tion of illumination, it was chosen to extract texture features of smoke here. And kernel
SVM based on radial basis function (RBF) was adopted as a classifier. When the cost
parameter and γ parameter in SVM settings were equal to 1 and 0.5 respectively, the best
classification results could be obtained and are reported here.
Figure 5.13: Examples of non-smoke block images collected from real videos.
Smoke detection rates based on different images are shown in Table 5.1. Take light
aThe related video clips can be downloaded from http://signal.ee.bilkent.edu.tr/
VisiFire/Demo/SampleClips and http://imagelab.ing.unimore.it/visor.
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Figure 5.14: Examples of smoke block images collected from real videos.
Table 5.1: Smoke detection rates according to different images
Light smoke Heavy smoke Overall
Test image f 68.1 93.2 80.7
Smoke component s 94.2 98.6 96.4
smoke for example, compared to the case when feature extraction and classification is per-
formed on test image f , significant improvement has been achieved if the same operation
is performed on smoke component s obtained by using the proposed image separation
method. Even for heavy smoke, some improvement was observed by performing the de-
tection on the separated smoke component s. Overall, more than 15% improvement on
the detection rate was achieved by means of the proposed method. For the 1000 block
images of other foreground objects, they include black cars, white shirts and other objects
with homogeneous appearance. The false alarm rate is 4.9% when smoke component s
was used for smoke detection, compared to 5.1% when image f was used. One fact should
be noted that, for all the false alarms in the experiments, the solved α is equal to 1. As
for the 1000 test image blocks which are almost the original background, false alarm rate
perfectly reduces to zero. The reason is that all the solved α values are nearly 0 in this
case and they could not pass the α checking.
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5.6 Summary
In order to eliminate the adverse effects of background on smoke detection, a novel
method has been proposed for smoke detection in videos by separating smoke from back-
ground in this chapter. Motivated by the image formation model for smoke, given a video
frame and its background, the estimation of the blending parameter and the actual smoke
component has been formulated and solved as an optimization problem. Both the blending
parameter and smoke component have been used for smoke detection. The effectiveness
of the proposed method has been validated by experimental results.
To capture the characteristics of the smoke component, we impose a “local smooth-
ness” constraint on it. Actually other types of constraints can be taken into account to
achieve better separation and thus improve the detection performance.
Chapter 6
Sparse representation model for smoke
detection
In the previous chapter, improved performance of video-based smoke detection was achieved
by separating the smoke component from background. However, the local smoothness
model is a heuristic constraint for the smoke component and may not be suitable for
smoke modeling in some cases. This chapter presents two models to constrain the smoke
component by learning from pure smoke samples. Based on these two models adapted to
real smoke images, it is expected that the smoke separation is more effective and thus the
detection based on the separated smoke component is more reliable.
6.1 Principal component model
Considering each image block with N pixels as a point in an N -dimensional space, pure
smoke images, being similar in overall textural configuration, are likely to lie in a low-
dimensional subspace. If this subspace is located, it could well describe pure smoke
images. Here the widely used principal component analysis (PCA) [158] is employed
to learn this subspace from pure smoke images. Specifically, given a set of pure smoke
images, an N × N covariance matrix is computed, and its eigenvectors and eigenvalues
are obtained. The eigenvalue represents the variance of pure smoke images along the
direction represented by the corresponding eigenvector. If the eigenvectors are ranked
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according to the magnitudes of their corresponding eigenvalues, a subset of the eigenvec-
tors with large eigenvalues can be selected to form a subspace that is expected to well
represent pure smoke images.
Let P ∈ RN×L(L < N) be the subspace, where L is the dimension of the obtained
subspace. Each column of P is an eigenvector chosen according to the aforementioned
criterion. Then a pure smoke image s can be expressed as
s = Py, (6.1)
where y ∈ RL is the coefficient vector of projecting s onto the subspace P. Substituting
Equation (6.1) into Equation (5.2) yields
min
α,y
‖f − αPy − (1− α)b‖22 s.t. α ∈ [0, 1]. (6.2)
Notice that Equation (6.2) is a quadratic function of α (or y) when y (or α) is fixed.
Similar to the previous chapter, we can solve for α and y alternately, and then reconstruct
s through Equation (6.1).
Specifically, when y is fixed, the current solution α̂ for α can be expressed as Equa-
tion (5.11) as well, where α∗ is the minimizer of the quadratic function of α and can be
obtained as
α∗ =
(b−Py)T (f − b)
(b−Py)T (Py − b)
. (6.3)
When α is fixed, Equation (6.2) can be written as a quadratic function of y:
min
y
α2yTPTPy − 2αyTPT (f − b + αb) + (f − b + αb)T (f − b + αb). (6.4)
Let ŷ be the current solution for y with respect to α, which can be obtained by differenti-
ating Equation (6.4) with respect to y and setting the derivatives to zero. That is,
ŷ = (αPTP)−1PT (f − b + αb). (6.5)
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Then the current solution ŝ with respect to α is
ŝ = P(αPTP)−1PT (f − b + αb). (6.6)
6.2 Sparse representation model
Furthermore, an assumption can be made for pure smoke that they lie in multiple low-
dimensional subspaces. In this case, a single linear subspace obtained by PCA may not be
sufficient to describe all possible variations of smoke. According to the theory of sparse
representation [169], if sample smoke images can be collected or generated to capture
the distribution of pure smoke images, it is expected that any specific pure smoke image
would have a sparse representation with respect to these samples. Such a collection of
samples forms a dictionary and each sample in the dictionary is typically referred to as
a basis. Following this intuition, we propose a sparse model which is expected to offer
more robust representation of smoke.
Let D ∈ RN×J(N  J) be an over-complete dictionary for pure smoke and each
column of D is a basis. Then a smoke image s is expected to be sparse in D;
s = Dx, (6.7)
where x ∈ RJ is the sparse coefficient vector and many of its elements are expected to be
zero or close to zero (i.e. sparse). The coefficient vector encodes information about which
bases and the proportion thereof contribute to the construction of s from D. Based on
Equation (6.7) and the sparseness conditions, Equation (5.2) can be rewritten as follows:
min
α,x
‖f − αDx− (1− α)b‖22 + η‖x‖0 s.t. α ∈ [0, 1], (6.8)
where η is a regularization parameter balancing the reconstruction error and the sparseness
of x. Since the `0-norm is non-convex, we follow the common method in the literature by
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replacing it with the `1-norm to make the optimization problem solvable. Thus,
min
α,x
‖f − αDx− (1− α)b‖22 + η‖x‖1 s.t. α ∈ [0, 1]. (6.9)
Similar to the local smoothness and principal component models, an optimal x (or α)
can be obtained by alternately fixing α (or x). Let α̂ be the current solution for α when
x is fixed. Again, it can be expressed as Equation (5.11), with α∗ having the following
form:
α∗ =
(b−Dx)T (f − b)
(b−Dx)T (Dx− b)
. (6.10)
When α is fixed, Equation (6.9) becomes an `1-regularized least squares problem:
min
x
‖f − αDx− (1− α)b‖22 + η‖x‖1. (6.11)
To solve for x efficiently, the feature-sign search algorithm [82] is adopted in this thesis.
The main idea of this algorithm is to preserve an active set of potential nonzero entries
in x and their corresponding signs. Specifically, the algorithm proceeds in a series of
“feature-sign steps” to search for the optimal active set and coefficient signs.
Suppose g ∈ RJ and its ith entry gi ∈ {−1, 0, 1} denotes the sign of xi, which is
the ith entry in x. Given the current active set and signs, let D̄ be a submatrix of D
that contains only the columns corresponding to the active set. Meanwhile, let x̄ and ḡ be
subvectors of x and g corresponding to the active set. With the active set being considered
only, Equation (6.11) reduces to the following quadratic optimization problem:
min
x̄
‖f − αD̄x̄− (1− α)b‖22 + ηḡT x̄. (6.12)
A solution to this problem can be analytically obtained as:
ˆ̄x = (α2D̄T D̄)−1[αD̄T (f − b + αb)− ηḡ/2]. (6.13)
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The objective function value at ˆ̄x and all points where any coefficient changes sign are
further checked. Then x̄ is updated to the point with the lowest objective function value.
Accordingly, the solution to Equation (6.11) is updated. Once the updated solution satis-
fies the following optimality conditions, the optimal x will be obtained.
∂‖f − αDx− (1− α)b‖22
∂xi
+ ηgi = 0 ∀xi 6= 0
|∂‖f − αDx− (1− α)b‖
2
2
∂xi
| ≤ η ∀xi = 0 (6.14)
Using the optimal x, s can be calculated by Equation (6.7).
For completeness, the smoke detection framework based on the principal component
and sparse representation models is shown in Figure 6.1. Compared to Figure 5.3, the
only difference is the models used for smoke separation.
Figure 6.1: Proposed framework for video-based smoke detection using principal com-
ponent and sparse representation for smoke separation.
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6.3 Experimental results
Extensive experiments were conducted using both simulated and real video to evaluate
the efficacy of the smoke models and the associated separation and detection algorithms.
This section reports the results. Note that in addition to the two models proposed in this
chapter to constrain the smoke component, the experimental results relating to the local
smoothness model for smoke separation are also provided here for comparison purpose.
6.3.1 Smoke component modeling
The principal component model requires the subspace P of pure smoke. Similarly, an
over-complete dictionary D is required for the sparse representation model. We present
here how P and D were constructed from training samples.
Learning subspace P
In order to learn P, one thousand (1000) samples of pure smoke were collected. Each
sample is 16× 16 pixels and L (i.e. the number of columns in P) was chosen to be much
less than 256 (L << 256).
Figure 6.2: Principal component analysis on pure smoke images.
The eigenvalues obtained from the application of PCA to the training samples were
ranked (maximum to minimum) and shown in Figure 6.2. The L eigenvectors corre-
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sponding to the L largest eigenvalues can be selected to construct P. A quick analysis
indicated that the 20th largest eigenvalue was approximately 1% of the largest eigenvalue.
Thus only the eigenvectors corresponding to the 20 largest eigenvalues contributed to the
construction of the subspace P. The selected eigenvectors are shown in Figure 6.3.
Figure 6.3: The eigenvectors corresponding to the top 20 largest eigenvalues shown as
16 × 16 elemental patches.
Learning dictionary D
The same one thousand (1000) pure smoke samples were also used for training the dic-
tionary. Additionally, another set of 1000 pure smoke images were collected to test the
effectiveness of the learned dictionary. Each sample is 16 × 16 pixels. Therefore, the
number of bases in an over-complete dictionary should be much larger than 256.
Figure 6.4: 50 basis samples, shown as 16 × 16 elemental patches, out of the 500 bases
in an over-complete dictionary.
The widely-used K-SVD [2] was adopted to train an over-complete dictionary of size
500 from the training samples. Fifty (50) bases from the trained dictionary are shown
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in Figure 6.4. The NCC [41] between the training/test samples (ground truth) and the
reconstructed samples from the dictionary was used to measure the effectiveness of the
dictionary. Specifically, for a training/test sample sori, an estimated coefficient vector xest
was obtained by solving the following optimization problem:
xest = argmin
x
‖sori −Dx‖2 + β‖x‖1, (6.15)
where β is a constant. The reconstructed version of sori was obtained as srec = Dxest.
The graphs shown in Figure 6.5 depict the average NCC values for the training and test
samples, at different β values, versus the size of dictionary (i.e. the number of bases in the
dictionary). As can be seen, both the training and test samples were well reconstructed
from the learned dictionary regardless of β values. As expected, better reconstruction
was achieved with an increased dictionary size. Increasing the value of β encourages
sparseness, but it also sacrifices the reconstruction accuracy.
Figure 6.5: Average NCC between the reconstructed and actual pure smoke images.
6.3.2 Performance of smoke separation on synthesized images
In this section, the performance of the proposed image separation methods on synthesized
images is reported. In particular, the methods were evaluated on noise-free and noisy
background b, and smoke and non-smoke input images f .
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Data sets
In order to synthesize realistic smoke image blocks (sized 16 × 16), we used two types
of representative images each for the background and smoke components; all of them
were extracted from real video. The two prototypical background images are respectively,
textural and piece-wise smooth. For pure smoke, one type appears dark or bright with
small variation among the pixel values and the other type is gray with large variation
among the pixel values. Typical background images are shown in Figure 6.6 (a), while
samples of pure smoke are shown in Figure 6.6 (b) and (c) respectively.
(a) background (b) dark and bright smoke (c) gray smoke
Figure 6.6: Background and pure smoke samples used to synthesize smoke images with
different blending parameters ((a) texture and piece-wise smooth background images (b)
dark and bright smoke with small variation among the pixel values (c) gray smoke with
large variation among the pixel values).
Based on these background and pure smoke image blocks, 60 image blocks were
synthesized with different α values to construct a test data set of smoke images, which
is shown in Figure 6.7. For each combination, α value ranged from 0.1 to 1.0 with an
increment of 0.1.
Using true background b
In this experiment, each synthesized image in Figure 6.7 was considered as an input im-
age f , and the corresponding background image in Figure 6.6 (a) was considered as b.
In other words, we have true background images. Given the learned subspace P or over-
complete dictionary D for pure smoke if needed, the blending parameter α and smoke
component s were obtained by solving the optimization problems of Equation 5.6, 6.2,
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Figure 6.7: The test data set of synthesized smoke images (From left to right, the images
in each column were synthesized from (1) texture background and dark smoke, (2) piece-
wise smooth background and dark smoke, (3) texture background and bright smoke,
(4) piece-wise smooth background and bright smoke, (5) texture background and gray
smoke, and (6) piece-wise smooth background and gray smoke respectively).
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and 6.9 respectively. For the purpose of qualitative evaluation, the corresponding sepa-
rated smoke components of all images in the test data set using the sparse representation
model are shown in Figure 6.8. Compared with the ground truth shown in Figure 6.6 (b)
and (c), the separated smoke components share high visual similarity to them.
To evaluate the accuracy of the estimation of α quantitatively, the absolute difference
between the actual α (ground truth) and the estimated α was adopted as an indicator.
For each combination of background and pure smoke, the average absolute differences
calculated using different models for the smoke component are reported in Table 6.1 and
plotted in Figure 6.9. Note that the average absolute difference is rather small. There is
an exception in the case where local smoothness was used to separate gray smoke with
large variation among the pixel values. This is likely because the large variation violates
the local smoothness assumption too much.
Table 6.1: Average absolute differences between the estimated α and the actual α for dif-
ferent combinations of background and pure smoke using different models for the smoke
component ((1) texture background and dark smoke, (2) piece-wise smooth background
and dark smoke, (3) texture background and bright smoke, (4) piece-wise smooth back-
ground and bright smoke, (5) texture background and gray smoke, and (6) piece-wise
smooth background and gray smoke)
Local smoothness Principal component Sparse representation
(1) 0.0032 ± 0.0021 0.0024 ± 0.0015 0.0022 ± 0.0019
(2) 0.0020 ± 0.0015 0.0011 ± 0.0011 0.0019 ± 0.0015
(3) 0.0021 ± 0.0016 0.0094 ± 0.0055 0.0023 ± 0.0017
(4) 0.0022 ± 0.0010 0.0089 ± 0.0042 0.0018 ± 0.0014
(5) 0.1378 ± 0.0884 0.0027 ± 0.0022 0.0337 ± 0.0266
(6) 0.0971 ± 0.0511 0.0015 ± 0.0013 0.0062 ± 0.0027
To quantitatively evaluate the performance of the smoke component estimation, NCC
between the estimated and true smoke components was computed and plotted against
varying blending parameters and for different combinations of the background and smoke
component (see Figure 6.10 and 6.11). In general a high NCC value, indicative of good
separation performance, is achieved from a relatively low α value onwards. Nevertheless,
the sparse representation model has led to the best separation performance (highest NCC
value) among all three models. Compared with the principal component model, the local
smoothness model is more effective when smoke is dense enough.
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Figure 6.8: The separated smoke components corresponding to all the images in the test
data set shown in Figure 6.7.
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Figure 6.9: Average absolute differences between the estimated α and the actual α for
different combinations of background and pure smoke using different models for the
smoke component ((1) texture background and dark smoke, (2) piece-wise smooth back-
ground and dark smoke, (3) texture background and bright smoke, (4) piece-wise smooth
background and bright smoke, (5) texture background and gray smoke, and (6) piece-
wise smooth background and gray smoke).
Regardless of which smoke model is used, the following phenomenon is noted in the
cases that the pure smoke has small variation. When the blending parameter increases, the
separated smoke component becomes more similar to the ground truth with increasing and
high NCC values. Similar characteristic is still observed in the cases that the pure smoke
has large variation when local smoothness assumption is used in the smoke component
model. However, when either the principal component model or the sparse representation
model is used, the NCC values are relatively stable with respect to the varying blending
parameter. This suggests that the principal component and sparse representation models
are relatively insensitive to different blending parameters even in the cases that the pure
smoke has large variation.
Using noisy background b
In real scenarios, background images can be noisy for several reasons including imperfect
estimation of background. We evaluate the proposed methods under a simulated noisy
background by adding to the true background white Gaussian noise with zero mean and
standard deviation ranging from 1 to 15 (additive white Gaussian noise (AWGN) model).
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(a) texture background and dark smoke
(b) piece-wise smooth background and dark smoke
(c) texture background and bright smoke
Figure 6.10: NCC between the separated smoke component and ground truth for differ-
ent combinations of background and pure smoke using different models for the smoke
component.
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(a) piece-wise smooth background and bright smoke
(b) texture background and gray smoke
(c) piece-wise smooth background and gray smoke
Figure 6.11: NCC between the separated smoke component and ground truth for differ-
ent combinations of background and pure smoke using different models for the smoke
component (cont.).
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The noisy background images used for image separation are shown in Figure 6.12. The
average absolute differences of α were computed and shown in Figure 6.13 and 6.14,
while the average NCC values were computed and shown in Figure 6.15 and 6.16.
Figure 6.12: Background images with the AWGN (for each type of background, from
left to right, the standard deviation of the AWGN is 5, 10, and 15 respectively).
As expected, the performance of the separation methods deteriorated as the noise
level (i.e. increasing standard deviation of AWGN) increased. However, the deterioration
was slow until the standard deviation reached 5 whereupon there was a marked deterio-
ration. There was an exception in the case where local smoothness model was applied
to separate smoke with large variation. The deterioration was large and remained fairly
constant (Figure 6.14(b)-(c) and 6.16(b)-(c)).
We note here, and this will be demonstrated with real videos in 6.3.4, that the noise
level of an estimated background modeled by GMM is usually below a standard deviation
of 5. Thus in this case the average difference of α and the average NCC will be relatively
constant. It is interesting to note that there is strong visual similarity between two images
when their NCC value is larger than 0.3. The trend of the graphs shown in Figure 6.13,
6.14, 6.15, and 6.16 suggests that the separation method based on the local smoothness
constraint for smoke component has the highest noise tolerance among all the proposed
methods.
Using non-smoke foreground f
In order to obtain good smoke detection performance, pure smoke must be well separated
if indeed smoke exists in the image f . However, the question arises as to the nature of the
separated “smoke component” when f is a non-smoke image; does the separated s look
like smoke or not? In this section, experiments were conducted to evaluate what would
be the product after image separation when input image f is non-smoke.
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(a) texture background and dark smoke
(b) piece-wise smooth background and dark smoke
(c) texture background and bright smoke
Figure 6.13: Average absolute differences of α versus noise levels for different combi-
nations of background and pure smoke using different models for the smoke component.
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(a) piece-wise smooth background and bright smoke
(b) texture background and gray smoke
(c) piece-wise smooth background and gray smoke
Figure 6.14: Average absolute differences of α versus noise levels for different combi-
nations of background and pure smoke using different models for the smoke component
(cont.).
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(a) texture background and dark smoke
(b) piece-wise smooth background and dark smoke
(c) texture background and bright smoke
Figure 6.15: Average NCC values versus noise levels for different combinations of back-
ground and pure smoke using different models for the smoke component.
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(a) piece-wise smooth background and bright smoke
(b) texture background and gray smoke
(c) piece-wise smooth background and gray smoke
Figure 6.16: Average NCC values versus noise levels for different combinations of back-
ground and pure smoke using different models for the smoke component (cont.).
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We first proceed by letting f be the original background. Hence in these separation
experiments, the images in Figure 6.6 (a) were regarded as both b and f . The results indi-
cated that, regardless of the different types of background images and separation methods,
the estimated α was nearly zero and the separated “smoke component” was almost a ho-
mogeneous patch. Although the homogeneous patch is similar to some of the samples of
smoke images, it will not be misclassified as smoke because the nearly zero α value will
fail the threshold test.
Next let us assume that f represents other foreground images. Here, both textured and
piece-wise smooth images are considered and some examples are shown in the second
column in Figure 6.17. In conjunction with the images shown in the first column in
Figure 6.17 as b, the several separated “smoke components” based on different types
of models for the smoke component are shown in columns 3 to 5 in Figure 6.17. As
expected, regardless of the types of background and foreground images, the separated
“smoke component” is similar to the original foreground image if the local smoothness
or sparse representation model is used. When the local smoothness model is used, the
separated “smoke component” can be considered as a smoothed version of the original
foreground. However, when the principal component model is employed, the separated
“smoke component” appears more like pure smoke than the original foreground image.
In other words, the use of the principal component model for smoke component results
in non-smoke images being modeled as pure smoke. This phenomenon does not accord
with our original expectation of the consequence of image separation. It then follows that
if the principal component model is adopted in the detection task, it will inevitably lead
to misclassification. As a result, in the subsequent smoke detection experiments that we
conducted and reported, only the local smoothness and sparse representation were used
as constraint for smoke component at the stage of image separation. It is also noticed that
the estimated α values are all 1.0 in these separation experiments. When a scene is totally
opaque due to smoke, the blending parameter will also be estimated as 1.0. Thus, in the
smoke detection tasks, simply thresholding the α value will not be sufficient.
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Figure 6.17: Foreground object separation (column 1: texture and piece-wise smooth
background, column 2: texture and piece-wise smooth foreground, column 3-5: the sep-
arated “smoke component” using the local smoothness, principal component, and sparse
representation constraint respectively).
6.3.3 Performance of smoke separation on real video frames
We tested the smoke separation methods on real video sequences and some illustrative
blocks of the separated smoke components are shown in Figure 6.18. The collage in Fig-
ure 6.19 and 6.20 shows a few scenarios from our test scenes and frames of the separated
smoke components. Notice how well the smoke component was separated in indoor and
outdoor, long and short distance surveillance scenes. However, situations where the tex-
ture of smoke is very similar to that of the covered background and the smoke is very
light still present a challenge to our method (see the second scenario in Figure 6.20).
Given three image blocks from the video image shown in Figure 6.21 as the current in-
put images f , their estimated α values and separated smoke components are shown in
the figure. When the background image has no covering (the most left block in Figure
6.21), the estimated α value is close to 0 and the separated “smoke component” looks
like a homogeneous patch. When the background image is covered by light or heavy
smoke, the separated smoke component hardly includes the background information and
the estimated α indicates the degree of heaviness of the smoke.
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Figure 6.18: Some separated pure smoke block images using real video images (row 1:
the learnt background images b using a GMM [144], row 2: the current input images f ,
row 3: the separated smoke components s).
6.3.4 Smoke detection experiments on real video sequences
In a series of smoke detection experiments we sought to verify how the smoke separation
would improve the detection performance compared to the conventional methods that
extract features from the original video frames f rather than smoke components s.
Data sets
In total 15000 pairs of background images b modeled by a GMM [144] and corresponding
input images f were created from 20 publicly available video clips of smoke a. These
video clips cover indoor and outdoor, short and long distance surveillance scenes with
different illuminations, a few of which are shown in Figure 6.19 and 6.20. Specifically,
the 15000 input images consist of 10000 smoke images and 5000 non-smoke images. The
smoke images are divided into 4 categories, each category having 2500 images:
SI1: images that are fully covered by heavy smoke,
SI2: images that are fully covered by light smoke,
SI3: images that smoke covers more than half of their areas, and
SI4: images that smoke covers less than half of their areas.
The non-smoke input images are divided into two categories, each having 2500 image as
well:
aThe related video clips can be downloaded from http://signal.ee.bilkent.edu.tr/
VisiFire/Demo/SampleClips and http://imagelab.ing.unimore.it/visor.
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(a) the learned background images
(b) the current input images
(c) the separated smoke components
Figure 6.19: Some separated pure smoke frames using real video images ((a) the learned
background images b using a GMM [144], (b) the current input images f , (c) the sepa-
rated smoke components s).
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(a) the learned background images
(b) the current input images
(c) the separated smoke components
Figure 6.20: Some separated pure smoke frames using real video images ((a) the learned
background images b using a GMM [144], (b) the current input images f , (c) the sepa-
rated smoke components s) (cont.).
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Figure 6.21: The α values and separated smoke components for three different image
blocks in a real video frame.
NS1: images that are covered by non-smoke opaque objects, and
NS2: images that are not covered by anything.
Notice that each input image f in these categories has its corresponding background image
b obtained using GMM-based background modeling.
The noise level of b modelled by GMM
Experimental results obtained with synthesized images indicated that when the standard
deviation of the AWGN was less than 5, a successful separation was achievable. We
estimated the noise level of b modelled by GMM to gain insight into the expected perfor-
mance of the separation methods in real applications. The non-smoke set, NS2, was used
to estimate the noise level of the background images. If the GMM background modeling
used to obtain the background images had performed perfectly, an image in NS2 would
be exactly the same as their corresponding background image and their difference would
be zero. Therefore, we simply considered the difference as noise. The means and stan-
dard deviations of the differences for all images in NS2 were computed and the average
standard deviation value was about 4.7. This value is indicative of a successful separation.
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Evaluation method
The local binary pattern (LBP) has been successfully used in texture classification tasks
because of its ability to describe texture [116]. In this work, LBP was extracted from s to
describe the texture of smoke and input to a Kernel SVM to decide whether f is covered
by smoke or not. Radial basis function (RBF) kernel was tested in the experiments. By
tuning the cost parameter and γ parameter in SVM settings, the best classification results
are reported here.
In the experiments, each of the four categories of smoke images (SI1, SI2, SI3, SI4
described in Section 6.3.4) was combined with the non-smoke image category NS1 to
form four test data sets and ten-fold evaluation was performed on each data set. By setting
thresholds for the output score of SVM classifier, the Receiver Operating Characteristics
(ROC) curves for the four data sets were generated as performance measurement.
Results
In our evaluation we set the methods proposed by [155] and [150] as two baselines and
compared the results of the proposed methods to the results they published. The two
baseline methods extracted wavelet and LBP-based features from the original image f to
perform smoke detection respectively. Further, as part of our evaluation, we compared
our approach to the direct background separation in a bid to dispel the notion that it is
a simple and appropriate method for smoke separation. The difference image between f
and b was computed and LBP features were extracted for the experiments. Figure 6.22
shows the ROC curves of different methods for detecting different types of smoke. As
can be seen, irrespective of whether local smoothness or sparse representation is used
as the smoke component model, the proposed smoke detection methods based on image
separation outperform the baseline methods. Furthermore regardless of whether smoke is
heavy or light, fully or partly covering, significant improvements were achieved by using
the features extracted from smoke component s compared to the case when features were
extracted directly from the image f . Compared with the case when features were extracted
from the difference images, it is noteworthy that the detection performance obtained was
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much worse than those achieved by the proposed approach; a result that justifies the un-
suitability of background subtraction for smoke component separation.
Moreover, in many cases, the difference image could introduce or increase the back-
ground information and lead to poor detection performance when compared with the case
when features were extracted directly from the image f as shown in Figs. 6.22(a)-(c). In
our experiments one exception was observed for the image category SI04 (Figure 6.22(d))
when only less than half of image area was covered by smoke. The reason adduced for
this observation is that in this case background information dominates in both f and b.
Thus the resulting difference image becomes a homogeneous patch.
In all, it can be concluded that the comparative results presented here verify the ef-
fectiveness of the proposed approach.
6.3.5 Computational complexity
The proposed smoke detection algorithm consists of three major steps: background mod-
eling, separation of smoke component s and classification of s. Most computation is spent
on obtaining the sparse codes to separate the smoke component. In this step, the blend-
ing parameter α and the sparse codes to represent the smoke component s are alternately
solved. The parameter α is analytically calculated using Equation (6.10) and the sparse
codes for the smoke component are obtained using the feature-sign search algorithm. The
complexity of this step is O(ℵ1ℵ2K3) where K is the number of non-zero elements in
the sparse codes, ℵ1 is the number of iterations within the feature-sign search algorithm,
ℵ2 is the number of alternations. Typical values of K, ℵ1 and ℵ2 for our experiments are
30, 4 and 60 respectively. We implemented the detection algorithm in MATLAB on a PC
with 2.93GHz Intel(R) Core(TM) i7 CPU and 8GB memory and were able to achieve 1-2
frames per second at early stage of smoke. Notice that the proposed algorithm is highly
parallel because each block can be processed independently.
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(a) heavy smoke
(b) light smoke
(c) more than half of area is covered by smoke
(d) less than half of area is covered by smoke
Figure 6.22: ROC curves of different methods for detecting different types of smoke
((a) heavy smoke, (b) light smoke, (c) more than half of area is covered by smoke, (d)
less than half of area is covered by smoke).
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6.4 Summary
The fact that smoke often appears as an overlay on a background image could make the
task of smoke detection difficult. In this chapter we propose a method whereby the smoke
component, if any, is separated from an image before detection. The image formation
model for smoke that linearly blends an amount of smoke and background image forms
the basis of the proposed method. Using the sparse representation constraint, the blending
parameter was estimated and the smoke component was separated. Experimental results
have verified the effectiveness of the proposed method. Compared with the local smooth-
ness model proposed in Chapter 5, the sparse representation model is more effective for
smoke separation and thus can achieve better performance on smoke detection.
In general, Chapter 5 and Chapter 6 presents ideas pioneering a new direction for
vision-based smoke detection. However, there are still rooms for improvement. Under
this framework, at least two issues are worthy of further study. Firstly, in terms of smoke
separation, local smoothness and sparse representation constraints have proved effective
when the noise level of background modelling is not too high. It is worthwhile to study
other types of constraints in order to achieve better separated smoke component in the
presence of high level of noise in the modelled background. Secondly, once the smoke
component has been separated, more features for smoke may be investigated to obtain
better characterization although texture has proved to be discriminative in many cases as
evidenced by our experiments.
The proposed image separation approach has been inspired by the transparency prop-
erty of smoke. As a result, this framework may be suitable for detecting other semi-
transparent objects, such as fog, haze, water, shadow and steam. An interesting question
is whether this framework could be used to distinguish different objects with transparency
property, e.g. smoke and fog. From the physical process underlying the formation of
smoke and fog, there is a good chance to find some features to distinguish them.
Chapter 7
Smoke detection and separation in a
single image
Despite the recent advances in smoke detection from video, detection of smoke from sin-
gle images is still a challenging problem with both practical and theoretical implications.
However, there is hardly any reported research on this topic in the literature. In this chap-
ter, a novel feature is proposed to detect smoke from a single image. Furthermore, a
method is presented to separate smoke from background in single images.
7.1 Motivation
To the best of our knowledge, almost all existing detection algorithms are video-based
and the video is assumed to be captured by stationary cameras in order to facilitate the
motion detection and feature extraction involved in these algorithms. However, such re-
quirement can be hardly met in some scenarios. Firstly, cameras in an open space are
inevitably jittering under severe and dynamic environment such as wind. Secondly, if the
surveillance is based on battery-powered sensor network [3], [76], the available power
supply, computing resource, or bandwidth is hardly sufficient for video real-time stream-
ing and/or processing and smoke detection. In this case, surveillance images rather than
videos are available. Thirdly, when a pan-tilt-zoom (PTZ) camera is used in surveillance,
reliable background modeling is hardly achievable to serve smoke detection. In such
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circumstances, detection of smoke from single images becomes highly desirable.
Compared with the case that video-based smoke detection is performed on the video
frames/images directly, performance has been significantly improved when the detection
is performed on the separated smoke components as shown in Chapter 5 and 6. Therefore,
the same approach to separating smoke component from background before detection is
adopted for single images. It should be noted that background modeling based on the
information of previous video frames is a strict prerequisite in the methods presented
in Chapter 5 and 6. Given only one single image, it is no longer possible to estimate
the required background. Thus based on the image formation model for smoke, novel
methods for separating smoke from background need to be developed. For this purpose,
a method based on dual-dictionary modeling is proposed in the next section.
7.2 Dual-dictionary modeling
Similar to the video case, block-based detection scheme is adopted here as well in order
to achieve early detection (smoke will usually cover a very small area at the early stage)
and localization of smoke. Let f ∈ RN be a given image block with N pixels, b ∈ RN
and s ∈ RN be the corresponding background and smoke components. Then the image
formation model of Equation (3.16) can be written as
f = (1− α)b + αs + n, (7.1)
where n ∈ RN represents modeling noise. Unlike the video case where the background
component b is estimated through background modeling, in the case of single images, b is
expected to be estimated simultaneously with the smoke component s. Thus the problem
can be formulated as follows:
min
α,b,s
‖f − αs− (1− α)b‖22 s.t. α ∈ [0, 1]. (7.2)
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Given only a single input image block f , Equation (7.2) is under-determined because there
are N equations but 2N + 1 free variables for a gray-scale image. Further constraints are
required to obtain an unique and reliable solution to Equation (7.2). A good estimation
of b, s, and α is expected if both b and s could be well modeled according to the visual
property of non-smoke and pure smoke.
Due to the fact that smoke can be well modeled based on an over-complete dictionary
as shown in Chapter 6, a dual-dictionary method is employed here to model b and s
respectively. Similar to the case of pure smoke, if each image block is considered as a
point in an N -dimensional space, non-smoke images are likely to lie in multiple low-
dimensional subspaces. If samples of non-smoke images can be collected or generated
to capture their distribution in the N -dimensional space, it is expected that any specific
non-smoke image would have a sparse representation with respect to the samples. Such
a collection of non-smoke samples represents a non-smoke dictionary. Both dictionaries,
one for pure smoke and the other for non-smoke, are designed such that they lead to sparse
representations over only one type of image content (either pure smoke or non-smoke).
In addition, each dictionary should be trained using real samples to adapt to the specific
type of image content. In this thesis, the two dictionaries are trained independently. More
sophisticated schemes such as supervised dictionary learning [63], [93] can be adopted to
enhance the discriminative power of the dictionaries.
Let Ds ∈ RN×J(N  J) be a dictionary for pure smoke and each column of Ds be
a basis. Then a pure smoke image s is expected to be sparse in Ds:
s = Dsxs s.t. ‖xs‖0 ≤Ms, (7.3)
where ‖xs‖0 counts the number of non-zero entries in xs. Similarly a non-smoke image
b is expected to be sparse in a dictionary Db ∈ RN×L(N  L) for non-smoke:
b = Dbxb s.t. ‖xb‖0 ≤Mb. (7.4)
Here Ms and Mb are the upper bounds for the number of non-zero entries in the sparse
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coefficients xs and xb respectively. Considering Equation (7.3) and (7.4) as the models
for pure smoke and non-smoke respectively, Equation (7.2) can be rewritten as follows:
min
α,xb,xs
{‖f − αDsxs − (1− α)Dbxb‖22 + η‖xb‖0 + γ‖xs‖0} s.t. α ∈ [0, 1], (7.5)
where η and γ are regularization parameters. Due to the non-convexity of the `0-norm, it
is replaced with the `1-norm, which is the common practice in the literature:
min
α,xb,xs
{‖f − αDsxs − (1− α)Dbxb‖22 + η‖xb‖1 + γ‖xs‖1} s.t. α ∈ [0, 1]. (7.6)
The optimization problem expressed by Equation (7.6) is convex with respect to one of
xb, xs, and α when fixing the other two. One may propose to optimize the three terms
alternately. However, α and (1− α) are coupled with xs and xb respectively by multipli-
cation, which indicates that xb, xs, and αmay not be well estimated if no other constraints
are imposed. Noting that the optimal α is a scalar, we can always absorb α into xs and
(1 − α) into xb in Equation (7.6), and solve for αxs and (1 − α)xb. The only changes
are to scale down γ and η by α and (1 − α) respectively. This does not significantly
change the essence of the optimization, but helps to reduce one unknown α. Based on
this consideration, the following variables are defined
yb = (1− α)xb; ys = αxs. (7.7)
Then Equation (7.6) can be written as
min
yb,ys
‖f −Dsys −Dbyb‖22 + η′‖yb‖1 + γ′‖ys‖1. (7.8)
In this case, Dbyb and Dsys can be regarded as the scaled version of the background
and smoke component respectively; and they will be referred to as quasi-background and
quasi-smoke component respectively hereafter. Given f , Db, and Ds, Equation (7.8) can
be solved through alternate optimization with regard to yb and ys respectively by using
sparse coding algorithms such as the feature-sign search algorithm [82]. Each is a convex
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problem and the convergence of the optimization is guaranteed. Once the difference be-
tween the objective function (Equation (7.8)) values in two consecutive iterations is less
than a predefined threshold, the optimal yb and ys can be obtained.
For any input image block f irrespective of whether it contains smoke, the separated
quasi-smoke component tends to be more like smoke. Thus features extracted from quasi-
smoke component only may not be sufficient for deciding whether there is smoke or not
in f , this is particularly true when f is not covered by any smoke. Similar argument
can be made for the quasi-background component. However, features extracted from
both components jointly characterize f and are expected to have a good discriminative
power. One may propose to extract LBP from both components and concatenate them as
a feature to characterize f . Actually the coefficient vectors yb and ys indicate which bases
and the proportion thereof contribute to the construction of the quasi-background and
quasi-smoke components. Thus, yb and ys are expected to encode more discriminative
information. Based on this understanding, yb and ys are concatenated as a novel feature
to characterize f . The extracted feature is input to an SVM classifier. A decision is made
on whether there is smoke or not in f . The proposed detection algorithm is summarized
in Algorithm 1. The effectiveness of the proposed feature for smoke detection will be
validated in the experiments.
7.2.1 Computational complexity
In the proposed detection method, most computation time is spent in the step of fea-
ture extraction, that is, obtaining the sparse coefficients to represent the quasi-smoke and
quasi-background components by solving Equation (7.8). In this step, the sparse coeffi-
cients yb and ys are alternately calculated using the feature-sign search algorithm. The
complexity of this step is O(K1K2(K33 + K
3
4)), where K1 is the number of iterations
within the feature-sign search algorithm, K2 is the number of alternations, K3 is the num-
ber of non-zero entries in yb, and K4 is the number of non-zero entries in ys. Typical
values of K1, K2, K3 and K4 for our experiments are 5, 15, 30 and 20 respectively.
The detection algorithm was implemented in MATLAB on a PC with 2.93GHz Intel(R)
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Algorithm 1 Single Image Smoke Detection
Input:
block image f
dictionary Db for non-smoke
dictionary Ds for pure smoke
regularization parameters η′ and γ′
threshold Th for convergence checking
initial values obj0 and obj1 of the objective function (Equation (7.8)) such that |obj0−
obj1| > Th
Output:
class label for f
1: initialize ys by solving minys ‖f −Dsys‖22 + γ′‖ys‖1;
2: initialize yb by solving minyb ‖f −Dbyb‖22 + η′‖yb‖1;
3: while |obj0 − obj1| > Th do
4: calculate yb by solving Equation (7.8) with ys fixed;
5: yb ⇐ yb;
6: calculate ys by solving Equation (7.8) with yb fixed;
7: ys ⇐ ys;
8: obj0 ⇐ obj1;
9: calculate the current value obj1 of the objective function (Equation (7.8));
10: obj1 ⇐ obj1;
11: end while
12: concatenate ys and yb and input them to an SVM;
13: return the classification label.
Core(TM) i7 CPU and 8GB memory and was able to process each block image with the
size of 16 × 16 pixels within 0.2∼0.4 seconds. Notice that the proposed algorithm is
highly parallel because each block can be processed independently.
7.3 Separation of the smoke component
While the separated quasi-smoke and quasi-background components for each image block
are sufficient for detection of smoke, the separation of the true smoke component, if any,
from the background is required to assess the intensity of the smoke. However, this can
not be achieved at the block level through the dual-dictionary modeling. The reason is
that the dual-dictionary modeling only imposes constraints on the smoke and background
component without constraining the blending parameter, which is coupled with both com-
ponents. A reliable estimation of the blending parameter requires appropriate constraints
on it.
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Considering each pixel has a blending parameter, it is promising to impose cer-
tain constraints based on the intuition that the pixel-wise blending parameters should be
smooth across the entire image. Given one single image, block-based smoke detection can
be performed using Algorithm 1 in a sliding window manner. Every pixel in the image
can be classified as smoke or non-smoke according to the block-based detection results.
Furthermore, by setting thresholds for the output score of SVM classifier, each pixel can
be further classified into one of three categories: reliable smoke, reliable non-smoke, and
uncertain. For both reliable smoke and non-smoke pixels, their blending parameters are 1
and 0 respectively. Thus the problem reduces to the estimation of blending parameters for
uncertain pixels. Based on this understanding, the blending parameter may be estimated
in a propagation fashion from the known pixels to the unknown ones.
Such a formulation of the problem to estimate the blending parameter shares some
common nature to image matting [166]. However, the separation of smoke component
differs from image matting in three aspects. Firstly, a trimap that serves as the constraints
for image matting is accurate or error free as it is usually manually constructed. In our
case, a similar map is to be obtained through automatic detection; and this will be referred
to as detection map hereafter. Obviously, it includes detection errors. Secondly, almost
all the image matting algorithms are developed to deal with the cases where a substantial
area of foreground objects to be separated is opaque. However, much of the area covered
by smoke may be semi-transparent. Thirdly, most existing matting methods only focus
on alpha extraction but not foreground estimation. In our case, smoke is also expected
to be extracted from single gray-scale images in addition to the blending parameter. For
these differences, it has been found through experiments that the existing image matting
algorithms do not work satisfactorily in our case. Therefore, a new method is developed
for separating smoke component in a single image.
For each uncertain pixel based on the detection results, its smoke component, back-
ground component, and blending parameter are all unknown. Thus some assumptions are
required to solve this under-determined problem. Firstly based on the intuition that simi-
lar pixels should have similar blending parameters, the following assumption is made: the
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alpha value of a pixel can be approximated by a weighted sum of those of similar pixels
to the weights given by a kernel function K(i, j), which can be expressed mathematically
as follows:
αi ≈
∑
j
αjK(i, j)/Di or Diαi ≈ Kiα, (7.9)
where α ∈ Rn is a vector including α values for all the n pixels in the input image. Di
and Ki are defined as follows:
Di =
∑
j
K(i, j), (7.10)
Ki =
[
K(i, 1), · · · , K(i, n)
]
. (7.11)
Under this assumption, two key issues need to be addressed for alpha estimation. The first
one is that how to collect the similar pixels j given a pixel i of interest. The second one is
that how to construct the kernel function K(i, j).
Both the reliable smoke and reliable non-smoke pixels in a detection map are modeled
by GMM. The reason that GMM is adopted to cluster the known pixels is as follows.
The detection map constructed from smoke detection includes some errors, which means
that there are some misclassifications among reliable smoke, reliable non-smoke, and
unknown pixels. Given a pixel of interest, some misclassified pixels may be selected
as similar pixels as the one of interest, which will lead to an inaccurate estimation of
alpha. In order to reduce or eliminate the adverse effects of misclassified pixels on similar
pixel selection process, we propose to cluster the reliable smoke and reliable non-smoke
pixels using GMM. In addition, the similarity measurements between pixels are deemed to
include both photometric and geometric information. Specifically, a local patch centered
at each known pixel is selected and the gray-scale values of all the pixels in the local
patch are used to capture the photometric information of the centering pixel. The spatial
coordinates of each known pixel are regarded as the geometric information of the pixel.
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The photometric and geometric information form a feature vector and the clustering using
GMM will be performed in the feature space. Illustratively for the mth Gaussian, the
corresponding Gaussian probability density function (PDF) is expressed as:
fm[p(i)] =
1
(2π)M/2|Σm|1/2
exp{−1
2
[p(i)− µm]TΣ−1m [p(i)− µm]}, (7.12)
where µm and Σm are the mean vector and covariance matrix of themth Gaussian, p(i) ∈
RM is the M -dimensional feature vector for the ith pixel. Given an unknown pixel i of
interest, the PDFs for the pixel based on all the Gaussians can be calculated. The Gaussian
that achieves the highest PDF value will be selected and the corresponding known pixels
used to learn this Gaussian will be regarded as similar pixels as the ith pixel.
The kernel function should be constructed in such a way that it has a bigger value
if the distance between two pixels in the feature space is smaller, and vice versa. Here
Manhattan distance is adopted and the kernel function is defined as:
K(i, j) = 1− ||p(i)− p(j)||1
C
, (7.13)
where p(i) and p(j) are the feature vectors for the ith and jth pixel respectively, C is the
normalized constant.
After addressing the aforementioned two issues, we further define:
A =

K(1, 1) · · · K(1, n)
... . . .
...
K(n, 1) · · · K(n, n)
 , (7.14)
and
D =

D1 0 · · · 0
0 D2
. . . ...
... . . . . . . 0
0 · · · 0 Dn

. (7.15)
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A ∈ Rn×n is often referred to as affinity matrix and D ∈ Rn×n is a diagonal matrix.
According to Equation (7.9), we have:
Dα ≈ Aα. (7.16)
Thus,
(D−A)α ≈ 0 or αTLcα ≈ 0, (7.17)
where Lc = (D−A)T (D−A) is referred to as the clustering Laplacian. In consideration
of the constraints from the detection map, the blending parameter can be estimated by
solving the following optimization problem:
α∗ = argminαTLcα + λ(α
T − vT )V(α− v), (7.18)
where λ is a regularization parameter, V ∈ Rn×n is a diagonal matrix whose diagonal
elements are one for known pixels (i.e. either reliable smoke or non-smoke) and zero for
all the unknown pixels, and v ∈ Rn is a vector containing the specified alpha values for
the known pixels and zero for all the other pixels. Intuitively, the ith entry vi of v can be
expressed as follows:
vi =

1 if pixel i is reliable smoke
0 otherwise.
(7.19)
The solution to Equation (7.18), which is a quadratic function of α, can be obtained by
differentiating it with respect to α and setting the derivatives to zero. Thus the optimal
blending parameter is:
α∗ = (Lc + λV)
−1(λv). (7.20)
Secondly, a similar assumption can be made for the smoke component: the smoke com-
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ponent of a pixel can be approximated by a weighted sum of those of similar pixels to the
weights given by a kernel function. Furthermore, a similar analysis leads to the following
optimization problem:
s∗ = argmin sTLcs + λ(s
T − uT )V(s− u), (7.21)
where u ∈ Rn is a vector containing the pixel values from the input image f for reliable
smoke pixels and zero for all the other pixels. Intuitively, the ith entry ui of u can be
expressed as follows:
ui =

fi if pixel i is reliable smoke
0 otherwise.
(7.22)
The optimal smoke component can be expressed as:
s∗ = (Lc + λV)
−1(λu). (7.23)
Once the blending parameter and smoke component are estimated through solving Equa-
tion (7.20) and (7.23), they are substituted into the image formation model and the back-
ground component can be calculated.
7.4 Experimental results
To verify the methods proposed in this chapter, the following experiments were conducted
and the related results are reported in this section:
(1) Experiments on images captured by non-stationary cameras were performed to il-
lustrate the limitation of video-based smoke detection and justify the need for single
image smoke detection.
(2) Visual assessment of the quasi-smoke and quasi-background components.
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(3) Binary classification of smoke and non-smoke image blocks to evaluate the dis-
criminative power of the proposed feature.
(4) Classification of heavy smoke, light smoke, and non-smoke based on the proposed
feature.
(5) Evaluation of the proposed feature on challenging images, such as fog, that have
similar visual appearance as smoke.
(6) Validation of the effectiveness of the proposed feature on real data.
(7) Experiments of separating smoke from background on real images.
7.4.1 Data sets
Six data sets were constructed for the above experiments.
DS1
The data set consists of 1000 pure smoke images with the size of 16× 16 pixels and was
used to learn Ds. DS1 is the same as the one used for training the smoke dictionary in
Chapter 6. Again, K-SVD was adopted to train Ds which has the size of 256×500. Some
basis samples from Ds are shown in Figure 7.1.
Figure 7.1: Examples of the bases from the learned smoke dictionary Ds.
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DS2
This data set consists of non-smoke images with the size of 16×16 pixels and was used to
learn Db. To make Db have good generalization ability, it was constructed by randomly
cropping 60000 non-smoke images with the size of 16× 16 pixels from the images in the
CIFAR-100 data set [74]. Similarly, K-SVD was used to train Db which has the same size
as Ds. Some basis samples from Db are shown in Figure 7.2.
Figure 7.2: Examples of the bases from the learned non-smoke dictionary Db.
DS3
This data set was constructed to demonstrate how unreliable background modeling would
affect adversely video-based smoke detection and thus justify the need for single image
smoke detection. Specifically, DS3 has 1000 images with the size of 16 × 16 pixels that
were manually cropped from four videos captured by unstable cameras. These videos
cover both indoor and outdoor scenes and example frames of them are shown in Figure
7.3. Moreover, half of these block images are smoke (either heavy or light) and the rest
are non-smoke foreground objects. Notice the 1000 cropped block images are associated
with 1000 background block images that were estimated through video-based background
modeling [144].
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Figure 7.3: Example frames of the videos captured by unstable cameras.
DS4
This data set is a collection of smoke images with the size of 16× 16 pixels and was used
for testing the proposed detection algorithm. Specifically, it includes 5000 block images
that were manually cropped based on visual observation from 25 publicly available video
clips of smoke. These video clips [16, 155, 185], cover indoor and outdoor, short and
long distance surveillance scenes with different illuminations, example frames of which
are shown in Figure 6.19 and 6.20. Furthermore, half of the 5000 block images are heavy
smoke and the other half are light smoke.
DS5
It is a collection of general non-smoke block images used for testing the proposed detec-
tion algorithm, which covers a large variety of real life image patches. Specifically, 5000
images with the size of 16 × 16 pixels were randomly cropped from the images in the
15-scene data set [78].
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DS6
This data set is composed of challenging non-smoke block images used for testing the
proposed detection algorithm. In a single image smoke detection problem there are three
categories of challenges that could lead to misclassification or false detection. These
challenges arise respectively from the physical formation process, transparency and ho-
mogeneity properties of smoke. As a result, each image in DS6 must exhibit at least one
of the challenges in the three categories. The first category includes some objects shar-
ing similar physical formation process as smoke, such as haze/fog, cloud, and steam. As
shadow and glass have similar transparency property as smoke, they can be considered
as the representative samples of the second category. Due to the homogeneous property
of some pure smoke, image patches with high homogeneity may pose a challenge to ac-
curate detection. Thus smooth wall, sky, clothes and vehicle body are included in the
third category. Water is also considered due to its transparency property and high homo-
geneity. In summary, to construct DS6, images a total of 10 challenging object classes
were collected from website and 2500 non-smoke images with the size of 16× 16 pixels
were cropped randomly from the related challenging regions, with 250 block images in
each class. Sample challenging non-smoke images and the corresponding block images
cropped are shown in Figure 7.4.
In a summary, the data sets used in the related detection experiments are listed in
Table 7.1.
Table 7.1: Data sets used in the related detection experiments
Experiment Data sets involved
(1) DS3
(3) DS4, DS5
(4) DS4, DS5
(5) DS4, DS6
(6) DS4, DS5, DS6
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Figure 7.4: Sample challenging non-smoke images and the corresponding block images
cropped (The block images indicated by red rectangle in each image represent one of the
following challenging object classes respectively: clothes, cloud, haze/fog, wall, glass,
sky, shadow, steam, vehicle body, and water).
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7.4.2 Influence of jitter on smoke detection
Existing video-based smoke detection algorithms usually assume a stationary camera. It
is interesting to test how camera jittering can affect video-based smoke detection. More
importantly, whether the proposed method for single image smoke detection will outper-
form video-based smoke detection is verified.
The method presented in Chapter 6 was used as a baseline for video-based smoke
detection in the experiments. The performance of smoke separation using this method in
the case of non-stationary camera was tested on synthesized smoke images shown in Fig-
ure 6.7. To simulate the corresponding background images captured by a shaking camera,
the ground truth background images shown in Figure 6.6 (a) were randomly shifted by
no more than 5 pixels towards one of the eight directions. Specifically, the simulated
background images under the case of non-stationary camera are shown in Figure 7.5. In
the experiments, each synthesized image in Figure 6.7 was considered as an input image
f , and the corresponding background image in Figure 7.5 was considered as b. Using
the methods presented in Chapter 6, the blending parameter α and smoke component s
were obtained. To evaluate the accuracy of the estimation of α quantitatively, the abso-
lute difference between the actual α (ground truth) and the estimated α was adopted as
an indicator. For each combination of background and pure smoke, the average absolute
differences are reported in Table 7.2. For comparison purpose, the average absolute dif-
ferences of α calculated under the situation of stationary camera are also included in the
table. Note ground truth background images shown in Figure 6.6 (a) were considered as
b in the case of stationary camera. As can be seen from Table 7.2, compared with the
case of stationary camera, the increased average absolute differences of α in the case of
non-stationary camera indicate a significant deterioration of smoke separation.
To quantitatively evaluate the performance of the smoke component estimation, NCC
between the estimated and true smoke components was computed. For each combination
of background and pure smoke, the average NCC are reported in Table 7.3. Similarly, the
average NCC calculated in the case of stationary camera are also shown for comparison
purpose. Compared with the situation of stationary camera, there exists decreases for the
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Figure 7.5: The simulated background images corresponding to all the images in the test
data set shown in Figure 6.7.
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Table 7.2: Average absolute differences between the estimated α and the actual α for
different combinations of background and pure smoke ((1) texture background and dark
smoke, (2) piece-wise smooth background and dark smoke, (3) texture background and
bright smoke, (4) piece-wise smooth background and bright smoke, (5) texture back-
ground and gray smoke, and (6) piece-wise smooth background and gray smoke)
non-stationary camera stationary camera
(1) 0.4482 ± 0.2882 0.0022 ± 0.0019
(2) 0.4264 ± 0.2675 0.0019 ± 0.0015
(3) 0.4478 ± 0.2898 0.0023 ± 0.0017
(4) 0.4473 ± 0.2878 0.0018 ± 0.0014
(5) 0.4356 ± 0.2778 0.0337 ± 0.0266
(6) 0.45 ± 0.2872 0.0062 ± 0.0027
average NCC in the case of non-stationary camera, which means the estimation of smoke
component is not accurate. Based on the results shown in Table 7.2 and 7.3, it can be
concluded that the performance of smoke separation will be deteriorated significantly if
the video is captured by a non-stationary camera.
Table 7.3: Average NCC between the estimated and true smoke components for different
combinations of background and pure smoke ((1) texture background and dark smoke,
(2) piece-wise smooth background and dark smoke, (3) texture background and bright
smoke, (4) piece-wise smooth background and bright smoke, (5) texture background and
gray smoke, and (6) piece-wise smooth background and gray smoke)
non-stationary camera stationary camera
(1) 0.5435 ± 0.0874 0.9274 ± 0.045
(2) 0.4061 ± 0.0751 0.9579 ± 0.0136
(3) 0.403 ± 0.3505 0.9137 ± 0.031
(4) 0.6406 ± 0.1606 0.962 ± 0.0334
(5) 0.8363 ± 0.2447 0.992 ± 0.0148
(6) 0.8966 ± 0.0945 0.995 ± 0.013
In the case of non-stationary camera, the inaccurate smoke component estimation
would have adverse effects on smoke detection in video. However, single image smoke
detection, which does not rely on the information of previous video frames, should per-
form well. To validate this, experiments using real video data were conducted. Given
DS3 (1000 block images cropped from the video clips captured by non-stationary cam-
eras), the smoke detection algorithm presented in Chapter 6 was implemented on these
block images. 5-fold cross validation was performed and the classification accuracy is
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only 54.5%.
In the image-based smoke detection, for each of the 1000 block images, the corre-
sponding sparse coefficients yb and ys were estimated by solving Equation (7.8). The
concatenated yb and ys was used as the feature input to an SVM classifier. Similarly, 5-
fold cross validation was performed and the classification accuracy is 95.5%. Obviously,
when dealing with a video captured by a non-stationary camera, existing video-based
smoke detection algorithms will perform poorly but single image smoke detection can
still achieve good performance.
7.4.3 Separation of quasi-smoke and quasi-background
Given a test image block f and the trained dictionaries Db and Ds, the correspond-
ing sparse coefficients yb and ys are estimated by solving Equation (7.8). Then quasi-
background component Dbyb and quasi-smoke component Dsys are calculated. For an
image which includes many blocks, the separation can be performed on every block in
a sliding window manner. To evaluate the separation performance qualitatively, visual
inspection was conducted for both indoor and outdoor scenarios. Some separated quasi-
smoke and quasi-background components are shown in Figure 7.6 and 7.7. As can be
noticed, the pure non-smoke areas in the test images can be well represented by the cor-
responding quasi-background component. For the smoke-covered regions, most smoke
information is included in the corresponding quasi-smoke component while the details of
non-smoke are characterized by the corresponding quasi-background component.
7.4.4 Classification of smoke and non-smoke
Given 5000 smoke image blocks (DS4) and 5000 general non-smoke image blocks (DS5),
the discriminative power of the proposed feature was studied. Specifically, each of the
10000 block images was considered as f . Given the trained dictionaries Db and Ds, the
corresponding sparse coefficients yb and ys were estimated by solving Equation (7.8).
The concatenated yb and ys was considered as a novel feature to characterize the test
image block and as the input to an SVM classifier to determine whether it contains smoke.
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(a) the test images
(b) the separated quasi-smoke components
(c) the separated quasi-background components
Figure 7.6: Quasi-smoke and quasi-background separation ((a) the test images, (b) the
separated quasi-smoke components, (c) the separated quasi-background components).
(a) the test images
(b) the separated quasi-smoke components
(c) the separated quasi-background components
Figure 7.7: Quasi-smoke and quasi-background separation ((a) the test images, (b) the
separated quasi-smoke components, (c) the separated quasi-background components)
(cont.).
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In the rest of the chapter, the proposed feature will be referred to as SC.
To compare the SC feature with conventional image features for smoke detection, the
texture feature, LBP, was chosen since it offered the state-of-the-art performance in video-
based smoke detection [185]. As shown in Chapter 5 and 6, the texture feature extracted
from the separated smoke component is more reliable than that extracted from the original
video frame. In our experiments LBP was extracted from the separated components as
well. After yb and ys were estimated, quasi-background component Dbyb and quasi-
smoke component Dsys were obtained. Similar to the trick used in Chapter 5 and 6, LBP
of Dsys was considered as a feature for smoke detection, and will be referred to as LBPS
in the rest of this chapter. Additionally, the concatenated LBP extracted respectively from
Dbyb and Dsys may encode discriminative information and was tested as well; and this
will be referred to as LBPC hereafter. For completeness, LBP that was extracted from
the original image block f without performing separation was also tested; and this will be
referred to as LBP in the rest of this chapter.
Both linear and radial basis function (RBF) kernel SVM were tested and 5-fold cross
validation was performed in our experiments in this chapter, unless otherwise specified.
The classification accuracies are reported in Table 7.4. As shown in the table, among
the four features tested, the proposed feature SC achieves the highest accuracy in the
binary classification of smoke and non-smoke. As expected, the texture feature LBP
extracted from f has the worst performance. With the texture information of both quasi-
background and quasi-smoke components considered, LBPC is more discriminative than
LBPS , which only represents the texture feature of quasi-smoke component. For clarity,
the confusion matrix based on SC is shown in Table 7.5. Furthermore, the ROC curves
are adopted as performance measurement. They are shown in Figure 7.8 along with area
under the curve (AUC) values. It is evident that the proposed feature SC outperforms all
the other three features.
The optimum SVM parameters obtained after tuning (5-fold cross validation on 10000
image blocks) were used to train an SVM classifier using the proposed feature. Some clas-
sification results are shown in Figure 7.9. In each scene shown in Figure 7.9, one smoke
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Table 7.4: Accuracies for the classification of smoke and non-smoke (LBP : extracted
from the original image block f ; LBPS : extracted from the quasi-smoke component
Dsys only; LBPC : extracted from both the quasi-smoke component Dsys and the
quasi-background component Dbyb and then concatenated)
Feature LBP LBPS LBPC SC (Proposed)
Accuracy (%) 68.96 80.49 85.58 94.9
Table 7.5: Confusion matrix for the classification of smoke and non-smoke based on the
proposed feature SC
Detected
Smoke Non-smoke
Truth Smoke 95.2% 4.8%
Non-smoke 5.4% 94.6%
region and one non-smoke region were selected manually for illustration purpose; these
are indicated using blue rectangle. Then some block images were randomly selected from
the two regions as test samples. The smoke and non-smoke blocks classified by using the
proposed feature are indicated by red block and green block respectively. Although there
are a few misclassifications on block level, the selected regions indicated by blue rectangle
will not be misclassified if a simple majority voting is employed.
7.4.5 Classification of heavy smoke, light smoke and non-smoke
Generally at the onset, smoke starts out lightly in a video surveillance scene. In order to
be useful for assessing the stage of smoke, the algorithm should be able to differentiate
amongst heavy smoke, light smoke, and non-smoke. Furthermore, the algorithm should
not be sensitive to false alarm caused by some objects with high homogeneous appearance
such as clothes and vehicle body. This consideration motivates us to conduct a ternary
classification of heavy smoke, light smoke, and non-smoke based on the proposed feature.
To our best knowledge, it has not been reported in the literature before.
Specifically, 2500 block images were randomly selected from the data set of non-
smoke DS5. Given these 2500 non-smoke, 2500 heavy smoke, and 2500 light smoke
image blocks, quasi-smoke and quasi-background components were separated and the
proposed feature SC was extracted. For comparative evaluation, LBP , LBPS and LBPC
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Figure 7.8: ROC curves for the classification of smoke and non-smoke (LBP : ex-
tracted from the original image block f ; LBPS : extracted from the quasi-smoke compo-
nent Dsys only; LBPC : extracted from both the quasi-smoke component Dsys and the
quasi-background component Dbyb and then concatenated).
were also extracted as texture feature. The classification accuracies are reported in Table
7.6. As shown among all the four features the highest accuracy was obtained when using
the proposed feature SC. It is also noted that, for the classification of heavy smoke,
light smoke, and non-smoke, the features LBPS , LBPC and SC extracted based on the
separated components still outperform LBP . For clarity, the confusion matrix for ternary
classification based on SC is shown in Table 7.7. As can be noticed, most non-smoke can
be differentiated from heavy smoke and light smoke. The main misclassification occurs
between heavy smoke and light smoke. This result is consistent with the classification of
smoke and non-smoke.
Table 7.6: Accuracies for the classification of heavy smoke, light smoke, and non-smoke
(LBP : extracted from the original image block f ; LBPS : extracted from the quasi-
smoke component Dsys only; LBPC : extracted from both the quasi-smoke component
Dsys and the quasi-background component Dbyb and then concatenated)
Feature LBP LBPS LBPC SC (Proposed)
Accuracy (%) 51.92 62.77 73.61 84.47
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Figure 7.9: Illustrative classification results (blue rectangle: the selected region; red
block: classified as smoke; green block: classified as non-smoke).
Table 7.7: Confusion matrix for the classification of heavy smoke, light smoke, and
non-smoke based on the proposed feature SC
Detected
Heavy Light Non-smoke
Heavy 81.4% 18.2% 0.4%
Truth Light 13.6% 76.2% 10.2%
Non-smoke 1.2% 3% 95.8%
7.4.6 Differentiation of smoke from challenging objects
As discussed before, there are objects having similar visual properties that may challenge
the smoke detector. In this section, the experiment on differentiating smoke from some
challenging objects is reported. Note this is the first time such an experiment was con-
ducted.
In this experiment, 2500 smoke (including both heavy and light) image blocks that
were randomly selected from the smoke data set DS4 and 2500 challenging non-smoke
block images from DS6 were used. To make a comparison, LBPC which has been proved
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to be the best among LBP features was extracted from quasi-smoke and quasi-background
components as texture feature.
The classification of these image blocks into smoke and non-smoke yielded classifi-
cation accuracies of 77.16% and 79.2% when using LBPC and SC respectively. Specif-
ically, for each class of the challenging non-smoke objects, the accuracies (%) of being
correctly classified as non-smoke are shown in Table 7.8. Notice that although LBPC and
SC lead to similar classification performance on the entire data set, their performance on
each class vary significantly. Among all the challenging non-smoke classes considered,
when SC is used, the test images of sky and steam have the highest and lowest probability
being correctly classified as non-smoke respectively.
Table 7.8: Accuracies (%) of each class of objects in DS6 being correctly classified as
non-smoke
Feature LBPC SC
Clothes 75.6 92.4
Cloud 71.2 65.6
Fog/haze 62.4 61.6
Glass 78.4 77.2
Shadow 72.4 83.6
Sky 92.8 96.8
Steam 58.8 54
Vehicle body 97.2 95.2
Wall 83.6 81.2
Water 79.2 84.4
It can be expected from the above experiments that the proposed feature SC will
outperform LBP-based features in a realistic case where smoke and non-smoke coexist.
7.4.7 Smoke detection: real application considerations
Based on the results so far obtained, the proposed feature SC, has been validated to effec-
tively differentiate between the classes of smoke and common non-smoke; and the classes
of smoke and challenging non-smoke. However, a classifier which can well differentiate
smoke from common non-smoke may not effectively classify smoke from challenging
non-smoke. Similar argument can be made for a classifier trained using smoke and chal-
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lenging non-smoke only. Moreover, in a smoke detection system application it will be
preferable to filter out common non-smoke at a first stage of smoke detection. Then
smoke and challenging non-smoke are further differentiated at a second stage. Based on
these considerations, a tree-structured classifier may have good generalization ability in
classifying smoke from non-smoke and was constructed. Using the data sets DS4, DS5,
and DS6 described in Sect. 7.4.1, two partitions (training and test data) were created.
In the training set, there are 1500 block images including either heavy or light smoke,
1500 common non-smoke block images selected randomly, and 1500 challenging non-
smoke block images. The test set comprises 3500 smoke block images, 3500 common
non-smoke block images, and 1000 challenging non-smoke block images.
Five SVMs were trained using the proposed feature SC, which are listed as follows:
• Classifier1: a binary classifier trained on the 1500 smoke block images and the 1500
common non-smoke block images
• Classifier2: a binary classifier trained on the 1500 smoke block images and the 1500
challenging non-smoke block images
• Classifier3: a binary classifier trained on the 1500 smoke block images and the 3000
non-smoke (including both common and challenging) block images
• Classifier4: a ternary classifier trained on the 1500 smoke block images, the 1500
common non-smoke block images, and the 1500 challenging non-smoke block im-
ages
• Classifier5: a binary classifier trained on the 1500 smoke block images, the 1500
common non-smoke block images, and the 1500 challenging non-smoke block im-
ages (the smoke block images and challenging non-smoke block images were con-
sidered to be from the same class)
Based on the trained five SVMs, two classifiers with tree-structure were constructed.
They are:
• Classifier6: a concatenated classifier of Classifier1 and Classifier2
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• Classifier7: a concatenated classifier of Classifier5 and Classifier2
Given the 3500 smoke block images and 4500 non-smoke (including 3500 common
and 1000 challenging non-smoke) block images in the test set, image separation was per-
formed and SC was extracted. The ROC curves for smoke detection based on the seven
classifiers are shown in Figure 7.10. Overall tree-structured classifiers Classifier6 and
Classifier7 outperform all the other five single SVM classifiers. Furthermore, Classifier7
leads to the best performance among all the classifiers. Trained on the smoke and chal-
lenging non-smoke block images only, Classifier2 gives the worst performance among all
the classifiers. The ROC curve based on Classifier7 also indicates the effectiveness of the
proposed feature SC for single image smoke detection.
Figure 7.10: ROC curves for single image smoke detection based on different classifiers.
7.4.8 Single image smoke separation
To validate the effectiveness of constructing detection map based on the results of smoke
detection, an input image and its corresponding detection maps constructed according to
different thresholds for the output score of SVM classifier are shown in Figure 7.11. It
is noted that reliable smoke, reliable non-smoke, and unknown pixels are indicated with
white, black, and gray respectively in the detection maps. Despite of different detection
maps, misclassification exists more or less.
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(a) input image
(b) detection map-1
(c) detection map-2
(d) detection map-3
Figure 7.11: An input image and its corresponding detection maps constructed based
on the results of smoke detection using different thresholds for the output score of SVM
classifier.
In addition, some results for smoke separation based on the proposed algorithm are
shown in Figure 7.12, 7.13, 7.14, and 7.15, which cover both outdoor and indoor scenarios
with smoke at different stages. As can be noticed from Figure 7.12, 7.13, and 7.14, a
small percentage of misclassification leads to a relatively reliable detection map, which
further yields good estimation of the blending parameter and smoke component. When
misclassification is considerable, as is shown in Figure 7.15, the estimation of the blending
parameter and smoke component becomes inaccurate. In terms of background separation,
although it is hard to reliably estimate the part that is covered by heavy smoke, certain
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areas of the background covered by light smoke are recovered.
7.5 Summary
In this chapter, a novel feature, namely the sparse coefficients associated with an over-
complete dictionary representation, has been proposed to detect smoke from a single
image. The proposed feature arises from two parts; one representing the smoke com-
ponent of the input image and the other representing the non-smoke component. Based
on the imaging model, an optimization scheme allowing the separation of quasi-smoke
and quasi-background components was formulated. The effectiveness of the proposed
feature for single image smoke detection was validated by the experimental results. Fur-
thermore, the design of a practical smoke detection system was presented. Preliminary
results on smoke separation were obtained by means of the proposed method. Notice the
blending parameter and smoke component were estimated independently and the back-
ground component was then calculated by using the image formation model. In the future,
appropriate constraints may be imposed on the background component to achieve a better
separation. In addition, how to minimize the adverse effects of misclassification on smoke
separation needs a further study.
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(a) input image
(b) detection map
(c) estimated blending parameter
(d) separated smoke component
(e) separated background component
Figure 7.12: Results for single image smoke separation ((a) input image (b) detec-
tion map (c) estimated blending parameter (d) separated smoke component (e) separated
background component).
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(a) input image
(b) detection map
(c) estimated blending parameter
(d) separated smoke component
(e) separated background component
Figure 7.13: Results for single image smoke separation ((a) input image (b) detec-
tion map (c) estimated blending parameter (d) separated smoke component (e) separated
background component) (cont.).
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(a) input image
(b) detection map
(c) estimated blending parameter
(d) separated smoke component
(e) separated background component
Figure 7.14: Results for single image smoke separation ((a) input image (b) detec-
tion map (c) estimated blending parameter (d) separated smoke component (e) separated
background component) (cont.).
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(a) input image
(b) detection map
(c) estimated blending parameter
(d) separated smoke component
(e) separated background component
Figure 7.15: Results for single image smoke separation ((a) input image (b) detec-
tion map (c) estimated blending parameter (d) separated smoke component (e) separated
background component) (cont.).
Chapter 8
Conclusion
8.1 Summary
Vision-based smoke detection is of great significance for saving property and human lives
from fire disasters. This thesis addresses some challenges in detecting smoke from both
videos and single images. Computational models have been established to account for the
imaging process of smoke and novel methods have been proposed based on the computa-
tional models for vision-based smoke detection. Extensive experiments were conducted
to verify the methods proposed in this thesis. The key contributions of the thesis include:
• A physics-based image model. Based on the attenuation and airlight effects in-
troduced by smoke, an image formation model has been derived to account for the
imaging process of smoke. With reasonable assumptions considered, any small-
sized image can be expressed as a linear combination of smoke component and
background component. This understanding of the smoke imaging process forms
the base for developing reliable algorithms for vision-based smoke detection.
• A novel spatial-temporal descriptor. To overcome the sensitivity of the original
LBP to the relative changes between background and foreground, NRLBP has been
employed to describe the texture of smoke in a discriminative and compact way.
NRLMBP, which is a NRLBP extended to temporal domain, was adopted to encode
the motion patterns of smoke in video. As a spatial-temporal representation of
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smoke, NRLBP and NRLMBP were combined and applied to smoke detection in
video.
• An image separation approach. To eliminate the adverse effects of background
on smoke detection, a novel approach has been proposed for smoke detection in
videos by separating smoke from background. Guided by the image formation
model, given a video frame and its background, the estimation of the blending pa-
rameter and the actual smoke component has been formulated into a convex opti-
mization framework. Three models, namely local smoothness, principal component
and sparse representation, were proposed to model the smoke component for effec-
tive separation. Both the blending parameter and smoke component are then used
for smoke detection.
• A smoke detection and separation method in single images. Based on the image
formation model of smoke imaging, a method for single image smoke detection has
been proposed. Given a single image, an optimization scheme allowing the sep-
aration of quasi-smoke and quasi-background components was formulated based
on dual-dictionary modeling. The sparse coefficients for representing the separated
components were used as features for smoke detection. Taking the advantage of the
detection results, a method has been proposed for separating the smoke component.
8.2 Future work
The concept of separation-based detection proposed in this thesis has pioneered a new
direction for vision-based smoke detection. In this framework, some interesting research
problems still exist. Additionally, this thesis has provided some insights for dealing with
vision tasks relating to semi-transparent objects.
• In the detection framework based on image separation, further constraints can be
explored in the process of separating smoke to improve the detection performance.
It is noted that smoke detection was mainly performed on gray-scale images in the
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scope of this thesis. Actually, color cameras in video surveillance can provide more
information for smoke separation and detection. How to make use of this infor-
mation and incorporate it effectively into the separation-based detection framework
needs a further study.
• Image sequences of smoke often exhibit certain stationarity properties in temporal
domain, which can be referred to as a type of dynamic texture [29]. It is interesting
to quantify the features of smoke from this perspective for detection.
• The transparency property of smoke has inspired an image separation approach for
smoke detection. A similar image formation model may be derived or assumed in
other vision tasks relating to semi-transparent objects. Thus the proposed methods
for smoke separation and detection may be adapted to address these issues including
fog/haze detection, shadow removal, and underwater image enhancement.
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