Abstract. The object of this paper is to introduce the new family of cracked sets which yields a compactness result in the W 1,p -topology associated with the oriented distance function and to give an original application to the celebrated image segmentation problem formulated by Mumford and Shah [21] . The originality of the approach is that it does not require a penalization term on the length of the segmentation and that, within the set of solutions, there exists one with minimum density perimeter as defined by Bucur and Zolésio in [3]. This theory can also handle N -dimensional images. The paper is completed with several variations of the problem with or without a penalization term on the length of the segmentation. In particular, it revisits and recasts the earlier existence theorem of Bucur and Zolésio [3] for sets with a uniform bound or a penalization term on the density perimeter in the W 1,p -framework.
segmentation in geomaterials [2] , but this is way beyond the scope of this paper.
Some initial considerations about the numerical approximation of cracked sets can be found in [13] .
In problems where the shape or the geometry is a design, control, or identification variable, metrics are used to measure the distance between objects, to specify topologies to make sense of continuity and compactness, and to obtain meaningful optimality conditions. From the purely theoretical viewpoint it is now becoming clear that the metric constructed from the W 1,p -norm 2 on the oriented distance function (signed or algebraic distance function) is playing a central and natural role in the analysis of such problems. For instance, convergence and compactness in that topology imply the same properties in all other topologies constructed from distance functions to or characteristic functions of a set, its complement, or its boundary. Earlier compactness results using the uniform cone property or the density perimeter or more recent ones using the uniform cusp property also hold in the finer W 1,p -topology (cf. [6, 7, 8] and the recent book [11] for an extensive analysis of metrics on subsets of the Euclidean space). In addition, it also plays a key role in other geometric identification problems and the characterization of the space of solutions of the evolution equation of the oriented distance function for initial sets with thin boundary evolving in a velocity field [12] .
In § 2 we review the definitions, properties, and the metrics associated with the oriented distance function. In § 3 we review the sets with finite h-density perimeter and introduce the new families of cracked sets. We give the associated compactness theorems in the strong W 1,p -metric topology on the oriented distance function. In § 4
we discuss the formulation ( § 4.1) of the N -dimensional image segmentation problem and give the main existence theorem for cracked sets without penalization term or bound on the perimeter ( § 4.2). § 4.3 makes use of the h-density perimeter which is a relaxation of the (N − 1)-dimensional upper Minkowski content in two ways: an example of a segmentation whose solution has two open connected parts but an interface of infinite length; and a complement to the existence theorem of § 4.2 by proving that among all the solutions there is one with minimum h-density perimeter.
In § 4.4 we go back to the formulation of Bucur and Zolésio with respect to the family of sets with a bounded h-density perimeter. We give an existence theorem in the case of a uniform bound and no penalization term and in the case of a penalization term and no uniform bound on their perimeter. Finally, as a corollary, we give the existence for those two cases within the family of cracked sets.
In this paper the words set, image, and object will be used equivalently. 2. Oriented distance function and its properties.
Definitions and properties.
Given a subset Ω of R N with boundary Γ = ∅, the oriented distance function is defined as
There is a one-to-one correspondence between b Ω and the equivalence class
In general
but we only have
where int Ω and Ω are the interior and closure of Ω. For convex sets we have b Ω = b Ω ; for sets verifying the uniform segment property 3 we have
When Ω is a closed submanifold of R N of codimension greater or equal to one, then Ω = Γ and
The terminology and the notation emphasize the fact that ∇b Ω coincides with the exterior normal to the boundary (when it exists). The function b Ω offers definite conceptual and technical advantages over the function d Ω and makes it possible to simultaneously deal with open N -dimensional subsets and embedded submanifolds of R N in the same framework. In the literature, it usually appears as the distance to the boundary d Γ with a change of sign across the boundary and is referred to as the algebraic or signed distance function. Definition (2.1) and the associated equivalence classes seem to have been first introduced in 1994 in [9] . The function b Ω captures many of the geometric properties of the set Ω. For instance, in 1994 it was showed in [9, 11] 
3 Ω is said to satisfy the uniform segment property if
for which for all y ∈ Br(x) ∩ Ω, (y, y + λd) ⊂ int Ω.
of R N where the gradient of b Ω does not exist can be divided into two categories: the ones on the boundary Γ and the ones outside of Γ.
Definition 2.1. The set of projections of a point x ∈ R N onto the boundary Γ of a set Ω, Γ = ∅,
The terminology crack is used here in a very broad sense. C(Ω) can contain subsets of arbitrary co-dimension. In dimension N = 2 the corners along a piecewise smooth boundary belong to C(Ω). We recall basic properties.
Hence ∇b Ω (x) exists if and only if
(iv) For all points x / ∈ Γ, the Hadamard semiderivative of b Ω exists and
Proof. 
t exists (cf [11] , Chapter 8, Definition 2.1 (ii)). 
The space C 5 This terminology is not to be confused with the one of thin set in Capacity Theory. 6 Other complete metrics can be defined with
The completeness of the metric (2.10) is not a trivial consequence of the classical proof in [14] of the completeness of the Hausdorff metric associated with d Ω . To our best knowledge the metrics (2.10) and (2.11) were first introduced by [9] in 1994.
Ω ⊂D such that Γ = ∅ and m(Γ) = 0. Then
Proof. Same proof as in part (ii) of the proof of Theorem 10.1 in [11] . Since, for 
and for all p, 1 ≤ p < ∞, the map
are continuous.
Some families of sets.
In this section we review families of sets and their properties that will be used in the paper: the sets with a finite density perimeter and the new cracked sets. We give the main associated compactness theorems to deal with the existence of minimizing solutions in § 4. 
Sets with finite density perimeter.
Whenever P h (Γ) is finite, we say that Ω has a finite h-density perimeter.
It was shown in [3] that, whenever
By letting k go to zero we get m(Γ) = 0. The compactness result of [3] can now be sharpened and recast in the W 1,p -topology from which convergence in all other topologies of Theorem 2.2 follows. We also recover the lower semicontinuity of the h-density perimeter.
be a sequence of subsets of D. Assume that
Then there exist a subsequence {Ω n k } and a subset Ω, Γ = ∅, of D such that
Proof. The proof essentially rests on Lemmas 2.1 and the fact that P h (Γ) ≤ c implies m N (Γ) = 0. Since D is bounded, the family of oriented distance functions Moreover, for all k, 0 < k < h, and all ε, 0 < ε < h − k,
Going to the limit as ε goes to zero in the second and fourth terms
The theorem now follows from the fact that m N (Γ) = 0 and Lemma 2.1.
Proof. Since we have a metric topology, it is sufficient to prove the property for
From that point on the argument is the same as the one used to get (3.6) in the proof of Theorem 3.1 after the extraction of the subsequence. 
The new families of cracked sets.
In this section we introduce new families of thin sets which are well-suited for image segmentation. They are more general than sets which are locally the epigraph of a continuous function in the sense that they include domains with cracks, and sets that can be made up of components of different co-dimensions. The Hausdorff (N − 1) measure of their boundary is not necessarily finite. Yet compact families (in the W 1,p -topology) of such sets can be constructed. First recall the following definitions of the liminf and limsup for the following differential quotient of a function f :
They are lower and upper semiderivatives 8 of the Dini type. However we shall not introduce a new notation since the liminf and limsup are more explicit.
Strongly cracked implies cracked, and cracked implies weakly cracked since lim inf
8 Note that the (t, d), 0 < t < δ, is allowed in the inf and the sup of the last two definitions and the constraint (t, w) = (0, v) can be removed. 9 Here the definition is
The special terminology of Definition 3.2 is motivated by the fact that the boundary of such a set has zero N -dimensional Lebesgue measure (cf. Lemma 3.1) and can be made up of cusps, points, cracks or hairs as shown in Figure 2 . This terminology is 
Proof. Since the function d Γ is Lipschitzian, the limit of the quotient
exists if and only if the limit of the quotient
exists (cf [11] , Chapter 8, Theorem 2.1(i)). Moreover, by the Lipschitz continuity,
and hence the liminf and the limsup of the quotient exist and are finite. 
since the last term is nonnegative. This completes the proof. 
and for all ε, 0 < ε < (x), there exists δ > 0 such that
(C(λ, ω, d) is the open cone in 0 of direction d, height λ and aperture ω).
(iii) Given a strongly cracked set Ω, for each
Proof. (i) We already know that ∇d Γ exists almost everywhere in R N and that, whenever it exists, 
which contradicts the weakly cracked property. Hence the points of Γ are points where ∇d Γ (x) does not exist which is itself a set of zero measure. Moreover, if ∇b Ω (x) exists in a point x ∈ ∂Ω, then b Ω (x) = 0 and for all d, |d| = 1,
If ∇b Ω (x) = 0, then for all d
and ∇d ∂Ω (x) = 0 which contradicts our assumption. Therefore if ∇b Ω (x) exists in a point x ∈ ∂Ω, ∇b Ω (x) = 0. For any x ∈ Γ introduce the notation
By assumption¯ (x) > 0 and for all δ > 0
Hence there exist sequences {t n }, t n → 0, and {w n },
(ii) Given a cracked set Ω, for each x ∈ Γ there exists a direction d ∈ R N , |d| = 1, such that
Recall that since d Γ is Lipschizian of constant one, we necessarily have 1 ≥ (x) for |d| = 1. Therefore
(iii) Similar to the proof of part (ii). 
Γ = ∅ and ∀x ∈ Γ, ∃d, |d| = 1,
. From Lemma 10.1 in Chapter 5
of [11] , given x ∈ Γ, there exists a subsequence of {b Ωn }, still denoted {b Ωn }, and for each n ≥ 1 points x n ∈ Γ n ∩ B(x, 1/n). Hence x n → x. By assumption
Since the d n 's have norm one, there exist a subsequence, still denoted {d n }, and d,
Fix n = N and consider the following estimates In this section we specialize to the segmentation of N -dimensional images where the segmentation could potentially be composed of objects of codimension greater or equal to one. To represent the set of Figure 2 
Denote by P(D) the family of all such open partitions of D. Given an open partition {Ω
In its intuitive form the problem formulated by Mumford and Shah [21] aims at finding an open partition P = {Ω i } i∈I in P(D) solution of the following minimization problem The question of existence requires a more specific family of open partitions or a penalization term which preserves the "length" of the interfaces in some appropriate sense: Another way of looking at the problem would be to minimize the number I of open subsets of the open partition, but this seems more difficult to formalize.
As a final remark, it is clear that the image of Figure 4 is not an L 2 (D)-function and that its identification would require a sharper detection functional than the one of (4.2).
Cracked sets without the perimeter.
In this section we specialize the compact family of Theorem 3.3 to get the existence of a solution to the following minimization problem 
Proof. By definition for Ω open
which is also equivalent tō A =Ω and Ω = A ⇐⇒Ā =Ω and Ω = int A.
Hence the necessary and sufficient condition finally reduces to int A =Ā. 
But this is a contradiction since D is an open set with Lipschitzian boundary.
Another compactness theorem.
The compactness of the following special family of cracked sets contained in a frame is a corollary to the compactness 
and ∀x ∈ Γ, ∃d, |d| = 1,
Proof. By standard arguments and Lemma 4.2. The conclusion follows from 
has a unique solution y in H 1 (Ω) since the objective function F (Ω, ϕ) is continuous and coercive on H 1 (Ω). Define
(ii) The minimum is finite since the objective function is positive and
By coercivity the sequence {y n } is uniformly bounded in 
. By the compactivorous property (cf. [11] , Theorem 2.4 (iii), p. 162),
Moreover,
Define the distributions
It is readily seen that we can identifyỹ n and ∇y n with the extensions of y n and ∇y n by zero from Ω n to D. As a result there exist subsequences, still denoted {ỹ n }
By the compactivorous property, for all Φ ∈ D(Ω), there exists N such that
Therefore, for all n > N,
and by letting n go to infinity,
Define the new distribution
It is easy to check that y ∈ L 2 (Ω) and hence
(iv) Coming back to our objective function
By convexity and continuity of the objective function with respect to the pair (
N and the fact that, from (4.6), (ỹ n − f χ Ωn , ∇y n )
By definition of the minimum we have the equality and there exist an open set Ω ∈ F c (D, h, α) and y ∈ H 1 (Ω) solution of the segmentation problem. 
where the smallest integer greater or equal to β. Assume that for each k ≥ 0
and that the function g k,j is given by the expression
Note that
is independent of j and is the maximum of the function g k,j .
The uniform cusp property is verified for ρ = 1/8, λ = h(ρ), and h(θ) = θ α . The boundary of Ω 1 is made up of straight lines of total length 9 plus the length of the curve
The length of the curve C k,j is bounded below by
When at least one solution has a bounded perimeter, it is possible to show that there is one that minimizes the h-density perimeter. Proof. The proof for the objective function (4.8) is exactly the same as the one of Theorem 4.1. It uses Lemma 4.2 to show that the minimizing set has a thin boundary and the compactness Theorem 3.1. The proof for the objective function (4.9) uses the fact that there is a minimizing sequence for which the h-density perimeter is uniformly bounded and the lower semicontinuity of the density perimeter in the W 1,p -topology given by Corollary 3.1. Problem (4.9) was the one originally considered in [3] . The above two identification problems can be further specialized to the family of cracked sets F (D, h, α). in Theorem 3.1, we have
and the optimal Ω * constructed in the proof of the theorem satisfies the additional constraint on the density perimeter. 13 Note that the constant c must be large enough to take into account the contribution of the boundary of D.
