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I. INTRODUCTION
Partial epilepsies have been considered as the most frequent form of drug-resistant seizures which represent roughly 30% of cases [1] . When antiepileptic drugs do not improve the patients' quality of life, the surgical resection of the epileptogenic zone is a possible treatment to follow. Thus, the region in the brain responsible for seizures should absolutely be localized making the study of the causal relationships among distinct brain areas a necessity. In that context, a variety of approaches have been developed in order to estimate effective connectivity and consequently identify the direction of causal interdependence. Those approaches include measures inspired from information theory such as transfer entropy (TE) [2] , phase-related measures such as phase slope index (PSI) [3] , and parametric-modeling-based measures such as Granger causality (GC) [4] , [5] . TE is a nonlinear method characterized by model-free design (except for observation vectors dimensions) but needs computational capacity [6] whereas PSI is less complex but requires long data segments for available estimation [6] . GC appears as an interesting alternative but needs to consider the model order estimation [6] . The GC approach is mainly based on linearregression models; however, interactions between or within systems are frequently nonlinear. For this reason, several attempts of nonlinear extensions of GC measures have been proposed including the nonlinear model identification [7] , local linear predictors and Kernel Granger Causality [8] , [9] . As previously mentioned, the effectiveness of GC algorithms depends on a proper selection of the model order, meaning the maximum time lag to consider so as to get an approximate Markov representation order for the observed time series data. This order can be chosen according to the most commonly used criteria as the Akaike information criterion (AIC), the Bayesian information criterion (BIC) or the cross validation method.
In this study, we propose a new strategy which takes a priori into account possible nonlinear dynamics to accurately choose the model order parameter value. The selected model order is then used for regression functions identification and GC estimation to characterize the directional relationship between time series data.
The remaining of this paper is organized as follows: In Section II, the physiological model used in our study is first introduced, and then the GC approach is briefly reviewed before describing the proposed approach in model order identification and its application to GC approach. Section III is dedicated to experimental results. A linear and two nonlinear models are introduced to ascertain the relevance of the order estimated measure as well as the GC measures obtained for each model. Then, the selected criterion is applied to test GC on intracranial electroencephalographic (iEEG) signals generated by a physiology-based model. Finally, we draw some conclusions in Section IV before suggesting some future perspectives.
II. MATERIALS AND METHODS

A. Intracranial EEG signals generation Model
The physiology-based model was first introduced in [10] . It was used to represent the electrical field activity of a number of distant neuronal populations that might be coupled together. The model produced outputs can be explained as iEEG signals that can be compared to those recorded with proximal electrodes in hippocampus [10] . This type of model, which is currently used in many works in the field of cerebral connectivity, includes nonlinear operators which model thresholding and saturation inherent to action potentials generation. Consequently, it seems a priori interesting in this case to test the relevance of the nonlinear approach for causality characterization.
B. Granger Causality
The GC fundamental concept was derived from Wiener theory before its formalization by Granger in the context of linear Auto-Regressive (AR) modelling of random stochastic processes [4] . Specifically, if the variance of the linear AR prediction error of a first time series, called 1 X , at the present time is decreased by incorporating past measurements from a second time series, called 2 X , then 2 X can be said to Granger cause | . . . Q X X X X Γ represents the variance of the prediction error of 1 X by using the past of all signals except 2 X .
A second way to calculate these linear indices can be found in [8] , where GC was equivalently reformulated and included a testing statistical procedure SP detailed in [8] to decide if GCI equals zero or not and to handle overfitting, i.e. to eliminate possible parasitic redundancies in the predictive variables set. Both bivariate and multivariate indices are equal to those indicated in Eq. (1) and Eq. (2) respectively, aside from the redundancies correction effect. A generalization of the method was extended to a nonlinear case based on kernel methods [8] . It uses the inhomogeneous polynomial (IP) kernel of order p and the Gaussian kernel of width σ .
In this paper, the Kernel GC (KGC) method was used since it allows the following benefits [8] :
• detecting effective couplings that cannot be captured by the linear index;
• adapting the nonlinearity of regression model by choosing the adequate kernel function;
• limiting false causality detection rate by a variables selection strategy (through a statistical testing of correlations between the eigenvectors of a Gram matrix and the variable to be predicted). It should be noted that the linear case is a particular case of the nonlinear one with the IP kernel of an order equal to one. For further details, the reader may refer back to [8] , [9] .
C. Proposed approach
To compute linear or nonlinear Granger indices we have to choose (i) the length of the predictor vectors i X which relies on the finite memory depth of a suitable Markovian model for the vectorial observed process, and (ii) the two prediction functions introduced in the Granger indices in a given class of regression functions (linear/nonlinear, kernel based functions, wavelet networks, …). These two choices can be done jointly by identifying and selecting the order of a linear/nonlinear parametric model thanks to some selection procedures such as AIC or BIC. In this study, we propose to separate the choice of the predictor length and that of the determination of the regression functions by, after identifying an order in a first class of models, selecting the prediction functions in a second class. This allows us to retain the latter class with distinctive characteristics, in this particular case kernel-based regression functions with an interesting selection of significant predictor variables, without being constrained to simultaneously select the size of the arguments of these functions. To summarize, we proceed as follows, (i) we identify from our data a wavelet network nonlinear VAR model as in [7] and select the order using the BIC technique; (ii) we estimate the optimal prediction functions in the class of kernel predictors defined on an Euclidean space whose dimension is equal to the selected order.
The validity of this idea was tested using simulations from different models whose results are reported in Section III. The simulated signals are divided into Nb blocks of signals. On each block, the nonlinear model order, denoted by NLq , is estimated and then applied to the Granger Causality estimation step. IP kernels with various orders are applied on each data block to deal with more or less nonlinearity strength. It is worth noting that the block length must be chosen in order to ensure the stationarity of signals.
III. EXPERIMENTS AND RESULTS
The experiments consist of simulations that were performed 200 times on 2048-point time series for both linear and nonlinear VAR models. In Eq. (3), (4) and (5), the terms ( ), 1, 2,3 i v t i = represent mutually independent white Gaussian noises with zero means and unit variances. Also, in the following, q denotes the model order obtained from a linear model identification, and NLq denotes the model order obtained from a nonlinear model identification, using AIC or BIC criterion. Simulation is performed with Matlab R2014b and the linear and nonlinear identification are respectively achieved using arx and nlarx functions. For each model the causality test SP was applied to compute the sensitivity and specificity values.
A. Linear Models
The stochastic linear model, including both unidirectional and bidirectional causal relationships, was governed by the following equations [11 
A preliminary step in the GC index computation is the estimation of the model order. In order to evaluate the performance of the proposed method, Table I gives a summary of the number of times the linear and nonlinear orders obtained with the two criteria equal the expected order (i.e. the maximum time lag) over the 200 trials. The maximum lag value is equal to 3 as shown in Eq. (3).
In this linear simulated model, clearly both AIC and BIC are able to estimate correctly the maximum lag by identifying the data to a linear model. Using nonlinear identification of the linear AR model, it is found that the AIC measure remains a reasonable estimator with an estimation accuracy equal to 95.50% (let us indicate that the erroneous values of model order obtained in this case are equal to 4) whereas the BIC measure behaves even better as it achieves 100% of estimation accuracy for the model order. Given the nonlinear model order estimated by BIC, the statistics (mean and standard deviation) of linear GC values were then computed over the 200 blocks. To better highlight the linearity of time series data, both linear and nonlinear GC indices were evaluated using two values of p . The achieved results are displayed in Table II 
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B. Nonlinear models
For the first nonlinear stochastic toy model, the following multivariate signals were generated [8] ( ) 
x t x t x t v t x t x t v t x t x t x t v t
The numbers of trials (among the 200 trials) for which the obtained linear and nonlinear orders with the two criteria are equal to the expected order are depicted in Table III and prove the efficiency of our proposed approach. The maximum lag value is equal to 1 as shown in Eq. (4). As expected, using the linear identification of the nonlinear system could lead to some erroneous model order estimation.
In fact, as displayed in Table III , the model order using linear model identification (denoted by q ) is not correctly estimated. The estimated orders using AIC and BIC are then in the range [6] [7] [8] [9] [10] [11] [12] [13] [14] and [4] [5] [6] respectively. In contrast, using the nonlinear identification approach, both criteria accurately estimate the maximum lag value (denoted by NLq ) which is equal to 1.
As previously indicated, the nonlinear order estimated by the BIC measure was retained afterwards, and the means and the standard deviations of the corresponding linear and nonlinear GC values over the 200 trials are given in Table IV . It is obvious that, according to Table IV, the linear GC index fails to detect the two significant links ( 2 1 → and 1 3 → ) since the index values are all close to zero. However, performing the nonlinear GC, with a kernel order equal to 2, reveals both influences 2 1 → and 1 3 → as the index values are respectively equal to 0.9919 and 0.9879. In addition, the linear GC scores lowest in sensitivity and specificity compared to the nonlinear GC, these quantities being respectively equal to 0.73 and 0.71 for 1 p = and to 1 and 0.99 for 2 = p . For the second nonlinear stochastic toy model [12] , the multivariate signals with both linear and nonlinear interactions were generated using Eq. (5) 
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The direct causal relationship implemented in Eq. (5) Table V .
In this experiment, we note that the AIC measure behaves worse in the linear case. As a matter of fact, all other estimated orders are equal to 1 over the 200 simulations (100%) whereas only 30 estimated orders assuming linear model and using AIC are correct. As previously mentioned, we retained the NLq value estimated by the BIC criterion to compute the multivariate GC indices. GC measures using the IP kernel with different values of p are displayed in Fig. 1 . Obviously, the linear GC fails to detect the flows 1 2 → and 1 3 → which both display nonlinearities and only detects the linear influence 2 3 → . Applying the nonlinear GC with various kernel values ( 2), p ≥ the different implemented causal relationships are detected and a stable connection pattern can be revealed. The results obtained in the three opposite directions 2 1 → , 3 1 → and 3 2 → all lead to extremely low index measures whatever the value of p . Let us indicate that the linear GC has a low score in sensitivity (0.34) whereas increasing the value of p makes the sensitivity score equal to 1. As for specificity, it obtains high scores in most cases (between 0.89 and 0.98).
C. Physiology-based model
In a third step, we considered a physiology-based model with unidirectional causality from a first epileptic population (population 1) to a second one (population 2). In this model, we generated 400-s signals with a sampling frequency equal to 512 Hz. After data acquisition, each signal was divided into 100 blocks of 2048 points. Thus each block corresponded to a 4-s length. This causal relationship was expected since, when removing the 'physical' directional link between the first population and the second one (characterized by a connectivity parameter that we set to zero in the model) a dramatic modification of the dynamics of the EEG signal simulated by the second population was observed. Now, at first glance, measures of directional connectivity derived from linear Granger Causality could not face this issue and led to low values. Inasmuch as nonlinear operators were introduced in each population model, it seemed interesting to supply these first measures with measures of nonlinear Granger Causality.
According to the previous results of model order selection, only the order NLq obtained by BIC measure was used. Fig. 2 indicates the box plots of the GC values computed on 100 blocks of time series using different IP kernel order values. The result obtained with 1 p = shows that the value of the index for the direction 1 2 → tends to be significantly greater than that for the direction 2 1 → .When statistically analyzing the 100 blocks of samples to compare the statistical index distributions for 1 2 → and 2 1 → using the 2 populations Kolmogorov-Smirnov test (kstest2 in matlab) the obtained pvalue is equal to 2.63 46 e − . These results do not contradict the ground truth, i.e. a directional influence from population 1 to population 2. However, the measured GC index values remain small in the expected direction. Let us indicate that the estimated model orders we obtained were in the range of [3] [4] [5] [6] . ). Different assumptions could be made relying on these results, either both IP and Gaussian kernels are not sensitive to the kind of nonlinearity introduced in this physiological model, or, even if our system is nonlinear and its block representation could make us expect a (soft) nonlinear influence, the optimal prediction functions could be approximately linear. We can speculate that the large modification of the second population dynamics, when the input of this population is fed by the output of the first one, could be mainly explained by an influence of the (positive) temporal mean value of the first population output. This component induces moving of the stable fixed point in the second population state space and a modification of the linearized model. This explains the observed dynamics modification which, in this case, could not be explained by a strong influence of the centered component of the first population output (the signal minus its temporal mean level). As Granger causality is sensitive to only this time variable component, its value remains low. We tested this conjecture by replacing the first population output by its mean value, and we observed the same dramatic changes in the second population dynamics. These conclusions could impact the interpretation of causality influences between neural populations when dealing with this type of model.
A question of great interest could be to estimate GC index using the predictors derived from the wavelet identification (WI). In fact, we have also tested this solution but we do not present any detailed results in this contribution. As a matter of fact, the WI approach fails sometimes to detect causal links and especially in systems including both linear and nonlinear interactions as those introduced in Eq. (5). For instance, when we tested the WI method in such a situation, the flow 2 3 → was not detected. These reasons led us to only develop the KGC approach.
IV. CONCLUSION
In this study, to estimate linear/nonlinear Granger causality we proposed a two-step strategy that (i) determines the common length of the predictor vectors by estimating the Markov memory depth of the observed vector random process through a nonlinear AR identification and a BIC or AIC procedure and (ii) establishes the two linear/nonlinear prediction functions used in the Granger indices calculation following the kernel approach. The results we reported are in favor of the BIC measure which is the best choice even when the data are provided by a linear model. This approach allows us to better interpret the causal influence emerging from a widely used model of coupled neural populations. According to these results, real epileptic signals must be now considered to determine the organization of the epileptogenic zone, the preeminent difficulty for validation being to get a reliable ground truth from the clinician on the effective cerebral connectivity. Furthermore, optimization steps have to be considered such as the investigation of other kernels to detect other kinds of nonlinearity which could not be detected by IP and/or Gaussian kernels. Fig. 2 . Box plots of GC index for the physiological model using various IP kernel values. For each value of p, the box plots are displayed for the information flow from 1 to 2 (left-hand side) and from 2 to 1 (right-hand side). The null interval between the first and last quartiles obtained for the latter direction can be explained by the thresholding rule introduced to eliminate redundant predictors in kernel Granger method (this leads to a Granger index value equal to zero when none of the linear or nonlinear functions of 2 X implicitly introduced as features in the kernel approach is significantly correlated with the predicted variable).
