Hopscotch, a fast finite difference technique, is used to solve parabolic and elliptic equations in two space dimensions with a mixed derivative. The method is compared numerically with existing alternating direction implicit (A.D.I.) and locally one dimensional (L.O.D.) methods for simple problems. Douglas and Gunn's A.D.I. method is both simplified and improved by reformulating it as a hopscotch method.
INTRODUCTION
In Gourlay (1970) the reformulation of an idea of Gordon (1965) introduced the class of algorithms now known as hopscotch. It was shown that hopscotch was an alternating direction implicit (A.D.L) process with a novel way of decomposing the problem into simpler parts. The general idea is to solve alternate points explicitly and then employ an implicit scheme to solve for the remaining points explicitly. However this can only be done for certain kinds of finite difference operators (called E -operators) and equations with mixed derivatives require finite difference operators which cannot be E -operators. Thus a certain amount of implicitness has to be introduced. We shall suggest two techniques for dealing with the mixed or cross derivative which we shall call "ordered odd-even hopscotch" and "line hopscotch", following the nomenclature of Gourlay and McGuire (1971) . Since these are particular forms of the general hopscotch process their stability and convergence is guaranteed by the theorems given in Gane and Gourlay (1977) . The handling of the mixed derivative caused considerable complication when using a true A.D.I. or L.O.D. approach. Its treatment by hopscotch is much less cumbersome and the resulting algorithms straightforward.
THE DIFFERENTIAL EQUATIONS AND NOTA-TION
We shall consider the linear parabolic equation
where L-a(x,y,t) a2u + 2b (x,y,t) a2U + c(x,y,t) a2---~u ax 2 axay ~y2 subject to a>0, c>0, ac-b2> 0 in the region of (x, y, t) space given by R x [0 ~ t < T] where R is a closed region of the x, y plane with a continuous boundary a R. Approximate initial and boundary data are given on t = 0 and a R x [0 ~ t ~ T] respectively. We con£me our numerical experiments to the unit square. We shall also consider the elliptic equation in the region R as defined above.
We assume that u is four times continuously differentiable and a, b, c are twice continuously differentiable. We superimpose a square grid on the region R, giving the set of points (ih, jh) ~ R h where i, j, are integers and require the solution to (2.1) at the grid points in R h x {t m }, m = 1 ..... M, where t m = mk is a plane parallel to R, with k and h the mesh spacings in time and space respectively. We let U~ denote the approximate solution to (2.1)at the grid point (ih, jh, mk). The exact solution of the differential equation at this point is u(ih,jh, mk). We also define the notation The hopscotch algorithm consists of writing down alternatively the simple explicit and implicit replacements of (2.1) namely
where L h is a finite difference replacement of the linear operator L. For the "ordered odd-even" method we choose 1 [a52 + c82 + b (02 + 04)] (3.3) Lh-= ~-and to evaluate the solution of the points at (i,j, m + 1) we use (3.1) to determine the solution at those points which have (m+i+j) even and then use (3.2) to solve for those points with (m+i+j) odd. In order to maintain a completely explicit scheme we are required to solve along the x-axis for (3.2) starthag at the most negative value of x and y. We call this "ordered odd-even" hopscotch. For the "line" method we choose 1 a 2 c82 +bHxHy ) Lh ---~-( 6x+ + and to evaluate the solution of the points at (i,j, m + 1) we use (3.1) to evaluate the solution at those points which have (m+j) even and then use (3.2) to solve for those points with (m+j)odd. The totality of (3.2) for every alternate value ofj gives a tridiagonal set of equations which is easily solved by a successive substitution algorithm. Although this algorithm is used in A.D.I. and L.O.D. methods, it is only required to be used half as often in this hopscotch technique since we solve the system on every alternate line along the y-axis. We call this "line" hopscotch.
Using the odd-even function formulation of Gourlay (1970) It is worth stressing that the algorithm changes over at succeeding steps and "answers" are only obtained at m + 1= 2n, n = 0, 1, 2 ..... We now consider these two methods globally and let U2m denote the vector with u? m components 1,] for some ordering of the internal points in R h. The normal ordering will be the usual one of ordering along rows for each fixed column. Let the matrix H be defined by
We define two diagonal matrices (of the same order as H) whose entries are either + 1 or 0. Let 11 be the diagonal matrix whose (it i) element is + 1 if the i-th entry in the vector U2m is a mesh function U 2m r~ S with (r+ s) an odd integer, and whose entries otherwise are zero. Let 12 = I -11. Using this notation we may def'me the two step "ordered odd-even" hopscotch process globally in the form
) n where gn is the vector with elements gi, j" Similarly we can define another two diagonal matrices (again of the same order as H) whose entries are either + 1 if the i-th entry in the vector U2m is a mesh function U 2m with s an odd integer and where entries are r, $ otherwise zero. Let 12 = I -11.
Using this notation we may define the two step "line" hopscotch process globally in exactly the same form as (3.5). Clearly (3.5) is an A.D.I. process of the PeacemanRachford type [see Peaceman and Rachford (1955) where f is an auxiliary parameter. This scheme was shown (at least for the Cauchy problem) to be unconditionally stable for the two semiinfinite ranges f < 0 or f ~ 4. In this paper the Douglas-Rachford type splitting is used.
[l+,l~T___~_ra)Oxluijl ,~21,,m+ 1"= [1+ (@+ lra)~i2+ rcS~ 
NUMERICAL COMPARISONS
The four methods are now used to solve examples involving the parabolic differential equation (2.1) and the elliptic equation (2.2) with constant and variable coefficients. R is taken to be the unit square (0 g x, y *; 1) and in the parabolic case we compute to a time 0.5.
Example I -parabolic equation, constant coefficients
Here the problem consists of (2.1) with a= 0.1, 
and the boundary conditions u (0, y, t) = e -(a+ 2b+c)t sin y u (1, y, t) = e -(a+ 2b + c)t sin (1+ y)
u (x, 0, t) = e-(a + 2b + c)t sin x u (x, 1,t) = e -(a+2b+c)t sin (l+x) and g (x, y, t) = 0.
The theoretical solution is u (x, y, t) = e -(a+2b+ c)t sin (x+y)
Numerical calculations using (4.2) with f=-4 and h =0.1 were carried out for four values of the mesh ratio r. The absolute value of the error at the central node along with its corresponding theoretical value are quoted in Table 1 . Both the "ordered odd-even" hopscotch and the "line" hopscotch took about half the computing time of the A.D.I. and L.O.D. methods. Perhaps surprising was the fact that the "ordered oddeven" hopscotch was only about an eighth faster than the "line" hopscotch.
Example 2 -parabolic equation, variable coefficient 1 2
Here the problem consists of (2.1) with a=-~-x + y2, b = -T (x2 + y2), c = x 2 + y2 together with the initial condition u(x, y, O) --x2y + xy 2 and the boundary conditions u (0, y, t) = 0 u (1, y, t) = (y + y2)e-t u(x, 0, t)= 0 u (x, 1, t) = (x + x2)e -t with g (x, y, t) = 0. The theoretical solution is u (x, y, t) = (x2y + xy2)e -t As before numerical calculations using (4.2) with f= -4, (4.3) and the two hopscotch methods and h = 0.1 were carried out for four values of the mesh ratio r. The absolute value of the error at the central node along with its corresponding theoretical value are quoted on Table 2 . Note that the accuracy in the case of "line" hopscotch is considerably better than the other schemes.
Example 3 -elliptic equation, constant coefficients
All but Samarskii's scheme was used to solve iteratively the problem consisting of (2.2) Numerical calculations were performed using r as an iteration parameter, fwas chosen to be inf'mite in the A.D.I. scheme (4.1). This was necessary to ensure that as n -* o, and (hopefully) U n -U n+l the finite difference replacement is a consistent replacement to the elliptic equation (2.2). For this particular problem, and for the A.D.I. scheme (4.2) the optimum value of r is 7 and a convergent solution is obtained in 25 iterations. "Ordered odd-even" hopscotch has an optimum r equal to 1.7 and takes 25 iterations, whereas "line" hopscotch yields a convergent solution in 30 iterations for a value ofr equal to 1.9. The accuracy of the eventual convergent solution for each method was comparable with the corresponding results obtained in the parabolic case with constant coefficients. Experiments with the variable coefficient elliptic case did yield convergence for some r but the number of iterations required in some cases increased by an order of magnitude making a similar comparison prohibitive.
Since we have at present no way of determining a priori what the optimum r will be it does appear from this limited experiment that the A.D.I. scheme (4.2) might be more useful since experimentally it has the largest range of near optimum r. If however accuracy in the final convergent solution is required, it appears that the "line" hopscotch is best.
DOUGLAS AND GUNN'S METHOD
In this section we show that Douglas and Gunn's (DAG) A.D.I. method for coping with the mixed derivatives can be both simplified and improved by writing it as a hopscotch method (DAG hopscotch). Douglas and Gunn (1964) The theoretical solution is u (x,y,t)= (x2y + xy 2) e -t Table 3 shows a comparison between DAG scheme and the DAG hopscotch. DAG hopscotch is better than DAG in four main features. It is more accurate, its computing time is approximately half, the programming even for the unit square is considerably simpler, and it is unconditionally stable.
The star in Table 3 represent a large meaningless number. This occurs almost certainly from the fact that when r = 5, kh -4 is not sufficiently small to give stability and convergence. Inevitably connected with the stability are the sufficient conditions for the solution of a tridiagonal matrix by the successive substitution algorithm. In this algorithm we require the diagonal elements never to be negative or even extremely small. In the third inversion of the DAG scheme the diagonal element is 1 -2rbi, j for all appropriate i,j. Clearly this can take values very close to zero for r = 5 and 1 (x 1 1 b = ~---~-) (y-T). and the boundary conditions are u (0, y,t) =0 u (1, y, t) = (y + y2 i e -t u (x, 0, t) = 0 u (x, l, t) = (x + x 2) e -t
COMMENTS
The algorithms of this paper can clearly be extended to three and higher space dimensions, without the usual complications associated with A.D.I. and L.O.D. algorithms. Two unsolved problems exist concerning optimum iteration parameters, l'he first one is that of determining analytically an optimum or sequence of optimum parameters that will give fastest (in the sense of least number of iterations) convergence to the hopscotch iterative method, for solving Laplace's equation (i.e. the elliptic equation without mixed derivatives). The second is that of determining an optimum or optimum sequence for any scheme that solves (2.2) iteratively. Finally it should be noted that the "ordered odd-even" hopscotch could not be used in any region as it determines the solution at the nodes in some ordered fashion which is dependent on the region. Therefore it appears that for the mixed derivative problem the "line" hopscotch is in general the best scheme to use. It is fast, relatively easy to program and in general more accurate than the other schemes considered.
