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INTRODUCTION 
Let G be a group of Lie type in characteristic p with Bore1 subgroup 
B= NJS) (SE Syl,(G)). The set 9= (P,, . . . P,,} of minimal parabolic 
subgroups containing B constitutes a minimal system of subgroups 
generating G. Moreover, the groups P, are attached to the Dynkin diagram 
A in such a way that the subgroups of every subsystem 9’ of B generate a
group G’, such that G’/O,(G’) is a group of Lie type with Dynkin diagram 
A’, where A’ is the subdiagram of A corresponding to 9’. 
Generalizing the concept of a system of minimal parabolic subgroups in 
a group of Lie type (in char 2) WC define a parabolic system as follows: 
(0.1) DEFINITION. Let G be a group and 9’ = (P,, . . . P,} a set of 
subgroups of G. .?? is a parabolic system of G, if the following conditions are 
satisfied: 
(1) G= (P ,,..., P ,)# (P,Ii#j, i= l,..., n) for alljE {l,..., n}. 
(2) There exists a finite 2-subgroup S < fly=, Pi, such that 
ScSy12((P,, P,)) for all i,js {l, .,., n). 
(3) For every in { 1, . . . II), P,/O,(P,) is isomorphic to Sj, PSU,(2) or 
a perfect central extension of a finite simple rank 1 group of Lie type in 
characteristic 2. 
(4) For all i,je (1, . . . . nl, i#j, either 
(i) (P,, P,)=PiP,=PiP,, or 
(ii) (Pi, P,)lO,((P,, P,)) is isomorphic to A,, S,gSp,(2) or a 
perfect central extension of a finite simple rank 2 group of Lie type in 
char 2, but different from G,(2”), 2F4(2”), 2F,(2)‘, 304(2”). 
A parabolic system 9 defines a diagram A = A(9) with vertices 
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I= { 1, . ..) n}, where i, j E I are connected by a single resp. double bond if 
and only if (P,, P,)/O,( (P,, Pi)) is as given in (4)(ii) with Dynkin 
diagam A1 resp. B,. If d is spherical and connected, we know by [Tim 1 ] 
that 9 is either a system of minimal parabolic subgroups of a group of Lie 
type with Dynkin diagram d or else A is of type A? or C, and 
G/O,(G) zA,. 
The purpose of this work is to classify the parabolic systems, such that d 
possesses a subdiagram of type A, with vertices i, j, k E I and 
(P,, P,, Pk)/02( (P,, P,, Pk)) E A,. We prove the following 
THEOREM A. Let 9 = {P,, . . . P,,}, n 2 4, be a parabolic system of a 
group G. Suppose that the subsystem {P,, P,, P,} possesses a diagram of 
type A, and (P,, P,, P3)/02((P,,Pz,P3))~AA. If A=A(Y) is con- 
nected, one of the following cases holds (Gi = (P, I j = 1, . . . n, j # i)/O,(G)): 
(1) A=? G,~G3rSP6(2),Gq~EE64A7; 
3 
12 
(2) A= EI Gir A, (i= 1, 2, 3, 4); 
4 3 
12 
(3) A= Iill Gig A,(i= 1, 2, 3, 4); 
4 3 
I L 
(4) A= 
sl 
G,gG,zGGqzAA7; 
4 3 
(5) A=% 
3 n 
More generally we prove a similar theorem on chamber systems, which 
yields Theorem A as a corollary. Therefore we make the following 
definition: 
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(0.2) DEFINITION. Let Z be a finite set. A chamber system 
V = (V, (cS$:)~~ ,) over Z is a set %? of chambers together with partitions q of 
%?, Let rank %? = II). For ,ZS Z let PJ denote the join of all partitions 
9$!,j~.Z, and for every CE V let .4,(c) be the element of PJ containing C. 
Restricting q, jG J, d,(c) becomes a chamber system (d,(c), (qlIJCC,),F,,) 
over J. The partition 9, defines the connected components of 9?‘, and we 
call Y connected if P,= {V}. We call 9? tight if A,- (i;(c) = % for some 
i E Z, c E V. An automorphism of @ is a permutation of %‘, which respects all 
partitions $, iE Z. 
Using sets like {i, j, k, . . 1 to denote an index, we usually omit the brackets; 
e.g., we write dj(c) instead of A:,)(c). 
(0.3) EXAMPLE. Let G be a group and assume B, X,, . . . . X,, to be sub- 
groups of G with Bd n:=, X,. Then we get the chamber system 
%? = W(G; B; X,, ..,, X,) over I= { I, . . . . nf as follows: The chambers are the 
cosets Bg, g E G, of B in G. Two chambers Bg, Bh are i-adjacent (are con- 
tained in the same element of 8) if and only if gh l E Xi (i E I). Obviously 
w is connected if and only if G = (X,, . . . . X, ). Furthermore, G acts by 
multiplication transitively on V?‘. Finally % is non-tight if and only if 
G# (X,lj~;l- (if} for all FEZ. 
Yet, if C is a chamber system possessing a transitive automorphism 
group, we can describe % as in (0.3). For this purpose we choose some 
c E %? and set B = G,. and X, = Gd,fcI (stabilizer ofc resp. d i(c) in G). Then q 
is isomorphic to g(G; B; X,, ,.., X,). 
As we consider only chamber systems possessing a transitive 
automorphism group, we usually denote a chamber system as in (0.3), 
tacitly assuming n,, (; BK = 1. 
(0.4) DEFINITION. (a) A rank 2 chamber system % is a (cZ~&caf) 
generalized m-gon (m 2 3), if 59 = U(G; B; X, , X,) with a rank 2 group G of 
Lie type, Bore1 subgroup B, and parabolic subgroups X, , Xz 2 B. Here m is 
defined by the order of the Weyl group: / W/ = 2tn. 
(b) A rank 2 chamber system 5f? is a generalized digon (m = 2) if 
%?=V(G;B;X,,X,), whereG=X,X,=X,X, and B=G,nG,. 
(c) A non-tight, connected chamber system V is a (classical) Tits cham- 
ber system, if for any pair i, Jo Z, d,.Jc) is either a generalized my-gon 
(m,> 3) or a generalized digon (mii = 2). Let % be a Tits chamber system. 
%? is called locally finite if Id i,,(c)l < co for all i, j E I. If all di, Jc) satisfying 
m,> 3 are defined over a field of the same characteristic p, we call p the 
characteristic of V. Finally we define the diagram A = A(%?) with vertexset 
Z, connecting i,.j E Z by a bond of strength mi, - 2. 
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(0.5) Notations. Let % be a chamber system over I with transitive 
automorphism group G. For a fixed chamber c E $9 we set 
B=G, (Bore1 subgroup of CR), 
G, = Gd,-l(c,, X, = Gz,,,(cj for Jg I. 
Furthermore let KJ denote the kernel given by the action of G, on d,- Jc) 
and let L,= K,-,. 
All the definitions and notations given so far and some further general 
remarks can be found, for example, in [Tits] or [We]. 
Now we can state the theorem on chamber systems: 
THEOREM B. Suppose W = W(G; B; X1, . . . . X,) is a locally finite Tits 
chamber system with connected diagram A = A(%?) and finite Bore1 subgroup 
B. Suppose that A contains no bonds of strength >2 and contains the sub- 
diugram 
1 2 3 
0 cl 
such that X,, 2,3/L,, 2. 3 = A,. Then we have one of the cases described in 
Theorem A with Gi= <X,lj= 1, . . . n,j#i>. 
As every parabolic system defines an appropriate chamber system, we get 
as a corollary: 
Proof of Theorem A. Let 9’ be a parabolic system, which satisfies 
the assumptions of Theorem A. Then we relate a chamber system V?(9) 
to 9. Therefore we set B = (N,,(S)Ii = I, . . . . n) and observe that 
[N,(S), Np,(S)J dS for all i,jE (1, . . . n} by (0.1)(4). In particular we see 
that B is a finite group and X, = BP, = P,B for all in (1, . . . n>. Now we 
define V(9) = %‘(G; B; X1, . . . . X,). By Definition (O.l), U(9) is a Tits cham- 
ber system as assumed in Theorem B. Hence Theorem A is a consequence 
of Theorem B. 
A proof of Theorem B is given in Sections 2 and 3, while the first section 
contains some preliminaries and miscellaneous results concerning chamber 
system. Except for some lemmas in the first section, the proof is self- 
contained. (Especially, we repeat a proof of (2.4) and (2.5) instead of citing 
[Tim 41.) 
Finally, Section 4 contains an application of Theorem B to Tits 
geometries, yielding a similar classification. 
481/123/l-9 
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1. CHAMBER SYSTEMS 
Every group of Lie type defines a Tits chamber system, for let G be a 
group of Lie type of rank n with Bore1 subgroup B and minimal parabolic 
subgroups X,, . . . . X, > B, then %‘(G; B; X, , . . . . X,) is obviously a Tits cham- 
ber system and A(%) corresponds to the Dynkin diagram of G. On the 
other hand if %’ is a Tits chamber system of rank n 3 3, such that A(%?) is 
connected and spherical, we have the foilowing result due to Timmesfeld 
[Tim 1, (3.1)]: 
(1.1) THEOREM (Timmesfeld). Let 59 = W(G; B; X, , . . . X,), n 2 3, be a 
locally finite Tits chamber system with diagram A = A(%). 
If A is ~~pheric~~, one of the so~~o~ling holds: 
(a) G is an extension of a group of Lie type with Dynkin diagram A b-v 
diagonal and field automorphisms. 
(b) A is of type A3 or C, and Gz A,. 
In [Tim 21 a classification f locally finite Tits chamber systems in 
char 2 with finite Bore1 subgroup is given under the assumption that A 
contains only bonds of strength 1. 
In [St l] such systems are classified, satisfying: 
(1) A(%?) possesses only bonds of strength d 2. 
(2) X,ILJ is a rank 3 group of Lie type in char 2 for all Jc I, lJ[ = 3. 
Here we will look at locally finite Tits chamber systems % over some set 
I, 1113 3, with linite Bore1 subgroup, such that the following holds: 
(1) A(%‘) has only bonds of strength < 2. 
(2) A,,*.,(c) possesses the diagram 
f*) 1 2 3 o------i;- 
For brevity we call such a system a (*)-chamber system. 
We will give an inductive proof of Theorem B, investigating chamber 
systems for one-point extension of admissible diagrams. In each case we 
will look at the “maximal parabolics” G,, i E 1, and show that their struc- 
tures do not fit together or will force the assertions. For this purpose the 
following lemma is fundamental: 
(1.2) LEMMA. Let % =V(G; B; X,, . . . . X,) be a connected chamber 
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system and let K < K( n Kj fur some i, j E Z, i # j. Suppose that Gi = K,N,,( K) 
and Gj = Kj NG,( K), then K = 1. 
Proof: Let K < Ki n K, with Gi = &N,,(K) and Gj = K, N,,(K). We set 
H = (N,,(K), NG,(K) > and %, = cn, We will show that 9$, = ‘8; i.e., H acts 
transitively on C. 
As V is connected, it suffices to show: 
.xE%&yE@z, x 7 y (X is k-adjacent to y) for some k E I 
implies y E %& 
Without loss assume that k# i. By assumption we have an he H with 
x = ch. Thus c Y yh-I, and as G acts transitively we find some g E Gi, such 
that cR = yh-‘. 
y=cgh&& 
As G, = K,N,,( K) we may assume g E N,(K) d H. Hence 
Now KUH and K< B = G,, so that K must act trivially on w. As G is by 
definition a group of automorphisms of (a, we conclude K = 1. 
(1.3) LEMMA. Let %T = V(G; B; X,, . . . . X,) be a connected chamber 
system with lB( < CO. Suppose there are i, jE ( 1, . . . n], i # j, such that 
KiKJ/Kj and KjKi/Ki are 2-groups. Then K, and Kj are 2-groups. 
Proqf AS Ki, Kj < B, we have /Ki Kj I< CC. Let P E Syl,( Ki) for some 
prime p # 2. Using the assumptions we get at once P< Kj and 
P E Syl,(K,K,). Therefore P E SyI,(Ki) n SylJK,) and the Frattini argument 
yields Gi = KiNGI( G, = K, N,,(P). Now P = 1 by (1.2). 
(1.4) COROLLARY. Let 93 = %(G; B; X,, . . . X,) be a connected chamber 
system with IBI < co. Zf B,lK, and B/K, are 2-groups for some 
i, jE { 1, . . . n}, i #j, then B is a 2-group. Particularly all kernels K, are 
f-groups. 
In the course of the proof of Theorem B we will occasionally look at the 
coset graph, defined by two different “maximal parabolics” G, and Gj. 
Therefore we make the following 
(1.5) DEFINITION, Let G,, G2 be proper subgroups of some group G with 
G = (G,, G,). We define the coset graph r= T(Gr, G2) with vertex set 
V(T) = {G I g, G,g I g E G}: Two vertices are adjacent if and only if they are 
different and their intersection is not empty. 
Now G acts by multiplication on Ir(G,, G,) and l/(r) decomposes into 
two orbits under this action. We call ~1, BE Y(r) conjugate if they lie in the 
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same orbit and write a w 8. Naturally there is a distance d( , ) on f and we 
set d(a)= (PE V(T)Id(a, fi)= 1) for a~ V(T). 
Next we list some easy consequences of the definition: 
(i) I- is bipartite and connected. 
(ii) G acts faithfully on r if and only if there is no non-trivial normal 
subgroup NU G with N d G, n G2. 
(iii) G acts edge-transitively on r. The edge-stabilizers are conjugate 
in G to G, nG,. 
(iv) The vertex-stabilizers G,, CI E V(T) are conjugate in G to G, 
or G,. 
(v) G, acts transitively on d(cr) for all CLE V(T). 
Viewing G, and G, as vertices of f, we usually identify G, with i 
(i=l,2). Having subgroups Uj<Gj(i=1,2) weset U,=Ufifa=P. 
Usually we set Ui = Q,(Z(K,)) and often U, turns out to be an F-module 
for G/K,. 
(1.6) DEFINITION. Let G be a group and V a faithful GFCp) G-module 
@ prime). V is called an F-module if there is some elementary abelian 
p-subgroup A 6 G, such that / I’: C,(A)/ < IAJ. In such a case we call A an 
offending subgroup. 
(1.7) Remark. Let G = (G,, G,) and Z, resp. Z, be non-trivial 
elementary abelian normal subgroups of G, resp. G, with Z, < Gz and 
Z2 d G,. Furthermore suppose [Z,, Z,] # 1. Then Z, is a faithful module 
for G = GJC3(Z,). Let Z, ~ i = Z, ~ ,C’Zi)/C,(Zi) <q (i = 1,2). Without 
loss IFI < /Z, I, so IZJC,,(Z,)I = 1 Z, I < I Z2 1. As [Z,, Z,] # 1 implies 
z# 1 we see that Z, is an F-module for G, with offending subgroup z. 
For p = 2, F-modules for groups of Lie type in char. 2 are determined in 
[Co]. We only need the following: 
(1.8) LEMMA. (a) Let V be an irreducible GF(2) G-module with 
G = Sp,(2). If V is an F-module, then V is the natural module or the 
(g-dimensional) spin module. 
(b) Let V be an irreducible GF(2) G-module with G=Q-(8, 2) or 
0 - (8, 2). If V is an F-module with offending subgroup A, then V is the 
natural module and A 4 O,(G,), where G, denotes the stabilizer of an 
isotropic point. 
(c) G = F4(2) possesses no F-modules over GF(2). 
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Proof: With the exception of the last statement in (b) this can be found 
in [Co]. But for A < O,(G,), G, as in (b), and A elementary abelian, an 
easy calculation shows 1 I/: C.(A)1 2 21Aj. 
(1.9) LEMMA, Let V be a l-dimensional GF(2) G-module with 
G= Sp,(2). Let W= C,(G) and V/W be a natural module. Then 
IC,(D)( =4for D~syl,(G). 
Proof, Let D = (7~~) n,, 7r3, rc;, n;, R;, p, ,B’, r} E Syl,(G), so that the 
operation of n, , . . . . z on M= V,f W is given by the matrices 72,) .. . . f as in 
[Ya, p. 3363 (z corresponds with the matrix 
Now we may choose a basis of V, so that n, , . . 
matrices 
~ 
-- 
0 
----- 
0 0 0 
- 
0 
I --- 
I 
0 I 
r correspond to the 
71 I 
I 
I ------- 
0 0 0 0) 
All y E {n,, . . . rj are involutions, thus 
3 =o 
For YE (n,, x2, x3, n;, n;, xi, ,u, $1 we get at once y(6)=0. Furthermore 
we get z(5) ==0, As w,~Z(13) (see [Ya, p. 337]), we have 
128 STEFAN HEISS 
‘b(2) 
\ 7c3(6), 
‘W) 
T(2) 
T(3) 
T(4) 
z(5) 
, ~(6) 
Calculating the first coordinates yields 0 = t(5) + r(6). Therefore t(6) = 0 
and all elements of D correspond to matrices of the form 
/ 
i 
1 * 
1 * * 
1 * 
1 * 
0 
1 * 
1 0 
\ 
0000001 1 1  1 1 1 0
0000001 
Hence IC,(D)l = 4. 
Occasionally we will need the following results concerning represen- 
tations of Ag, Se, and A, (see, for example, [Ke]): 
(1.10) LEMMA. (a) Let V he an irreducible GF(2) G-module with G = S, 
or Ah. Then we have dim VE { 1,4, 16) resp. dim VE (1, 4, 8}. For 
dim V = 4 there are exactly two non-isomorphic irreducible modules in both 
cases. 
(b) Let V be an irreducible GF(2) G-module with G = A,. Then 
dim VE { 1,4, 6, 14). For dim V= 4 there are exactly two non-isomorphic 
irreducible modules (natural modules for G 5 L,(2)). For dim V= 6 all 
irreducible modules are isomorphic. 
(1.11) Remark. (a) Let W= (II,, . . . . ug) be the permutation module 
over GF(2) for G = S, or A,; i.e., uf = u~,~) for all gE G. Then 
V = ( ui + uj ) 1 < i, j < 6)/( u, + . + ug) is an irreducible 4-dimensional 
G-module. 
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Let cr # 1 be an outer automorphism of G. Then we get a non-isomorphic 
4-dimensional module by the rule v 0 g = Y”(~). 
(b) Let W= (v~,..., v7) be the permutation module over GF(2) for 
G=A,. Then V= Wj(vl + - . . -+ v7 ) is an irreducible 6-dimensional 
C-module. 
Proof. We suppose Vf [V, G], so that we have some u E V- IV, G]. 
Without loss we may assume u B C,.(S) and V = [V, G] + (o}. 
We set N= V. G. Then V - SE Syl,(H) and [V, G] has the complement 
( IJ ) s S in V. S. Therefore [ V, G] has a complement G, in H by a theorem 
of Gaschiitz. As jG)<(G,( we have V,=VnG,#O and [Vo,G]< 
Go n [ V, G] = 0, contradicting C,(G) = 0. 
In the rern~~n~ng part of this section we collect some facts concerning 
chamber systems needed in the fo~ow~~g sections. 
(2.13 1. Let %Z = VfG; B; X, , X2, lu,) be a Tits chamber system for 
G= A,. 
(a) For 
we may assume: 
we may assume: 
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(1.14) LEMMA. Let V=V(G; B; X,, Xz, X,) be a Tits chamber system 
with diagram 
1 2 3 
A=- 
qf type CII. If GJK, ? L,(2) then G is isomorphic to one of the following 
grows: AT, %A2), Q-(8,2), 0 62). 
ProofI See. Theorem ( 1.1). 
(I .15) LEMMA. Let 9? = g(G; B; X, , X,, X,) be a Tits chamber system 
with diagram 
12 3 
d=- 
Let (B( < 00. 
(a) If G,/K, E S, or A, for i = 1,3, then 
(i) G,zGjandK,=Kx=l or 
(ii) Cc,(Kj)~Kj,24d~Kz~ <25,.Z(Gi)= lfor i= 1,3 andQR,(Z(B))U 
G2. Furthermore G has no F-rno~~u~es aver GF(2). 
(b) Zf Gi/KirQ2-(6, 2)for i= 1, 3, then K, = K,= 1. 
Proof: See [Tim 3, Theorem 1; St 1, (l.lO}]. 
(1.16) LEMMA. Let %Y be a Tits chamber system as in (l.ls)(a)(ii), then 
G,IK, 2 S3 x S3. 
Proof. First we note that B is a 2-group by (1.4) and set 
Vi = (52,(2( B))G1) for i = 1, 3. As Z( Gi) = 1, Vi is an irreducible G,-module 
by (1.12). Hence ) Vi] = 24 by (1.10). Now we identify G,/K, with S, resp. 
A 65 so that B/K,= ((12)(34), (12)(56), (35)(46)). By {l.li) we may ---- 
assume V, = (u, + rz, u~+v~,v~+u4,v4-tv~)~</(v,+ .+-+v,) (nota- 
tions as in (I.1 1)). 
We have Q,(Z(B))= (u, +v2) and as Gz d C,(sZ,(Z(B))), we see that 
every element of order 3 in G,, JK, is a single cycle, whereas every element 
of order 3 in G,, x/K, is a product of two disjoint cycies. 
Let gE G,,, with o(g) = 3, then g acts without fixpoints on V, - CO>. 
Thus g has no lixpoints on VI n I/, - (0 > and we conclude I V, I? V,I = 4, 
( V, n KJ = 4. Hence j V, K3/K3 ( = 4 and ( V,, g > K,/K, < (G,/K,)’ z A6 
(the last inclusion follows again by the action of g on V,). 
Now we make the assumption G,/Kz z! S,x S,. Then G,/K,E 
(Z3xZd.G &=fG,i=&.3, and therefore K, , Ire’, 6 K2. Hence 
V, KS/KS < Wk; n (GJKJ. 
As both groups have the same order, the inclusion is in fact an identity. 
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Thus V, KS/K3 4 ( G3, JR,, G3, JK3) = GJK, , contradicting G3/K3 z S6 
or A,. 
(1.17) LEMMA. Let % be a Tits chamber system with diagram A and 
finite Bore1 subgroup. Then the following hold: 
(a) A is not a triangle. 
(b) A# p 
(c) A# - 
Proof: For (a) see [Tim 3, Theorem l] and for (b), (c) see [St 1, (2.2); 
St 2, (2.5)]. 
( 1. IS) LEMMA. Let V = W(G; B; X, , Xz, X3, X,) be a chamber system 
with diagram A. Suppose GJK, 2 G,/& z A, and 
(a) A=:><: or (b) A=%: 
Then V is tight. 
Proof. As Gx/K3 z G$K4 2 A7 we have K3 = K3, 4 = K, and (1.2) forces 
K, = iu, = 1. Hence /BI = Z3. Furthermore K2. 3 = K,, 3, 4= K,, 4 yields 
Qz = O,(G) = K,* 3. Now we look at G2/QZ. We have XdQZz s3 for 
i=l,3,4. Let I E B- Kd with X,/Q2 = (g, 1). X,/Q2 = (t, E), X,/Q = 
(p, I), 03=r3=p3= 1. 
Suppose that V is not tight. Then p 4 (X,, X,), and consequently 
G,=(Q,.((a>x(z)x(~))).(l). 
Case (b). By (1.13) we may replace X, by X, = Qz. (y, 1) for some 
y E (cr, z) yielding a non-tight chamber system @ = %‘(G; B; X,, X,, X4, X,) 
with spherical diagram D,. (Note: X,X, =X,X4 as y E X,. 3.) But now 
G, z A 7, contradicting ( 1.1). 
Case (a). Replace X, by Xs as above. Then we obtain a non-tight 
chamber system as in (b), a contradiction! 
(1.19) LEMMA. Let %? be a Tits chamber system with diagram A and 
finite Bore1 subgroup. 
Let 
12 
A= 
L!sLlll 
4 3 
Then G3/K, $ Sp6(2) or G4/K4 $ A,. 
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Proof: Assume %? is a counterexample. By (1.4) B and all K, are 
2-groups. As G&K,,, r (Z, x Z,) Z, it follows by ( 1 .15), (1.16) that 
&=K,,,=fG,3, K,,K,dK,. 
As Cd/K4 z A,, we have 
As K, KJK3 <I G,, 3/K3 and K, KJK, < K,, 2/K3 n K,, 4/K3, the action of 
G,,JK3 on KI,dK3 yields 
If GJK, is as in (1.15)(a)(i), then K, 3 K,, K4, Hence K, = K, = K4 = 1 by 
(1.2) and consequently (B( = 8. But this contradicts G,/K, z Q,(2). 
Therefore G,/K, is as in (l.lj)(a)(ii) and IB: K, 1~2~. On the other hand 
1 B: K, KJ 2 2* by ( + ). Thus K, < K, . 
Assume K,ES~~,(K,C,,(K,)). Set Z,=s),(Z(K,)) for j= 1,4. Then 
Z, GZ,. If KI 4 s~lAG,(z, 1) we have Co,,2(Z,) 4 K,, 2 or C,,,(Z,) 4~ 
K ,,4. In any case 02(G i, *, 4) 6 CJZ,). Therefore O’(G,, 2) and G2(G,,,) 
are both centralizing Z, . Hence G, = ( K4, O’(G,, 2), 02(G1, 4)) < C,(Z,). 
Now we have Z, Q G,, G, , a contradiction with (1.2). Thus 
KI E s~l,(G,(z,)). 
Let A be an elementary abelian subgroup of B of maximal order. Then 
I(AnK,)Z,I<IAl implies 
IZ,: C,,M)l= IZ,: (Z, nA)I = IZ,lZ, n(AnK,)l 
= IZ,(A n K,)I(A n K,)I d IMA n K,)I = IAK,IK, I. 
As G,/K, has no F-modules by (1.15)(a), it follows that A <K,. This yields 
J(B) < K1 < K4 and therefore .J( B)dG, , G,, again a contradiction with 
(1.2). 
Contrary to our assumption we conclude 
K, $ SYI~(K, C,,(K, )I. 
As K3<K, we have K,aG,. Hence K,=l by (1.2). By (1.15)(a), G,,3/K, 
centralizes Z(B)/K,. Now IK, I =2 implies [O’(G,,,), Z(B)] = 1. Yet 
the action of G 3,2 < G3 = sP&) on K3, 2 shows the existence of an 
aeZ(B), a# 1, centralized by G,,,. Consequently G,= (G3.2, 02(G,,,)) 
centralizes ~1. This final contradiction proves the lemma. 
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2. (*)-CHAMBER SYSTEMS OF RANK 4 
In this section we will look at (*)-chamber systems % = W(G; B; 
Xl, x2, X3, X4). 
First we list he possible one-point extensions of the diagram 
o----c (, 
of type A,, which might be attached to %?‘. In consideration of { 1.17)(a) we 
get the following list: 
(1) J--222 
(4) ~ 
(5) v 
(6) w 
(7) w 
(2.1. LEMMA. Let %’ be a (*)-chamber system of rank 4. Then d(W) is as 
given in (4), (5), (6), or (7). 
Prooj The diagrams in ( 1 ), (2), and (3) are spherical. By ( 1.1 ), G is an 
extension of a group of Lie type with an appropriate Dynkin diagram. 
Therefore G,JK, zk A,. 
(2.2) LEMMA. Let %? = %‘( G; B; X, , X,, X, , X4) be a (* )-chamber system 
with G,/K, z GJK, z Sp6(2), such that the folZowing con~itjuns are sati.~~e~ 
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(+I K,,~,~K& 
( f f ) K, K,/‘K, I 6 2, 
( f + + ) C,(K,) < KifX i = 1, 3,4, 
Then K &=Kx=l. 
ProojI Assume K, # 1. By (1.4) all X; are 2-groups and we set 
Zi=~,(Z(Ki))fori=l,3,4.Thenweinferfrom(+)and(~t+)that 
By (1.2) Kj = C,,(Z,) for j= 1, 3. Thus Zj involves non-trivial modules for 
Gj/Kj (j= 1,3). 
Now we look at the coset graph f =I”(G,, G3). Let (ct, fi) be a critical 
pair, i.e., d(a, /I) minimal with Z, < rC,. (Note that such a pair exists, 
because otherwise we would have [Z,, Z,] = 1 for all y, 6 E V(T). In par- 
ticular .Z:,< K, nK, for all gc (G,, G3) = G, a contradiction with (1.2)) 
Let a, a + 1: *.., /I- 1, p be a path of length b = d(a, p). By the de~nitjon of 
b it follows that [Z,, Z,] # 1 and 2, < Kp- ,. On the other hand 
[Z,nKp,Zp]=l and /Z,:Z,nif,,/=2, because IKp/KbnK8-,/=2 by 
( + + ). Now let I E Z,\K,. Then t = tK, E G,/iY, is a transvection on Z,. 
Thus Z, involves exactiy one non-trivial G,/liT,-module. By (1.8)(a) this is 
the natural module. Without Loss we may suppose 2, = Z,. 
By (1.12) we have ~~~(Z(~~)/~,(Z(G,))~ ~2. Now Z(G,)= 1, otherwise 
we would infer from (1.2) that i2Z,(Z(G,))#S2,(Z(B))=G?,(Z(G,)) 
Q,(Z(G,)), a contradiction with the action of G,,JKI on Z,. 
Thus Z, is a non-trivial G~/K~-module, and Z.+ involves exactly one non- 
trivial (3-dimensional) module for G,, 4/KL 2 L,(2), otherwise ZI/Z4 would 
be a trivial G~.~~K~-rnoduie and Z&G,, a contradiction with (1.2). 
By (1.12), 2, = (r;2,(Z(B))t’4) isan irreducible 4-dimensional module for 
G4/K4 r A,. Farticular~y we have 
Assume SZ,(Z(G, )) = Q,(Z(B)). Then 2, = [Z,, G,] is a 7-dimensional 
G,/K,-module, such that 2,/Cz,(G,) is a natural module and 
ICT,(G,)I = 2 = JCe,(B)I. But this is impossible by (1.9). Hence 
Z(G,) = 1. 
We set N = (fz,(Z(B))C1~4). Let v E .&\N; As G&K, acts indecomposab~y 
on Zq, we see that G,,4 acts transitively on z,\N. Therefore 
(0) IGTI.4,K4wl = 3 .7. 
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Next we will calculate I= IvGIJ. From the order and simplicity of G,/K, we 
infer 
(i) I> 12. 
If g E G,, o(g) = 7, and vg = u then g acts fixpointfreely on 
w,v(BHG’)w\P~ ul. 
Set 2,= (Q,(Z(B))G1), V=p,(v). Then g acts fixpoint freely on 
( V’$, )\v”‘. Hence 
(ii) 7 ) (64 - 1). 
If there is some T= Bh~Sy12(G1) with [v, T] = 1 (he G,) then 
uh E Cz,( B) = Q , (Z( B)), a contradiction! Thus 
(iii) 2 ( 1. 
If 5 1 I we conclude from 5* I, JG/ and (iii) that I = 20,30, or 40. In any case 
this contradicts (ii). Hence 
(iv) 511. 
Now we have I = 2”3h (1 <a, b f 3). Finally we infer from (i) and (ii) that 
l=2232. Hence ]G,:C,,(u)I =2232. Let S~Syl,(c,,(u)). Then IS: KJ =2 
and therefore S < N,,( K4) = G,, 4, a final contradiction with (0). 
(2.3) LEMMA. Let V be a (*)-chamber system with diagram 
1 2 3 
A(%‘) = 
Then K, = K3 = 1 and G, z G, z Sp,(2). 
Proof. By (1.14) we have G,/K, z A,, Sp,(2), Q-(8,2), or O-(8,2). 
Respectiveiy G,, x/K,. 3%’ A,, Se, Q-(6, 2), or O-(6,2). The same holds for 
G,/K3. Hence 
G,/K, z G,/K,. 
By (1.3), K, and K, are 2-groups. As GJK, z A, is not possible by (1.18), 
we have one of the following cases: 
(I) G,/K,zGG,/K,~Q-(8,2), O-(8,2), 
(II) GJK, z GJK, = Sp,(2). 
Ad (I). By assumption GJK,N= A,. Therefore 
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By the structure of GJK, we have 
lK,:K,I=I~~,,:K,i=3.29resp. 3.21°, 
jK,,, : K, / = 26 and K,* ,/K, is an irreducible G,, ,/K,-module. 
As K, K3/K, <IG&K, either K, = K3 or K, K, = K,,, holds. We set 
zj = Q,evj)) forj= 1, 3, 
Qs, = W&), &=Q,MQd,- 
If K, = K,, then K, = K, = 1 by (1.2) and consequently IQ4 I= 29, 
IZ(Q,)l =23. As G,/K,r A,, it follows that G4 is trivial on Z(Q& Thus 
G1,4 is trivial on Z(Q4), a contradiction with the structure of G1. Therefore 
(+I K,K,=K,,,. 
As G&K, is non-trivial on Q4/K, we have CG4(Q4)<Q4. 
Assume C,,(K,) < KI, C,,(lu,) d K3. Then Kj= C,(.Z,) for j= 1, 3 and 
Z4 < Z,, Z,. If G,/K, is trivial on Zj for j= 1 or 3, we infer from (1.2) 
Z4 = I. But obviously Z, # 1, so that 2, and Z3 involve non-trivial 
modules for G,/K1 resp. G3/K3. Now we look at the coset graph 
f=T(G,, G3). 
Let rx, PE V(r) with [Z,, Z,] # 1 and d{cr, p) = b, where b = 
min{d(y, S)/u, 8~ V(T), [Z,, Z,] # 1 }. Let 01, at 1, . ..? fi- 1, /3 be a path of 
length b. Then by the definition of b: 
Z,G$-,,Zg 4 K. and Z,<Zz,+,,Z, 4 K,. 
Without loss assume that 12, Kp,/Kpl < iZ,K,/k;,/. As jZ,K@/iu,( = 
I&/Z, n K, I = IZd~zc(ZJl we conclude that Z, is an F-module for GE/K, 
with offending subgroup Z, K,jK,. As G,/K, 2 G,/k; we may assume cx = 1 
and E + 1= 3. But now Z,K,/K, is an offending subgroup in 6,. JK,, 
contradicting (1.8)(b). 
Hence without loss G, = K, C,,(K,). Then [K,, O’(G,)] = 1 and by (+ ) 
[K,,,/K3, U’(G,,,)/K,] = 1, which contradicts the structure of G3/K3. 
Therefore the hypothesis in (I) cannot be valid. 
Ad (II). Let GJK, z G,jK3 s Sp6(2). We have to show K, = K, = 1. To 
the contrary let us assume K, # 1. By the structure of G,/K, resp. G3/K3 we 
have lB/Kl 1 = I B/K3 1 = 29. In particular B and all K, are 2-groups. As 
Cd/K4 z A7 we have K4 = K4, 1 = X,, 31 whence 
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From ( i .2) we infer K, # K3 and therefore Kt # K, 1yj d K,. 3. The action of 
G. ,I& on K,, dK1 yields 
Kl,3=KiK3 or 1 K, KS/K, / = 2. 
ff K,,,= K,K,, then K,.,6Ka and K,.,/K, < K,.JK,. But this is not 
compatible with the structure of GJK,. Hence 
(+-t-f lK,K,jK,l=I.?. 
As G,,$K, acts non-trivially on KJKI, we have 
c,,w d KS. 
Suppose that C,,(K,) $ K,; i.e., G, = K,C,,(K,). Choose some gEG,.3 
with 1 #o(g) odd. Then by ( + + ), g centralizes K1 K,. Thus 
C&K,) 4 K,, G3=K3CG,(K3). By (U), K, nK,= 1, so that 
lK,I = IKx/ = 2, ZLj=Z(G,) forj== 1,3, /Kdl =27, 
Now Kd is elementary abelian (otherwise we would have K, = @(Kd) = K3). 
Thus K4 is a module for G4/Ka 2 A, and Z4 = (L2,(.Z(B))G4) involves 
exactly one non-trivial module M = Z4/Z(G4) (see ( i.12)). 
Without loss CM(GI,d) = 1, implying K, = Z(G,) < Z(G,), a contradic- 
tion with (1.2). Therefore 
(+ f f ) C,c(Ki) < Ki for i= 1, 3, 4, 
But not we have shown that all the assumptions in (2.2) are fulfilled. This 
yields the final contradiction and proves our claim K, = 1. 
(2.4) LEMMA. Let %’ be a (*)-chamber system with diagram 
Then Ki= 1, GigA for a/l iEZ. 
ProojI By (l.l), Gi/lv,r A7 or A, for all iEZ and B is a a-group (1.4). 
In particular all K,, ie Z, are 2-groups. By assumption G4/Ke z A,, so that 
we have 
SuPPose & f 1. BY (1.2), K,, K, f K4, thus GJK, r G,/K, z A,. Further- 
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more G,/K, z A,, otherwise we would have / K2, + JK,, 4 1 = 2, contradicting 
the structure of G4/K4 z A,. In particular 
From /K, n K, 1 = 1 K,, , n K4, ,I = 21 K, ( we conclude K, = K3 = 1; 
otherwise we would have the contradiction 
Hence K,, 2 = Kz and ) K, 1 = 8. Clearly G, has to act trivially on K, and G4 
has to act trivially on K4. But this gives the final contradiction 
1 # K2 n K4QG2, G,. Therefore K4 = 1, proving the lemma. 
(2.5) LEMMA. Let %? he a (*)-chamber system with diagram 
Then Ki= 1, G,r A, for all iE I. 
Proof: By assumption G4/K4 z A,, so that G,, JK4, z z (Z, x Z,) Z,. If 
G,IK, 2 %7&h Q- G3,2), or 0 ~ (8,2), we would have G,, JK2, 4 E S3 x S,, 
S, x A,, or S, x S,, a contradiction. Hence G,/K, E A, and G,, JK2, , r A,. 
If GJK, z,@,(2), O-(8, 2), O-(8, 2) we would have G,,2/K,,Zz 
S,, R-(6, 2), 0 --(6, 2) a contradiction. Thus GJK, z A, and K, = K,, z = 
K, = 1. Now we have IBI = 23 and the lemma follows. 
(2.6) LEMMA. Let ‘3 be a (*)-chamber system with diagram 
Then K,=l foralEiEIandG,rG,rA, 
Proof If G,IK, z A,, then K, = K,, 4 = K4 = 1 and the assertion follows 
at once. So let us assume G,/K, & A, & GJK3. The structure of 
G,,2.dK1,2,3 yields GIIK, g G31K3. 
Case (I). G,/K, z G3/K3 r SZ-(8, 2) or O-(8, 2). We have & = &, , = 
K4, 3 and K1, K3 are 2-groups by (1.3). Hence 
K,, K3 d Qz, = O,(K,). 
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By (1.15), Kz=K,.,=K,,,, so that 
Moreover, we put Zj=sZ,(Z(Kj)) for j= I, 3 and Z,=a,(Z(Q,)). The 
action of G,.,/K, on QJK, yields 
Suppose that CG,(K, ) < K,. Then Z2 < Z, and we look at the coset graph 
I-= l-(G,, G,). 
Let tt, p E V(T) with [Z,, Z,] # 1 and d(dt, p) = b = rnin~~(~, S)lu, 
6 E V(r), [Z,, Z,] # I> and a, M + 1, . . . . /I - 1, a a path of length b. As 
Zz < Z,, it follows that a - 1 - fi. Without loss WC may assume that 
IZ,K,/K,) < )Z,K,/K,/ and a = 1, c1+ I= 2. By definition of b, Z, < K, 
and therefore we conclude from IZ,: C,,(Z,)l = IZ,: Z, n K,I < (Z,K,/K, ) 
that 2, is an F-module for G,/K, with offending subgroup Z, K,/K, q 
G,,,/K,, a contradiction with (1.8)(b). Hence C,,(K,) < R, and we have 
G, = K, CG,(KI )> (:, = K, CG,(K~). 
As [K, KJK,, O’(G,. 3)] = 1, we have IK, K,/K, ( < 2. Moreover, 
K,nK,=l, so that \K,/=/K,\d2. Hence 
K, > K, 6 Z(Qdr MQdl G 2’. 
As GA/K, acts non-trivially on Z(Q4), we have 
MQ4)l = z4, IK,/=IKJI=2. 
NOW V= Z(Qj) is a 4-dimensional module for G4/((4 g ~~ with 
Cv(G,.4) # 1 and C.(G, ,) # 1, which is impossible. 
Case (II). G,/K, = G3/K3zSp6(2). Then all K, are 2-groups and by 
(1.16), G,/K, is as given in (1.15)(i). Therefore 
1(4=&l =&,P K,=&, -‘Kz.zr K,,K,GKK,,Kd. 
Suppose that K, # 1 ZK,. Then 1 #K, K-JK,<lG, JKI and K, K,/KI < 
K,, dK, R I=,, 4/K,. Now the structure of G,/K, implies 
I K, KdK1 I = 2. 
If G, =KICG,(K,), then O’(G,)d C,,(Ki). Thus 02(G,,3)& CGJKIK3)< 
C,,,,(K,) and G3 = K3C,,s(K,). On the other hand, if C,,(K,) < K,, then 
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C,,(K,) < K,, and all assumptions in (2.2) are fulfilled, as in any case 
C,,(Kd) < &. Now we get K, = 1, a contradiction. This shows 
G, = K, C,,W, 1, G, = J(3 G,W, I- 
Now it follows that K, n K, = 1, JK, / = JK31 = 2. Moreover, lKdi ~2~, and 
as K, K.l<52,(Z(B)), we infer from (1.12) that M= (~,(Z(~))~4}~Z(G~) 
is an irreducible G,/K,-module. Without loss C,(G4. r ) = 0, whence 
K, 6 Z(G,), contradicting (1.2). Hence, contrary to our assumption, we 
have 
KI = 1 = K,. 
Now Kq is an irreducible module for GJK, z A7 of dimension 6. As B is a 
Sylow Z-subgroup of G, z Sp6(2), we may show next: 
(i) PfVXB)H =4, 
(ii) Ll,(Z(B)) contains exactly one c( # 1, such that a is not a square 
in B, 
(iii) Ca,iz~B#k2~ = 00. 
Using the representation of L@,(2) as given in [Ya], we have Sl,(Z(B)) =
CT x2, n3 > and Ca,tzcB#%, A = (n17t2rr3 >. Moreover, 7,rtIr,= (rc’,x; p)’ 
and n3 = (,u’7~;)~, so it remains to show that n, rr27t3 is not a square in B. 
But there exists a monomorphism B --+I A12, such that rci~~?~~ --t’ (1 2)(3 4) 
(5 6)(7 8)(9 lO)( 11 12) (see [Ya, p. 3381). Obviously this permutation is not 
a square in A r2 and our claim is established. 
The same consideration with G, instead of G, yields Cn,czcs,,(G,,2)= 
(o! >. Therefore 
G4.2. s G2 B C,(rx). 
Now we will identify K4 with V as given in (1.11 )(b). With the notations as 
chosen there, we have 
C,(Gd. 2) = (~1 + ~2 + ~3 -I- ‘~4 >. 
Hence c( corresponds to u, + a2 c vj + uq, but this is a square in B: 
u, +r~,+v,+ 04= ((u, + v3) ‘(1 2)(3 4))*. 
This final contradiction shows that even Case (II) cannot occur, proving 
the lemma. 
Finally we will summarize (2.1) and (2.3) to (2.6): 
(2.7) COROLLARY. Let V be a (*)-chamber system of rank 4, then V is us 
given in Theorem B. 
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3. (*)-CHAMBER SYSTEMS OF RANK >5 
(3.1) LEMMA. Let W he a (*)-chamber system of rank 5. Then 
Proqfi We have to look at all one-point extension of diagrams, which 
are possibly attached to (*~-chamber system of rank 4. By (2.7) we have to 
consider four distinct cases. 
Case (I). ‘1x is a one-point extension of 
12 3 
--I-- 
-Q 
4 
According to (1.17)(a) we have to consider the following extensions: 
12 3 
(ii) 
77 
4 
5 
(iii) 
12 3 
~ 
4 
5 
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(vii) I ’ ” 
/’ 
v 
4 I’ 
I’ 
i 
(viii) ’ 2 3 
v 
4 
5 
(ix) I 2 ;’ 
v 
4, IT 
I I/ 
6 
cd 2 
3 
v 5 
(xi) I 2 3 
v 
4 
5 
If %? is as in (i), (iv), or (vi), then the induced chamber system for G4/K4 
possesses a spherical diagram of rank 4. But then G,. JK,, 5 & A, by (1.1 ), 
contradicting our general assumption. 
In (iii) and (viii) we get a chamber system for GJK, with diagram 
which contradicts (1.17)(b), (c). If A(%‘) is as in (vii), then Gq, JK4, 3 z A7 
by (2.4) or (2.5). On the other hand, the induced chamber system for G,/K, 
has a spherical diagram of rank 4, whence G,, JK3, 4 & A,. 
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In Case (ix) we infer from (2.4) or (2.5) that G4J& z A,. Hence 
G3. JK3, 5 z A, by (2.5) or (2.6). But this is a contradiction with (2.3). In 
(x) we have G,,J& z A, by (2.6). Now, with the same arguments as in 
the proof of (2.5) we get G,,JK3zAA, for all ic {l, 2,4, 5). In particular 
G3,5/K3,5 z A7, contradicting (2.3). 
Cases (ii), (v), and (xi) remain. 
Ad (ii). By (1.1) we have G,/K, z G,/K3 gF,(2). Hence all K, are 
2-groups by (1.4). As K, = K 5, , = Kg, 3 by (2.3), we have in particular 
K,,K,<K,. 
We put Zi=sZ,(Z(Ki)) for i= 1, 3, 5. 
Suppose that C,,(K,) <K,. Then Zs < 2, and Kj = CGJ(Zj) for j= 1, 5 
and we will look at T=T(G,, G,). Let 2, BE V(f) with [Z,, Z,] # 1 and 
d(a /I) = h = min{d(y, a)/?, 6 E V(T), [Z,, Z,] # 11. As Z5 d Z,, we have 
LX- 1 -/?. Without loss let (Z,K,/K,( < IZ,K,/K,l. But now Z, is an 
F-module for G,/K, % Fd(2), which is impossible by (1.8)(c). Therefore our 
assumption cannot hold, so that 
G, = K, C,,(K, 1, G, = K3 C,,(K, 1. 
Now we conclude from (1.2) that K, n K3 = 1. 
Suppose that K,# 1 #K,. Then 1#K1K3/K1 and [K,K3, O*(G,,,)]=l. 
From the action of G,, 3 on K,, JK, it follows that 
I#, K,IK, I = 2. 
Hence \Kj\=2, K,=Z(Gj) for j=1,3 and K1K,<QS2,(Z(B))<ZS. If 
K, K3 = Z5 we get (Z,I = 4, K, d Z, = Z(G,), contradicting (1.2). Thus 
K, K3 # Zg. Now, looking at the action of G,, s/K, on K,, JK,, we obtain 
IZJ = 28, 
G,(G,, 5) = Cz,(G,, s,dt IC,,(G,, 511 = 4. 
V, = G,(B) = G,G 3, A IV,\ =8. 
From the action of G3, s/K3 on K,, ,(K’, we get a similiar result. As 
K, 4 Cz,(G,, 5), we have C,,(G,, 5) # C,,(G,, 5) and therefore: 
(+ ) C&G,) = C&G,, 5) n C,(G‘,, 51, I C,,(G,)l = 2. 
Moreover, we infer from the action of G,, 5,4/K, on 27,/K, that 
IC.Z,(G,, .dl d 4. If lCz,(G,4)l = 4, then C,,(G,, J = C,,(G5,4, ,) = C,,(G,, d. 
As C&G,) = C,,(GS,,) n C,,(G,, 5), it follows that IC,,(G,)l = 4, a con- 
tradiction with (+ ). Hence 
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Now W= ( C,,(B)G5.“)/CZ5(G5) is an irreducible module for G5, JKSS 4 z A, 
by (1.12). Without toss we may assume that C&G,.,, i) =O, yielding 
K, < C,(G,), once again a contradiction with (I .2). 
The case where K1 = 1 = K3 remains. Then Z5 is a G,/K,-module of 
dimension 7. Furthermore, sl,(Z(B)) #Z, and Ii2,(Z(E))I =4. We put 
M= (SZ,(Z(B))G1,5.4). Then [MI = 24 and M can be obtained as follows: 
(Note: Z,/C,,(G,+ 5) is a natural module for G,, JK,, S 2 Sp6(2).) Therefore 
M = (f2,(Z(B))G*~4) = (S2,(Z(B))G54~1) = (G?,(Z(E))Gs~4~3) is a non- 
trivia1 module for G5, 4/K5, 4 s A,. But now both C.&G,, 4, , ) # 0 and 
C,(G 5, 4, 3) # 0, constituting the final contradiction. 
Ad (xi). According to (2.3) and (2.6) we have G,,/K, 3 z Sp,(2) and -- 
G, JK4 z A,. Thus G,/K, possesses a chamber system V with G4/K4 z A,, ,‘- 
G5/Ks z Sp,(2) and 
12 
A(@ = 
BSB, 
5 4 
But this is impossibie by (1.19). 
Only Case (v) remains and this is the assertion. 
Case (II). A(%?) is a one-point extension of 
2 3 
k7 4 
According to (1.17)(a) we have to consider the foIiowing extensions: 
(i)’ ’ 3 
~ 
4 
'5 
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(ii) 
(iii) 
12 3 
4 
~ 
5 
If d(W) is as in (i) or (ii), then G5, JK, 2 A, by (2.4). But this contradicts 
(1.1) (looking at G3/K3). In the remaining case, Case (iii), we get the 
contradiction G,, JK, z A, by (2.5) and G,,JK, z i+,(2) by (2.3). 
Case (III). A(%?) is a one-point extension of 
2 3 
w 4 
Also in this case we will show that there exists no 
Here we get the following list of one-point extensions: 
~*)-chamber system, 
(ii) CiyLjk4 
’ 2 3 (iii) 
v 4 , I IS 
I 
; 
12 3 
(iv) 4 t' 
v 
,' 
I 
; 
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For (i), (ii), and (iii) we get a contradiction with (1.1) as above. If A(%?) is 
as in (iv), then G,, J&, 3 = N A, by (2.5) or (2.6). On the other hand we 
should have G,, JK3, 4 s Sp,(2) by (2.3). 
Case (IV). A(+$) is a one-point extension of 
2 3 
k7 4 
Even in this case there exists no (*)-chamber system. Otherwise d(g) 
would be one of the diagrams in the following list: 
(ii) 
12 3 
Y 
4 
5 
12 3 
(iii) 
77 4 5
’ 2 3 (iv) 
v 5 
4 
' 2 3 
(v) v 
5 
4 
’ 2 3 
(vi) v 
5 
4 
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(vii) 
12 3 
v 
45 
4 
12 3 
(viii) 
5' 
v 
I' 
4 
12 3 
6x1 
For (i), (iv), and (vi) we get a contradiction with (1.1). In (v), (vii), and 
(viii), A(%‘) is an extension of the diagram 
such that Xi, j, JLi, j, ,+ E A, . But such a chamber system does not exist, as 
we have already shown in Case (I). 
If A(%‘) is as in (ii), then GJK, 2 F,(2), whence G,, s/K,, 5 g Q,(2). On 
the other hand G5, ,/KS, i E A, by (2.6)! Finally, in Case (iii) or (ix) we 
would obtain a chamber system for G,/K,, which contradicts (1.17)(b) or 
(1.18). 
Now the proof of (3.1) is complete and we are in a position to give a 
proof of Theorem B. 
Proof of Theorem B. By (2.7) Theorem B holds for n = 4. For n 2 5 we 
will give a proof by induction. First of all the assertion holds for n = 5 by 
(3.1). Now let V=%(G;B;X,, . . . X,,, ) be a (*)-chamber system of rank 
n + 1 Z 6. Then V induces for every j 2 4 a (*)-chamber system %$ of rank n 
for the group G,IK,. By induction we have 
4 
n+l 
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Looking at d(%J for three different Jo {4, 5, . . . n + 1) yields at once the 
assertion 
1 4 
A(%?) = 
3 n+l 
4. TITS GEOMETRIES 
(4.1) DEFINITION. A geometry over some finite index set Z is a triple 
Z= (V, *, 71, where T: V+ Z is a surjective map, attaching each object in Y 
with its type, and * is a symmetric incidence relation on V, satisfying u * M’ 
and r(v) = z(w) if and only if t’ = w. f is called connected, if its incidence 
graph is connected. Call 111 the rank of ZY A flag F of Z is a subset of 
pairwise incident objects of f, and the residue of F is the geometry 
rF = ( v,, *I vp, ~1~~) over 5(VF), where k’,= (x6 V/x* u for all IIEI;}--Z? 
(4.2) DEFINITION. Let Z= (V, *, 7) be a connected geometry over I. Z is 
called residually connected, if the following conditions are satisfied: 
(f ) ZF is connected for every flag F with If- T( F)l 2 2. 
(2) TP-#@ for every flag with jr--r(F)/ = 1. 
(4.3) DEFINITION. Let f be a residually connected geometry over I. Z is 
called a classical Tits geometry, if for ail i,jc Z, i #j, and every flag F with 
I- z(F) = { i,j} the following holds: 
Z, is a generalized digon (m, = 2) or a generalized m,-gon 
(m,% 3), which is defined by a rank 2 group of Lie type. 
As in the case of Tits chamber systems, we may attach a diagram 
d = d(T) to every classical Tits geometry K Clearly, an automorphism of 
Z= (V, *, T) is a ~rmutation of V, which respect * and T. 
We will consider only residually connected geometries, having a group of 
automorphisms G, such that G acts transitively on the set of maximal flags. 
Therefore we may choose some arbitrary maximal flag and identify its 
elements with the set I. 
For Jc Z let G, denote the stabilizer of J in G. Furthermore let KJ 
denote the kernel of the action of GJ on ZJ. 
Now we can state the following theorem: 
THEOREM C. Let I- be a residually connected Tits geometry over 
I= (I, . ..) tzf with connected diagram A = A(T). Suppose that A contains only 
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bonds of strength 1 and 2. Suppose that r admits an automorphism group G, 
acting transitively on the set of maximalflags. Finally suppose that: 
(1) 4r,-(l,2,3)) is oftype A,. 
(2) G,- :1,2,3)lK,-(1.2,3}~A,. 
Then A and the G, are as given in Theorem A. 
Proof: We will apply Theorem B. Therefore we attach a chamber 
system q(r) over I to r in the following way: The chambers are the 
maximal flags of r, and we call two flags F, F i-adjacent if and only if 
z(Fn F’) = 1- {i}. By the definition of r, it is obvious that V(r) satisfies 
all requirements of Theorem B. Hence Theorem B yields the assertion. 
(4.4) Remark. Geometries with diagram 
a- Or El 
can be found in [AS]. 
If 
A= 
Ll 
then there exists a uniquely determined geometry r with diagram A (see 
[HI). In this case Aut(T)r U,(5). 
Finally, geometries with diagram 
may be found in [We, (5.1.4)]. 
[ASI 
cc01 
IHI 
CKel 
[St 11 
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