Abstract: In finance, durations between successive transactions are usually modeled by the autoregressive conditional duration model based on a continuous distribution omitting frequent zero values. Zero durations can be caused by either split transactions or independent transactions. We propose a discrete model allowing for excessive zero values based on the zero-inflated negative binomial distribution with score dynamics. We establish the invertibility of the score filter. Additionally, we derive sufficient conditions for the consistency and asymptotic normality of the maximum likelihood of the model parameters. In an empirical study of DJIA stocks, we find that split transactions cause on average 63% of zero values. Furthermore, the loss of decimal places in the proposed model is less severe than incorrect treatment of zero values in continuous models.
Introduction
An important aspect of financial high-frequency data analysis is the modeling of durations between events. This includes the modeling of the recording of transactions (trade durations), price changes by a given level (price durations) and volume reaches by a given level (volume durations). Financial durations exhibit strong serial correlation, i.e. long durations are usually followed by long durations and short durations are followed by short durations. To capture this time dependence, Engle and Russell (1998) proposed the autoregressive conditional duration (ACD) model. The ACD model is analogous to the GARCH volatility model and enjoys similar popularity in the financial durations field. For the survey of duration analysis, see Pacurar (2008) , Bauwens and Hautsch (2009), Hautsch (2011) and Saranjeet and Ramanathan (2018) .
Traditional duration models are based on continuous distributions. Table 1 reviews continuous distributions used in the ACD literature. The ACD specification is traditionally based on a timevarying mean with some additional constant shape parameters. The data is, however, inherently discrete. This is also the case for financial durations, whether they are recorded with a precision of seconds or milliseconds. Discreteness of real data is the first motivation of our paper. Generally, there are three ways of dealing with discrete values of observed variables.
1. The first approach considers random variables with a continuous distribution and ignores the discreteness of the data. This is a valid approach, and often the best solution, when data are recorded with a high precision (e.g. durations with millisecond precision). However, if the precision is low (e.g. durations with second precision), the bias in estimators increases and the size of hypothesis tests is distorted (see Schneeweiss et al., 2010) . Tricker (1984) and Taraldsen (2011) explore the effects of rounding on the exponential distribution while Tricker (1992) deals with the gamma distribution. In autoregressive processes, the rounding errors can further accumulate making continuous models unreliable (see Zhang et al., 2010 and Bai, 2011) .
2. The second approach considers random variables with a continuous distribution and takes into account the partial identification and interval uncertainty of the observations caused by rounding or grouping (see Manski, 2003) . In financial volatility analysis, discrete values of prices are often (among other effects) captured by the market microstructure noise (see Hansen and Lunde, 2006) . To our knowledge, Grimshaw et al. (2005) is the only paper addressing the issue of rounding in financial durations analysis. They found that ignoring the discreteness of data leads to a distortion of time-dependence tests in financial durations.
3. The third approach considers random variables with discrete distribution. In financial analysis, prices are directly modeled by discrete distributions; see e.g. Russell and Engle (2005) and Koopman et al. (2015) . Kabasinskas et al. (2012) use discrete distributions to count zero changes in prices. In our paper, we follow the discrete approach to financial durations and utilize time series models of counts.
There are many trade durations that are exactly zero or very close to zero. Zero durations can be caused by split transactions, i.e. large trades broken into two or more smaller trades. Veredas et al. (2002) offer another explanation as they notice that many simultaneous transactions occur at round prices suggesting many traders post limit orders to be executed at round prices. Zero durations can as well just be independent transactions executed at very similar times and originating from different sources. Whatever the reason for zero durations, ignoring them can cause problems in estimation as many widely used distributions have strictly positive support and zero values have therefore zero density. Liu et al. (2018) examine the effect of zero durations on integrated volatility estimation. The presence of zero durations is the second motivation of our paper. The literature suggests several different ways of dealing with zero durations.
with this approach is that these successive trades can as well be independent and originate from different sources. Therefore, it is an uneasy task to identify whether close-to-zero durations indicate actual split transactions.
5. It is more convenient to model zero durations in a discrete framework. When the values are grouped, zero durations corresponding to split transactions manifest themselves as an excessive probability of the group containing zero values. For discrete distributions, a zero-inflated extension of Lambert (1992) can be used. This is the approach we suggest in this paper.
Given the discussion above, we propose in this paper a new zero-inflated autoregressive conditional duration (ZIACD) model. We directly take into account a discreteness of durations and utilize the negative binomial distribution to accommodate for overdispersion in durations (see Boswell and Patil, 1970; Cameron and Trivedi, 1986; Christou and Fokianos, 2014) . The excessive zero durations caused by split transactions are captured by the zero-inflated modification of the negative binomial distribution (see Greene, 1994) . The time-varying location parameter follows the specification of general autoregressive score (GAS) models, also known as dynamic conditional score models (see Creal et al., 2008 Creal et al., , 2013 Harvey, 2013) . In the GAS framework, time-varying parameters are dependent on their lagged values and a scaled score of the conditional observation density. GAS models belong to the class of observation-driven models (Cox 1981) . Koopman et al. (2016) find that observation-driven models based on the score perform comparably to parameter-driven models in terms of predictive accuracy. Observation-driven models (including the GAS model) can be estimated in a straightforward manner by the maximum likelihood method. In this paper, we establish the invertibility of the GAS filter for the ZIACD model and the consistency and asymptotic normality of the maximum likelihood estimator.
In an empirical study, we analyze 30 stocks that form the Dow Jones Industrial Average (DJIA) index with values of trade durations rounded down to seconds. We compare the Poisson, geometric and negative binomial distributions together with their zero-inflated modifications. We find that the proposed ZIACD model is a good fit as it captures both overdispersion and excessive zero values. The portion of zeros caused by split transactions ranges from 37% up to 90% depending on the stock with the average of 63%.
We also compare the proposed ZIACD model with continuous models based on the exponential, Weibull, gamma and generalized gamma distributions. In a simulation study, we find that when data are rounded, the estimates of the continuous model are biased while the proper use of the discrete model identifies true parameters. Furthermore, our empirical duration data has very high precision and as we round them to seconds for the discrete model, we lose some information. The use of the continuous approach, however, also causes a loss of information as close-to-zero durations need to be removed or set to a given threshold value for estimation purposes. We find that the loss of decimals is significantly less severe than the loss of zeros imposed by the continuous approach. Finally, we find that the proposed ZIACD model outperforms the continuous models in terms of predictive accuracy.
The rest of the paper is structured as follows. In Section 2, we propose the ZIACD model based on the zero-inflated negative binomial distribution with time-varying location parameter and prove its asymptotic properties. In Section 3, we describe characteristics of financial durations data and fit the proposed model within a discrete framework. In Section 4, we compare the proposed discrete model with continuous models. We conclude the paper in Section 5.
Discrete Duration Model
Let T 0 ≤ T 1 ≤ · · · ≤ T n be random variables denoting times of transactions. Trade durations are then defined as X i = T i − T i−1 for i = 1, . . . , n. As we operate in a discrete framework, we assume T i ∈ N 0 , i = 0, . . . , n and X i ∈ N 0 , i = 1, . . . , n. We further assume trade durations X i to follow some given discrete distribution with conditional probability mass function P [X i = x i |f i , θ], where x i are observations, f i = (f i,1 . . . , f i,k ) are time-varying parameters for i = 1, . . . , n and θ = (θ 1 , . . . , θ l ) are static parameters. First, we consider trade durations to follow the negative binomial distribution. Next, we extend the negative binomial distribution to capture excessive zeros using the zero-inflated 
and the Fisher information for time-varying parameters f i defined as
Note, that the latter equality requires some regularity conditions (Lehmann and Casella, 1998) .
Negative Binomial Distribution
Non-negative integer variables are commonly analyzed using count data models based on specific underlying distribution, most notably the Poisson distribution and the negative binomial distribution (see Cameron and Trivedi, 2013) . A distinctive feature of the Poisson distribution is that its expected value is equal to its variance. This characteristic is too strict in many applications as count data often exhibit overdispersion, a higher variance than the expected value. A generalization of the Poisson distribution overcoming this limitation is the negative binomial distribution with one parameter determining its expected value and another parameter determining its excess dispersion. The negative binomial distribution can be derived in many ways (see Boswell and Patil, 1970) . We use the NB2 parameterization of Cameron and Trivedi (1986) derived from the Poisson-gamma mixture distribution. It is the most common parametrization used in the negative binomial regression according to Cameron and Trivedi (2013) . We consider the location parameter µ i > 0 to be timevarying, i.e. f i = µ i , while the dispersion parameter α ≥ 0 is static. The probability mass function is
The expected value and variance is
The score for the parameter µ i is
The Fisher information for the parameter µ i is
Special cases of the negative binomial distribution include the Poisson distribution for α = 0 and the geometric distribution for α = 1.
Zero-Inflated Distribution
The zero-inflated distribution is an extension of a discrete distribution allowing the probability of zero values to be higher than the probability given by the original distribution. In the zero-inflated distribution, values are generated by two components -one component generates only zero values while the other component generates integer values (including zero values) according to the original distribution. Lambert (1992) proposed the zero-inflated Poisson model and Greene (1994) used zeroinflated model for the negative binomial distribution. The zero-inflated negative binomial distribution is a discrete distribution with three parameters. We consider the location parameter µ i > 0 to be time-varying, while the dispersion parameter α ≥ 0 and the probability of excessive zero values π ∈ [0, 1) are static, i.e. f i = µ i and {α, π} ∈ θ. The variable X i follows the zero-inflated negative binomial distribution if
with probability π, X i ∼ NB(µ i , α) with probability 1 − π.
The first process generates only zeros and corresponds to split transactions, while the second process generates values from the negative binomial distribution and corresponds to regular transactions. The probability mass function is
Special cases of the zero-inflated negative binomial distribution include the the negative binomial distribution for π = 0, zero-inflated Poisson distribution for α = 0 and the zero-inflated geometric distribution for α = 1.
Generalized Autoregressive Score Dynamics
Generalized autoregressive score (GAS) models (Creal et al., 2008 (Creal et al., , 2013 , also known as dynamic conditional score models (Harvey, 2013) , capture dynamics of time-varying parameters f i = (f i,1 , . . . , f i,k ) by the autoregressive term and the scaled score of the conditional observation density (or the conditional observation probability mass function in the case of discrete distribution). The time-varying parameters f i follow the recursion
where C = (c 1 , . . . , c k ) are the constant parameters, B = diag(b 1 , . . . , b k ) are the autoregressive parameters, A = diag(a 1 , . . . , a k ) are the score parameters, S(f i ) is the scaling function for the score and ∇(x i , f i ) is the score. As the scaling function, we consider
• unit scaling, i.e. S(f i ) = I,
• square root of inverse of the Fisher information scaling, i.e. S(
• inverse of the Fisher information scaling, i.e. S(f i ) = I(f i ) −1 .
Note that each scaling function results in a different GAS model. The long-term mean and unconditional value of the time-varying parameters is f = (I − B) −1 C. The parameters f i in (12) are assumed to be unbounded. However, some distributions require bounded parameters (e.g. variance greater than zero). The standard solution in the GAS framework is to use an unbounded parametrizationf i = H(f i ), which follows the GAS recursion instead of the original parametrization f i , i.e.
whereC = (c 1 , . . . ,c k ) are the constant parameters,B = diag(b 1 , . . . ,b k ) are the autoregressive parameters,Ã = diag(ã 1 , . . . ,ã k ) are the score parameters,S(f i ) is the reparametrized scaling function for the score and∇(x i ,f i ) is the reparametrized score. The reparametrized score equals tõ
while the Fisher information of the reparametrized model equals tõ
The GAS specification includes many commonly used econometric models. For example, the GAS model with the normal distribution, the inverse of the Fisher information scaling and time-varying variance results in the GARCH model while the GAS model with the exponential distribution, the inverse of the Fisher information scaling and time-varying expected value results in the ACD model (Creal et al., 2013) . The GAS framework can be utilized for discrete models as well. Koopman et al. (2015) used discrete copulas based on the Skellam distribution for high-frequency stock price changes. Koopman and Lit (2017) used the bivariate Poisson distribution for a number of goals in football matches and the Skellam distribution for a score difference. Gorgi (2018) used the Poisson distribution as well as the negative binomial distribution for offensive conduct reports.
Zero-Inflated Autoregressive Conditional Duration Model
In our model, we consider observations to follow the zero-inflated negative binomial distribution with the time-varying parameter µ i and static parameters α, π specified in (8). We use a reparametrization with the exponential link for the location parameter
where c is the constant parameter, b is the autoregressive parameter, a is the score parameter and
is the scaled score. Note that both the scaling functionS(f i ) and the scorẽ ∇(x i , f i ) are with respect to the reparametrization H(µ i ), which can be obtained from (14) and (15). The long-term mean and unconditional value of f i is then f = (1 − b) −1 c and µ = e (1−b) −1 c in the original restricted parametrization. In the rest of the paper, we focus on the unit scalingŜ(f i ) = 1. In Section 3.4, we compare the unit scaling with the square root of inverse of the Fisher information scaling and the inverse of the Fisher information scaling and show that differences between estimated coefficients are negligible. The scaled score for the zero-inflated negative binomial distribution with the unit scaling is given by
Estimation and Asymptotic Properties
Let us denote θ = (α, π, c, b, a) the static parameter vector which defines the dynamics of the GAS model proposed in (16). The static parameter vector θ is estimated by the method of maximum likelihoodθ
whereL n (θ) denotes the log likelihood function. The log likelihood is obtained from a sequence of n observations x 1 , . . . , x n , which depends on the filtered time-varying parameterf 1 (θ), ...,f n (θ), and is given byL
In our case, the log likelihood is based on the zero-inflated negative binomial distribution
Below, we show that the maximum likelihood estimator of the ZIACD model is consistent and asymptotically normal. The proof follows the structure laid down in Blasques et al. (2014) , but we focus in the particular case of discrete data {x i } i∈N with a probability mass function P[
In contrast, Blasques et al. (2014) treat a general case for continuous data with a smooth probability density function. Filter invertibility is crucial for statistical inference in the context of observation-driven timevarying parameter models; see e.g. Straumann and Mikosch (2006) , Wintenberger (2013) , and Blasques et al. (2014) . The filter {f i (θ)} i∈N initialized at some pointf 1 ∈ R is said to be invertible iff i (θ) converges almost surely exponentially fast to a unique limit strictly stationary and ergodic sequence {f i (θ)} i∈Z ,
Let L n (θ) denote the log likelihood which depends on the limit time-varying parameter
and let L ∞ denote the limit log likelihood function
Proposition 1 appeals to the results in Blasques et al. (2014) to establishes the invertibility of the score filter. The proof is presented in A. In Example 1, we illustrate how the invertibility can be verified in the current context. Below, we let E x i >0 denote the conditional expectation
Proposition 1 (Filter invertibility). Let the observed data {x i } i∈N be strictly stationary and ergodic and let Θ be a compact set which ensures that
Example 1. Consider the case of the score model for the zero-inflated negative binomial distribution with the unit scaling. We note that the conditions of Proposition 1 are easily satisfied for strictly stationary data {x i } t∈Z with a logarithmic moment E[log + |x i |] < ∞, and for a compact parameter space
We note that condition (i) of Proposition 1 holds since
which holds as the parameter vector θ lies on the compact set Θ, andf 1 is a given point in R.
Condition (ii) of Proposition 1 holds as
since x 1 has a logarithmic moment, Θ is compact andf 1 ∈ R. Finally, the contraction condition (iii)
in Proposition 1 is satisfied uniformly in θ ∈ Θ since
This can be simplified by noting that
This, in turn, implies that
Proposition 1 gives us sufficient elements to characterize the asymptotic behavior of the ML estimator. Theorem 1 below establishes the strong consistency of the ML estimatorθ n as the sample size n diverges to infinity. The proof is presented in A and is based on the theory laid down in Blasques et al. (2014) . The proof relies on the shape of the log likelihood function for the zero inflated negative binomial model. Theorem 1 uses the invertibility properties established in Proposition 1 for our zeroinflated negative binomial score model, and obtains the consistency of the ML estimator by imposing some additional moment conditions. The moment conditions in Theorem 1 are written as high-level conditions that apply to most ML estimator settings. These include a bounded moment for the log likelihood E[ i (x i , θ)] < ∞ and a logarithmic moment for the score E[log
high-level formulation of these assumptions gives us flexibility in applying these results to a wide range of designs of our score model. However, it can also be unfortunately abstract. Luckily, in Example 2 below, we note that the moment assumptions are directly implied by a single moment bound on the data E[x i ] < ∞. The derivations in this example also make clear that the same result applies to many formulations of the score model for the zero-inflated negative binomial distribution.
Theorem 1 (Consistency of the ML estimator). Let the conditions of Proposition 1 hold, the likelihood have one bounded moment and the score have a logarithmic moment,
Finally, suppose θ 0 be the unique maximizer of the limit log likelihood function
Example 2. Consider again the score model for the zero-inflated negative binomial distribution with the unit scaling. The bounded moment for the log likelihood stated in Theorem 1 E[ i (x i , θ)] < ∞ holds trivially if the data has a bounded moment E[x i ] < ∞. This follows directly from the fact that log i (x i , θ) is bounded in µ i and bounded by a linear function in x i ,
Additionally, the logarithmic moment
Note that since we use unit scaling in Theorem 1, we have that ∇(
Finally, Theorem 2 establishes the √ n-consistency rate ofθ n and the asymptotic normality of the standardized estimator √ n(θ n −θ 0 ) as n → ∞. We follow Blasques et al. (2014) closely, but formulate somewhat higher-level assumptions that allow us to be more concise than the primitive assumptions explored in Blasques et al. (2014) . The proof is presented in A. After Theorem 2, we use an example to illustrate how these conditions can be verified in the current context. Theorem 2 (Asymptotic normality of the ML estimator). Let the conditions of Theorem 1 hold. Furthermore, let the zero-inflated negative binomial score model be correctly specified and θ 0 ∈ int(Θ). Additionally, assume that (i) the first-order derivatives of the log likelihood have four bounded moments at θ 0 ,
(ii) the second-order derivatives of the log likelihood have one uniform bounded moment,
(iii) the third-order derivatives of the log likelihood have a uniform logarithmic bounded moment,
(iv) the first and second derivatives of the filtering process converge almost surely, exponentially fast, to a limit stationary and ergodic sequence,
with four bounded moments
Then the estimator is asymptotically Gaussian
where I(θ 0 ) −1 denotes the inverse Fisher information.
Example 3. Let us revisit once again the score model for the zero-inflated negative binomial distribution with the unit scaling. The bounded moments imposed in conditions (i), (ii) and (iii) of Theorem 2 can be verified by taking the appropriate derivatives of the log likelihood and applying standard moment inequalities. For example, it is easy to see that the four bounded moments for score term ∂ i (x i , θ 0 )/∂f i can be obtained if the data has four bounded moments, E[x 4 i ] < ∞, by noting that
since s(0,f i , θ) is uniformly bounded inf i . Furthermore, by application of the so-called c n -inequality, there exists a finite constant k such that,
Similarly, the invertibility conditions stated in condition (iv) of Theorem 2 can be verified by applying Theorem 2.10 in Straumann and Mikosch (2006) to the derivative filters. This Theorem is analogue to Theorem 3.1 of Bougerol (1993) , also used in the proof of Proposition 1 above, but it applies to Figure 1: Daily trading intensity estimated by the Epanechnikov kernel density for the IBM stock.
perturbed stochastic sequences. For example, the updating equation for derivative process ∂f i /∂c = ∂f i /∂c takes the form
Hence, by application of Theorem 2.10 in Straumann and Mikosch (2006) , the invertibility of this filter is ensured by (a) the invertibility of the filter {f i } i∈N (shown in Proposition 1); (b) the contraction condition E[log |b+∂s(x i ,f i )/∂f i |] < 0; and a logarithmic moment for ∂ 2 s(x i ,f i )/∂f 2 i which is covered the moment required in condition (ii) of Theorem 2.
Data Characteristics and Model Fit
In an empirical study, we analyze transaction data extracted from the NYSE TAQ database. The NYSE TAQ database contains intraday transactions data for all securities listed on the New York Stock Exchange (NYSE), American Stock Exchange (AMEX) and Nasdaq Stock Market (NASDAQ). The data are taken from April to May of the 2018. We analyze 30 stocks that form Dow Jones Industrial Average (DJIA) index. Their basic statistical characteristics after data cleaning are presented in Table 2 . We give a special attention to the IBM stock as many other studies including Engle and Russell (1998) . Figure 1 shows trading intensity during trading hours for several trading days of the IBM stock. We can see that there is clear autocorrelation, although each day has a different course. Generally, more trades occur both at the beginning and at the end of a day while the lunch-time is a quiet period with less trades. This behavior is well captured by the ACD models.
Data Cleaning
Careful data cleaning is one of the most important aspects of high-frequency data volatility and duration analysis (Hansen and Lunde, 2006) . We clean the high-frequency data using the standard procedure for the NYSE TAQ dataset described in Barndorff-Nielsen et al. (2009) and add one more step. The procedure consists of the following steps.
1. Delete entries with the timestamp outside the 9:30 -16:00 window when the exchange is open.
2. Delete entries with the transaction price equal to zero. Table 2 : The sample mean of durations, sample variance of durations, number of observations n and ratio of durations shorter than 1 second n 0 /n.
3. Retain entries originating from a single exchange, delete other entries. In our case study we have 26 constituents of the NYSE exchange and 4 constituents of the NASDAQ exchange.
4. Delete entries with corrected trades (trades with the correction indicator other than 0).
5. Delete entries with abnormal sale condition (trades in which the sale condition is a letter code other than 'E', 'F' and 'I').
6. Delete entries for which the price deviated by more than 10 mean absolute deviations from a rolling centred median (excluding the observation under consideration) of 50 observations (25 observations before and 25 after).
7. Delete entries which are identified as preferred or warrants (trades with the non-empty SUFFIX indicator).
Steps 1-3 correspond to the P1-P3 rules of the cleaning procedure of Barndorff-Nielsen et al. (2009) . The first step identifies the entries relevant for our analysis, which focuses on trade durations during trading hours. The second step removes errors in the database. By far, the most important rule here is the third one. Brownlees and Gallo (2010) stated that they prefer not to discard transaction prices that did not occur on the single exchange. However, in some cases this is not advisable as discussed e.g. by Dufour and Engle (2000) . In our empirical work, this cleaning step is used to reduce the impact of time-delays in the trade updates reporting. (2009) argue that the T3 rule seems inevitable (at least in a volatility analysis) despite the fact that it leads to the largest deletion of data. We show that in a duration analysis we can retain these observations and directly utilize them in the proposed duration model. All cleaning steps, except step 3, have a negligible impact on the data. The percentage of discarded data is less than 1% for each of those steps. However, the third step causes a huge reduction of the data. Utilizing all steps of the cleaning procedure, we lose 85.6% of transactions on average among all DJIA constituents ranging from 81.5% for MMM to 93.2% for GE. The number of observations after data cleaning are reported in Table 2 .
In-Sample Performance
We fit durations rounded down to seconds of the 30 DJIA stocks using data from April, 2018. We compare models based on the Poisson, geometric and negative binomial distribution together with their zero-inflated versions. We focus only on the unit scaling. In Section 3.4, we argue that there are not significant differences between the three considered scaling functions as the results are very similar in our application.
To evaluate in-sample fit of the models, we use the Akaike information criterion (AIC) (Akaike, 1974) 
where q = 3k + l is the number of parameters. Models with lower AIC are preferred. The choice of AIC as the in-sample evaluation criterion is explained in B.
We find that the model based on the zero-inflated negative binomial distribution is the best fit. Estimated parameters are reported in Table 3 . There is clear evidence of overdispersion, i.e. the variance higher than expected value. Table 2 shows that sample variance is much higher than sample mean. According to Table 3 : Estimated parameters of duration model based on the zero-inflated negative binomial distribution.
negative binomial model ranges between 1.37 and 2.78 depending on the stock. This favors the negative binomial distribution over Poisson distribution with fixed α = 0 and geometric distribution with fixed α = 1. Overdispersion is also supported by AIC of the models reported in Table 4 . The Poisson distribution has the highest AIC for all stocks followed by the geometric distribution. One possible reason for overdispersion could just be the presence of excessive zeros. Zero-inflated Poisson and geometric distributions perform better than the original distributions. However, they are inferior to the zero-inflated negative binomial distribution suggesting there is overdispersion present in nonzero values as well. Our analysis also reveals the presence of excessive zeros suggesting the existence of the process generating only zero values (i.e. split transactions) alongside the process generating regular durations. According to Table 3 , the estimated probability of excessive zeros π in the zero-inflated negative binomial model ranges between 0.21 and 0.75 depending on the stock. This corresponds to the ratio of excessive zeros to all zeros ranging between 0.37 and 0.90. Again, the presence of excessive zeros is supported by a decrease in AIC in the zero-inflated distributions as reported in Table 4 . Table  5 and figures 2 and 3 illustrate shortcomings of the regular negative binomial distribution. In this model, the probability of zero values is underestimated while probabilities of values equal to 1 and 2 are overestimated. The zero-inflated negative binomial distribution better captures probabilities of zero as well as positive values. Table 5 : Average in-sample conditional probability mass for the IBM stock. Figure 3: Deviation of average in-sample tail conditional probability mass of duration models based on the negative binomial and zero-inflated negative binomial distributions from data for the IBM stock.
Out-of-Sample Performance
We forecast durations during May, 2018 for 30 DJIA stocks. We use the models estimated using April, 2018 durations and perform one-step-ahead forecasts. Again, we compare models based on the Poisson, geometric and negative binomial distributions together with their zero-inflated versions and we restrict ourselves to the unit scaling. Let n denote the number of in-sample observations and m the number of out-of-sample observations. We evaluate forecasting accuracy of the models using a score rule based on the out-of-sample likelihood. For a single prediction at time i, we use the logarithmic score (LS) (see e.g. Amisano and Giacomini, 2007; Bao et al., 2007; Diks et al., 2011) defined as
where
is the forecasted probability of the actual value x i at time i. Higher values of LS indicate higher prediction accuracy. For a comparison of models A and B, we adopt the DieboldMariano test (Diebold and Mariano, 1995) . Let LS A i denote the logarithmic score for the model A and LS B i for the model B at time i. Let us define difference between logarithmic scores of the two models as D
with the mean and standard deviation
Diebold-Mariano test statistic is then defined as
Under the null hypothesis of equal performance of both models, the statistic has asymptotically standard normal distribution. For further details, see B.
We compare the zero-inflated negative binomial distribution with the other considered distributions. Diebold-Mariano test statistics are reported in Table 6 . All values are positive, which means that the zero-inflated negative binomial distribution outperforms all the other distributions. The values are also quite high, which means that the zero-inflated negative binomial distribution is significantly better at any reasonable significance level. These out-of-sample results together with in-sample results from Section 3.2 clearly show that the duration model based on the zero-inflated negative binomial distribution is the most suitable model among the considered candidates.
However, there are some shortcomings in predictive ability of our models. Table 7 and Figure  4 illustrate forecasted probability mass of the negative binomial and zero-inflated negative binomial distributions. We can see that the zero-inflated negative binomial distribution is a very good fit for positive values but overestimates zero value for the IBM stock. This could be explained by a decrease in probability of excessive zeros in May, 2018. Indeed, we can see in Table 2 that the ratio of all zero values decreased from 57% to 48% from April to May for the IBM stock. We leave the analysis of long-term dynamics of excessive zero probability as a topic for future research. In the context of financial duration modeling, nonstationary ACD models were studied by Bortoluzzo et al. (2010) and Mishra and Ramanathan (2017) . Table 6 : Out-of-sample Diebold-Mariano test statistic comparing duration model based on the zeroinflated negative binomial distribution (ZINB) with duration models based on the Poisson (P), geometric (G), negative binomial (NB), zero-inflated Poisson (ZIP) and zero-inflated geometric (ZIG) distributions. Table 7 : Average out-of-sample conditional probability mass for the IBM stock. : Deviation of average out-of-sample conditional probability mass of duration models based on the negative binomial distribution and zero-inflated negative binomial distributions from data for the IBM stock.
Scaling Function

Duration Value
for some stocks and the highest AIC for other stocks. Out-of-sample analysis is also inconclusive. For some stocks (e.g. AXP and KO), Diebold-Mariano test shows no significant differences between the models. For some stocks (e.g. BA, CVX), a single model is significantly preferred. However, this may be inconsistent with the in-sample preference as in the case of CVX suggesting the choice of scaling may change in time. Overall, differences between estimated coefficients are quite negligible. For these reasons, we use only the unit scaling throughout the paper.
Continuous vs. Discrete Approach
We assess both motivations for the discrete approach by comparing discrete distributions with the exponential, Weibull, gamma and generalized gamma distributions within the GAS framework. We describe the generalized gamma distribution and its special cases in C. The exponential distribution and the Weibull distribution were proposed to model financial durations by Engle and Russell (1998) , while the generalized gamma distribution was proposed by Lunde (1999) . Both Bauwens et al. (2004) and Fernandes and Grammig (2005) found that the generalized gamma distribution is more adequate than the exponential, Weibull and Burr distributions. The study Xu (2013) shows that the log-normal distribution does not outperform the generalized gamma distribution either. For these reasons, the generalized gamma distribution is our main candidate for the competing continuous distribution. In our comparison, we do not consider the generalized F distribution as it has 4 parameters and in most cases of financial durations reduces to the generalized gamma distribution as discussed by Hautsch (2003) and Hautsch (2011) . We also do not consider Birnbaum-Saunders distribution as it models median instead of mean and therefore does not strictly belong to the traditional ACD class. First, in a simulation study, we study discretness of data and show how various degrees of rounding affect discrete and continuous models. Second, in an empirical study, we study zero durations and show how various treatments of zero values induce loss of information. We find that the proposed discrete approach is superior from both perspectives.
Simulation Study
In a simulation study, we explore the influence of rounding on estimation of a GAS model based on discrete and continuous distributions. For this purpose we restrict ourselves to a comparison of the Table 8 : In-sample Akaike information criterion and out-of-sample Diebold-Mariano test statistic for duration models based on the zero-inflated negative binomial distribution with the unit scaling I, the square root of inverse of the Fisher information scaling I : Mean absolute error of the unconditional scale estimated from a simulated GAS model based on the geometric and exponential distributions with data rounded down to a given precision. Table 9 : Mean absolute errors of the parameters estimated from a simulated GAS model based on the geometric (G) and exponential (E) distributions with data rounded down to a given precision as denoted in parentheses.
exponential distribution (a special case of the generalized gamma distribution) with the geometric distribution (a special case of the negative binomial distribution) as the geometric distribution is the discrete analogue of the exponential distribution. Specifically, if a random variable X i follows the exponential distribution with the scaling parameter β i , the variable rounded down to the nearest integer X i follows the geometric distribution with the parameter µ i . The parameters β i and µ i are then related by
We use the geometric distribution reparametrized according to (26) so both GAS specifications model the same parameter. We simulate 1000 observations following the GAS specification based on the exponential distribution with true parameters c = 0, b = 0.9, a = 0.1 and the unconditional scale equal to 1. Then, we round down the observations to a given number of decimal places. Finally, we estimate the GAS model using rounded observations. The simulation is performed 1000 times.
In Figure 5 and Table 9 , we see the results of the simulation experiment. Both exponential distribution and geometric distribution identify the autoregressive parameter b and the score parameter a under any degree of rounding. The model with geometric distribution also estimates the constant parameter c and the unconditional scale with a minimal error under any degree of rounding. The model with the exponential distribution, however, gives a biased estimate of the constant parameter c and therefore the biased unconditional scale when the rounding is significant. The results show that it is more appropriate to use correctly specified discrete distribution when the continuous process has rounded values.
Out-of-Sample Comparison
We resume the empirical analysis with the continuous approach. For this purpose, we use the original unrounded durations. As they have a precision of 6 decimal places or more for some stocks, it is quite safe and suitable to model them using continuous distributions. However, a numerical problem with close-to-zero values arises. There are two ways how to deal with close-to-zero durations. The first option is to discard close-to-zero values. This is a very common approach dating back to Engle and Russell (1998) . The second option is to truncate close-to-zero values. This is a less used approach proposed by Bauwens (2006) . We compare proposed discrete approach with the continuous approach that discards and truncates close-to-zero values. In all cases, the original data are modified. All three approaches alter values of observations while discarding close-to-zero values also reduces the number of observations. For this reason, we focus on the out-of-sample forecasts, in which we do not discard observations.
In the estimation process, we face some numerical issues. We consider close-to-zero values lower than 0.001. This is an empirically selected threshold that leads to convergence for the most stocks. When the close-to-zero values are present, the likelihood function increases far above a reasonable limit for the Weibull, gamma and generalized gamma distributions. This is more significant for frequently traded stocks such as AAPL, CSCO, INTC and MSFT. Note that these are the four stocks in the DJIA index traded on NASDAQ while the rest is traded on NYSE. The estimation of the exponential distribution is unaffected by close-to-zero values as it contains zero in its support. As the estimation procedure, we use a combination of the Nelder-Mead (NM) algorithm and the Broyden-FletcherGoldfarb-Shanno (BFGS) algorithm implemented in the open-source NLopt library (Johnson, 2018) . In the case of the 4 most traded stocks and truncating close-to-zero values, neither algorithm does converge. This is because of a huge number of close-to-zero values. Specifically 54% for AAPL, 70% for CSCO, 65% for INTC and 59% for MSFT. JPM is also frequently traded stock but has only 22% of close-to-zero values and its convergence is therefore unaffected.
For evaluation, we use the logarithmic score with Diebold-Mariano test statistic as in Section 3.3. To be able to compare the discrete ZINB model with continuous models, we evaluate all models on the same discrete grid. For continuous distributions, we modify the logarithmic score (22) to
where x i is the value of the actual observation rounded down to the nearest integer while x i is its value rounded up to the nearest integer. Table 10 reports the Diebold-Mariano test statistic which compares the ZIACD model with models based on continuous distributions. For most stocks, the values are positive and quite high indicating the ZIACD model produces more precise forecasts. For the GE stock, the test statistic indicates similar performance of the ZIACD model with models discarding close-to-zero values based on the gamma and generalized gamma distributions. For the DWDP, MRK and PFE stocks, the test statistic indicates similar performance of the ZIACD model with models truncating close-to-zero values based on the gamma and generalized gamma distributions. Overall, the results imply that the loss of decimal places in the discrete approach is of less importance than the loss of close-to-zero values in the continuous approach. With regard to continuous distributions, the results do not clearly show which zero treatment is the best in terms of predictive accuracy. When truncating close-to-zero values in frequently traded stocks, however, the estimation does not converge as previously discussed. Table  7 and Figure 6 show us the shortcomings of both zero treatments. Discarding close-to-zero values leads to underestimation of zero values while truncating them results in overestimation. In both cases, the distributions are significantly distorted.
Conclusion
We analyze trade durations with split transactions manifesting themselves as zero duration values. We approach this problem within a discrete framework. To capture excessive zero values and autocorrelation structure in durations, we propose a model based on the zero-inflated negative binomial distribution with GAS specification for the time-varying location parameter. We label this model the zero-inflated autoregressive conditional duration model or ZIACD model for short. The paper has three main contributions. 1. We extend the theory of GAS models for the zero-inflated negative binomial distribution. Specifically, we establish the invertibility of the score filter. We also derive sufficient conditions for the consistency and asymptotic normality of the maximum likelihood of the model parameters.
2. We argue that zero or close-to-zero durations should not be removed from the data as they contain important information and their removal distorts the estimated distribution. This is because only part of them is actually caused by split transactions while the rest is due to execution of independent transactions at similar times. In an empirical analysis of DJIA stocks, we find that on average 63% of zero durations are caused by split transactions.
3. We compare the proposed discrete approach with the commonly used continuous approach. In a simulation study, we find that when duration values are recorded with low precision, the continuous approach results in a significant bias of estimates and the discrete approach should be used. In an empirical study, we find that even when the duration values are virtually continuous, the proposed discrete model estimated from rounded durations outperforms traditional continuous models based on unrounded data due to its correct treatment of zero values.
Our proposed model can be utilized in a joint modeling of prices and durations. It also allows to study the trading process from the market microstructure perspective.
A Proofs of Asymptotical Properties
Proof of Proposition 1: Following Straumann and Mikosch (2006) and Blasques et al. (2014) , we obtain invertibility by verifying that the conditions of Theorem 3.1 of Bougerol (1993) hold uniformly on a non-empty set Θ, for any initializationf 1 (θ). In particular, we note that a log + bounded moment holds at i = 1 since E log + sup θ∈Θ c + bf 1 (θ) + as(x 1 ,f 1 (θ)) ≤ 4 log 2 + E log + sup
where the three inequalities follow by norm sub-additivity, as well as the log + sub-additive and submultiplicative inequalities in Lemma 2.2 of Straumann and Mikosch (2006) , and the last bound follows since c, b, a are strictly positive and lie on the compact Θ andf 1 (θ) is a given real number. We also have that E log + sup θ∈Θ |s(
Finally, the contraction condition of Bougerol (1993) is satisfied uniformly in θ ∈ Θ since
Proof of Theorem 1: This proof follows that of Blasques et al. (2014, Theorem 4.6) . The existence and measurability ofθ n is obtained through an application of White (1994, Theorem 2.11) or Gallant and White (1988, Lemma 2.1, Theorem 2.2), as Θ is compact and the log likelihood is continuous in θ and measurable in x i . The consistency of the ML estimator,θ n (f 1 ) as → θ 0 , is obtained by White (1994, Theorem 3.4) or Gallant and White (1988, Theorem 3.3) . Below, we note that we satisfy the sufficient conditions of uniform convergence of the log likelihood function
and the identifiable uniqueness of the maximizer θ 0 ∈ Θ introduced in White (1994) ,
The uniform convergence of the criterion is obtained since, by norm sub-additivity, we can split the log likelihood as follows
The first term on the right-hand-side of (28) vanishes if
and we have that
where sup θ∈Θ |f i (θ)−f i (θ)| as → 0 follows from the invertibility of the filter (proved in Proposition 1) and the product vanishes by the bounded logarithmic moment of the score E[log Straumann and Mikosch 2006) . The uniform convergence of the second term on the right-hand-side of (28)
follows by application of the ergodic theorem for separable Banach spaces in Rao (1962) . We note that the {L n (·)} t∈N has strictly stationary and ergodic elements as it depends on the limit strictly stationary and ergodic filter taking values in the Banach space of continuous functions C(Θ, R) equipped with sup norm. We also note that L n (·) has one bounded moment since E[L n (θ)] ≤ 1 n n E[l i (θ)] < ∞.
The identifiable uniqueness (see e.g. White, 1994) follows from the compactness of Θ, the assumed uniqueness of θ 0 , and the continuity of the limit likelihood function E[ i (θ)] in θ ∈ Θ.
Proof of Theorem 2: This proof follows Blasques et al. (2014, Theorem 4.14) . In particular, we obtain the asymptotic normality using the usual expansion argument found e.g. in White (1994, Theorem 6 .2) by establishing:
(i) The consistency ofθ n as → θ 0 ∈ int(Θ), which follows immediately by Theorem 1.
(ii) The as twice continuous differentiability of L n (θ,f 1 ) in θ ∈ Θ, which holds trivially for our zero-inflated score model.
(iii) The asymptotic normality of the score, which can be shown to hold by verifying that,
and √ n ∂L(θ 0 ) ∂θ − ∂L(θ 0 ) ∂θ as → 0 as n → ∞.
The asymptotic normality in (29) is obtained by application of a central limit theorem for martingale difference sequences to the score, after noting that the score has two bounded moments. We have
Hence, (30) follows by the invertibility of the filter and its derivatives (condition (iv) of Theorem 2), as well as the bounded moments in condition (ii) of Theorem 2.
(iv) The uniform convergence of the Hessian, is obtained through the invertibility of the filter and its derivative processes (condition (iv) of Theorem 2), the logarithmic moments for cross derivatives (condition (iii) of Theorem 2), and by application of the ergodic theorem for separable Banach spaces in Rao (1962) 
B Model Evaluation
It is well know that ranking models based on their expected log likelihood E i (θ 0 ) evaluated at the best (pseudo-true) parameter θ 0 is equivalent to model selection based on minimizing the expected Kullback-Leibler divergence between the true distribution of the data and the model-implied distribution. The sample log likelihood is however an asymptotically biased estimator of the expected log likelihood. Under restrictive conditions, Akaike (1973 Akaike ( , 1974 showed that the bias is approximately given by the number of parameters of the model dim(θ). Since then, the AIC has been shown to consistently rank models according to the KL divergence under considerably weaker conditions (Sin and White 1996; Konishi and Kitagawa 2008) . Unfortunately, model specification and identification issues still exert a strong influence over the performance of in-sample information criteria. For this reason, it could be interesting to consider criteria based on a validation sample. Lemma 1 highlights that log likelihood based on an independent validation sample of m observations, nL m (θ n ), is asymptotically unbiased for nE i (θ 0 ). 2 A proof can be found in Andrée et al. (2017) .
Lemma 1. Let The conditions of Theorem 1 hold. Then lim n,m→∞ E nL m (θ n ) − nE[ i (θ 0 )] = 0.
Lemma 2 uses a Diebold-Mariano test statistic (Diebold and Mariano, 1995) to test for differences in log likelihoods across different models obtained from the validation sample (see Andrée et al., 2017, for a proof) . This test is also known as a logarithmic scoring rule, see e.g. Diks et al. (2011); Amisano and Giacomini (2007) ; Bao et al. (2007) 
C Generalized Gamma Distribution
The generalized gamma distribution is a continuous probability distribution and a three-parameter generalization of the two-parameter gamma distribution (Stacy, 1962) . It also contains the exponential distribution and the Weibull distribution as special cases. We consider the scale parameter β i > 0 to be time-varying, while the shape parameters ψ > 0 and ϕ > 0 are static, i.e. f i = β i and g = (ψ, ϕ) . The probability density function is 
The score for the parameter β i is ∇(x i , β i ) = ϕβ 
The Fisher information for the parameter β i is
Special cases of the generalized gamma distribution include the gamma distribution for ϕ = 1, the Weibull distribution for ψ = 1 and the exponential distribution for ψ = 1 and ϕ = 1.
