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ABSTRACT

With advancements in biometric securities, focus has increased on utilizing gait as a
means of recognition. Gait describes the unique walking pattern present in humans and has
shown promising results in person re-identification tasks. Unlike other biometric features, gait is
unique in that it is a subconscious behavior minimizing the risk of purposeful obfuscation. In this
research, we first cover supervised approaches showing that current methods fail to learn a
unique signature that describes the motion of a subject. Rather they extract frame-based feature
information which is then aggregated. While these methods have shown to be effective, they do
not solve the underlying problem of trying to extract a gait signature. In this research, a novel
approach is proposed that utilizes motion information to extract a true gait signature. Utilizing
the repetitive nature of body part motion, we argue that since each subject has a unique gait, they
will also have a unique repetition pattern. From a walking sequence, we are able to extract a
frame-based similarity matrix that effectively shows a unique repetitive pattern. We further
explore this idea using unsupervised learning and show that this unique repetition pattern
performs well in both multi-view and cross-covariate scenarios. Currently there are no
unsupervised methods for gait recognition, so this foundational work acts as a guideline for
future research and evaluation. In addition, the proposed unsupervised method outperforms many
supervised methods.
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CHAPTER 1: INTRODUCTION

In a time of increased security, techniques for identifying individuals have seen a surge in
publications. While these methods are beneficial to the research community, they make
assumptions about various covariate conditions including appearance, viewing angle, context,
clothing, and carrying items. To develop systems invariant to these conditions, there has been a
push for gait recognition approaches. Gait is used to describe the movement pattern of mammals
and serves as a foundation for possible reidentification techniques as a person’s gait is unique to
them. In addition, the lack of understanding amongst laymen improves the security of this
method as it is less likely to be purposefully obscured. When compared to other bioinformatic
techniques like iris recognition, fingerprint scanning, and facial recognition it is believed to be
more powerful as it does not require human interaction to detect and can be monitored from any
distance [1]. Since gait is used to describe the motion pattern over time, it is unnecessary for the
input data to include RGB information. This approach is taken in theory because it forces the
network not to focus on appearance covariates like clothing style and color.
An ideal network should be capable of learning a unique gait signature invariant to the
previously listed covariates. In doing so, multiple videos from various angles of possible subjects
can be used to determine if the same subject is present within these. While this topic is less
researched than other identification techniques, this problem has been attempted for decades. The
goal is to develop a solution that given a set of gallery gait sequences from various subjects, can
the network determine which gallery sequences belong to the same subject as the query
1

sequence. Recent papers have shown high accuracy for the multi-view gait recognition problem
[2,7], but We argue that these methods are successful in not developing a unique gait signature
but instead aggregating frame-based appearance information. In our approaches, we look to
tackle the problem in a way in which the network learns from the motion of the subject rather
than the appearance of the subject and show that our extracted gait signature is truly invariant to
view. This can be seen later as accuracies stay rather consistent for all viewing scenarios.
Figure 1 shows the difficulty of the problem as even sequences from different subjects
tend to look relatively the same to the human eye. In this simplified example the network must
identify which sequences are from the same person given 3 sequences, 2 of which are the same
person. As one can see, to the human eye the 3 sequences appear to be from the same subject
even though this is not the case.
As stated, gait recognition is not a new task, but the proposed solutions have dramatically
changed over the years. Early methods focused on presenting motion through a single image
known as a Gait Energy Image (GEI) [9]. GEI is derived by taking the average of all frames
from a silhouette sequence. Many classic approaches utilized GEI but is far less prevalent now
and is often used for niche studies like [15]. There have been attempts at improving GEI by
embedding motion information into the image by measure step periodicity [3].
It is important to note that current solutions do not train on any of the subjects used
during evaluation as described by CASIA [14]. This alters the approach solutions take by
shifting the problem from a classification problem to an embedding problem. The embedding
problem describes that a network should not learn how to generate predefined clusters but rather
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should learn to create unique embedding spaces for unique subjects. By doing so the model can
be generalized to any number of subjects.
With the advancements in computational power the use of deep learning has shifted
approaches from GEI-based to sequence-based methods. Sequence-based refers to a network
utilizing the entire or partial subset of the sequence to extract a signature. In theory this should
improve results as there is more information to learn from. Recent works have confirmed this
belief as the shift from GEI to sequence-based approaches has nearly doubled the state-of-the-art
accuracies [2,7,9].

Figure 1: Example of the difficulty for signature extraction (Rows 1, 2 are the same subject, Row
3 is a different subject).
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While these approaches are steadily improving the results of current datasets, there is a
clear issue of current datasets being too easy. For example, the most widely used gait dataset,
CASIA-B, was curated almost 20 years ago [14]. The silhouettes generated in this set are not
ideal and include many sequences in which the silhouettes are either misshapen or non-existent.
This can be seen in Figure 2 which gives a small subset of various frames that include the
described issues. The frames are selected in no particular order from various subject sequences to
better visualize the problem.

Figure 2: Examples of misshapen silhouettes extracted from various subjects.

With the expansion of deep learning, a clear issue is acquiring enough labeled data for
supervised learning. For this reason, there has been a push for semi-supervised or even
unsupervised methods in all aspects of deep learning. With datasets reaching millions of samples
[4], it becomes an unachievable task to accurately label all this information. We believe that
these methods will become far more prevalent in the future and is part of the inspiration for
developing an unsupervised gait recognition approach.
In tackling this problem, many interesting discoveries have been made within this field
that will be evaluated through the following chapters. We first explore the use of 3D information
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for gait recognition, but later shift our focus to extracting motion without 3D convolutions.
While the successes of these findings revolve around the novel unsupervised approach that was
developed, the ideas presented can easily be transferred to a supervised learning approach. The
findings of this thesis can be used as the foundation for future gait recognition approaches as this
technique extracts a true motion-based gait signature as described in the original problem
statement.

5

CHAPTER 2: LITERATURE REVIEW

Over the decades there have been many proposed approaches ranging from appearancebased to model-based. These titles can be misleading as both approaches utilize deep learning.
The difference being that appearance-based methods implement computer vision approaches to
visually learn the subject while model-based approaches try to model the skeletal/joint motion of
the subject. While various approaches exist, a majority focus on appearance-based methods as
they are a more typical vision task that is far less computationally expensive. All methods within
this thesis will consist of appearance-based approaches.

2.1

Frame-Based Gait Signature

Gait recognition is a complex task with solutions stemming from many mathematical
theories. We do not attempt to survey all methods but will instead focus on a few current
methods that focus on extracting features at a frame level. There are inherent limitations from
removing motion information, but the use of various aggregation methods has been shown to be
effective at building gait-based signatures [18,22]. We later argue the missteps of these methods
as the foundation for our work.
Preliminary research into this topic revealed that many state-of-the-art methods separated
feature spaces in an attempt to learn finer details [2,7]. Having been shown to be effective person
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reidentification tasks [16,20,23], the use of splitting feature maps was used in many of the
highest achieving papers. The authors of GaitSet [2] first extract a global representation of a
frame then apply a Horizontal Pyramid Map (HPM) to learn finer details. HPM is based on
Horizontal Pyramid Pooling (HPP) as described by Fu et al [8]. HPP argues that the scale of
features matters in extracting a global representation. Feature maps are split into N horizontal
strips decided by the depth of the map. The scaled features are concatenated and a 1x1
convolution is applied to form a final embedding. The authors argue that removing the 1x1
convolution for individual linear layers is better for gait recognition tasks.
Most recent, Fan et al. [7] present GaitPart which improves upon GaitSet by extracting
finer details through the use of a Focal Convolutional Layer removing the need for horizontal
pooling. Focal Convolutional Layers split the input feature map into horizontal strips scaled to
the depth similar to HPP and HPM. However, once split, a convolution is applied on the finer
focal area, and these focal features are then concatenated producing the final feature map for the
layer.
2.2

Motion-Based Gait Signature

Staying true to the concepts of gait, this section focuses on extracting a gait signature
using motion information. Interestingly the methods discussed here perform worse than framebased methods. By using a 3D convolutional layer, a spatial-temporal representation can be
extracted. Carreiraet al. [10] present their improvements to action recognition tasks through their
implementation of an Inflated 3D Convolutional Network (I3D). In a similar fashion, such an
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architecture can be used to extract a gait signature which inherently includes motion information.
Wu et al. survey some of these methods showing that even the best 3D methods severely lacked
in generating distinguishable features [18, 21, 22]. We explored possible solutions to improve
motion-based gait signature extraction.

2.3

Disentanglement

Let us imagine a scenario in which you want to describe various parts of an image or
video through a single feature representation. Further, let us theorize that this representation can
be split into subset representation each describing a specific part of the image. The idea of
learning a representation that can be split in such a way is known as disentanglement [5,24].
Once a network learns to disentangle these feature representations, in theory, a network should
be able to create artificial images through the crossing of disentangled features of many images.
Recent works have attempted to apply such an architecture for the task of gait
recognition. In particular Zhang et al. [24] show that disentanglement can be used to learn a
conditional invariant subject signature.
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CHAPTER 3: SUPERVISED METHODS
The supervised methods outlined in this chapter will focus solely on utilizing cuboid
inputs with the intent of being able to extract a true gait signature. While many ablation studies
were conducted in identifying the ideal sequence length, in order to maintain consistency
amongst evaluations We maintain a sequence length of 32 sequentially chosen frames. The
introduction of video input sequences requires the need for 3D convolutional layers. Unlike 2D
convolutions, an additional temporal dimension is included in an attempt to learn a feature
representation that extracts both spatial and temporal information effectively. We begin with
simple network architectures and slowly add complexity to understand the influence of various
state-of-the-art techniques. In addition, we also try existing network architectures with our
modified input to further explore the influence of 3D convolutions. This chapter will first present
all the architectures utilized in addition to their results before making a broad comparison of each
method.
For consistency’s sake, we complete all evaluations on the CASIA-B dataset while
ignoring identical view scenarios. Identical view scenarios are ignored as the desired output is
one that is invariant to view. In identical view cases it can be expected that the architecture will
outperform non-identical scenarios as the architecture is only required to learn cross-covariate
scenarios rather than also including viewpoint invariance. All methods follow the same
evaluation approach as described in current papers. Given 124 subjects, each of which include
110 sequences, we train on all the samples from the first 74 subjects and evaluate on the
remaining 50 subjects. The evaluation scheme follows a gallery/probe style in which certain
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sequences are to be used as baseline embeddings (gallery) and the additional sequences (probe)
are used to match gallery embeddings. A perfect network will be able to successfully match the
subject for all probe sequences. The gallery and probe sequences are chosen in a simple manner:
the first four normal conditions are used as a gallery as the gait is not obfuscated and the
additional sequences are selected for probing. Since there are three covariate scenarios (normal,
baggage, and coat) We split the evaluation based on these covariates. The three probe sets are
comprised as such: 2 normal conditions, 2 clothing conditions, and 2 baggage conditions.
Because of the various levels of obfuscation across the covariates it is expected that certain probe
scenarios will outperform others. The evaluation split is described in the table below. In the next
section we cover in detail how our data is prepared.
Table 1: The probe/gallery split of the CASIA-B dataset

Sequences

Gallery (normal)

Probe (normal)

Probe (baggage)

Probe (clothing)

nm-01, nm-02,

nm-05, nm-06

bg-01, bg-02

cl-01, cl-02

nm-03, nm-04

3.1

Data Preparation

With regards to deep learning, the quality of one’s data can be a large bottleneck in
producing accurate models that are generalizable. While many datasets exist for vision tasks like
image and video classification/detection, there are few for gait recognition. There exist RGB
datasets for gait, but it can be argued that RGB data is unnecessary as solutions should focus on
10

the motion of gait rather than visual features like clothing color. For this reason, methods
typically utilize two well know silhouette-based datasets: CASIA-B [14] and OU-MVLP [17].
CASIA-B is the most widely used for this problem as it is the oldest (created in 2005) set with a
standardized evaluation scheme. The dataset and evaluation scheme were created by The
Institute of Automation, Chinse Acadeour of Sciences (CASIA). In contrast, the Multi-View
Large Population dataset created by Osaka University (OU-MVLP) is a new set created in 2018
to further the advancements within the field. While recent works have tried to create new
datasets, the need for consistent evaluation to past papers has led to CASIA-B being referenced
in nearly every gait recognition paper. Since both CASIA-B and OU-MVLP solely consist of
raw silhouette data, the same data preparation techniques can be applied.
Because of the technological limitations during the creation of CASIA-B, the dataset was
designed to be lightweight. In doing so, the dataset is limited to 124 subjects of low-resolution
video sequences of which each is viewed from 11 view angles for 10 clothing conditions. In
summary, each subject has 110 unique sequences for a total of roughly 13,640 videos to be used
for training and testing. In reality, the quality of certain sequence silhouettes in addition to its
sequence length limits the total number of usable information. During actual training schemes,
the number of usable sequences is variable and can be as low as 10,000 sequences. For current
standards, the image resolution of 320x240 limits the quality of silhouettes which causes jagged
edges. In addition, these frames tend to be cropped to solely focus on the subject further lowering
the resolution. However, the advantage of such dataset is that training and evaluation can be
done relatively quickly in comparison to larger datasets.
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With the recency of OU-MVLP’s release, the dataset follows standard practices for
resolution and mask quality. In many ways OU-MVLP improves upon CASIA-B but in others is
limited. With a much larger resolution of 1280x980, the silhouettes are much smoother and do
not include the jagged edges that are prevalent within CASIA-B. However, the number of
covariate scenarios is limited as there are only two sequences for each viewpoint. In doing so,
each subject is limited to 28 sequences (14 for training, 14 for testing). While this limits how
well a model can generalize, the number of subjects provided is exponentially larger than
CASIA-B as it includes 10,307 subjects. In theory, this will help produce more robust models as
they were designed for large scale data. As one would expect, increasing the total number of
samples by nearly 20 times has dramatic effects on training and testing schemes.
Although both datasets vary in many aspects, the methods of augmentation are the same.
A key factor to consider with augmentation is whether a proposed system is frame-based, or
sequence based. In frame-based methods, features are extracted at a frame level meaning the
location of the silhouette stays consistent within each frame. This typically means that the
subject will be center cropped. Center cropped refers to the scenario in which the entire frame is
cropped in a manner in which the subject is always centered in the frame horizontally and
vertically. This type of cropping uses a subject following technique which inherently removes
noticeable motion. While this standardizes the input, since the subjects are always centered, a
new approach must be taken to create variations in training data. These variations are necessary
to produce a robust model. It is possible to apply a random shift to the silhouette but typically to
create these variations, the order in which the frames are inputted are usually randomized.
However, this is not a perfect solution as the data no longer has effective temporal information.
12

There is no standard on which resolution should be utilized for the input size, but many papers
typically follow a 64x64 resolution for cropping. As there is only silhouette information, it is not
necessary to use large input sizes to effectively gain feature information. An example of centered
cropping and the lack of motion information can be seen in Figure 3. Since gait describes the
motion pattern of one’s walking, questions arise whether this cropping method is effective.

Figure 3: Example of Center Cropping and Data Augmentation via Frame Re-Ordering (Row 1:
Center cropped input, Row 2: Re-arranged center cropped frames).

In an attempt to maintain key motion information, another method of cropping can be
utilized: a cuboid cropping technique. The idea behind this method is that video-based learning is
complex and requires powerful resources, so in an attempt to reduce consumption, subsets of the
sequence are generated for training. For example, if sequences are on average 100 frames long
one might want to choose random 32 frame selections from this. However, if one were to simply
select a random subset, it would be evident that only a small partition of the entire frame would
have valuable information. Cuboids solve this problem by cropping the original frames in a
13

manner that only includes the minimal amount of the frame needed to contain all frames within
the subset. In doing so, a scenario is created in which the camera does not move but rather the
silhouette moves through the entirety of the cuboid width. In addition, irrelevant information can
be ignored by focusing solely on the area that contains the silhouette. This allows an arbitrary
number of cuboids to be selected in which the motion can be seen throughout the entirety of the
cuboid. In theory, motion information is actually present and can therefore be extracted more
effectively than if the subject was centered. Similarly, compared to the center crop scenario, a
high resolution is not needed in order to maintain effective silhouette information and therefore a
resolution of 64x64 is also used. By maintaining the same resolution, these cuboids can be tested
on current methods without only small changes to the DataLoader being necessary. It can be seen
that by maintaining a still camera with the same resolution, silhouettes will inherently have to be
slightly smaller to accommodate the motion. This can be altered as necessary by selecting a
larger resolution. In addition, the lack of frame re-arranging allows the entire cuboid to shifted in
both the X and Y dimension further improving how well the model generalizes to slight
variations in silhouettes. An example of the motion-maintaining principles of this cropping can
be seen in Figure 4. For demonstration purposes only, the number of frames is limited to six for
proof of concept but in actuality frame length is typically between 8 and 32 frames.
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Figure 4: Example cuboid shows that camera maintains its position as the subject moves along
the frames maintaining motion information.

Although cuboids are effective at maintaining motion, they are limited in the fact that
they are generated on the fly. In center cropping scenarios, input data can be pre-augmented
improving data loading times whereas cuboids cannot as the augmentation is based on the
starting and ending frame rather than the order of frames. This is costly and serves as a potential
focus for improvements in future methods. In order to support pre-augmentation of cuboids, the
dataset would need to be altered in a way that changes the input data from a set of frames to a set
of videos. While possible, this creates a scenario that is not directly comparable to current and
past methods.
It is true that any data selection method can be taken, however, this research later argues
that center cropping diminishes the ability for proposed methods from solving the underlying
problem of extracting a gait signature. Further, we argue that cuboid selection is the best data
augmentation technique for extracting a gait signature.

15

3.2

Transformers

In modern deep learning tasks, it is difficult to find papers without reference to
transformers. Transformers, first introduced by Vaswani et al [19], tackled the problem of
efficient Natural Language Processing (NLP) by showing attention could be used to replace
traditional aggregation methods like LSTMs. A transformer is composed of three main parts: an
encoder, decoder, and multi-headed attention mechanism. Given an input sequence, first a selfattention mechanism is generated to see how each part of the input sequence relates to all other
parts of the sequence. To further improve upon this, all parts of the input sequence are given a
positional encoding in order to keep track of where in the sequence each part is. In NLP tasks
this is used to see how each word in the sentence relates to the others. This step is repeated N
times depending on the initialization parameters. The final output of the encoder will now be
attentivised focusing only on the most important parts of the sequence. In translation tasks, the
encoded input can then be decoded part by part. However, it is just as important to add an
attention mechanism to the decoder as well because of the lack of 1-to-1 translation for many
words. Part by part, the decoder applies an attention mechanism with respect to the input to see
how each part of the decoded sequence relates to the input. While useful for translation, the use
of a decoder is unnecessary for many other tasks and can often be omitted. We run various
experiments that implement some if not all parts of the transformer. We feel it is important to
fully describe each part to better understand how it can be used within our proposed
architectures.

16

Figure 5: Transformer architecture. A sequence of embeddings is translated into a target
sequence. In NLP tasks this is another language.

3.2.1

Positional Embedding

Because transformers lack any recurrent modules, it is necessary to manually embed
positional information to maintain sequence order information. By exploiting the infinite nature
of sinusoidal functions, the authors propose that a linear function representing a relative position
can be extracted for any position if a consistent step size is maintained [19]. The equations for
the positional encoding taken from the authors’ paper is shown below.
𝑃𝐸(𝑝𝑜𝑠,2𝑖) = 𝑠𝑖𝑛(𝑝𝑜𝑠/10000(2𝑖/𝑑𝑚𝑜𝑑𝑒𝑙 ) )
𝑃𝐸(𝑝𝑜𝑠,2𝑖+1) = cos(𝑝𝑜𝑠/10000(2𝑖/𝑑𝑚𝑜𝑑𝑒𝑙 ) )
17

Here the authors assume that a max sequence length is 10,000, however, this number is
arbitrary and can be altered to meet any sequence length. In this scenario, when the position
reaches 10,000 the equation can be simplified to sin (1) and cos (1). In other words, the relative
positional encoding resets and will then begin to override previous encodings.

Figure 6: Positional encoding for a 32-part sequence with a 128-dim embedding.

3.2.2

Multi-Head Attention

Arguably the most important aspect of a transformer is its multi-headed attention
mechanism. This mechanism is used for both self-attention and encoder-decoder attention. In
self-attention, the entire sequence is projected into separate latent spaces where individual
attention mechanisms can independently learn. The separate attention can then be aggregated
giving an entire attentivised representation in a single forward pass. The encoder-decoder
attention functions in a similar fashion but is used to see where each part of the value vector
18

derives its most useful information from the input sequence. The process of how this information
is shared is seen in Figure 5.

Figure 7: Structure of multi-headed attention. A stack of N scaled dot-products can be used to
learn an improved attentivised embedding.

In the case of self-attention, the query, key, and value are derived by projecting the same
embeddings into three separate latent space. In the other case of encoder-decoder attention, the
key and value representation are derived from the encoder while the value is derived from the
decoder. This is used to decode the final sequence in an iterative manner by deriving attention
for the current sequence token value. Because of the standardization of the network’s

19

dimensionality, these attention mechanisms can be attended to in a joint manner vastly
improving speeds over recurrent systems. Recurrent systems would require each part of the
sequence to be learned one at a time while transformers allow the entire sequence to be learned
in a single forward pass.
3.2.3

Vision

Recent work by Dosovitskiy et al. has shown that transformers can be applied to vision
tasks and can actually achieve marginally better results [6]. In addition, the removal of
convolutional layers allows the network to be scaled for large amounts of data. As a transformer
requires a sequence of embeddings as an input, in a novel approach the authors propose treating
an image as a sequence of patches. By splitting the original image into evenly sized patches, a
transformer’s encoder can be applied to learn an attentivised embedding. We further explore the
use of vision transformers in various network architectures.

20

Figure 8: Vision Transformer splits an image into parts to build an artificial sequence that can be
encoded.
3.3

3D Convolutional Neural Networks

Defining a baseline architecture is an important part of a research plan as it allows a
direct quantitative analysis of the effects of each part of the network. In most video-based
research, the use of pretrained networks like I3D are used for transfer learning. To maintain the
integrity of testing 3D architectures we decide to implement I3D as a baseline network for its use
of standard 3D convolutions. A full visualization of the network can be seen in Figure 6.
Pretrained weights can be used in transfer learning based on the theory that a network trained on
other video datasets should be able to apply its methods to other video datasets in an effective
manner. Pre-trained weights should be viewed as a weight initialize scheme as the goal is not to
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perform well from these weights but instead act as a foundation for learning new motion
information. It is important to note that these networks are pretrained on RGB datasets meaning
they require inputs that have three channels, however, the gait silhouette sequences are single
channel as they are grayscale. A simple solution is to repeat the dimensions of one’s input along
the channel dimension or to remove the pretrained weights altogether. To preserve the
lightweight nature of single channel networks, we opt to not implement pretrained weights. By
doing so, we can increase the forward pass size by a factor of three. We further experiment on
this issue and show that the use of RGB weights do not show significant improvement over
training from scratch within this context.

Figure 9: I3D Basic Structure. Each 3D conv block represents and inflated module which
concatenates the extracted feature with the previous layer. This residual information maintains a
strong global representation.
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3.4

Disentangled Gait

In its basic form an autoencoder looks to learn a unique embedding that can be used to
reconstruct the original input. This is done through the use of an encoder and a decoder segment.
The encoder’s job is to learn to create an invariant embedding while the decoder’s job is to learn
to convert that embedding back into a video. By doing a direct comparison between the original
input and the generated reconstruction, the model can iteratively learn to generate embeddings
that have clear reconstruction. This comparison is typically done through an L2 loss which looks
to find the absolute difference between two samples. L2 loss can be applied to both embeddings
and reconstructions but We choose to apply our loss to the reconstructions.
𝑁

𝐿(𝑥) = ∑(x − AE(x))

2

𝑛=1

These concepts can be taken further in an attempt to extract a view- and covariateinvariant signature. Rather than trying to reconstruct the input cuboid, the solution is to try to
reconstruct a different cuboid selected from the same subject but with differing view and
covariate features. The slightly modified loss function can be seen below.
𝑁

𝐿(𝑥) = ∑(y − AE(x + covariate encoding))

2

𝑛=1

However, since the original input is not reconstructed it is necessary to pass additional
information about what covariate and view the reconstruction should follow. By doing so, the
theory is that a unique signature (embedding) will be generated that has been disentangled from
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all the possible covariates. This concept of disentanglement has been shown to be effective in
manipulating both images and videos and is the basis of a few recent works. A general form of
this style of architecture can be seen in Figure 10. However, the flaw with this style of
architecture is that it assumes a predefined number of covariate conditions. In real world
applications it may not be known how many possible scenarios there are, limiting the success. To
remain consistent, the encoder and decoder utilize the I3D architecture.

Figure 10: Autoencoder used to disentangle an embedding invariant to view and covariate
conditions.

The key limitation with this style of architecture is that it requires additional supervised
information to work. While this info is readily available in supervised settings, an ideal situation
would require no additional information besides the class label of each subject. The results of
this style architecture are shown in the next table.
3.5

Contrastive Learning

In a standard classification problem, methods like cross entropy loss are used to correlate
an embedding feature to a predefined class. As previously stated, a solution must generalize to an
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unknown N number of subjects meaning a different loss function must be implemented. For this
task, it is key to separate embeddings of differing subjects while maintaining close clusters of
embeddings from the same subject. Early methods utilize a triplet loss to influence embeddings
through a sampling of positive (same subject) and negative (differing subject) embeddings [11].
While effective, recent works have improved on triplet loss defining a new method called
contrastive learning [27]. The key difference being that contrastive loss includes many more
negative samples in order to improve separability. In fact, supervised contrastive learning has
been shown to be more effective than standard cross entropy. Using all the generated
embeddings within a batch, the supervised labels can then be used to select positive and negative
(all samples within the batch that are not positive) samples.

Figure 11: Differences between contrastive and triplet loss.
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In addition, contrastive loss can be implemented in both a supervised and unsupervised
method but for this chapter We will solely cover the supervised version. An important nature of
contrastive loss is the requirement to include as many negative samples as possible. Attaining the
necessary number of negative samples is achieved through the use of large batch sizes, typically
at least 256 samples large. Meeting these constraints can be difficult with RGB data due to the
increased complexity, but with single channel sequences We am able to achieve this through the
use of a single graphics card. A comparison of triplet and contrastive loss is shown in Figure 5.
Here it is clearly seen that the strength of contrastive learning is that triplet loss only shifts three
embeddings (positive, anchor, and negative) at a time while contrastive will shift the entire batch
of embeddings as it deems necessary.
We perform an experiment to compare the effectiveness contrastive learning to other
methods. The results are shown below show a clear advantage in comparison to other training
methods. We choose to implement contrastive learning in all future embedding architectures.
Table 2: Accuracies of various training methods. A clear improvement is made using contrastive
learning.
Gallery: NM #1-4

NM #5-6

BG #1-2

CL #1-2

I3D - Cross Entropy

44.9

31.5

16.6

I3D - Contrastive

62.9

47.7

29.9

I3D - Disentangle

30.4

20.1

11.6
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3.6

Gait Translation Network

Inspired by the novelties of transformers, we explore the idea of treating gait as a
sequence that can be translated into any covariate or view condition. Similar to the ideas
presented within an autoencoder solution, we theorize that by being able to translate a gait
sequence will force the network to learn a universal representation for each subject. Because of
our focus on motion information, we decided to consider a gait sequence as a set of micro
sequences of 8 frames. For example, given a gait sequence of 100 frames, we can derive a
sequence with a length of 12 (12*8 = 96) by selecting the largest number of tokens that create
whole number sequences. For translation tasks, it is unlikely that sequence lengths will be
consistent, so we believe that the inconsistencies of our sequence lengths will not have any
negative influences.
There is a key difference between the proposed method and the original transformer
architecture. In translation tasks, the input is translated to a single language while in our method
We need additional information to tell the model how we would like the input to be translated
(e.g., We want to translate this gait sequence from the viewpoint of 72° to 108°). This can be
viewed as a multi-language translation problem which requires additional information to be
encoded into each embedding. We achieve this by altering the positional encoding equation to
include a viewpoint and covariate encoding. The implemented architecture can be seen in Figure
12. Because our focus is on generating accurate translated sequences, we decide it is unnecessary
to include contrastive learning and solely use the reconstruction quality as our method of
training. Similar to our autoencoder architecture, we train through the use of L2 loss.
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Figure 12: Gait Transformer for translation.

3.7

Gait Transformer

In the previous sections it was discussed that the decoding module of a transformer could
be omitted in many use cases. Maintaining the same encoding structure of the Gait Translation
Network we remove the decoder producing a sequence of attentivised embeddings. The
embeddings are then average producing an overall representation of the entire gait sequence. We
choose to train utilizing contrastive loss in which we generate two positive samples per input.
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Table 3: Mean Accuracies from CASIA-B evaluations of our proposed networks in comparison
to two state-of-the-art methods.
Gallery: NM #1-4

NM #5-6

BG #1-2

CL #1-2

GaitSet [2]

95.0

87.2

70.4

GaitPart [7]

96.2

91.5

78.7

I3D [10] (baseline)

62.9

47.7

29.9

Gait Translation Network (ours)

81.1

37.2

11.7

Gait Transformer (ours)

70.2

29.2

15.4

Patched Gait Transformer (ours)

27.3

20.3

8.0

3.8

Patched Gait Transformer

Inspired by the findings of vision transformers, we treat gait sequences as a sequence of
patches. By removing the decoding aspect of the transformer, it is necessary to update the loss
function as we are no longer reconstructing video sequences. In hopes of achieving invariance to
viewpoint and covariate conditions, we select our positive samples from other sequences of the
same subject. Within our original translation task, we utilize the entire sequence from one
condition while for our encoding architecture we select micro-sequences from various
conditions. These sequences are purposefully selected in a manner that guarantees the positive
samples are of different viewpoint and covariate conditions. By having a diverse selection of
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positive samples in addition to the many negative samples chosen from the batched data we
theorize the model will generalize well.
3.9

GaitSet 3D: Applying 3D Convolutions to a High Performing Method

As a final experiment to further test our theory that 3D convolutions are not beneficial in
current gait recognition methods, we construct this study by modifying GaitSet [2] to accept
video inputs. By altering their data loading structure, we can then apply our modified version of
GaitSet in which we remove 2D convolutions for 3D convolutions. It was expected that more
information could be derived from 3D convolution, however the opposite is the case; Accuracies
were negatively impacted.
Table 4: Mean accuracies of GaitSet in comparison to our modified version which utilizes 3D
convolutions.
Gallery: NM #1-4

NM #5-6

BG #1-2

CL #1-2

GaitSet

95.0

87.2

70.4

GaitSet 3D (ours)

86.6

75.8

56.9

3.10

Analysis

Amongst every experiment, a consistent similarity is that lack of an aggregation method
for the sequences as averaging was implemented for aggregation. We find that our results
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consistently performed poorly without a defined aggregation method like HPP or HPM. One
could infer from the results that the success of state-of-the-art methods lies solely in their
aggregation method. If this is the case, it would argue that these methods build strong visual
features from combining many frame embeddings rather than learning motion-related
information, defeating the purpose of the underlying gait recognition problem.
A key finding from the supervised research is the improvements created through
contrastive learning. There were significant jumps in accuracy which are believed to be caused
minimization of the cross-view and cross-covariate positive samples which were generated. It
would be expected to see future work to shift to the use of contrastive learning.
Our attempts at gait translation were promising but lacked in comparison to current topperforming methods. In addition, this architecture performed well under cross-view scenarios but
struggled in cross-covariate scenarios as seen in Table 1. The lack of performance across crosscovariate scenarios appears to be consistent across all of the transformer architectures. It could
be inferred that while the network is learning motion information, it is still focusing on visual
features. The drastic appearance changes across the covariates inherently make it difficult to
maintain high accuracy. We argue that even with 3D convolutions, the network is failing to
generate a signature based on the motion like gait implies. This is the inspiration of the next
chapter in which we focus on methods which truly learn a gait-based signature.
Our final experiments with the modification of GaitSet have convinced us that 3D
convolutions are not effective in extracting a motion-based feature. One would expect a slight
performance gain in this scenario but in fact, accuracy is dramatically affected.
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3.11

Detailed Results

Table 5: Detailed results from CASIA-B evaluations comparing transformer-based methods to current methods
Gallery: NM#1-4
0°

18°

36°

54°

72°

90°

108°

126°

144°

162°

180°

Mean

GaitSet [2]

90.8

97.9

99.4

96.9

93.6

91.7

95.0

97.8

98.9

96.8

85.8

95.0

GaitPart [7]

94.1

98.6

99.3

98.5

94.0

92.3

95.9

98.4

99.2

97.8

90.4

96.2

I3D

48.2

63.3

66.7

71.3

64.6

20.0

62.7

70.6

69.5

64.8

48.2

62.9

Gait Translation

84.4

80.2

76.3

79.6

80.4

82.5

84.2

78.7

83.3

84.5

76.8

81.1

Gait Transformer

61.3

75.0

65.6

71.9

68.8

68.8

71.9

81.3

81.3

75.0

51.6

70.21

25.2

27.7

27.1

33.2

22.9

22.5

25.2

31.5

31.0

29.2

25.3

27.3

GaitSet [2]

83.8

91.2

91.8

88.8

83.3

81.0

84.1

90.0

92.2

94.4

GaitPart [7]

89.1

94.8

96.7

88.3

94.9

89.0

93.5

96.1

93.8

85.8

91.5

I3D

34.9

50.1

53.7

54.4

42.8

40.3

44.1

57.2

61.3

49.7

35.7

47.7

Gait Translation

40.9

35.6

33.0

39.6

33.3

44.7

37.6

38.5

40.5

30.7

35.2

37.2

Gait Transformer

36.3

33.0

35.2

27.8

29.4

22.0

22.8

28.6

28.6

30.8

27.2

29.2

17.3

18.2

20.0

19.8

20.8

18.8

21.7

23.8

22.2

23.6

16.8

20.3

Probe

NM
#5-6

Patch
Transformer

95.1

79.0

87.2

BG
#1-2

Patch
Transformer
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GaitSet [2]

61.4

75.4

80.8

77.3

72.1

70.1

71.5

73.5

73.5

68.4

50.0

70.4

GaitPart [7]

70.7

85.5

86.9

83.3

77.1

72.5

76.9

82.2

83.8

80.2

66.5

78.7

I3D

21.5

30.0

34.9

36.7

30.7

25.0

29.1

35.5

35.9

27.2

22.5

29.9

Gait Translation

13.2

10.6

11.1

14.3

10.5

10.5

11.8

12.5

12.1

13.2

8.8

11.7

Gait Transformer

9.1

11.1

15.9

17.8

26.7

15.6

20.0

13.3

18.2

11.1

11.1

15.4

6.7

9.1

10.2

8.5

8.6

7.3

7.4

6.9

8.3

7.6

7.1

8.0

CL
#1-2

Patch
Transformer

Table 6: Detailed results from CASIA-B evaluations comparing various loss functions on I3D
Gallery: NM#1-4
0°

18°

36°

54°

72°

90°

108°

126°

144°

162°

180°

Mean

32.4

44.9

51.1

54.4

44.0

37.7

40.1

49.4

50.8

48.4

41.1

44.9

48.2

63.3

66.7

71.3

64.6

20.0

62.7

70.6

69.5

64.8

48.2

62.9

16.6

24.7

37.3

38.4

32.3

31.2

33.8

43.8

37.9

23.7

15.1

30.4

Probe
I3D – Cross
Entropy
NM

I3D –

#5-6

Contrastive
I3D Disentangle
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I3D – Cross
29.0

37.3

39.0

34.9

26.1

22.0

25.3

31.7

35.2

36.4

29.7

31.5

34.9

50.1

53.7

54.4

42.8

40.3

44.1

57.2

61.3

49.7

35.7

47.7

12.6

16.1

25.5

25.7

19.2

22.2

25.8

27.0

21.7

15.9

11.1

20.1

13.9

17.3

21.2

18.8

15.7

12.0

15.1

19.9

18.7

17.2

12.5

16.6

21.5

30.0

34.9

36.7

30.7

25.0

29.1

35.5

35.9

27.2

22.5

29.9

8.4

11.1

13.5

16.4

11.5

10.1

15.6

15.4

10.6

9.6

5.5

11.6

Entropy
BG

I3D –

#1-2

Contrastive
I3D Disentangle

I3D – Cross
Entropy
CL

I3D –

#1-2

Contrastive
I3D Disentangle
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Table 7: Detailed results from CASIA-B evaluations comparing our GaitSet to our modified 3D version
Gallery: NM#1-4
0°

18°

36°

54°

72°

90°

108°

126°

144°

162°

180°

Mean

90.8

97.9

99.4

96.9

93.6

91.7

95.0

97.8

98.9

96.8

85.8

95.0

82.4

90.0

93.8

90.8

84.0

80.7

83.7

90.5

93.1

88.3

78.1

86.6

83.8

91.2

91.8

88.8

83.3

81.1

84.1

90.0

92.2

94.4

79.0

87.2

76.0

82.3

82.8

81.3

69.5

64.3

68.1

77.4

81.9

79.1

71.1

75.8

61.4

75.4

80.7

77.3

72.1

70.1

71.5

73.5

73.5

68.4

50.0

70.4

50.3

61.0

64.1

61.3

55.3

53.5

57.4

57.2

60.4

57.4

47.5

56.9

Probe
GaitSet
NM
GaitSet – 3D
#5-6
(ours)

GaitSet
BG
GaitSet – 3D
#1-2
(ours)

GaitSet
CL
GaitSet – 3D
#1-2
(ours)
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CHAPTER 4: UNSUPERVISED LEARNING
The basis of this chapter focuses on presenting a novel approach to gait recognition while
presenting a new challenge. It is apparent that the current published methods have begun to
saturate in accuracy around an average of 96% for normal walking conditions. We felt that the
current methods have pushed the limits of what was even possible in terms of supervised
learning and felt that it was necessary to introduce a novel problem for gait recognition. In
addition, the novel approaches that have been proposed have lacked the ability to extract motion
information which is vital to gait. We further confirmed these through our modification of these
architectures by allowing video sequence inputs. We overwhelmingly saw that each method
performed worse through the introduction of motion information. In theory additional motion
information should benefit the task but found that the opposite was happening; motion
information was clouding the visual features these methods extracted so well.
In a perfect world, we would have all the necessary information about each subjects’
sequences but often this is not the case. In large scale datasets, achieving accurate labelling is
timely and often impossible due to time constraints. We use this information as the basis to
introduce unsupervised methods for gait recognition. Unsupervised gait recognition is a difficult
task as it requires the network to learn contrasting features without having multiple covariate
samples from the same subject. We believe this challenge set will force new approaches to
design methods in which gait motion is actually extracted.
In this chapter, our novel architecture is presented including several ablation studies to
confirm our findings. Our method solely focuses on motion, specifically, the repetitive nature of
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walking in an attempt to extract a gait signature. For this reason, we choose to call our
architecture StepNet. We base our research on RepNet, a recent paper from Google [26]
outlining a method to count repetitions within a video. It is important to understand how this
architecture works to understand the theory behind our proposed solution. In addition, we also
exploit the findings that silhouettes can be split into sub-images to improve extraction methods
of frame-based features.
4.1

Detecting Repetition

A simple method of detecting repetition within a video is through the use of a Temporal
Self-Similarity Matrix (TSM). This concept of deriving a self-similarity matrix from the perframe embedding has been shown to be effective in both action recognition and gait recognition.
For example, a 32-frame clip will generate a TSM of shape 32x32. This matrix can then be used
for downstream tasks like classification and have even been used for gait classification [25].
Although based on gait, Ben et al. [25] focus on classifying gait sequences rather than applying a
person re-identification problem as stated in this work.

Figure 13 RepNet - A simple solution for counting repetitions.
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The current surge of transformer usage has reignited efforts in using TSM for detecting
the number of repetitions within a video. Specifically, RepNet was published combining the use
of TSMs and Transformers for accurate repetition counting [26]. Although the goal is not to
count repetitions within a gait sequence, we believe that a unique temporal self-similarity matrix
can serve as a unique identifier. In addition, this method exploits motion, and we argue that it can
be used to derive a motion-based signature.
4.2

StepNet

By first splitting the sequences in a horizontal manner, the network transforms a frame
into a set of four horizontal strips which become more manageable in learning distinguishable
features. We propose that by splitting the frame, we will be able to extract a better repetition
pattern. Because of the nature of different silhouettes, it is possible that certain parts will not
include any information. We maintain this information as we argue that it helps build a more
robust model similar to how dropout improves the robustness of a model by removing the
information of random neurons. In addition, depending on what part of the body is being viewed,
the repetition pattern could vary greatly. For example, one would expect the strip including the
movement of feet will include more motion information than the strip that includes solely the
person’s head. A visualization of the horizontal stripping method is shown below. It can be
clearly seen the difference in repletion. We attempt to aggregate this unique part-based motion.
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Figure 14: Examples of silhouettes that have been split.

Now that our input has been split, we can derive our temporal self-similarity matrix for
each part. Without any training, examples of the natural repetition are shown in Figure 15. The
clear repetitive nature of the matrix improves confidence that subjects can be learned through the
matrix rather than actually looking at the frame embeddings. We choose to utilize 32 frame
sequences as this allows us to use a majority of the dataset while maintaining enough
information to extract repetitions.
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Figure 15: Part based temporal self-similarity matrix examples.

By successfully extracting an image which described the unique motion of the subject,
we can then treat the rest of the architecture as an image-based learning algorithm. Although we
treat this as an image learning problem, our approach is inherently different than previous framebased learning methods. With current success of transformers, we believe we can apply them in
this scenario to learn visual based features. To extract this information, we apply a vision
transformer to the matrices in an attempt to learn these features in a lightweight manner. A
standard CNN could be applied in this scenario, but the linear nature of transformers allows a
highly scalable architecture.
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Figure 16: StepNet - an approach to learning a motion-based gait signature.

Typically, once a feature set has been aggregated, a loss function is then applied to the
learned embeddings. However, because each subject silhouette is split into four parts and then
aggregated, we show that the addition of another multi-headed attention mechanism on the final
aggregation is a necessary step in produce accurate results.
Similar to our supervised training approaches, we implement contrastive learning in an
unsupervised manner called SimCLR [28]. To generate positive samples, we choose to select a
random, sequential subset of the entire sequence. Typically, an input is perturbed to create
multiple positive samples in an unsupervised manner but with the nature of silhouettes,
augmentations are not beneficial. We cannot manually choose our positive samples in this case
as the network would no longer be truly unsupervised. In addition, supervised contrastive
learning uses class labels to select negative samples while this is not the case for SimCLR.
SimCLR assumes all other items in the batch are negative samples even if they are of the same
class. By doing so, naturally this hurts the network but what is found is that overtime the network
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will become robust to this issue. A brief visualization of SimCLR is shown in Figure 17. We
train by selecting four positive samples for each subject with a batch size of 64.

Figure 17: SimCLR loss function. Here two positive samples are generated but, in our method,
we maximize the agreement over four samples.

We train multiple variations of this network, but all utilize the same underlying TSM
representation. As our baseline network we choose build a small CNN to extract features from
the generated TSM. We call this our Self-Sim Network (SSN). There was a clear issue of
underfitting which produced low accuracies. We first attempted to introduce complexity into the
network by increasing the number of convolutional and linear layers but faced the same
underfitting issue, but now the network trained much slower. To solve the underfitting issue, we
decided to add a Multi-Head Attention (MHA) mechanism on our output embeddings to improve
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embedding separation. The additional MHA solved the underfitting and produces a robust gait
recognition model.
Inspired by the transformer usage in RepNet, we experiment on the usage of a vision
transformer in replacement of the CNN style encoder we were using. There were minimal effects
on accuracy. The summarized results are shown below, and the raw results are shown after this
chapter analysis.
Table 8: Mean accuracies of all the stepnet variations. Evaluations done on CASIA-B.
Gallery: NM #1-4

NM #5-6

BG #1-2

CL #1-2

Self-Sim Network (SSN)

8.9

4.0

6.9

StepNet - CNN

74.9

42.9

74.8

StepNet – Vision Transformer

71.6

42.4

74.3

4.3

Analysis

To our surprise, the network performs exceptionally well at learning an unsupervised gait
signature. While interesting this is not to say that the network is perfect as it has many flaws.
Instead, we treat our findings as the basis of future research. One unusual aspect of the
architecture is its influence by batch size finding that 64 samples is the ideal to get strong results.
Our method achieves high accuracies and handles covariate scenarios nicely.
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One unusual aspect of this architecture is how accurate the model is pre-training. In fact,
training the architecture has only slight performance gain. In addition, the model suffered from
underfitting and required high complexity to achieve a converging loss. This phenomenon can be
seen in the raw results as the CNN variant included a more complex MLP head achieving
accuracies near the supervised variant that utilized a vision transformer instead.
Table 9: Comparison of mean accuracies between the unsupervised and supervised training of
StepNet.
Gallery: NM #1-4

NM #5-6

BG #1-2

CL #1-2

71.6

42.4

74.3

75.8

42.5

74.4

StepNet – Vision Transformer Unsupervised
StepNet – Vision Transformer Supervised

TSM’s are not new to gait recognition but the findings represented in this chapter show
that future work could produce novel uses to improve many gait recognition architectures. An
interesting observation is the necessity of an attention mechanism in this architecture. Without
the use of one, the self-sim experiment learned to cluster by viewing angle rather than subject.
This phenomenon within the clustering is shown in the Appendix along with many other
embedding visualizations for various StepNet variations.
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4.4

Detailed Results

Table 10: Detailed results from CASIA-B evaluations comparing StepNet variations.
Gallery: NM#1-4
0°

18°

36°

54°

72°

90°

108°

126°

144°

162°

180°

Mean

Probe
NM

SSN

11.5

10.6

10.4

9.6

8.5

8.4

8.1

8.3

7.6

7.5

7.2

8.9

#5-6

StepNet - CNN

83.9

80.2

51.1

78.8

78.2

76.1

74.1

72.2

69.9

69.4

67.3

74.9

79.8

77.7

77.0

75.9

72.6

69.6

69.6

70.0

67.2

65.5

62.5

71.6

84.3

81.6

80.2

79.0

77.1

75.3

74.1

73.3

71.0

70.2

68.0

75.8

StepNet –
Vision
Transformer
StepNet –
Vision
Transformer
(Supervised)

BG

SSN

4.1

4.3

4.1

3.8

3.5

3.6

3.9

4.1

4.0

4.3

3.9

4.0

#1-2

StepNet - CNN

34.5

37.2

37.8

39.6

40.8

41.2

42.9

46.2

48.3

51.2

51.9

42.9

33.5

35.9

37.4

40.1

41.5

42.7

43.9

46.5

47.7

48.6

49.0

42.4

StepNet –
Vision
Transformer
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StepNet –
Vision
34.1

36.9

37.6

39.4

40.6

41.8

42.8

45.8

47.8

50.4

50.9

42.5

Transformer
(Supervised)

CL

SSN

7.5

7.3

6.7

6.9

7.0

6.8

6.8

7.1

6.7

6.4

6.6

6.9

#1-2

StepNet - CNN

66.1

67.5

69.4

72.7

73.7

75.9

76.9

78.2

79.4

80.8

82..2

74.8

63.7

66.3

69.1

73.3

75.1

76.9

77.5

78.3

77.3

78.6

80.6

74.3

65.7

67.1

69.1

72.6

73.5

75.7

76.7

77.8

78.7

79.8

82.1

74.4

StepNet –
Vision
Transformer
StepNet –
Vision
Transformer
(Supervised)
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CHAPTER 5: CONCLUSION AND FUTURE WORK
This thesis serves as exploratory research into various deep learning aspects of gait
recognition. With the initial intention on improving results through the use of temporal
information, the focus evolved into a foundational study into unsupervised gait recognition
potentially reigniting the use of temporal similarity matrices for gait recognition. Given the
difficulty of unsupervised gait recognition, the findings show impressive results and serve as an
evaluation benchmark for future research.
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APPENDIX A: SELF-SIMILARITY NETWORK CLUSTERING

48

Self-Similarity Network embeddings over time. This architecture seems to cluster by viewpoint
rather than subject as can be seen by the formation of 11 tight clusters.
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APPENDIX B: INFLUENCE OF BATCH SIZE ON STEPNET

50
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APPENDIX C: UNSUPERVISED STEPNET EMBEDDINGS
OVER TIME
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Epoch 0

Epoch 25

Epoch 50
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