This paper proposes distributed evolutionary digital filters (EDFs). The EDF is an adaptive digital filter which is controlled by adaptive algorithm based on evolutionary computation. In the proposed method, a large population of the original EDF is divided into smaller subpopulations. Each sub-EDF has one subpopulation and executes the small-sized main loop of the original EDF. In addition, the distributed algorithm periodically selects promising individuals from each subpopulation. Then, they migrate to different subpopulations. Numerical examples show that the distributed EDF has a higher convergence rate and smaller steady-state value of the square error than the original one. The authors have already proposed evolutionary digital filters (EDFs) [6,7]. The EDF is an adaptive digital filter (ADF) which is controlled by adaptive algorithm based on the evolutionary strategies of living things. The advantages of the EDF are summarized as follows:
INTRODUCTION
Several researchers have proposed adaptive algorithms for digital filtering, which are all based on the Darwinian concept of "natural selection." These include the adaptive algorithm based on the genetic algorithm (CA) [I-31 , the new learning adaptive algorithm [4] , and Darwinian approach to adaptive notch filters [5] .
The authors have already proposed evolutionary digital filters (EDFs) [6, 7] . The EDF is an adaptive digital filter (ADF) which is controlled by adaptive algorithm based on the evolutionary strategies of living things. The advantages of the EDF are summarized as follows:
1. The adaptive algorithm of the EDF is a population-based and robust optimization method, especially used to tackle high-dimensional and multi-modal search space problems. It is a non-gradient and multi-point search algorithm. Thus, it is not susceptible to local minimum problems that arise from a multiple-peak surface.
2.
The EDF can adopt the various error functions as the fitness function according to application. for example, the p-power norm error function, the maximum error function and so on.
3. The adaptive algorithm of the EDF has a self-stabilizing feature whereby unstable poles have a tendency to migrate back into the stable region. In addition. the EDF can search the poles which are near the unit circle.
However, the EDF has the following disadvantage: the number of multiplication of the EDF is greater than that of the LMS adaptive digital filter (LMS-ADF), since the EDF consists of many inner digital filters. Thus, we divide the original EDF into smaller sub-EDFs for parallel implementations.
In order to implement the EDF on parallel processors, we propose the distributed EDF. which consists of the modified structure and adaptive algorithm, adopting a dividing method of the distributed genetic algorithm for parallel processors. Such parallel versions of genetic algorithms for various parallel computers have been presented in [SI.
This paper is organized as follows: Section 2 summarizes the overall structure and the adaptive algorithm of EDFs. Section 3 describes the adaptive algorithm and the structure of distributed EDFs. Section 4 demonstrates the effectiveness of the distributed EDF using the system identification investigation. Section 5 gives concluding remarks.
EVOLUTIONARY DIGITAL FILTERING
In this section, we summarize the filter structure and the adaptive algorithm of EDFs. Figure 1 shows the block diagram of an EDF. The EDF consists of many lineadtime-variant inner digital filters F,'s which correspond to individuals. Inner digital filter coefficients W which correspond to the feature of individuals are controlled by the following adaptive algorithm.
Adaptive Algorithm of Evolutionary Digital Filters
The adaptive algorithm of the EDF is similar in concept to CA. These concepts are based on the mechanics of natural selection and genetics to emulate the evolutionary behavior of biological systems. However, the adaptive algorithm of the EDF is different from the GA in the genetic operator and the representation of strings.
In the following sections. we use the following notations:
P the cloning method (the asexual reproduction), the mating method (the sexual reproduction),
In the EDF. the adaptive algorithm updates the inner digital filter coefficients every TO samples. Thus, the relation between the time k and the generation t is given by
where k denotes the time in the filtering operation and TO denotes the period of the evaluation of one generation.
Cloriirig Method
Each parent in the population Pap. with high fitness value within the population P(t). creates the offspring population Pa, using the cloning method. In the cloning method. one parent creates .\-iC offsprings. and forms a family Paf,j which contains itself and its offsprings. where i = 1,2, . . . , iVap is the number of parents which use the cloning method. We assume that the proposed cloning method corresponds to transcribing the coefficient vector In this algorithm. the cloning method corresponds to the local search. Therefore. this method is provided with the following strategy to select the candidate population for the next generation. In this method. one individual. of which fitness is maximum in each family P<,f.>. is selected. These individuals form the candidate population P, for the next generation. The population P, of the best individuals is selected among each family POf,>. that is. the coefficient vector of the inner filter with the highest fitness is selected among the (-Vac + 1) coefficient vectors. These coefficients are scattered on the narrow area. Thus. this operation corresponds to the local search.
2.1.2'. Mating Method
If parents with low fitness value in population create the offsprings using the above cloning method. these offsprings may have lo& fitness value and can not be selected as candidates for the next generation. Therefore. parents in the population Psp. with low fitness value within the population P(t). create the offspring population P,, using the mating method. -Vsp/2 pairs among the parents are randomly selected for mating. In the mating method. each pair of parents creates one offspring, and they fomi a family Ps,.m which contains themselves and their offspring, where In thi:; algorithm, the mating method corresponds to the global search and keeps various features of individuals. Therefore, this method is provided with the fo1:lowing strategy to select the candidate population for the next generation. In this method, one parent with higher fitness value in each family Psf., is selected and the other parent dies out. In order to keep various features of individuals. the offspring in each family P,f,, is always selected regardless of their fitness values.
Computational Complexity
The EDF requires (-4 -+ + l ) / T o multiplications per iteration for the adaptive process. where -4 is the total number of the evaluated individuals. that is, .-I = i\7ap(Ah-ac + 1) + %-\-sp.
In the adaptive algorithm of the EDF. the inner digital filter coefficients are updated every TO samples. Table l shows that the number of multiplications of the EDF is larger than that of the LMS-ADF.
DISTRIBUTED EVOLUTIONARY DIGITAL FILTERING
In order to implement the EDF on parallel processors and to improve convergenceproperties, we propose the distributed EDF adopting a dividing method of the distributed genetic algorithm for parallel processors. Such parallel versions of genetic algorithms for various parallel computers have been presented in [8] . Figure 2 shows the block diagram of a distributed EDF. The distributed EDF consists of sub-EDFs and an output selector. Each sub-EDF is implemented on a parallel processor separately. The input ~( k )
is injected commonly to the sub-EDFs. Then. the best output, as the output y(k) of the EDF. is selected 'among the sub-EDF outputs. Adaptive dtgltal filter 9-J-~ Figure 3 : Block diagram of the system identification.
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In this paper. we divide the large population for the original EDF into S equal subpopulations for the distributed EDF, where the new parameter S specifies the number of subpopulations. Each sub-EDF has one subpopulation and executes the small-sized m i n loop of the original EDF. The distributed algorithm of the distributed EDF periodically selects individuals with high fitness value and migrates them to different subpopulations where 'I" , is the number of generations between each migration. During a migration generation, each subpopulation copies -\-, individuals with high fitness value to become migrants. When a subpopulation receives migrants from another subpopulation, it selects individuals to be replaced by incomins migrants uniformly randomly from its subpopulation.
The subpopulations in the distributed EDF are configured as a ring topology. because of its simple and easy for implementation. Migrants will be exchanged only between immediate neighbors to reduce the communication cost in the network.
In each sub-EDF, the numbers of parents using the cloning method and the mating method are !Yap/S and !Vsp/S, respectively. Therefore, with regard to the total number of the evaluated individuals. the distributed EDF is equal to the original EDF, that is.
where .All is the total number of the evaluated individuals in the distributed EDF. and -As is the number of the evaluated individuals in each sub-EDF as follows: Table 2 shows the detail of the number of individuals.
EXPERIMENTAL RESULTS
In order to evaluate convergence behavior of the original. the partitioned and the distributed EDE we implement the system identification. The partitioned EDF is a special case of the distributed EDF in which there is no migration. Moreover, we compare the convergence behavior of the EDF with that of the LMS-ADF and the SGA-ADF (the adaptive digital filter based on the simple genetic algorithm) to demonstrate the effectiveness of the EDF. Figure 3 shows the block diagram of the system identification.
The input x(k) of the unknown system and the adaptive digital filter is common white noise with zero mean and unit variance.
In this paper, we implement the system identification with the following configurations.
Case 1: The transfer functions of the unknown system and the distributed EDF in Fig. 3 are respectively
It can be seen that this case has the single-peak error surface, because this adaptive digital filter is sufficient size [9] . However. this system has poles at 0.7 i j0.7, which are close to the unit circle. Thus, it is difficult to reach the minimum MSE using the LMS-ADF.
In these experiments, parameters of the EDF are set as A-ap = -Vac = i " ; , = 32, S = 4, !\-,,, = 1. and T, = 1. The adaptive algorithm of the LMS-ADF is recursive prediction error ( W E ) algorithm for adaptive IIR filters [lo] . The step size parameter of the LMS-ADF (RPE) is 0.0001. The genetic operator of the SGA-ADF is the following processes: ( I ) roulette selection. (2) one-point crossover, and (3) simple mutation. Table 3 shows parameters of the SGA-ADF in this system identification where 111 and are the orders of the moving average part and the autoregressive part, respectively. In this example. the SGA-ADF and the EDF have the population of the same size.
Figures 4 and 5 show the learning curves (square error) of the LMS-ADF. the SGA-ADF. the original. the partitioned and the distributed EDF. Each learning curve is obtained after averaging square errors every 10 samples which are the ensemble average of 200 independent experiments in order to compare the convergence behavior. We can observe from Figs. 4 and 5 that the distributed EDF has a higher convergence rate and smaller steady-state value of the square error than the others. 
CONCLUDING REMARKS
In this paper, the distributed EDF has been proposed, and a system identification adaptive structure based on the distributed EDF has been implemented and investigated. Numerical examples show that the distributed EDF improved convergence properties, that is, the convergence rate and steady-state value of the square error.
