Low-thrust trajectories with variable radial thrust is studied in this paper. The problem is tackled by solving the HamiltonJacobi-Bellman equation via State Dependent Riccati Equation(STDE) technique devised for nonlinear systems. Instead of solving the two-point boundary value problem in which the classical optimal control is stated, this technique allows us to derive closed-loop solutions. The idea of the work consists in factorizing the original nonlinear dynamical system into a quasi-linear state dependent system of ordinary differential equations. The generating function technique is then applied to this new dynamical system, the feedback optimal control is solved. We circumvent in this way the problem of expanding the vector field and truncating higher-order terms because no remainders are lost in the undertaken approach. This technique can be applied to any planet-to-planet transfer; it has been applied here to the Earth-Mars low-thrust transfer.
II. INTRODUCTION
Historically, the optimal low-thrust transfers have been tackled first with indirect and then with direct methods. The former stem from the Pontryagin's maximum principle that uses the calculus of variations [1, 2] ; the latter aim at solving the problem via a standard nonlinear programming procedure [3] . Even if it can be demonstrated that both approaches lead to the same result [4] , the direct and indirect methods have different advantages and drawbacks, but they require in any case the solution of a complex set of equations: the Euler-Lagrange equations (indirect methods) and the Karush-Kuhn-Tucker equations (direct methods). The guidance designed with these methods is obtained in an open-loop context. In other words, the optimal path, even if minimizing the prescribed performance index, is not able to respond to any perturbation that could alter the state of the spacecraft. Furthermore, if the initial conditions are slightly varied (e.g. the launch date changes), the optimal solution needs to be recomputed again. The outcome of the classical problem is in fact a guidance law. expressed as a function of the time,u = u(t), t ∈ [t0, tf ], being t0 and tf the initial and final time, and u the control vector, respectively. This paper deals with the optimal feedback control problem applied to the low thrust interplanetary trajectory design. With this approach the solutions that minimize the performance index are also functions of the generic initial state x0; the outcome is in fact a guidance law written as u = u(x0, t0, t), t t ∈ [t0, tf ]. This represents a closed-loop solution: given the initial conditions (t0,x0) it is possible to extract the optimal control law that solves the optimal control problem. Moreover, if for any reason the state is perturbed and assumes the new value (t0 , x0 ) = (x0 + δx, t0 + δt), we are able to compute the new optimal solution by simply evaluating so avoiding the solution of another optimal control problem. This property holds by virtue of the closed loop characteristics of the control law that can be viewed as a one-parameter family of solutions. Due to such property, a trajectory designed in this way has the property to respond to perturbations acting during the transfer that continuously alter the state of the spacecraft. Another important aspect of this approach is the possibility to have robust nominal solutions. Indeed, the optimal feedback control can be analyzed and the control laws being less sensitive to changes in the initial condition can be chosen as nominal solutions. These solutions are said to be robust with respect to the initial conditions. The optimal feedback control for linear systems with quadratic objective functions is addressed through the matrix Riccati equation: this is a matrix differential equation that can be integrated backward in time to yield the initial value of the Lagrange multipliers [2] . The same problem has been tackled in an elegant fashion using the Hamiltonian dynamics and exploiting the properties of the generating functions [5] . With this approach it is possible to devise suitable canonical transformations, satisfying the Hamilton-Jacobi equation, that also verify Hamilton-JacobiBellman equation of the optimal feedback control problem. The generating function technique has been extended to nonlinear dynamical systems supplemented by quadratic objective functions: in this case the vector field is expanded in Taylor series and the optimal control is derived as a polynomial [6] . Nevertheless, the resulting optimal control differs from the one obtained through application of the Pontryagin principle to the nonlinear system since, in the process of series expansion and truncation, the dynamics associated to the high-order terms is neglected. Recently, the nonlinear feedback control of lowthrust orbital transfers has been faced using continuous orbital (IJACSA) International Journal of Advanced Computer Science and Applications, Vol. 4, No. 4, 2013 158 | P a g e www.ijacsa.thesai.org elements feedback and Lyapunov functions [7] . The analytical low-thrust optimal feedback control problem is solved, with modulated inverse-square-distance , in the frame of a nonlinear vector field, the two-body dynamics, supported by a nonlinear objective function by applying a globally diffeomorphic linearizing transformation that rearranges the original problem into a linear system of ordinary differential equations and a quadratic objective function written in a new set of variables [8] .
In this work we consider the nonlinear feedback optimal control of the motion of a spacecraft under the influence of the gravitational attraction of a central body, the Sun in our case, and we would like to transfer the spacecraft from Earth to Mars. Both orbits of Earth and Mars around the Sun are assumed to be circular and coplanar. We use both radial and tangential thrust control. The nonlinear dynamics of the system will be factorized in such a way that the new factorized system is accessible. The problem is tackled by solving the State Dependent Riccati Equation (SDRE). The method is applied to Earth-Mars transfer.
III. STATEMENT OF THE PROBLEM
The equations of motion are written in polar coordinates (r, θ), in the inertial Sun-Centered frame. In order to transfer the spacecraft from Earth to Mars two components of the thrust control are used.The tangential component T θ , and the radial component T r . The equations of motion are:
where µ is the gravitational constant of the Sun(1.3271
So as to use dimensionless variables, we take the unit of distance to be the radius of the circular orbit of the Earth around the Sun, the velocity unit is the velocity of the Earth in its orbit, the frequency is ω = 2π T where T = 365.25 days is the periodic time and the unit of time is 1 ω = 58.131343 days. In this system of units the gravitational constant µ is unity, and equations (1) are rewritten as:
IV. EQUATIONS OF MOTION IN STATE VARIABLE FORM Equations (2) are then written in state variable form. The state vector x is chosen to be:
and the control vector is :
Then Equation (2) can be written in the form :
Choosing a suitable factorization equation (5) is rewritten in the factored state variable form :
where :
V. WEAK CONTROLLABILITY AND FACTORED CONTROLLABILITY Weak Controllability (Accessibility) and Factored Controllability Weak Controllability (Accessibility) In order for the solution to exist, the system must be weakly controllable (Accessible). A sufficient condition for the system to be weakly controllable on S ⊂ R n is that ∀x ∈ S ⊂ R n : rank[∆ c ] = n An algorithm is given below for generating ∆ c :
Where d j is the basis of ∆ k−1 and the bracket [f, g] is the Lie bracket of f and g
Applying this algorithm to the system (5) to determine its weak controllability we find that: Science and Applications, Vol. 4, No. 4, 2013 whose span is 2 and
In our problem x 1 ≥ 1. That is the system is locally controllable.
Factored Controllability For the factored system (6) the controllability is established by verifying that the controllability matrix
has a rank equals to n = 4 ∀x in the domain. The controllability matrix M cl for the System (6) is:
which has a rank 4.
VI. STATE DEPENDENT RICCATI EQUATION
State Dependent Riccati Equation Consider the consider the State Dependent Linear Quadratic Regulator written as follows:
where x(t) ∈ R n is the state vector and u(t) ∈ R m is the control vector. The optimization problem is to find the control u * that minimizes the cost function :
where Q and R are the weight matrices. State Dependent Riccati Equation The feedback optimal solution of the above problem u * is given by Where P(x) is obtained by solving the SDRE State Dependent Riccati equation:
We note that the Riccati matrix, P(x) depends on the choice of A(x), and since A(x) is not unique we have multiple optimal solutions.
VII. OPTIMAL ORBIT TRANSFER
Optimal orbit transfer (Numerical examples) In the first example we would like to make an optimal Earth-Mars transfer(i.e. from (r = 1) to (r = 1. 160 | P a g e www.ijacsa.thesai.org 
VIII. CONCLUSION
• The nonlinear feedback optimal control can be solved by factorizing the original nonlinear dyanmics into accessible (weakly controllable) linear dynamics of state dependent factors.
• The factrorized problem has been solved using the SDRE • The method has been implemented to solve feedback optimal control of Earth-Mars orbit tansfer problem.
• The result is valid for any planet to planet transfer. 
