We propose a method to solve nonlinear second-order cone programs (SOCPs), based on a continuously dierentiable exact penalty function. The construction of the penalty function is given by incorporating a multipliers estimate in the augmented Lagrangian for SOCPs. Under the nondegeneracy assumption and the strong second-order sucient condition, we show that a generalized Newton method has global and superlinear convergence. We also present some preliminary numerical experiments.
Introduction
We consider the following nonlinear second-order cone program (nonlinear SOCP):
g(x) ∈ K, h(x) = 0, (SOCP) where f : R n → R, g : R n → R m and h : R n → R p are twice continuously dierentiable functions, K .
developed continuously dierentiable exact penalty functions afterward [5, 17, 19, 30] .
In particular, in [11, 12] , Di Pillo and Grippo proposed a dierentiable exact penalty function based on a Lagrange multipliers estimate presented by Glad and Polak [19] .
Their idea is to incorporate such an estimate in the classical augmented Lagrangian function for nonlinear programming [22, 33, 36] . More recently, André and Silva [2] extended their idea to solve variational inequalities, incorporating the same multipliers estimate in the augmented Lagrangian for this kind of problems [4] .
The idea of the latter work was further used by Andreani, Fukuda and Silva [3] to solve nonlinear programming problems with both equality and inequality constraints.
One advantage of the exact penalty method developed in [3] is that it does not deal with third-order derivatives, which is clearly important from the numerical point of view.
Other ways to avoid third-order derivatives were also proposed in [13, 14] . Here, we take the ideas from the aforementioned works [2, 3, 11, 12, 19] to construct a continuously dierentiable exact penalty function. We also extend Lucidi's idea [29] to construct a multipliers estimate that does not require a strong regularity assumption.
Throughout the paper, the following notation will be used. We denote by · and ·, · the Euclidean norm and inner product, respectively. The notation R ++ is used to represent the positive real numbers. The identity matrix with dimension is denoted by I , and for any matrix Z, its transpose is denoted by Z . For functions p : R s → R and q : R s → R , the gradient of p and the Jacobian matrix of q at x ∈ R s are given by ∇p(x) ∈ R s and Jq(x) ∈ R ×s , respectively. For a second-order cone K i ⊂ R m i , its interior, boundary, and boundary excluding the origin are denoted by int(K i ), bd(K i ) and bd + (K i ), respectively.
The paper is organized as follows. In Section 2, we begin with some necessary notations and results associated to second-order cones and semismooth functions. The construction of the Lagrange multipliers estimate and the continuously dierentiable exact penalty function is given in Section 3. In Section 4, we present the exactness results. In Section 5, we show that a generalized Newton method converges superlinearly, under the strong second-order sucient condition. In Section 6, we present an implementable method that has global and superlinear convergence. Finally, in Section 7, we show some preliminary numerical experiments.
Preliminaries
In this section we introduce some notations and results that will be used in this work.
For any vector y ∈ R , we consider the block notation y . = (y 0 ,ȳ) ∈ R×R −1 . Moreover, the Jordan product of y, z ∈ R is dened by y • z . = y, z y 0z + z 0ȳ .
For the sake of completeness, we state some relations involving the Jordan product [1,
Section 4]. For any vectors w, y, z ∈ R , the following properties hold: (distributivity)
We recall that the Jordan product is not associative in general. Besides, for any y ∈ R , if we dene the symmetric matrix Arw(y) . = y 0ȳ ȳ y 0 I −1 , then y • z = Arw(y)z for all z ∈ R . The matrix Arw(y) is called the arrow matrix of y. It is positive denite if and only if y ∈ int(K). Also, if y ∈ K, then Arw(y) is singular if and only if y ∈ bd(K). Let us give now a result that will be used later.
Lemma 2.1. Let p, q : R s → R be dierentiable mappings. Then the Jacobian of the mapping (p • q) : R s → R at x ∈ R s is given by J(p • q)(x) = Arw(p(x))Jq(x) + Arw(q(x))Jp(x).
Proof. We omit the proof since it follows easily from the product rule associated with the Jordan product.
For simplicity, let us consider now the -dimensional second-order cone K . = {(y 0 ,ȳ) ∈ R × R −1 : y 0 ≥ ȳ }. This cone is self-dual, which means that K is equal to its dual cone K * .
= {z ∈ R : z, y ≥ 0 for all y ∈ K}.
Lemma 2.2. Let y, z ∈ R , and K ⊂ R be a second-order cone. Then, the following are equivalent: (a) y, z ∈ K and y • z = 0, (b) y, z ∈ K and y, z = 0, and (c) y − P K (y − z) = 0, where P K denotes the orthogonal projection onto K.
Proof. See [18, Propositions 2.1 and 4.1].
Concerning the projection operator P K , we also have the following useful results.
Lemma 2.3. Let y, z ∈ R , and K ⊂ R be a second-order cone. Then, the following statements hold:
(a) P K (z) = P K (−z) + z;
(b) P K (z), P K (−z) = 0;
(c) P K (y − z) − y ≥ P K (−z) .
Proof. [(a) ] It is straightforward from [23, Section 3.2] .
[(b)] The inequality P K (z), P K (−z) ≥ 0 holds because K is self-dual. Also, from a variational inequality characterization of projections, we have z−P K (z), y−P K (z) ≤ 0 for all y ∈ K, which along with (a) implies P K (−z), y − P K (z) ≥ 0. Taking y = 0, we obtain P K (z), P K (−z) ≤ 0 and the proof is complete.
[(c)] From (a), P K (y − z) = P K (z − y) − z + y and P K (−z) = P K (z) − z. Thus, the inequality (c) is equivalent to P K (z − y) − z ≥ P K (z) − z . But this inequality holds because, from the denition of projection, P K (z) − z = min u∈K u − z . Now, let W : R s → R t be a locally Lipschitz continuous function and D W ⊆ R s be the set of points where W is dierentiable. Then, the set
is nonempty and called the B-subdierential of W at x ∈ R s . Its convex hull ∂W (x)
is called the generalized Jacobian (of Clarke). These denitions show that
W is said to be semismooth at x ∈ R s if W is directionally dierentiable at x and
, then W is said to be strongly semismooth. We refer to [16, 35] for details about (strongly) semismooth functions.
Construction of exact penalty function
The construction of an exact penalty function for SOCP is based on those for nonlinear programming [3, 11, 12] and variational inequalities [2] . It consists in incorporating a Lagrange multipliers estimate in an augmented Lagrangian function. Let us recall that
where λ . = (λ 1 , . . . , λ r ) and g . = (g 1 , . . . , g r ), with λ i ∈ R m i and g i :
is the Lagrangian function associated to (SOCP), and ∇ x L(x, λ, µ) denotes its gradient with respect to x. Note that, from Lemma 2.2, the third condition in (3.1), which is called the complementarity condition, can be replaced by g i (x) • λ i = 0, i = 1, . . . , r.
For a given x ∈ R n , we consider the following unconstrained problem in order to estimate the value of the multipliers:
where ζ 1 , ζ 2 > 0 and
The idea underlying problem (3.2) is to force the KKT conditions (3.1) to hold, in particular, ∇ x L(x, λ, µ) = 0 and the complementarity condition g i (x) • λ i = 0, i = 1, . . . , r. Moreover, note that α is continuously dierentiable and, for each x, α(x) is a nonnegative number that represents a measure for the feasibility of x. In fact, α(x) = 0 if, and only if, x is feasible for (SOCP).
We point out that problem (3.2) is an extension of the multipliers estimate for nonlinear programming introduced in [19] . The employment of a feasibility measure type function was also given in [29] in order to weaken the conditions for a unique solution of (3.2). In practice, the value of ζ 2 should be small. Otherwise, unfavorable dependence among the multipliers could appear [3, Section 6] . Furthermore, note that problem (3.2) can be rewritten as
where Arw(g(x)) . = diag(Arw(g i (x))) is a block diagonal matrix with Arw(g i (x)) as its entries. Thus, (3.2) is actually a linear least squares problem. Let us present now some properties associated to this estimate, under the following assumption [7] .
Assumption 3.1. Every x ∈ R n feasible to (SOCP) is nondegenerate, that is, 5) where
) is the tangent cone of K at g(x) and lin stands for the linearity space.
The condition (3.5) extends the well-known linear independence constraint qualication (LICQ) in nonlinear programming. We observe that, in the literature of exact penalty functions [12, 29] , the assumption that LICQ holds in the feasible set (or in the whole space) is usually required. Therefore, Assumption 3.1 should also be reasonable in the context of SOCP. The next lemma shows that the nondegeneracy condition (3.5) can be rewritten as a linear independence-type condition. We dene the following sets of indices, for each x ∈ R n feasible to (SOCP):
To clarify these notations, we point out that the subscripts I, B and 0 mean, respectively, the interior, the boundary excluding the origin, and the origin itself. Besides, observe that x is feasible if, and only if,
Lemma 3.2. Let x ∈ R n be feasible to (SOCP) . Then, x is nondegenerate if, and only if, ∇h j (x), j = 1, . . . , p, ∇g i,j (x), i ∈ I 0 (x), j = 1, . . . , m i , and
are linearly independent, where ∇g i,j (x) is the gradient of the j-th entry of g i at x.
Proof. See 
Then, the following statements are true.
(a) N (·) is continuously dierentiable and N (x) is positive denite for all x ∈ R n .
(b) For a given x ∈ R n , the solution of (3.2) (or, equivalently, (3.4) ) is unique and is given by
∇f (x).
(d) The mappings λ(·) and µ(·) are continuously dierentiable. Moreover, the Jacobian matrices of λ(·) and µ(·) at x are given by
,
where e m i j and e p j are the j-th elements of the canonical bases of R m i and R p , respectively, ∇ 2 g i,j (x) and ∇ 2 h j (x) represent the Hessian of the j-th component of g i and the Hessian of h j at x, respectively, and
Proof. [(a)] Observe that N (·) is continuously dierentiable because all the functions involved in the formula (3.7) are continuously dierentiable. Now, let A(x) ∈ R (n+2m+p)×(m+p) be the matrix associated to the linear least squares problem (3.4) , that is,
If x is infeasible, then A(x) has full column rank because α(x) = 0. Now, suppose that x is feasible, i.e., α(x) = 0. Using the notations given in (3.6), we can write, without loss of generality, Jg(x) = Jg I I (x) , Jg I B (x) , Jg I 0 (x) , where Jg I I (x) corresponds to the submatrix of Jg(x) consisting of Jg i (x) with i ∈ I I (x). In a similar way, we dene Jg I B (x), Jg I 0 (x), Arw(g I I (x)), Arw(g I B (x)) and Arw(g I 0 (x)). Thus, we have
Note that Arw(g I 0 (x)) = 0 and Arw(g I I (x)) is nonsingular because Arw(g i (x)) is positive denite for all i ∈ I I (x). To conclude that A(x) has full column rank, we only have to show that the submatrix
has full column rank. For any
where [Arw(g (x))] j is the j-th column of Arw(g (x)) and g ,j (x) is the j-th entry of g (x). It means that the rst column of Arw(g (x)) is a linear combination of the other columns (which are linearly independent) using coecients g ,j (x)/g 0 (x), j = 2, . . . , m . Now, let us assume, for the purpose of contradiction, that (3.10) does not have full column rank. Then, there exist ψ ,j ∈ R, ∈ I B (x), j = 1, . . . , m , θ i,j ∈ R, i ∈ I 0 (x), j = 1, . . . , m i , and υ j ∈ R, j = 1, . . . , p, not all zero, such that
and
Recalling equality (3.11), we can write
Using these coecients in (3.12) yields
From Lemma 3.2, this yields a contradiction, and hence the matrix (3.10) has full column rank. We can then conclude that A(x) has full column rank. The result follows because, for any x ∈ R n , N (x) = A(x) A(x).
[(b)] Dierentiating the objective function of (3.4) and setting the result to zero give
where A(x) is dened in (3.9). The result then holds because N (x) = A(x) A(x) is nonsingular from (a).
[(c)] From the complementarity condition, Arw(g i (x * ))λ * i = 0 for all i = 1, . . . , r. Also, since ∇ x L(x * , λ * , µ * ) = 0 and α(x * ) = 0, the objective function of problem (3.2) at (λ * , µ * ) is equal to zero. Since this objective function is always greater than or equal to zero, (λ * , µ * ) is a solution of the problem, and the result follows.
[(d)] The mappings λ(·) and µ(·) are continuously dierentiable from (a) and equality (3.8). Thus, once again from (3.8), we obtain
(3.14)
, that is, it is a block vector with Arw(g i (x)) 2 λ i (x) as its entries, and Arw(
. . , r. Dierentiating this expression using Lemma 2.1, we get
for all i. Moreover, since
, dierentiating the whole expression (3.13) yields
Analogously, from equation (3.14), we obtain
These two equations give the result. Now let us show precisely the idea for building a continuously dierentiable exact penalty function for SOCP. The main idea was given by Di Pillo and Grippo [11, 12] for nonlinear programming and it consists in incorporating a multipliers estimate in an augmented Lagrangian function. In the case of the nonlinear SOCP, the augmented Lagrangian [26, 37] is given by
where c > 0 is a penalty parameter. It is not dicult to see that this function is actually an extension of the classical augmented Lagrangian for nonlinear programming [22, 33, 36] . We dene the incorporation of the estimates λ(x), µ(x), given in (3.8), in the augmented Lagrangian as
Note that the function w c : R n → R is continuously dierentiable because all functions involved in its formula are continuously dierentiable, in particular λ(·) and µ(·)
we can write its gradient as follows:
where
Recall that g i : R n → R m i , i = 1, . . . , r, and so Jg(x) = Jg 1 (x) , . . . , Jg r (x) . The function y c : R n → R m has, in turn, the following property.
Proof. It follows directly from Lemma 2.2 and the fact that c > 0.
In Section 4, we will actually prove that, under some reasonable assumptions, w c is an exact penalty function for (SOCP). Moreover, since P K i is (strongly) semismooth (see [10, Proposition 7] 
Exactness results
In this section, we prove that the function w c dened in (3.15) is an exact penalty function for (SOCP), which means that a solution of the unconstrained problem
recovers a solution of (SOCP) when c is greater than a threshold value. Following the structure presented in [2, 3, 12] , we show rst that KKT conditions of (SOCP) are equivalent, under some reasonable conditions, to the system of equations ∇w c (x) = 0.
In the remainder of the paper, we suppose that Assumption 3.1 holds. The rst half of the equivalence is given below.
Proof. From Proposition 3.3(c), we have λ * = λ(x * ). Also, from Proposition 3.4, we obtain y c (x * ) = 0. This result, along with the KKT conditions (3.1) and the formula of ∇w c in (3.16), gives
for all c > 0, and the result follows.
As to the converse, we will see that it may hold when the penalty parameter c is large enough. If it does not hold, then, instead of a KKT point, we nd an infeasible point that is stationary for the function α, dened in (3.3). We recall that α is actually a feasibility measure for (SOCP).
Proposition 4.2. Let {x k } ⊂ R n and {c k } ⊂ R ++ be sequences such that x k →x, c k → ∞ and ∇w c k (x k ) = 0 for all k. Then,x is a stationary point of the feasibility measure α, dened in (3.3) . In other words,
Proof. Using (3.16) and dividing the equation ∇w c k (
Since all the functions involved in the above equality are continuous, we can take the limit k → ∞ and, taking into account the denition (3.17) of y c (x), we obtain
= 0. Thus, the proof is complete.
Before presenting the next result, we observe that the following inequality holds:
In fact, for all u, v,
Proposition 4.3. Letx ∈ R n be a feasible point for (SOCP). Then, there existĉ,δ > 0 such that if x −x ≤δ, c ≥ĉ and ∇w c (x) = 0, then (x, λ(x), µ(x)) is a KKT triple associated to (SOCP).
Proof. For any c > 0, let us denẽ
.
Recalling the denition (3.17) of y c (x) and Lemma 2.3(a), we havẽ
) is a block diagonal matrix with Arw([ỹ c (x)] i ) as its entries. This, along with the denition of y c (x) in (3.17), implies that
Moreover, observe that
From (4.3) and (4.4), we obtain
where the last equality holds from the commutativity of the Jordan product. Now, from the formula (3.16) of ∇w c (x) and the equality (3.13), we have
Using equality (4.5), we have
In a similar way, from equality (3.14), we obtain
The above equalities (4.6) and (4.7) can be rewritten as 8) where
Now, denoting σ m+p (N c (x)) as the smallest singular value of N c (x), we have
(4.9)
Furthermore, from the denition of y c (x) in (3.17) and Lemma 2.3(c), we obtain
(4.10)
Thus, taking the square of the norm in (4.8) and using the inequality (4.2), we have
where the second inequality comes from (4.9) and (4.10).
becausex is feasible. Then, taking c → ∞ and recalling that α(x) = 0, we have N c (x) → N (x), with N (x) dened in (3.7). Since N (x) is nonsingular from Proposition 3.3(a), there exist δ,ĉ,ρ > 0 such that, for any x ∈ R n with x −x ≤δ and c ≥ĉ,
Now, consider any x ∈ R n and c ∈ R ++ such that x −x ≤δ, c ≥ĉ and ∇w c (x) = 0. We conclude from (4.11) and (4.12) that y c (x) = 0 and h(x) = 0. So, by Proposition 3.4, x is feasible and the complementarity condition holds. Plugging these equalities into ∇w c (x) gives ∇ x L(x, λ(x), µ(x)) = 0, and the proof is complete.
Now we are ready to state the main result concerning the system of equations ∇w c (x) = 0 and KKT points of (SOCP).
Theorem 4.4. Let {x k } ⊂ R n and {c k } ⊂ R ++ be sequences with c k → ∞ and ∇w c k (x k ) = 0 for all k. Suppose that there is a subsequence {x k j } of {x k } such that x k j →x for somex ∈ R n . Then, either there existsk such that
is a KKT triple associated to (SOCP) for all k j >k, orx is a stationary point of α that is infeasible for (SOCP).
Proof. Observe that Proposition 4.2 guarantees thatx is a stationary point of α. Considering the case thatx is feasible, we can use Proposition 4.3 to conclude that there existsk such that (x k j , λ(x k j ), µ(x k j )) is a KKT triple for all k j >k. Proof. From Proposition 3.3(c), we have λ i (x) = λ i for all i. Then, the result follows because h(x) = 0 and, from Lemma 2.2,
Proof. Since h(x) = 0, we only have to prove that
for i = 1, . . . , r. Recalling that P K i is nonexpansive, we obtain
Since g i (x) ∈ K i for all i and c > 0, we have P K i (−cg i (x)) = 0, and the proof is complete.
Let us prove now that w c is an exact penalty function for (SOCP). The denition considered here is the same as the one given in [3] for nonlinear programming, which in turn is the same as the one studied in [12] without its extra compact set.
be the sets of global (local) minimizers of (SOCP) and (4.1), respectively. The function w c : R n → R is an exact penalty function for (SOCP) if there existsĉ > 0 such that
First, we proceed with the equivalence of the sets of global minimizers.
Proposition 4.8. Assume that G f = ∅ and let {x k } ⊂ R n and {c k } ⊂ R ++ be sequences such that x k →x for somex ∈ R n , c k → ∞ and x k ∈ G w (c k ) for all k. Then, there existsk such that x k ∈ G f for all k >k.
Proof. Letx ∈ G f . Sincex is a KKT point, from Lemma 4.5, w c (
for all k. Taking the supremum limit in this inequality yields
(4.13)
Recall that, by (3.15), we have
Then, it follows from (4.13) and the continuity of the involved functions that h(x) = 0 and P K i (−g i (x)) = 0 for all i, which in turn implies that g i (x) ∈ K i for all i. In other words,x is feasible for (SOCP). Moreover, since c k > 0 and the norm is nonnegative, we have w c k (
Once again, taking the supremum limit, we obtain f (x) ≤ lim sup w c k (x k ). Thus, recalling (4.13), we have f (x) ≤ f (x), and hence we conclude thatx ∈ G f . Now, takeĉ,δ > 0 as in Proposition 4.3, which exist because of the feasibility of x. Letk be large enough so that x k −x ≤δ, c k ≥ĉ and x k ∈ G w (c k ) for all k >k. Since ∇w c k (x k ) = 0 and using Proposition 4.3, we have that x k is a KKT point for all k >k. Thus, once again from Lemma 4.5, we obtain f (x k ) = w c k (x k ) ≤ f (x) for all k >k, which means that x k ∈ G f for all k >k, as desired. Proposition 4.9. Assume that G f = ∅ and that there existsc > 0 such thatS
Proof. Let {x k } ⊂S and {c k } ⊂ R ++ be sequences such that c k ≥c, c k → ∞ and x k ∈ G w (c k ) for all k. SinceS is bounded, we can also assume that {x k } converges to some accumulation point. Then, Proposition 4.8 shows that there existsk such that x k ∈ G f for all k >k and so, G w (c) ⊂ G f for all c ≥ ck. Now, let c ≥ ck and takẽ x ∈ G w (c) ⊂ G f . From Lemma 4.5, we have w c (x) = f (x). Choosex ∈ G f arbitrarily.
Then, once again from Lemma 4.5, we have w c (x) = f (x) = f (x) = w c (x). Therefore, x ∈ G w (c) for all c ≥ ck. Sincex ∈ G f is arbitrary, we have G f ⊂ G w (c) for all c ≥ ck. Hence, we conclude that w c is a weakly exact penalty function for (SOCP).
For local minimizers, the inclusion L w (c) ⊆ L f is not generally guaranteed, because a local minimum of (4.1) is not necessarily feasible for (SOCP). Here, we establish the results as in [3] , which admit that we may end up with a stationary point of the feasibility measure α that is infeasible for (SOCP). Theorem 4.10. Let {x k } ⊂ R n and {c k } ⊂ R ++ be sequences such that c k → ∞ and x k ∈ L w (c k ) for all k. Suppose that there is a subsequence {x k j } of {x k } such that x k j →x for somex ∈ R n . Then, either there existsk such that x k ∈ L f for all k >k, orx is a stationary point of α that is infeasible.
Proof. In view of Theorem 4.4, there existsk such that x k j is a KKT point for all k j >k orx is a stationary point of α that is infeasible. Consider the rst assertion and x k j >k. From Lemma 4.5 and the fact that x k j ∈ L w (c k j ), there exists a neighborhood
(4.14)
Now take an arbitrary x ∈ N (x k j ) that is feasible for (SOCP). Then, Lemma 4.6 guarantees that w c k j (x) ≤ f (x), which, together with (4.14), shows that f (
Since x ∈ N (x k j ) is arbitrary, we have x k j ∈ L f . Thus, the proof is complete.
Generalized Newton method
As we mentioned in the last paragraph of Section 3, w c is an SC 1 function. So, a generalized Newton method with line search strategy [15, 31, 35] can be used to solve the unconstrained problem (4.1). Let c > 0 be xed and suciently large. We recall that the method is iterative, and generates a sequence {x k } by
where d k is the search direction and t k is the step-size determined, for example, by an Armijo-type rule. We note that a convergence theorem of the generalized Newton method [34] shows that if all the elements of the B-subdierential ∂ B ∇w c (x * ) of ∇w c at a KKT point x * are positive denite (with large enough c), then the method, with unit step-size t k . = 1, converges locally with a superlinear rate. If, in addition, ∇ 2 f , ∇ 2 g i,j and ∇ 2 h j are locally Lipschitz continuous, then ∇w c is strongly semismooth and the convergence rate is quadratic.
Before establishing the conditions that guarantee the positive deniteness of the elements of ∂ B ∇w c (x * ), let us rst recall a couple of results and denitions. Recalling the notations I I (x), I 0 (x) and I B (x) given in (3.6), for a KKT triple (x * , λ * , µ * ), we dene the following sets of indices: 
The following result gives us a characterization of the KKT points of (SOCP).
Lemma 5.1. Let (x * , λ * , µ * ) be a KKT triple for (SOCP). Then, for each i = 1, . . . , r, one of the following conditions holds: (a)
Proof. See [1, Lemma 15] . Now, we consider the formula of the B-subdierential of the projection mapping onto second-order cones. It will be used further to characterize the elements of the B-subdierential of ∇w c .
Lemma 5.2. For each
Then, for each i = 1, . . . , r, the B-subdierential ∂ B P K i (z) is given as follows:
Proof. See [32, Lemma 14] or [21, Proposition 4.8] .
Notice that M i (ξ, u), dened in the above lemma, is symmetric and positive semidefinite whenever |ξ| ≤ 1 and u = 1 [24, Lemma 2.8].
Lemma 5.3. Let (x * , λ * , µ * ) be a KKT triple for (SOCP) and c > 0. For each i = 1, . . . , r, the B-subdierential ∂ B P K i λ * i − cg i (x * ) is given as follows:
, where κ i is dened in Lemma 5.1.
Proof. The results follow from Lemma 5.2 and Lemma 5.1 (for item (c)).
The next proposition and corollary give a characterization of the B-subdierential of ∇w c at an arbitrary point and a KKT point, respectively.
Proposition 5.4. Let x ∈ R n and c > 0. Then, any V ∈ ∂ B ∇w c (x) is expressed as V .
=Ṽ + φ c (x), whereṼ is given bỹ
for some sets of indices I I , I M ⊆ {1, . . . , r}, some ξ i ∈ R and u i ∈ R m i −1 satisfying |ξ i | ≤ 1 and u i = 1 for each i ∈ I M , and 4) with ∇ 2 g i,j (x) and ∇ 2 λ i,j (x) denoting the Hessians of the j-th component of g i and λ i at x, respectively, and [y c (x)] i,j denoting the j-th entry of [y c (x)] i .
Proof. Let V ∈ ∂ B ∇w c (x) be arbitrarily given. Then, from the rst equality in (3.16),
) and λ i (x), respectively. From the denition (3.17) of y c (x), we obtain
where φ c (x) is dened in (5.4). Now, dene I I , I M , I 0 as the sets of indices
for some ξ ∈ R and u ∈ R m i −1 with |ξ| ≤ 1 and u = 1 . From the above result, we observe that V ∈ ∂ B ∇w c (x) contains ∇ 2 λ i,j and ∇ 2 µ i,j in its formula, which in turn contain third-order derivatives of f , g i,j and h j (see Proposition 3.3(d)). When these functions are only twice continuously dierentiable, a way to avoid such computation is required. This will be discussed in Section 6.
Corollary 5.5. Let (x * , λ * , µ * ) be a KKT triple for (SOCP) and c > 0. Then, any
for some sets of indices I I , I M ⊆ {1, . . . , r}, and some ξ i ∈ R and u i ∈ R m i −1 satisfying |ξ i | ≤ 1 and u i = 1 for each i ∈ I M .
Proof. From Proposition 3.3(c), λ(x * ) = λ * and µ(x * ) = µ * . Moreover, the KKT conditions give h(x * ) = 0 and y c (x * ) = 0 (see Proposition 3.4). Thus, by (5.4), φ c (x * ) = 0. Hence, the formula of V ∈ ∂ B ∇w c (x * ) follows from Proposition 5.4.
We are now ready to show that the generalized Newton method (5.1), with unit step-size t k . = 1, results in superlinear convergence, under the following assumption [7] .
Assumption 5.6. Let (x * , λ * , µ * ) be a KKT triple for (SOCP). The strong secondorder sucient condition holds, that is,
is the ane hull of the critical cone at x * , and
otherwise, (5.6) with κ i dened in Lemma 5.1. Theorem 5.7. Let x * ∈ R n be a KKT point for (SOCP) and suppose that Assumption 5.6 holds. Then, all matrices in the B-subdierential ∂ B ∇w c (x * ) are positive definite for any c > 0 suciently large.
Proof. Let us assume for the purpose of contradiction that there are sequences {c k } ⊂
Without loss of generality, suppose that {d k } converges to some vector d * ∈ R n such that d * = 1. Then, from Corollary 5.5, for each k, there exist sets of indices I k
where ξ i ∈ R and u i ∈ R m i −1 satisfy |ξ i | ≤ 1 and
is dened by (5.6), and the fact that H i (x * , λ * ) = 0 for all i / ∈ I * BB is used.
Also, recalling (5.5) and Lemma 5.3, we notice that for
For simplicity, for each i ∈ I * BB , dene β i : R ++ × R n → R with
i , β
i : R ++ × R n → R are given by
Since there are only nitely many subsets I k I and I k M , we may assume that I k I = I I and
is symmetric, we can rewrite (5.7) as
Let us x i ∈ I * BB and analyze the expression of β i (c, d) for any c ∈ R ++ and d ∈ R n . For simplicity, we also dene s i .
For the term β
(5.9)
Thus, we have
where the last equality follows from (5.9). Finally, we have
and, analogously to β (2) i (c, d) (see line (5.10)), we obtain
Let us go back to (5.8) .
Thus, we divide (5.8) by c k and take the limit k → ∞ to conclude that
(5.12)
We notice that (5.12)(d) comes from the last term of β (2) i (c k , d k ). Now, let us show that d * ∈ aff(C(x * )). Observe that we only have to prove that for each i ∈ I * 0B , 
, the above equality shows thats
. Consequently, we conclude that d * ∈ aff(C(x * )).
We now claim that for every d suciently close to d * and for c k large enough, we have V k d, d > 0, which will be a contradiction to the hypothesis
and 6 The algorithm
Let us present now a way to choose the penalty parameter c. The idea was given in [19] and also used in [2, 3] . Observe that ∇w c (x) = 0 is actually a reformulation of the KKT system (3.1) from Proposition 4.1 and Theorem 4.4. Then, we introduce a function, called a test function, that measures the risk of computing a zero of ∇w c that is not a KKT point. We dene the function T c : R n → R by Proposition 6.2. For anyx ∈ R n , eitherx is a stationary point of the feasibility measure α that is infeasible for (SOCP), or there existĉ,δ > 0 such that if c ≥ĉ and
This result shows a way to update the parameter c. More precisely, from Proposition 6.1, while we approximately compute a zero of ∇w c , we increase the value of c if the test function T c at a point is greater than zero. Algorithm 6.3. Dynamical update of the penalty parameter.
1. Let A c (x) be the iteration function of an algorithm that computes a zero of ∇w c (x). Initialize x 0 ∈ R n , c 0 > 0, σ > 1 and γ > 0. Set k . = 0.
2. If x k is an approximate KKT point of the problem, stop.
4. Set c k . = τ c k and go to step 3.
= k + 1 and go to step 2.
Theorem 6.4. Let {x k } ⊂ R n be a sequence computed by Algorithm 6.3. If {x k } is bounded and innite, then for each one of its accumulation points, either it is a KKT point, or it is a stationary point of the measure α that is infeasible for (SOCP). 
We suggest to use matrixṼ k given in (5.3) with x = x k . Note thatṼ k satises
where φ c (x) is dened in (5.4). From continuity, it follows that lim k→∞ φ c (x k ) = 0 when {x k } converges to a KKT point. Then, the condition (6.2) holds.
The algorithm is stated as follows.
Algorithm 6.5. A generalized Newton method for nonlinear SOCP based on an exact penalty function.
5. ChooseṼ k satisfying (6.2) and compute
, then set t k . = 1 and go to step 9.
Some comments about this algorithm are in order. In step 7, the steepest descent direction is taken instead of the Newton direction if the latter is not a sucient descent direction or if the norm condition is not satised. In step 8, an Armijo-type line search is used in order to nd a step-size t k . At every backtracking step of the line search, the evaluation of w c k (
, which means that a linear least squares problem has to be solved. Since it is computationally expensive, another strategy that can obviate frequent evaluations of w c k is desired. We leave this question as a future topic of research.
From Theorem 6.4, any accumulation point of a sequence produced by Algorithm 6.5
is a KKT point of (SOCP), or it is a stationary point of α that is infeasible. The next theorem states that the proposed method achieves superlinear convergence.
Theorem 6.6. Let {x k } ⊂ R n be a sequence produced by Algorithm 6.5. Assume that {x k } converges to a KKT point of (SOCP) that satises the strong second-order sucient condition. Then, eventually, only the Newton direction is taken as the search direction and t k = 1 satises the condition in step 8, implying that the convergence rate is superlinear.
Proof. The result follows from Theorem 5.7, the property (6.2) and [14, Proposi-
See also the results given in [15] .
Numerical experiments
In this section, we present some simple numerical experiments to validate the results described above. Our main objective is to verify that the superlinear convergence rate is actually attained numerically. We have implemented Algorithm 6.5 in Python using the scientic library Scipy. Whenever the Newton direction is rejected in step 7, the Cauchy direction with the spectral step-size described in [6] is used. Moreover, the code employs a nonmonotone Armijo line search, more specically the variation due to
Grippo, Lapariello and Lucidi [20] , which is essential to ensure the eectiveness of the spectral step-size and known to improve the behavior of a Newton-type method.
To obtain a multipliers estimate in (3.2), we used ζ 1 = 2 and kept ζ 2 = 10 −4 small as suggested in [3] . To dene the test function in (6.1), we set γ = 2. In Algorithm 6.5, we set c 0 = 100, τ = 10, ε 1 = ε 2 = ε 3 = 10 −8 and σ = 10 −4 . The Armijo search decreases the step-size by a factor of 0.5 whenever needed. The memory parameter in the nonmonotone search was 10, and the maximum number of iterations is 500. The experiments were carried out on a Dell E6410 laptop with a core i5 M250 processor running at 2.4GHz and 4GB of RAM. The operating system was Linux (Ubuntu 11.04).
We have borrowed our test problems from [24, 25] . Table 1 shows the performance of the method when solving Example 4.1 from [24] . This is a simple problem with a nonconvex quadratic objective function and the constraint x ∈ K 3 , where K 3 denotes 2 the second-order cone in R 3 . It is easy to observe that superlinear, probably quadratic, convergence was attained. The (supremum) norm of ∇w c k goes from the order of 10 −3 to 10 −12 in the last three iterations. It is also interesting to point out that the method did converge to the global solution of the problem given in [24] and not to an arbitrary KKT point. Observe also that the value of w c increases in iterations 2 and 4. This is allowed due to the nonmonotone nature of the line search employed in the algorithm. [24] .
In all these rst tests, the globalization strategy did not have an important role in convergence. The pure Newton method, i.e., the method without the globalization strategy, was also able to nd the same solutions in almost the same number of steps.
We then turn to Experiment 2 in [25] . This problem has highly nonlinear constraints that can easily lead a pure Newton method to diverge. This problem allows for variable dimensions and number of second-order cone constraints. As in [25] , we solved problems with K = K 5 × K 5 , K = K 5 × K 5 × K 20 , and K = K 5 × K 5 × K 20 × K 20 . For each K, 10 random problems with random starting points were generated and solved. The results are shown in Table 3 . Table 3 : Numerical results for Experiment 2 from [25] . It shows the median, maximum and minimum numbers of iterations to solve the problems when trials were successful, and the number of failures.
Observe that the pure Newton method failed in almost all instances, solving only two problems of the smallest dimension. The globalized Newton method (Algorithm 6.5) was able to solve 27 problems out of 30, failing only in three of the largest ones. The main diculty for the pure Newton method is that it diverges to points with very large objective values. This is a direct result of the lack of globalization. Anyhow the globalization strategy still failed, although not often, suggesting that such a naive globalization scheme may not be robust enough to deal with dicult, highly nonlinear, problems. Moreover, we point out that convergence to infeasible points, but stationary to the feasibility measure α, did not occur in all these tests.
Finally we would like to stress that, whenever convergence occurred, the Newton direction with unit step-size was accepted in the last few iterations, resulting in superlinear convergence. Actually, in many instances, the typical behavior was slow progress with frequent rejections of the Newton direction until the Newton convergence basin was achieved. In a few cases, this was only possible after updating the penalty parameter from 100 to 1000 which was the largest c value used (step 4 of Algorithm 6.5). Such slow progress in the early stage of iterations also suggests that better globalization strategies, together with improved criteria to update the penalty parameter sooner, must be investigated.
Conclusions
We have proposed a method to solve nonlinear SOCPs, that uses a continuously dierentiable exact penalty function as a base. Under the nondegeneracy assumption and the strong second-order sucient condition, we have proved that the method has global and superlinear convergence. Preliminary numerical experiments have been carried out to conrm the theoretical properties. Some investigations should be done in a future research, including comparison with other methods.
