In this paper, we consider the numerical resolution of two timefractional partial differential equations for processing image denoising, which are obtained from some classical partial differential equations for processing image denoising, edge preservation and compression by replacing the first-order time derivative with a fractional derivative of order α, with 0 < α < 1. Discrete schemes of these models are introduced based on the finite differences method. Then, stability and error estimates are derived on the approximate solutions. Numerical experiments are presented to show the robustness of these new timefractional models to obtain better results in image denoising and restoration.
Introduction
Partial differential equations with integer or fractional order have played a very important role in various fields of science and engineering, such as mechanics, electricity, chemistry, biology, control theory, signal processing and image processing. The application of fractional partial differential equations (FPDEs) in engineering and science problems has become increasingly popular in recent years Barkai et al. (2000) , Henry and Wearne (2000) , Henry and Wearne (2002) , Müller et al. (1996) .
An image can be modeled as a real valued function u 0 (x), representing the values of the gray level intensity, defined in rectangular subdomain Ω ⊂ R 2 . In the last decade, models based on acting of evolutionary PDE's to u 0 (x) has been suggested for special purposes in image smoothing, enhancement, restoration, segmentation etc. Such view is called image multiscale analysis. It associates to u(x, 0) = u 0 (x) a sequence of simplified images u(x, t) depending on the abstract parameter of the time scale t > 0. The family of nonlinear operators representing the filtering is the solution u(x, t) of a nonlinear partial differential equation of degenerate parabolic type. Among famous examples we can cite the nonlinear diffusion Perona-Malik model. This approach for image processing problems yields the possibility to apply robust numerical techniques to image analysis Aubert and Kornprobst (2006) , Perona and Malik (1990) . Finite differences approach is one of the widely used method in image processing due to the structure of a set of uniformly distributed pixels Aubert and Kornprobst (2006) , Catte et al. (1992) .
In this paper, we consider some time-fractional partial differential equations. They are obtained from classical PDEs for processing image denoising, edge preservation and compression by replacing the first-order time derivative with a fractional derivative of order α, with 0 < α < 1. These models can be formally written in the following general form
where the initial value u 0 (x) is the given noisy image in the gray level, I = [0, T ] is the scaling (time) interval for some real T > 0, Ω is a simply bounded rectangular domain with boundary ∂Ω, n is the outward unit normal vector to ∂Ω, ∇u and ∇ 2 u are the gradient and the Hessian matrix of u with respect to the space variable x, and C 0 D α t u is the Caputo fractional derivative of order α (0 < α < 1), which is defined as
∂s
The choice of a second-order differential operator F is determined to attain two goals. The first is that u(x, t) should represent a smooth version of u 0 (x) where the noise has been removed, while the second is to be able to preserve some features, such as edges, corners and T-junctions, which may be viewed as singularities.
In general, time-fractional partial differential equations are derived by considering continuous time random walk problems, which are in general non-Markovian processes. The physical interpretation of the fractional derivative is that it represents a degree of memory in the diffusing material Bernardi and Maday (1992) . This paper is organized as follows. In Section 2, we introduce a time-fractional heat equation filter, and we show the stability and convergence analysis of this model using finite differences scheme for temporal discretization. A detailed error analysis is carried out for the semi-discrete problem. Numerical experiments will prove the robustness of this new filtering model. In Section 3, we introduce a time-fractional Perona-Malik equation. Numerical results demonstrate that this proposed filtering model achieves the highest peak signal to noise ratio (PSNR) and signal to noise ratio (SNR) coefficients in comparison with the classical Perona-Malik model. Some concluding remarks are given in the final section.
Smoothing time-fractional heat equation (TFHE)
In this section, we present a time-fractional heat equation (TFHE) for image denoising, obtained from the classical heat equation (HE) Perona and Malik (1990) by replacing the first-order time derivative with a fractional derivative of order α, with 0 < α < 1. It can be written in the following form
where ∆ is the usual Laplacian operator with respect to spatial variable and c is a positive constant.
Discretization in time: a finite difference scheme
Let 0 = t 0 < t 1 < ... < t K = T be a partition of [0, T ] . Applying the approximation to the equispaced grid t k = kT /K, k = 0, 1, 2, ..., K, ∆t = T /K, is the time step. We have
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The remainder termR k+1 satisfies
where c u is a constant depending only on u Lin and Xu (2007) . Let us introduce the following notations: If we set b j = (j + 1)
Now we substitute into (2) the getting discretized fractional derivative operator and we obtain
together with the initial condition
Solving the equation numerically means finding a discrete function u k+1 (x) which is an approximation to u(x, t k+1 ). By reason of (3), this scheme is formally of (2 − α)-order accuracy. For the sake of simplification we omit the dependence of u k+1 (x) on x, then Scheme (6) can be rewritten into
For the special first time step case k = 0, the scheme (8) simply reads
Before introducing the variational formulation of the problem (8), we define some functional spaces that will be used in the sequel.
where L 2 (Ω) is the space of measurable functions whose square is Lebesgue integrable in Ω. The inner products of L 2 (Ω) and H 1 (Ω) are defined, respectively, by
and the corresponding norms by
In this paper, we define · 1 an equivalent norm to the standard H 1 -norm by
The variational weak formulation of the equation (8) subject to the initial condition (7) reads: find
Existence and uniqueness of (11) is ensured by the well-known Lax-Milgram lemma.
Stability and convergence
For this weak semi-discretized problem (11), we have the following stability result.
Lemma 2.1: Suppose that u 0 0 is bounded, then
Proof: We will prove the result by induction. First when k = 0 in (11), by multiplying equation (9) by u 1 and integrating on Ω, we have
Using the Cauchy inequality and u 1 0 ≤ u 1 1 , we have
Suppose now we have proven
we want to prove u k+1 1 ≤ u 0 0 . Multiplying equation (8) by u k+1 and integrating on Ω, we can obtain
Hence, by Cauchy's inequality, we have
Hence, by using (12), we obtain
Finally by (4), we have
Remark 1: Lemma 2.1 states that the TFHE with backward Euler discretization is unconditionally stable regardless the size of scaling step ∆t. Hence (11) provides a stable numerical scheme in dealing with the time-fractional heat problem.
We will now derive an error analysis for the solution of the semi-discretized problem.
Theorem 2.2: Suppose the exact solution
is the solution of the time-discrete scheme (8) with the initial condition (7), then we have the following error estimates:
where
Proof: We start by proving the following estimate
Let e k = u(x, t k ) − u k . By combining (6) and (8) when k = 0, the error equation reads
Multiplying (15) by e 1 and integrating on Ω, we obtain This, together with (3), give
Therefore, (14) is proven for the case j = 1. Suppose now (14) holds for all j = 1, 2, ..., k − 1 and we prove that it holds also for j = k.
Combining (6) and (8), multiplying by e k+1 and integrating on Ω, we obtain
.
Dividing by e k+1 1 at both sides, using the induction assumption and the fact that
< 1 for all non-negative integer j, we obtain
The estimate (14) is proved. Now, by the definition of b k , we have Lin and Xu (2007)
Consequently we obtain, for all k such that k∆t ≤ T,
Experimental results
According to (8), the algorithm of image denoising and restoration reads i Initiate u 0 = u(x, 0);
ii By (8) we calculate u k+1 , where k = 0, 1, 2 . . .
In our experiments we restore the 'LENA' image with resolution 512 × 512 pixels, polluted by the Gauss noise with expectation 0 and unbiased variance 0.02, and employ our model for different values of α. An important fact of interest concerns the measure of goodness of an implementation or procedures in image filtering, restoration, and in general, to measure the quality of a processed image. To this end, in this work, we consider two criteria, the PSNR and the SNR, largely used in literature and which are commonly applied to determine the quality of a processed image. Because many signals have a very wide dynamic range, PSNR and SNR are usually expressed in terms of the logarithmic decibel scale. Recall that a higher PSNR and SNR generally indicate that the reconstruction is of higher quality. They are respectively defined by
where u is the original image, u is the processed image, M × N is the size of image support.
In Figure 1 , we plot the PSNR and SNR as functions of the order of fractional derivative α. We obtain the greatest value of PSNR and SNR for α = 0.83. Table 1 gives the PSNR and SNR for the results images by TFHE model in the vicinity of α = 0.83 and compare it with the result of HE model proposed in Figures 2 and 3. We remark that the values of the two criteria in the neighborhood of α = 0.83 are higher than those of HE model. In that sense, the restoration carried out with the fractional approach is more efficient than the ordinary integer one. 
Smoothing-enhancing of the time-fractional Perona-Malik equation (TFPME)
We are going to present a general time-fractional heat equation. We would like to find a model for removing the noise while preserving the edges the best possible. Let us consider the following equation, obtained from classical equation proposed by Perona and Malik (1990) by replacing the first-order time derivative with a fractional derivative of order α, with 0 < α < 1.
in Ω
where Ω Perona and Malik (1990) proposed a numerical method for selectively smoothing digital images, designed to keep edges sharper in pictures. The essence of their method is contained in the discretization of div(c(|∇u|)∇u(x, t)), then with the same notations as in Section 2 we have the following finite difference scheme to (17):
Discretization in time
where 0 < λ ≤ 1/4, N, S, E, and W denote north, south, east and west. The symbol ▽ denotes the nearest-neighbor difference quotient in the direction of its subscript, and the remaining coefficients are given by:
Theorem 3 
Proof: By induction when k = 0 we have:
Similarly, we have
we want to prove u m ≤ u k+1 ≤ u M . From (18), we have
Hence using (21) we have
Numerical analysis of some time-fractional partial differential equations 147
Then
In the same way we get
Finally, we have
Numerical experiments
To compare the proposed model with Perona-Malik's model we choose the test image of 'LENA' with resolution 512 × 512 pixels, polluted by the Gauss noise with expectation 0 and unbiased variance 0.02. For the purpose of objectively testing the performance of image restoration algorithms, the PSNR and SNR are used. In general, the larger the PSNR and SNR values, the better the performance. By lots of experiments, we choose c(s) = 1 1+s 2 . In Figure 5 , we plot the PSNR and SNR as functions of the order of fractional derivative α. We obtained the greatest value of PSNR and SNR for α = 0.79. Table 2 gives the PSNR and SNR for the results images in the vicinity of α = 0.79 in Figures 6 and 7 .
The restored results are shown in Figures 6 and 7. From these restored results, we can see that the fractional proposed model with α at the vicinity of 0.79 is better than the classical Perona-Malik model both in PSNR, SNR and the visual effect. 
Conclusion
In this work, we consider an efficient filter by introducing two time-fractional partial differential equations issues from general classical PDEs for image denoising, restoration, filtering, etc. we found by rigorous proofs that application of the standard finite differences method leads to globally 2 − α-order accuracy in time. Experimental results are presented by illustrating numerical examples and the results are compared with the HE and PeronaMalik models. More precisely, to show the ability of the fractional used method for image processing with the original HE and Perona Malik approaches we use the SNR and PSNR indicators commonly used to measure the quality of reconstruction of lossy compression codecs (e.g. for image compression). We plot the PSNR and SNR indicators as functions of the order of fractional derivative α. We obtain the greatest values of PSNR and SNR in the vicinity of a real order 0 < α = 0.82 < 1. Further, the processed resulting images by
