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The nature of the phase transitions in multicomponent gauge theories with Abelian gauge field
is an outstanding open question. While an early renormalization-group based study indicated a
continuous phase transition for N = 1 and N > 183, recently it was demonstrated the transition is
first order at N = 2. We quantitatively study the dependence on N of the degree of discontinuity of
the phase transitions from a completely ordered to a completely disordered state. We demonstrate
that the phase transition is discontinuous at least up to N = 7. The dependence on N is nontrivial
in that the degree of discontinuity grows with N at least for low N . Furthermore we demonstrate
that when, at increased coupling strength, the phase transitions of the neutral and changed sectors
of the model split, the superfluid phase transition is also discontinuous, at least for N = 3 and
N = 4. Via a duality argument, this indicates that van der Waals-type interaction between directed
loops may be responsible for the first-order phase transitions in these models.
I. INTRODUCTION
The problem of the order of the superconducting phase
transition has long been a subject of intense debate. In
mean-field BCS theory the phase transition is second-
order,1,2 i.e. there is no latent heat but a discontinu-
ity in the specific heat. The first studies of fluctu-
ations in systems with local U(1) symmetry included
the fluctuation of the gauge field and concluded that in
contrast to neutral systems, i.e. superfluids, supercon-
ductors have a first-order transition.3,4 Later work re-
vised this conclusion by showing that the result may ap-
ply only for type 1 superconductors, while to describe
the opposite extreme type 2 superconductor it is cru-
cial to include topologically nontrivial excitations, i.e.
vortices5,6. They concluded that thermally exited vor-
tex loops make the phase transition continuous and in
the so-called “inverted-XY” universality class. This con-
clusion is based on taking the London limit, where a du-
ality mapping was constructed5,6 that relates a statistical
sum of a 3D lattice London superconductor and a statis-
tical sum of the superfluid 3DXY-model with inverted
temperature. The duality argument related the statisti-
cal mechanics of proliferation of vortices in a system with
local U(1) symmetry, which are directed loops with short-
range interaction, to a condensation of directed loops
with long-range interaction. Hence the term inverted-XY
model: approaching a superconducting phase transition
from below in temperature is dual to approaching a su-
perfluid transition from above. For strongly type-2 super-
conductors this conclusion was later backed by numerical
simulations.7 Therefore, for single-component supercon-
ductors, a tricritical point determined by the Ginzburg-
Landau parameter κ = λ/ξ, that separates first-order
transitions from continuous ones, was searched for using
various methods.8–12
The original work Ref. 4 also considered the case of
several complex components. The claim was that the
phase transition should be continuous when the number
of component is larger than Nc = 183. The universal-
ity class of the phase transition with multiple compo-
nents attracted intense interest after the proposal13 that
a “deconfined” quantum phase transition can constitute
a direct continuous transition between two states charac-
terized by distinct broken symmetries – contrary to the
reigning “Landau-Ginzburg-Wilson” paradigm which for
such a case insists on a generic first-order transition. It
has been argued13,14 that phase transitions in quantum
antiferromagnets can be mapped onto a phase transition
of a U(1) × U(1) superconductor with equal component
densities, or an SU(2) superconductor. The relationship
of the models received numerical backing in Ref. 15. The
arguments, which were initially rather widely accepted,
were based on the idea that since for N = 1 type-2
models5,6 and for models with N > 1834 the transi-
tion is continuous, it was expected to be continuous also
for N = 2. Because the N = 2 model is self-dual, a
continuous transition would be in a different universal-
ity than inverted XY. However, numerical computations
demonstrated that the transition is first order.16–18 That
shifted the search for continuous phase transitions to
SU(2) models.19 Subsequently the phase transition was
demonstrated to be first-order also in the SU(2) case,
although the discontinuity is weaker.20–22 That in turn
raised the question of how the phase transitions change
with increased numbers of degrees of freedom of the mod-
els.
Moreover, even for U(1)-symmetric London systems it
has been demonstrated that the phase transition can be
first order if the system has several components. Namely,
in Ref. 23, it was found that if one takes a model with
U(1)N symmetry and breaks the symmetry explicitly to
U(1) by adding Josephson terms, there is a tricritical
point and there appears a first-order transition (see also
Ref. 24). Since there is only one phase transition in U(1)
systems, and only one type of proliferation of directed
loops with short range interaction, the form of this inter-
action is important, in contrast to the usual assumption
in duality mappings. In the directed-loops model, di-
rectly modifying the short-range interaction potential by
adding short-range attractive parts has also been shown
to under certain conditions lead to a first-order phase
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The origin of the first-order phase transitions in multi-
component systems is still poorly understood. It remains
an outstanding open question whether there exist multi-
component gauge theories with Abelian gauge fields that
have continuous phase transitions, or if such theories can
be generically ruled out or ruled out for a class of mod-
els. This motivated the recent works that have embarked
on renormalization-group studies of theories with higher
N .26–29 Exploration of related questions in a more formal
framework is carried out in Ref. 30.
The origin of the fact that discontinuity appears when
additional components are added is poorly understood.
There is a mean-field argument17 that relates the afore-
mentioned first-order phase transitions to the presence of
paired phases. The paired phases17,31–33 occur when the
phase transition splits into two: at lower temperature the
phase sum of all the components disorders and the Meiss-
ner effect disappears, and the system enters a phase with
order only in the phase differences between components.
The mean-field argument indicates that the direct transi-
tion between the low-temperature phase and the symmet-
ric phase is first order for some range of couplings. How-
ever, numerical calculations in the U(1)×U(1) and SU(2)
models that employ the flowgram method show that the
direct transition is always first order, not only in prox-
imity to the paired phase.17,20–22 Also models without
paired phases can exhibit first-order phase transitions.23
In Ref. 23 it was conjectured that van der Waals-
type interaction between directed composite loops is re-
sponsible for driving the phase transition to be first or-
der. This was backed by relating the tricritical point of
Josephson coupled-systems to the range of the van-der-
Waals-like forces between the composite vortices because
the composite vortices can be viewed as bound states
of electrically charged strings. It was also backed by
the numerical observation that at least for low N in a
Josephson-coupled system the degree of first-orderness
increases with N , contrary to renormalization-group-
based intuition.23 The scenario where van der Waals-
type interaction between directed composite loops drives
the first-order phase transition deviates from the mean-
field analysis in the following testable aspect: The mean-
field analysis17 predicts that the transition from the low-
temperature phase to the paired phase should be first
order, at least near the bicritical point, while the transi-
tion from paired to symmetric phase is continuous. How-
ever, by a duality mapping the phase transition from the
symmetric to the paired phase with decreased tempera-
ture can be mapped onto directed composite loops that
should also interact via van der Waals-type forces that
can drive the phase transition first order.
The goal of this paper is to investigate numerically the
nature of the phase transitions in a U(1)N London model
of N complex fields coupled to non-compact Abelian
gauge fields with N > 2.
This paper is organized as follows: First we present the
N -component U(1)N models that we consider. Then we
describe the numerical methods that we use, including
the observables that we use to locate and characterize
phase transitions. Finally, we present and discuss our re-
sults on phase diagrams and the nature of the transitions
therein.
II. MODELS
We consider U(1)N -symmetric London models with
identical components in three spatial dimensions, given
by the Hamiltonian density
h = 12 (∇×A)2 + 12
∑
i
|(∇+ ieA)ψi|2. (1)
Here A is the magnetic vector potential and the ψi are
matter fields corresponding to the superconducting com-
ponents. For each N the amplitudes |ψi| = 1/
√
N , so
that the total superconducting density
∑
i |ψi|2 = 1.
The model (1) can be rewritten as in terms of neutral
and charged modes34
h = 12 j
2 + 12
∑
i,j>i
|ψi|2|ψj |2(∇φij)2 + 12 (∇×A)2, (2)
where φij = φj − φi and j is the density of charged su-
percurrent:
j =
∑
i
|ψi|2(∇φi + qA). (3)
We see that the non-magnetic energy can be divided into
a term that gives the energy from electrically charged
currents, and a set of terms that give the energy from
electrically neutral currents consisting of counterflows of
charged condensates. Hence the model has one charged
mode and N − 1 neutral modes (or, more properly, an
N − 1 dimensional space of neutral modes). Importantly
the original fields φi are 2pi-periodic.
Because of the coupling to vector potential, vortices
that have winding in the phase of each component (com-
posite vortices) will have finite energy per unit length34,
as do vortices in ordinary single-component superconduc-
tors. On the other hand, vortices that do not have phase
winding in each component, e.g. those that have winding
in only one component (fractional vortices), will have an
energy per unit length that diverges logarithmically with
system size, as in ordinary single-component superfluids.
Composite vortices carry magnetic flux equal to the ordi-
nary superconducting flux quantum, whereas fractional
vortices carry only a fraction of a flux quantum. This
fraction is equal to the ratio of the density |ψj |2 of the
component j in question to the total density
∑
i |ψi|2.
See detailed discussion of the vortex solutions in Ref. 34
and chapter 6 of Ref. 35.
We denote a type of vortex in an N -component super-
conductor by a tuple of N integers, where the ith integer
gives the winding of the phase of the ith component. For
3example, in the four-component case a fractional vortex
with phase winding in only the first component is denoted
(1, 0, 0, 0, ...), while a composite vortex with winding in
each component is denoted (1, 1, 1, 1, ...).
III. MONTE CARLO SIMULATION METHODS
AND OBSERVABLES
We discretize the model (1) on a three-dimensional
simple cubic lattice with L3 sites and lattice constant
a = 1. The discretized model is given by the hamilto-
nian density
h = 12
∑
k<l
F 2kl −
∑
i,k
|ψi|2 cosχi,k(r) (4)
where
Fkl = Ak(r) +Al(r+ k)−Ak(r+ l)−Al(r) (5)
is a lattice curl,
χi,k(r) = φi(r+ k)− φi(r) + qAk(r) (6)
is a gauge-invariant phase difference, k and l signify co-
ordinate directions, and k is a vector pointing from a
lattice site to the next site in the k-direction. We use pe-
riodic boundary conditions in all three spatial directions.
The thermal probability distribution for configurations
of the system at inverse temperature β is given by the
Boltzmann weight
e−βH , H =
∑
r
h(r), (7)
and we generate representative samples from these ther-
mal distributions using Monte Carlo simulation.
The simulations are performed using the Metropolis-
Hastings algorithm with local updates of each of the de-
grees of freedom. The code sequentially sweeps through
the lattice; at each point in the lattice the three com-
ponents of the vector potential are updated together,
and the phases are updated one at a time. We also use
parallel-tempering swaps between systems with neighbor-
ing temperatures. We typically use 32 or 64 parallel tem-
peratures. In some cases, the temperatures are adjusted
during the initial part of equilibration in order to make
the acceptance ratios for parallel-tempering swaps equal
for all pairs of temperatures. Equilibration is checked
by comparing results obtained using the first and sec-
ond halves of the data gathered after equilibration, and
by comparing inverse-temperature derivatives obtained
using finite differences and statistical estimators. We
use Ferrenberg-Swendsen reweighting36 in order to locate
peaks in heat capacity as precisely as possible. Errors are
determined by bootstrapping, and error bars correspond
to one standard error.
We now describe quantities that are measured during
the simulations and the methods we use to locate and
characterize phase transitions.
A. Locating superconducting transitions
For the purpose of locating superconducting transi-
tions we consider the dual stiffness19,22,37
ρµ(q) =
〈∣∣∣∑r,ν,λ µνλ∆νAλ(r)eiq·r∣∣∣2
(2pi)2L3
〉
, (8)
where µνλ is the Levi-Civita symbol, ∆ν is a difference
operator and 〈·〉 is a thermal expectation value. More
precisely, we consider the dual stiffness in the z-direction
evaluated at the smallest relevant wave vector in the x-
direction qxmin = (2pi/Lh, 0, 0), i.e. ρ
z(qxmin). This quan-
tity, which we denote simply as ρ, will in the thermody-
namic limit approach zero in the superconducting phase
in which the Meissner effect suppresses fluctuations of
the magnetic field. In non-superconducting phases ρ will
have a finite value. Consequently, it is a dual order pa-
rameter in the sense that it is zero in the ordered phase
and non-zero in the disordered phase.
For a continuous superconducting transition, the quan-
tity ρ is expected to scale as 1/L at the critical point.
This implies that the quantity Lρ has a universal value
at the critical point. In order to locate superconducting
transitions we consider finite-size crossings of Lρ extrap-
olated to the thermodynamic limit.
B. Locating superfluid transitions
In order to locate superfluid transitions we use the he-
licity modulus, which measures the global phase coher-
ence of a superfluid. More precisely, it measures the cost
in free energy of imposing an infinitesimal phase twist.
Imposing a twist in a certain linear combination
∑
i aiφi
of the phases amounts to replacing the the phase φi by
φ′i(r) = φi(r)− ai δ · r. (9)
For a given linear combination of phases, the helicity
modulus is by definition the second derivative
Υµ,{ai} =
1
L3
∂2F [φ′i]
∂δ2µ
, (10)
where F is the free energy. By considering the funda-
mental relations
F = −T lnZ, Z = Tr e−βH , (11)
one can straightforwardly derive an expression for the
helicity modulus Υµ,{ai} in terms of the first and sec-
ond derivatives of the Hamiltonian H with respect to
the phase-twist parameter δµ. We use this expression to
evaluate helicity moduli from our numerical simulations.
How this is done is described in more detail in a paper
on SU(N) symmetric systems that is published concur-
rently with this paper. (However, here we do not use
reweighting to improve our helicity-modulus data.)
4A helicity modulus Υ is expected to scale as the in-
verse system size 1/L at the critical point of a continu-
ous superfluid transition. From this is follows that Lρ is
a universal quantity, and that the finite-size crossings of
Lρ give the critical temperature of a superfluid transition
(when extrapolated to the thermodynamic limit).
C. Characterizing discontinuous transitions
For a system that has a discontinuous phase transi-
tion, the distribution of internal energies will be bimodal
for large enough system sizes. This is a consequence of
phase coexistence, which is characteristic of discontinu-
ous transitions. The occurrence of a energy distributions
with bimodality that becomes increasingly pronounced
with increasing system size is a sure sign that a transi-
tion is discontinuous.
Apart from determining that a transition is discon-
tinuous, we determine the degree of discontinuity by
considering the finite-size scaling of the heat capacity.
For a first-order transition in a d-dimensional system
of size L the heat capacity maximum is expected to
scale as cmax ∼ Ld in the thermodynamic limit, which
can be shown using a double-Gaussian approximation
for the energy distribution.38 Measuring the heat ca-
pacity maximum versus various L and fitting the curve
cmax = kL
3 +m gives a measure k of the strength of the
discontinuous transition.
IV. RESULTS AND DISCUSSION
We begin by calculating the phase diagrams. These are
shown in Fig. 1. Consider for example the case N = 4.
As the coupling constant increases, the energy of a com-
posite vortex (1,1,1,1,...) decreases relative to the energy
of fractional vortices such as (1,0,0,0,...). At a certain
coupling strength proliferation of the (1,1,1,1,...) vor-
tices takes place at significantly lower temperature than
the one required to proliferate (1,0,0,0,...) defects. In
this case, the system enters a phase characterized by or-
der only in phase differences between components. This
phase is described by the effective Hamiltonian
h =
1
2
∑
i,j>i
ρ(∇φij)2. (12)
While for N = 2 this state has the physical interpreta-
tion that only counterflow is dissipationless, for N > 2 it
describes N − 1 neutral modes by N phase differences.
This represents a new kind of superfluid state where in
the dissipationless counterflow the conterflowing compo-
nents are not conserved, i.e., there is a constant exchange
of particles in the counterflowing components. This illus-
trates that while the order parameter characterizing this
phase is a product of the original fields ψi, this state
cannot be interpreted as a real-space pairing.
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FIG. 1. Phase diagrams for component numbers N = 2
(blue, lower diagram), N = 3 (red, middle diagram) and
N = 4 (green, upper diagram). In each case there is a di-
rect transition from a completely ordered to a completely
disordered state for small enough electric charge, whereas
there are two separate transitions for large enough electric
charge. The intermediate phase represents a superfluid state
where only counterflow of components is dissipationless. With
increased number of components the area of the superfluid
phase shrinks, since the bicritical point that separates these
two regimes moves to higher electric charge. Errors are
smaller than symbol sizes, and lines are a guide to the eye.
Note that with increased N the relative volume of the
superfluid phase on the phase diagram decreases. This
is because with increased number of components at fixed
total density
∑
i |ψi|2 = 1, the energy of the fractional
vortices such as for N = 4 (1,0,0,0) becomes smaller due
to the diminishing fraction of the flux quantum carried by
an elementary vortex and the diminishing prefactor for
the logarithmically divergent part of the energy, while
the energy of a composite vortex, such as for N = 4
(1,1,1,1), does not change. (Note that the temperature
of the charged phase transition saturates in the limit of
increased charge to a value that only weakly depends on
the number of components.) Therefore, with increased
N a higher coupling constant is required to substantially
split the temperatures of the superfluid and supercon-
ducting phase transitions.
Finally, note that at charge q = 0 the model consists
of N uncoupled XY models. Thus the critical inverse
temperature at q = 0 is trivially proportional to N as a
consequence of the total superconducting density being
held fixed, as this implies that the prefactors of individual
cosine terms scale as 1/N .
Having established the phase diagram we move to ex-
amining the natures of the phase transitions. We focus
first on direct transitions from the low-temperature phase
to the fully symmetric high-temperature phase. In par-
ticular, we consider the degree k of discontinuity of such
transitions. We choose to consider the fixed coupling con-
stant q = 2. Note that this implies that we underestimate
5how pronounced the first-order phase transitions are for
larger values of N . This is because the transitions are
typically most discontinuous close to the bicritical point.
With increased N the superfluid phase shrinks, and thus
we are effectively moving away from the bicritical point.
The process of determining k is illustrated for N =
2, 3, 4 and q = 2 in Fig. 2. In the same way, we deter-
mine k also for N = 5, 6, 7. The result is shown in Fig. 3.
Our main focus here is on N = 2, 3, 4, and the data re-
ported for N ≥ 5 should be regarded as a preliminary
assessment; more simulations are needed to ascertain re-
liable error bars. Nevertheless, we believe that the overall
picture is correct. In particular, the data indicates that
the transitions are discontinuous at least up to N = 7.
Since the transition in question is argued to be con-
tinuous for large enough N , it was widely expected that
there would be a monotonic decrease of k with N . How-
ever, the results in Fig. 3 show that this is not the case.
Instead, at least for small N the degree of discontinuity
k increases with N , despite that fact that at fixed q we
are getting further away from the bicritical point with in-
creased N . Since for the case of uncoupled components
(q = 0) the heat capacity is trivially proportional to N
(regardless of the total density), one may reasonably ask
whether k/N is a more appropriate measure of the the
degree of discontinuity than k itself. However, note that
even if one considers k/N the transition forN = 3 is more
discontinuous than that for N = 2. As mentioned, this is
true despite the fact that we effectively move away from
the bicritical point. Thus we can say with confidence
that the transitions do in fact become more discontinu-
ous with increasing N , at least for small values of N .
Finally, we test another aspect of the hypothesis that
van der Waals-type forces between directed loops is a
“microscopic” reason why phase transitions in multicom-
ponent gauge theories are first order. That is, in terms
of vortex proliferation, both the direct phase transition
and the transition from low-temperature to superfluid
phase involve proliferation of composite integer flux vor-
tex loops. Because composite vortices can be viewed
as bound states of electrically charged strings they have
van-der-Waals attractive forces, leading to phase sepa-
ration of vortex tangles. The phase transition from the
superfluid to the normal state is driven by non-composite
fractional vortex loops, such as (1,0,0,0,...) in the back-
ground of proliferated composite vortices (1,1,1,1,...).
However, in the dual picture the same transition can be
mapped to proliferation of composite directed loops if
one approaches the phase transition from the symmetric
phase.35 This hypothesis leads to the expectation that
the phase transition from superfluid to normal state is
also first order.
We demonstrate that the transitions from a state with
only superfluid order to a completely disordered state are
discontinuous, at least for N = 3 and N = 4, and at least
close to the bicritical point. Our evidence for this is the
bimodality of energy distributions, which becomes more
pronounced with increasing system size. As an example
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FIG. 2. The strength of a discontinuous transition is quan-
tified here by the asymptotic slope k of the peak value cmax
of the heat capacity c = L−3 d〈E〉/dT versus the system vol-
ume L3. Finite-size scaling analyses for the cases N = 2, 3, 4
with q = 2 are shown. We determine the slope k by fitting a
line cmax = kL
3 +m for the larger systems, excluding smaller
systems that show clear finite-size effects. The system sizes
are L = 8, 10, 12, 16, 20, 24, 32, 40, 48 for N = 2, and the same
sizes in the range L = 8–32 for N = 3, 4. For N = 2 we
determine k using the three largest system sizes; for N = 3, 4
using the four largest system sizes. Errors are smaller than
symbol sizes.
we show histograms of action density βH/L3 for the neu-
tral transition for N = 3 and q = 6 for the system sizes
L = 20, 24, 32 (Fig. 4). All the neutral transitions in the
phase diagrams for N = 3 and N = 4 in Fig. 1 show such
bimodality of energy distributions.
V. CONCLUSION
The nature of the phase transitions in multicompo-
nent theories coupled to non-compact Ablelian gauge
field is an outstanding question. While the U(1) × U(1)
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FIG. 3. The strength k of the discontinuous phase transitions
at fixed coupling constant q = 2 as a function of the number
N of components. There is an increase of k up to N = 4 and
then a decrease with N .
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FIG. 4. Histograms of action density βH/L3 for temperatures
in the vicinity of the neutral transition for N = 3 and q = 6;
the temperatures are chosen so that the peaks are as near
as possible equal in height. The bimodality becomes more
pronounced with increasing system size, which shows that the
transition is discontinuous.
case is well investigated numerically, in this paper we
address the question of how the phase diagrams and
natures of the phase transitions evolve with increas-
ing number of components. Based on renormalization
group calculations it has been claimed that for sufficiently
large numbers of components the transition may become
continuous.4,29 Contrary to renormalization-group-based
results, we find that at at least in U(1)N -symmetric Lon-
don models the transition becomes more discontinuous
with increased N , at least for small N . We also find that
the phase transition is first order up to N = 7 although
for 5 < N < 7 we do not observe the same growing degree
of discontinuity. At the same time, increasing the number
of component shrinks the size of the paired phase. Thus
the change of trend for fixed coupling constants does not
exclude that the transition becomes more discontinuous
at higher coupling constants, at least for small enough
N . Finally, we demonstrated that, in contrast to previ-
ous expectations, the superfluid phase transition in these
models is also discontinuous, at least for certain values
of the coupling constants for N = 3 and N = 4, suggest-
ing that van-der-Waals-like interaction between compos-
ite directed loops may be the microscopic reason for the
discontinuous character of phase transitions in this kind
of multicomponent gauge theory.
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