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BLOW UP DYNAMICS FOR SMOOTH EQUIVARIANT
SOLUTIONS TO THE ENERGY CRITICAL SCHRÖDINGER MAP
FRANK MERLE, PIERRE RAPHAËL, AND IGOR RODNIANSKI
Abstract. We consider the energy critical Schrödinger map problem with the
2-sphere target for equivariant initial data of homotopy index k = 1. We show
the existence of a codimension one set of smooth well localized initial data ar-
bitrarily close to the ground state harmonic map in the energy critical norm,
which generates finite time blow up solutions. We give a sharp description of the
corresponding singularity formation which occurs by concentration of a universal
bubble of energy.
1. Introduction
1.1. Setting of the problem. We consider in this paper the energy critical
Schrödinger map{
∂tu = u ∧∆u,
u|t=0 = u0 ∈ H˙1 (t, x) ∈ R× R
2, u(t, x) ∈ S2. (1.1)
This equation is related to the Landau-Lifschitz equation in ferromagnetism and
it is a special case of the Schrödinger flow for maps from a Riemannian manifold
into a Kähler manifold, see [11], [10]. It belongs to a class of geometric evolution
equations [41], [30], [31], [44], [2], including wave maps and the harmonic heat flow,
which have attracted a considerable attention in the past and more recently. The
Hamiltonian structure of the problem implies conservation of the Dirichlet energy
E(u(t)) =
∫
R2
|∇u(t, x)|2dx = E(u0) (1.2)
which is moreover invariant under the action of symmetric transformations
u(t, x) 7→ uλ,O(t, x) = Ou( t
λ2
,
x
λ
), (λ,O) ∈ R∗+ ×O(R3). (1.3)
The problem of global existence of large data solutions or, on the contrary, the
possibility of a finite blow up and singularity formation corresponding to a concen-
tration of energy has been addressed recently in detail for the wave map problem
– the wave analogue of (1.1) – and the Yang-Mills equations, see [43], [39], [20] for
the large data wave map global regularity problem; [33] and references therein, [37],
[21] (see also [41], [30] [31] [44], [12], [2] for the heat flow), and has been until now
open for the Schrödinger map problem.
A specific class of solutions with additional symmetry preserved by the Schrödinger
flow is given by k-equivariant maps, which take the form
u(t, x) = ekθR
∣∣∣∣∣∣
u1(t, r)
u2(t, r)
u3(t, r),
R =
 0 −1 01 0 0
0 0 0
 , (1.4)
1
2 F. MERLE, P. RAPHAËL, AND I. RODNIANSKI
where (r, θ) are the polar coordinates on R2, and k ∈ Z∗ is the homotopy degree of
the map, explicitely:
k =
1
4π
∫
R2
(∂1u ∧ ∂2u) · u.
The k-equivariant harmonic map
Qk =
∣∣∣∣∣∣∣
2rk
1+r2k
cos(kθ)
2rk
1+r2k
sin(kθ)
1−r2k
1+r2k
, k ∈ Z (1.5)
is a stationary solution of the Schrödinger map equation. In a given homotopy class,
Qk minimizes the Dirichlet energy (1.2) with
E(Qk) = 4π|k|.
Moreover, a classical consequence of the Bogomol’nyi’s factorization [8] is that, up
to symmetries, Qk is the global minimizer of E in a given k-equivariant homotopy
class.
In the general case without k-equivariant symmetry local existence and unique-
ness of smooth solutions goes back to [40], the small energy data global existence
result is shown in ([6]) and a conditional global result for solutions with energy
below that of the ground state Q1 is given in [38].
For the k-equivariant problem, the Cauchy problem is well-posed in H˙1 if the
energy E is sufficiently small, [9] or, more generally, if the energy E is sufficiently
close to the minimum in a given homotopy class k, realized on a harmonic map
Qk : R
2 → S2, [13] [14]. For large degree k ≥ 3, this solution is stable, in fact,
asymptotically stable by the result of Gustaffson, Nakanishi and Tsai [15]. For
k = 1 which corresponds to least energy maps, Bejenaru and Tataru [7] exhibit
some instability mechanism of Q ≡ Q1 in the scale invariant space H˙1.
1.2. On energy critical geometric equations. The Schrödinger map problem
(1.1) can be rewritten by application of u∧ as
u ∧ ∂tu = −∆u− |∇u|2u,
and in this form it appears as the Schrödinger version of other energy critical geo-
metric equations: the parabolic harmonic heat flow from crystal physics and ferro-
magnetism (see e. g. [2], [1] for an introduction to these class of problems):
(Heat flow)
{
∂tu = ∆u+ |∇u|2u
ut=0 = u0
(t, x) ∈ R+ × R2, u(t, x) ∈ S2. (1.6)
and the wave map problem (see eg [22], [33]):
(Wave map)
{
∂ttu−∆u = (|∇u|2 − |∂tu|2)u
ut=0 = u0, ∂tu|t=0 = u1
(t, x) ∈ ×R2, u(t, x) ∈ S2. (1.7)
For equations (1.6), (1.7) a special class of k-equivariant solutions arises from the
co-rotational symmetry of degree k, where u takes the form
u(t, x) =
∣∣∣∣∣∣
sin(φ(t, r)) cos(kθ),
sin(φ(t, r)) sin(kθ)
cos(φ(t, r)
i.e. u2(t, r) ≡ 0.
In this class the full problem reduces to a radially symmetric semilinear equation
for the Euler angle φ(t, r). In a given homotopy class the harmonic map Qk is also
the least energy stationary solution.
3and a general problem which has attracted a considerable attention for the past
ten years is:
Describe the flow for initial data near Qk.
In particular, the question of existence of singular dynamics for non trivial topol-
ogy |k| ≥ 1 has been the heart of important numerical, formal and rigorous works,
see e.g. [3], [4], [2], [41], [42]. For all three problems, singularity formation, if occurs,
is expected to lead to the bubbling off of a non trivial harmonic map. It is impor-
tant to stress the significance of the |k| = 1 case which, due to the inner structure
of Qk, is expected to be the only case where stable singular dynamics could give
insight into a mechanism of singularity formation for generic data near Qk without
symmetry.
In the parabolic case, the existence of blow up solutions for k = 1 is known, we
refer to [2], [15], [1] for an introduction to the parabolic problem. Near Qk, blow up
is ruled out in [15] for k ≥ 3 where the harmonic map is proved to be asymptotically
stable, and an infinite time blow up is shown to exist for k = 2 emerging from
slowing decaying at infinity initial data. The sharp description of the singularity
formation for k = 1 is still mostly open.
For the (WM) problem, important progress have been made on the existence
and description of the singularity formation in [37], [21], [33] where Qk is shown
to be unstable by blow up for all k ≥ 1. In particular, [33] obtained a complete
description of the stable blow up regime for the Wave Map problem (1.7) emerging
from smooth well localized data with co-rotational symmetry, and for all homotopy
numbers k ≥ 1. The exact blow up speed in this regime is derived, and a concep-
tual connection is made with the singularity formation problem for the L2 critical
Nonlinear Schrödinger equation as studied by Merle and Raphaël, [23], [24], [25],
[26], [27], see also Perelman [29].
For the Schrödinger map problem (1.1) under equivariant symmetry, blow up
has been ruled out again for k ≥ 3 in [15], [13], [14], where Qk is shown to be
asymptotically stable. For k = 1, Bejenaru and Tataru showed that Q1 is stable
under smooth well localized perturbation and also established instability of Q1 in
the H˙1 topology. This still leaves open the question of existence and stability of a
singular dynamics.
1.3. Statement of the result. Continuing the line of investigation started in [26],
[33] for the nonlinear Schrödinger and wave map problems, we establish the existence
of a finite time blow up regime for the k = 1 equivariant Schrödinger map problem
together with sharp asymptotics on the singularity formation.
Theorem 1.1 (Existence and description of the blow up Schrödinger map dynamics
for k = 1). There exists a set of smooth well localized 1-equivariant initial data with
elements arbitrarily close to Q ≡ Q1 in the H˙1 topology such that for all initial
data in this set, the corresponding solution to (1.1) blows up in finite time. The
singularity formation corresponds to the concentration of a universal bubble of energy
in the scale invariant energy space:
u(t, x)− eΘ(t)RQ
(
x
λ(t)
)
→ u∗ in H˙1 as t→ T (1.8)
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for some parameters (λ(t),Θ(t)) ∈ C1([0, T ),R∗+ × R) with the asymptotic behavior
near blow up time:
λ(t) = κ(u)
T − t
|log(T − t)|2 (1 + ot→T (1)) , κ(u) > 0, (1.9)
Θ(t) = Θ(u)(1 + o(1)), Θ(u) ∈ R. (1.10)
Moreover, there holds the propagation of regularity:
∆u∗ ∈ L2. (1.11)
Comments on the result
1. Stability vs blow near Q: In [7], the authors in particular obtained the following
statements. First, ∀ε > 0, ∃δ > 0 such that ‖u0 − Q‖H1 < δ implies that the
corresponding solution to (1.1) is globally defined and
∀t ∈ R, ‖u(t)−Q‖H˙1 < ε.
Second, there exists ε0 > 0 such that ∀δ > 0, there exists an initial data u0,δ such
that
‖u0,δ −Q‖H˙1 < δ and ∃tδ with ‖uδ(tδ)−Q‖H˙1 = ε0.
In contrast to the first part of the statement above, which has the appearance of a
result on stability of Q1, the initial data considered in Theorem 1.1 are smooth, large
in the inhomogneneous H1 topology but arbitrarily close to Q in the homogeneous
H˙1 topology, that is:
‖∇u0 −∇Q‖L2 ≪ 1 but ‖u0 −Q‖L2 & 1.
2. On the instability on blow up by rotation: The blow up speed (1.9) is conjec-
tured in [2] to accompany a generic stable singularity formation for the harmonic
heat flow (1.6). The main result of this paper given by Theorem 1.1 shows that
such a singularity formation regime also exists for the Schrödinger map flow, but it
is no longer generic due to a completely new instability mechanism generated by the
coupling between the dynamics of the scaling and phase parameters, see the strategy
of the proof below. The rigorous derivation of stable blow up dynamics for k = 1
co-rotational data for the harmonic heat flow with the blow up speed (1.9) is given
in the forthcoming paper [34]. Moreover, while the blow up dynamics exhibited
in [33], [34] for respectively the Wave Map and the Harmonic Heat flow are stable
within the more restricted class of corotational symmetry, we expect the same insta-
bility mechanism by rotation freedom to occur for generic equivariant perturbations.
3. On the codimension one instability: The initial data in Theorem 1.1 are
constructed to to form a set of codimension one in some weak sense to arrest the
intrinsic instability of blow up dynamics induced by the rotation symmetry. Namely,
given 0 < b0 ≪ 1 and a smooth well localized and small enough 1 initial data v0,
we can find a parameter a0(b0, v0) such that the initial data
Qa0(b0,v0),b0 + v0
generates a finite time blow up solution in the regime described by Theorem 1.1,
where Qa0,b0 is a suitable small two parameters deformation
2 of Q1. This relates
to the construction of manifold of unstable blow up solutions performed in [5], [19],
1with respect to b0
2see the strategy of the proof below
5[28] for the L2 critical NLS and [16] for the energy critical wave equation.
4. Propagation of regularity: The propagation of regularity (1.11) shows a major
difference with the wave map problem [33] or the mass critical NLS problem [27],
where the remainder is proved to barely belong to the scale invariant space, while a
full derivative is propagated here. Using the estimates in this paper one could show
that
∀s > 0, ∆1+su∗ /∈ L2
and in this sense (1.11) is sharp, see again [27] for related properties. The regularity
of the remainder is deeply connected to the blow up speed, see [27], [35] for a further
discussion of a similar issue.
Notations: (r, θ) and (y, θ) with r = y
λ
and λ – the scaling parameter – will
denote the polar coordinates on R2. We set
∂τ =
1
r
∂θ, Λf = y · ∇yf, Df = f + y · ∇f.
For a given parameter b > 0 we introduce the scales
B0 =
1√
b
, B1 =
|logb|√
b
. (1.12)
1.4. Strategy of the proof. In what follows we detail the main steps of the proof
of Theorem 1.1.
step 1 Renormalization and choice of gauge.
Let u(t, x) be a k = 1 equivariant solution of the Schrödinger map flow, close to
Q in the energy topology and potentially blowing up at t = T . By the local Cauchy
theory and the variational characterization of Q it can be written in the form:
u(t, x) = eΘ(t)R(Q+ ε)
(
t,
r
λ(t)
)
with
‖ε(t)‖H˙1 ≪ 1 and λ(t)→ 0 as t→ T.
It is therefore natural to pass to a renormalized function v(s, y):
u(t, x) = eΘRv(s, y),
ds
dt
=
1
λ2
, y =
x
λ
(1.13)
determined up to the unknown modulation variables (λ(t),Θ(t)) ∈ R∗+ × R. This
maps (1.1) into the corresponding equation for v:
∂sv +ΘsRv − λs
λ
Λv = v ∧∆v, (s, y) ∈ R+ × R2. (1.14)
In order to understand the renormalized equation (1.14) in the vicinity of the har-
monic map Q, we need to chose a gauge to describe v. A suitable gauge is provided
by the Frenet basis associated to Q:
er =
∂yQ
|∂yQ| , eτ =
∂τQ
|∂τQ| , Q(y, θ) = e
Rθ
∣∣∣∣∣∣
Λφ
0
Z
where we introduced the explicit functions describing the ground state:
φ(y) = 2 tan−1(y), Λφ = y∂yφ =
2y
1 + y2
, Z(y) =
1− y2
1 + y2
. (1.15)
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At each point (y, θ) the triple (er, eτ , Q) ia an orthonormal basis in R
3 with (er, eτ )
spanning TQ(y)S
2. The equivariant symmetry assumption is equivalent to the state-
ment that the expansion of v relative to the Frenet basis is given by the spherically
symmetric coordinate functions:
v(s, y) = αˆ(s, y)er + βˆ(s, y)eτ + (1 + γˆ(s, y))Q, αˆ
2 + βˆ2 + (1 + γˆ)2 = 1.
step 2 A slowly modulated approximate solution.
We now construct a slowly modulated ansatz for the equation (1.14). This pro-
cedure is similar in spirit to the constructions in [29], [24], [26], [18], [35]. More
precisely, we impose the modulation equations
− λs
λ
= b, −Θs = a (1.16)
and look for an approximate solution of the form
v(s, y) = va(s),b(s)(y)
for the unknown maps:
(a, b) 7→ va,b(y), s 7→ (a(s), b(s)).
After linearization near Q, the equation (1.14) takes the form of a nonlinear (in
fact, quasilinear) Schrödinger system driven by the (a, b) parameters:{
∂sαˆ−Hβˆ = −bΛφ− bΛαˆ− aβˆZ +N1(αˆ, βˆ)
∂sβˆ +Hαˆ = aΛφ− bΛβˆ + aαˆZ ++N2(αˆ, βˆ)
(1.17)
where H is the linearized Hamiltonian
H = −∆+ V (y)
y2
, V (y) =
y4 − 6y2 + 1
(1 + y2)2
.
The general strategy is then to build an approximate solution via an asymptotic
expansion relative to the small parameters (a, b):
αˆ = aT1,0(y) + b
2T0,2(y) + a
2T2,0(y), βˆ = bT0,1(y) + abT1,1 + lot (1.18)
and to chose the law for the parameters
as = −c1,1ab+ . . . , bs = −c0,2b2 − c2,0a2 + . . . ... (1.19)
which yields solutions Ti,j of the generated elliptic equations
HTi,j = Ni,j(Λφ, (Tk,l)0≤k<i,0≤l<j)
with least possible growth in y. A general non trivial growth of solutions to the
inhomogeneous problem Hu = f is induced by a resonance Λφ for the Schrödinger
operator H:
H(Λφ) = 0,
generated by the symmetry group (1.3). At the order b1 the expansion (1.18) gives
the equation
HT1,0 = HT0,1 = Λφ
which admits an explicit solution T0,1 = T1,0 = T1 with growth at infinity:
T1(y) = −ylogy +−y +O(1), ΛT1 = −ylogy +O(1) as y → +∞. (1.20)
Examining the b2 order terms in the second equation of (1.17) we obtain
HT0,2 = −ΛT1 + c0,2T1 +N(Λφ, T1).
7The ylogy growth of ΛT1 can be compensated in (1.20) by the similar growth of T1
and the choice of
c0,2 = 1.
Furthermore, similar to the construction for the wave map problem in [33], an
additional explicit correction can be introduced to eliminate the remaining y growth
in (1.20). This correction leads to a non trivial flux computation in the parabolic
region y ≤ 1√
b
and gives a leading order ODE for the parameter b:
bs = −b2
(
1 +
2
|logb|
)
+ lot.
Similarily, the ab order term in the first equation of (1.17) leads to
HT1,1 = −(ΛT1 − T1) + c1,1T1 +N(Λφ, T1)
where we used from (1.15):
Z(y) = −1 +O
(
1
y2
)
as y → +∞.
This choice c1,1 = 0 ensures that T1,1 has the least growth as y → ∞. After an
additional correction coupled with the flux computation we obtain the leading order
ODE for a:
as = −2 ab|logb| + lot.
The expansion (1.18), (1.19) results in the construction of moderately growing
smooth profiles Ti,j such that the ansatz (1.18) gives a high order approximate
solution to the equation (1.14) for the choice of the modulation parameters driven
by the system of ODE’s (1.16)
λs = −bλ, Θs = −a
coupled with
bs = −b2
(
1 +
2
|logb|
)
−a2+O
(
b2
|logb|1+δ
)
, as = − 2ab|logb|+O
(
b2
|logb|1+δ
)
(1.21)
A spectacular feature of this system is that, generically in the regime of small a, b
with positive initial value of b, the phase speed a dominates the concentration veloc-
ity b and, through the term −a2, turns b negative, thus arresting the concentration
behavior where λ(s) → 0. Nonetheless, for a given initial b0 > 0, one can find a
locally unique a0(b0) such that the corresponding solution of the a equation obeys
the bound
|a| ≪ b|logb|1+δ .
In this non-generic case, the remaining ODE’s reduce to the system
−λs
λ
= b, Θs = a, bs + b
2 = − 2b
2
|logb| .
Integrating and using the scaling (1.13) now easily leads to finite time blow up with
the asymptotics (1.9).
step 3 Controlling radiation: the mixed energy/Morawetz Lyapunov functional.
Let Q + w˜a,b denote the approximate solution constructed in step 2. We now
decompose the solution u relative to the Frenet basis:
u(t, x) = eΘ(t)R(Q+ w˜a,b +w)(s, y)
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where the uniqueness of the decomposition is ensured through the choice of four
suitable orthogonality conditions on w, associated with the modulation parameters
(λ,Θ, a, b). The rigorous derivation of the system of modulation equations (1.21)
requires a careful control of the remainder radiation term w and relies on the esti-
mate: ∫
R2
|w(s)|2
1 + y8
.
b4(s)
|logb(s)|2 , (1.22)
which in view of the expected behavior b(s) → 0 as s → ∞ has the appearance
of a dispersive estimate for a solution of the Schrödinger equation. The y8 weight
is dictated by the slow decay of the ground state (1.15). From our choice of four
orthogonality conditions and the explicit knowledge of the kernel of H, (1.22) is
implied by the energy bound:
E4 = ‖H2w‖2L2 .
b4
|logb|2 . (1.23)
Following the strategy developed in [33], [35], we return to the original variables
(t, r), in which
W(t, r) := w(s, y)
satisfies the equation:
i∂tW+HλW =
1
λ2
Ψ(s, y) + lot,
where Ψ is the error in the construction of the approximate solution w˜a,b, and where
Hλ = −∆+ Vλ
r2
, Vλ(r) = V (y)
is the renormalized linearized operator with a potential Vλ. We compute the appro-
priately constructed energy identity providing control of the 4-th derivative of W.
Time dependence of the Hamiltonian Hλ leads to the appearance of quadratic terms
which require the use of an additional Morawetz type identity. Here an important
simplification of the analysis is provided by the factorization properties of H, see
(2.11), which are a consequence of the Bogomol’nyi’s factorization or, equivalently,
certain implicit repulsive properties of Hλ. The result is a mixed energy/Morawetz
Lyapunov control of the form
d
dt
{E4
λ6
}
.
b
λ8
b4
|logb|2 (1.24)
where the size of the RHS is dictated by the error in the construction of the ap-
proximate solution. Integration of (1.24) in the expected regime,
λ ∼ b|logb|2 ,
yields the bound (1.23).
The strategy, as described, would present insurmountable difficulties due to the
specific quasilinear structure of the Schrödinger map problem. Indeed, in the chosen
gauge, the nonlinear terms in (1.17) contain expressions of the type
N1(αˆ, βˆ) ∼ αˆ∆βˆ, βˆ∆αˆ, . . .
which produce a loss of two derivatives in the computation of the energy identity.
This is well a known problem, and the classical way to overcome this in the equi-
variant case is to use the generalized nonlinear Hasimoto transform, see [9], [15]
which, in a suitable nonlinear frame, maps the equivariant flow to a nonlocal cubic
nonlinear Schrödinger equation. We propose a simpler and more robust approach
9based on the computation of suitably defined nonlinear Sobolev norms equivalent to
E4. The corresponding energy identities do not loose derivatives. At the level of the
original problem for the Schrödinger map u, this can be traced to the observation
that the quantity
d
dt
∫
|u ∧∆(u ∧∆u) |2
can be controlled in a bootstrap not requiring any assumptions on the derivatives of
u higher then the ones appearing in the quantity. The propagation of this property
to the corresponding problem for the radiation W requires keeping careful track of
the geometric structure of the system written in the Frenet basis, see (4.22) and
Lemma 4.7.
This paper is organized as follows.
In section 2 we introduce the class of 1-equivariant solutions of the Schrödinger
map problem, define the Frenet basis, renormalized variables and the linear Hamil-
tonian H. In section 3 we construct the approximate solution w0 = w0(a,b) and
its localized version w˜0. In section 4 we describe our bootstrap assumptions, set
up the orthogonality conditions, define the nonlinear energies E1, E2, E4 for the
remainder radiation term w and derive the modulation equations and the mixed
energy/Morawetz type identity for E4. In section 5 we retrieve our bootstrap as-
sumptions for the energies E2, E4 and the modulation parameters a, b. In section
6 we conclude the proof of the main result of the paper establishing a finite time
blow up and the accompanying asymptotics. In Appendix A we examine coercivity
properties of the operators H and H2. In Appendix B we derive various interpola-
tion bounds for the remainder w implied by the bounds on the energies E1, E2 and
E4. These bounds are used extensively throughout the paper in the treatment of
nonlinear terms.
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2. The 1-equivariant flow in the Frenet basis
This section is devoted to the description of the equivariant flow in the Frenet
basis associated to the harmonic map Q. We recall in particular the main structure
of the linearized operator, and give a vectorial formulation of the flow near Q ex-
pressed in coordinates, see (2.24), which will be important to handle the quasilinear
structure of the problem.
2.1. Ground state and Frenet basis. Let us provide the geometric and analytic
setup for equivariantl solutions u : R×R2 → S2 ⊂ R3 of the Schrödinger map flow:
∂tu = u ∧∆u. (2.1)
Maps with values in S2 will be treated as maps into R3 with the image parametrized
by the Euler angles (φ, θ).
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The ground state solution of (2.1)
Q =
∣∣∣∣∣∣
sin(φ(r)) cos θ
sin(φ(r)) sin θ
cos(φ(r))
with φ(r) = 2 tan−1(r) (2.2)
is a harmonic map R2 → S2 of degree 1 and satisfies the equation
∆Q = −|∇Q|2Q.
Let us introduce the dilation operator
Λ = r∂r
and the functions:
sin(φ(r)) = Λφ(r) =
2r
1 + r2
, cos(φ(r)) =
1− r2
1 + r2
= Z(r), (2.3)
then
Q =
∣∣∣∣∣∣∣
2r
1+r2
cos θ
2r
1+r2
sin θ
1−r2
1+r2
= eθR
∣∣∣∣∣∣
Λφ
0
Z
with the rotation generator R given in (1.4). Define
h =
√
2
|∇Q| =
1 + r2
2
=
1
1 + Z
and consider the normalized Frenet basis associated to Q:
er =
∂rQ
|∂rQ| = h∂rQ =
∣∣∣∣∣∣∣
1−r2
1+r2
cos θ
1−r2
1+r2
sin θ
−2r
1+r2
, eτ =
∂τQ
|∇τQ| = h∂τQ =
∣∣∣∣∣∣
− sin θ
cos θ
0
. (2.4)
We compute the action of derivatives and rotations in the moving frame of Q:
Lemma 2.1 (Derivation and rotation in the Frenet basis). There holds:
(i) Action of derivatives:
∂rer = −(1 + Z)Q, Λer = −ΛφQ, ∂τ er = Z
r
eτ , ∆er = − 1
r2
er − 2Z(1 + Z)
r
Q,
∂reτ = 0, Λeτ = 0, ∂τeτ = −Z
r
er − (1 + Z)Q, ∆eτ = − 1
r2
eτ ,
∂rQ = (1 + Z)er, ΛQ = Λφer, ∂τQ = (1 + Z)eτ , ∆Q = −2(1 + Z)2Q.
(ii) Action of the R rotation:
Rer = Zeτ , Reτ = −Zer − ΛφQ, RQ = Λφeτ . (2.5)
Note from the relation
eΘR(u ∧ v) = (eΘRu) ∧ (eΘRv) , ∀Θ ∈ R, (2.6)
that the scaling and rotation symmetries yield the two parameters family of har-
monic maps
QΘ,λ(r) = e
ΘRQ(
r
λ
), (Θ, λ) ∈ R× R∗+,
with the infinitesimal generators:
d
dλ
(QΘ,λ)|λ=1,Θ=0 = −ΛQ = −Λφer, (2.7)
d
dΘ
(QΘ,λ)|λ=1,Θ=0 = RQ = Λφeτ . (2.8)
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2.2. Decomposition of equivariant maps in the Frenet basis. A degree (in-
dex) 1 equivariant solution u(t, r, θ) of the Schrödinger map problem (2.1) is defined
to have the form
u(t, r, θ) = eθR
∣∣∣∣∣∣
v1(t, r)
v2(t, r)
v3(t, r)
with (v1, v2, v3) = v ∈ S2.
The 1-equivariant symmetry is preserved by the Schrödinger map flow. Any equi-
variant map has uniquely defined radially symmetric coordinates in the Frenet basis.
Indeed, let
u(t, r, θ) = eθRv(t, r)
be an equivariant map and define a decomposition of u relative to the Frenet basis
(2.4):
u = α(t, r)er + β(t, r)eτ + γ(t, r)Q = e
θR
∣∣∣∣∣∣
αZ + γΛφ
β
−αΛφ+ γZ
.
This leads to the relation Z 0 Λφ0 1 0
−Λφ 0 Z
∣∣∣∣∣∣
α
β
γ
=
∣∣∣∣∣∣
v1
v2
v3
,
which uniquely determines (α, β, γ) : α2 + β2 + γ2 = 1 from (v1, v2, v3).
2.3. Linear Hamiltonian H and its factorization. Recall the definition
Z(y) =
1− y2
1 + y2
.
The function Z can be regarded as a solution of the equation
ΛZ = Z2 − 1. (2.9)
We introduce the following Schrödinger operator H which will appear as the leading
order term in the linearization of the Schrödinger map equation, written relative to
the Frenet basis, around Q:
H = −∆+ V
y2
, y ∈ [0,∞), (2.10)
with the potential
V (y) = Z2 + ΛZ = 2ΛZ + 1 =
y4 − 6y2 + 1
(1 + y2)2
.
The Hamiltonian H admits the factorization
H = A∗A, A = −∂y + Z
y
, A∗ = ∂y +
1 + Z
y
, (2.11)
where the conjugation is defined with respect to the 2-dimensional measure ydy.
The conjuguate operator is given explicitely by:
H˜ = AA∗ = −∆+ 2(1 + Z)
y2
= −∆+ 4
y2(1 + y2)
. (2.12)
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2.4. Schrödinger map flow in the renormalized Frenet basis. We intro-
duce two time-dependent modulation parameters Θ(t) and λ(t) responsible for the
changes of the phase and scale, respectively, and the associated transformation S:
(Sv)(t, r) = eΘ(t)Rv(t, r
λ
).
We define a space-time scaling transformation
ds
dt
=
1
λ2(t)
, y =
r
λ(t)
relative to which
vλ(t, r) := v(t,
r
λ
) = v(s, y).
We compute
∂tv =
S
λ2
[
∂sv +ΘsRv − λs
λ
Λv
]
and thus in particular:
∂t(Ser) = S
λ2
{
ΘsZeτ +
λs
λ
ΛφQ
}
, (2.13)
∂t(Seτ ) = S
λ2
{Θs(−Zer − ΛφQ)} (2.14)
∂t(SQ) = S
λ2
{
ΘsΛφeτ − λs
λ
Λφer
}
. (2.15)
Let u now be an equivariant Schrödinger map. We decompose u according to
u = S(Q+ v) (2.16)
and expand Sv relative to the Frenet basis associated with SQ:
Sv = αˆλSer + βˆλSeτ + γˆλSQ.
The coefficients
(αˆ(t, r), βˆ(t, r), γˆ(t, r)) = (αˆ(s, y), βˆ(s, y), γˆ(s, y))
obey the constraint
αˆ2 + βˆ2 + (1 + γˆ)2 = 1. (2.17)
The map Sv satisfies the equation
∂t(Sv) = SQ ∧∆(Sv) + Sv ∧∆(SQ)− ∂t(SQ) + Sv ∧∆(Sv) (2.18)
=
1
λ2
S
{
Q ∧ (∆v + |∇Q|2v) + v ∧∆v + λs
λ
Λφer −ΘsΛφeτ
}
.
We now re-express quantities involving Sv in terms of the coefficients (αˆλ, βˆλ, γˆλ):
∂t(Sv) =
{
∂tαˆλ − βˆλ
λ2
(ΘsZ)λ +
γˆλ
λ2
(
−λs
λ
Λφ
)
λ
}
Ser
+
{
∂tβˆλ +
αˆλ
λ2
(ΘsZ)λ +
γˆλ
λ2
(ΘsΛφ)λ
}
Seτ
+
{
∂tγˆλ +
αˆ
λ2
(
λs
λ
Λφ
)
λ
− βˆ
λ2
(ΘsΛφ)λ
}
SQ.
We now use the algebra:
1
y2
− 2(1 + Z)2 = y
4 − 6y2 + 1
y2(1 + y2)2
=
V (y)
y2
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to compute:
∆v + |∇Q|2v = (−Hαˆ+ 2(1 + Z)∂yγˆ) er + (−Hβˆ)eτ (2.19)
+
(
−2Z(1 + Z)
y
αˆ+∆γˆ − 2(1 + Z)∂yαˆ
)
Q
where H is the Hamiltonian (2.10). This gives for the linear term in v:
Q ∧ (∆v + |∇Q|2v) = (Hβˆ)er + (−Hαˆ+ 2(1 + Z)∂yγˆ) eτ .
The nonlinear term produces the expression:
v ∧∆v = v ∧ (∆v + |∇Q|2v)
=
[
−2Z(1 + Z)
r
αˆβˆ + β(∆γˆ − 2(1 + Z)∂yαˆ) + γˆHβˆ
]
er
+
[
2Z(1 + Z)
r
αˆ2 − αˆ(∆γˆ − 2(1 + Z)∂yαˆ) + γˆ(−Hαˆ+ 2(1 + Z)∂yγˆ)
]
eτ
+
[
−αˆHβˆ + βˆ(Hαˆ− 2(1 + Z)∂rγˆ)
]
Q.
We now project (2.18) onto Span{Ser,Seτ} and obtain the equivalent set of renor-
malized equations:
∂sαˆ− λs
λ
Λαˆ = Hβˆ − 2Z(1 + Z)
y
αˆβˆ + βˆ(∆γˆ − 2(1 + Z)∂yαˆ) + γˆHβˆ (2.20)
+
λs
λ
(1 + γˆ)Λφ+ΘsβˆZ,
∂sβˆ − λs
λ
Λβˆ = −Hαˆ+ 2Z(1 + Z)
y
αˆ2 + 2(1 + Z)∂y γˆ − αˆ(∆γˆ − 2(1 + Z)∂yαˆ)
+ γˆ(−Hαˆ+ 2(1 + Z)∂y γˆ)−Θs(1 + γˆ)(Λφ)−ΘsαˆZ (2.21)
∂sγˆ − λs
λ
Λγˆ = −αˆHβˆ + βˆ(Hαˆ− 2(1 + Z)∂rγˆ)− αˆλs
λ
Λφ+ βˆΘsΛφ. (2.22)
2.5. Vectorial formulation. An essential feature of our analysis is to keep track
of the geometric structure of (1.1). On the other hand, an examination of the
equations (2.20), (2.21) and (2.22), associated with the Frenet basis of SQ, reveals
the structure of a quasilinear Schrödinger system. To overcome a potential loss of
derivatives in the analysis of the system, we rewrite the linear system in a vectorial
form. Let ŵ be the vector of coordinates in the Frenet basis:
ŵ =
∣∣∣∣∣∣
αˆ
βˆ
γˆ
(2.23)
and ez denote
ez =
∣∣∣∣∣∣
0
0
1
.
The system of equations for αˆ, βˆ, γˆ can be then equivalently expressed in the form
∂sŵ − λs
λ
Λŵ +ΘsZRŵ = −Ĵ
Hŵ + Λφ
∣∣∣∣∣∣
Θs
λs
λ
0
 (2.24)
with
Ĵ = (ez + ŵ)∧, |ez + ŵ|2 = 1, (2.25)
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Hŵ =
∣∣∣∣∣∣
Hαˆ
Hβˆ
−∆γˆ
+ 2(1 + Z)
∣∣∣∣∣∣
−∂y γˆ
0
∂yαˆ+
Z
y
αˆ
. (2.26)
A direct computation shows that the vectorial Hamiltonian H is (formally) self-
adjoint:
H = H∗.
We also define the vectorial operators A and A∗:
Aŵ =
∣∣∣∣∣∣
Aαˆ
Aβˆ
0
, (2.27)
A
∗
ŵ =
∣∣∣∣∣∣
A∗αˆ
A∗βˆ
0
(2.28)
3. Construction of the approximate profile
The aim of this section is to construct an approximate solution with a controllable
growth in y variable to the modulated nonlinear equation (2.24). This construction
depends on an assumed dynamics of the modulation parameters (Θ(s), λ(s)). In
turn, the above dynamics depends on the interaction between the approximate
profile, with the first term given by SQ, and the remaining radiation part of the
solution. We complement (Θ, λ) by two additional modulation parameters a and b
and assume that to a leading order:
− λs
λ
= b, −Θs = a, bs = −(b2 + a2), as = 0. (3.1)
This choice will be justified in our final analysis.
Proposition 3.1 (Construction of the approximate profile). Let M > 0 be a large
universal constant, then there exists a small enough universal constant b∗ = b∗(M) >
0 such that the following holds. Let 0 < b < b∗, |a| ≤ b|logb| and B0, B1 be given by
(1.12), then there exist profiles Ti,j such that
w0 =
∣∣∣∣∣∣
α0
β0
γ0
(3.2)
with
α0 = aT1,0 + b
2T0,2 + a
2T2,0, β0 = bT0,1 + abT1,1 + b
3T0,3, (3.3)
γ0 = b
2S0,2 with S0,2 = −1
2
T 20,1 (3.4)
is an approximate solution of (2.24) (in the regime (3.1)) in the sense that the error
Ψ0 =
∣∣∣∣∣∣∣
Ψ
(1)
0
Ψ
(2)
0
Ψ
(3)
0
= −bΛw0 + ZRw0 − (ez +w0) ∧
Hw0 − Λφ
∣∣∣∣∣∣
a
b
0
 (3.5)
+
∣∣∣∣∣∣
2b(b2 + a2)T0,2
(b2 + a2)T0,1 + a(b
2 + a2)T1,1
2b(b2 + a2)S0,2
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satisfies the bounds:
(i) Weighted norm estimates:∫
y≤2B1
|∂iyΨ(1)0 |2
y6−2i
+
∫
y≤2B1
|∂iyΨ(2)0 |2
y6−2i
.
b4
|logb|2 , 0 ≤ i ≤ 3, (3.6)∫
y≤2B1
|∂iyΨ(3)0 |2
y8−2i
.
b6
|logb|2 , 0 ≤ i ≤ 4, (3.7)
(i’) Localized estimates:∫
B1≤y≤2B1
|∂iyΨ(1)0 |2 +
∫
B1≤y≤2B1
|∂iyΨ(2)0 |2 .
b4
|logb|2 (bB
4−i
1 )
2, 0 ≤ i ≤ 4, (3.8)∫
B1≤y≤2B1
|∂iyΨ(3)0 |2 .
b4
|logb|2 (bB
3−i
1 log
2B1)
2, 0 ≤ i ≤ 4. (3.9)
(ii) H2, H3 estimates:∫
y≤2B1
|HΨ(1)0 |2 + |HΨ(2)0 |2 . b4|logb|2, (3.10)∫
y≤2B1
|∂iyHΨ(1)0 |2
y2−2i
+
∫
y≤2B1
|∂iyHΨ(2)0 |2
y2−2i
.
b4
|logb|2 , 0 ≤ i ≤ 1. (3.11)
(iii) Sharp H4 estimate:∫
y≤2B1
|H2Ψ(i)0 |2 .
b6
|logb|2 , i = 1, 2. (3.12)
(iv) Flux computation: Let ΦM be given by
ΦM = χMΛφ− cMH(χMΛφ)
with
cM =
(χMΛφ, T1,0)
(H(χMΛφ), T1,0)
= cχ
M2
4
(1 + oM→+∞(1)),
see (4.1), then:
(H(Ψ
(2)
0 ),ΦM )
(Λφ,ΦM )
= − 2b
2
|logb| +O
(
b2
|logb|2
)
, (3.13)
(H(Ψ
(1)
0 ),ΦM )
(Λφ,ΦM )
= − 2ab|logb| +O
(
b2
|logb|2
)
. (3.14)
Remark 3.2. The flux computations (3.13), (3.14) will be central in the derivation
of the correction to the approximate system of modulation equations (3.1). The
improved behavior, relative to the powers of b, in (3.7), (3.12) will be fundamental
for the H4 bounds on the remaining radiative part of the solution.
Remark 3.3. We also record the important behavior of the constructed profiles Ti,j
for small and large values of y: for y ≤ 1,
T0,1 = T1,0 = O(y
3), T0,2 = T2,0 = T0,3 = O(y
5),
and for y ≥ 1:
T0,1 = T1,0 = O(ylogy), T0,2 = O
(
y
b|logb|
)
, T2,0 = O(y|logy|3), (3.15)
T0,3 = O
(
y3
b|logb|
)
. (3.16)
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The above relations also hold for the derivatives with the usual convention that each
derivative reduces one power of y.
Proof of Proposition 3.1
We compute the coordinate components of the error Ψ0 from (3.3), (3.4), (3.5),
and obtain after collecting the terms with the like powers of a, b:
Ψ
(1)
0 = b {HT0,1 − Λφ} (3.17)
+ b3
{
HT0,3 − 2Z(1 + Z)
y
T0,2T0,1 + T0,1∆S0,2 − 2(1 + Z)T0,1∂yT0,2 + S0,2HT0,1
− ΛT0,2 − S0,2Λφ+ 2T0,2}
+ ab
{
HT1,1 − 2Z(1 + Z)
y
T1,0T0,1 − 2(1 + Z)T0,1∂yT0,1 − ΛT0,1 − ZT0,1
}
+ ab3 {T1,1∆S0,2 − 2(1 + Z)T1,1∂yT0,2 − ZT0,3 − 2(1 + Z)T0,3∂yT1,0 + S0,2HT1,1
− 2Z(1 + Z)
y
(T1,0T0,3 + T0,2T1,1)
}
+ a2b
{
−2Z(1 + Z)
y
T1,0T1,1 − 2(1 + Z)T1,1∂yT1,0 − ZT1,1
− ΛT2,0 − 2Z(1 + Z)
y
T2,0T0,1 − 2(1 + Z)T0,1∂yT2,0 + 2T0,2
}
+ a3b
{
−2Z(1 + Z)
y
T2,0T1,1 − 2(1 + Z)T1,1∂yT2,0
}
+ b5
{
−2Z(1 + Z)
y
T0,2T0,3 + T0,3(∆S0,2 − 2(1 + Z)∂yT0,2) + S0,2HT0,3
}
+ a2b3
{
−2Z(1 + Z)
y
T2,0T3,0 − 2(1 + Z)T0,3∂yT2,0
}
Ψ
(2)
0 = a {−HT1,0 + Λφ} (3.18)
+ b2 {−HT0,2 + 2(1 + Z)∂yS0,2 − ΛT0,1 + T0,1}
+ b4
{
−T0,2∆S0,2 + 2Z(1 + Z)
y
T 20,2 + 2(1 + Z)T0,2∂yT0,2 − S0,2HT0,2
+ 2(1 + Z)S0,2∂yS0,2 − ΛT0,3}
+ a2
{
−HT2,0 + 2Z(1 + Z)
y
T 21,0 + 2(1 + Z)T1,0∂yT1,0 + ZT1,0 + T0,1
}
+ ab2
{
4Z(1 + Z)
y
T1,0T0,2 − T1,0∆S0,2 + 2(1 + Z)(T1,0∂yT0,2 + T0,2∂yT1,0 + T1,1)
− S0,2HT1,0 − ΛT1,1 + ZT0,2 + S0,2Λφ}
+ a3
{
4Z(1 + Z)
y
T2,0T1,0 + 2(1 + Z)(∂yT2,0T1,0 + T2,0∂yT1,0) + ZT2,0 + T1,1
}
+ a2b2
{
−S0,2HT2,0 + 4Z(1 + Z)
y
T0,2T2,0 − T2,0∆S0,2 + 2(1 + Z)(∂yT0,2T2,0 + T0,2∂yT2,0)
}
+ a4
{
2Z(1 + Z)
y
T 22,0 + 2(1 + Z)T2,0∂yT2,0
}
,
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Ψ
(3)
0 = ab {−T1,0(HT0,1 − Λφ) + T0,1(HT1,0 − Λφ)} (3.19)
+ b3 {−T0,2(HT0,1 − Λφ) + T0,1HT0,2 − 2(1 + Z)T0,1∂yS0,2 − ΛS0,2 + 2S0,2}
+ a2b {−T1,0HT1,1 + T1,1(HT1,0 − Λφ)− T2,0HT0,1 + T0,1HT2,0 + 2S0,2}
+ ab3 {−T1,0HT0,3 + T0,3(HT1,0 − Λφ)− 2(1 + Z)T1,1∂yS0,2}
+ a3b {−T2,0HT1,1 + T1,1HT2,0}
+ b5 {−T0,2HT0,3 + T0,3HT0,2 − 2(1 + Z)T0,3∂yS0,2}
+ a2b3 {−T2,0HT0,3 + T0,3HT2,0} (3.20)
Step 1 Construction of T1,0, T0,1.
We start by computing the Green’s functions of the Hamiltonian H. We have
H(Λφ) = 0 and
H(Γ) = 0 for y > 0
with:
Γ(y) = Λφ
∫ y
1
dx
x(Λφ(x))2
=
y
2(1 + y2)
∫ y
1
1 + 2x2 + x4
x3
dx
which yields
Γ(y) =
{
O( 1
y
) as y → 0,
y
4 +O
(
logy
y
)
as y → +∞. (3.21)
The functions Λφ and Γ allow us to find a regular solution f of an inhomogeneous
equation
Hf = g
in the form
f(y) = Λφ(y)
∫ y
0
g(x)Γ(x)xdx − Γ(y)
∫ y
0
g(x)Λφ(x)xdx
modulo a multiple of the (regular) element of the kernel of H – the function Λφ.
We let T1,0 = T0,1 = T1(y) be the solution to
HT1 = Λφ (3.22)
given by:
T1(y) = Λφ(y)
∫ y
0
Γ(x)Λφ(x)xdx − Γ(y)
∫ y
0
(Λφ)2xdx (3.23)
= −(1− y
4)log(1 + y2) + 2y4 − y2 − 4y2 ∫ y0 log(1+s2)s ds
2y(1 + y2)
. (3.24)
We easily see that for y → +∞
T1(y) = −ylogy + y +O
(
(logy)2
y
)
, ΛT1(y) = −ylogy +O
(
(logy)2
y
)
, (3.25)
and at the origin
T1(y) =
1
2
y3 +O(y5). (3.26)
Rescaling the equation for T1 we also observe that
H(ΛT1) = 2Λφ+ Λ
2φ− ΛV
y2
T1. (3.27)
Step 2 Construction of the radiation Σb.
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We define Σb to be the solution of the equation
HΣb = cbχB0
4
Λφ+ dbH [(1− χ3B0)Λφ)] , (3.28)
with
cb =
4∫
χB0
4
(Λφ(x))2xdx
, db = cb
∫ B0
0
χB0
4
Λφ(x)Γ(x)xdx. (3.29)
given by
Σb(y) = −Γ(y)
∫ y
0
cbχB0
4
(Λφ(x))2xdx+ Λφ(y)
∫ y
0
cbχB0
4
Λφ(x)Γ(x)xdx
− db(1− χ3B0)Λφ(y).
Observe that
Σb = cbT1 for y ≤ B0
8
, (3.30)
Σb = −4Γ(y) = −y +O
(
logy
y
)
for y ≥ 6B0, (3.31)
and from (3.28) and the definition of B0 =
1√
b
:
cb =
2
|logb|
(
1 +O(
1
|logb|)
)
, db = O
(
1
b|logb|
)
. (3.32)
We now estimate Σb using (3.21): for 6B0 ≤ y ≤ 2B1,
Σb(y) = −y +O
(
logy
y
)
, (3.33)
and for y ≤ 6B0:
Σb(y) = −cb
(
y
4
+O
(
logy
y
))[∫ y
0
χB0
4
(Λφ(x))2xdx
]
+ cbΛφ(y)
∫ y
1
O(x)dx
+ O
(
1
by|logb|1B0≤y≤6B0
)
= −y
∫ y
0 χB0
4
(Λφ(x))2xdx∫
χB0
4
(Λφ(x))2xdx
+O
(
1 + y
|logb|
)
. (3.34)
Far out Σb is the leading order radiation term. It is large and dominant near B0,
but small, with a 1|logb| gain, on compact sets y ≤ C.
Step 3 Construction of T0,2.
Define
Σ0,2 = 2(1 + Z)∂yS0,2 − ΛT0,1 + T0,1 +Σb, (3.35)
then from (3.23), (3.33), (3.34): for y ≥ 6B0,
Σ0,2(y) = O
(
(logy)2
y
)
, (3.36)
and for 1 ≤ y ≤ 6B0:
Σ0,2(y) = −y
∫ y0 χB04 (Λφ(x))2xdx∫
χB0
4
(Λφ(x))2xdx
− 1
+O(1 + y|logb|
)
+O
(
(logy)2
y
)
= O
(
1 + y
|logb|(1 + |log(y
√
b)|)
)
. (3.37)
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Note that the improved behavior of Σ0,2(y) for large values of y in (3.36), (3.37)
relies on the cancellation between the terms Σb, ΛT0,1 and T0,1 and thus depends on
the introduction of the radiation Σb and the presence of the term b
2T1 on the RHS
of (3.18), which appeared there as a consequence of the approximate modulation
dynamics equation bs = −b2 in (2.24). Higher order derivatives are estimated
similarily. We now let T0,2 be the solution to
HT0,2 = Σ0,2 (3.38)
given by
T0,2(y) = Λφ(y)
∫ y
0
Σ0,2Γ(x)xdx− Γ(y)
∫ y
0
Σ0,2(x)Λφ(x)xdx. (3.39)
We derive from (3.36), (3.37) the bound:
∀y ≤ 2B1, |T0,2(y)| . (1 + y)
b|logb| . (3.40)
Note that we also have the crude bound:
∀y ≤ 2B1, |T0,2(y)| . (1 + y3) (3.41)
and the high order vanishing near the origin:
|T0,2(y)| . y5 for y ≤ 1.
Again, rescaling the equation for T0,2, observe that
H(ΛT0,2) = 2Σ0,2 + ΛΣ0,2 − ΛV
y2
T0,2. (3.42)
Step 4 Construction of T1,1.
Define
Σ1,1 =
2Z(1 + Z)
r
T 21 + 2(1 + Z)T0,1∂yT0,1 + ΛT0,1 + ZT0,1 − Σb (3.43)
then from (3.23), (3.33), (3.34): for 6B0 ≤ y ≤ 2B1,
Σ1,1(y) = O
(
(logy)2
y
)
and for 1 ≤ y ≤ 6B0:
Σ1,1(y) = y
∫ y0 χB04 −1(Λφ(x))2xdx∫
χB0
4
(Λφ(x))2xdx
+O(1 + y|logb|
)
+O
(
(logy)2
y
)
.
1 + y
|logb|(1 + |log(y
√
b)|). (3.44)
We now let T1,1 be the solution to
HT1,1 = Σ1,1 (3.45)
given by
T1,1(y) = Λφ(y)
∫ y
0
Σ1,1Γ(x)xdx− Γ(y)
∫ y
0
Σ1,1(x)Λφ(x)xdx.
We derive from (3.44), (3.44) the bound: ∀y ≤ 2B1,
|T1,1(y)| . 1 + y
b|logb| , (3.46)
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the crude bound
|T1,1(y)| . (1 + y3), (3.47)
and the high order vanishing near the origin
|T1,1(y)| . y5 for y ≤ 1.
Observe, by construction and rescaling, that
HT1,1 = Σ1,1, H(ΛT1,1) = 2Σ1,1 + ΛΣ1,1 − ΛV
y2
T1,1. (3.48)
step 5 Construction of T2,0.
Define
Σ2,0 =
2Z(1 + Z)
y
T 21,0 + 2(1 + Z)T1,0∂yT1,0 + (1 + Z)T1,0 = O
( |logy|2
1 + y
)
and T2,0 be the solution to
HT2,0 = Σ2,0
given by
T2,0(y) = Λφ(y)
∫ y
0
Σ2,0Γ(x)xdx− Γ(y)
∫ y
0
Σ2,0(x)Λφ(x)xdx,
then
|T2,0(y)| . y5 for y ≤ 1
and
|T2,0(y)| . (1 + y)|logy|3.
Step 6 Construction of T0,3.
Define
Σ0,3 = 2
Z(1 + Z)
y
T0,2T0,1 − T0,1∆S0,2 + 2(1 + Z)T0,1∂yT0,2 (3.49)
+ ΛT0,2 − 2T0,2.
We have from (3.40):
∀y ≤ 2B1, |Σ0,3(y)| . 1 + y
b|logb| , (3.50)
the crude bound:
∀y ≤ 2B1, |Σ0,3(y)| . (1 + y3), (3.51)
and the vanishing at the origin:
|Σ0,3(y)| . y5 for y ≤ 1.
We then let T0,3 be the solution to
HT0,3 = Σ0,3 (3.52)
given by
T0,3(y) = Λφ(y)
∫ y
0
Σ0,3Γ(x)xdx− Γ(y)
∫ y
0
Σ0,3(x)Λφ(x)xdx
for which we obtain from (3.50):
∀y ≤ 2B1, |T0,3(y)| . 1 + y
3
b|logb| , (3.53)
with the crude bound from (3.51):
|T0,3(y)| . (1 + y5). (3.54)
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Observe that for y ≤ 2B1
b|T0,2|+ b|T1,1|+ b|T2,0|+ b|S0,2|+ b2|T0,3| . y|logy|
2
logb
step 7 Estimate on Ψ0.
We compute from (3.17), (3.22), (3.38), (3.45), (3.52):
Ψ
(1)
0 = ab {−Σb} (3.55)
+ ab3
{
T1,1∆S0,2 − 2(1 + Z)T1,1∂yT0,2 − ZT0,3 − 2(1 + Z)T0,3∂yT1,0 + S0,2Σ1,1
− 2Z(1 + Z)
y
(T1,0T0,3 + T0,2T1,1)
}
+ a2b
{
−2Z(1 + Z)
y
T1,0T1,1 − 2(1 + Z)T1,1∂yT1,0 − ZT1,1 − ΛT0,2
− 2Z(1 + Z)
y
T2,0T0,1 − 2(1 + Z)T0,1∂yT2,0
}
+ a3b
{
−2Z(1 + Z)
y
T2,0T1,1 − 2(1 + Z)T1,1∂yT2,0
}
+ b5
{
−2Z(1 + Z)
y
T0,2T0,3 + T0,3(∆S0,2 − 2(1 + Z)∂yT0,2) + S0,2Σ0,3
}
+ a2b3
{
−2Z(1 + Z)
y
T2,0T3,0 − 2(1 + Z)T0,3∂yT2,0
}
Ψ
(2)
0 = b
2 {−Σb} (3.56)
+ b4
{− T0,2∆S0,2 + 2Z(1 + Z)
y
T 20,2 + 2(1 + Z)T0,2∂yT0,2
− S0,2Σ0,2 + 2(1 + Z)S0,2∂yS0,2 − ΛT0,3
}
+ ab2
{
4Z(1 + Z)
y
T1T0,2 − T1,0∆S0,2 + 2(1 + Z)(T1,0∂yT0,2 + T0,2∂yT1,0)− ΛT1,1 + ZT0,2
}
+ a3
{
4Z(1 + Z)
y
T2,0T1,0 + 2(1 + Z)(∂yT2,0T1,0 + T2,0∂yT1,0) + ZT2,0
}
+ a2b2
{
−S0,2HT2,0 + 4Z(1 + Z)
y
T0,2T2,0 − T2,0∆S0,2 + 2(1 + Z)(∂yT0,2T2,0 + T0,2∂yT2,0)
}
+ a4
{
2Z(1 + Z)
y
T 22,0 + 2(1 + Z)T2,0∂yT2,0
}
,
Ψ
(3)
0 = b
3 {T1Σb} (3.57)
+ a2b {−T1,0Σ1,1 − T2,0Λφ+ T0,1Σ2,0}
+ ab3 {−T1,0Σ0,3 − 2(1 + Z)T1,1∂yS0,2}
+ a3b {−T2,0Σ1,1 + T1,1Σ2,0}
+ b5 {−T0,2Σ0,3 + T0,3Σ0,2 − 2(1 + Z)T0,3∂yS0,2}
+ a2b3 {−T2,0Σ0,3 + T0,3Σ2,0}
We estimate the error pointwise using the assumption
|a| ≤ b|logb|
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and the bounds on Ti,j. We first observe the high order cancellation near the origin:
|Ψ(1)0 + C1aby3|+ |Ψ(2)0 +
b2
|logb|y
3|+ |Ψ
(3)
0 |
b
.
b2
|logb|y
5 for y ≤ 1
for some universal constants C1, C2. We next estimate for y ≤ 2B1:
Ψ
(1)
0 = ab {−Σb}+
b2
|logb|2O
(
y1y≤B0 + (by
2)y1B0≤y≤2B1
)
, (3.58)
Ψ
(2)
0 = b
2 {−Σb}+ b
2
|logb|O
(
y1y≤B0 + (by
2)y1B0≤y≤2B1
)
, (3.59)
Ψ
(3)
0 =
b2
|logb|O
[
(by2)|logy|21y≤2B1
]
. (3.60)
This yields the bound:∫
y≤2B1
|Ψ(1)0 |2
y6
+
∫
y≤2B1
|Ψ(2)0 |2
y6
+
1
b2
∫
y≤2B1
|Ψ(3)0 |2
y8
.
b4
|logb|2 .
Estimates for higher order derivatives and localized bounds are obtained similarily
and (3.6), (3.8), (3.9) follow.
step 8 Estimate on HΨ0.
We now aim at deriving improved estimates for Ψ
(i)
0 , i = 1, 2. The construction
of Ti,j results in the following cancellations for y ≤ 2B1:
H
(
Ψ
(1)
0
)
= −ab
{
cbχB0
4
Λφ− dbH [(1− χ3B0)Λφ)]
}
+ ab3 {Σ0,3}+ a2b {Σ1,1}
+ ab3H
{
T1,1∆S0,2 − 2(1 + Z)T1,1∂yT0,2 − (1 + Z)T0,3 − 2(1 + Z)T0,3∂yT1,0 + S0,2Σ1,1
− 2Z(1 + Z)
y
(T1,0T0,3 + T0,2T1,1)
}
(3.61)
+ a2bH
{
−2Z(1 + Z)
y
T1,0T1,1 − 2(1 + Z)T1,0∂yT1,0 − (1 + Z)T1,1 − ΛT0,2
− 2Z(1 + Z)
y
T2,0T0,1 − 2(1 + Z)T0,1∂yT2,0
}
+ a3bH
{
−2Z(1 + Z)
y
T2,0T1,1 − 2(1 + Z)T1,1∂yT2,0
}
+ b5H
{
−2Z(1 + Z)
y
T0,2T0,3 + T0,3(∆S0,2 − 2(1 + Z)∂yT0,2) + S0,2Σ0,3
}
+ a2b3H
{
−2Z(1 + Z)
y
T2,0T3,0 − 2(1 + Z)T0,3∂yT2,0
}
= −ab
{
cbχB0
4
Λφ− dbH [(1− χ3B0)Λφ)]
}
+ a2bO
[
(1 + y)1y≤6B0 +
|logy|3
1 + y
]
+ ab3O
(
1 + y
b|logb| + (1 + y)|logy|
2
)
+ a3bO
( |logy|3
y
)
++b5O
[
(1 + y3)|logy|2]+ a2b3O ((1 + y)|logy|3) ,
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H
(
Ψ
(2)
0
)
= b2
{
−cbχB0
4
Λφ+ dbH [(1− χ3B0)Λφ)]
}
(3.62)
− b4H(ΛT0,3)− ab2 {HΛT1,1 −Σ0,2}
+ b4H
{
−T0,2∆S0,2 + 2(1 + Z)T0,2∂yT0,2 + 2Z(1 + Z)
y
T 20,2 − S0,2Σ0,2 + 2(1 + Z)S0,2∂yS0,2
}
+ ab2H
{
4Z(1 + Z)
y
T1T0,2 − T1,0∆S0,2 + 2(1 + Z)(T1,0∂yT0,2 + T0,2∂yT1,0) + (1 + Z)T0,2
}
+ a3H
{
4Z(1 + Z)
y
T2,0T1,0 + 2(1 + Z)(∂yT2,0T1,0 + T2,0∂yT1,0) + ZT2,0
}
+ a2b2H
{
−S0,2Σ2,0 + 4Z(1 + Z)
y
T0,2T2,0 − T2,0∆S0,2 + 2(1 + Z)(∂yT0,2T2,0 + T0,2∂yT2,0)
}
+ a4H
{
2Z(1 + Z)
y
T 22,0 + 2(1 + Z)T2,0∂yT2,0
}
,
= b2
{
−cbχB0
4
Λφ+ dbH [(1− χ3B0)Λφ)]
}
+ a3O
( |logy|3
1 + y
)
− b4 {H(ΛT0,3) +O [(1 + y)|logy|2]}+ ab2O [(1 + y)1y≤6B0 + |logy|21 + y
]
+ a3O
( |logy|2
1 + y
)
+ a2b2O
( |logy|3
y
)
+ a4O
( |logy|4
1 + y3
)
.
In particular, using (3.53), we obtain the bounds:∫
y≤2B1
|HΨ(1)0 |2 + |HΨ(2)0 |2 .
b4
|logb|2
[|logb|+ (bB21)2] . b4|logb|2,
∫
y≤2B1
|HΨ(1)0 |2 + |HΨ(2)0 |2
y2
.
b4
|logb|2 ,
and (3.10), (3.11) are proved.
We now turn to the flux computation (3.13), (3.14). From (3.62), (4.3):
(H(Ψ
(2)
0 ),ΦM )
(Λφ,ΦM )
=
1
(Λφ,ΦM )
[(
−b2cbχB0
4
Λφ,ΦM
)
+O
(
C(M)b3
)]
= −cbb2 +O
(
C(M)b2
)
= − 2b
2
|logb| +O
(
b2
|logb|2
)
,
and similarily from (3.61):
(H(Ψ
(1)
0 ),ΦM )
(Λφ,ΦM )
=
1
(Λφ,ΦM )
[(
−abcbχB0
4
Λφ,ΦM
)
+O
(
C(M)b3
)]
= − 2ab|logb| +O
(
b2
|logb|2
)
.
step 9 H4 estimates.
We estimate from (3.61), (3.62):∫
y≤2B1
|H2Ψ(1)0 |2 +
∫
y≤2B1
|H2Ψ(2)0 |2 .
b6
|logb|2 + b
8
∫
y≤B1
|H2(ΛT0,3)|2.
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The estimate (3.12) will follow from the bound
b8
∫
y≤B1
|H2(ΛT0,3)|2 . b
6
|logb|2 (3.63)
Proof of (3.63): We compute using (3.54):
H(ΛT0,3) = 2Σ0,3 + ΛΣ0,3 − ΛV
y2
T0,3,
H2(ΛT0,3) = H (2Σ0,3 + ΛΣ0,3) +O
(
1
1 + y
)
.
Furthermore, from (3.49):
H(Σ0,3) = −H (T0,1∆S0,2 − 2(1 + Z)T0,1∂yT0,2 − ΛT0,2 + 2T0,2)
= H(ΛT0,2 − 2T0,2) +O
(
(logy)3
y
)
= ΛΣ0,2 +O
(
(logy)5
y
)
and thus by rescaling:
H(ΛΣ0,3) = 2ΛΣ0,2 + Λ
2Σ0,2 +O
(
(logy)5
y
)
.
Using the bounds (3.36), (3.37) we conclude that
b8
∫
y≤B1
|H2(ΛT0,3)|2
.
b8
|logb|2
[∫
y≤6B0
(1 + y2)(1 + |log(y
√
b)|)2 +
∫
6B0≤y≤2B1
(logy)4
y2
]
+ b8
∫
y≤2B1
(logy)10
1 + y2
.
b6
|logb|2
as desired for (3.63).
This concludes the proof of Proposition 3.1.
3.1. Localization of the profile. In this section, we modify the approximate
profile w0 constructed above to obtain a slowly modulated blow up profile localized
in the zone y ≤ 2B1.
Proposition 3.4 (Localized profile). Let a C1 map s → (b(s), a(s)) ∈ R∗+ × R
defined on [0, s0] with a priori bounds: ∀s ∈ [0, s0],
|a| ≤ b|logb| , 0 < b < b
∗, |as| ≤ b
2
|logb| , |bs| ≤ 10b
2. (3.64)
We define the localized profile
w˜0 =
∣∣∣∣∣∣
α˜0
β˜0
γ˜0
= χB1w0
defined from the cut-off profiles:
T˜i,j = χB1Ti,j, T˜1 = χB1T1, S˜0,2 = χB1S0,2.
25
and the modulation vector:
Mod(t) := Mod(s, y) = −as
∣∣∣∣∣∣
T˜1
0
0
− (bs + b2)
∣∣∣∣∣∣
2bT˜0,2
T˜1
2bS˜0,2
(3.65)
+
(
λs
λ
+ b
) ∣∣∣∣∣∣
Λφ+Λα˜0 + γ˜0Λφ
Λβ˜0
Λγ˜0 − α˜0Λφ
− (Θs + a)
∣∣∣∣∣∣
−β˜0Z
Λφ+ α˜0Z + γ˜0Λφ
−β˜0Λφ
The profile w˜0 satisfies the equation:
−∂sw˜0+ λs
λ
Λw˜0−ΘsZRw˜−(ez+w˜0)∧
Hw˜0 + Λφ
∣∣∣∣∣∣
Θs
λs
λ
0
 = Mod(t)+Ψ˜0 (3.66)
with the bounds:
|Ψ˜0|2 . b
2
|logb|2 , (3.67)∫ |∂iyΨ˜(1)0 |2
y6−2i
+
∫ |∂iyΨ˜(2)0 |2
y6−2i
.
b4
|logb|2 , 0 ≤ i ≤ 3, (3.68)∫ |∂iyΨ˜(3)0 |2
y8−2i
.
b6
|logb|2 , 0 ≤ i ≤ 4, (3.69)∫
|HΨ˜(1)0 |2 + |HΨ˜(2)0 |2 . b4|logb|2, (3.70)∫ |∂iyHΨ˜(1)0 |2
y2−2i
+
|∂iyHΨ˜(2)0 |2
y2−2i
.
b4
|logb|2 , 0 ≤ i ≤ 1, (3.71)∫
|AHΨ˜(i)0 |2 . b5, i = 1, 2, (3.72)∫
|H2Ψ˜(i)0 |2 .
b6
|logb|2 , i = 1, 2, (3.73)
(HΨ˜
(2)
0 ,ΦM )
(Λφ,ΦM )
= − 2b
2
|logb| +O
(
b2
|logb|2
)
, (3.74)
(HΨ˜
(1)
0 ,ΦM )
(Λφ,ΦM )
= − 2ab|logb| +O
(
b2
|logb|2
)
. (3.75)
Proof of Proposition 3.4
step 1 Equation for w˜0.
We first compute:
λs
λ
Λw˜0 −ΘsZRw˜0 − (ez + w˜0) ∧
Λφ
∣∣∣∣∣∣
Θs
λs
λ
0
 = −bw˜0 + aZRw˜0 − (ez + w˜0) ∧
Λφ
∣∣∣∣∣∣
−a
−b
0

+
(
λs
λ
+ b
) ∣∣∣∣∣∣
Λφ+ Λα˜0 + γ˜0Λφ
Λβ˜0
Λγ˜0 − α˜0Λφ
− (Θs + a)
∣∣∣∣∣∣
−Zβ˜0
Λφ+ Zα˜0 + γ˜0Λφ
−β˜0Λφ
,
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and
−∂sw˜0 = − as
∣∣∣∣∣∣
T˜1 + 2aT˜2,0
bT˜1,1
0
− bs
∣∣∣∣∣∣∣
2bT˜0,2 + b
2 ∂T˜0,2
∂b
+ a2
∂T˜2,0
∂b
T˜1 + b
∂T˜1
∂b
+ 3b2T˜0,3 + b
3 ∂T˜0,3
∂b
+ aT˜1,1 + ab
∂T˜1,1
∂b
2bS˜0,2 + b
2 ∂S˜0,2
∂b
.
Combining this with (3.65) we have the explicit formula (3.66) for Ψ˜0:
Ψ˜0 = E1 +E2
with
E1 = −as
∣∣∣∣∣∣
2aT˜2,0
bT˜1,1
0
− bs
∣∣∣∣∣∣∣
b2
∂T˜0,2
∂b
+ a2
∂T˜2,0
∂b
b∂T˜1
∂b
+ 3b2T˜0,3 + b
3 ∂T˜0,3
∂b
+ aT˜1,1 + ab
∂T˜1,1
∂b
b2
∂S˜0,2
∂b
, (3.76)
E2 = −bΛw˜0+aZRw˜0−(ez+w˜0)∧
Hw˜0 − Λφ
∣∣∣∣∣∣
a
b
0
+
∣∣∣∣∣∣
2b(b2 + a2)T˜0,2
(b2 + a2)T˜1 + a(b
2 + a2)T˜1,1
2b(b2 + a2)S˜0,2
.
(3.77)
step 2 Modulation error term E1.
From (3.28),
∂cb
∂b
= O
(
1
b|logb|2
)
,
∂logcb
∂b
= O
(
1
b|logb|
)
,
and thus
∂Σb
∂b
(y) =
∂cb
∂b
T11y≤B0
8
+O
(
1
b2y|logb|1B08 ≤y≤6B0
)
,
which yields the bound:
∂Σb
∂b
(y) = O
(
y
b|logb|1y≤6B0
)
. (3.78)
We now estimate using the explicit formula for Ti,j:
∂T˜0,2
∂b
= O
(
1 + y3
b|logb|1y≤B0
)
+O
(
1 + y
b2|logb|1B0≤y≤2B1
)
.
∂T˜1,1
∂b
= O
(
1 + y3
b|logb|1y≤B0
)
+O
(
1 + y
b2|logb|1B0≤y≤B1
)
,
∂T˜0,3
∂b
= O
(
1 + y5
b|logb|1y≤B0
)
+O
(
1 + y3
b2|logb|1B0≤y≤B1
)
,
∂T˜2,0
∂b
= O
(
(1 + y)|logy|3
b
1B0≤y≤2B0
)
,
∂S˜0,2
∂b
= O
(
y2|logy|2
b
1B1≤y≤2B1
)
.
We therefore obtain
|E(1)1 |+ |E(2)1 | . b2
[
O
(
1 + y
|logb|1y≤2B1
)
+O
(
by3
|logb|1B0≤y≤2B1
)]
,
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|E(3)1 | . O
(
b3y2|logy|21B1≤y≤2B1
)
which gives the bounds∫ |∂iyE(1)1 |2
y6−2i
+
∫ |∂iyE(2)i |2
y6−2i
.
b4
|logb|2 , 0 ≤ i ≤ 3,∫
|HE(1)1 |2 +
∫
|HE(2)1 |2 .
b4
|logb|2 (bB
2
1)
2 ≤ b4|logb|2,
∫ |∂iyE(3)1 |2
y8−2i
.
b6
|logb|2 , 0 ≤ i ≤ 4.
These estimates show that E1 is negligible for y ≤M in the flux computation (3.74),
(3.75).
We now seek additional cancellations for H2E1. We have:
H2
(
∂T˜0,2
∂b
)
= χB1H
2
(
∂T0,2
∂b
)
+O
(
1 + y
y4b2|logb|1B1≤y≤2B1
)
.
By construction,
H2(
∂T0,2
∂b
) = H(
∂Σ0,2
∂b
) = H(
∂Σb
∂b
)
= O
(
1
b(1 + y)|logb|21y≤6B0
)
+O
(
1
b(1 + y)|logb|1B0≤y≤6B0
)
and thus
H2
(
∂T˜0,2
∂b
)
= O
(
1y≤6B0
b(1 + y)|logb|2
)
+O
(
1B0≤y≤6B0
b(1 + y)|logb|
)
+O
(
1 + y
y4b2|logb|1B1≤y≤2B1
)
.
Similarily,
H2(
∂T1,1
∂b
) = O
(
1y≤6B0
b(1 + y)|logb|2
)
+O
(
1B0≤y≤6B0
b(1 + y)|logb|
)
+O
(
1 + y
y4b2|logb|1B1≤y≤2B1
)
.
Finally,
H2(
∂T˜0,3
∂b
) = χB1H
2
(
∂T0,3
∂b
)
+O
(
1 + y3
y4b2|logb|1B1≤y≤2B1
)
and
H2(
∂T0,3
∂b
) = H(
∂Σ0,3
∂b
) = O
(
y
b|logb|1y≤B0
)
+O
(
1
b2y|logb|1B0≤y≤6B0
)
.
We then obtain
H2(
∂T˜0,3
∂b
) = O
(
y
b|logb|1y≤B0
)
+O
(
1
b2y|logb|1B0≤y≤6B0
)
+O
(
1 + y3
y4b2|logb|1B1≤y≤2B1
)
.
Using the bound:
|H2(T˜2,0)|+ |H2(T˜1,1)| . 1
(1 + y)|logb|1y≤6B0 +O
( |logy|2
1 + y3
1B1≤y≤2B1
)
we derive the pointwise bound:
|H2E(1)1 |+ |H2E(2)1 | .
b3
|logb|O
( |logy|2
1 + y3
)
+O
(
b31y≤6B0
(1 + y)|logb|2
)
+O
(
b31B0≤y≤6B0
(1 + y)|logb|
)
+O
(
b3
y|logb|1B1≤y≤2B1
)
28 F. MERLE, P. RAPHAËL, AND I. RODNIANSKI
and therefore the desired improvement:∫
|H2E(1)1 |2 +
∫
|H2E(2)1 |2 .
b6
|logb|2 .
step 3 Localization error E2.
Let E2 be given by (3.77). In view of (3.5), E2 contains all the error terms
induced by the localization. With the exception of (1− χB1Λφ) all the localization
error terms are supported in the region [B1, 2B1]. Using the formulas (3.17), (3.18),
the bounds on Ti,j and (3.58), (3.59), (3.60) we obtain
E
(1)
2 = χB1Ψ
(1)
0 − b (1− χB1)Λφ+ bO
( |logb|
B1
1B1≤y≤2B1
)
+ b3O
(
B1
b
1B1≤y≤2B1
)
+ abO (B1|logb|1B1≤y≤2B1) +
b2
|logb|O
[
(by2)y1B1≤y≤2B1
]
= χB1Ψ
(1)
0 +O
(
b2B11B1≤y≤2B1
)
+O
(
b3y3
|logb|1B1≤y≤2B1
)
+O
(
b
y
1y≥B1
)
, (3.79)
E
(2)
2 = χB1Ψ
(2)
0 + a(1− χB1)Λφ+ aO
( |logb|
B1
1B1≤y≤2B1
)
+ b2O (B1|logb|1B1≤y≤2B1)
+ a2
( |logb|3
B1
1B1≤y≤2B1
)
+O
(
b3y3
|logb|1B1≤y≤2B1
)
= χB1Ψ
(2)
0 +O
(
b2|logb|B11B1≤y≤2B1
)
+O
(
b3y3
|logb|1B1≤y≤2B1
)
+O
(
b
y
1y≥B1
)
, (3.80)
E
(3)
2 = χB1Ψ
(3)
0 + abO
(
y|logy|
1 + y
1B1≤y≤2B1
)
+ b3O
(
y
b|logb|(1 + y)1B1≤y≤2B1
)
+
b2
|logb|O
(
(by2)3|logy|21B0≤y≤2B1
)
. (3.81)
Higher order derivatives are estimated similarily. We then easily check from there
that E2 that does not perturb the estimates (3.68)–(3.75).
Finally, the estimate (3.72) follows by interpolating between (3.70) and (3.73):∫
|AHΨ˜(i)0 |2 =
∫
A∗AHΨ˜(i)0 HΨ˜
(i)
0 ≤
(∫
|H2Ψ˜(i)0 |2
) 1
2
(∫
|HΨ˜(i)0 |2
) 1
2
.
This concludes the proof of Proposition 3.4.
4. The bootstrap regime and Lyapunov control
We derive in this section the dynamical tools at the heart of the description
of the blow up solutions for initial data close to Qb0,a0 . We in particular set up
the bootstrap argument, compute the modulation equations and derive the mized
Energy/Morawetz functional which is our main tool to measure dispersion.
4.1. Bootstrap setup and orthogonality conditions. Given a sufficiently large
constant M > 0, define the function:
ΦM = χMΛφ− cMH(χMΛφ) (4.1)
with
cM =
(χMΛφ, T1)
(H(χMΛφ), T1)
= cχ
M2
4
(1 + oM→+∞(1)).
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The choice of the constant cM ensures that∫
|ΦM |2 . |logM |, (ΦM , T1) = 0 (4.2)
and that the scalar products
(Λφ,ΦM ) = (HT1,ΦM ) = (χMΛφ,Λφ) = 4logM(1 + oM→+∞(1)) (4.3)
are non degenerate. We recall the localized approximate profile
w˜0 =
∣∣∣∣∣∣
α˜0
β˜0
γ˜0
,
dependent on the time-dependent parameters a(t), b(t), given by Proposition 3.4
and consider the full modulated profile
eΘR(Q+ w˜0)λ,
determined by the four parameters (λ,Θ, a, b). By the standard modulation theory,
following from the application of the implicit function theorem, the invertibility of
the Jacobian matrix:∣∣∣∣∣∣∣∣
(−Λφ,ΦM ) 0 (HΛφ,ΦM ) 0
0 (Λφ,ΦM ) 0 (HΛφ,ΦM )
(T1,ΦM ) 0 (HT1,ΦM ) 0
0 (T1,ΦM ) 0 (HT1,ΦM )
∣∣∣∣∣∣∣∣ = (Λφ,ΦM )
4 6= 0
at (λ,Θ, a, b) = (1, 0, 0, 0) ensures that any smooth map close enough to Q in the
H˙1 topology admits a unique decomposition
u = S(Q+ v)(t, x) (4.4)
with v expressed in the Frenet basis associated to SQ in the form
v = w + w˜0, w =
∣∣∣∣∣∣
α
β
γ
, w˜0 =
∣∣∣∣∣∣
α˜0
β˜0
γ˜0
, (4.5)
and where he coordinate functions (α, β) are chosen to satisfy the orthogonality
conditions:
(α,ΦM ) = (β,ΦM ) = 0, (Hα,ΦM ) = (Hβ,ΦM ) = 0. (4.6)
Remark 4.1. The non-degeneracy of the above Jacobian also implies that any map
u = S(Q+ w˜0 +w)
with S and w˜0 defined by the parameters (λ,Θ, a, b) close to the point (1, 0, 0, 0) and
w such that w is small in the H˙1 topology and ‖w‖H˙1(y≤2M) ≤ C(M)b10 admits a
new decomposition
u = S(1)(Q+ w˜(1)0 +w(1))
defined by the parameters (λ(1),Θ(1), a(1), b(1)) with w(1) satisfying the orthogonality
conditions (4.6). The map (λ,Θ, a, b) → (λ(1),Θ(1), a(1), b(1)) is a diffeomorphism
of the form
(λ(1),Θ(1), a(1), b(1)) = (λ,Θ, a, b) + Ψ(λ,Θ, a, b)
with the property that ‖Ψ(λ,Θ, a, b)‖C1 ≤ C(M)b10. In particular, if we allow the
parameter a to vary in the range |a| ≤ b2|logb| then the range of values of the adjusted
parameter a(1) will contain at least the interval [− b4|logb| , b4|logb| ].
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Let
w
⊥ =
∣∣∣∣∣∣
α
β
0
We now introduce the Sobolev norms adapted to the linear operator H:
E2 =
∫
|A∗Aw⊥|2, E4 =
∫
|(A∗A)2w⊥|2. (4.7)
Here,
A
∗
Aw
⊥ =
∣∣∣∣∣∣
Hα
Hβ
0
,
see (2.27), (2.28).
We make the following assumptions on the initial data:
• Control of a(0), b(0):
0 < b(0) < b∗(M)≪ 1, |a(0)| ≤ b(0)
4|logb(0)| . (4.8)
Moreover, we may up to a fixed rescaling on data assume:
λ(0) = 1.
• Energy control of w(0):∫
|∇w(0)|2 +
∫ ∣∣∣∣w(0)y
∣∣∣∣2 ≤ δ(b∗)≪ 1, (4.9)
|E2(0)| + |E4(0)| ≤ b(0)10, (4.10)
where here and in the sequel, δ(b∗) denotes some generic constant with
δ(b∗)→ 0 as b∗ → 0. (4.11)
The propagation of regularity by the equivariant Schrödinger map flow ensures
that these bounds are propagated on some small time interval [0, t1). Given a large
enough universal constant K > 0, independent of M , we assume the following
bounds: ∀t ∈ [0, t1],
• Pointwise control of a, b:
0 < b(t) ≤ Kb∗(M), |a(t)| ≤ b(t)|logb(t)| ; (4.12)
• Energy control of w(t):∫
|∇w(t)|2 +
∫ ∣∣∣∣w(t)y
∣∣∣∣2 ≤ Kδ(b∗), (4.13)
|E2(t)| ≤ Kb2(t)|logb(t)|7, (4.14)
|E4(t)| ≤ K b
4(t)
|logb(t)|2 . (4.15)
At the heart of our analysis is the statement that these bounds are propagated
all the way to blow up time, or equivalently:
31
Proposition 4.2 (Trapped regime). Assume that K has been chosen large enough,
independent of M . Then we can find
a(0) = a(b(0), w(0)) ∈ [− b(0)
4|logb(0)| ,
a(0)
4|logb(0)|
such that the corresponding solution to (1.1) satisfies: ∀t ∈ [0, t1),
• Pointwise control of a by b:
0 < b(t) ≤ K
2
b∗(M), |a(t)| ≤ b(t)
2|logb(t)| ; (4.16)
• Energy control of w(t):
E1(t) =
∫
|∇w(t)|2 +
∫ ∣∣∣∣w(t)y
∣∣∣∣2 ≤ K2 δ(b∗), (4.17)
|E2(t)| . K
2
b2(t)|logb(t)|7, (4.18)
and for some universal constant η > 0, independent of M ,
|E4(t)| ≤ (1− η)K b
4(t)
|logb(t)|2 . (4.19)
Remark 4.3. All along the proof of Proposition 4.2, we implicitely assume that
M is some large enough parameter, and then this fixes the smallness of initial data
through the constant b∗ = b∗(M) in (4.8), and the smallness of δ(b∗) constants (4.11)
which will appear all along the file. In particular, for a given generic constant C(M),
we can always assume
C(M)δ(b∗) . δ(b∗)→ 0 as b∗ = b∗(M)→ 0.
The rest of this section is devoted to the derivation of the Lyapunov type func-
tional for w, which in section 5.1 will be shown to lead to the proof of Proposition
4.2.
4.2. Vectorial equation in the Frenet basis. We now consider the decomposi-
tion (4.4), (4.5) and recall from (2.23) the notation
ŵ = w˜0 +w
and the normalization
|ez + ŵ|2 = 1. (4.20)
We introduce the two matrices:
Rz = ez∧, Ĵ = (ez + ŵ) ∧ . (4.21)
We write the equation for w in the Frenet basis using (2.24), (3.66):
∂sw− λs
λ
Λw+ΘsZRw = −ĴHw−w∧
Hw˜0 + Λφ
∣∣∣∣∣∣
Θs
λs
λ
0
+Mod(t)+Ψ˜0. (4.22)
Let
f = −ΘsZRw−w ∧
Hw˜0 + Λφ
∣∣∣∣∣∣
Θs
λs
λ
0
+Mod(t) + Ψ˜0 (4.23)
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which we rewrite in a more explicit form:
f = −ΘsZRw+Mod(t)+Ψ˜0−w∧
∣∣∣∣∣∣∣
(ΘsΛφ+ aHT˜1) + b
2HT˜0,2 + a
2HT˜2,0 − 2(1 + Z)∂yγ˜0(
λs
λ
Λφ+ bHT˜1
)
+ abHT˜1,1 + b
3HT˜0,3
−∆γ˜0 − 2(1 + Z)(∂y + Zy )α˜0
.
(4.24)
For the renormalized vector
W(t, r) = w(s, y),
we equivalently obtain the system in the original variables (t, r):
∂tW = −ĴλHλW + F, F = 1
λ2
fλ
with
Ĵλ = (ez + Ŵ)∧, HλW =
∣∣∣∣∣∣
Hλαλ
Hλβλ
−∆γλ
+
2(1 + Zλ)
λ
∣∣∣∣∣∣
−∂rγλ
0
∂rαλ +
Zλ
r
αλ
.
The rescaled operators are given by:
Aλ = −∂r + Zλ
r
, A∗λ = ∂r +
1 + Zλ
r
, Zλ(r) = Z
( r
λ
)
, (4.25)
Hλ = A
∗
λAλ = −∆+
Vλ
r2
, Vλ(r) = V
( r
λ
)
. (4.26)
4.3. Computation of the modulation equations. In this section we derive the
modulation equations for (λ,Θ, a, b) with the error terms controlled in terms of the
appropriate powers of the parameter b and the energy E4.
Lemma 4.4 (Modulation equations). There holds the following bounds on the mod-
ulation parameters:
|Θs + a|+ |λs
λ
+ b| . O (C(M)b3) , (4.27)
∣∣∣∣bs + b2(1 + 2|logb|
)∣∣∣∣+ |as + 2ab|logb| | . 1√logM
(√
E4 + b
2
|logb|
)
. (4.28)
Remark 4.5. The 1√
logM
smallness gain in (4.28) will be crucial for the rest of the
analysis.
Proof of Lemma 4.4
step 1 Equations for a, b.
Let
U(t) = |bs + b2|+ |λs
λ
+ b|+ |Θs + a|+ |as|. (4.29)
We project (4.22) onto the first two coordinates, commute the resulting system
with H and then take the L2 scalar product of each equation with ΦM . The linear
terms ∂s(Hα,ΦM ) and ∂s(Hβ,ΦM ) vanish thanks to the choice of orthogonality
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conditions (4.6). Next, we observe from (3.65) that on the support of ΦM , i.e., for
y ≤ 2M :
Mod(s, y) = −as
∣∣∣∣∣∣
T1
0
0
− (bs + b2)
∣∣∣∣∣∣
0
T1
0
+
(
λs
λ
+ b
) ∣∣∣∣∣∣
Λφ
0
0
− (Θs + a)
∣∣∣∣∣∣
0
Λφ
0
+ O (C(M)b|U(t)|) .
All nonlinear terms in (4.22) are estimated by brute force in the zone y ≤ 2M using
the bounds of Appendix B, and we obtain the system:
(H2β,ΦM )− as(HT1,ΦM ) + (HΨ˜(1)0 ,ΦM ) (4.30)
= C(M)bO
(√
E4 + b
2
|logb| + |U(t)|
)
,
−(H2α,ΦM )−(bs+b2)(HT1,ΦM )+(HΨ˜(2)0 ,ΦM ) = C(M)bO
(√
E4 + b
2
|logb| + |U(t)|
)
.
We now observe from (4.2):
|(H2α,ΦM )|+ |H2β,ΦM )| .
[‖H2α‖L2 + ‖H2β‖L2]√logM ≤√E4√8logM
from the definition of E4. The flux computation (3.74), (3.75) and the growth (4.3)
now imply∣∣∣∣as + 2ab|logb|
∣∣∣∣+ ∣∣∣∣bs + b2 + 2b2|logb|
∣∣∣∣ . O( b2|logb||√logM +√b|U(t)|
)
(4.31)
for |b| < b∗(M) small enough.
step 2 Control of the parameters λ,Θ.
We project (4.22) onto the first two coordinates and take the L2 scalar product
of each equation with ΦM . The linear terms ∂s(α,ΦM ), ∂s(β,ΦM ), (Hα,ΦM ) and
(Hβ,ΦM ) vanish thanks to the choice of the orthogonality conditions (4.6). The
cancellation (ΦM , T1) = 0 of (4.2) also eliminates the contribution of the leading
order terms involving as, bs + b
2. Treating the nonlinear terms, crudely, by the
estimates of Appendix B, we obtain
(Λφ,ΦM )
(
|λs
λ
+ b|+ |Θs + a|
)
.
∣∣∣(Ψ˜(1)0 ,ΦM )∣∣∣+ ∣∣∣(Ψ˜(2)0 ,ΦM )∣∣∣
+ C(M)bO
(√
E4 + |U(t)|
)
. (4.32)
We now compute from (3.55), (3.56) and (3.30) for i = 1, 2:∣∣∣Ψ˜(i)0 ,ΦM )∣∣∣ . b2 |(Σb,ΦM )|+O(C(M)b3) = cbb2 |(T1,ΦM )|+O(C(M)b3)
= O(C(M)b3).
Injecting this into (4.32) yields together with (4.31) the estimates (4.27), (4.28).
This concludes the proof of Lemma 4.4.
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4.4. Mixed Energy/Morawetz Lyapounov functional. We now turn to the
heart of the proof which is the bootstrap control of the E4 norm
E4 =
∫
|H2w⊥|2.
This will be done through the derivation of a suitable mixed energy/Morawetz
identity.
Proposition 4.6 (Mixed energy/Morawetz estimate). We have the following dif-
ferential inequality
d
dt
{
1
λ6
[
E4(1− δ(b∗)) +O
(
b4
logb2
)]}
(4.33)
≤ b
λ8
[
2
(
1− d0 + C√
logM
)
E4 +O
(
b4
|logb|2
)]
with constants independent of M and
0 < d0 < 1. (4.34)
Proof of Proposition 4.6
step 1 Vectorial formulation and adapted derivatives.
Recall the notations (4.21). We begin by introducing the suitable second deriva-
tive of W:
W2 := ĴλHλW.
The W equation:
∂tW = −W2 + F
yields the equation for W2:
∂tW2 = −ĴλHλW2 + [∂t, ĴλHλ]W + ĴλHλF.
We then decompose
W =W⊥ +W zez, W⊥ = −R2zW, W z =W · ez.
We note the following formulas used extensively below:
ARz = RzA, A
∗Rz = RzA∗, RzHRz = RzA∗ARz.
We now rewrite
[∂t, ĴλHλ]W = ∂tŴ ∧HλW+ Ŵ ∧ [∂t,Hλ]W +Rz[∂t,Hλ]W (4.35)
so that
∂tW2 = −ĴλHλW2 +Rz[∂t,Hλ]W +Q1 + ĴλHλF (4.36)
with
Q1 = ∂tŴ ∧HλW+ Ŵ ∧ [∂t,Hλ]W.
step 2 Energy identity for W2.
We now proceed to the derivation of a (second derivative) energy identity on the
W2 equation. As was mentioned earlier, the quasilinear nature of the system of
equations for W can lead to a potential loss of derivatives in energy estimates. To
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avoid this loss we have already introduced a nonlinear quantity W2 and will now
control the time derivative of a nonlinear second derivative of W2. We compute
1
2
d
dt
{∫
|ĴλHλW2|2
}
= −
∫
ĴλHλW2 ·
[
ĴλHλĴλHλW2
]
+
∫
ĴλHλW2 · (ĴλHλ)2F
+
∫
ĴλHλW2 ·
[
[∂t, ĴλHλ]W2 + ĴλHλ {Rz[∂t,Hλ]W +Q1}
]
= −
∫
ĴλHλW2 ·
[
ĴλHλĴλHλW2
]
+
∫
ĴλHλW2 · (ĴλHλ)2F
+
∫
RzHλW2 ·
[
[∂t, ĴλHλ]W2 + ĴλHλ {Rz[∂t,Hλ]W}
]
+
∫
Ŵ ∧HλW2 ·
[
[∂t, ĴλHλ]W2 + ĴλHλ (Rz[∂t,Hλ]W)
]
+
∫
ĴλHλW2 · ĴλHλQ1
Let us introduce the decomposition of W2:
W2 =W
0
2 +W
1
2, W
0
2 = RzHλW
⊥. (4.37)
We have the following identities:
Rz[∂t,Hλ]W =
∂tVλ
r2
RzW
⊥ − 2λ
2∂tZλ − λλt(1 + Zλ)
λ3
∂rW
zey,
Rz[∂t,Hλ]W
zez = −2λ
2∂tZλ − λλt(1 + Zλ)
λ3
∂rW
zey.
We rewrite
∂tVλ = − 1
λ2
(
λs
λ
+ b
)
(ΛV )λ +
b
λ2
(ΛV )λ
and use the expansion (4.35) to obtain the energy identity:
1
2
d
dt
{∫
|ĴλHλW2|2
}
= −
∫
ĴλHλW2 ·
[
ĴλHλĴλHλW2
]
+
∫
ĴλHλW2 · (ĴλHλ)2F
+
∫
RzHλW
0
2 ·
[
b(ΛV )λ
λ2r2
RzW
0
2 +RzHλ
(
b(ΛV )λ
λ2r2
RzW
⊥
)]
+ Q2 +
∫
ĴλHλW2 · ĴλHλQ1 (4.38)
with
Q2 =
∫
RzHλW
0
2 ·
[
−
(
λs
λ
+ b
)
(ΛV )λ
λ2r2
RzW
0
2 +RzHλ
(
−
(
λs
λ
+ b
)
(ΛV )λ
λ2r2
RzW
⊥
)]
+
∫
RzHλ(W
1
2) ·
[
Rz[∂t,Hλ]W
0
2 +RzHλ
(
Rz[∂t,Hλ]W
⊥
)]
(4.39)
+
∫
RzHλW2 ·
[
Rz[∂t,Hλ](W
1
2) +RzHλ (Rz[∂t,Hλ](W
zez))
]
+
∫
RzHλW2 ·
[
∂tŴ ∧HλW2 + Ŵ ∧ [∂τ ,Hλ]W2 + Ŵ ∧Hλ(Rz[∂t,Hλ]W)
]
+
∫
Ŵ ∧HλW2 ·
[
[∂t, ĴλHλ]W2 + ĴλHλ {Rz[∂t,Hλ]W}
]
.
step 3 Morawetz correction for the remaining quadratic interactions.
The second line of the energy identity (4.38) still contains unsigned quadratic
terms. To remove them we add another identity reminiscent, in spirit, to the
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Morawetz identity for the Schrödinger equation.
Let
W3 = RzAλW
0
2, AλW =
∣∣∣∣∣∣
Aλ(W · ex)
Aλ(W · ey)
0
(4.40)
Note that
RzHλW
0
2 = A
∗
λW3.
We compute from W⊥ = −R2zW:
∂tW
⊥ = −R2z(−W2 + F) = −W02 +R2zW12 + F⊥ (4.41)
∂tW
0
2 = −RzHλW02 +Q3 +RzHλF⊥ (4.42)
with
Q3 = [∂t, RzHλ]W⊥ +RzHλ(R2zW12). (4.43)
We then proceed with the following Morawetz type computation:
d
dt
{∫ [
2
b(ΛZ)λ
λ2r
W
0
2 + Aλ
(
b(ΛVλ)
λ2r2
RzW
⊥
)]
·W3
}
=
∫ [
2
b(ΛZ)λ
λ2r
∂tW
0
2 + Aλ
(
b(ΛVλ)
λ2r2
Rz∂tW
⊥
)]
·W3
+
∫ [
2
b(ΛZ)λ
λ2r
W
0
2 +Aλ
(
b(ΛVλ)
λ2r2
RzW
⊥
)]
· RzAλ∂tW02
+ Q4
with
Q4 =
∫ [
2
d
dt
(
b(ΛZ)λ
λ2r
)
W
0
2 +
∂tZλb(ΛV )λ
λ2r3
RzW
⊥ + Aλ
(
d
dt
(
b(ΛV )λ
λ2r2
)
W
⊥
)]
·W3
+
∫ [
2
∂tZλ
r
W
0
2 + Aλ
(
∂tVλ
r2
RzW
⊥
)]
· Rz ∂tZλ
r
W
0
2. (4.44)
We now inject (4.42) and compute the leading order quadratic terms:∫ [
2
b(ΛZ)λ
λ2r
(−RzHλW02) + Aλ
(
b(ΛVλ)
λ2r2
(−RzW 02 )
)]
·W3
= −2
∫
b(ΛZ)λ
λ2r
A∗λW3 ·W3 −
∫
b(ΛVλ)
λ2r2
RzW
⊥
2 · RzHλW02,
and ∫ [
2
b(ΛZ)λ
λ2r
W
0
2 + Aλ
(
b(ΛVλ)
λ2r2
RzW
⊥
)]
·RzAλ(−RzHλW02)
=
∫ [
−2A∗λ
(
b(ΛZ)λ
λ2r
W
0
2
)
−Hλ
(
b(ΛVλ)
λ2r2
RzW
⊥
)]
·R2zHλW02
=
∫ [
2
b(ΛZ)λ
λ2r
AλW
0
2 − 2
b(ΛVλ)
λ2r2
W
0
2 −Hλ
(
b(ΛVλ)
λ2r2
RzW
⊥
)]
·R2zHλW02
= −2
∫
b(ΛZ)λ
λ2r
A∗λW3 ·W3 − 2
∫
b(ΛVλ)
λ2r2
W
0
2 · R2zHλW02
−
∫
Hλ
(
b(ΛVλ)
λ2r2
RzW
⊥
)
·R2zHλW02.
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Here we used the algebra associated with the function Z:
∂y(∂yZ) +
1
y2
ΛZ(1 + 2Z) =
1
y2
(
Λ2Z − ΛZ + ΛZ(1 + 2Z))
=
1
y2
[
Λ2Z + 2ZΛZ
]
=
ΛV
y2
,
which implies that for any function f :
A∗λ
(
ΛZ
y
f
)
= −Aλ
(
ΛZ
y
f
)
+
1 + 2Z
y
ΛZ
y
f
= −ΛZ
y
Af +
f
y2
[
∂y
(
ΛZ
y
)
+
1 + 2Z
y
ΛZ
y
]
= −ΛZ
y
Af +
ΛV
y2
f.
Similarily, the algebra
ΛZ = Z2 − 1 ≤ 0, −1
2
Λ2Z + ZΛZ = 0,
implies, after an integration by parts:
∫
b(ΛZ)λ
λ2r
A
∗
λW3 ·W3 =
b
λ8
∫ |w3|2
y2
[
−y
2
∂y(ΛZ) + (1 + Z)ΛZ
]
=
∫
b(ΛZ)λ
λ2r2
|W3|2 < 0. (4.45)
We therefore obtain the Morawetz type formula:
d
dt
{∫ [
2
b(ΛZ)λ
λ2r
W
0
2 + Aλ
(
b(ΛVλ)
λ2r2
RzW
⊥
)]
·W3
}
= −4
∫
b(ΛZ)λ
λ2r
|W3|2 +
∫ [
b(ΛVλ)
λ2r2
RzW
0
2 +RzHλ
(
b(ΛVλ)
λ2r2
RzW
⊥
)]
· RzHλW02
+ Q4
+
∫ [
2
b(ΛZ)λ
λ2r
(Q3 +RzHλF⊥) + Aλ
(
b(ΛVλ)
λ2r2
Rz[R
2
zW
1
2 + F
⊥]
)]
·W3
+
∫ [
2
b(ΛZ)λ
λ2r
W
0
2 + Aλ
(
b(ΛVλ)
λ2r2
RzW
⊥
)]
·RzAλ
(
Q3 +RzHλF⊥
)
= −4
∫ |W3|2
r2
b(ΛZ)λ
λ2r
+
∫ [
b(ΛVλ)
λ2r2
RzW
0
2 +RzHλ
(
b(ΛVλ)
λ2r2
RzW
⊥
)]
·RzHλW02
+ Q4 +Q5
+
∫
RzHλF
⊥ ·
[
2
b(ΛZ)λ
λ2r
W3 − 2RzA∗λ
(
b(ΛZ)λ
λ2r
W
0
2
)
−Hλ
(
b(ΛVλ)
λ2r2
W
⊥
)]
+
∫
b(ΛVλ)
λ2r2
RzF
⊥ · A∗λW3
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with
Q5 =
∫ [
2
b(ΛZ)λ
λ2r
Q3 − Aλ
(
b(ΛVλ)
λ2r2
RzW
1
2
)]
·W3 (4.46)
+
∫ [
2
b(ΛZ)λ
λ2r
W
0
2 + Aλ
(
b(ΛVλ)
λ2r2
RzW
⊥
)]
· AλRzQ3
=
∫
W3 ·
[(
2
b(ΛZ)λ
λ2r
)(
[∂t, RzHλ]W
⊥ +RzHλ(R2zW
1
2)
)
− Aλ
(
b(ΛVλ)
λ2r2
RzW
1
2
)]
+
∫
Rz
[
∂t, RzHλ]W
⊥ +RzHλ(R2zW
1
2)
]
· A∗λ
[
2
b(ΛZ)λ
λ2r
W
0
2 + Aλ
(
b(ΛVλ)
λ2r2
RzW
⊥
)]
step 4 Mixed energy/Morawetz Lyapunov functional.
We combine the energy identity and the Morawetz identity and obtain
1
2
d
dt
{∫
|ĴλHλW2|2 − 2
∫ [
b(ΛZ)λ
λ2r
W
0
2 +Aλ
(
b(ΛVλ)
λ2r2
RzW
⊥
)]
·W3
}
= −
∫
ĴλHλW2 ·
[
ĴλHλĴλHλW2
]
+ 4
∫
b(ΛZ)λ
λ2r
|W3|2 (4.47)
+ Q2 +
∫
ĴλHλW2 · ĴλHλQ1 +Q4 +Q5
+
∫
ĴλHλW2 · (ĴλHλ)2F+
∫
b(ΛVλ)
λ2r2
RzF
⊥ · A∗λW3
+
∫
RzHλF
⊥ ·
[
2
b(ΛZ)λ
λ2r
W3 − 2RzA∗λ
(
b(ΛZ)λ
λ2r
W
0
2
)
−Hλ
(
b(ΛVλ)
λ2r2
RzW
⊥
)]
.
By (4.45), the leading order quadratic term has the right sign from (4.45). After
dealing with the quasilinear term∫
ĴλHλW2 ·
[
ĴλHλĴλHλW2
]
,
we will aim at estimating all the remaining terms in the RHS of (4.47). In the
process we will make an intensive implicit use of the interpolation estimates of Ap-
pendix B.
step 5 Quasilinear term.
The mixed energy/Morawetz identity (4.47) is compatible with the quasilinear
structure of the problem thanks to the following:
Lemma 4.7 (Gain of two derivatives). There exists a universal constant
0 < d1 < 1 (4.48)
such that for any vector Γ with radial coordinates in the Frenet basis, there holds:
−
∫
ĴHΓ · ĴH(ĴHΓ) ≤ b
[
(1− d1)‖ĴHΓ‖2L2 + δ(b∗)‖HΓ‖2L2
]
(4.49)
Lemma 4.7 is crucial. Its proof is mostly algebraic and is detailed in Appendix C.
We now apply Lemma 4.7 with Γ = w2. Observe from (6.75), (6.82) that
‖ĴHw2‖2L2 = E4 + δ(b∗)
(
E4 + b
4
|logb|2
)
(4.50)
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and we thus, after rescaling, get the bound:
−
∫
ĴλHλW2 ·
[
ĴλHλĴλHλW2
]
≤ b
λ8
[
(1− d0)E4 + δ(b∗) b
4
|logb|2
]
(4.51)
for some universal constant 0 < d0 < 1.
step 6 Control of the Lyapunov functional.
We estimate the Lyapunov functional{∫
|ĴλHλW2|2 − 2
∫ [
b(ΛZ)λ
λ2r
W
0
2 + Aλ
(
b(ΛVλ)
λ2r2
RzW
⊥
)]
·W3
}
appearing on the left hand side in (4.47). From (4.50):∫
|ĴλHλW2|2 = 1
λ6
[
E4 + δ(b∗)
(
E4 + b
4
|logb|2
)]
.
Next, ∣∣∣∣∫ [b(ΛZ)λλ2r W02 + Aλ
(
b(ΛVλ)
λ2r2
RzW
⊥
)]
·W3
∣∣∣∣
.
b
λ6
(∫
|A∗w3|2 + |w3|
2
y2(1 + |logy|2)
) 1
2
(∫
1 + |logy|2
1 + y4
|w02|2 +
∫ |w⊥|2
1 + y8
) 1
2
.
b
λ6
|logb|C
(
E4 + b
4
|logb|2
)
.
δ(b∗)
λ6
(
E4 + b
4
|logb|2
)
,
where we used the logarithmic lossy bounds (6.46).
step 7 Treatment of lower order Q terms.
To treat these terms, we will systematically use the bound:
|ΛZ|+ |ΛV | . y
2
1 + y4
.
We first estimate from the W equation:
‖∂tW‖2L∞ . ‖W2‖2L∞ + ‖F‖2L∞ . ‖W2‖2L∞ +
1
λ4
‖f‖2L∞ .
We estimate from the estimates of Appendix B:
‖W2‖2L∞ .
1
λ4
b3|logb|C ,
and from (4.24):
‖f‖2L∞ . ‖w‖2L∞
(
|Θs|2 + b
2
|logb|2
)
+
b2
|logb|2 .
b2
|logb|2 .
Therefore,
‖∂tW‖2L∞ .
b2
λ4|logb|2 . (4.52)
We now estimate one by one all terms appearing in (4.39) with the help of the
bounds in Appendix B and (4.52):
λ8|Q2| .
∣∣∣∣λsλ + b
∣∣∣∣ b4|logb|C + bδ(b∗)(E4 + b4|logb|2
)
. bδ(b∗)
(
E4 + b
4
|logb|2
)
.
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Similarily, from (4.44) and |bs| . b2:
λ8|Q4| . (|bs|+ b2)b4|logb|C + bδ(b∗)
(
E4 + b
4
|logb|2
)
. bδ(b∗)
(
E4 + b
4
|logb|2
)
,
and from (4.46):
λ8|Q5| . bδ(b∗)
(
E4 + b
4
|logb|2
)
.
step 8 F terms.
We rewrite the last line of (4.47) as follows:∫
RzHλF
⊥ ·
[
2
b(ΛZ)λ
λ2r
W3 − 2RzA∗λ
(
b(ΛZ)λ
λ2r
W
0
2
)
−Hλ
(
b(ΛVλ)
λ2r2
RzW
⊥
)]
=
∫
RzHλF
⊥ · 2b(ΛZ)λ
λ2r
W3 − 2
∫
AλRzHλF
⊥ ·Rz b(ΛZ)λ
λ2r
W
0
2
−
∫
AλRzHλF
⊥ · Aλ
(
b(ΛVλ)
λ2r2
RzW
⊥
)
.
The F contribution to (4.47) is estimated by Cauchy-Schwarz :∣∣∣∣∫ ĴλHλW2 · (ĴλHλ)2F+ ∫ b(ΛVλ)λ2r2 RzF⊥ · A∗λW3
+
∫
RzHλF
⊥ ·
[
2
b(ΛZ)λ
λ2r
W3 − 2RzA∗λ
(
b(ΛZ)λ
λ2r
W
0
2
)
−Hλ
(
b(ΛVλ)
λ2r2
RzW
⊥
)]∣∣∣∣
.
b
λ8
√
E4
[
1
b2
∫
|(ĴH)2f |2 +
∫ |f⊥|2
1 + y8
+
∫
1 + |logy|2
1 + y4
|RzHf⊥|2
] 1
2
+
b
λ8
√
E4C(M)
[∫
1 + |logy|2
1 + y2
|ARzHf⊥|2
] 1
2
,
where the terms involving W3 do not require a C(M) constant thanks to the coer-
civity of the operator A∗, combined with the two dimensional Hardy inequality:
E4 = ‖A∗w3‖2L2 &
∫
|∂yw3|2 +
∫ |w3|2
1 + y4
&
∫
|∂yw3|2 +
∫ |w3|2
y2(1 + |logy|2) .
The same applies to the term containing ĴλHλW2, thanks to the estimate (6.83) of
Appendix B.
We now claim:∫ |f⊥|2
1 + y8
+
∫
1 + |logy|2
1 + y4
|RzHf⊥|2 . b
4
|logb|2 +
E4√|logM | , (4.53)
and the improved bound:
1
b2
∫
|(ĴH)2f |2 + 1
δ(b∗)
∫
1 + |logy|2
1 + y2
|ARzHf⊥|2 . b
4
|logb|2 +
E4
logM
, (4.54)
which together with the above chain of estimates concludes the proof of (4.33). It
thus remains to prove (4.53), (4.54).
We recall the expression (4.24) for f :
f = −ΘsZRw+Mod(t)+Ψ˜0−w∧
∣∣∣∣∣∣∣
(ΘsΛφ+ aHT˜1) + b
2HT˜0,2 + a
2HT˜2,0 − 2(1 + Z)∂yγ˜0(
λs
λ
Λφ+ bHT˜1
)
+ abHT˜1,1 + b
3HT˜0,3
−∆γ˜0 − 2(1 + Z)(∂y + Zy )α˜0
.
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step 9 Ψ˜0 contribution.
We claim the fundamental estimate:∫
|(ĴH)2Ψ˜0|2 . b
6
|logb|2 . (4.55)
The remaining estimates involving Ψ˜0 in (4.53), (4.54) follow directly from the
estimates of Proposition 3.4 and are left to the reader. In particular, we note that
the second part of (4.54) follows immediately from (3.72).
Proof of (4.55): We decompose ĴHΨ˜0 = C1 + C2 with
C1 = ez ∧HΨ˜0 =
∣∣∣∣∣∣∣
−HΨ˜(2)0
HΨ˜
(1)
0 − 2(1 + Z)∂yΨ˜(3)0
0
,
C2 = ŵ∧HΨ˜0 =
∣∣∣∣∣∣∣
βˆ(−∆Ψ˜(3)0 + 2(1 + Z)(∂y + Zy )Ψ˜
(1)
0 )− γˆHΨ˜(2)0
γˆ(HΨ˜
(1)
0 − 2(1 + Z)∂yΨ˜(3)0 )− αˆ(−∆Ψ˜(3)0 + 2(1 + Z)(∂y + Zy )Ψ˜
(1)
0 )
αˆHΨ˜
(2)
0 − βˆ(HΨ˜(1)0 − 2(1 + Z)∂yΨ˜(3)0 )
Therefore,∫
|RzHC1|2 .
∫
|H2Ψ˜(1)0 |2 + |H2Ψ˜(1)0 |2 +
∫ ∣∣∣H ((1 + Z)∂yΨ˜(3)0 )∣∣∣2
.
b6
|logb|2 ,
From Proposition 3.4, (6.56) and (6.66):∫
|ŵ ∧HC1|2 . ‖ŵ‖2L∞
b6
|logb|2 +
∫
|ŵ|2
∣∣∣∣(1 + Z)(∂y + Zy
)
HΨ˜
(2)
0
∣∣∣∣2
.
b6
|logb|2 +
∥∥∥∥ ŵ1 + y2
∥∥∥∥2
L∞
∫ ∣∣∣∣(∂y + Zy
)
HΨ˜
(2)
0
∣∣∣∣2
.
b6
|logb|2 .
The C2 bound ∫
|(ez + ŵ) ∧HC2|2 . b
6
|logb|2
can be obtained in a similar fashion. Indeed, we estimate∫
|(ez+ŵ)∧HC2|2 . (1+‖ŵ‖L∞)
(∫
y≤1
HC2|2 +
∫
y≥1
HC2|2
)
.
∫
y≤1
HC2|2+
∫
y≥1
HC2|2.
We concentrate on the region y ≥ 1 as estimates for y ≤ 1 are easier. According
to Proposition 3.4, the terms Ψ˜
(3)
0 and H
2Ψ˜
(i)
0 with i = 1, 2 exhibit better behavior
with respect to b. Thus we consider a generic contribution to HC2:
∆
(
αˆHΨ˜
(2)
0
)
= ∆αˆHΨ˜
(2)
0 + αˆ∆HΨ˜
(2)
0 + 2∂yαˆ∂yHΨ˜
(2)
0
= ∆αˆHΨ˜
(2)
0 + αˆH
2Ψ˜
(2)
0 − 2∂yαˆAHΨ˜(2)0 +HΨ˜(2)0 O(
|αˆ|
y2
+
|∂yαˆ|
y
)
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Using (3.73), (3.70), (6.49), (6.56) we obtain∫
y≥1
|∆αˆHΨ˜(2)0 |2 +
∫
y≥1
|αˆH2Ψ˜(2)0 |2 +
∫
y≥1
( |αˆ|2
y4
+
|∂yαˆ|2
y2
)
|HΨ˜(2)0 |2
. ‖∆αˆ‖2L∞(y≥1)
∫
y≥1
|HΨ˜(2)0 |2 + ‖αˆ‖2L∞(y≥1)
∫
y≥1
|H2Ψ˜(2)0 |2
+
(
‖ αˆ
y2
‖L∞(y≥1) + ‖
∂yαˆ
y
‖L∞(y≥1)
)∫
y≥1
|HΨ˜(2)0 |2
. b3|logb|5b4 + δ(b∗) b
6
|logb|2 + b
3|logb|5b4 . δ(b∗) b
6
|logb|2 .
It remains to estimate∫
|∂yαˆ AHΨ˜(2)0 |2 . ‖∂yαˆ‖2L∞
∫
|AHΨ˜(2)0 |2 . b2|logb|8b5 ≤ δ(b∗)
b6
|logb|2 ,
where we used (3.72) and (6.55).
step 10 Mod(t) contribution.
We recall the definitions of U(t) and Mod(t) given in (4.29) be given by (3.65)
respectively:
Mod(t) = = −as
∣∣∣∣∣∣
T˜1
0
0
− (bs + b2)
∣∣∣∣∣∣
2bT˜0,2
T˜1
2bS˜0,2
+
(
λs
λ
+ b
) ∣∣∣∣∣∣
Λφ+ Λα˜0 + γ˜0Λφ
Λβ˜0
Λγ˜0 − α˜0Λφ
− (Θs + a)
∣∣∣∣∣∣
−β˜0Z
Λφ+ α˜0Z + γ˜0Λφ
−β˜0Λφ
We first estimate from (4.27) and (4.28):∫ |Mod(t)⊥|2
1 + y8
+
∫
1 + |logy|2
1 + y4
|RzHMod(t)⊥|2 . U2(t) . b
4
|logb|2 +
E4
|logM | .
Using the cancellation
AHT1 = AΛφ = 0
we also have the improved bound:∫
1 + |logy|2
1 + y2
|ARzHMod⊥|2 . bU2(t) . δ(b∗)
(
b4
|logb|2 + δ(b
∗)E4
)
.
The estimate for
1
b2
∫
|(ĴH)2Mod|2
is more involved. We first observe:
Mod = −Mod1 +Mod2, Mod2 = O
[(
b2
|logb| +
√
E4
)
b(1 + y)|logy|1y≤2B1
]
with
Mod1 = as
∣∣∣∣∣∣
T˜1
0
0
+ (bs + b
2)
∣∣∣∣∣∣
2bT˜0,2
T˜1
0
−
(
λs
λ
+ b
) ∣∣∣∣∣∣
Λφ
0
0
+ (Θs + a)
∣∣∣∣∣∣
0
Λφ
0
.
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The bound for Mod2 follows from (3.65) and easily leads to the desired estimate.
We focus on Mod1. We compute:
ĴHMod1 =
∣∣∣∣∣∣
−(bs + b2)HT˜1
−asHT˜1 − 2b(bs + b2)HT˜0,2
0
+ ŵ ∧O
[
U(t)
|logy|
1 + y
1y≤2B1
]
. (4.56)
We now reapply the operator ĴH. The second term in estimated by brute force
using the estimates of Appendix B. For instance, using (6.47),
|U(t)|2
∫
|w⊥|2|H logy
1 + y
|2 . b
4
|logb|2
∫ |w⊥|2|logy|2
1 + y6
≤ b
4
|logb|2 b
3|logb|C ≤ b
6
|logb|2
For the first term:
ĴH
∣∣∣∣∣∣
−(bs + b2)HT˜1
−asHT˜1 − 2b(bs + b2)HT˜0,2
0
= (ez + ŵ) ∧
∣∣∣∣∣∣
−(bs + b2)H2T˜1
−asH2T˜1 − 2b(bs + b2)H2T˜0,2
−2(bs + b2)(1 + Z)(∂y + Zy )HT˜1
= U(t)O
[ |logy|
y3
1B1≤y≤2B1 + b
(
1y≤6B0
(1 + y)|logb| +
1
1 + y2
)
+
|ŵ|
1 + y4
]
.
As a result we obtain the bound∫
|(ĴH)2Mod|2 . b2|U(t)|2 . b2
(
b4
|logb|2 +
E4
logM
)
.
step 11 Contribution of the phase term.
Let
f1 = −ΘsZRzw,
then using the bootstrap assumptions on a and the modulation bounds of Lemma
4.4,∫ |f⊥1 |2
1 + y8
+
∫
1 + |logy|2
1 + y4
|RzHf⊥1 |2 +
∫
1 + |logy|2
1 + y2
|ARzHf⊥1 |2 +
∫
|(ĴH)2f1|2
. |Θs|2C(M)E4 . C(M) b
2
|logb|2 E4.
Here, near the origin we used the decomposition (ĴH)2(ZRzw) = (ĴH)
2(Rzw) +
(ĴH)2((Z − 1)Rzw). The bound |Z − 1| . y2 eliminates a possible singularity at
the origin, which may arise for instance from the term
H2 ((Z − 1)α) = H
(
(Z − 1)Hα− ∂2y(Z − 1)α −
∂y(Z − 1)
y
α− 2∂y(Z − 1)∂yα
)
= (Z − 1)H2α− ∂2y(Z − 1)Hα−
∂y(Z − 1)
y
Hα
− 2∂y(Z − 1)∂yHα− ∂2y(Z − 1)Hα+ ∂4y(Z − 1)Hα+ 2∂3y (Z − 1)∂yα
+
∂3y(Z − 1)
y
α− ∂y(Z − 1)
y
Hα+ ∂2y
∂y(Z − 1)
y
α+ 2∂y
∂y(Z − 1)
y
∂yα
+
1
y
∂y
∂y(Z − 1)
y
α− 2∂y(Z − 1)H∂yα+ 2∂3y(Z − 1)∂yα
+ 2
∂2y(Z − 1)
y
∂yα+ 4∂
2
y(Z − 1)∂2yα.
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The only terms singular at the origin appears in the commutator
−2∂y(Z − 1)H∂yα
= −2∂y(Z − 1)∂yHα+ 2∂y(Z − 1)
y2
∂yα− 4∂y(Z − 1)
y3
V α+ 2
∂y(Z − 1)
y2
∂yV α
= 2∂y(Z − 1)∂yHα+ 2∂y(Z − 1)
y2
∂yV α− 4∂y(Z − 1)
y3
(V − 1)α
+ 2
∂y(Z − 1)
y2
∂yα− 4∂y(Z − 1)
y3
α,
where due to the vanishing |V − 1| . y2 and |∂yV | . y we only need to take into
account the last two terms, and the term
2
∂2y(Z − 1)
y
∂yα.
When combined, they generate
2
∂y(Z − 1)
y2
∂yα− 4∂y(Z − 1)
y3
α+ 2
∂2y(Z − 1)
y
∂yα = 4
∂y(Z − 1)
y2
Aα+O(|∂yα|)
The estimate ∫
y≤1
|Aα|2
y2
. C(M)E4
follows from (6.51). The estimates for y ≥ 1 can be obtained in a similar fashion to
the terms already treated above. We omit the details.
step 12 Contribution of the remaining term.
In view of (4.24), it remains to estimate the contribution of the term:
f2 = w ∧
∣∣∣∣∣∣∣
(ΘsΛφ+ aHT˜1) + b
2HT˜0,2 + a
2HT˜2,0 − 2(1 + Z)∂yγ˜0(
λs
λ
Λφ+ bHT˜1
)
+ abHT˜1,1 + b
3HT˜0,3
−∆γ˜0 − 2(1 + Z)(∂y + Zy )α˜0
. (4.57)
The singularity at the origin is treated using the vanishing of w at the origin and
the estimates of Appendix B. We focus on the estimates for y ≥ 1 for which we
rewrite using the equation HT1 = Λφ:
f2 = w∧ O
(
|U(t)|1
y
1y≤2B1 +
b
y
1y≥B1 + b
|logy|1B1≤y≤2B1
y
+ b2y1y≤2B1
+
b
|logb|
|logy|
1 + y2
1y≤2B1
)
(4.58)
from which∫ |f⊥2 |2
1 + y8
+
∫
1 + |logy|2
1 + y4
|RzHf⊥2 |2 +
∫
1 + |logy|2
1 + y2
|ARzHf⊥2 |2 +
∫
|(ĴH)2f2|2
.
C(M)b2
|logb|2
(
b4
|logb|2 + E4
)
. b2
(
b4
|logb|2 + δ(b
∗)E4
)
.
This concludes the proof of (4.53), (4.54).
This concludes the proof of Proposition 4.6.
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5. Closing the Bootstrap
We are now in position to close the bootstrap and complete the proof of Propo-
sition 4.2.
5.1. Energy estimates. In this section, we close the three Sobolev bounds of
Proposition 4.2.
step 1 Energy bound.
The Dirichlet energy
∫
R2
|∇v|2 for a map
v = αˆer + βˆeτ + (1 + γˆ)Q
is given by the expression
E(v) = (Hαˆ, αˆ) + (Hβˆ, βˆ) + (−∆γˆ, γˆ) + 2
∫
(1 + Z)
(
γˆ∂rαˆ− αˆ∂rγˆ + Z
r
αˆγˆ
)
+
∫
(1 + Z)2, (5.1)
where
E(Q) =
∫
(1 + Z)2.
We now linearize this expression by letting
αˆ = α˜0 + α, βˆ = β˜0 + β, γˆ = γ˜0 + γ.
We have by construction of the profile:
‖∂yw˜0‖2L2 + ‖
w˜0
y
‖2L2 + |E(α˜0er + β˜0eτ + (1 + γ˜0)Q)− E(Q)| .
√
b (5.2)
and thus from the initial smallness assumption (4.9):
|E(ŵ(0)) − E(Q)| . δ(b∗).
Moreover, the choice of orthogonality conditions (4.6) ensures the coercivity esti-
mate:
(Hα,α) + (Hβ, β) ≥ C(M)
[
‖∂yw⊥‖2L2 + ‖
w
⊥
y
‖2L2
]
(5.3)
see Appendix A. Returning to (5.1), the relation
2γˆ = −γˆ2 − αˆ2 − βˆ2,
implies that γˆ is a quadratic quantity which, together with the bootstrap bounds,
allows us to estimate the cross terms. Injecting (5.2), (5.3) into (5.1) now yields
(4.17).
step 2 Closing the E4 bound.
We integrate the differential inequality (4.33) and use the bootstrap bound (4.15).
This yields: ∀t ∈ [0, t1),
E4(t) ≤
(
λ(t)
λ(0)
)6
E4(0) + (2(1 − d1)K + C)λ6(t)
∫ t
0
b
λ8
b4
|logb|2dσ (5.4)
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for some universal constants 0 < d1 < 1, C > 0 independent of M . Let C1, C2 be
two large enough universal constants and define
α1 = 2− C1√
logM
, α2 = 2 +
C2√
logM
(5.5)
Observe that
b(t) > 0
from (4.12) and (4.14) since b(t0) = 0 would imply that u(t0) is a rescaling of Q
which, by uniqueness, contradicts the initial data assumption. We observe from the
modulation equations (4.27), (4.28) and the bootstrap assumption (4.15) that:
d
ds
{ |logb|αib
λ
}
=
|logb|αi
λ
[(
1− αi|logb|
)
bs + b
2 − b
(
λs
λ
+ b
)]
=
(
1− αi|logb|
) |logb|αi
λ
[
bs + b
2
(
1 +
αi
|logb| +O
(
1
|logb|2
))]
{ ≤ 0 for i = 1
≥ 0 for i = 2.
Note that the last inequality requires the choice of C1, C2 ≫
√
K. Integrating this
from 0 to t yields:
b(0)
λ(0)
( |logb(0||
|logb(t)|
)α2
≤ b(t)
λ(t)
≤ b(0)
λ(0)
( |logb(0||
|logb(t)|
)α1
. (5.6)
This yields in particular using the initial bound (4.10):(
λ(t)
λ(0)
)6
E4(0) ≤ (b(t)|logb(t)|α2)6 E0
(b(0)|logb(0)|α2)6 ≤
b4(t)
|logb(t)|2 . (5.7)
We now compute explicitely using b = −λλt +O
(
b2
|logb|
)
:∫ t
0
b
λ8
b4
|logb|2 dτ =
1
6
[
b4
λ6|logb|2
]t
0
− 1
6
∫ t
0
btb
3
λ6|logb|2
(
4 +
2
|logb|
)
dτ
+ O
(∫ t
0
b
λ8
b6
|logb|2 dτ
)
.
Using the monotonicity bound λ2bt = bs ≤ −b2 from (4.28) we obtain:
λ6(t)
∫ t
0
b
λ8
b4
|logb|2 dσ ≤
1
2
[
1 +O
(
1
|logb0|
)]
b4(t)
|logb(t)|2 .
Combiningthis together with (5.7) and inserting into (5.4) yields
E4(t) ≤ ((1− d2)K + C) b
4(t)
|logb(t)|2
for some universal constants 0 < d2 < 1 and C > 0 independent of M. The desired
bound (4.19) follows for K large enough independent of M .
step 3 Closing the E2 bound.
Observe that interpolating between the E1 and the E4 bounds does not give enough
decay in b and we need a dynamical argument. Let us come back to the original
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map u and compute from (1.1), (2.16):
1
2
d
dt
{∫
|u ∧∆u|2
}
=
∫
u ∧∆u · [(u ∧∆u) ∧∆u+ u ∧∆(u ∧∆u)] (5.8)
=
∫
u ∧∆u · [u ∧∆(u ∧∆u)]
=
1
λ4
∫
v ∧∆v · [v ∧∆(v ∧∆v)]
We now recall that for any vector a with radial coordinates in the Frenet basis
a = αer + βeτ + γQ, Γ =
∣∣∣∣∣∣
α
β
γ
,
there holds
a · [u ∧∆a] = a · [u ∧ (∆a+ |∇Q|2a)] = −Γ · [(ez + ŵ) ∧HΓ] = −Γ · ĴHΓ. (5.9)
We use the decomposition
v = ez + ŵ
in terms of coordinates in the Frenet basis, and apply (5.9) with
a = v ∧∆v = v ∧ (∆v + |∇Q|2v) so that Γ = −ĴHŵ
to conclude from (5.8):
1
2
d
dt
{
1
λ2
∫
|ĴHŵ|2
}
= − 1
λ4
∫
ĴHŵ · ĴH(ĴHŵ).
We now split ŵ = w + w˜0 and obtain equivalently:
1
2
d
dt
{
1
λ2
∫
|ĴHŵ|2
}
= − 1
λ4
[∫
w2 · ĴHw2 +
∫
ĴHw˜0 · ĴH(ĴHw˜0)
+
∫
w2 · ĴH(ĴHw˜0) +
∫
ĴHw˜0 · ĴHw2
]
.
We then estimate from Cauchy Schwarz, Lemma 4.7, (6.71), (6.82), (6.85):
1
2
d
dt
{
1
λ2
∫
|ĴHŵ|2
}
.
1
λ4
[
‖w2‖L2‖ĴHw2‖L2 + b‖Hw˜0‖2L2 + ‖HĴw2‖L2‖Hw˜0‖L2 + ‖ĴHw2‖L2‖Hw˜0‖L2
]
.
1
λ4
[√
E2 b
2
|logb|2 + b
3|logb|2 +
(
b4
|logb|2 b
2|logb|2
) 1
2
]
.
1
λ4
[√
E2 b
2
|logb|2 + b
3|logb|2
]
.
b3|logb|2
λ4
where we used the boostrap bound (4.14) in the last step. We integrate this in time
using (6.77) and the initial bound (4.14) to derive:
E2(t) . b2(t)|logb(t)|2 + λ2(t)b100 + λ2(t)
∫ t
0
b3
λ4
dτ.
We then estimate using (5.6) and b2 . −bs:∫ t
0
b3
λ4
.
b2(0)|log b(0)|2α1
λ2(0)
∫ t
0
− bt
b|log b|2α1 .
b2(0)|log b(0)|
λ2(0)
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where we used α1 − 1 > 0 for M large enough from (5.5). Hence from (5.6):
E2(t) . b2(t)|logb(t)|2 + λ2(t)b100 + λ2(t)
b2(0)|log b(0)|
λ2(0)
(5.10)
. b2(t)|logb(t)|2 + b2(0)|logb(0)| b
2(t)
b2(0)|logb(0)|2α2 |logb(t)|
2α2
. b2|logb(t)|5
and (4.18) is proved.
5.2. Modulation parameters a, b. In this section we prove (4.16). The bound
b(t) ≤ K2 b∗(M) follows immediately from the monotonicity bs ≤ 0. The estimate
|a(t)| ≤ b(t)
2|logb(t)|
will be shown to hold for a special choice of the data a(0), which depends on the
data w(0) and b(0). This restriction is consistent with the statement of our main
result.
Indeed, let us show that for a given parameter b(0) and the data w(0) satisfying
the assumptions (4.8), (4.9), (4.10) we can find a value of the parameter a(0) with
the property that |a(0)| ≤ b(0)4|logb(0)| and such that the bound (4.16)
∀t ∈ [0, t1), |a(t)| ≤ b(t)
2|logb(t)|
holds along the dynamics generated by the data (a(0), b(0), w(0)). Define
κ(s) = a(s)
|logb(s)|
2b(s)
.
Considering the data a(0) in the interval I = [− b(0)4|logb(0)| ,
b(0)
4|logb(0)| )] ensures that
κ(0) ∈ [−12 , 12 ] and provides the existence of s∗ = s∗(a(0)) ∈ (0,+∞] such that|κ(s)| < 1 for all 0 ≤ s < s∗ and |κ(s∗) = 1, if s∗ < +∞. Note that if s∗(a0) = +∞
then the corresponding value of a(0) produces the desired conclusion.
Given the bound |κ(s)| < 1 all the conclusions of Theorem 4.2 as well as Lemma
4.4 hold on the interval [0, t∗(s∗)). We then compute with the help of the modulation
equations of Lemma 4.4:
d
ds
κ(s) = as
|logb|
2b
− a bs
2b2
− a |logb|
2b2
bs = −a+ a
2
(1 + |logb|) + a+O
( |a|+ |b|√
logM
)
= bκ(1 + o(1)) +O
(
b√
logM
)
. (5.11)
This equation and positivity of b(s) implies that κ(s) is monotonically decreasing
if κ(0) ≤ − C√
logM
and monotonically increasing if κ(0) ≥ C√
logM
for some universal
constant C. We now define two subintervals I+ and I− of I = [−12 , 12 ] with the
property that for κ(0) ∈ I± there exists a finite value s∗ such that |κ(s)| < 1 for all
0 ≤ s < s∗ and κ(s∗) = ±1.
If I+ is empty3 then any κ(0) ≥ C√logM yields the claim, similarily for I−. We
therefore assume that both I± are non empty. Then the nondegeneracy (5.11)
ensures that ± d
ds
κ(s∗) > 0 for in I±, and thus I± are open non empty disjoint
subsets [−12 , 12 ]. As a consequence, there exists at least one value of κ(0) ∈ [−12 , 12 ]
3Note that we can easily show in fact that ± 1
2
∈ I±
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such that κ(0) 6∈ (I+ ∪ I−). For this value of κ(0) we have |κ(s)| < 1 for all
0 ≤ s <∞, as desired.
6. Sharp description of the singularity formation
We are now in position to conclude the proof of Theorem 1.1.
6.1. Finite time blow up. Let T ≤ +∞ be the life span of u, then the estimates
of Proposition 4.2 hold on [0, T ). From (5.6),
− d
dt
√
λ = − 1
2λ
√
λ
λs
λ
&
b
λ
√
λ
& C(u0) > 0
and thus λ(t) becomes equal to zero in finite time which implies
T < +∞.
Observe then from (5.6) that this implies
λ(T ) = b(T ) = 0. (6.1)
Integrating the modulation equation (4.28) from s =∞ we obtain
b(s) =
1
s
+O(
1
slogs
). (6.2)
6.2. Asymptotics. We now prove convergence of the phase Θ(t) as t → T , give
the sharp description of the blow up speed and prove convergence of the energy
excess.
step 1 Refined bound for a.
The bound (4.16) is not sufficient to prove the convergence of the phase Θ since∫ s
0
b
|logb| ∼ |logb(s)| → +∞ as s→ +∞.
We claim however that the global E4 bound now allows for an additional logarithmic
gain:
|a(t)| . C(δ0) b(t)|logb(t)| 32
. (6.3)
for some small enough universal constant δ0 > 0 and a large constant C(δ0). This,
together with (4.27), implies tzhat
|Θs| . C(δ0) b(s)|logb(s)| 32
and, after application of the bound (6.2), leads to the convergence of the phase Θ:
Θ(t)→ Θ(T ) ∈ R as t→ T. (6.4)
To show (6.3), let
Bδ =
1
bδ
for some sufficiently small δ > 0. We project (4.22) onto the first component α,
commute the equation with H and take the inner product with χBδΛφ. As in the
proof of (4.30) we obtain:
(HT˜1, χBδΛφ) = 4logBδ
(
1 +O
(
1
|logb|
))
.
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As in the proof of (3.14) we estimate from (3.61):
− (HΨ˜(1)0 , χBδΛφ) = O
(
b2
|logb|2 logBδ
)
. (6.5)
Moreover,
|(H2α, χBδΛφ)| .
√
E4
(∫
y≤Bδ
|Λφ|2
)1
2
.
b2√
|logb| .
All other nonlinear terms are easily estimated using the E4 bound and the smallness
of δ > 0, leading to the bound:
as = − 1
(HT˜1, χBδΛφ)
(∂sHα,χBδΛφ) +O
(
C(δ)
b2
|logb| 32
)
+O
(
bb−Cδ
b2
|logb|
)
= − d
ds
{
1
(HT˜1, χBδΛφ)
(Hα,χBδΛφ)
}
+O
(
C(δ)
b2
|logb| 32
)
+O
(
b−Cδ
b3
|logb|
)
.
Let
a˜ = a+
1
(HT˜1, χBδΛφ)
(Hα,χBδΛφ) = a+O
(
b−Cδ
b2
|logb|2
)
,
and thus:
a˜s = O
(
b2
|logb| 32
)
.
We now integrate this identity in time using (6.2) to and the convergence a˜→ 0 for
s→∞ from (6.2), (6.3) to conclude:
|a˜| . b
|logb| 32
,
and (6.3) is proved.
step 2 Derivation of the blow up speed.
Arguing as for a we now slightly refine our control for b. We project (4.22) onto
the second component β, commute with H and take the inner product with χBδΛφ.
We use
− (HΨ˜(2)0 , χBδΛφ) = 4cbb2logBδ
(
1 +O
(
1
logBδ
))
to get:
bs + b
2
(
1 +
2
|logb|
)
= − 1
(HT˜1, χBδΛφ)
(∂sHβ,χBδΛφ) +O
(
C(δ)
b2
|logb| 32
)
+O
(
b−Cδ
b3
|logb|
)
= − d
ds
{
1
(HT˜1, χBδΛφ)
(Hβ,χBδΛφ)
}
+O
(
C(δ)
b2
|logb| 32
)
+O
(
b−Cδ
b3
|logb|
)
.
We now let
b˜ = b+
1
(HT˜1, χBδΛφ)
(Hβ,χBδΛφ) = b+O
(
b2
|logb|2 b
−Cδ
)
(6.6)
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and obtain the pointwise refined control:∣∣∣∣b˜s + b˜2(1 + 2|logb˜|
)∣∣∣∣ . b˜2|logb˜| 32 .
Equivalently,
b˜s
b˜2
(
1 + 2|logb˜|
) + 1 = O( 1
|logb˜| 32
)
.
We now integrate this in time using lims→+∞ b˜(s) = 0 from (6.1) and get:
b˜(s) =
1
s
− 2
slogs
+O
(
1
s|logs| 32
)
and thus from (6.6):
b(s) =
1
s
− 2
slogs
+O
(
1
s|logs| 32
)
. (6.7)
We now use the modulation equation (4.27) to conclude:
− λs
λ
=
1
s
− 2
slogs
+O
(
1
s|logs| 32
)
. (6.8)
We rewrite this as ∣∣∣∣ dds log
(
sλ(s)
(logs)2
)∣∣∣∣ . 1
s|logs| 32
and thus integrating in time yields the existence of a constant κ(u0) > 0, dependent
on the data u0, such that:
log
sλ(s)
(logs)2
=
1
κ(u0)
[
1 +O
(
1
|logs| 12
)]
.
Therefore,
−logλ = logs
[
1− 2loglogs
logs
+
1
κ(u0)
O
(
1
|logs| 32
)]
and hence
1
s
= κ′(u0)
λ
|logλ|2 (1 + o(1))
for some constant κ′(u0). The identity (6.7) now implies
b = κ′(u0)
λ
|logλ|2 (1 + o(1)) ,
which in turn means that
−λλt = κ′(u0) λ|logλ|2 (1 + o(1))
and thus
−|logλ|2λt = κ′(u0)(1 + o(1)).
Integrating from t to T with λ(T ) = 0 yields
λ(t) = κ′(u0)
T − t
|log(T − t)|2 [1 + o(1)] .
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Observe in particular the control
b
λ
=
k′(u0)
|log(T − t)|2 (1 + o(1)). (6.9)
step 3 Strong convergence of the excess of energy.
We now turn to the proof of (1.8). We recall the decomposition:
u(t, x) = eΘ(t)R(Q+ ŵ)λ = e
Θ(t)R(Q)λ + u˜.
The H1 bound
‖∇u˜‖L2 . 1
is a simple consequence of the orbital stability bound and the energy critical scaling
invariance. We now claim the H˙2 bound:
‖∆u˜‖L2 . 1. (6.10)
Assume (6.77), then a simple localization argument using (1.1) and the bound (6.10)
yields the strong convergence outside the blow up point:
∀R > 0, ∇u→ ∇u∗ as t→ T in L2(|x| ≥ R)
or equivalently:
∀R > 0, ∇u˜→ ∇u∗ as t→ T in L2(|x| ≥ R) (6.11)
for some equivariant map ∇u∗ ∈ L2. The convergence (1.8) now follows from
E(u0) = E(Q) + E(u
∗)
which is the consequence of the conservation of energy, the outer convergence (6.11)
and the local compactness of Sobolev embedding through the H˙2 bound (6.10). The
convergence (1.8) and the bound (6.10) now yield the regularity (1.11).
Proof of 6.10: Let us recall by definition that
u˜ = Sŵ
and thus from (2.19) and the decay |∇Q| . 1 + Z:
λ2
∫
|∆u˜|2 .
∫ |ŵ|2
1 + y8
+
∫
|ĴHŵ|2
. E2 + b2|logb|2
where we used (6.60), (6.43), (6.77) and (6.71). We now recall (5.10) which together
with (6.9) yields:
E2 + b2|logb|2 . λ2
and (6.10) follows.
This concludes the proof of Theorem 1.1.
Appendix A: L2 coercivity estimates
This Appendix is devoted to the derivation of L2 weighted coercivity estimates
for the operator H and its iterate H2, which generalize related results in [37], [33].
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6.3. Hardy inequalities.
Lemma 6.1 (Logarithmic Hardy inequalities). ∀R > 2, ∀v ∈ H˙1rad(R2) and γ > 0,
there holds the following controls:∫
y≤R
|v|2
y2(1 + |logy|)2 .
∫
1≤y≤2
|v|2 +
∫
y≤R
|∇v|2, (6.12)
γ2
4
∫
1≤y≤R
|v|2
y2+γ(1 + |logy|)2 (6.13)
≤ Cγ
∫
1≤y≤2
|v|2 +
∫
1≤y≤R
|∇v|2
yγ(1 + |logy|)2 ,
|v|2L∞(1≤y≤R) .
∫
1≤y≤2
|v|2 +R2
∫
1≤y≤R
|∇v|2
y2
, (6.14)∫
y≤R
|v|2 . R2
(∫
y≤2
|v|2 + logR
∫
y≤R
|∇v|2
)
, (6.15)∫
R≤y≤2R
|v|2
y2
.
∫
y≤2
|v|2 + logR
∫
y≤2R
|∇v|2. (6.16)
If
∫
y≤1
|v|2
y2
< +∞, then:∫
y≤2R
|v|2
y2
. logR
∫
y≤2
|v|2 + (logR)2
∫
y≤2R
|∇v|2. (6.17)
Proof. Let v smooth and radially symmetric. First recall from the one dimensional
Sobolev embedding H1(1 ≤ y ≤ 2) →֒ L∞(1 ≤ y ≤ 2) that
|v(1)|2 .
∫
1≤y≤2
(|v|2 + |∂yv|2).
Let f(y) = − ey
y(1+|logy|) so that
∇ · f =
∣∣∣∣∣ 1y2(1+|logy|)2 for y ≥ 1− 1y2(1+|logy|)2 for y ≤ 1
and integrate by parts to get:∫
ε≤y≤R
|v|2
y2(1 + |logy|)2 = −
∫
ε≤y≤1
|v|2∇ · f +
∫
1≤y≤R
|v|2∇ · f
. −
[ |v|2
1 + |log(y)|
]R
1
+
[ |v|2
1 + |log(y)|
]1
ε
+
∫
y≤R
∣∣∣∣v∂yv 1y(1 + |logy|)
∣∣∣∣
. |v(1)|2 +
(∫
ε≤y≤R
|v|2
y2(1 + |logy|)2
) 1
2
(∫
ε≤y≤R
|∇v|2
)1
2
,
and (6.12) follows. To prove (6.13), let γ > 0 and
f(y) = − ey
yγ+1(1 + logy)2
so that for y ≥ 1:
∇ · f = 1
yγ+2(1 + logy)2
[
γ +
2
(1 + logy)3
]
≥ γ
yγ+2(1 + logy)2
.
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We then integrate by parts to get:
γ
∫
1≤y≤R
|v|2
yγ+2(1 + logy)2
≤
∫
1≤y≤R
|v|2∇ · f
≤ −
[ |v|2
yγ(1 + log(y))2
]R
1
+ 2
∫
1≤y≤R
|v∂yv|
yγ+1(1 + logy)2
≤ C
∫
1≤y≤2
|v|2 + 2
(∫
1≤y≤R
|v|2
yγ+2(1 + logy)2
) 1
2
(∫
1≤y≤R
|∇v|2
yγ(1 + logy)2
) 1
2
and (6.13) follows. To prove (6.14), we have: ∀y ∈ [1, R],
|v(y)| =
∣∣∣∣v(1) + ∫ y
1
v′(r)dr
∣∣∣∣ . |v(1)| +R(∫
1≤y≤R
|∇v|2
y2
) 1
2
,
and (6.14) follows. Similarily,
|v(y)| =
∣∣∣∣v(1) + ∫ y
1
v′(r)dr
∣∣∣∣ . |v(1)| + (∫
y≤R
|∇v|2
) 1
2 √
logR,
and (6.15), (6.16) follow by squaring this estimate and integrating in R. Finally,
(6.17) follows from (6.16) by summing over dyadic R-intervals. 
6.4. Sub-coercivity estimates. In this section we establish weighted sub-coercive
estimates for the operators H and H2 which will play a key role in the proof of the
coercive estimates under additional orthogonality conditions.
Lemma 6.2 (Sub-coercivity for H). Let u be a function with the property∫ |u|2
y4(1 + |logy|)2 +
∫
|∂y(Au)|2 +
∫ |Au|2
y2(1 + y2)
< +∞ (6.18)
then ∫
(Hu)2 ≈
∫ |Au|2
y2(1 + y2)
+
∫
|∂y(Au)|2 (6.19)
&
∫ |∂2yu|2
(1 + |logy|)2 +
∫ |∂yu|2
y2(1 + |logy|)2 +
∫ |u|2
y4(1 + |logy|)2
− C
∫ |u|2
1 + y5
. (6.20)
Proof of (6.19): First observe from (2.12) that:∫
(Hu)2 =
∫
(A∗Au)2 = (Au, H˜(Au)) ≈
∫
|∂yAu|2 +
∫ |Au|2
y2(1 + y2)
.
Let now a smooth cut off function χ(y) = 1 for y ≤ 1, χ(y) = 0 for y ≥ 2, and
consider the decomposition:
u = u1 + u2 = χu+ (1− χ)u.
Then from (6.12):∫ |Au|2
y2(1 + y2)
+
∫
|∂y(Au)|2 &
[∫ |Au|2
y2(1 + y2)
+
|Au|2
y2(1 + |logy|)2
]
. (6.21)
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For the first term, we rewrite:∫ |Au|2
y2(1 + y2)
≥
∫ |Au1|2
y2
+ 2
∫
(Au1)(Au2)
y2(1 + y2)
&
∫ |y∂y
(
u1
y
)
|2
y2
−
∫ |Z − 1|2
y2
|u1|2 − C
∫
1≤y≤2
|u|2

where in the last step we integrated by parts the quantity:
(Au1)(Au2) = (χAu−χ′u)((1−χ)Au+χ′u) ≥ χ(Au)χ′u−χ′u(1−χ)(Au)−(χ′)2u2.
We hence conclude from |Z(y) − 1| . y for y ≤ 1 and the Hardy inequality (6.12)
applied to u1
y
∈ H1rad fom (6.18) that:∫ |Au|2
y2(1 + y2)
&
[∫ |u1|2
y4(1 + |logy|)2 − C
∫
y≤2
|u|2
]
. (6.22)
Similarily we estimate:∫ |Au|2
y2(1 + |logy|)2 ≥
∫ |Au2|2
y2(1 + |logy|)2 + 2
∫
(Au1)(Au2)
y2(1 + |logy|)2
&
[∫
1
y2(1 + |logy|)2 |∂yu2 +
u2
y
|2 − C
∫ |1 + Z|2
y2(1 + |logy|)2 |u2|
2 − C
∫
1≤y≤2
|u|2
]
&
[∫ |∂yu2|2
y2(1 + |logy|)2 +
∫ |u2|2
y4(1 + |logy|)2 − C
∫ |u2|2
y6(1 + |logy|)2
]
(6.23)
where we applied the weighted Hardy (6.13) to yu2 with γ = 4 and integrated by
parts for the last step using the bound |1+Z(y)| . 1
y2
for y ≥ 1. (6.21), (6.22) and
(6.23) imply:∫ |Au|2
y2(1 + y2)
+
∫
|∂y(Au)|2 &
[∫ |u|2
y4(1 + |logy|)2 − C
∫ |u|2
1 + y5
]
. (6.24)
This implies using again (6.12):∫ |∂yu|2
y2(1 + |logy|)2 .
∫ |Au|2
y2(1 + |logy|)2 +
∫ |u|2
y4(1 + |logy|)2
.
∫
|∂y(Au)|2 +
∫ |Au|2
y2(1 + y2)
+
∫ |u|2
1 + y5
. (6.25)
Finally, examining the expression
∂y(Au) = ∂y(−∂yu+ Z
y
u)
we also obtain∫ |∂2yu|2
(1 + |logy|)2 .
∫
|∂y(Au)|2 +
∫ |Au|2
y2(1 + y2)
+
∫ |u|2
1 + y5
which together with (6.24), (6.25) concludes the proof of (6.19) and of Lemma 6.2.
Lemma 6.3 (Weighted sub-coercivity for H). Let u be a function with the property∫ |Hu|2
y4(1 + |logy|)2 +
∫ |∂yHu|2
y2(1 + |logy|)2
+
∫ |u|2
y4(1 + y4)(1 + |logy|)2 +
∫
(∂yu)
2
y2(1 + y4)(1 + |logy|)2 <∞, (6.26)
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then ∫ |Hu|2
y4(1 + |logy|)2 +
∫ |∂yHu|2
y2(1 + |logy|)2 (6.27)
&
∫ |u|2
y4(1 + y4)(1 + |logy|)2 +
∫
(∂yu)
2
y2(1 + y4)(1 + |logy|)2
+
∫ |∂2yu|2
y4(1 + |logy|)2 +
∫
(∂3yu)
2
y2(1 + |logy|)2
− C
[∫
(∂yu)
2
1 + y8
+
∫ |u|2
1 + y10
]
.
Proof of Lemma 6.3: Let χ(y) be a smooth cut-off function with support in y ≥ 1
and equal to 1 for y ≥ 2. We first consider∫
χ
|Hu|2
y4(1 + |logy|)2 =
∫
χ
| − ∂y(y∂yu) + Vy u|2
y6(1 + |logy|)2
=
∫
χ
|∂y(y∂yu)|2
y6(1 + |logy|)2 − 2
∫
χ
∂y(y∂yu) · V u
y7(1 + |logy|)2 +
∫
χ
V 2|u|2
y8(1 + |logy|)2
=
∫
χ
|∂y(y∂yu)|2
y6(1 + |logy|)2 + 2
∫
χ
V (∂yu)
2
y6(1 + |logy|)2 +
∫
χ
V 2|u|2
y8(1 + |logy|)2
−
∫
|u|2∆
(
χV
y6(1 + |logy|)2
)
We now observe that for k ≥ 0 and y ≥ 1
∂kyV (y) = ∂
k
y (1) +O(y
−2−k)
We may thus apply twice the Hardy inequality with sharp constant (6.19) with
γ = 6 and get for a sufficiently large universal constant R:∫
χ
|∂y(y∂yu)|2
y6(1 + |logy|)2 + 2
∫
χ
V (∂yu)
2
y6(1 + |logy|)2 −
∫
|u|2∆
(
χV
y6(1 + |logy|)2
)
≥ (9 + 2)
∫
y≥R
(∂yu)
2
y6(1 + |logy|)2 − 31
∫
y≥R
|u|2
y8(1 + |logy|)2 − C
∫
y≥1
(∂yu)
2
y8
≥ (99− 31)
∫
y≥R
|u|2
y8(1 + |logy|)2 − C
[∫
y≥1
(∂yu)
2
y8
+
∫
y≥1
|u|2
y10
]
and hence the bound away from the origin:∫
χ
|Hu|2
y4(1 + |logy|)2 &
∫
y≥2
|∂2yu|2
y4(1 + |logy|)2 +
∫
y≥2
(∂yu)
2
y6(1 + |logy|)2 +
∫
y≥2
|u|2
y8(1 + |logy|)2
− C
[∫
y≥1
(∂yu)
2
y8
+
∫
y≥1
|u|2
y10
]
.
The control of the third derivative away from the origin follows from:∫
χ
|∂yHu|2
y2(1 + |logy|)2 =
∫
χ
|∂y
(
1
y
(−∂y(y∂yu) + Vy2 )u
)
|2
y2(1 + |logy|)2
&
∫
χ
|∂3yu|2
y2(1 + |logy|)2 − C
[∫
χ
|∂2yu|2
y4(1 + |logy|)2 +
∫
χ
|∂yu|2
y6(1 + |logy|)2 +
∫
χ
|u|2
y8(1 + |logy|)2
]
.
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Near the origin, we first observe from (6.26) that∫ |Au|2
y2(1 + |logy|2) < +∞. (6.28)
We now observe from
∂y(log(Λφ)) =
Z
y
that
A∗f = ∂yf +
1 + Z
y
f =
1
yΛφ
∂y(yΛφf),
and thus from (6.28):
Au(y) =
1
yΛφ(y)
∫ y
0
τΛφ(τ)Hu(τ)dτ. (6.29)
We then estimate from Cauchy-Schwarz and Fubini:∫
y≤1
|Au|2
y5(1 + |logy|2)dy .
∫
0≤y≤1
∫
0≤τ≤y
y5
y9(1 + |logy|2) |Hu(τ)|
2dydτ
.
∫
0≤τ≤1
|Hu(τ)|2
[∫
τ≤y≤1
dy
y4(1 + |logy|2)
]
dτ .
∫
τ≤1
|Hu(τ)|2
τ3(1 + |logτ |2)dτ
and thus: ∫
y≤1
|Au|2
y6(1 + |logy|2) .
∫
y≤1
|Hu|2
y4(1 + |logy|2) (6.30)
which implies from A∗(Au) = Hu:∫
y≤1
|∂yAu|2
y4(1 + |logy|2) .
∫
y≤1
|Hu|2
y4(1 + |logy|2) . (6.31)
We now rewrite near the origin:
Hu = −∂2yu+
1
y
(
−∂yu+ u
y
)
+
V − 1
y2
u = −∂2yu+
Au
y
+
(V − 1) + (1− Z)
y2
u
which implies using (6.30), (6.31),∫
y≤1
|∂2yu|2
y4(1 + |logy|2) .
∫
y≤1
|Hu|2
y4(1 + |logy|2) +
∫
y≤1
|u|2
y4(1 + |logy|2) , (6.32)∫
y≤1
|∂3yu|2
y2(1 + |logy|2) .
∫
y≤1
|∂yHu|2
y2(1 + |logy|2) +
∫
y≤1
|Hu|2
y4(1 + |logy|2)
+
∫
y≤1
|∂yu|2
y2(1 + |logy|2) +
∫
y≤1
|u|2
y4(1 + |logy|2) . (6.33)
Let now ζ = (1 − χ) 12 , then ζu satisfies (6.18) from (6.26), (6.30), (6.31), and we
thus obtain from (6.19):∫
ζ2
|Hu|2
y4(1 + |logy|)2 ≥
∫
ζ2|Hu|2 &
∫
|Hζu|2 − C
∫
1≤y≤2
(|∂yu|2 + |u|2)
&
∫ |∂y(ζu)|2
y2(1 + |logy|)2 +
∫ |ζu|2
y4(1 + |logy|)2 − C
∫ |ζu|2
1 + y5
&
∫
y≤1
|∂yu|2
y2(1 + |logy|)2 +
∫
y≤1
|u|2
y4(1 + |logy|)2 − C
∫
y≤2
|u|2
1 + y5
. (6.34)
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Injecting (6.32), (6.33) into (6.34) yields the expected control at the origin. This
concludes the proof of (6.27) and Lemma 6.3.
We combine the results of Lemma 6.2 and Lemma 6.3 and obtain:
Lemma 6.4 (Sub-coercivity for H2). Let u be a radially symmetric function with∫
|∂yAHu|2 +
∫ |AHu|2
y2(1 + y2)
+
∫ |Hu|2
y4(1 + |logy|)2 (6.35)
+
∫ |u|2
y4(1 + y4)(1 + |logy|2) +
∫
(∂yu)
2
y2(1 + y4)(1 + |logy|)2 <∞
then ∫
|H2u|2 &
∫ |Hu|2
y4(1 + |logy|)2 +
|∂yHu|2
y2(1 + |logy|)2 +
∫ |∂3yu|2
y2(1 + |logy|)2 (6.36)
+
∫ |∂2yu|2
y4(1 + |logy|)2 +
∫ |∂yu|2
y2(1 + y4(1 + |logy|)2 +
∫ |u|2
y4(1 + y4)(1 + |logy|)2
− C
[∫ |Hu|2
1 + y5
+
∫
(∂yu)
2
1 + y8
+
∫ |u|2
1 + y10
]
6.5. Coercivity of H2. We are now in position to derive the fundamental coerciv-
ity property of H2 at the heart of our analysis:
Lemma 6.5 (Coercivity of H2). Let M ≥ 1 be a large enough universal constant.
Let ΦM be given by (4.1) . Then there exists a universal constant C(M) > 0 such
that for all radially symmetric function u satisfiyng (6.35) and the orthogonality
conditions
(u,ΦM ) = 0, (Hu,ΦM ) = 0,
there holds:∫ |Hu|2
y4(1 + |logy|)2 +
|∂yHu|2
y2(1 + |logy|)2 +
∫ |∂4yu|2
(1 + |logy|)2 +
∫ |∂3yu|2
y2(1 + |logy|)2
+
∫ |∂2yu|2
y4(1 + |logy|)2 +
∫ |∂yu|2
y2(1 + y4)(1 + |logy|)2 +
∫ |u|2
y4(1 + y4)(1 + |logy|)2
≤ C(M)
∫
|H2u|2. (6.37)
Proof of Lemma 6.5. We argue by contradiction. Let M > 0 fixed and consider
a normalized sequence un∫ |Hun|2
y4(1 + |logy|)2 +
|∂yHun|2
y2(1 + |logy|)2 +
∫ |∂3yun|2
y2(1 + |logy|)2 (6.38)
+
∫ |∂2yun|2
y4(1 + |logy|)2 +
∫ |∂yun|2
y2(1 + y4)(1 + |logy|)2 +
∫ |un|2
y4(1 + y4)(1 + |logy|)2 = 1,
satisfying the orthogonality conditions
(un,ΦM ) = 0, (un,HΦM ) = 0, (6.39)
and ∫
|H2un|2 ≈
∫ |AHun|2
y2(1 + y2)
+
∫
|∇(AHun)|2 ≤ 1
n
, (6.40)
The normalization condition implies that the sequence un is uniformly bounded
in H1loc. Moreover, as follows from Lemma 6.3, for any smooth cut-off function ζ
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vanishing in a neighborhood of y = 0 the sequence ζun is uniformly bounded in
H3loc. As a consequence, we can assume that un and ζun weakly converge in H
1
loc
and H3loc to u∞ and ζu∞ respectively. Moreover, u∞ satisfies the equation
AHu∞ = 0
away from y = 0. Integrating the ODE
AHu∞ = −Λφ∂y
(
Hu∞
Λφ
)
= 0
we obtain that Hu∞(y) = αΛφ(y) away from y = 0. The function u∞ can be
written in the form
u∞(y) = αΓ(y)
∫ y
0
Λφ(x)Λφ(x)xdx − αΛφ(y)
∫ y
1
Λφ(x)Γ(x)xdx
+ βΛφ(y) + γΓ(y) = αT1(y) + βΛφ(y) + γΓ(y)
Using the condition u∞ ∈ H1loc we can conclude that γ = 0. Passing to the limit
in the orthogonality conditions, using that un converges to u∞ weakly in H1loc, we
conclude that u∞ satisfies
(u∞,ΦM ) = 0, (u∞,HΦM ) = 0.
We may therefore determine the constants α, β using (4.1), (4.3) which yield α =
β = 0 and thus u∞ = 0.
The sub-coercitivity bound (6.36) together with (6.40) ensures:
1
n
&
∫
(H2un)
2 &
∫ |∂yHun|2
y2(1 + |logy|)2 +
∫ |Hun|2
y4(1 + |logy|)2 +
∫ |∂3yun|2
y2(1 + |logy|)2
+
∫ |∂2yun|2
y4(1 + |logy|)2 +
∫ |∂yun|2
y2(1 + y4)(1 + |logy|)2 +
∫ |un|2
y4(1 + y4)(1 + |logy|)2
− C
[∫ |Hu|2
1 + y5
+
∫
(∂yun)
2
1 + y8
+
∫ |un|2
1 + y10
]
Coupling this with the normalization condition we obtain that∫
ζ
[ |Hun|2
1 + y5
+
∫
(∂yun)
2
1 + y8
+
∫ |un|2
1 + y10
]
≥ c
for some positive constant c > 0 and a smooth cut-off function ζ vanishing for y < ǫ
and y > ǫ−1. The size of ǫ depends only on the universal constant C. Since un
weakly converges to u∞ in H3 on any compact subinterval of y ∈ (0,∞) we can
pass to the limit to conclude∫
ζ
[ |Hu∞|2
1 + y5
+
∫
(∂yu∞)2
(1 + y8)
+
∫ |u∞|2
(1 + y10)
]
≥ c.
This contradicts the established identity u∞ ≡ 0 and concludes the proof of Lemma
6.5 modulo the additional bound for∫ |∂4yu|2
(1 + |logy|2)
claimed in (6.37). To control this term we simply observe that for y ≥ 1
H2u = H(−∆+ V
y2
)u = ∂4yu+O
(
3∑
i=0
|∂iyu|
y4−i
)
.
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and the desired estimate easily follows from the already established bounds for lower
derivatives. For y ≤ 1 we write
H2u = H(−∆+ V
y2
)u = ∂4yu+ ∂
2
y(
1
y
∂y − V
y2
)u+O
( |Hu|
y2
)
+O
( |∂yHu|
y
)
.
We further note that
∂2y(
1
y
∂y − V
y2
)u = ∂2y
(
1
y
Au
)
+ ∂2y (O(1)u) =
1
y
∂2y(Au)−
2
y
∂y(Au) +
4
y3
Au+ ∂2y (O(1)u)
= O
( |∂yHu|
y
)
+O
( |Hu|
y2
)
+O
( |Au|
y3
)
+ ∂2y (O(1)u) .
The estimate for y ≤ 1 now follows from the bounds for ∂yHu, Hu and the coercivity
estimate (6.30) for Au.
6.6. Coercivity of H. We complement the coercitivity property of the operator
H2, established in the previous section, by the corresponding statement for the
operator H, which follows from standard compactness argument. A complete proof4
is given in [33]:
Lemma 6.6 (Coercivity of H). Let M ≥ 1 fixed. Then there exists c(M) > 0 such
that the following holds true. Let u ∈ H1 with
(u,ΦM ) = 0
and ∫ |u|2
y4(1 + |logy|)2 +
∫
|∂y(Au)|2 < +∞, (6.41)
then: ∫
|y|≥1
∂2yu
1 + |logy|2 +
∫ |∂yu|2
y2(1 + |logy|)2 +
∫ |u|2
y4(1 + |logy|)2
≤ c(M)
[∫ |Au|2
y2(1 + y2)
+
∫
|∂y(Au)|2
]
. c(M)
∫
|Hu|2. (6.42)
Appendix B: Interpolation estimates
We derive interpolation bounds in the bootstrap regime of Proposition 4.2 and
in the regime of parameters described by Remark 4.3. We recall the notation:
w =
∣∣∣∣∣∣
α
β
γ
= w⊥ + γez
4In [33] the argument was carried out with the orthogonality condition (u, χMΛφ) = 0. Here we
require that (u,ΦM ) = 0, which is sufficient in view of (4.3), according to which (χ2MΛφ,ΦM ) =
(χMΛφ,Λφ) = 4logM(1 + oM→+∞(1)).
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and the norms E1, E2, E4, introduced in (4.7), together with their bootstrap bounds
(4.13), (4.14), (4.15) :
E1 =
∫
(|∇w|2 + |w|
2
y2
) ≤ Kδ(b∗),
E2 =
∫
|RzHw⊥|2 =
∫
(|Hα|2 + |Hβ|2) ≤ Kb2(t)|logb(t)|5,
E4 =
∫
|(RzH)2w⊥|2 =
∫
(|H2α|2 + |H2β|2) ≤ K b
4(t)
|logb(t)|2 .
6.7. Regularity at the origin. The use of the coercivity bounds in Appendix A
and the interpolation estimates below requires establishing a priori regularity of the
Schrödinger map u, expressed in Frenet basis, at the origin. We will show that the
smoothness of the map u(t) : R2 → S2 ⊂ R3 implies boundedness of the quantities∣∣∣∣wy
∣∣∣∣ , |∂yw| , ∣∣∣∣Aw⊥y
∣∣∣∣ , ∣∣∣∣Hw⊥y
∣∣∣∣ , ∣∣∣∣AHw⊥y
∣∣∣∣ , ∣∣∣∂yAHw⊥∣∣∣
We first consider the expression ∇u = (∂yu, 1y∂θu) which, as long as u is smooth,
is bounded at the origin. Using Lemma 2.1 we compute this in terms of (αˆ, βˆ, γˆ)
Frenet coordinates of u:(
(∂yαˆ+ (1 + Z)(1 + γˆ))er + ∂yβˆeτ + (∂y γˆ − (1 + Z)αˆ)Q,−Z
y
βˆer + (
Z
y
αˆ+
Λφ
y
(1 + γˆ))eτ − Λφ
y
βˆQ
)
.
This immediately implies boundedness of∣∣∣∣wy
∣∣∣∣ , |∂yw|
Similarly, computing the expression ∆u+ |∇Q|2u from (2.19)
∆u+ |∇Q|2v = (−Hαˆ+ 2(1 + Z)∂y γˆ) er + (−Hβˆ)eτ
+
(
−2Z(1 + Z)
y
αˆ+∆γˆ − 2(1 + Z)∂yαˆ
)
Q
gives us the boundedness of |Hw⊥| and |∆γ|.
Using cartesian coordinates x = (x1, x2) on R
2 we examine the expressions
lim
x2=0,x1→0
∇x1u = lim
x1=0,x2→0
∇x1u.
Computing this in polar coordinates and relative to the Frenet basis we immediately
obtain the relations
∂yαˆ =
1
y
αˆ, ∂yβˆ =
1
y
βˆ
in the limit as y → 0. This immediately gives the boundedness of∣∣∣∣Aαy
∣∣∣∣ , ∣∣∣∣Aβy
∣∣∣∣ .
The remaining bounds can be shown by similar arguments. We omit the details.
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6.8. Interpolation bounds for w. We now turn to the proof of interpolation
estimates for w in the bootstrap regimes which are used all along the proof of
Proposition 4.2.
Lemma 6.7 (Interpolation estimates for w⊥). There holds:∫ |w⊥|2
y4(1 + y4)(1 + |logy|2) +
∫ |∂iyw⊥|2
y2(1 + y6−2i)(1 + |logy|2) (6.43)
. C(M)E4, 1 ≤ i ≤ 3, (6.44)∫
|y|≥1
|∂iyw⊥|2
(1 + y4−2i)(1 + |logy|2) . C(M)E2, 1 ≤ i ≤ 2, (6.45)∫
y≥1
1 + |logy|C
y2(1 + |logy|2)(1 + y6−2i) |∂
i
yw
⊥|2 . b4|logb|C1(C), 0 ≤ i ≤ 3, (6.46)∫
y≥1
1 + |logy|C
y2(1 + |logy|2)(1 + y4−2i) |∂
i
yw
⊥|2 . b3|logb|C1(C), 0 ≤ i ≤ 2, (6.47)∫
|y|≥1
|∂yHw⊥|2 . b3|logb|6. (6.48)
‖w⊥‖L∞ . δ(b∗), (6.49)
‖Aw⊥‖2L∞ . b2|logb|9, (6.50)∫
y≤1
|Aw⊥|2
y6(1 + |logy|2) . C(M)E4, (6.51)∥∥∥∥ Aw⊥y2(1 + |logy|)
∥∥∥∥2
L∞(y≤1)
+
∥∥∥∥ ∆Aw⊥1 + |logy|
∥∥∥∥2
L∞(y≤1)
+
∥∥∥∥ Hw⊥y(1 + |logy|)
∥∥∥∥2
L∞(y≤1)
. b4,
(6.52)∥∥∥∥ |Hα|+ |Hβ|y(1 + |logy|)
∥∥∥∥2
L∞(y≤1)
. b4, (6.53)
‖w
⊥
y
‖2L∞(y≤1) + ‖∂yw⊥‖2L∞(y≤1) . b4, (6.54)
‖w
⊥
y
‖2L∞(y≥1) + ‖∂yw⊥‖2L∞(y≥1) . b2|logb|8, (6.55)
‖ w
⊥
1 + y2
‖2L∞ + ‖
∂yw
⊥
1 + y
‖2L∞ + ‖∂yyw⊥‖2L∞(y≥1) . C(M)b3|logb|2. (6.56)
Proof of Lemma 6.7: The estimate (6.49) follows from the E1 bound:
‖w⊥‖2L∞ . ‖∂yw⊥‖2L2 + ‖
w
⊥
y
‖2L2 . δ(b∗).
The estimate (6.43) follows from H2 coercivity of Lemma 6.5 and the E4 bound.
For i = 0, 1, 2 (6.46) is easily implied by Lemma 6.6 and the E2 bound. For i = 3 we
split the integral at y = B200 and estimate the inner contribution using Lemma 6.5
and the E4 bound, and the outer by interpolating between the E4 and E2 bounds:∫
y≥1
(1 + |logy|C)|∂3yw⊥|2
y2(1 + y4)(1 + |logy|2)
≤
∫
1≤y≤B20
0
(1 + |logy|C)|∂3yw⊥|2
y2(1 + y4)(1 + |logy|2) +
∫
y≥B20
0
(1 + |logy|C)|∂3yw⊥|2
y2(1 + y4)(1 + |logy|2)
. |logb|C+2E4 +B−200 (logB0)CE
1
2
2 E
1
2
4 .
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Similarly, the estimate (6.47) follows by splitting the integral at y = B0 and using
the E4 and E2 bounds for the inner and outer regions respectively.
To obtain (6.48) we write
∂yHα = −AHα+ Z
y
Hα,
which, using the E2 and E4 bounds, implies with B ∈ [B0, 2B0]∫
|y|≥1
|∂yHα|2 .
∫
1≤|y|≤B
|∂yHα|2 +
∫
|y|≥B
(
|AHα|2 + |Hα|
2
y2
)
. b3|logb|2 +
∫
|y|≥B
|A∗AHαHα|+ |y||AHαHα||y|=B + b3|logb|6
. b3|logb|6 +
∫
|y|≥B0
|H2αHα|+ 1
B0
∫ 2B0
B0
|AHαHα|
. b3|logb|6 +
(∫
|y|≥B0
|H2α|2
) 1
2
(∫
|y|≥B0
|Hα|2
) 1
2
+
(∫ 2B0
B0
|AHα|2
y2
) 1
2
(∫ 2B0
B0
|Hα|2
) 1
2
. b3|logb|6.
To prove (6.54) and (6.55) let a ∈ [1, 2] such that
|∂yw⊥(a)|2 .
∫
1≤y≤2
|∂yw|2 ≤ C(M)E4,
then for y ≤ 1:
|∂yw⊥| . |∂yw⊥(a)| +
∫ a
y
|∂yyw⊥|dy ≤ C(M)
√
E4 . b2,
and for y ≥ 1:∥∥∥∂yw⊥∥∥∥2
L∞(y≥1)
.
(∫
y≥1
|∂yw⊥|2
y2
)1
2
(∫
y≥1
|∂yyw⊥|2
) 1
2
.
∫
y≥1
|∂yw⊥|2
y2
+
∫
y≥1
|w⊥|2
y4
+
∫
|A∗Aw⊥|2
. b2|logb|8,
where in the last step we split the integral at y = B20 and use E2 bound for the inner
and E1 for the outer parts. Next, we have from w⊥(0) = 0:∥∥∥∥w⊥y
∥∥∥∥
L∞(y≤1)
. ‖∂yw⊥‖L∞(y≤1)
and ∥∥∥∥w⊥y
∥∥∥∥2
L∞(y≥1)
.
∫
y≥1
|∂yw⊥|2
y2
+
∫
y≥1
|w⊥|2
y4
. (6.57)
The estimates (6.54) and (6.55) now easily follow.
The estimate (6.51) follows directly from (6.30).
For (6.50):
‖Aα‖2L∞ .
(∫ |Aα|2
y2
) 1
2
(∫
|∂yAα|2
) 1
2
. b2|logb|9,
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where in the last step we used the coercivity of H of Lemma 6.6, split the first
integral at y = B20 and used the E2 bound for inner and the E1 for the outer parts.
For (6.52), we recall from (6.29):
Hα = A∗Aα and thus Aα =
1
yΛφ
∫ y
0
zΛφ(Hα)dz.
This yields for y ≤ 1:
|Aα(y)| . 1
y2
(∫ |Hα|2
y4(1 + |logy|2)
) 1
2
(∫ y
0
(1 + |logz|2)z3z4dz
) 1
2
. y2(1+|logy|)
√
E4.
Similarily,
AHα =
1
yΛφ
∫ y
0
zΛφ(H2α)dz
yields for y ≤ 1:
|H˜Aα(y)| = |AHα(y)| . 1
y2
(∫
|H2(α)|2
) 1
2
(∫ y
0
z4
z
dz
) 1
2
.
√
E4. (6.58)
This implies for y ≤ 1:
|∆A(α)(y)| . |H˜(Aα)(y)| + |Aα(y)|
y2
.
√
E4(1 + |logy|).
Similar estimates can be shown for β and the last term in (6.52). Let now a ∈ [1, 2]
be such that
|Hα|2(a) .
∫
1≤y≤2
|Hα|2 . E4,
then from
Af = −Λφ∂y
(
f
Λφ
)
, (6.59)
there holds for y ≤ 1:
|Hα(y)| ≤ Λφ(y)
[ |Hα|(a)
Λφ(a)
+
∫ a
y
|AHα|
Λφ
dz
]
. |y|(1 + |logy|)
√
E4,
where in the last step we used the coercivity of A∗. The bound (6.53) follows.
For (6.56): ∥∥∥∥ w⊥1 + y2
∥∥∥∥2
L∞
.
(∫ |w⊥|2
y2(1 + y4)
) 1
2
(∫ ∣∣∣∣∂y ( w⊥1 + y2
)∣∣∣∣2
) 1
2
.
∫ |w⊥|2
y2(1 + y4)
+
∫ |∂yw⊥|2
1 + y4
Now∫ |w⊥|2
y2(1 + y4)
.
|logb|2
b
∫
y≤B0
|w⊥|2
y4(1 + y4)(1 + |logy|2) + ‖w
⊥‖2L∞
∫
y≥B0
1
1 + y8
. b3|logb|2.
The argument for the other terms is similar, and (6.56) is proved.
Lemma 6.8 (Interpolation bound for γ = wz). There holds:∫ |γ|2
y6(1 + y2)(1 + |logy|2) +
∫ |∂yγ|2
y4(1 + y4−2i)(1 + |logy|2) +
∫ |∂iyγ|2
y2(1 + y6−2i)(1 + |logy|2)
. δ(b∗)
(
b4
|logb|2 + E4
)
, 2 ≤ i ≤ 3, (6.60)
65∫
y≥1
1 + |logy|C
y4(1 + |logy|2)(1 + y4−2i) |∂
i
yγ|2 . b4|logb|C1(C), 0 ≤ i ≤ 2, (6.61)∫
y≥1
1 + |logy|C
y6−2i(1 + |logy|2) |∂
i
yγ|2 . b3|logb|C1(C), 0 ≤ i ≤ 2, (6.62)∫ |A∂yγ|2
y4(1 + |logy|2) ≤ δ(b
∗)
(
b4
|logb|2 + E4
)
, (6.63)
‖γ 1 + |y||y| ‖L∞ . δ(b
∗), (6.64)
‖(1 + |y|)γ
y2
‖2L∞ + ‖∂yγ‖2L∞ . b2|logb|8, (6.65)
‖ γ|y|(1 + |y|)‖
2
L∞ + ‖
∂yγ
|y| ‖
2
L∞ . C(M)b
3|logb|2, (6.66)∫
|∆γ|2 . δ(b∗)E2 + b2|logb|2 (6.67)
‖∆γ‖2L∞(y≥1) . b3|logb|8, (6.68)∫
|w⊥|2|∆2γ|2 +
∫
y≥1
|∆2γ|2 . δ(b∗)
(
E4 + b
4
|logb|2
)
. (6.69)
Proof of Lemma 6.8 Recall the normalization relation:
(1 + γˆ)2 + αˆ2 + βˆ2 = 1.
We expand to get:
2γ = −
[
(2γ˜0 + β˜
2
0) + α˜
2
0 + α(α + 2α˜0) + β(β + α˜0)
]
− (γ + γ˜0)2. (6.70)
Note also by construction (3.4) that the leading order (2γ˜0 + β˜
2
0) contribution to γ
is cancelled on y ≤ 2B1,
and we obtain:∫ |γ|2
y6(1 + y2)(1 + |logy|2) .
(∣∣∣∣w⊥ 1 + |y||y|
∣∣∣∣2
L∞
+
∣∣∣∣w˜⊥0 1 + |y||y|
∣∣∣∣2
L∞
)∫ |w⊥|2
y4(1 + y4)(1 + |logy|2)
+ O
(
b4
|logb|4
)
. δ(b∗)
(
b4
|logb|2 + E4
)
from (6.49) and (6.54) for w⊥ and the corresponding bounds for w˜0. The remaining
estimates in (6.60), (6.61), (6.62), (6.64), (6.65) and (6.66) are obtained similarily
from (6.70) and the corresponding statements for w⊥. We omit the details.
The estimate (6.63) for y ≥ 1 follows from (6.8) and the challenge here is the
behavior of the integrand at the origin. To treat we write
A∂yγ = −∂2yγ +
Z
y
∂yγ.
Therefore for y ≤ 1:
|A∂yγ| . |A∂y(α˜20)|+ |w⊥|(|∂2yw⊥|+ |∂2yw˜0|) + |∂2yw⊥|(|w⊥|+ |w˜0|)
+
(
|∂yw⊥|+ |w
⊥|
|y|
)(
|∂yw˜0|+ |w˜0||y|
)
+ |∂yw⊥| |Aw⊥|.
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The most important aspect of this formula is the last term containing Aw⊥ and
providing the necessary vanishing at the origin from Lemma 6.7:∫
y≤1
|A∂yγ|2
y4(1 + |logy|2)) ≤
b4
|logb|4 + δ(b
∗)E4 +
∫
y≤1
|∂yw⊥|2 |Aw⊥|2
y4(1 + y2)(1 + |logy|2)
.
b4
|logb|2 .
We now turn to the proof of (6.67). We first estimate in brute force from (3.15),
(3.16) and the relation HT1 = ΛQ:∫
|Hw˜0|2 .
∫ |Hα˜0|2 + |Hβ˜0|2 + ∫ |∆γ˜0|2 + |∂y γ˜0|2 + |∂yα˜0|2 + |α˜0|2y2
1 + y4

. b2 +
∫
y≤2B1
∣∣∣∣ b1 + y + b3y3(1 + y2)|logb|
∣∣∣∣2 . b2|logb|2, (6.71)
and similarily:∫ |w˜0|2
1 + y4
. b2 +
∫
y≤2B1
∣∣∣∣b|logy|1 + y + b3y3(1 + y2)|logb|
∣∣∣∣2 . b2|logb|3.
We now use this and the estimates of Lemma 6.7 and the properties of the profile
w˜0 to estimate:∫
|∆γ|2 . b2|logb|2
+
∫
|w⊥|2(|∆w⊥|2 + |∆w˜0|2) +
∫
|∆w⊥|2(|w⊥|2 + |w˜0|2) +
∫
|∇w⊥|2(|∇w⊥|2 + |∇w˜0|2)
We then estimate from (6.55), (6.71):∫
|w⊥|2|∆w˜0|2 . b2|logb|2 +
∫
|w⊥|2 |w˜0|
2
y4
. b2|logb|2 +
∥∥∥∥ w⊥1 + y
∥∥∥∥2
L∞
∫ |w˜0|2
1 + y2
. b2|logb|2,∫
|∇w⊥|2|∇w˜0|2 . ‖∂yw⊥‖2L∞
√
b|logb|C . b2|logb|2,
and using (6.45): ∫
|∆w⊥|2|w˜0|2 .
√
bb2|logb|C . b2|logb|2,
and thus arrive to the bound:∫
|∆γ|2 . b2|logb|2 +
∫
|∆w⊥|2|w⊥|2 +
∫
|∇w⊥|4.
From (6.43) we easily see that∫
y≤1
|∆w⊥|2|w⊥|2 +
∫
y≤1
|∇w⊥|4 ≤ C(M)E4 ≤ b4.
For y ≥ 1 we write
|∆w⊥|2 . |Hα|2 + |Hβ|2 + |w
⊥|2
y4
, |∂yw⊥|4 . |Aw⊥|4 + |w
⊥|4
y4
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and estimate∫
y≥1
|∆w⊥|2|w⊥|2 +
∫
y≤1
|∇w⊥|4 . ‖w⊥‖2L∞(y≥1)
∫
y≥1
|Hw⊥|2 +
∫
y≥1
|Aw⊥|4 +
∫
y≥1
|w⊥|4
y4
. δ(b∗)E2 +
∫
y≥1
|w⊥|4
y4
(6.72)
where we used (6.49) and the Gagliardo-Nirenberg inequality∫
|Aw⊥|4 .
∫
|∂yAw⊥|2
∫
|Aw⊥|2 . δ(b∗)
[
(H˜Aα, α) + (H˜Aβ, β)
]
= δ(b∗)E2.
Hence (6.67) follows from: ∫
y≥1
|w⊥|4
y4
. b2 + δ(b∗)E2. (6.73)
Indeed, let a cut-off function with ψ(y) = 0 for y ≤ 1 and ψ(y) = 1 for y ≥ 2. We
compute:∫
ψ
α4
y4
= −1
2
∫
ψ|α|4∂y
(
1
y2
)
dy =
1
2
∫
1
y3
[|α|4∂yψ + 4ψα3∂yα]
≤ C
∫
1≤y≤2
(α)4
y4
+ 2
∫
ψ
(α)3
y3
[
Z
y
α−Aα
]
≤ b4 +
∫
ψ
|α|2
y6
− 2
∫
ψ
(α)3
y3
[
1
y
α+Aα
]
≤ b2 − 2
∫
ψ
(α)3
y3
[
1
y
α+Aα
]
where we used that |Z(y) + 1| . 1
y2
for y ≥ 1 and (6.47). We now use Hölder and
Sobolev inequalities to derive:
3
∫
ψ
α4
y4
. b2 +
∫
ψ
α4
y4
+ C
∫
|Aα|4 . b2 +
∫
ψ
α4
y4
+
∫
ψ
α4
y4
+ ‖Aα‖2L2‖∂yAα‖2L2
. b2 + δ(b∗)‖Hα‖2L2 +
∫
ψ
α4
y4
and (6.73) follows.
The L∞ bound (6.68) follows from:
|∆γ|2L∞(y≥1) .
(∫
y≥1
|∂y∆γ|2
y2
) 1
2
(∫
y≥1
|∆γ|2
)1
2
. b3|logb|8.
It remains to prove (6.69). Using (6.70), we treat the most delicate quadratic term,
other terms are treated similarily and are easier to handle. We claim:∫
|α|2|∆2(α2)|2 . δ(b∗)
(
E4 + b
4
|logb|2
)
. (6.74)
To treat the singularity at the origin, we write
∆(α2) = 2|∂yα|2 + 2α∆α = 2|∂yα|2 − 2αHα+ 2V
(
α
y
)2
= 2|∂yα|2 − 2αHα+ 2V
(
Aα+ ∂yα+
1− Z
y
α
)2
.
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Taking another Laplacian and multiplying by α now yields sufficient vanishing at
the origin to close the L2 estimate (6.74) near the origin using the estimates of
Lemma 6.7. Far out, we write
∆(α2) = 2|∂yα|2 − 2αHα+ 2
(
α
y
)2
+ 2(V − 1)
(
α
y
)2
.
The contribution of the last term is easily estimated using the extra decay |V −1| .
1
1+y2
. We next compute:∫
y≥1
|α|2|∆(|∂yα|2)|2 . ‖α‖2L∞
[∫
y≥1
(|∂2yα|2 + |∂yα||∆∂yα|)2]
. ‖α‖2L∞
∫
y≥1
|Hα|2 + |∂yα||∂yHα|+ 1
y
|∂yα||Hα| +
1∑
i,k=0
1
y4−i−k
|∂iyα| |∂kyα|
2
.
(
‖∂yα
y
‖2L∞(y≥1) + ‖Hα‖2L∞(y≥1)
)
b2|logb|6 +
(
‖α
y
‖2L∞(y≥1) + ‖∂yα‖2L∞(y≥1)
)
b3|logb|10
. δ(b∗)
b4
|logb|2 .
Next, we write:
∆(αHα) = ∆αHα+ 2∂yα∂yHα+ α
(
−H2α+ V
y2
Hα
)
= ∆αHα+ 2∂yα∂yHα− αH2α+Hα(∆α +Hα).
The contribution of all other terms can be treated in a fashion similar to the previous
argument.
This concludes the proof of Lemma 6.8.
6.9. Interpolation bounds for w2. We recall that
w2 = ĴHw, Ĵ = (ez + ŵ)∧
and the decomposition from (4.37):
w2 = w
0
2 +w
1
2, w
0
2 = RzHw
⊥, w3 = RzAw02. (6.75)
From the explicit definition (2.26) of H, we have the formula:
w
1
2 = w
2
2 + ŵ ∧Hw, w22 = Rz
∣∣∣∣∣∣
−2(1 + Z)∂yγ
0
0
. (6.76)
Lemma 6.9 (Interpolation bounds for w2). There holds:∫
|ĴHw|2 =
∫
|w2|2 = E2 +O(b2|logb|2 + δ(b∗)E2), (6.77)∫
|Hw|2 . E2 + b2|logb|2, (6.78)∫ |Hw|2
(1 + y4)(1 + |logy|2) . C(M)E4, (6.79)∫ |w02|2
(1 + y4)(1 + |logy|2) . C(M)E4, (6.80)∫ |w12|2
(1 + y4)(1 + |logy|2) . δ(b
∗)
(
b4
|logb|2 + E4
)
, (6.81)
69∫
|Hw2|2 . C(M)
(
E4 + b
4
|logb|2
)
, (6.82)∫
|ĴHw2|2 . E4 + b
4
|logb|2 , (6.83)∫
|Hw12|2 +
∫
|RzH(R2zw12)|2 . δ(b∗)
(
E4 + b
4
|logb|2
)
, (6.84)∫
|HĴw2|2 . C(M) b
4
|logb|2 . (6.85)
Proof of Lemma 6.9:
step 1 Estimates for w2.
Oberve that
E2 =
∫
|w20|2, E4 =
∫
|RzHw02|2 =
∫
|A∗w3|2. (6.86)
We then estimate from (6.45), (6.66), (6.47), (6.62):∫
|Hw|2 . E2 +
∫
|∆γ|2 +
∫
1
1 + y4
[
|∂yγ|2 + |∂yα|2 + |α|
2
y2
]
. E2 + b2|logb|2
which yields (6.78). Now from (6.62):∫
|w12|2 .
∫ |∂yγ|2
1 + y4
+ δ(b∗)‖Hw‖2L2 . b2|logb|2 + δ(b∗)E2
which together with (6.86) concludes the proof of (6.77).
From the explicit definition of H:∫ |Hw|2
(1 + y4)(1 + |logy|2) .
∫ |Hα|2 + |Hβ|2 + |∆γ|2
(1 + y4)(1 + |logy|2) +
∫
1
1 + y8
[
|∂yγ|2 + |∂yα|2 + |α|
2
y2
]
. C(M)E4
and (6.79) follows from (6.43) and (6.60). For (6.80) we simply observe
|w02| = |RzHw| ≤ |Hw|.
On the other hand,
|w12| ≤ |ŵ ∧Hw| . |ŵ| |Hw|
and (6.81) follows from the bound ‖ŵ‖L∞ ≤ δ(b∗), see (6.49) and (6.64).
step 2 Estimates for Hw2.
We now turn to the H4 estimates (6.82) and (6.84). Recalling the decomposition
(6.75) we first examine the quantity Hw02:
|Hw02| ≤ |H2α|+ |H2β|+
1
1 + y2
(|∂yHβ|+ |Hβ|
y
)
The estimate ∫
|Hw02|2 . C(M)E4
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now easily follow from the definition of E4, the coercivity bounds of Lemma 6.5. To
obtain the improved bound for ĴHw02 we simply note that
|RzHw02| ≤ |H2α|+ |H2β|
and
|wˆ ∧Hw02| ≤ δ(b∗)|Hw02|
from which ∫
|ĴHw02|2 . E4 +
b4
|logb|2
and thus (6.83) follows from the first part of (6.84).
We now claim: ∫
|Hw22|2 . δ(b∗)
(
b4
|logb|2 + E4
)
. (6.87)
Indeed, we compute:
Hw
2
2 = −2 [H((1 + Z)∂yγ)] ey
and split the integral:∫
|Hw22|2 ≤
∫
y≤1
|Hw22|2 +
∫
y≥1
|Hw22|2.
The outer integral is easily estimated using the extra decay |1 + Z| . 1
1+y2
and
the estimates (6.60) of Lemma 6.8. For the inner integral, we use |Z − 1| . |y|2 to
estimate: ∫
y≤1
|Hw22| .
∫
y≤1
|H∂yγ|2 + δ(b∗)
(
b4
|logb|2 + E4
)
.
We then observe near the origin that for any function f:
Hf = −∂yyf − ∂y
y
f +
1
y2
f +
V − 1
y2
f = −∂yyf + Af
y
+
V − 1 + Z − 1
y2
f.
Since |V − 1|+ |Z − 1| . y2, the estimates of Lemma 6.8 imply:∫
y≤1
|Hw22|2 .
∫
y≤1
|A∂yγ|2
y2
+ δ(b∗)
(
b4
|logb|2 + E4
)
.
The bound for the remaining term is given by (6.63).
step 3 Quadratic term.
We claim: ∫
|H(ŵ ∧Hw)|2 . δ(b∗)
(
b4
|logb|2 + E4
)
. (6.88)
Indeed, first compute:
ŵ ∧Hw =
∣∣∣∣∣∣∣∣
βˆ
[
−∆γ + 2(1 + Z)(∂yα+ Zy α)
]
− γˆHβ
−αˆ
[
−∆γ + 2(1 + Z)(∂yα+ Zy α)
]
+ γˆ [Hα− 2(1 + Z)∂yγ]
αˆHβ − βˆ(Hα− 2(1 + Z)∂yγ)
(6.89)
We now apply the H operator again and estimate all terms. We sketch the proof
for the most delicate terms.∫
|H(βˆ∆γ)|2 .
∫
|∆γ|2|Hβˆ|2 +
∫
|∂y∆γ|2|∂yβˆ|2 +
∫
|βˆ|2|∆2γ|2. (6.90)
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The last integral is the most delicate term estimated from (6.69). For the other
terms, we estimate using (6.53), (6.67) and (6.68):∫
|∆γ|2|Hβˆ|2 . ‖∆γ‖2L∞(y≥1)
∫
|Hβˆ|2 + ‖Hβˆ‖2L∞(y≤1)
∫
y≤1
|∆γ|2
. b2|logb|6b3|logb|8 + b4b2|logb|8 . b5.
On the other hand, since
∂y∆γ = ∂
3
yγ −
1
y
A∂yγ +
Z − 1
y
∂yγ
and |Z − 1| . y2 we can estimate from (6.54), (6.60) and (6.63)∫
y≤1
|∂y∆γ|2|∂yβˆ|2 . ‖∂yβˆ‖L∞(y≤1)
∫
y≤1
|∂y∆γ|2 ≤ b6.
For y ≥ 1 we can interpolate between (6.68) and (6.69) to obtain∫
y≥1
|∂y∆γ|2|∂yβˆ|2 . b5||logb|C + b
10
3 ‖∂yβ‖L∞(y≥1) ≤ b5.
For the term involving the last coordinate in (6.89), we compute:∫
|∆(αˆHβ)|2 .
∫
|∆αˆ|2|Hβ|2 +
∫
|∂yαˆ|2|∂yHβ|2 +
∫
|αˆ|2|∆Hβ|2
.
∫
|∆αˆ|2|Hβ|2 +
∫
|∂yαˆ|2|∂yHβ|2 +
∫
|αˆ|2 |Hβ|
2
y4
+ δ(b∗)E4.
Terms near the origin are easily estimated using Lemma 6.8. Far out, the first two
terms are easily treated and for the third one, we estimate from (6.56):∫
y≥1
|αˆ|2 |Hβ|
2
y4
. b4|logb|C
√
b+ ‖ α
1 + y2
‖2L∞
∫
|Hβ|2 . δ(b∗) b
4
|logb|2
This concludes the proof of (6.88). The second part of (6.84) and (6.85) can be
obtained in a similar fashion.
We omit the details.
This concludes the proof of Lemma 6.9.
Appendix C: Proof of Lemma 4.7
This Appendix is devoted to the proof of Lemma 4.7 which is the key to handle
the quasilinear stucture of the problem. The proof is mostly algebraic and makes
an implicit use of the interpolation estimates of Appendix B.
step 1 Gain of two derivatives.
Let
a = αer + βeτ + γQ, Γ =
∣∣∣∣∣∣
α
β
γ
be a decomposition of the vector a relative to the Frenet basis of Q with (α, β, γ) =
(α(y), β(y), γ(y)) functions of the radial variable y, and α2 + β2 + (1 + γ)2 = 1.
Then from (2.19):
∆a+ |∇Q|2a = −HΓ. (6.91)
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We compute the action of derivatives
∂ya = ∂yΓ+MΓ, MΓ := (1 + Z)ey ∧ Γ, (6.92)
1
y
∂θa = NΓ, NΓ :=
(
Z
y
ez − (1 + Z)ex
)
∧ Γ.
We recall the double wedge formula:
a ∧ (b ∧ c) = (a · c)b− (a · b)c.
Let also
u = ŵ + ez, |u|2 = 1.
be a unit vector. The proof of Lemma 4.7 is based on two computations.
The first one relies on the action of the Laplace operator in the Frenet basis:∫
a · u ∧∆a =
∫
∆a · (a ∧ u) =
∫
a ·∆(a ∧ u) =
∫
a · [∆a ∧ u+ 2∇a ∧ ∇u]
and thus ∫
a · u ∧∆a =
∫
a · (∇a ∧ ∇u). (6.93)
We now compute from (6.91):
a · [u ∧∆a] = a · [u ∧ (∆a+ |∇Q|2a)] = −Γ · [(ez + ŵ) ∧HΓ] = −Γ · ĴHΓ.
Hence from (6.92), (6.93):
=
∫
Γ · [(∂yΓ+MΓ) ∧ (∂yŵ +M(ez + ŵ)) +NΓ ∧N(ez + ŵ)]
=
∫
Γ · [∂yΓ ∧ (∂yŵ +M(ez + ŵ))] +
∫
Γ · [MΓ ∧ (∂yŵ +M(ez + ŵ))]
+
∫
Γ · [NΓ ∧N(ez + ŵ)] .
The second computation uses the normalization of ŵ:∫
ĴΓ ·
[
∂y(ĴΓ) ∧ ∂yŵ
]
=
∫
ĴΓ · [(∂yŵ ∧ Γ+ (ez + ŵ) ∧ ∂yΓ) ∧ ∂yŵ]
= −
∫ [
(∂yŵ · Γ)(∂yŵ · ĴΓ)
]
and the structure of the operator M :∫
ĴΓ ·
[
∂y(ĴΓ) ∧ (M(ez + ŵ))
]
=
∫
ĴΓ · [(∂yŵ ∧ Γ+ (ez + ŵ) ∧ ∂yΓ) ∧ (M(ez + ŵ))]
=
∫
ĴΓ · [(∂yŵ ∧ Γ) ∧ (M(ez + ŵ))] .
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This generates a two derivatives gain:∫
ĴHΓ · ĴH(ĴHΓ) = −
∫
ĴHΓ ·
[
∂y(ĴHΓ) ∧ (∂yŵ +M(ez + ŵ)
]
−
∫
ĴHA ·
[
MĴHΓ ∧ (∂yŵ +M(ez + ŵ)
]
−
∫
ĴHΓ ·
[
NĴHΓ ∧N(ez + ŵ)
]
=
∫
(∂yŵ ·HΓ)(∂yŵ · ĴHΓ)−
∫
ĴHΓ · [(∂yŵ ∧HΓ) ∧ (M(ez + ŵ))]
−
∫
ĴHΓ ·
[
MĴHΓ ∧ (∂yŵ +M(ez + ŵ))
]
−
∫
ĴHΓ ·
[
NĴHΓ ∧N(ez + ŵ)
]
.
We now observe from
Mez = (1 + Z)ex, Nez = (1 + Z)ey
the cancellation:
−
∫
ĴHΓ ·
[
MĴHΓ ∧Mez
]
−
∫
ĴHΓ ·
[
NĴHΓ ∧Nez
]
= −
∫
ĴHΓ ·
[
(1 + Z)2(ey ∧ ĴHΓ) ∧ ex +
(
(
Z
y
ez − (1 + Z)ex) ∧ ĴHΓ
)
∧ (1 + Z)ey
]
=
∫
ĴHΓ ·
[
(1 + Z)2(ex · ĴHΓ)ey + (1 + Z)
(
(ey · ĴHΓ)Z
y
ez − (1 + Z)(ey · ĴHΓ)ex
)]
=
∫
Z(1 + Z)
y
(ĴHΓ · ey)(ĴHΓ · ez).
We have thus arrived at the formula:∫
ĴHΓ · ĴH(ĴHΓ) (6.94)
=
∫
(∂yŵ ·HΓ)(∂yŵ · ĴHΓ)−
∫
ĴHΓ ·
[
(∂yŴ ∧HΓ) ∧ (M(ez + ŵ))
]
−
∫
ĴHΓ ·
[
MĴHΓ ∧ (∂yŵ +Mŵ)
]
+
∫
Z(1 + Z)
y
(ĴHΓ · ey)(ĴHΓ · ez)−
∫
ĴHΓ ·
[
NĴHΓ ∧Nŵ
]
.
step 2 Leading order b term.
Let us write
w˜ = w˜0 + w˜1, w˜0 = bT˜1ey.
We compute:
Mw˜0 = 0, Nw˜0 = −bT˜1
(
Z
y
ex + (1 + Z)ez
)
.
This yields in particular the cancellation:
Nw˜0 ·
(
−(1 + Z)ex + Z
y
ez
)
= 0.
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We now compute the leading order contribution of w˜0 to (6.94). First,
∫
Z(1 + Z)
y
(ĴHΓ · ey)(ĴHΓ · ez) =
∫
Z(1 + Z)
y
(ĴHΓ · ey) [((w˜0 + w˜1 +w) ∧HΓ) · ez]
=
∫
Z(1 + Z)
y
(ĴHΓ · ey)[−bT˜1(HΓ · ex)] +O
(∥∥∥∥ w˜1 +wy(1 + y2)
∥∥∥∥
L∞
‖HΓ‖2L2
)
= −b
∫
Z(1 + Z)
y
T˜1(ĴHΓ · ey)2 +O
([∥∥∥∥ w˜1 +wy(1 + y2)
∥∥∥∥
L∞
+
∥∥∥∥∥ bT˜1|ŵ|y(1 + y)
∥∥∥∥∥
L∞
]
‖HΓ‖2L2
)
= −b
∫
Z(1 + Z)
y
T˜1(ĴHΓ · ey)2 +O
(
bδ(b∗)‖HΓ‖2L2
)
where we used the estimates of Lemma 6.7. Next:
−
∫
ĴHΓ ·
[
MĴHΓ ∧ ∂yw˜0 +NĴHΓ ∧Nw˜0
]
= b
∫
ĴHΓ ·
[
(1 + Z)∂yT˜1ey ∧ (ey ∧ ĴHΓ) +Nw˜0 ∧
(
(−(1 + Z)ex + Z
y
ez) ∧ ĴHΓ
)]
= b
∫
(1 + Z)∂yT˜1
[
(ĴHΓ · ey)2 − ‖ĴHΓ‖2
]
+ b
∫
T˜1
[
(−(1 + Z)(ĴHΓ · ex) + Z
y
(ĴHΓ · ez))(−Z
y
(ĴHΓ · ex)− (1 + Z)(ĴHΓ · ez))
]
= b
∫
(1 + Z)AT˜1(ĴHΓ · ex)2
+ b
∫
(ĴHA · ez)
[
−(1 + Z)(∂yT˜1 + Z
y
T˜1)(ĴHΓ · ez) + T˜1((1 + Z)2 − Z
2
y2
)(ĴHΓ · ex)
]
= b
∫
(1 + Z)AT˜1(ĴHΓ · ex)2 +O
(
b
∥∥∥∥∥( |∂yT˜11 + y2 + |T˜1|y2 )|w|
∥∥∥∥∥
L∞
‖HΓ‖2L2
)
= b
∫
(1 + Z)AT˜1(ĴHΓ · ex)2 +O
(
bδ(b∗)‖HΓ‖2L2
)
,
thanks to Lemma 6.7. Next,
−
∫
ĴHΓ · [(∂yw˜0 ∧HΓ) ∧Mez] = −b
∫
(1 + Z)∂yT˜1ĴHΓ · [(ey ∧HΓ) ∧ ex]
= b
∫
(1 + Z)∂yT˜1(ĴHΓ · ey)(HΓ · ex)
= b
∫
(1 + Z)∂yT˜1(ĴHΓ · ey)
(
(ĴHΓ · ey)− (ŵ ∧ ĴHΓ) · ey
)
= b
∫
(1 + Z)∂yT˜1(ĴHΓ · ey)2 +O
(
‖b(1 + Z)∂yT˜1w‖L∞‖HΓ‖2L2
)
= b
∫
(1 + Z)∂yT˜1(ĴHΓ · ey)2 +O
(
bδ(b∗)‖HΓ‖2L2
)
.
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Therefore we obtained∫
ĴHΓ · ĴH(ĴHΓ) = b
∫
(1 + Z)AT˜1
[
(ĴHΓ · ex)2 − (ĴHΓ · ey)2
]
+
∫
(∂yŵ ·HΓ)(∂yŵ · ĴHΓ)−
∫
ĴHΓ · [(∂y(w˜1 +w) ∧HΓ) ∧ (M(ez + ŵ))]
−
∫
ĴHΓ ·
[
MĴHΓ ∧ (∂yw˜+∂yw +M(w˜1 +w)
]
−
∫
ĴHΓ ·
[
NĴHΓ ∧N(w˜1 +w)
]
+ O
(
bδ(b∗)‖HΓ‖2L2
)
. (6.95)
step 3 Upper bound on the quadratic term.
We now claim that
∀y ≥ 0, 0 ≤ (1 + Z)AT˜1 ≤ 1− d1 (6.96)
for some universal constant
0 < d1 < 1.
We prove the inequality for T1, the claim for T˜1 follows immediately. From
(Λφ)′
Λφ
=
Z
y
,
there holds:
A∗(AT1) =
1
yΛφ
∂
∂y
(yΛφAT1) = Λφ
and thus,
AT1 =
1
yΛφ
∫ y
0
τ(Λφ)2dτ.
Now
1 + Z =
2
1 + y2
=
Λφ
y
.
Therefore,
J(y) = (1 + Z)A(T1) =
1
y2
∫ y
0
τ(Λφ)2dτ ≥ 0. (6.97)
Let now
f(y) =
∫ y
0
τ(Λφ)2dτ − y2,
then
f ′(y) = y(Λφ)2 − 2y = 4y
3
(1 + y2)2
− 2y = 1
y
[
4y3 − 2y(1 + 2y2 + y4)] ≤ 0
and thus
f(y) < f(0) = 0 for y > 0.
Hence J(y) < 1 for y > 0. Now J(y) → 0 as y → +∞. It therefore attains its
maximum at some y0 ≥ 0 with J(y0) < 1, unless y0 = 0 which is ruled out since
J(0) = 0, and (6.96) is proved.
step 4 Conclusion.
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To control the remaining nonlinear terms in (6.95) we use the estimates of Lemma
6.7. The first three terms are easily controlled:∣∣∣∣∫ (∂yŵ ·HΓ)(∂yŵ · ĴHΓ)∣∣∣∣ . ‖∂yŵ‖2L∞‖HΓ‖2L2 . bδ(b∗)‖HΓ‖2L2 ,∣∣∣∣∫ ĴHΓ · [(∂y(w˜1 +w) ∧HΓ) ∧ (M(ez + ŵ))]∣∣∣∣ . ∥∥∥∥ |∂yw˜1|+ |∂yw|1 + y2
∥∥∥∥
L∞
‖HΓ‖2L2
. bδ(b∗)‖HΓ‖2L2 ,∣∣∣∣∫ ĴHΓ · [MĴHΓ ∧ (∂yw˜+∂yw +M(w˜1 +w)]∣∣∣∣
.
[∥∥∥∥ |∂yw˜1|+ |∂yw|1 + y2
∥∥∥∥
L∞
+
∥∥∥∥ |w˜1|+ |w|1 + y4
∥∥∥∥
L∞
]
‖HΓ‖2L2
. bδ(b∗)‖HΓ‖2L2 .
The last term requires an additional cancellation to handle a singularity at the
origin. Indeed,
−
∫
ĴHΓ ·
[
NĴHΓ ∧N(w˜1 +w)
]
=
∫
NĴHΓ ·
[
ĴHΓ ∧N(w˜1 +w)
]
=
∫
(
Z
y
ez − (1 + Z)ex) ∧ ĴHΓ ·
[
ĴHΓ ∧
[
(
Z
y
ez − (1 + Z)ex) ∧ (w˜1 +w)
]]
=
∫
Z2
y2
ez ∧ ĴHΓ ·
[
ĴHΓ ∧ [ez ∧ (w˜1 +w)]
]
+O
(∥∥∥∥ |w1|+ |w|y(1 + y2)
∥∥∥∥
L∞
‖HΓ‖2L2
)
= −
∫
Z2
y2
ez ∧ ĴHΓ ·
[
(ĴHA · ez)(w˜1 +w)
]
+O
(
bδ(b∗)‖HΓ‖2L2
)
=
(∥∥∥∥ |w|(|w1|+ |w|)y2
∥∥∥∥
L∞
‖HΓ‖2L2
)
+O
(
bδ(b∗)‖HΓ‖2L2
)
. O
(
bδ(b∗)‖HΓ‖2L2
)
.
Combining these estimates together with (6.96) and (6.95) concludes the proof of
(4.49) and of Lemma 4.7.
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