We study universal finite sample expressivity of neural networks, defined as the capability to perfectly memorize arbitrary datasets. For scalar outputs, existing results require a hidden layer as wide as N to memorize N data points. In contrast, we prove that a 3-layer (2-hiddenlayer) ReLU network with 4 √ N hidden nodes can perfectly fit any arbitrary dataset. For Kclass classification, we prove that a 4-layer ReLU network with 4 √ N + 4K hidden neurons can memorize arbitrary datasets. For example, a 4-layer ReLU network with only 8,000 hidden nodes can memorize datasets with N = 1M and K = 1k (e.g., ImageNet). Our results show that even small networks already have tremendous overfitting capability, admitting zero empirical risk for any dataset. We also extend our results to deeper and narrower networks, and prove converse results showing necessity of Ω(N) parameters for shallow networks.
Introduction
Recent results in deep learning indicate that over-parameterized deep neural networks are able to memorize any arbitary datasets [1, 25] . This phenomenon is closely related to the expressive power of neural networks, i.e., the ability to approximate a given class of functions, a topic fundamental to the theory of neural networks. These memorization results imply that the deep networks are expressive enough to fit any data to perfection.
It has been known since late 1980s that neural networks are universal approximators [3, 6, 9] . With the widespread use of deep networks, many recent works focus on understanding the power of depth in neural networks [4, 5, 12, 13, 16, 17, [19] [20] [21] [22] . However, most existing results consider expressing functions (i.e., infinitely many points) rather than finite samples, so do not provide good insights for understanding the memorization ability of networks.
When studying finite sample memorization, several questions arise: Is a given neural network capable of memorizing given datasets? How big must a neural network be, to obtain such capacity? These questions can be answered by studying universal finite sample expressivity of neural networks, i.e., the ability to express or fit any arbitrary set of finite training data.
Recent results in the literature have shed some light on universal finite sample expressivity for different architectures: fully connected neural networks [25] , residual networks [7] , and convolutional neural networks [14] . However, these results offer limited insight because they impose architectural assumptions that are not practical or realistic. For example, they require either a hidden layer as wide as the number of data points [14, 25] , or as many hidden nodes as the number of data points [7] , causing their theoretical results to be applicable only to very large neural networks, especially when the dataset is large (e.g., ImageNet with 1M points). Moreover, existing results are either limited to scalar outputs [14, 25] or to multi-class classification [7] , so universal finite sample expressivity on any multi-dimensional output data (regardless of network size) is still missing.
Our contributions
In this paper, we study the finite sample expressivity of fully connected neural networks, assuming throughout that the data are consistently labeled 1 . In contrast to the limitation of existing results, we prove that already a shallow and narrow neural network has tremendous overfitting/memorizing capability, hence achieving zero empirical risk for any dataset. Moreover, we prove that for shallow networks, our construction is sharp in terms of the number of parameters. We summarize our contributions below:
-Theorem 1 and Corollary 2 show that any 3-layer (i.e., 2-hidden-layer) ReLU network with hidden layer widths d 1 and d 2 can fit any arbitrary dataset as long as d 1 d 2 ≥ 4Nd y , where N is the number of data points and d y is the output dimension. For scalar outputs, this means that two hidden layers, each having 2 √ N neurons, are sufficient to fit arbitrary data. This width requirement is significantly smaller and more realistic than existing results. This means that 10 6 data points in 10 3 classes (e.g., ImageNet) can be memorized with a 4-layer network with hidden layer widths 2,000-2,000-4,000. It is surprising that such a small network already has tremendous memorization ability.
-Theorem 4 and Corollary 5 extend these expressivity results to deeper and/or narrower networks, and show that if the sum of parameters between pairs of adjacent layers satisfies
, then universal finite sample expressivity is achieved.
-Given these results showing sufficiency of Ω(N) network parameters, are Ω(N) parameters also necessary for memorizing N points? We partially answer this question by presenting a converse result in Theorem 6: for shallow neural networks, Ω(N) parameters are indeed required for universal memorization.
Implications and discussion
In the following paragraphs, we will discuss several implications of these findings.
Depth-width tradeoffs for finite samples. As in other function expressivity results, our results show that there are indeed similar depth-width tradeoffs in the finite sample setting. Previous results showed that one hidden layer with N nodes can memorize N data points. Our results show that by adding one additional hidden layer, the width requirement is reduced to O( √ N). Moreover, for d y -class classification, the requirement of O( Nd y ) nodes by 3-layer networks (Theorem 1) is again improved by adding one more hidden layer (Theorem 3), down to O( √ N + d y ). This improvement is more dramatic when d y is large, and again highlights the power of depth in expressivity.
The global optimum value of empirical risk. It is widely observed by experiments that deep neural networks can achieve zero empirical risk. However, a concrete understanding of this phenomenon is still missing. Our theorems show that even a shallow and narrow network can provably have zero as the global minimum value in empirical risk, regardless of data and loss functions used.
This observation has an important implication for the loss surface of neural networks. The discovery of "local minima are global minima" property of linear neural networks [10] triggered a number of other results on empirical risks of deep linear neural networks [11, 23, 24, 26] . However, it was later theoretically and empirically shown that this property fails to extend to nonlinear neural networks [18, 23] , suggesting that studying the gap between local minima and global minima could provide explanations for the success of deep neural networks. In order to study the gap, it is useful to know the risk value attained by global minima. However, unless we have strong assumptions such as realizability 2 , knowing the global minimum value is already non-trivial even for shallow neural networks. Our theorems provide theoretical guarantees that even small neural networks can attain zero empirical risk at global minima.
The role of over-parametrization. Our results provide a new viewpoint on how over-parametrization helps deep learning. In contrast to the common practice that uses vastly more parameters than N, our results show that small neural networks are already expressive enough, so that a very mild over-parametrization is sufficient for fitting arbitrary data. In other words, over-parametrization in deep learning may help in optimization and generalization, but not necessarily in expressivity of neural networks.
Gap between functions vs. samples. It is well-known that 2-hidden-layer ReLU networks are universal approximators of continuous functions, which is proven by representing a given continuous function by a linear combination of "indicators" of rectangular regions of the domain. As other universal approximator results, this requires exponentially wide networks.
In contrast, our results show that as long as memorization of N data points is the goal, one needs only width 2 √ N to achieve universal memorization. This observation highlights the huge gap between approximating functions and samples, which also relates to the population risk vs. empirical risk in neural network training. While the exponential vs. square root requirement in width already shows fitting finite samples of functions is significantly easier, our theorems (as well as other results on finite sample expressivity) also have other characteristics typically not observed in function results, such as 1) the result holds for any arbitrary functions and 2) the requirement on hidden neurons is independent of input dimension d x .
Remarks: VC dimension. We conclude this section by brief remarks on VC dimension of neural networks [2, 8] , which is a related but different setting as compared to ours. Consider a neural network f θ (·) with parameters θ. The definition of VC dimension of f θ (·) is
The maximum N such that there exists {x i } N i=1 such that for all {y i } N i=1 ∈ {−1, +1} N there exists θ such that for all i ∈ {1, . . . , N}, y i = f θ (x i ). In contrast, universal finite sample expressivity of f θ (·) that we consider in this paper means that For all {x i } N i=1 and for all
Notice the difference in the quantifiers in front of x i 's, dimensionality of y i , and the classification vs. regression setting. One can see that finite sample expressivity is more restrictive than VC dimension, and known bounds on VC dimension of neural networks do not apply directly to finite sample expressivity.
Problem settings and notation
We consider fully connected neural networks with activation function σ at hidden nodes. Let 
Given input
Here, z l and a l denote the input and output (a for activation) of l-th hidden layer, respectively. The output of a hidden layer is the entry-wise map of the input by the activation function σ. The bold-cased symbols denote parameters: W l ∈ R d l ×d l−1 is the weight matrix, and b l ∈ R d l is the bias vector. We define θ :
to be the collection of all parameters. To emphasize that the network output depends on parameters θ, we write the network output as f θ (·).
In training neural networks, we are given a finite set of N data points {(x i , y i )} N i=1 and we optimize the parameters θ with the goal of making the output f θ (x i ) of network for input x i to be close to y i : y i ≈ f θ (x i ). For the training dataset, we make the following mild set of assumptions, that ensures consistent labels:
, assume that 1) all x i 's are distinct, and 2)
for all i's.
For i-th input data point x i , the corresponding input and output of l-th hidden layer is written as z l (x i ) and a l (x i ), respectively. Moreover, for the j-th node in the l-th hidden layer, we will denote its input and output as z l j (x i ) and a l j (x i ) for x i . For weight matrices W l , we will denote its (j, k)-th entry as W l j,k , and its j-th row as W l j,: . Similarly, for bias vectors b l , we denote its j-th component as b l j . In this paper, we consider ReLU-like (σ R ) and hard-tanh (σ H ) activations, which are defined as follows:
where s + > s − ≥ 0. Note that this class of ReLU-like activation functions includes ReLU and Leaky ReLU. The second activation, hard-tanh (σ H ), is a piece-wise linear approximation of tanh that clips any input outside [−1, 1]. Notice that
so any results on hard-tanh activation networks can be extended to ReLU-like activation networks with twice the width. Using this observation, in this paper, we will first present our results on hard-tanh networks, and state as corollaries the corresponding results on ReLU(-like) activation functions.
Main results and discussion
In this section, we state our main theorems and discuss their implications.
Main theorems
We first state the main theorem for hard-tanh activation. Discussion will follow in the next subsection.
The hard-tanh function can be represented as two ReLU-like functions (1) . This gives us a corollary:
In Theorem 1, the requirement on Then, there exists a parameter θ such that
The proof of Theorem 1 is involved, and is based on a carefully designed construction of parameters. Very roughly speaking, we construct the parameters so as to make each data point have its unique activation pattern in the hidden layers. More details are in Section 4.
The proof of Theorem 3 is largely based on Theorem 1. By assigning each class j a real number ρ j (which is similar to the trick in [7] ), we modify the dataset into a 1-dimensional regression dataset. We fit the regression dataset using the techniques in Theorem 1, and use the extra layer to recover the one-hot representation of the original y i . Please see Appendix B for the full proof.
Discussion
Expressive power of small-width networks. Theorem 1 and Corollary 2 show that if the two ReLU layers satisfy d 1 = d 2 = 2 Nd y , then there exists a parameter θ such that the network output f θ can fit a given dataset perfectly. Theorem 3 is an improvement for classification, which shows that a 4-layer ReLU network can memorize any d y -class classification data if
The difference between our results and any existing results [7, 14, 25] is dramatic in the number of hidden nodes: N vs. 4 √ N, if d y = 1. The capability to memorize N data points with N nodes is perhaps not surprising, and width N is sometimes unrealistic and not satisfied even for stateof-the-art deep CNNs [14, Table 1 ]. In constrast, the fact that width-2 √ N networks can memorize is far from obvious. Theorem 3 tells us that we can fit ImageNet 3 (N ≈ 10 6 , d y = 10 3 ) with three ReLU hidden layers, with only 2k-2k-4k nodes. This "sufficient" size for memorization is surprisingly smaller (disregarding optimization aspects) than practical deep networks.
3 after omitting the inconsistently labeled items Implications for empirical risks. Note also that our result is independent of specific loss functions. For regression, it is implied that for any 3-layer ReLU network with d 1 = d 2 = 2 Nd y there exists a global minimum that has zero empirical risk. For classification, it often follows from the loss (e.g., cross entropy loss) that global minimum is not attainable and growing the parameters indefinitely makes loss arbitrarily small. Nevertheless, Theorem 3 shows that any 4-layer ReLU network with d 1 d 2 ≥ 4N and d 3 ≥ 4d y can achieve 100% accuracy. Although it is often observed in neural network training that near-zero empirical risk is achieved, our results concretely show that the global optimum value is indeed zero, even for small networks.
Disconnected decision regions. For classification tasks, our theorems construct decision regions C j 4 that fit arbitrary labels, and C j may be a disconnected set. This is in contrast to the recent result that if the network width decreases from input to output and weight matrices are full-rank, C j is connected [15, Theorem 3.10 and 3.11].
To see why our theorems do not contradict these results, we take a closer look at the assumptions. In [15] , Theorem 3.10 handles deep networks with strictly increasing activation σ that satisfies σ(R) = R. Theorem 3.11 of [15] handles 2-layer networks, without assuming σ(R) = R. First of all, our networks are deeper than 2-layer, thus do not contradict [15, Theorem 3.11] . Also, the only activation of our interest that satisfies σ(R) = R is σ R , with s + > s − > 0. However, because of the way Corollary 2 is derived from (1), W 1 is rank-deficient, thus violating the rank assumption of [15, Theorem 3.10].
Deeper and/or narrower networks
What if the network is deeper and/or narrower than √ N? Our next theorem shows that universal finite sample expressivity is still achievable.
For a L-layer neural network with hard-tanh activation (σ H ), assume that there exist l 1 , . . . , l m ∈ [L − 2] that satisfies
where 1 {·} is 0-1 indicator function. Then, there exists a parameter θ such that
For a sanity check, note that for L = 3, the conditions boil down to that of Theorem 1; we can see that Theorem 4 is a generalization of Theorem 1.
An immediate corollary of this is that the same result holds for ReLU(-like) networks with twice the width. We state here an informal version and defer the full statement to Appendix A.
Corollary 5 (informal). Theorem 4 also holds for ReLU-like networks with twice the width.
Using the same proof technique as Theorem 3, this theorem can also be improved for classification datasets, by inserting one additional hidden layer between layer l m + 1 and the output layer. We defer the theorem statement to Appendix A.
The proof of Theorem 4 is in Section 5. To prove this, we use Theorem 1 as a building block and construct a network (Figure 2 ) that fits a subset of N data points at each pair of adjacent hidden layers l j -(l j + 1).
In case of m = 1, Theorem 4 shows that the universal memorization in Theorem 1 is not limited to shallow networks; if any two adjacent layers satisfy d l 1 d l 1 +1 ≥ Nd y , this network can fit N data perfectly. Even with networks narrower than Nd y (thus m > 1), we can still achieve universal finite sample expressivity as long as there are Ω(Nd y ) parameters between pairs of adjacent layers. However, we have the "cost" r j in the width of hidden layers, because we need to propagate input and output information using r j nodes. For more details, please refer to the proof.
One open question that Theorem 4 leaves us is that whether there is a more node-efficient construction for finite sample expressivity, in the case of deep networks.
Necessity of Ω(N) parameters
Are Ω(N)
The proof idea is based on counting the number of "pieces" in piecewise linear functions, inspired by [19] . For the proof, please see Appendix C.
Our theorem shows a converse result that for scalar-output shallow networks, Ω(N) parameters are indeed necessary and sufficient. This also means that the construction in Theorem 1 is sharp, in terms of the requirements on d 1 d 2 . Considering that polynomial fitting and look-up tables also require Ω(N) parameters to memorize N data points, we conjecture that Ω(N) parameters are also necessary for neural networks, although we leave deep network cases as future work.
Proof of Theorem 1
We prove the theorem by constructing a parameter θ that perfectly fits the dataset. To convey the main idea more clearly, we first prove the theorem for d y = 1, and later discuss how to extend to d y > 1.
To simplify notation, we will denote p := d 1 and q := d 2 , for the rest of the proof. Assume for simplicity that p is a multiple of 2, q is a multiple of 2, and pq = N.
Proof sketch
The proof consists of three steps, one for each layer. In this subsection, we will describe each step in the following three paragraphs. Then, the next three subsections will provide the full details of each step.
In the first step, we down-project all input data points to a line, using a random vector u ∈ R d x . Different x i 's are mapped to different u T x i 's, so we have N distinct u T x i 's on the line. Now reindex the data points in increasing order of u T x i , and divide total N data points into p groups with q points each. To do this, each row W 1 j,: of W 1 is chosen as u T multiplied by a positive scalar. We choose the appropriate scalar for W 1 j,: and bias b 1 j , so that the input to the j-th hidden node in layer 1, z 1 j (·), satisfies the following: (1) z 1 j (x i ) ∈ (−1, 1) for indices i ∈ [jq − q + 1 : jq], and (2) z 1 j (x i ) ∈ (−1, 1) c for all other indices so that they are "clipped" by σ H . In the second step, for each hidden node in layer 2, we pick one point each from these p groups and map their values to desired y i . More specifically, for k-th node in layer 2, we define an index set I k (with cardinality p) that contains exactly one element from each [jq − q + 1 : jq], and choose Each box corresponds to a hidden node with hard-tanh activation. In each hidden node, the numbers written in the three parts are indices of data points that are clipped to −1 at output (left), those clipped to +1 (right), and those unchanged (center). One can check for all indices that outputs of layer 2 sum to y i + 1.
. This is possible because for each k, we are solving p linear equations with p + 1 variables.
As we will see in the details, the first and second steps involve alternating signs and a carefully designed choice of index sets I k so that sum of output a 2 k (·) of each node in layer 2 becomes y i + 1. Figure 1 shows a simple illustration for p = q = 4. With this choice, we can make the output f θ (x i ) become simply y i for all i ∈ [N], thereby perfectly memorizing the dataset.
Input to layer 1: down-project and divide
First, recall from Assumption 1 that all x i 's are distinct. This means that for any pair of data points x i and x i , the set of vectors u ∈ R d x satisfying u T x i = u T x i has measure zero. Thus, if we sample any u from some distribution (e.g., Gaussian), u satisfies u T x i = u T x i for all i = i with probability 1.
We choose any such u, and without loss of generality, re-index the data points in increasing order of u T x i : u T x 1 < u T x 2 < · · · < u T x N . Now define c i := u T x i for all i ∈ [N], and additionally, c 0 = c 1 − δ and c N+1 = c N + δ, for any δ > 0. Now, we are going to define W 1 and b 1 such that the input to the j-th (j ∈ [p]) hidden node in layer 1 has z 1 j (x i ) ∈ (−1, 1) for indices i ∈ [jq − q + 1 : jq], and z 1 j (x i ) ∈ (−1, 1) c for any other points. We also alternate the order of data points, which will prove useful in later steps. More concretely, we define the j-th row of W 1 and j-th component of b 1 to be When j is odd, it is easy to check that z 1 j (·) satisfies
so that the output a 1 j (·) satisfies
When j is even, by a similar argument:
Layer 1 to 2: place at desired positions
At each node of layer 2, we will show how to place p points at the right position, and the rest of points in the clipping region. After that, we will see that adding up all node outputs of layer 2 gives y i + 1 for all i. For k-th hidden node in layer 2 (k ∈ [q]), define a set
Note that |I k | = p. Also, let us denote the elements of I k as i k,1 , . . . , i k,p in increasing order. For example, i k,1 = k, i k,2 = 2q + 1 − k, and so on. We can see that i k,j ∈ [jq − q + 1 : jq].
For each k, our goal is to construct W 2 k,: and b 2 k so that the input to the k-th node of layer 2 places data points indexed with i ∈ I k to the desired position y i ∈ [−1, 1], and the rest of data points i / ∈ I k outside [−1, 1].
Case 1: odd k. We first describe how to construct W 2 k,: and b 2 k for odd k's. First of all, consider data points x i k,j 's in I k . We want to choose parameters so that the input to the k-th node is equal to y i k,j 's:
. This is a system of p linear equations with p + 1 variables, which can be represented in a matrix-vector product form:
where the (j, l)-th entry of matrix M k ∈ R p×(p+1) is defined by a 1 l (x i k,j ), for j ∈ [p] and l ∈ [p], and (j, p + 1)-th entries are all equal to 1.
With the matrix M k defined from the above equation, we state the lemma whose simple proof is deferred to Appendix D for better readability: Lemma 7. For any k ∈ [q], the matrix M k ∈ R p×(p+1) satisfies the following properties:
1. M k has full column rank.
2.
There exists a vector ν ∈ null(M k ) such that the first p components of ν are all strictly positive. Lemma 7 implies that for any y i k,1 , . . . , y i k,p , there exist infinitely many solutions (W 2 k,: , b 2 k ) for (8) of the form µ + ην, where µ is any particular solution satisfying the linear system and η is any scalar. This means that by scaling η, and we can make W 2 k,: as large as we want, without hurting z 2 k (x i ) = y i for i ∈ I k . It is now left to make sure that any other data points i / ∈ I k have z 2 k (x i ) ∈ [−1, 1] c . As we will show, this can be done by making η > 0 sufficiently large. Now fix any odd j ∈ [p], and consider i k,j ∈ I k , and recall i k,j ∈ [jq − q + 1 : jq]. Fix any other i ∈ [jq − q + 1 : i k,j − 1]. By Eqs (3), (4), (6) and (7), the output of l-th node in layer 1 (l = j) is the same for i and i k,j :
Summarizing, for large enough W 2 k,: > 0 (achieved by making η > 0 large), the output of the k-th node of layer 2 satisfies a 2 k (x i ) = y i , ∀i ∈ I k , and
where i k,0 := 0 and i k,p+1 := N + 1 for all k ∈ [q].
Case 2: even k. For even k's, we can repeat the same process, except that we push η < 0 to large negative number, so that W 2 k,: < 0 is sufficiently large negative. By following a very similar argument, we can make the output of the k-th node of layer 2 satisfy a 2 k (x i ) = y i , ∀i ∈ I k , and
Layer 2 to output: add them all
Quite surprisingly, adding up a 2 k (x i ) for all k ∈ [q] gives y i + 1 for all i ∈ [N]. To prove this, first observe that the index sets I 1 , I 2 , . . . , I q form a partition of [N] .
we can see the following chains of inequalities:
Fix any k ∈ [q], and any odd j ∈ [p]. From the above chains of inequalities, we can observe that
Since j is odd, from Eqs (10) and (12),
Since j is odd, from Eqs (9) and (11),
Then, the sum over l = k always results in +1, so
For any fixed even j ∈ [p], we can similarly prove the same thing. We have
for even j. From this point, the remaining steps are exactly identical to the odd case. Now that we know ∑ q l=1 a 2 l (x i ) = y i + 1, we can choose W 3 = 1 T q and b 3 = −1 so that f θ (x i ) = y i . This finishes the proof of Theorem 1 for d y = 1.
Proof for d y > 1
The proof for d y > 1 is almost the same. Assume that p := d 1 is a multiple of 2, q := d 2 is a multiple of 2d y , and pq = Nd y . Now partition the nodes in the 2nd layer into d y groups of size q/d y . For each of the d y groups, we can do the exact same construction as done in d y = 1 case, to fit each coordinate of y i perfectly. This is possible because we can share a 1 (x i ) for fitting different components of y i .
Output Figure 1 and see which sides (left or right) of the 2nd-layer hidden nodes they will be written. Now consider partitioning N data points into m subsets of cardinalities N 1 , . . . , N m in the following way. We first down-project the data to get u T x i 's, and re-index data points in increasing order of u T x i 's. The first N 1 points go into the first subset, the next N 2 to the second, and so on. Then, consider constructing m separate networks (by Theorem 1) such that each network fits each subset, except that we let b 3 = 0. As seen above, the sum of the outputs of all these m networks will be y i + 1, for all i ∈ [N]. Thus, by fitting subsets of dataset separately and summing together, we can still memorize N data points.
The rest of the proof can be explained using Figure 2 . For simplicity, we assume that
• For all j ∈ [m], d l j − r j is a multiple of 2, and d l j +1 − r j is a multiple of 2d y ,
From the input layer to layer 1, we down-project x i 's using a random vector u, and scale W 1 := u T and choose b 1 appropriately so that W 1 x i + b 1 ∈ (−1, +1) for all i ∈ [N]. As seen in the circle nodes in Figure 2 , this "input information" will be propagated up to layer l m − 1 to provide input data needed for fitting.
At layer l j − 1, the weights and bias into the rectangular block across layers l j -(l j + 1) is selected in the same way as Section 4.2. Inside each block, the subset of N j data points are fitted using the construction of Theorem 1, but this time we fit to y i −1 2 instead of y i in order to make sure that output information is not clipped by hard-tanh. The output of (l j + 1)-th layer nodes in the block are added up and connected to diamond nodes in layer l j + 2. For the N j data points in the subset, the input to the diamond nodes will be y i +1 2 (instead of y i + 1), and 0 for any other data points. As seen in Figure 2 , this output information is propagated up to the output layer.
After fitting all m subsets, the output value of diamond nodes at layer L − 1 is
2 , for all i. We can scale and shift this value at the output layer and get y i = f θ (x i ).
Conclusion and future work
In this paper, we showed that even shallow and narrow neural networks with O( √ N) nodes are expressive enough to perfectly memorize N arbitrary data points. We also proved converse results for shallow neural networks showing that our Ω(N) parameter requirement is necessary and sufficient. One remaining open question is whether Ω(N) neural network parameters are also necessary for deeper neural networks, or a more efficient construction with o(N) parameters is possible. Another question is whether a similar type of universal finite sample expressivity result can be shown for other architectures. We hope that this paper becomes a stepping stone for such future research.
A Deferred theorem statements
In this section, we state the theorems that were omitted in Section 3.3 due to lack of space. First, we start by stating the formal version of Corollary 5.
Corollary 5. Consider any finite dataset {(x i , y i )} N i=1 that satisfies Assumption 1. For a L-layer neural network with ReLU(-like) activation (σ R ), assume that there exist l 1 , . . . , l m ∈ [L − 2] that satisfies
The idea is that anything that holds for hard-tanh activation holds for ReLU networks that has double the width. One difference to note is that the number of nodes needed for "propagating" input and output information (the circle and diamond nodes in Figure 2) has not doubled. This because merely propagating the information without nonlinear distortion can be done with a single ReLU-like activation.
The next theorem and corollary is a special case for classification. One can check that with L = 4 and m = 2 (hence l 1 = 1 and l 2 = 3), these boil down to Theorem 3. 
Then, there exists a parameter θ such that y i = f θ (x i ) for all i ∈ [N]. Then, there exists a parameter θ such that y i = f θ (x i ) for all i ∈ [N].
The proof of Theorem 8 and Corollary 9 can be done by easily combining the ideas in proofs of Theorems 3 and 4, hence omitted.
B Proof of Theorem 3
For the proof, we will abuse the notation slightly and let y i ∈ [d y ] denote the class that x i belongs to. The idea is simple: assign distinct real numbers ρ 1 , . . . , ρ d y to each of the d y classes, define a new 1-dimensional regression dataset {(x i , ρ y i )} N i=1 , and do the construction in Theorem 1 up to layer 2 for the new dataset. Then, we have ∑ For each class j ∈ [d y ], we can choose appropriate parameters to implement a gate that allows ρ j to "pass" the gate, while blocking any other ρ j , j = j. The output of the gate is then connected to the j-th output node of the network. This way, we can perfectly recover the one-hot representation for each data point.
C Proof of Theorem 6
Our proof is based on the idea of counting the number of pieces of piecewise linear functions by [19] . Consider any vector u ∈ R d x , and define the following dataset: x i = iu, y i = (−1) i , for all i ∈ [N].
With piecewise linear activation functions, the network output f θ (x) is also a piecewise affine function of x. If we definef θ (t) := f θ (tu),f θ (t) must have at least N − 1 linear pieces to be able to fit the given dataset {(x i , y i )} N i=1 . We will prove the theorem by counting the maximum number of linear pieces inf θ (t).
We will use the following lemma, which is a slightly improved version of [19, Lemma 2.3]:
Lemma 10. If g : R → R and h : R → R are piecewise linear with k and l linear pieces, respectively, then g + h is piecewise linear with at most k + l − 1 pieces, and g • h is piecewise linear with at most kl pieces.
For proof of the lemma, please refer to [19] . Consider the output of layer 1ā 1 (t) := a 1 (tu), restricted for x = tu. For each j ∈ [d 1 ],ā 1 j (·) has at most p pieces. The input to layer 2 is a weighted sum ofā 1 j (·)'s, so eachz 2 k (t) 
D Proof of Lemma 7
Recall that i k,j ∈ [jq − q + 1, jq]. Consider any l < j. Then, i k,j > lq, so by (4) and (7), we have a 1 l (x i k,j ) = (−1) l−1 . Similarly, if we consider l > j, then i k,j ≤ lq − q, so it follows from (3) and (6) that a 1 l (x i k,j ) = (−1) l . This means that the entries (indexed by (j, l)) of M k below the diagonal are
