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1. INTRODUCTION 
McEwen [3] considered the problem of approximating the solution of the 
linear differential equation 
L(y) = y’“‘(t) +f~(t)y’“-“(t) + . . . +“L(t)y(t) = r(t) 
subject to the nonhomogeneous two-point boundary conditions 
where the functions fr(t), f2(t), . . ., f,(t), and r (t ) are defined and continuous 
on the interval a G t G b and the n boundary conditions are linearly independ- 
ent. He showed that if this system has a unique solution, then for every m > n 
there exists a unique polynomial p,,,(t) of degree at most m which satisfies the 
boundary conditions Ui(Pm) = hi, i = I, 2,. . ., n, and which best approximates 
the solution of the system in the sense that the integral 
Sl ,” UP,) - r(t)l”k 
p > 1 and fixed, 
is a minimum. 
In this paper we extend McEwen’s work and consider the system of equations 
W(O) = [D + WI W = r(t) (1.1) 
subject to the linearly independent boundary conditions 
U(y) = Ay(a) + By(b) = h, (l-2) 
where D is the n by n diagonal operator matrix [d/d], F(t) = [&(t)] is an 
n by n matrix of functions continuous on the interval a < t < b, y(t) is an n- 
dimensional column vector, A = [Q] and B = &Ii,] are n by n matrices of 
constants, and h = [h,] is an n-dimensional vector of constants. The linear 
independence of the boundary conditions implies that the matrix [A; B] is of 
l This work was supported by AFOSR Grants 185-63 and 67. 
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rank n. By introducing auxiliary functions, the nth order linear equation 
considered by McEwen can be written equivalently as a system of n simul- 
taneous first-order linear differential equations (see, for example, [4]). This 
system of equations can be written in the form (1.1) by introducing matrix 
notation. It is therefore included in our discussion. We consider the existence, 
uniqueness, and convergence of sequences of vectors p,,,(t) of polynomials of 
degree at most m which satisfy the boundary conditions (1.2) and which best 
approximate the solution of the system (1.1) and (1.2) in the sense that they 
minimize the integral 
s 
1 jL(p(t) - r(t)lPdt, p > 1 and fixed, 
over the class of vectors p(t) of this form, where, for any matrix A = [al,], 
IAl is defined by the equation 
IAl = ?Ij l%l* 
A discussion of the matrix norm IAl can be found in [4]. 
2. THESOLUTIONOFA SYSTEMOFLINEARDIFFERENTIALEQUATIONS 
It is known [I] that the system (1.1) and (1.2) has a unique solution if, and 
only if, the homogeneous system 
L(Y) = 0, U(Y) = 0 
has no nontrivial solution. Barrett and Jacobson [I] have expressed the solu- 
tion of the system (1.1) and (1.2) in terms of a Green’s function for the system. 
The Green’s function, G(t,s), for the system is an II by n matrix defined as 
follows : 
(i) The columns of G(t,s) satisfy the homogeneous system except at 
t = S, so that 
[D + F(t)] G(t, s) = 0, t#s, 
and 
(ii) The Green’s function G(t,s) is continuous in t except for the diagonal 
elements, each of which has a single discontinuity at t = s in such a way 
that 
G(s+, s) - G(s-, s) = I, 
where I is the n by n identity matrix. 
The Green’s function exists and is unique if, and only if, the homogeneous 
system has no nontrivial solution. 
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Let C be a nonsingular submatrix of [A;B] having column indices 
kdz,..., k,. We can write 
C= [A;B]M, 
where the only nonzero elements of the 2n by IZ matrix M occur in its n by n 
submatrix having row indices k,, k,, . . ., k,, and this submatrix is the n by n 
identity matrix. Then the following formula expresses the solution of the 
system (1.1) and (1.2) in terms of the Green’s function. 
THEOREM 1. Assume that the homogeneous system corresponding to the 
system (I. 1) and (1.2) has no nontrivial solution. Then the system (1.1) and (1.2) 
has the unique solution 
y(t) = s” G(t, s)r(s)ds + [G(t, a); - G(t, b)] MC-’ h. a 
Note that this theorem also holds when r(t) = 0 or h = 0. 
3. EXISTENCEANDUNIQUENESSOFAPPROXIMATINGVECTORSOFPOLYNOMIALS 
Our first theorem establishes the existence of vectors of polynomials which 
best approximate the solution of the system (1.1) and (1.2) in the sense described 
in the introduction. 
THEOREM 2. Assume that the system of difSerential equations (1.1) and (1.2) 
has a unique solution. Let p > 1 be given. Then for every positive integer m there 
exists a vector p,,,(t) of polynomials of degree at most m which satisfies the 
boundary conditions (1.2) and which minimizes the integral 
I 1 IUp( - r(t)lPdt 
over the class of vectors of polynomials of this kind. 
The proof of this theorem depends on the following lemma, which is a vector 
generalization of Lemma I of [2]. 
LEMMA 1. Let gl(t), g2(t), . . . . gd(t) be n-dimensional vector functions oft, 
continuous and linearly independent on the interval a < t < b, and let 
*@I = Cl g,(t> + cz a(t) + . . . + cdgd(t) 
be an arbitrary linear combination of these vector functions. Let A4 denote the 
maximum of I*(t)] on the interval a < t < b. Then there is a constant Q, depend- 
ing only on the vectorfunctions gr(t), i = 1,2, . . ., d, and on the interval a < t < b, 
such that 
[cl1 d QM, i= 1,2 ,..., d. 
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Proof of Lemma 1. For each value of k = 1,2, . , ., d, determine the constants 
in the expression 
so that 
*k(f) = Ck, 1 g,(t) + Ck,2gz(t> + * * * +ck,dgdw 
s b %cTW gi(t) dt = %,, 
i= 1,2 ,..., d, a 
where the superscript T denotes the transpose of the vector and where alk is the 
Kronecker delta. This amounts to requiring that the constants c~, I, 
i= 1,2, . . . . d, satisfy the d simultaneous equations 
I 
b 
ck, I ~g,Tg,dt+c,,2S::g,Tgldf+...+CX,IZS:gdTgldt=S,k 
b 
cks I 
s. 
~g,Tg2dt+Ck,2S:g2Tg2dt+...+CX,BI:gdTg,dt=6,, 
I b s b ck, 1 ag,Tgddt+Ck,2 ag2Tgdt+... +c,,dj”)ciT&dt=&k. 
Considering the constants ck, 1, i = 1, 2, . . ., d, as unknowns in this system, 
suppose that the determinant of their coefficients were zero. Then a set of 
constants, not all zero, could be determined for a vector of functions 
*o(t) = co1 g,(t) + co2 g2w + * - * + c,&&) 
so as to make 
s 1 *oT(t> gi(t> dt = 0, 
i= 1,2 ,..., d. 
Then we would have 
j-1 *o’(WoWdt = COI j-z *oT(t) g&> dt + co2 ji *oT(t) g&> dt 
+ . . . + cod 1; aoT(t) gd(t) dt = 0. 
Since @oT(t)@o(t) is the sum of the squares of the components of o,(t), the 
vanishing of this integral would imply that co(t) is identically the zero vector. 
This would contradict the linear independence of the g,(t). It follows that the 
determinant of the coefficients of the Cik is not zero, so these constants are 
uniquely determined. 
Choose Q’ so that Q’ > jak(t)l for a G t G b and for k = 1, 2, . . ., d. Then 
(/:QkT(t)@(t)dtl G f1@k’(t)l’I@(t)ldt G (b-a) Q’M. 
By construction, the left member of this inequality is 1 c,l. It follows that 
lckl G QK k=1,2 ,..., d, 
where Q = Q’(b - a). 
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Proof of Theorem 2. Any n-dimensional vector p(t) of polynomials of degree 
at most m can be written as 
P(t)= [Z;;~fZS;[f~~] 
= [f!..f !;I j it;] =CT(t), 
where 7(t) is the m + 1 dimensional column vector {I, t, t *, . . ., t”}. The 
condition that p(t) satisfies the boundary condition (1.2) is that 
ACT(U) + B&(b) = h. 
When this equation is written as n linear equations involving the n(m + 1) 
elements of C as unknowns, it is seen that when m > 1 there is an infinite 
number of matrices C which satisfy this equation. The general solution matrix 
can be written as the sum of a particular solution J,, and an arbitrary linear 
combination of a basis of fewer than n(m + I), say J,, J2, . . ., Jd, solutions of 
the associated homogeneous equation 
AC-r(a) + BCk(b) = 0. 
Then the vectors p(t) of polynomials of degree at most m which satisfy the 
boundary condition (1.2) are those of the form 
p(t) = (Jo + Cl J, + C2 J2 + . . . + Cd Jd) T(t), 
where the constants c,, c2, . . ., cd are arbitrary. 
The problem is to determine a vector of polynomials from this class which 
minimizes the integral (3.1). Since this integral is nonnegative, it has a non- 
negative greatest lower bound a,,,, and there must be a sequence of polynomials 
p(j; t) = (Jo + Clj J, + . . . + Cdj Jd)T(t), j= 1,2,..., 
such that 
y+z J: IL(p(j; tl) - r(t)ladt = 6,. 
Consequently there is a numberj,, such that forj >j,,, 
i 
: IL@(j; t)) - r(t)lPdt < 6, + 1. 
By Holder’s inequality, 
s,” ILW; t>) - r(OlP~~ a (b - 4-P [J+l ILW; 0) - r(t)1 df]“, 
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so forj >j,, 
(b - a)‘P-‘“‘(6, + 1)“P > 
s : IL(pW)) -WI ds 
for a G t G b. It follows that forj >j,,, 
(b - CZ)(~-‘)‘~(S~ + 1)“’ + sl [r(s)] ds > j: IL@(j;s))j ds 
Define the constant M by 
M= (b - CZ)(~-~)‘~(&,, + l)‘jp + 1:: Ir(s) + ,z$b j j-i L[J,=(s)]ds;. 
Then for j > j,,, 
1 L[JiT(S)]dS * 
The vectors of functions 
gi(t> = J”: L[Ji~(s)l ds, a<t<b, i= 1,2 ,..., d, 
are linearly independent. Otherwise, there would be constants ki, not all zero, 
such that 
5 kl j: L[J,$s)] ds = 0. 
1=I 
By differentiation we would have 
$ kiL[JlT(t)] E L[lf kiJtT(t)] E 0. 
f=l 
Since the matrices Ji are linearly independent by construction, the vector of 
polynomials 
P(t) = ;$, ki Ji T(t) 
would not vanish identically. By the construction of the matrices J1, this sum 
would satisfy the homogeneous boundary condition 
Ap(a) + Bp(b) = 0. 
Therefore, p(t) would be a nontrivial solution of the homogeneous system 
L(Y) = 0, U(y) = 0. 
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Since this would contradict the hypothesis that the system (1.1) and (1.2) has a 
unique solution, the vectors of functions pi(t) must be linearly independent. 
It now follows by Lemma 1 that there is a constant Q such that 
for i= 1, 2, . . . . d and j > j,,. The sequence (c,~, cZj, . . ., cdj) therefore lies in a 
bounded region of d-dimensional space, and necessarily has a finite limit point 
(Cl, c2, . . ., cd). This point determines the vector of polynomials 
p,(t) = [J,, + Cl J, + c2 J2 + . . . + cd Jd] T(t) 
of degree at most m which satisfies the boundary condition (1.2). Since the 
value of the integral (3.1) depends continuously on the coefficients of 
J,, Jz, .a., Jd, the vector p,(t) minimizes the value of the integral for poly- 
nomials of this kind. The conclusion follows. 
The approximating vector of polynomials of Theorem 2 is not necessarily 
unique. For fixed m, let Pm denote the set of vectors of polynomials p,,,(f) which 
satisfy the conclusion of Theorem 2. The properties of this set are easily 
described in terms of the linear space &,“[a, b] of all n-dimensional vectors f(f) 
of functions such that 
The functional Ilf 11 is a norm onL,“[a,b], and the space is complete in the metric 
determined by this norm. 
THEOREM 3. The set 9,,, is contained in afinite dimensional subspace ofL,“[a, b] 
and is closed, bounded, and convex. 
Proof of Theorem 3. In the notation used in the proof of Theorem 2, every 
element of 8, is a linear combination of the vectors JOT(t), J,$t), . . ., J&t). 
Therefore Y,,, is contained in a finite dimensional subspace of Lpn[a, b]. The 
continuous dependence of the integral (3.1) on the coefficients in this linear 
combination shows that the set P,,, is closed. If a linear combination of these 
vectors belongs to P,,,, then from the proof of Theorem 2, the coefficients are 
bounded. It follows that P,,, is bounded. 
Suppose that ~~(0; t) and p,,,(l ; t) are two vectors of polynomials which 
belong to P,,,, and let 
6, = j-1 IL(P&; t)) - r(t)lpdt, i=O,l. 
Then for 0 G X G 1, the vector of polynomials 
P,(k t) = ~Pm(l; t) + (1 - 3p,(O; t) 
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satisfies the boundary conditions (1.2). By Minkowski’s inequality, 
{J-l IL(Pdk t)) - r(t)l’q’p 
= #I” 
m  ’ 
Since p,(O; t) and pm(l ; t) are minimizing vectors of polynomials, equality 
must hold and we must have 
s f jL(pm(h; t)) - r(t)jPdt = 13~. 
Therefore, for 0 G X G 1, pm@; t) belongs to g,,,, and the set is convex. 
Necessary and sufficient conditions that equality holds in Minkowski’s 
inequality can easily be verified. The following corollary is a statement of these 
conditions in terms of the approximating vectors ~~(0; t) and p,,,(l ; t). 
COROLLARY. Assume that p,(O; t) and p,(l ; t) belong to the set P,,,. If p > 1, 
then the corresponding components of the vectors 
L(Pm(0; t)) - r(t) and L(P,tl; 0) - r(t) 
are of the same sign for all values oft in the interval a G t G b. If p B 1, then 
IUP,@; t>> - r(t>l = lU~~(l; t>) - r(t>l 
for all values oft in the interval a G t Q b. 
4. PRELIMINARYLEMMAS 
Thelemmasgivenin this section are needed for the discussion of convergence. 
The one dimensional analogues of these results are given by McEwen [3]. The 
first lemma is a generalization of the Weierstrass polynomial approximation 
theorem. 
LEMMA 2. Let f(t) be a given n-dimensional vector of functions which are 
defined and have continuous derivatives of order k on the interval a < t < b. 
Let f(t) satisfy the boundary conditions (1.2). Then for every E > 0 there exists a 
vector p(t) ofpolynomials which satisfies the boundary conditions (1.2) and such 
that 
If (0 (t) - p’*’ (t) I < E 
fori=O,l,..., kanda<t<b. 
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Proof of Lemma 2. Denote the components of f(t) by fi(t), h(t), . . ., f,(t). 
By Theorem B of [3], for any E > 0 and for each j = 1,2, . . ., n, there is a poly- 
nomial @, such that 
1 fy’(t) - @y’(t)/ < E/n 
fori=O 1 , , . . ., k and a G t G b. Let*(t) be the column vector {Q,(t), $(t), . . ., 
0”(t)}. Then 
]fo)(t) -*o)(t)1 < E 
for i=O, 1, . . . . kanda<trb. 
Define the constant vector g by 
g = h - [A@(a) + B+(b)] = A[f (a) - *(a)] + B[f (b) - <P(b)], 
so that 
I4 G I-4. If@> - ‘W)I + PI * If(b) -WI < WI + IBI) E. 
Determine a vector q(t) of linear polynomials by the conditions 
-%(a) + W(b) = g 
Cd4 + Wb) = 0, 
where C and D are arbitrarily chosen n by n matrices such that the matrix 
A B [ 1 C D 
is nonsingular. Since a linear polynomial is 
value at two points, the components of q(t) 
these conditions. Writing 
determined completely by its 
are completely determined by 
we see that 
where 
K= (IAl + PII I[; ;]-‘I. 
Since the polynomials q*(t) are linear, for a < t < b, 
M>l G l&4 + Idb>l 
and 
qi’W = Mb) - q,@Nl(b - a). 
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Therefore, for a G t G b, 
]q(t)j G KE and Is’(t)] G Kc/@ - a). 
All of the higher derivatives of q(t) are zero, so forj = 0, 1, . . ., 
Iq(“(t)l<KE, a<t<b, 
where K is a constant which depends only on the interval and the matrices 
A, B, C, and D. 
The vector of polynomials 
P(t) = W) + q(t) 
satisfies the boundary conditions (1.2), and, for j = 0, 1, . . ., k, 
If”‘@) -p”‘(t)] 
= If(J)(,)-~,cn(t)-q’I’(t)I < If(‘)(t)-W)(t)I + Iq”‘(t)l s-1 + K)r, 
for a G t G b. The desired conclusion follows when E is replaced by e/(1 + K). 
The next lemma is concerned with the order of approximation that may be 
attained with a vector of polynomials of specified degree. It is the vector 
generalization of Theorem D of [3]. 
LEMMA 3. Under the hypotheses of Lemma 2, assume that fck)(t) satisfies a 
Lipschitz condition on the interval a G t G b, i.e., there is a constant X such that 
If’k’(tl) - f’k’(t,)l < Xlt, - tzl 
whenever a G t,, t, G b. Thenfor each positive integer m there exists a vector p(t) 
of polynomials of degree at most m which satisfies the boundary conditions (1.2) 
and such that 
If”‘(t)-p”‘(t)1 <B/m, j=O,1,2 ,..., k, 
for all t in the interval a G t G b, where B is a constant independent of m. 
Proof of Lemma 3. Since fck)(t) satisfies a Lipschitz condition, each com- 
ponentf (k)(f) also satisfies a Lipschitz condition on the interval. By Theorem D 
of [3], for each positive integer m there is a polynomialqi(t) of degree at most m 
such that 
IfI” -q$“(t)l G C/m, j= O,l,. . .,k, 
whenever a G t G b, where Cis a constant independent of m. If q(t) is the column 
vector h(t), q&h . . ., qdt)), then 
If”‘(t) - q”‘(t)1 < nC/m > j=O,l k, v--.9 
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whenever a G t G b. As in the proof of Lemma 2, we may construct from q(t) a 
vector p(t) of polynomials of degree at most m which satisfies the boundary 
conditions (1.2) and such that 
]f(n(t)-p(j)(t)] ((1 + K)nC/m, j=O,l,..., k, 
whenever a G t G b, where K is a constant independent of m. The desired 
conclusion follows on setting B = (1 + K)nC. 
5. CONVERGENCEOFSEQUENCESOFAPPROXIMATINGVECTORS 
Foreachm=1,2,..., let p,(t) denote a vector of polynomials of degree at 
most m which satisfies the conclusion of Theorem 2. In this section we consider 
the convergence properties of this sequence of approximating vectors. 
THEOREM 4. Under the hypotheses of Theorem 2, let 
PI@>, P&)> . . ‘3 p,(t), * * . (5.1) 
be a sequence of vectors of polynomials of degree at most m which satisfy the 
conclusion of Theorem 2 for somejxed p > 1. Then the sequence of vectors 
UP&)), UP&))> . . .? UP,(t)), . . . (5.2) 
converges in the metric of L,“[a,b] to r(t) = L(y(t)), and the sequence (5.1) 
converges untformly on the interval a G t < b to the unique solution y(t) of the 
system (1.1) and(1.2). 
Proof of Theorem 4. Since the solution y(t) of the system (1.1) and (1.2) 
satisfies the hypotheses of Lemma 2, for every E > 0 there is a vector q(t) of 
polynomials which satisfies the boundary conditions (1.2) and has the property 
that 
Iq’j’(t) -y(j)(t)] < E, j= 0, 1, 
for a G t G b. It follows that 
f: IWtN - r(tV’dt = ~)M~~ - YG)I+ F(t) [q(t) - y(t)V’dt 
G s 1 WW) - yO)ll + IW>l. h(t) - y(t)lP’dt 
< 
I 
.” [(F: l)Elpdt < (b - u)(F+ l)“~‘, 
where F is the maximum of IF(t)\ on the interval a < t < b. 
Let E be a given positive number and define q(t) as above, so that 
s 
,” IL(q(t)) - r(t)lpdt < E. 
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Choose M so that the components of q(t) are of degree at most M. Since for 
each m, the vector p,(t) of polynomials minimizes the integral over the class 
of vectors of polynomials of degree at most m which satisfy the boundary 
conditions, when m > M, necessarily 
j.1 IL(P&)) - r(t)lPdt < J: Ml(t)) - r(t)l’dt < E. 
It follows that the sequence (5.2) converges in the metric of L,“[a,b] to r(t) = 
L(YO))* 
For each vector p,,,(t), let 
&n(t> = uPm(tN - r(t) = UP&) - Y(t))* 
Since p,,,(t) and y(t) each satisfy the boundary condition (1.2) their difference 
satisfies the homogeneous boundary condition 
A(P&) - Y(U)) + B@,(b) - y(b)) = 0. 
Let G(t,s) denote the Green’s function for the system (1.1) and (1.2). From 
Theorem 1, 
pm(t) - y(t) = /; W, 4 gmn(s) ds. 
Since G(t,s) is continuous in the region a < t, s < b except for a finite jump 
along the diagonal t = s, there is a constant G such that 
IWdl G G 
for a < t < b and a < s < b. Therefore 
IpmW - y(t)1 G G j; IgmWl cit. 
Since 
s.” Iqm(t)l dt < (b - a)(p-l)/p 1s:: Ig,(t)lpdt)“p 
by Holder’s inequality, it follows from the first part of the proof that 
i ,” Ife!m(t)l 63 
tends to zero as m increases. The inequality above now shows that p,,,(t) 
converges uniformly to y(t) on the interval a < t < b. The theorem follows. 
Additional conditions are needed to assure the convergence of the sequence 
of derived functions {Dpm(t)}. The following theorem gives a sufficient 
condition for the convergence of this sequence. 
THEOREM 5. Under the hypotheses of Theorem 4, assume that the functions 
h(t) = UPAt)) - r(t), m= 1,2,..., 
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satisfy a Lipschitz condition uniformly in m on the interval a < t < b, i.e., there 
exists a constant X such that 
krn(tJ - Gl(t*)I d 4t, - tzl 
whenevera<t,,t,<b,form=1,2 ,.... Then the sequence of derived vectors 
Q,(t), J-W(t), . . ., Dpm(t), . . . 
converges uniformly on the interval a G t G b to Dy(t). 
Proof of Theorem 5. From the proof of Theorem 4, 
J’,“, j: Ig&)l dt = 0; 
so, from the definition of Ig,(t)l, the components, g,, *(t), of g,(t) have the 
property that 
i+\s: lg,,,(t)Idt=O, i= 1,2 ,..., n. 
The definition of /g,(t)] 1 a so implies that each component of g,,,(t) satisfies a 
uniform Lipschitz condition on the interval a G t G b, so that for each 
i= 1,2, .,., n, and each m = 1, 2, . . ., 
Ig”t,*(tJ -&,&)I G AIt, - 4 
whenever a G t,, t, G b. 
We must show that each component of g,(t) converges uniformly to zero, or, 
equivalently, that 
lim mm lg,,dOl = 0, 
m+m a<t=Sb 
fori=1,2,..., n. We use a contrapositive argument, assuming that for some i 
For each m = 1, 2, . . . . let t, denote a point where the continuous function 
I g,, i (t)] attains its maximum, and let Z, be a subinterval of [a, b] which has t, 
as an endpoint and is of length 
d < min {(b - a)/2,2H/h}. 
Then, when t is in I,,,, 
Igm,i(4n)l - lgm,iCt)l G Igm,dtm)-gm,i(t>l ~XItm-tl~ 
so that 
j: Igm,i(t>l dt> II, Igm,i(t)l dt 
> 
s ,m[k,l,i(t,)i -hit,-tIldt> lg,,&,,)(d-hd*/2. 
20 
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This inequality implies that 
Since 
jli S: 1 gm, i(t)/ dt 2 d(H- hd/2) > 0. 
it follows that each component of g,(t) converges uniformly to zero, or, 
equivalently, that the sequence L@,(t)) converges uniformly to r(t) = L(y(t)). 
Since F(t) is continuous and p,,,(t) converges uniformly to y(t) by Theorem 4, 
the product F(t)pm(t) converges uniformly to F(t)y(t) on the interval a G t G b. 
Consequently, 
tsn(t) - F(t) pm(t) + F(t) y(t) = Dpm(t) - Dy(t) 
converges uniformly to zero on the interval a G t G b. The conclusion follows. 
6. ORDER OF APPROXIMATION 
The proof of Theorem 4 in based on Lemma 2. If y’(t) satisfies a Lipschitz 
condition, as it must if F(t) and r(t) have that property, then Lemma 3, instead 
of Lemma 2, can be used in that proof. In that case, we have a more specific 
estimate of the error /y(t) - p,,,(t)l. We state this result as our final theorem. 
THEOREM 6. Under the hypotheses of Theorem 4, assume that y’(t) satisfies a 
Lipschitz condition on the interval a < t < b. Then the errors jy(t) - p,,,(t)1 have 
an upper bound of the order of l/m. 
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