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Abstract 
In this paper, we obtain a family of lower bounds for the sum capacity of Code Division Multiple Access 
(CDMA) channels assuming binary inputs and binary signature codes in the presence of additive noise 
with an arbitrary distribution. The envelope of this family gives a relatively tight lower bound in terms of 
the number of users, spreading gain and the noise distribution. The derivation methods for the noiseless 
and the noisy channels are different but when the noise variance goes to zero, the noisy channel bound 
approaches the noiseless case. The behavior of the lower bound shows that for small noise power, the 
number of users can be much more than the spreading gain without any significant loss of information 
(overloaded CDMA). A conjectured upper bound is also derived under the usual assumption that the users 
send out equally likely binary bits in the presence of additive noise with an arbitrary distribution. As the 
noise level increases, and/or, the ratio of the number of users and the spreading gain increases, the 
conjectured upper bound approaches the lower bound. We have also derived asymptotic limits of our 
bounds that can be compared to a formula that Tanaka obtained using techniques from statistical physics; 
his bound is close to that of our conjectured upper bound for large scale systems. 
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1. Introduction 
Multiple Access Channels (MAC) with many users and Multi-User Detection (MUD) at the receiver give 
rise to information theoretic problems and concepts much more complicated than the classical situation of 
single user channels. Although comprehensive theorems for capacity regions have been developed for 
MAC, an explicit computation of the capacity region is not known in terms of specific model parameters. 
In this paper, we intend to derive a relatively tight family of lower bounds and a conjectured upper bound 
for a binary Multi-User CDMA with binary signatures; we assume synchronous CDMA and additive 
Independent and Identically Distributed (i.i.d.) noise with any distribution. Below we will give a brief 
historical development of this area: 
The capacity region consists of a set of information rates such that simultaneous reliable communication 
is possible for each user. This problem was developed by Ahlswede [l]-[2] and Liao [3] on the two-user 
discrete memoryless channel. An explicit expression for the capacity region of the Gaussian discrete 
memoryless MAC was given by Cover [4] and Wyner [5] and discussed in [6]. 
Verdu in [7] found the capacity region of the CDMA channel as a function of the cross-correlations 
between the assigned signature waveforms and their signal-to-noise ratios for the symbol synchronous 
case and for inputs with power constraints. The same author [8] found the capacity region for symbol 
asynchronous case for Gaussian distributed inputs with power constraints; in these two papers, Verdu 
showed that the achievable rates depend only on the correlation matrix of the spreading coefficients. 
These issues and complexity of MUD receivers were discussed by the same author in his book [9]. In 
[10], the authors considered random spreading and analyzed the spectral efficiency, (defined as bits per 
chip that can be transmitted reliably) for linear detectors. In the limit, when the number of users and the 
signature length go to infinity (the ratio is kept constant), they obtained nice analytical formulas for the 
spectral efficiency and showed from concentration theorems that the spectral efficiency of a typical 
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random selection of signature matrices and its average are the same with high probability. These formulas 
follow from the known spectrum of large covariance matrices.  
For finite number of users with real-valued inputs and real valued signatures, an upper bound for the sum 
capacity has been defined in [18]. The extension of the sum capacity bounds for asymmetric user power 
constraint is given in [19]; they have also identified the sequences that achieve the sum capacity. The 
authors of reference [20] have found upper and lower bounds for the spectral efficiency (defined as the 
sum capacity by the authors) under quasi-static fading environments, channel estimation, and training 
sequences; the bound evaluations are based on the works of [21]-[22]. 
For the binary input values, not much is known except the asymptotic behavior for the spectral efficiency 
in the limiting case where the number of users (݊) and the spreading gain (݉) go to infinity when the ratio 
݊/݉ is kept constant and SNR values are large [11]. The random matrix techniques used for Gaussian 
inputs do not apply here because the spectral efficiency cannot be written in terms of just the covariance 
matrix of the spreading sequences. Tanaka [12] applied a technique from statistical mechanics to this 
problem and derived a formula for the normalized sum capacity. Tanaka evaluated the performance of a 
class of CDMA multiuser detectors in the large-system limit analytically. These results were later 
extended in [13] to include unequal powers and fading channels. This method is non-rigorous but later, 
Montanari and Tse [14] have made progress towards a rigorous derivation of Tanaka’s capacity formula. 
The authors of reference [15] have shown that, for large systems, the capacity concentrates around its 
mean, i.e. a random signature matrix results in a capacity very close to the “mean capacity”3 with high 
probability. The same authors in [16] claimed that Tanaka’s formula is an upper bound to the capacity for 
all values of the parameters and derived various concentration theorems for the large-system limit. 
For binary inputs and random binary CDMA channels, we have derived a relatively tight lower bound for 
the sum capacity of the noiseless case [17] and [30]. In these references, we have shown that interference 
                                                     
3 The mean is with respect to the randomness of the signature matrix. 
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free overloaded CDMA is possible. In what follows, we will derive the sum capacity for the noiseless and 
noisy scenarios. Our closed form derivations, unlike the previous works, do not depend on the limiting 
cases but rather on the number of users, spreading gain (signature length), and the noise distribution. The 
derivation of the noisy case is for a general i.i.d. distribution and special cases such as Gaussian and 
uniform distributions are also derived in closed forms. 
In the next section, the preliminaries and some propositions are discussed. Section 3 is the main part of 
the paper where the supremum of a family of lower bounds for noisy channels is derived. The sum 
capacity lower bounds for Gaussian and uniformly distributed additive noise are derived as special cases. 
Section 4 covers a derivation of a conjectured upper bound for the sum capacity that is close to the lower 
bounds, and hence the adjective of “relatively tight” bounds. Section 5 gives the asymptotic derivation of 
the normalized sum-capacity when the number of users (݊) and the spreading gain (݉) go to infinity 
while the ratio ݊/݉ is kept constant; a comparison of our results with that of Tanaka is also included. 
Simulation results are discussed in Section 6, and finally the concluding remarks are in Section 7. 
2. Preliminaries 
2.1. Capacity region 
In a MAC, there are several users sending information to a common receiver and the users should 
overcome not only the noise but also their mutual interference. The “capacity region” (࣬) of a MAC is 
defined as the closure of all achievable  rate vectors4. Ahlswede and Liao [1-3] characterized the structure 
of the capacity region of an n-user discrete memoryless MAC as the closure of the convex hull of the rate 
vectors ሺݎଵ, ݎଶ, … , ݎ௡ሻ satisfying 
                                                     
4 A vector ሺݎଵ, ݎଶ, … , ݎ௡ሻ is called an achievable rate vector if it is possible for the senders, using appropriate codes, 
to send information by these rates with arbitrarily small probabilities of error. 
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∑ ݎ௜௜אூ ൑ ܫ ቀሼ ௜ܺሽ௜א௃ ;  ܻ|൛ ௝ܺൟ௝א௃೎ቁ for all  ܬ ك ሼ1,2, … , ݊ሽ    (1) 
for some input product distribution ݌ଵሺݔଵሻ݌ଶሺݔଶሻ … ݌௡ሺݔ௡ሻ; where ௜ܺ refers to the symbol sent by user i 
and ܻ is the output of the channel. 
If we are to assign a single value to a MAC as a measure of capacity of the channel, the sum capacity is 
the most appropriate candidate. The sum capacity measures the maximum of the total information rate 
(i.e., the sum of all the user rates) that can be achieved, and is equal to  max ܫሺ ଵܺ, ܺଶ, … , ܺ௡; ܻሻ where the 
maximum is taken over all product distributions ݌ଵሺݔଵሻ݌ଶሺݔଶሻ … ݌௡ሺݔ௡ሻ [23]. 
2.2. Code Division Multiple Access (CDMA) channels  
We consider a synchronous CDMA channel as a special case of MACs, in which there are ݊  users 
sending binary symbols to a common receiver. The ݅௧௛ user has a signature sequence ࢇ௜ ൌ ሾܽଵ௜, … , ܽ௠௜ሿ் 
assumed to be known to the receiver. If  ܺ ൌ ሾ ଵܺ, … , ܺ௡ሿ் is the vector of user symbols, the ݅௧௛ user sends 
 ௜ܺ ൈ ࢇ௜, where ௜ܺ ൌ േ1. Moreover, there exists a background noise ܰ ൌ ሾ ଵܰ, … , ܰ௠ሿ் such that ௜ܰ’s are 
i.i.d. random variables with any arbitrary distribution. We assume that the channel attenuation is 
normalized to ଵ
√௠
 (perfect near/far attenuation compensation). Under these assumptions and if the 
received signal is  ܻ ൌ ሾ ଵܻ, … , ௠ܻሿ் , then  ௝ܻ ൌ
ଵ
√௠
∑ ௝ܽ௜ ௜ܺ௜ ൅ ௝ܰ  or equivalently  ܻ ൌ
ଵ
√௠
࡭ܺ ൅ ܰ 
where ࡭ ൌ ሾࢇଵ, … , ࢇ௡ሿ is the ݉ ൈ ݊ signature matrix. In this paper, we are interested in binary CDMA 
signature matrices, i.e.,  ௝ܽ௜ ൌ േ1 or alternatively, the signature matrix is chosen from ࣧ௠ൈ௡ሺേ1ሻ, the 
set of all ݉ ൈ ݊ matrices with േ1 entries. 
3. Lower Bounds for the Sum Channel Capacity 
In this section we will obtain a family of lower bounds for the sum channel capacity of binary CDMA 
signature matrix in terms of ݉, ݊ and the noise model. The point is that for given values of ݉ and ݊, we 
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still have the choice of designing the signature matrix in order to optimize the capacity. Therefore, the 
relevant quantity is the maximum taken over all potential signature matrices in ࣧ௠ൈ௡ሺേ1ሻ.    
In section 3.1, we consider the noiseless channel and derive a lower bound, the behavior of which shows 
that for a given spreading gain ݉, there is a threshold ݊௠ much larger than ݉, such that while the number 
of users is less than ݊௠, there exist signature matrices with sum capacities close to ݊. 
In section 3.2, we extend our techniques to cover binary CDMA channel with additive i.i.d. noise. As 
special cases, we will obtain lower bounds for channels with Gaussian white noise and for i.i.d. noise with 
uniform distribution. 
3.1. Noiseless channels 
Even in the absence of noise, multi-user interference can affect the channel capacity [17] and [30]. In 
order to evaluate a lower bound, let ݉ and ݊ be natural numbers. For a matrix ࡭ א ࣧ௠ൈ௡ሺേ1ሻ, denote 
the sum channel capacity by  ܥሺ࡭ሻ, i. e.,   ܥሺ࡭ሻ  ൌ max௣ሺ௫భ ሻ.௣ሺ௫మ ሻ….௣ሺ௫೙ ሻ ܫሺ ଵܺ, ܺଶ, … , ܺ௡; ܻ|࡭ሻ . Now 
define  
 
ܥሺ݉, ݊ሻ ൌ max
࡭א ࣧ೘ൈ೙ሺേଵሻ
ܥሺ࡭ሻ 
Theorem 1: For any ݉ and ݊, 
                ܥሺ݉, ݊ሻ ൒  ݊ െ log
ۉ
ۇ෍ ൬
݊
2݆
൰
ቔ௡ଶቕ
௝ୀ଴
ቌ
ቀଶ௝௝ ቁ
2ଶ௝
ቍ
௠
ی
ۊ                              ሺ2ሻ 5 
Proof: ܥሺ࡭ሻ  is the maximum mutual information over all product distributions on  ܺ . Specifically, 
ܥሺ࡭ሻ ൒ ܫሺܺ; ܻሻ, where ܻ ൌ ଵ
√௠
࡭ܺ and ܺ has uniform distribution on ሼേ1ሽ௡ ൌ ሼሺݔଵ, … , ݔ௡ሻ் ׷ ݔ௜ ൌ േ1ሽ. 
                                                     
5 Throughout this paper, the unit of capacity is in bits and the base of log is 2. 
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But since the channel is noiseless, the mutual information is simply equal to  ܪሺܻሻ  (deterministic 
channel). In the remaining of the proof, we will find a lower bound for ܪሺܻሻ.  
For a given ࡭, let ߮ሺ࢞ሻ ൌ ଵ
√௠
࡭࢞ be the map induced by ࡭, and suppose that |߮ሺሼേ1ሽ௡ሻ| ൌ ݇ and the 
preimages of the ݇ values of ߮ሺሼേ1ሽ௡ሻ have cardinalities ݊ଵ, ݊ଶ, … , ݊௞ . It can be easily seen that the 
mutual information is equal to 
ܪሺܻሻ ൌ – ෍ ௝݊
2௡
 log ௝݊
2௡
௝
 
The key point is that the above expression can be rewritten in another form in terms of the input values 
rather than the output distribution: 
ܪሺܻሻ ൌ  
െ1
2௡
෍ log
݊࢞
2௡
࢞אሼേଵሽ೙
 
where ݊࢞ ൌ |߮ିଵሺ߮ሺ࢞ሻሻ| is the number of points mapped by ߮ to the same value as ߮ሺ࢞ሻ.  
Now if we let ܣ to be random with independent entries that are uniformly chosen to be േ1 and take the 
expectation of ܪሺܻሻ, we obtain 
ॱ஺൫ܪሺܻሻ൯ ൌ
െ1
2௡
෍ ॱ஺ ቀlog
݊࢞
2௡
ቁ
࢞אሼേଵሽ೙
 
But since there is a symmetry between the elements of ሼേ1ሽ௡, all terms in the above summation are equal 
and hence for any ࢞ א ሼേ1ሽ௡, 
ॱ஺൫ܪሺܻሻ൯ ൌ െॱ஺ ቀlog
݊࢞
2௡
ቁ ൌ ݊ െॱ஺ሺlog ݊࢞ሻ 
Since logሺݖሻ is a concave function of ݖ, according to the Jensen’s inequality, ॱሺlog ݊࢞ሻ ൑ log ሺॱሺ ݊࢞ሻሻ. 
Therefore  
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ॱ஺൫ܪሺܻሻ൯ ൒ ݊ െ log ሺॱ஺ሺ ݊࢞ሻሻ 
But ॱ஺ሺ ݊࢞ሻ can be computed explicitly as follows: 
ॱ஺ሺ ݊࢞ሻ ൌ ॱ஺ ቌ ෍ 1ఝሺ࢞ሻୀఝሺ࢞ᇲሻ
࢞ᇲאሼേଵሽ೙
ቍ ൌ ෍ Զሺ߮ሺ࢞ሻ ൌ ߮ሺ࢞ᇱሻሻ
࢞ᇲאሼേଵሽ೙
 
In the last expression  ܣ  and hence  ߮  are random and the probability is computed according to this 
randomness.  
Now note that Զሺ߮ሺ࢞ሻ ൌ ߮ሺ࢞ᇱሻሻ ൌ Զሺ߮ሺ࢞ሻ௜ ൌ ߮ሺ࢞ᇱሻ௜ for ݅ ൌ 1,2, … , ݉ሻ and since the rows of  ܣ  are 
independent, ߮ሺ࢞ሻ௜ ൌ ߮ሺ࢞ᇱሻ௜’s are independent events and hence 
Զሺ߮ሺ࢞ሻ ൌ ߮ሺ࢞ᇱሻሻ ൌ ෑ Զሺ߮ሺ࢞ሻ௜ ൌ ߮ሺ࢞ᇱሻ௜ሻ
௠
௜ୀଵ
 
But Զሺ߮ሺ࢞ሻ௜ ൌ ߮ሺ࢞ᇱሻ௜ ሻ ൌ 0 if ࢞ and ࢞ᇱ differ in an odd number of elements and Զሺ߮ሺ࢞ሻ௜ ൌ ߮ሺ࢞ᇱሻ௜ሻ ൌ
ቀమೕೕ ቁ
ଶమೕ
 if they differ in 2݆ positions. Thus, since there are ቀ ௡ଶ௝ቁ different ࢞
ᇱ’s that have 2݆ positions not equal 
to ࢞, we get 
෍ Զሺ߮ሺ࢞ሻ ൌ ߮ሺ࢞ᇱሻሻ
࢞ᇲאሼേଵሽ೙
ൌ ෍ ൬
݊
2݆
൰ ቌ
ቀଶ௝௝ ቁ
2ଶ௝
ቍ
௠ቔ௡ଶቕ
௝ୀ଴
 
Substituting in the previous inequality, we obtain 
ॱ஺൫ܪሺܻሻ൯ ൒ ݊ െ log
ۉ
ۇ෍ ൬
݊
2݆
൰ ቌ
ቀଶ௝௝ ቁ
2ଶ௝
ቍ
௠ቔ௡ଶቕ
௝ୀ଴
ی
ۊ 
And since there are always values not less than the expected value, we have  
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ܥሺ݉, ݊ሻ ൌ max
࡭
ܥሺ࡭ሻ ൒ max
࡭
௒ୀ࡭௑
௑ ୳୬୧୤୭୰୫
ܪሺܻሻ ൒ ॱ஺൫ܪሺܻሻ൯ 
And thus equation (2) is derived. ז 
3.2. Noisy channels 
In this section, we will investigate the sum capacity for binary CDMA in the presence of noise. The 
setting is as before but we assume that there is an additive noise vector ܰ ൌ ሾ ଵܰ, … , ܰ௠ሿ் such that ௜ܰ’s 
are i.i.d. random variables with a given pdf ݂. The sum capacity function in this case is defined as   
ܥሺ݉, ݊, ݂ሻ ൌ max
࡭א ࣧ೘ൈ೙ሺേଵሻ
ܥሺ࡭, ݂ሻ 
where ܥሺ࡭, ݂ሻ  is the sum channel capacity for the CDMA with signature matrix  ࡭,  which is equal 
to max ܫሺܺ; ܻሻ according to Proposition (1), where the maximum is taken over all product distributions 
on ܺ. 
Theorem 2: A general Lower Bound for a Noisy channel: For any function ݍ, 
ܥሺ݉, ݊, ݂ሻ ൒  ݊ െ ݉ॱሺݍሺ ଵܰሻሻ െ log ቌ෍ ቀ
݊
݇
ቁ
௡
௞ୀ଴
ቌॱ ቆ2
ି௤൬ேభି
ଶௌೖ
√௠
൰
ቇቍ
௠
ቍ          ሺ3ሻ 
where ܵ௞  is the sum of  ݇  independent random variables taking  േ1  with equal probability (also 
independent of ଵܰ). 
Proof: To prove this theorem, our approach is again to pick a matrix at random and then try to estimate 
the expected value of the mutual information of the channel corresponding to this matrix. The result is 
clearly a lower bound since the maximum is always greater than the expected value. 
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Let us fix a signature matrix ࡭ and let ܻ ൌ ଵ
√௠
࡭ܺ ൅ ܰ where ܺ is uniformly distributed in ሼേ1ሽ௡ (that 
is ௜ܺᇱs are independent and equal to ൅1 or െ1 with probability 
ଵ
ଶ
 ).  
We start by the following formula for the mutual information: 
ܫሺܺ; ܻሻ ൌ െ න ௑݂,௒ሺݔ, ݕሻ log ቆ
௑݂ሺݔሻ ௒݂ሺݕሻ
௑݂,௒ሺݔ, ݕሻ
ቇ ݀ݔ ݀ݕ ൌ ॱ௑,௒ ቆെlog ቆ
௑݂ሺܺሻ ௒݂ሺܻሻ
௑݂,௒ሺܺ, ܻሻ
ቇቇ 
But  
௑݂ሺݔሻ ൌ 2ି௡,    ௒݂ሺݕሻ ൌ 2ି௡ ෍ ே݂ ൬ݕ െ
1
√݉
࡭࢛൰,    
࢛אሼേଵሽ೙
௑݂,௒ሺݔ, ݕሻ ൌ 2ି௡ ே݂ ൬ݕ െ
1
√݉
࡭ݔ൰ 
Since ܻ ൌ ଵ
√௠
࡭ܺ ൅ ܰ, we obtain the following relation 
ܫሺܺ; ܻሻ ൌ ॱ௑,ே ൮െlog ൮
2ି௡. 2ି௡ ∑ ே݂ ൬
1
√݉
࡭ሺܺ െ ࢛ሻ ൅ ܰ൰࢛אሼേଵሽ೙
2ି௡ ே݂ሺܰሻ
൲൲ 
ൌ ݊ െ ॱ௑,ே ൮log ൮
∑ ே݂࢛אሼേଵሽ೙ ൬
1
√݉
࡭ሺܺ െ ࢛ሻ ൅ ܰ൰
ே݂ሺܰሻ
൲൲ 
Now assume that the signature matrix is also chosen at random and take the expectation with respect to 
this source of randomness: 
ॱ஺൫ܫሺܺ; ܻሻ൯ ൌ ݊ െ ॱ௑,ே,஺ ൮log ൮
∑ ே݂࢛אሼേଵሽ೙ ൬
1
√݉
࡭ሺܺ െ ࢛ሻ ൅ ܰ൰
ே݂ሺܰሻ
൲൲ 
According to the symmetry of the above expression in vertices of the hypercube ሼേ1ሽ௡ as the values 
of  ܺ, we can remove the expectation with respect to ܺ and set ܺ ൌ ࢞଴ where ݔ଴ א ሼേ1ሽ௡ is arbitrary:   
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ॱ஺൫ܫሺܺ; ܻሻ൯ ൌ ݊ െ ॱே,஺ ൮log ൮
∑ ே݂࢛אሼേଵሽ೙ ൬
1
√݉
ܣሺ࢞଴ െ ࢛ሻ ൅ ܰ൰
ே݂ሺܰሻ
൲൲ 
Now let ݍ be an arbitrary function and rewrite the above formula as 
ॱ஺൫ܫሺܺ; ܻሻ൯ ൌ ݊ െ ॱே,஺ ൮log ൮2
∑ ௤ሺே೔ሻ
∑ ே݂࢛אሼേଵሽ೙ ൬
1
√݉
ܣሺ࢞଴ െ ࢛ሻ ൅ ܰ൰
2∑ ௤ሺே೔ሻ ே݂ሺܰሻ
൲൲ 
ൌ  ݊ െ ॱே ቀ෍ ݍሺ ௜ܰሻቁ െ ॱே,஺ ൮log ൮ 
∑ ே݂࢛אሼേଵሽ೙ ൬
1
√݉
ܣሺ࢞଴ െ ࢛ሻ ൅ ܰ൰
2∑ ௤ሺே೔ሻ ே݂ሺܰሻ
൲൲ 
Using the concavity of the logarithm function and applying Jensen’s inequality, we have 
ॱ஺൫ܫሺܺ; ܻሻ൯ ൒ ݊ െ ॱே ቀ෍ ݍሺ ௜ܰሻቁ െ log
ۉ
ۈ
ۇ
ॱே,஺ ൮
∑ ே݂࢛אሼേଵሽ೙ ൬
1
√݉
ܣሺ࢞଴ െ ࢛ሻ ൅ ܰ൰
2∑ ௤ሺே೔ሻ ே݂ሺܰሻ
൲
ی
ۋ
ۊ
 
Recall that  
ॱே ቀ෍ ݍሺ ௜ܰሻቁ ൌ ݉ॱሺݍሺ ଵܰሻሻ 
Now since ௝ܰ’s are i.i.d., we have 
ே݂ሺ࢞ሻ ൌ ෑ ே݂ೕ൫ݔ௝൯
௠
௝ୀଵ
ൌ ෑ ݂൫ݔ௝൯
௠
௝ୀଵ
 
and hence 
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ே݂ ൬
1
√݉
ܣሺ࢞଴ െ ࢛ሻ ൅ ܰ൰
2∑ ௤ሺே೔ሻ ே݂ሺܰሻ
ൌ ෑ
݂ ൬ 1
√݉
ܣሺ࢞଴ െ ࢛ሻ௝ ൅ ௝ܰ൰
2௤ሺேೕሻ݂൫ ௝ܰ൯
௠
௝ୀଵ
 
But ܣሺ࢞଴ െ ࢛ሻ௝’s and ௝ܰ’s are independent for different ݆’s. Thus we have a product of independent terms 
and consequently 
ॱே,஺ ൮
ே݂ ൬
1
√݉
ܣሺ࢞଴ െ ࢛ሻ ൅ ܰ൰
2∑ ௤ሺே೔ሻ ே݂ሺܰሻ
൲ ൌ ෑ ॱேೕ,஺ ൮
݂ ൬ 1
√݉
ܣሺ࢞଴ െ ࢛ሻ௝ ൅ ௝ܰ൰
2௤ሺேೕሻ݂൫ ௝ܰ൯
൲
௠
௝ୀଵ
ൌ
ۉ
ۈ
ۇ
ॱேభ,஺ ൮
݂ ൬ 1
√݉
ܣሺ࢞଴ െ ࢛ሻଵ ൅ ଵܰ൰
2௤ሺேభሻ݂ሺ ଵܰሻ
൲
ی
ۋ
ۊ
௠
 
But 
ॱேభ ൮
݂ ൬ 1
√݉
ܣሺ࢞଴ െ ࢛ሻଵ ൅ ଵܰ൰
2௤ሺேభሻ݂ሺ ଵܰሻ
൲ ൌ න
݂ ൬ 1
√݉
ܣሺ࢞଴ െ ࢛ሻଵ ൅ ݔ൰
2௤ሺ௫ሻ݂ሺݔሻ
݂ሺݔሻ݀ݔ
ൌ න ݂ ൬
1
√݉
ܣሺ࢞଴ െ ࢛ሻଵ ൅ ݔ൰ 2ି௤ሺ௫ሻ݀ݔ ൌ න ݂ሺݔሻ2
ି௤൬௫ି ଵ
√௠
஺ሺ࢞బି࢛ሻభ൰݀ݔ
ൌ ॱேభ ቆ2
ି௤൬ேభି
ଵ
√௠
஺ሺ࢞బି࢛ሻభ൰ቇ 
Now note that if ࢞଴ and ࢛ have ݇ different entries, then 
ଵ
√௠
ܣሺ࢞଴ െ ࢛ሻଵ  has the same distribution as  
ଶௌೖ
√௠
, 
where ܵ௞ is the sum of ݇ independent random variables taking േ1 with equal probability. Thus the last 
expression can be written as 
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ቌॱ ቆ2
ି௤൬ேభି
ଶௌೖ
√௠
൰
ቇቍ
௠
 
And hence we obtain 
ॱ஺൫ܥሺܣ, ݂ሻ൯ ൒ ॱ஺൫ܫሺܺ; ܻሻ൯ ൒ ݊ െ ݉ॱሺݍሺ ଵܰሻሻ െ log ቌ෍ ቀ
݊
݇
ቁ
௡
௞ୀ଴
ቌॱ ቆ݁
ି௤൬ேభି
ଶௌೖ
√௠
൰
ቇቍ
௠
ቍ 
Since the uniform distribution is just one choice of product distributions for the input vector, one has 
 ܥሺܣ, ݂ሻ ൒ ܫሺܺ; ܻሻ 
And thus 
ॱ஺൫ܥሺܣ, ݂ሻ൯ ൒ ॱ஺൫ܫሺܺ; ܻሻ൯ 
But then 
ܥሺ݉, ݊, ݂ሻ ൌ max
஺
ܥሺܣ, ݂ሻ ൒ ॱ஺൫ܥሺܣ, ݂ሻ൯ 
This completes the proof. ז 
Corollary 1: If we let ݍሺݔሻ ൌ െߛ log ݂ሺݔሻ where ݂ is the pdf of the additive noise, then from (3) we 
arrive at the following family of lower bounds 
ܥሺ݉, ݊, ݂ሻ ൒ ݊ െ ݉ߛሺ݄ሺ݂ሻሻ െ log ൮෍ ቀ
݊
݇
ቁ
௡
௞ୀ଴
൮෍
ቀ௞௝ቁ
2௞
௞
௝ୀ଴
݃ఊ ൬
4݆ െ 2݇
√݉
൰൲
௠
൲    ሺ4ሻ 
where ݄ሺ݂ሻ ൌ െ ׬ ݂ሺݔሻ log൫݂ሺݔሻ൯ ݀ݔ  is the differential entropy for the pdf  ݂  and the function  ݃ఊ  is 
defined by ݃ఊሺݐሻ ൌ ׬ ݂ሺ ݐ ൅ ݔሻ ݂ሺݔሻఊ݀ݔ. 
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Remark 1: In both noiseless and noisy cases, our approach is based on a probabilistic argument; we 
choose a signature matrix at random and then try to estimate the expected value of the sum capacity of the 
channel corresponding to this random matrix. Consequently, our lower bounds are in fact bounds for the 
average sum channel capacity of a typical signature matrix. This point combined with the concentration 
theorems mentioned by Korada and Macris [15]-[16] imply that the sum capacity of a channel with a 
random signature matrix (for large ݊ and ݉) is greater than the bounds obtained in theorems (1) and (2) 
with high probability.  
Example 1: Gaussian noise  
An important special case is Additive White Gaussian Noise (AWGN) with variance ߪଶ. If we denote the 
capacity in this case by ܥீሺ݉, ݊, ߪଶ), then we have the following family of lower bounds: 
Proposition 2: For any positive real number ߛ, 
ܥீሺ݉, ݊, ߪଶሻ ൒  ݊ െ ݉ߛ log ሺ√݁ሻ െ log
ۉ
ۇ෍ ቀ
݊
݇
ቁ
௡
௞ୀ଴
൮෍
ቀ௞௝ቁ
2௞
௞
௝ୀ଴
݁
ିଶ൬ଶ௝ି௞
ఙ√௠
൰
మ
ቀ ఊଵାఊቁ
ඥ1 ൅ ߛ
൲
௠
ی
ۊ       ሺ5ሻ 
The proof is rather straightforward from (4). This family of the lower bounds along with its envelope 
(supremum) is simulated in Figs. 2-4 and will be discussed in Section 5. 
Example 2:  Uniform distribution  
Assume that the noise is of the form  ܰ ൌ ሾ ଵܰ, … , ܰ௠ሿ்  where  ௜ܰ ’s are i.i.d. random variables with 
uniform distribution on ൣ– ܽ, ܽ൧. Denote the capacity in this case by ܥ௎ሺ݉, ݊, ܽሻ. 
Proposition 3:  
ܥ௎ሺ݉, ݊, ܽሻ ൒  ݊ െ log ൮෍ ቀ
݊
݇
ቁ
௡
௞ୀ଴
൮෍
ቀ௞௝ቁ
2௞
௞
௝ୀ଴
߰ ൬
4݆ െ 2݇
ܽ√݉
൰൲
௠
൲       ሺ6ሻ 
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where the function ߰ is defined as  
߰ሺݑሻ  ൌ ൜
1 െ |ݑ|   ݂݅ |ݑ| ൑ 1
     0         ݂݅ |ݑ| ൐ 1
 
The proof is again straightforward from (4). Notice that for the uniformly distributed noise the parameter 
ߛ disappears due to cancellation. 
Corollary 2: The noiseless lower bound ((2) from Theorem 1) can be derived from (4) of Corollary 1 
when noise goes to zero.  
Proof: Let  ݂  be an arbitrary pdf and ߝ ൐ 0. Define ఌ݂ሺݐሻ ൌ
ଵ
ఌ
݂ሺ௧
ఌ
ሻ. It can be easily checked that  ݄ሺ ఌ݂ሻ ൌ
݄ሺ݂ሻ ൅ log ሺߝሻ  and ݃ఌ
ఊሺݐሻ ൌ ߝିఊ݃ఊሺ
௧
ఌ
ሻ  where ݃ఌ
ఊሺݐሻ ൌ ׬ ఌ݂ሺ ݐ ൅ ݔሻ ఌ݂ሺݔሻఊ݀ݔ  and  ݃ఊሺݐሻ ൌ ׬ ݂ሺ ݐ ൅
ݔሻ ݂ሺݔሻఊ݀ݔ as before. Now, from (4), we know that 
ܥሺ݉, ݊, ఌ݂ሻ ൒  ݊ െ ݉ߛሺ݄ሺ݂ሻ ൅ logሺߝሻሻ െ log ൮෍ ቀ
݊
݇
ቁ
௡
௞ୀ଴
൮෍
ቀ௞௝ቁ
2௞
௞
௝ୀ଴
ߝିఊ݃ఊ ൬
4݆ െ 2݇
ߝ√݉
൰൲
௠
൲
ൌ ݊ െ ݉ߛ݄ሺ݂ሻ െ log ൮෍ ቀ
݊
݇
ቁ
௡
௞ୀ଴
൮෍
ቀ௞௝ቁ
2௞
௞
௝ୀ଴
݃ఊ ൬
4݆ െ 2݇
ߝ√݉
൰൲
௠
൲ . 
But for fixed values of ݆, ݇ as ߝ ՜ 0, ݃ఊ ቀ
ସ௝ିଶ௞
ఌ√௠
ቁ ՜ 0 if 2݆ ് ݇ and ݃ఊ ቀ
ସ௝ିଶ௞
ఌ√௠
ቁ ՜ ݃ఊሺ0ሻ ൌ ׬ ݂ሺݔሻଵାఊ ݀ݔ 
if 2݆ ൌ ݇. Hence, we obtain 
lim
ఌ՜଴
ܥሺ݉, ݊, ఌ݂ሻ ൒ ݊ െ ݉ߛ݄ሺ݂ሻ െ log ൮෍ ቀ
݊
݇
ቁ
௡
௝ୀ଴
൮
ቀଶ௝௝ ቁ
2ଶ௝
݃ఊሺ0ሻ൲
௠
൲ . 
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It can be seen that the right-hand side takes its maximum at ߛ ൌ 0 since ݃଴ሺ0ሻ ൌ ׬ ݂ሺݔሻ ݀ݔ ൌ 1; thus the 
noiseless bound shown in (2) is derived. ז 
4. A Conjectured Upper Bound for the Sum Channel Capacity 
As stated in Proposition 1 in Section 2, the sum capacity of a multiple access channel is the maximum 
mutual information over all product distributions on the input vector. But the symmetry between users 
and between െ1’s and 1’s in CDMA channels makes it plausible to think that the best probability 
distribution is the uniform distribution (the symmetric distribution with respect to users) on the input 
vector. Although this statement seems obvious, it is an open problem (please refer to footnote 6 for more 
details). In [16], Korada and Macris conjecture that this is the case for the Gaussian white noise. Here, we 
state the conjecture in an extended form, where the noise can have any general symmetric pdf: 
Conjecture: Let ࡭ א  ࣧ௠ൈ௡ሺേ1ሻ  and   ܻ ൌ
ଵ
√௠
࡭ܺ ൅ ܰ , where  ܰ ൌ ሾ ଵܰ, … , ܰ௠ሿ்  constitutes i.i.d. 
random variables with a given symmetric pdf ݂ (i.e., ݂ሺݔሻ ൌ ݂ሺെݔሻ). Then max∏ ௣೔ሺ௫೔ሻ ܫሺܺ; ܻሻ is attained 
for the uniform distribution when ௜ܺ’s are independent and equal to േ1 with probability 
ଵ
ଶ
.  
It is not difficult, as shown by Korada and Macris, to see that if we consider the average mutual 
information over all signature matrices, then the maximum is attained for the uniform distribution [16], 
but the problem for a specific channel comes to be much more difficult.  
In this section, assuming this conjecture is true, we will derive a conjectured upper bound for the sum 
capacity, which is very close to the lower bound obtained in the previous section. This implies that the 
bounds are relatively tight. 
Proposition 4 Conjectured Upper Bound: Let ݂ be a symmetric probability distribution function, that 
is ݂ሺݔሻ ൌ ݂ሺെݔሻ. Defining the function ሚ݂  by ሚ݂ሺݔሻ ൌ ∑
ቀ೙ೕቁ
ଶ೙
௡
௝ୀ଴ ݂ ቀݔ െ
ଶ௝ି௡
√௠
ቁ, we have  
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ܥሺ݉, ݊, ݂ሻ ൑ min ൬݊, ݉ ቀ݄൫ ሚ݂൯ െ ݄ሺ݂ሻቁ൰               ሺ7ሻ 
where ݄ሺ݂ሻ is the differential entropy as defined in (4). For the noiseless case, we should use the usual 
entropy instead of the differential entropy as will be shown in Example 5. 
Proof: It is clear that for binary inputs ܥሺ݉, ݊, ݂ሻ ൑ ݊. Assume that ࡭ is the signature matrix that results 
in the maximum mutual information between ܺ and ܻ ൌ ଵ
√௠
࡭ܺ ൅ ܰ. Based on our conjecture, for any 
signature matrix including ࡭, the mutual information is maximized at the uniform distribution for the 
input vector. Thus by assuming that ௜ܺ’s are independent and uniform, we have 
ܥሺ݉, ݊, ݂ሻ ൌ ܥሺ࡭, ݂ሻ ൌ ܫሺܺ; ܻሻ ൌ ݄ሺܻሻ െ ݄ሺܻ|ܺሻ 
But 
݄ሺܻ|ܺሻ ൌ ݄ሺܰሻ ൌ ݉ ݄ሺ݂ሻ 
 and 
݄ሺܻሻ ൌ ݄ሺ ଵܻ, … , ௠ܻሻ ൑ ෍ ݄൫ ௝ܻ൯
௠
௝ୀଵ
 
Now note that  ௝ܻ ൌ
ଵ
√௠
∑ ௝ܽ௜ ௜ܺ௜ ൅ ௝ܰ , where  ∑ ௝ܽ௜ ௜ܺ௜  is the sum of independent symmetric Bernoulli 
random variables taking േ1. Hence ௝ܻ  has the distribution of a convolved binomial random variable and a 
random variable with pdf ݂  which is exactly  ሚ݂ . By Substituting in the above relations, the proof is 
complete. ז 
Example 3 (The Gaussian noise): 
For a Gaussian distribution, the function ሚ݂  becomes 
ሚ݂ሺݔሻ ൌ
1
ߪ√2ߨ
෍
ቀ௡௝ቁ
2௡
௡
௝ୀ଴
݁ି
൬௫ିଶ௝ି௡
√௠
൰
మ
ଶఙమ  
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Then, we have 
ܥீሺ݉, ݊, ߪଶሻ ൑ min ൬݊, ݉ ቀ݄൫ ሚ݂൯ െ log൫√2ߨ݁ߪ൯ቁ൰ 
Example 4 (The noise with uniform distribution): 
For a uniform distribution, the function ሚ݂  becomes  
ሚ݂ሺݔሻ ൌ
1
2ܽ
෍
ቀ௡௝ቁ
2௡
௡
௝ୀ଴
1ሾି௔,௔ሿ ൬ݔ െ
2݆ െ ݊
√݉
൰ 
Then, we have  
ܥ௎ሺ݉, ݊, ܽሻ ൑ min ቀ݊, ݉൫݄൫ ሚ݂൯ െ logሺ2ܽሻ൯ቁ 
Reference [29] also discusses the maximum entropy of the sum of independent random variables. 
Example 5 (The noiseless channel): 
For the noiseless case, we can assume that the noise pdf is an impulse. Consequently, ሚ݂ becomes 
ሚ݂ሺݔሻ ൌ ෍
ቀ௡௝ቁ
2௡
௡
௝ୀ଴
ߜ ൬ݔ െ
2݆ െ ݊
√݉
൰ 
This is a discrete probability distribution. Hence we should use the usual entropy instead of the 
differential entropy and a true upper bound as opposed to the conjectured6 one shown in (7) becomes  
                                                     
6  Based on the book by Marshall and Olkin [27], for binary inputs with equal probability, the upper bound 
conjecture is a true bound for the noiseless case. Apparently, Chang & Weldon [24] has assumed this without a 
proper reference in their derivation. Tanaka, Korada & Macris ([15-16]) have conjectured that mutual information is 
maximized for symmetric binary inputs with additive Gaussian noise. Our conjecture for the noisy case with 
symmetric pdfs is still an open problem. Thus, we have referred everywhere to our upper bound as "conjectured 
upper bound" for the symmetric noisy cases; in the noisy cases such as Examples 3 and 4, an obvious true upper 
bound is the noiseless case in Example 5. 
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ܥሺ݉, ݊ሻ ൑  min ቀ݊, ൫݉ ܪሺ ሚ݂ሻ൯ቁ 
This bound is identical to that of Chang and Weldon for T-user MAC’s [24]. 
5. Asymptotic Analysis 
In order to compare our results to Tanaka’s sum capacity bound as shown below [12]-[16], and [26], we 
first try to find the normalized lower bound for the sum capacity in the limit when ݊ and ݉ go to infinity 
while keeping the ratio ߚ ൌ ݊/݉ constant. Subsequently, the same limit is found for the conjectured 
upper bound. Simulation results in Section 6 show a comparison of our bounds in the limit with that of 
Tanaka’s bound. 
5.1. Lower Bounds for the Sum Channel Capacity in the Limit 
It can be seen from [17] and [30] that if ߪ ൌ 0, for any ߚ, lim௡ ௠⁄ ୀఉ
௡,௠՜ஶ
ܿሺ݉, ݊, ݂ሻ ൌ  1. This is because  ݊௧௛ 
(the maximum number of users without any interference defined in [30]) grows faster than linear with 
respect to  ݉ . In the following theorem, we represent a limiting procedure which we claim is the 
appropriate regime for the noiseless case and derive the exact capacity in the limit in Theorems 3 and 5. 
Theorem 3 Noiseless case: If ܿሺ݉, ݊ሻ denotes the maximum capacity per user, i.e., ܿሺ݉, ݊ሻ ൌ ଵ
௡
ܥሺ݉, ݊ሻ, 
then for any ߞ 
                    lim
௡ ሺ௠ ୪୭୥ ௡ሻ⁄ ՜఍
௡,௠՜ஶ
ܿሺ݉, ݊ሻ ൒ min ൜1,
1
2ߞ
ൠ                   ሺ8ሻ                          
The proof is given in Appendix A. 
Therem 4: (Noisy channel): For any arbitrary function ݍሺݔሻ, 
lim
௡ ௠⁄ ୀఉ
௡,௠՜ஶ
ܿሺ݉, ݊, ݂ሻ ൒  1 െ sup
௧אሾ଴,ଵሿ
൤ܪሺݐሻ ൅
1
ߚ
ቀॱሺݍሺ ଵܰሻሻ ൅ log ॱ ቀ2ି௤൫ேభିଶඥ௧ఉ௓൯ቁቁ൨ 
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Considering the family ݍሺݔሻ ൌ െߛ log ݂ሺݔሻ, we obtain the following bound for the Gaussian case: 
Special Case (Gaussian Noise):  
lim
௡ ௠⁄ ୀఉ
௡,௠՜ஶ
ܿሺ݉, ݊, ߪଶሻ ൒  1 െ inf
ఊ
sup
௧אሾ଴,ଵሿ
ቈܪሺݐሻ ൅
1
2ߚ
ቆߛlog ݁ െlog ቆ1 ൅
ߛ
ߪଶ
ሺߪଶ ൅ 4ݐߚሻቇቇ቉            ሺ9ሻ 
The proof is given in Appendix B. 
Although (9) has been derived by just considering a family of special functions for ݍሺݔሻ, we will prove in 
Appendix D that the best bound obtainable by any ݍሺݔሻ cannot be much better than (9). Moreover, our 
simulation results show that the formula (D1) in Appendix D can be used as a good approximation for (9), 
which is computationally much simpler. 
5.2. Conjectured Upper Bounds for the Sum Channel Capacity in the Limit 
Theorem 5: Noiseless Channel: In the limit, we have 
lim
௡ ሺ௠ ୪୭୥ ௡ሻ⁄ ୀ఍
௡,௠՜ஶ
ܿሺ݉, ݊ሻ ൑ min ൜1,
1
2ߞ
ൠ                      ሺ10ሻ  
Proof: From Example 5 and [24], we have 
lim
௡ ሺ௠ ୪୭୥ ௡ሻ⁄ ୀ఍
௡,௠՜ஶ
 ܿሺ݉, ݊ሻ ൌ minሺ1,
݉ ܪሺ ሚ݂ሻ
݊ ൌ ߞ݉ log n
ሻ ൑  min ሺ1,
 logሺ2πenሻ
2ߞ log n
ሻ  ՜ min ൜1,
1
2ߞ
ൠ    ז 
Theorem 6: Noisy Channel: In the limit, we have 
lim
௡ ௠⁄ ୀఉ
௡,௠՜ஶ
ܿሺ݉, ݊, ݂ሻ ൑ min ൜1 ,
1
ߚ
൫݄൫ ଵܰ ൅ ඥߚܼ൯ െ ݄ሺ ଵܰሻ൯ൠ          ሺ11ሻ 
where ܼ is a standard Gaussian random variable independent of ଵܰ. 
Proof: The ݂ obtained from (7) of Proposition 4 is equal to the pdf of the r.v. 
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ଵܰ ൅
ܵ௡
√݉
ൌ ଵܰ ൅ ඥߚ
ܵ௡
√݊
  . 
Due to the central limit theorem, the term on the right hand side approaches a Gaussian r.v. in the limit 
and thus we have (11).   ז 
Example: for the Gaussian noise, when ଵܰ is a Gaussian random variable of variance ߪଶ, one 
has ݄ሺ ଵܰሻ ൌ
ଵ
ଶ
logሺ2ߨ݁ߪଶሻ and ݄൫ ଵܰ ൅ ඥߚܼ൯ ൌ
ଵ
ଶ
log൫2ߨ݁ሺߪଶ ൅ ߚሻ൯. Hence 
lim
௡ ௠⁄ ୀఉ
௡,௠՜ஶ
ܿሺ݉, ݊, ݂ሻ ൑ min ൜1 ,
1
2ߚ
log ൬1 ൅
ߚ
ߪଶ
൰ൠ                                      ሺ12ሻ 
The above upper bound is reminiscent of the Shannon capacity for an AWGN channel (1/ߚ ൌ ݉/݊ is 
the normalized bandwidth and SNR ൌ ఉ
ఙమ
). Theorems 3 and 5 for the noiseless cases show that the ratio of 
the upper and lower bounds approach 1. However, there is always a gap between the bounds for finite ݉ 
and ݊. When ߚ approaches 0, the above bound approaches ୪୭୥ ሺୣሻ
ଶఙమ
 which is not a good bound for low SNR 
values since only for ܧ௕/ ଴ܰ ൌ
ଵ
ଶఙమ 
൑ െ1.593݀ܤ, the above bound is less than 1 bit/user (see Fig. 8). 
However, for ߚ ൑ 1, we have the actual channel capacity, which is equal to the single user capacity. 
6. Simulation Results 
The lower and conjectured upper bounds have been simulated with respect to ݊, ݉ and ܧ௕/ ଴ܰ . Also, the 
asymptotic bounds are simulated and compared to the results of Tanaka. For the noiseless case, 
simulations of the normalized lower and upper bounds derived from Theorem 1 and Example 5 of 
Proposition 4 have been extensively studied in [30] and are given in Fig. 1 as a reference. This figure 
shows that there exist CDMA matrices ࡭ such that the number of users, ݊, can be 3-4 times the spreading 
gain, ݉. For example, for ݉ ൌ 64, the maximum number of users with almost no interference is close to 
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݊ ൌ 239. For ݊ ൑ 64, orthogonal Walsh matrices can be used, and for 64 ൏ ݊ ൏ 239, there are matrices 
[30] that are interference free. 
For the AWGN case, according to (5) from Proposition (2), a family of lower bounds for the normalized  
sum channel capacity for any number γ can be obrtained. Fig. 2 shows some of the bounds of this family 
for various values of γ with respect to ݊. Also the envelope (supremum) of the whole family is plotted in 
the same figure when ܧ௕/ ଴ܰ  is fixed
7 and is equal to 16 dB. This envelope behaves similarly to the 
noiseless case of Fig.1, and as expected, the sum capacity is reduced. Fig. 3 shows the normalized lower  
and conjectured upper bounds for two values of ܧ௕/ ଴ܰ. This figure shows that the noisier the channel, the 
tighter is our lower and conjectured upper bounds.  
The variation of the normalized sum capacity bounds w.r.t. ܧ௕/ ଴ܰ for various number of users ݊ is shown 
in Fig. 4. This figure shows the logarithmic relationship between the capacity and the signal-to-noise-
ratio. The reason of the leveling off of the curves is due to the fact that the normalized sum capcity cannot 
be greater than one. This figure shows that for larger ݊ given a fixed ݉ (i.e., larger ߚ) the bound is tighter 
when ܧ௕/ ଴ܰ is low. However, for higher ܧ௕/ ଴ܰ and the smaller ݊ given a fixed ݉, the upper and lower 
bounds will approach 1 bit/user faster and hence are tighter in that region. 
 In summary, the sum capacity bounds behave differently for different ܧ௕/ ଴ܰ values and spreading gains. 
In general, for a given ܧ௕/ ଴ܰ and ݉, the sum capacity bounds are very tight and increase almost linearly 
with ݊ (1 bit/user) up to a point (this point increases with increasing ݉  and ܧ௕/ ଴ܰ) and then, suddenly,  
the interfereneces of users dominate as ݊ is increased. Beyond this point, the conjectured upper and lower 
bounds are no longer as tight. However, the higher ߚ and ܧ௕/ ଴ܰ, the tighter are the bounds in this region. 
6.1. Comparison with Tanaka’s bound in the limiting case 
                                                     
7 ܧ௕/ ଴ܰ for CDMA is defined as 1 2ߪଶ⁄  assuming that each user is normalized to േ1. The signature matrix is 
assumed to be normalized by 1/√݉. The chip period is also normalized to one unit of time. 
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Although Tanaka’s definition of the sum capacity is slightly different from ours8, we would like to 
compare our bounds, derived from the limiting case in Section 5, with  that of Tanaka’s. The reader 
should bear in mind that our results (even for the asymptotic cases) are valid for any additive noise with a 
general pdf, while Tanaka’s asymptotic results are only valid for additive Gaussian noise. Also, Tanaka’s 
results may not be valid for finite dimensional systems, in general. 
We have also managed to simulate the complicated formulae of Tanaka 9  from a combination of 
references [12]-[16] for ߚ ൌ 0.5, 1, 2, 4, and 8. For ߚ ൑  1, fortunately, we do have the exact capacity 
since we can use Walsh signature matrices, and due to its orthogonality, its performance is equivalent to 
binary PSK.  The actual capacity is 1 െ ܪሺ݌ሻ, where ݌ is the probability of error and is related to ܧ௕/ ଴ܰ 
through the normal distribution. Figs. 5 and 6 show a comparison of the actual normalized sum capacity 
with Tanaka’s bound for ߚ ൌ 0.5 and 1, respectively. Clearly, Tanaka’s bound is an upper bound. In 
these two figures, we have also included our lower and upper bounds. Tanaka’s bound becomes tighter 
when ߚ increases from 0.5 to 1; our upper bound also becomes tighter with increasing ߚ but is not as 
good as Tanaka’s bound for ܧ௕/ ଴ܰ  values less than 8 dB. As ߚ  becomes greater than 1, our bounds 
become tighter, but we have no way to evaluate Tanaka’s bound since the actual sum capacity is not 
known. However, as shown in Fig. 7, Tanaka’s bound approaches our upper bound with increasing ߚ; we 
can show this analytically from Appendix C. 
An important observation from Figs. 5-7 is that that for any ߚ , the normalized sum capacity can approach 
1  bit/user for large values of SNR but this is not true for finite dimensions (due to overloaded 
interference), and therefore cannot be extrapolated from infinite dimension to finite dimensions. 
                                                     
8 Actually, the definition of sum capacity by Tanaka and references [15-16] is not exactly the same as ours. They 
maximize, over the input probabilities, the average mutual information w.r.t. the random signature matrices. We 
define the capacity as the maximum over all matrices and input probabilities. The averaging over all matrices is a 
lower bound for our definition of the sum capacity. 
9  For the Matlab and Mathcad codes of Tanaka’s formulae as well as ours, please check 
http://acri.sharif.edu/en/g7/kotob/default.asp?page=1 
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An interesting point about our asymptotic (large scale systems) bounds is that they are very good 
approximations for finite dimensional CDMA systems. Fig. 8 shows a comparison between lower and 
conjectured upper bounds for finite dimensional and the asymptotic cases when  ߚ ൌ 2. For ݉ ൒ 4, the 
asymptotic upper bound and the finite dimensional one coinside.  Also, for ݉ ൒ 32, there is very little 
difference between the asymptotic and the finite lower bounds; our computer simulations show that this 
conclusion is valid for all values of ߚ provided that ݉ is adjusted according to the vlaues of ߚ. Since 
simulations of the bounds in the limit are much simpler, we can use the lower and upper bounds derived 
in Section 5- (9)10 and (12)- instead of the bounds derived from the combinatorics in (5) and (7). 
Fig. 9 shows another interesting comparison between the actual bounds developed from combinatorics 
and the asymptotic bounds extrapolated to finite scales (݉ ൌ 8 , 64 and ܧ௕/ ଴ܰ ൌ 16 dB).  For ݉ ൌ 64, 
the two conjectured upper bounds coincide while Tanaka’s extrapolated bound is slightly lower than our 
conjectured upper bound. The exrapolated lower bound is higher than the actual bound derived from 
combinatorics. Since ߚ ൌ ݊/64, as ߚ increases, the gap between our upper bound and Tanaka’s bound 
diminishes. For ݉ ൌ 8,  Fig. 9 shows that our asympotic bounds as well as Tanaka’s bound are above our 
combinatorics upper bound for large number of users (݊ ൎ 30, ݅. ݁. , ߚ ൎ 4ሻ and therefore not accurate. 
This senario changes with higher noise variances. For a high noisy environment and with the previous 
parameters, Fig. 10 shows that the extrapolated and actual bounds coincide; Tanaka’s bound, as usual, is 
in between closer to the conjectured upper bound. The reason that the bounds coincide can be explained 
from the bahvior of (5) and (9) for the lower bounds and Example 3 and (12) for the upper bounds when 
the noise variance goes to infinity. We can easily show that the ratio of (5) and (9) goes to 1 in the limit, 
and for the conjectured upper bounds, we can show that for large variances, the pdf ሚ݂ in Example 3 
becomes Gaussian like with a variance of ߚ ൅ ߪଶ (convolution of binomial and Gaussian pdf’s). Thus, the 
upper bound in Example 3 degnerates into (12) and we can show that the ratio goes to 1 in the limit. 
                                                     
10 Eq. (D1) in Appendix D is even a simpler approximation of (5) and (9). 
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Fig. 1. The lower and upper bounds for the normalized channel capacity vs. the number of users ݊ for 
different spreading gains ݉ in a noiseless system according to Theorem 1. 
  
Fig. 2. A family of lower bounds for the sum capacity of an AWGN channel using different γ's and their 
envelope vs. number of users ݊ when ܧ௕/ ଴ܰ ൌ 8 dB and the spreading gain is ݉ ൌ 64. 
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Fig. 3. The normalized sum capacity lower (envelopes) and conjectured upper bounds for AWGN 
channels vs. ݊ for different ܧ௕/ ଴ܰ values when ݉ ൌ 64. 
 
Fig. 4. The normalized sum capacity lower (envelopes)  and conjectured upper bounds vs. ܧ௕/ ଴ܰ for 
different values of ݊ with ݉ ൌ 64. 
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Fig. 5. The normalized sum capacity bounds vs. ܧ௕/ ଴ܰ in the limit when ݊ and ݉ go to infinity for 
ߚ ൌ 0.5 (݉ ൌ ݊). In this case the orthogonal Walsh signature matrix is equivalent to the single user PSK. 
Tanaka’s result is an upper bound to the actual capacity in this case. 
 
Fig. 6. The normalized sum capacity bounds vs. ܧ௕/ ଴ܰ in the limit when ݊ and ݉ go to infinity for ߚ ൌ 1 
(݉ ൌ ݊). In this case the orthogonal Walsh signature matrix is equivalent to the single user PSK. 
Tanaka’s result is a very tight upper bound to the actual capacity in this case. 
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Fig. 7. The normalized sum capacity bounds vs. ܧ௕/ ଴ܰ  in the limit when ݊ and ݉ go to infinity for 
ߚ ൌ 2, 4 and 8. Depending on the values of ߚ,  Tanaka’s bound is somewhere between our bounds but 
closer to our conjectured upper bound as ߚ increases. As ߚ increases, our lower and conjectured upper 
bounds and Tanaka’s bound become very tight. 
 
Fig. 8. The normalized sum capacity vs. ܧ௕/ ଴ܰ. As ݊ inclreases with ߚ ൌ 2, the sum capacity  converges 
to the theoretical limit. For ݉ ൒ 32, there is very little difference between the liming case and the 
simulations of finite CDMA. 
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Fig. 9. Comparison of our asymptotic and Tanaka’s capacity bounds vs. ݊ extrapolated to finite size scale, 
݉ ൌ 8, 64 and ܧ௕/ ଴ܰ ൌ 16 dB. 
Fig. 10. Comparison of our asymptotic and Tanaka’s capacity bounds vs. ݊ extrapolated to finite size 
scale for a high noisy environment, ݉ ൌ 64 and ܧ௕/ ଴ܰ ൌ 4 dB. 
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7. Conclusion 
In this paper, for binary input and binary CDMA signatures, we have derived a family of lower bounds 
for additive i.i.d. noise of any distribution with respect to the number of users, ݊, the spreading gain, ݉, 
and the pdf of the noise. The envelope of this family gives a lower bound. Special case of AWGN has 
also been derived and simulated. The bound and simulations show that when the noise variance goes to 
zero, the noisy and the noiseless lower bounds become identical. We have also derived a conjectured 
upper bound for a general i.i.d. symmetric noise distribution; special cases of Gaussian and uniform 
distribution are also obtained.  
Simulations also show that for a given noise level (ܧ௕/ ଴ܰ) and spreading gain, ݉, the number of users, ݊, 
can be greater than ݉ with almost no interference, i.e., overloaded CDMA is possible and thus we can 
improve the throughput of a CDMA system by designing structured CDMA codes. In general, for a given 
ܧ௕/ ଴ܰ and ݉, from Figs. 1, 3, and 4, the sum capacity bounds are very tight and increase almost linearly 
with ݊ (ൎ 1 bit/user) up to a point (this point increases with increasing ݉ and ܧ௕/ ଴ܰ) and then, abruptly, 
the interferenece of users dominates as ݊ is increased. Beyond this point the upper and lower bounds are 
no longer as tight. However, the higher ߚ and ܧ௕/ ଴ܰ, the tighter are the bounds in this region. 
We have also simulated Tanaka’s bound and showed that it is a tight upper bound in the limiting case for 
ߚ ൑ 1. As ߚ increases, we have shown analytically as well as by simulations that this bound approaches 
our conjectured upper bound for a wide range of ܧ௕/ ଴ܰ. 
For future work, we intend to generalize our bounds to nonbinary user signals and nonbinary CDMA 
signature matrices. The proof of the conjecture is also another interesting problem to solve. Also, we 
would like to extend our results to the asynchronous case with near/far effects and imperfect channel 
estimations and training. Extension to fading channels is another issue to be investigated. The case when 
additive noise is not i.i.d., is another interesting topic to be investigated. 
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Appendix A 
Proof of Theorem 3  (Section 5.1): One can easily check that 
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By using a change of variable ݐ ൌ ଶ௝
௡
 , the last integral becomes 
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Stirling’s estimation, ݊! ~√2ߨ݊ ቀ௡
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But according to Varadhan’s lemma [25], 
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where ܫ is the rate function which is defined as the unique lower semi-continuous function with the 
following properties: 
(i) limsup௡՜ஶ
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Now let ܥ ൌ ሾܽ, ܾሿ. We will distinguish two cases, ܽ ൐ 0 and ܽ ൌ 0. In the first case, we have 
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If ܽ ൌ 0, then 
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Appendix B 
Proof of Theorem 4: Noisy Lower-bound in the limit: According to (3), 
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Again we have 
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where ܼ~ܰሺ0,1ሻ is a standard Gaussian random variable, independent of ଵܰ. 
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Special Case of Gaussian Noise: Let ݂ሺݔሻ ൌ ଵ
√ଶగఙ
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compute ॱ ቀ2ି௤൫ேభିଶඥ௧ఉ௓൯ቁ in this case we need to do some more calculations for the Gaussian random 
variable: 
If ܼ is a standard Gaussian random variable and ߙ, ߚ are arbitrary real numbers, we have 
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Hence the right-hand side of (B1) in this case becomes 
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Thus, we get (9).ז 
Appendix C 
Tanaka’s Bound Approaches Our Asymptotic Upper Bound as ࢼ Increases 
In this appendix, we show that for large ߚ and the noise variance ߪଶ ൐ 0, Tanaka’s formula is close to 
our bound ଵ
ଶఉ
log ሺ1 ൅ ఉ
ఙమ
ሻ. Tanaka’s formula can be rewritten as [12]: 
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where ܦ௓ is the standard normal measure and 
ߣ ൌ
1
ߪଶ ൅ ߚሺ1 െ ݉ሻ
 
݉ ൌ න tanh ሺ √ߣܼ ൅ ߣሻ ܦ௓   
Notice that ߣ ൑ ଵ
ఙమ
 and hence 
݉ ൑ න tanh ሺ
ା∞
ି√ఒ
√ߣܼ ൅ ߣሻܦ௓ ൑ න 1. ܦ௓
ା∞
ି√ఒ
൑ න 1. ܦ௓
ା∞
ିଵఙ
ൌ Q ൬െ
1
ߪ
൰ ൏ 1 
And therefore limఉ՜∞  ߣ ൌ 0. 
for ݔ ൒ 0,  tanhሺݔሻ ൑ ݔ , thus we can rewrite the above equation as: 
  
݉ ൏ න tanh ሺ
ା∞
ି√ఒ
√ߣܼ ൅ ߣሻܦ௓  ൏ න ൫√ߣܼ ൅ ߣ൯ܦ௓ ൏
ା∞
ି√ఒ
√ߣ
√2ߨ
݁
ିఒ
ଶ ൅ ߣ ൏
√ߣ
√2ߨ
൅  ߣ ൌ ܱሺ√ߣሻ ՜ 0 
Using the Taylor expansion about 0, it can be easily seen that lnሺcosh ݔሻ ൌ ௫
మ
ଶ
൅ ܱሺݔସሻ, thus 
݃ሺߣ, ݉ሻ ൌ
ߣ
2
ሺ1 ൅ ݉ሻ െ න
൫√ߣܼ ൅ ߣ൯
ଶ
2
ܦ௓ ൅ ܱሺߣଶሻ ൌ
ߣ
2
൅ ܱ൫ߣ√ߣ൯ െ
ߣ
2
െ
ߣଶ
2
൅ ܱሺߣଶሻ ൌ ܱ൫ߣ√ߣ൯ 
And since ߣ~ ଵ
ఉ
 , consequently ௚ሺఒ,௠ሻభ
మഁ
୪୭୥ቀଵା ഁ
഑మ
ቁ
՜ 0 and hence 
ܥ௠~
1
2ߚ
log ൬1 ൅
ߚ
ߪଶ
൰ ז 
Appendix D 
Donsker-Varadhan inequality [25]: If ߤ and ߭ are two probability measures on a given space ࣲ, then 
inf
௏:ࣲ՜Թ
൤ln න ݁௏݀ߤ െ න ܸ݀߭൨ ൌ െ න ln ݂ ݀߭ 
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where ݂ ൌ ௗజ
ௗఓ
 is the Radon-Nikodym derivative of ߭ with respect to ߤ. Infimum is attained at ܸ ൌ ln ݂. 
We proved that for any arbitrary function ݍ, 
lim
௡ ௠⁄ ୀఉ
௡,௠՜∞
ܿሺ݉, ݊, ݂ሻ ൒  1 െ sup
௧אሾ଴,ଵሿ
൤ܪሺݐሻ ൅
1
ߚ
ቀॱሺݍሺ ଵܰሻሻ ൅ log ॱ ቀ2ି௤൫ேభିଶඥ௧ఉ௓൯ቁቁ൨    ሺܤ1ሻ 
And hence 
lim
௡ ௠⁄ ୀఉ
௡,௠՜∞
ܿሺ݉, ݊, ݂ሻ ൒ 1 െ  inf
௤
sup
௧אሾ଴,ଵሿ
൤ܪሺݐሻ ൅
1
ߚ
ቀॱሺݍሺ ଵܰሻሻ ൅ log ॱ ቀ2ି௤൫ேభିଶඥ௧ఉ௓൯ቁቁ൨ 
But 
inf
௤
sup
௧אሾ଴,ଵሿ
൤ܪሺݐሻ ൅
1
ߚ
ቀॱሺݍሺ ଵܰሻሻ ൅ log ॱ ቀ2ି௤൫ேభିଶඥ௧ఉ௓൯ቁቁ൨
൒ sup
௧אሾ଴,ଵሿ
inf
௤
൤ܪሺݐሻ ൅
1
ߚ
ቀॱሺݍሺ ଵܰሻሻ ൅ log ॱ ቀ2ି௤൫ேభିଶඥ௧ఉ௓൯ቁቁ൨
ൌ sup
௧אሾ଴,ଵሿ
൥ܪሺݐሻ ൅
1
ߚ
inf
௤
ቂቀॱሺݍሺ ଵܰሻሻ ൅ log ॱ ቀ2ି௤൫ேభିଶඥ௧ఉ௓൯ቁቁቃ൩ 
Now let ߤ and ߭ be probability measures induced on Թ from the random variables ଵܰ െ 2ඥݐߚܼ and ଵܰ 
respectively, and let ܸ ൌ െ ଵ
୪୭୥ ௘
ݍ. Then Donsker-Varadhan inequality implies that 
inf
௤
ቂቀॱሺݍሺ ଵܰሻሻ ൅ log ॱ ቀ2ି௤൫ேభିଶඥ௧ఉ௓൯ቁቁቃ ൌ ሺെ log ݁ሻ න ln ݂ ݀߭ ൌ ሺെ log ݁ሻॱሺln ݂ሺ ଵܰሻሻ 
where ൌ ௗజ
ௗఓ
 . For the Gaussian noise, ݂ሺݔሻ ൌ ට1 ൅ ସ௧ఉ
ఙమ
݁
ିభ
మ
ర೟ഁ
഑మ൫഑మశర೟ഁ൯
௫మ
, and thus 
ॱሺln ݂ሺ ଵܰሻሻ ൌ ॱ ൬
1
2
ln ൬1 ൅
4ݐߚ
ߪଶ
൰ െ
1
2
4ݐߚ
ߪଶሺߪଶ ൅ 4ݐߚሻ ଵܰ
ଶ൰ ൌ
1
2
൬ln ൬1 ൅
4ݐߚ
ߪଶ
൰ െ
4ݐߚ
ሺߪଶ ൅ 4ݐߚሻ
൰ 
Therefore we have 
inf
௤
sup
௧אሾ଴,ଵሿ
൤ܪሺݐሻ ൅
1
ߚ
ቀॱሺݍሺ ଵܰሻሻ ൅ log ॱ ቀ2ି௤൫ேభିଶඥ௧ఉ௓൯ቁቁ൨
൒ sup
௧אሾ଴,ଵሿ
൥ܪሺݐሻ ൅
log ݁
2ߚ
൭
4ݐߚ
ሺߪଶ ൅ 4ݐߚሻ
െ ln ൬1 ൅
4ݐߚ
ߪଶ
൰൱൩ 
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Hence the best lower bound obtainable from ሺB1ሻ is not better than 
1 െ sup
௧אሾ଴,ଵሿ
൥ܪሺݐሻ ൅
log ݁
2ߚ
൭
4ݐߚ
ሺߪଶ ൅ 4ݐߚሻ
െ ln ൬1 ൅
4ݐߚ
ߪଶ
൰൱൩      ሺܦ1ሻז 
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