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1 
Cette  recherche  vise,  d'un  point  de  vue  scientifique,  à  valider  la  structure 
d'argumentation interprétative de  Kane (2006) par l' appl ication de cette structure à 
l'analyse de  politiques  institutionnelles  d'évaluation des  apprentissages  (PIEA)  du 
réseau collégial québécois. Elle vise aussi, d'un point de vue pratique, à identifier des 
moyens  que  peuvent  mettre  en  place  les  institutions  pour  permettre  d'assurer 
l'argumentation  de  la  validité  des  inférences  au  regard  des  apprentissages  des 
étudiants.  Une  analyse  de  contenu  de  politiques  institutionnelles  d'évaluation  des 
apprentissages  (PIEA)  est  réalisée  à  partir  de  la  structure  d'argumentation 
interprétative de  Kane (2006). Une modélisation schématique des moyens identifiés 
dans  les  politiques  institutionnelles  d'évaluation  des  apprentissages (PIEA)  est 
produite, menant à l'élaboration de lignes directrices permettant de chercher à assurer 
l'argumentation  de  la  validité  des  inférences  d'évaluation  en  évaluation  des 
apprentissages au collégial. Cette recherche a aussi permis de générer des hypothèses 
quant  à  l'exhaustivité,  l'exclusivité  et  la  pertinence  des  catégories  du  modèle  de 
Kane (2006) dans ce contexte, tout en apportant une suggestion en  complément à ce 
modèle théorique. 
MOTS-CLÉS:  structure  d'argumentation  interprétative,  validité,  inférence 
d'évaluation, évaluation des apprentissages,  politiques  institutionnelles d'évaluation 
des apprentissages (PIEA) 
J Les normes de présentation utilisées dans ce mémoire correspondent à J'adaptation francophone des 
nonnes APA rédigée par Gilles Raîche en 2007 pour la Revue des sciences de l'éducation. Selon ces 
normes de présentation, l'inlToduction, plus élaborée, tient aussi lieu de problématique. INTRODUCTION 
À  l'enseignement  supérieur,  les  apprentissages  devraient  être  authentiques  et 
significatifs puisque ceux-ci sont en lien direct avec  les actes et  la profession future 
ou actuelle des étudiants. Les modalités d'évaluation des apprentissages doivent donc 
se  rapprocher  des  pratiques  du  milieu  professionnel  et  des  situations  réelles 
auxquelles  les  étudiants,  professionnels et  futurs  professionnels, devront faire  face. 
(Gipps, 1994 ; Scallon, 2004 ; Wiggins, 1993) 
En  1993, la  notion de compétence s'est répandue à l'ordre collégial dans le système 
d'éducation du  Québec  en  référence  à la  nécessité d'apprentissages authentiques et 
significatifs.  Selon  Raîche  (2008),  la  compétence  s'apparente  à  un  objectif 
d'apprentissage,  tel  qu'on  en  a  traditionnellement  traité  en  évaluation  des 
apprentissages.  Toutefois,  le  terme  compétence  est  plus  précis  et  réfère  à  «un 
ensôgnement significatt! et authentique,  un apprentissage significatif et authentique 
ainsi  qu'une évaluation significative et  authentique de  ce dernier» (Raîche, 2008, 
p.2).  L'application  de  l'enseignement  par  compétences  s'est traduite  par  diverses 
mesures,  dont  la  détermination  des  objectifs  et  des  standards  des  progranunes 2 
d'études en  fonction  des  compétences par le  ministère de  l'Éducation
2
,  la mise en 
place d'épreuves synthèse pour les programmes d'étude et la mise en œuvre d'actions 
de concertations entre les ordres d'enseignement. 
Au  mveau  de  l'évaluation,  qu'il  s'agisse  de  l'évaluation  des  apprentissages 
traditionnels ou  de l'évaluation des compétences, il  est aujourd'hui reconnu que le 
processus d'évaluation est toujours limité quant à son potentiel d'authenticité face à 
la tâche réelle (Raîche, 2008). Le processus d'évaluation demeure une simulation et 
la performance de l'étudiant à celle-ci se distingue nécessairement de sa performance 
en contexte réel. À ce propos, Muchielli (1971, p.  30-31) rappelle qu'un test est une 
mise  à  l'épreuve expérimentale qui  correspond à  une  situation simulée.  Lorsqu'on 
réfère à la correspondance entre la performance en contexte réel et le résultat obtenu à 
un test, on réfère principalement à la notion de validité. 
Traditionnellement, la validité en évaluation a souvent été définie comme la capacité 
d'un test à bien mesurer ce qu'il prétend  mesurer. En  1951, Cureton définissait la 
validité comme ayant deux dimensions,  la  pertinence et la  fiabilité  (re/evance and 
reliabi/ity), et comme étant la corrélation entre ·le score obtenu au  test et le « vrai» 
score  critérié  (fltruefl  criterion score) (p. 623).  En  1966,  l'American Psychological 
Association  propose  trois  types  de validité:  la validité  de  construit,  la  validité  de 
2 Le ministère de l'Éducation porte le nom de ministère de l'Éducation, du Loisir et du Sport depuis le 
remaniement ministériel du  18 février 2005 (http://www.meJs.gouv.qc.ca). 3 
contenu  et  la  validité  critériée,  cette  dernière  étant  prédictive  ou  concomitante 
(Cronbach,  1971).  Cette  conception  de  la  validité  ayant  été  développée  pour  la 
mesure en psychologie, Cronbach (1971) souligne le besoin de définir la validité en 
fonction de son utilisation et de son interprétation en éducation. La validité est encore 
principalement associée à la validité d'un test, mais plus d'importance est accordée à 
l'interprétation. Cronbach (1971, p. 447) mentionne d'ailleurs que parce que chaque 
interprétation a son  propre degré de  validité, on ne  peut jamais arriver à la simple 
conclusion qu'un test particulier « est valide >/ Il  ajoute ensuite que tous les aspects 
et  tous  les détails d'une procédure de mesure peuvent influencer la  performance et 
donc ce qui est mesuré (p. 449).  Il  place la validité dans un contexte de validation, 
laquelle correspond au processus visant à évaluer la précision des prédictions ou des 
inférences réalisées sur la base du résultat obtenu à un test. En 1989, Messick définit 
la validité conune jugement évaluatif intégré du degré auquel la preuve empirique et 
le  rationnel  théorique  supportent  la justesse et  la  pertinence  des  inférences  et  des 
actions  basées  sur  les  résultats  d'une  évaluation
4
.  Cette  définition  implique  une 
conception  de  la  validité  en  tant  qu'argument,  telle  que  l'a  introduite  Cronbach 
(1980) qui décrit la validation du jugement évaluatif comme un processus rhétorique 
dans  lequel  l'évaluateur doit justifier son jugement par la présentation d'arguments 
réalistes  fondés  sur  des  preuves  empiriques.  Deux  principaux  modèles  ont  été 
3 « Because every interpretation has its own degree of validity, one can never reach the simple 
conclusion that a particular test "is valid." »(Cronbach, 1971, p. 447) 
4  « VaJidity  is  an  integrated  evaJuative  judgment of the  degree  to  which  empirical  evidence  and 
theoretical rationales support the adequacy and appropriateness of Inferences and actions based on test 
scores or other modes of  assessment » (Messick, 1989, p.  13). 4 
développés en parallèle dans les années 1990 et 2000 en accord avec cette conception 
de la validité: l'un centré davantage sur la preuve empirique et ['autre davantage sur 
le  rationnel  théorique. Le  premier est une  approche  de  conception  de  l'évaluation 
basée  sur  la  preuve,  le  modèle ECD  (<< evidence-centred design»)  développée  par 
Mislevy et ses collaborateurs (Mislevy, Almond et Lukas, 2004 ; Mislevy et Haertel, 
2006a,  2006b;  Mislevy,  Steinberg,  Almond  et  Lukas,  2006).  Le  second  est  une 
structure d'argumentation interprétative développée par Kane (1992 ; 2004; 2006), 
qui peut aussi être considérée comme un modèle méthodologique, pouvant servir à la 
validation des  arguments interprétatifs en  évaluation des apprentissages.  Le modèle 
de  Kane  et  celui  de  Mislevy  et  de  ses  collaborateurs,  ainsi  que  celui  de 
Toulmin (1964) et  les travaux de  Messick (1989) qui  les ont inspirés, sont d'ailleurs 
aujourd'hui des références incontournables relativement au concept de  la validité en 
mesure et évaluation (Lissitz, 2009). Toutefois, la mise à l'épreuve empirique de ces 
modèles  théoriques  reste  encore  à  faire.  Au  moment  de  la  rédaction  du  présent 
mémoire de  recherche, les études portant sur les applications de ces  modèles récents 
ne font que débuter. 
En  somme,  il  est  souhaitable  qu'à  l'enseignement  supérieur  l'apprentissage  soit 
significatif et  authentique (Gipps,  1994; Scallon, 2004; Wiggins,  1993)  et qu'une 
évaluation  significative  et  authentique soit  faite  de  ce  dernier  (Raîche,  2008).  Les 
modèles développés autour de  la  notion  de validité en  tant que jugement évaluatif 
intégré  nécessitent  une  mise  à  l'épreuve  empirique  afm  de  pouvoir  contribuer 5 
concrètement à la qualité de l'enseignementet de l'évaluation en éducation. Il  semble 
donc légitime de poser la question suivante: comment peut-on assurer la  validité de 
l'interprétation  des  résultats  de  l'évaluation  des  apprentissages  des  étudiants  à 
l'enseignement supérieur? 
La présente recherche tente de  répondre à cette question à travers l'exploration des 
politiques institutionnelles d'évaluation des  apprentissages (PIEA) qui  orientent les 
pratiques  en  évaluation  des  apprentissages  en  enseignement  supérieur,  et  plus 
spécifiquement en  enseignement collégial.  C'est ce  qu'expose  le  Chapitre l  de ce 
mémoire,  ainsi  que  certains  développements  théoriques  concernant  la  validité  en 
mesure  et  évaluation  en  éducation.  De  cet  exposé,  découlent  deux  objectifs  de 
recherche  qui  sont  formulés  en  fin  de  chapitre.  L'atteinte  de  ces  objectifs  a  été 
réalisée au moyen d'une méthodologie qualitative décrite au Chapitre II. Les résultats 
issus d'analyses quantitatives descriptives et qualitatives de synthèse sont présentés 
au Chapitre III, dont certains sont discutés au Chapitre IV. 
Cette  recherche  de  nature  exploratoire  a  permis  l'élaboration  cl 'hypothèses  et  de 
suggestions  théoriques,  ainsi  que  d'outils  pratiques  pour  contribuer  à  assurer  la 
validité  de  l'interprétation  des  résultats  de  l'évaluation  des  apprentissages  des 
étudiants à l'enseignement supérieur. CHAPITRE 1 
CONTEXTE THÉORIQUE 
Le développement des pratiques et des théories en éducation au cours des dernières 
décennies  présente  un  intérêt  croissant  envers  la  qualité  de  l'évaluation  des 
apprentissages.  Le  présent chapitre  expose certaines  tentatives  visant  l'atteinte  de 
cette  dimension;  d'abord  par  un  survol  du  développement  des  instances  et  des 
politiques d'évaluation dans le réseau d'enseignement collégial du Québec, ensuite à 
travers  l'exposé  du  développement  de  la  notion  de  validité  en  évaluation  des 
apprentissages et d'un modèle théorique, celui de Kane (2006), permettant d'assurer 
l'argumentation  de  la  validité  des  inférences  d'évaluation  des  apprentissages.  Un 
regard  est  ensuite  posé  sur  les  résultats  d'une  étude  réalisée  par  Howe  et 
Ménard (1993),  portant  sur  les  croyances  et  les  pratiques  en  évaluation  des 
apprentissages  dans  le  réseau  collégial  québécois,  dans  le  but  d'estimer  si  les 
pratiques  actuelles  au  sein  du  réseau  d'enseignement  collégial  permettent  la 
validation des inférences d'évaluation. Puis, pour vérifier que le modèle de validation 
de  l'argument  interprétatif  de  Kane  (2006)  est  compatible  avec  les  pratiques 
d'évaluation de  l'approche par compétences,  actuellement en  place  dans  le réseau 
collégial québécois, les recommandations de de Ketele et Gerard (2005) concernant la 
validation des épreuves d'évaluation selon l'approche par compétences sont étudiées. 
Ce chapitre se termine par la formulation des objectifs de la présente recherche. 7 
1.1  L'assurance  de  qualité  de  l'évaluation  des  apprentissages  de  la  Commission 
d'évaluation de l'enseignement collégial: les politiques institutionnelles d'évaluation 
des apprentissages (PIEA) 
En 1993  avait lieu  le  renouveau du réseau collégial du Québec. La  grande visée du 
renouveau était d' « assurer aux jeunes et à l'ensemble de la population du Québec un 
enseignement collégial d'un calibre et d'une qualité qui leur permettent de se mesurer 
aux meilleurs standards de compétence» (Ministère de  l'Enseignement supérieur et 
de  la  Science,  1993,  p.  13).  Le  renouveau  introduisait  dans  le  système  scolaire 
québécois  la  notion  de  compétence  en  référence  à  la  nécessité  d'apprentissages 
authentiques et significatifs. Le  renouveau, tout en accordant davantage d'autonomie 
aux institutions, a donné lieu à la mise en place de mesures visant à garder un certain 
contrôle sur la qualité de la formation et de l'évaluation au sein du réseau collégial. 
Avec  le  renouveau  en  1993  fût  sanctionnée  la  loi  83  et  avec  elle  fOt  instituée  la 
Commission d'évaluation de l'enseignement collégial (CÉEC) qui  est un organisme 
autonome et indépendant relevant directement de  l'Assemblée nationale du Québec. 
La Commission d'évaluation de l'enseignement collégial fût créée pour contribuer au 
développement de la qualité, de la crédibilité et de la  reconnaissance de la  fonnation 
offerte dans  les établissements d'enseignement collégial québécois.  La  Commission 
d'évaluation de l'enseignement collégial devait resserrer les mécanismes d'évaluation 
des pratiques institutionnelles tant au  niveau  de  l'évaluation des  apprentissages que 8 
de l'évaluation des programmes d'études. Dès l'automne 1994, chaque établissement 
d'enseignement collégial  du  Québec était  dans  l'obligation  d'adopter  les  mesures 
suivantes (Commission d'évaluation de l'enseignement collégial, 1994a, p. 4) : 
- d~finir  et  appliquer  une  politique  institutionnelle  d'évaluation  des 
apprentissages (PIEA); 
- définir  et  appliquer  une  politique  institutionnelle  d'évaluation  des 
programmes d'études (PIEP),· 
- soumettre  à  la  Commission,  pour des  fins  d'évaluation,  sa politique 
institutionnelle d'évaluation des  apprentissages (PIEA)  et sa politique 
institutionnelle d'évalua/ion des programmes d'études (PIEP),· 
- collaborer avec la  Commission à l'évaluation de  la  mise en  œuvre des 
programmes d'étude qu'il dispense. 
Dès  lors,  la  Commission d'évaluation de  l'enseignement collégial  est chargée «de 
porter un jugement formel de  qualité sur la  manière dont  les  collèges  remplissent 
leurs responsabilités académiques» (Ministère de l'Enseignement supérieur et de la 
Science, 1993, p.  27). 
Dans  le  domaine  de  l'évaluation  des  apprentissages,  ce  sont  les  politiques 
institutionnelles  d'évaluation  des  apprentissages  (PIEA)  qui  permettent  à  la 
Commission d'évaluation de  l'enseignement collégial  de  porter un jugement sur la 
qualité  de  l'évaluation  des  apprentissages  des  étudiants  dans  les  établissements 
d'enseignement  collégial.  Une  politique  institutionnelle  d'évaluation  des 
apprentissages (PIEA) est: 9 
Un  instrument  qui  permet  à  un  collège  d'orienter,  d'encadrer  et  de 
soutenir les activités reliées à l'évaluation des apprentissages. Elle établit 
les  objectifs poursuivis par le  collège,  les  principes  et  les  valeurs  qui 
orientent les  actions,  ainsi  que  les  re~ponsabilités  de  tous  les  groupes 
concernés. (Conseil des collèges, 1992, p. 38) 
L'évaluation des  politiques institutionnelles d'évaluation des  apprentissages (PIEA) 
par la Commission d'évaluation de l'enseignement collégial consiste à« évaluer pour 
attester  la  qualité  de  l'évaluation  des  apprentissages  et  pour  contribuer  à 
l'améliorer»  (Commission  d'évaluation  de  l'enseignement collégial,  1994b,  p.3). 
Ainsi,  la  Commission  d'évaluation  de  l'enseignement  collégial  s'assure  que  les 
objectifs  d'apprentissage  et  les  seuils  de  réussite  sont  clairement  définis,  qu'ils 
peuvent être  évalués et  que  les  pratiques d'évaluation sont pertinentes,  cohérentes, 
efficaces et  transparentes.  La  Commission d'évaluation de  l'enseignement collégial 
doit aussi s'assurer que l'évaluation des apprentissages est équitable et donc s'assurer 
de  l'équivalence de  la  formation  et des  diplômes.  La Commission d'évaluation de 
l'enseignement collégial (1994b, p. 7) considère comme équitable l'évaluation qui est 
«fidèle au contenu enseigné» et qui est « équivalente pour un même cours dispensé 
par des  enseignants et des  enseignantes différents ».  L'évaluation laisse une  marge 
d'autonomie  aux  enseignants,  mais  elle  est  sous  la  responsabilité  institutionnelle, 
c'est-à-dire que l'institution est responsable de  soutenir et d'appuyer les enseignants 
dans  l'exercice de  leurs fonctions  d'évaluateurs. Les moyens que doivent mettre en 
place  les  institutions  à cette  fin  doivent  être spécifiés  par les  institutions  dans  les 
politiques institutionnelles d'évaluation des apprentissages (PIEA). 10 
Chaque  établissement  d'enseignement  collégial  doit  donc  rédiger  et appliquer  sa 
propre politique institutionnelle d'évaluation des  apprentissages (PIEA), permettre à 
la Commission d'évaluation de l'enseignement collégial de procéder à leur évaluation 
et appliquer les modifications recommandées par cette dernière. Selon la Commission 
d'évaluation de l'enseignement collégial (l994b, p.  Il) une politique institutionnelle 
d'évaluation  des  apprentissages  (PIEA)  doit  contenir  les  composantes  essentielles 
suivantes: les  finalités et les  objectifs, les  moyens, le partage des responsabilités, et 
enfin, les moyens et les critères de l'auto-évaluation de  l'application de  la  politique. 
Cette  dernière  composante  réfère  aux  processus  et  aux  actions  prévus  par 
l'établissement d'enseignement collégial pour procéder à l'évaluation  de sa propre 
politique  institutionnelle  d'évaluation  des  apprentissages  (PIEA).  La  Commission 
d'évaluation  de  l'enseignement  col1égial  (l994b,  p.  Il)  suggère  que  cette  auto­
évaluation soit réalisée à partir des critères suivants: « la conformité de l'application 
avec le texte de  la politique, l'efficacité de celte application pour garantir la  qualité 
de  l'évaluation  des  apprentissages  et  l'équivalence  de  l'évaluation  des 
apprentissages pour contribuer à en  assurer l'équité ».  Suivant le deuxième critère 
mentionné, les  établissements doivent veiller à ce que  leur politique institutionnelle 
d'évaluation des apprentissages (PIEA) permette .de garantir la qualité de l'évaluation 
des  apprentissages.  Les  écrits  théoriques  du  domaine  de  l'évaluation  des 
apprentissages fournissent des moyens de répondre à ce critère, notamment en ce qui 
concerne la notion de validité. Il 
1.2 L'assurance de qualité de l'évaluation des apprentissages au niveau théorique: la 
notion de validité 
Comme il  a été mentionné plus tôt, le  processus d'évaluation est limité quand à son 
potentiel d'authenticité face à la tâche réelle (Raîche, 2008). La mesure en évaluation 
implique  l'utilisation  d'échantillons  limités  d'observations  pour  dresser  des 
conclusions générales et abstraites sur la ou  les  compétences d'un individu dans  un 
domaine  plus  ou  moins  défini.  Ces  conclusions  ou  interprétations  tirées  de 
l'évaluation  sont  décisives  pour  la  formation  et  la  certification  des  étudiants  se 
préparant  au  milieu  professionnel;  elles  doivent  par  conséquent être  plausibles  et 
appropriées. 
La plausibilité et la justesse des  conclusions tirées de l'évaluation des apprentissages 
font  référence  à  la  notion  de  validité,  ou  plus  précisément  à  la  validation  de 
l'interprétation de  l'évaluation. La fonction première de  l'évaluation est de  porter un 
jugement et ce jugement doit être plausible et cohérent avec les  inférences issues de 
la  procédure  de  mesure  (Cronbach,  ]971).  Ces  inférences  sont  produites  à partir 
d'évidences  elles-mêmes produites  à  partir d'une procédure  de  mesure.  Cronbach, 
Linn,  Brennan et  Haertel  (1997,  p. 376)  rappellent  que  la  mesure  consiste  à faire 
l'évaluation d'un échantillon de performance. Ce qui nous intéresse dans l'évaluation 
en éducation est d'évaluer le niveau de compétence d'un étudiant dans un domaine de 
compétence  et  non  seulement  dans  un  échantillon  restreint  de  performances.  Ils 12 
précisent que le  domaine de  généralisation, c'est-à-dire jusqu'à quel point et à quel 
ensemble d'observations  les  résultats  à la  mesure  peuvent être généralisés,  dépend 
des utilisations et des interprétations qui seront faites de ces résultats. 
Les  évidences  ou  preuves  empmques  ne  peuvent  à  elles  seules  constituer  une 
validation du jugement évaluatif. Comme il a été mentionné dans l'introduction, pour 
Messick  (1989),  la  validité  est  un  jugement évaluatif intégré  du  degré  auquel  la 
preuve empirique et le  rationnel théorique supportent la justesse et la pertinence des 
inférences et des actions basées sur les résultats d'une évaluations. Les évidences ou 
preuves  empiriques doivent  être  incorporées  dans  un  argument logique  (Cronbach, 
1980).  Cronbach  décrit  la  validation  du  jugement  évaluatif comme  un  processus 
rhétorique  dans  lequel  l'évaluateur doit justifier son jugement par  la  présentation 
d'arguments réalistes fondés sur des preuves empiriques. En 1988, il propose de baser 
la validation de l'interprétation et de  l'utilisation des  résultats des  évaluations sur la 
logique de l'argument évaluatif (Cronbach, 1988). Se basant sur cette proposition et 
sur  la  structure  de  l'argumentation  élaborée  par  Toulmin  (1964),  Kane  (1992) 
inh'oduit la notion d'argumentation interprétative à travers une approche de validation 
fondée  sur  l'argumentation.  En  2006,  il  propose  une  structure  d'argumentation 
interprétative,  qui  peut  aussi  être  considérée  comme  un  modèle  méthodologique, 
5  « Validity  is  an  integrated evalualive judgmenl of the  degree  to  which  empirical  evidence  and 
theorelical rationaies support the adequacy and appropriateness of Înferences and actions based on test 
scores or other modes of  assessment » (Messick, 1989, p.  13). 13 
pouvant  servir  à  la  validation  des  arguments  interprétatifs  en  évaluation  des 
apprentissages. 
1.2.1  La validation de l'argument interprétatif proposée par Kane (2006) 
La figure 1.1  présente la structure d'argumentation interprétative pour l'interprétation 
d'un trait développée par Kane (2006). Le texte qui  suit est destiné à la description 
des éléments constitutifs de cette figure. 
Argument interprétatif 
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Figure  1.1  Procédure  de  mesure  et  d'argumentation  interprétative  pour 
l'interprétation d'un trait (adapté de Kane, 2006, p. 33) 14 
1.2.1.1  Le trait 
Selon Kane, un trait est une disposition à agir ou à perforrner d'une certaine façon en 
réponse  à certains  types  de  stimuli  ou  de  tâches,  sous  certaines  circonstances.  La 
signification d'un trait est donnée par le  domaine à partir duquel  il  est défini,  mais 
l'interprétation  d'un  trait  implique  aussi,  implicitement  du  moins,  que  certains 
attributs  sous-jacents  ou  latents  expliquent  les  régularités  observées  dans  la 
performance (Loevinger, 1957 : voir Kane, 2006, p.  30). On peut s'attendre à ce que 
les  personnes  qui  présentent  un  trait  fort  performent  bien  à  des  tâches  ou  des 
situations  liées  à  ce  trait.  Kane  (2006)  considère  le  trait  comme  un  attribut 
unidimensionnel.  Il  mentionne que dans  la  plupart des  cas  où  une  terminologie du 
trait  est  utilisée,  l'attribut  mesuré  implique  une  combinaison  de  composantes 
pratiques, mais les fonctions de l'attribut sont considérées comme s'il n'y avait qu'un 
seul trait unidimensionnel qui opèrerait de la même façon en tant que déterminant du 
succès  pour  tous  les  items  d'un  test  (Henrysson,  1971,  p.  146: voir Kane,  2006, 
p.32). 
On  peut  rapprocher  le  terme  trait  au  terme  compétence  qui  est  plus  couramment 
utilisé  en  évaluation  des  apprentissages  dans  les  établissements  d'enseignement 
québécois.  En effet, la notion de  compétence peut elle aussi  être considérée comme 
unidimensionnelle tout en impliquant une combinaison de  composantes pratiques et 
elle  implique  elle  aussi  la  régularité  de  la  performance  «dans  une  famille  de 15 
situations  comparables  qui  exigent  leur  intégration» (Scallon,  2004,  p.  204).  De 
plus, la notion de compétence est en lien direct avec les actes et la profession future 
ou  actuelle  des  étudiants  (Raîche,  2008); sa signification  est  donc  dOlUlée  par  le 
domaine auquel elle est associée, tout comme c'est le cas pour le trait. 
1.2.1.2 Le domaine cible 
Selon  les  termes  de  Kane (2006), le domaine cible est un  ensemble d'observations 
liées  au  trait.  Il  s'agit de  l'ensemble  des  manifestations  du  trait,  dans  les  divers 
contextes  dans  lesquels  le  trait  est  impliqué,  ainsi  que  des  liens  qui  l'unissent  à 
d'autres  traits  et  d'autres  domaines.  La  décision  d'inclure  certaines  observations, 
plutôt que d'autres, dans un domaine cible est généralement liée à l'expérience ou à 
des  suppositions  sur  les  processus  impliqués  dans  les  observations.  Ainsi,  par 
exemple,  l'analyse  d'un  article  scientifique  peut  être  une  tâche  incluse  dans  le 
domaine  cible  de  la  méthodologie  de  la  recherche  parce  qu'on  présume  qu'elle 
requiert  les  mêmes  habiletés  ou  des  habiletés  connexes  ou  des  performances 
constituantes  (component  performances).  Le  fait  que  cela  puisse  être  difficile 
d'inclure certaines tâches  dans  une évaluation  ne  signifie pas  qu'elles  ne  font  pas 
partie du  domaine cible d'un trait.  L'objectif n'est pas  de  définir un domaine bien 
ordolUlé  ou  un  domaine  qui  soit facile  à évaluer,  mais  d'identifier la gamme des 
observations  associées  avec  la  compétence  ou  le  trait  d'intérêt.  Le  score  cible 16 
correspond à la valeur attendue d'une personne dans le  domaine cible, c'est-à-dire à 
la performance attendue d'une personne à l'ensemble des observations pouvant être 
associées au  trait d'intérêt.  Le score cible résulte donc de  l'interprétation du  score 
obtenu  par  une  personne  en  lien  avec  le  domaine  cible.  En  évaluation  des 
apprentissages,  le  score  cible  serait  donc  une  estimation  de  la  compétence  de 
l'étudiant dans le domaine, résultant de  l'interprétation du ou des scores obtenus par 
un étudiant aux tests ou aux mesures. Le score en lui-même n'est pas différent, mais 
son interprétation est étendue au  domaine. La correspondance entre le domaine cible 
et  la  mesure  du  trait  est  un  sujet central  dans  le  développement  de  la  procédure 
d'évaluation et dans la validation de l'interprétation des résultats de l'évaluation. 
1.2.1.3 L'univers de généralisation 
Dans la plupart des cas en évaluation des apprentissages,  il  est quasi impossible de 
former un échantillon aléatoire ou représentatif des observations à partir du domaine 
cible  et  de  généraliser  le  score  observé  d'une  personne  dans  cet  échantillon 
(ex. : résultat obtenu à un test) au score attendu d'une personne dans le domaine cible 
(score  ôble).  La  gamme  des  observations  incluses  dans  l'évaluation  est  par 
conséquent  plus  restreinte  que  celle  du  domaine  cible.  Conséquemment,  les 
observations incluses dans les mesures des traits sont typiquement tirées d'un sous­
ensemble  du  domaine  cible,  souvent  un  très  petit  sous-ensemble  (Fitzpatrick  et 17 
Morrison,  1971:  voir  Kane,  2006;  Kane,  1982:  voir  Kane,  2006).  Kane  (2006) 
nomme  ce  sous-ensemble  l'univers  de  généralisation,  qui  est  un  échantillon  des 
observations  du  domaine  cible  à  partir  duquel  sont  tirées  les  observations  qUI 
constitueront la mesure (par exemple, les items d'un examen, les critères d'évaluation 
d'un  stage,  etc.).  En  évaluation  des  apprentissages,  l'univers  de  généralisation 
représente donc le  programme d'étude ou de façon plus restreinte le  cours. Le score 
attendu d'une personne à travers l'univers de généralisation est le score univers. C'est 
l'interprétation du score en lien avec l'univers de généralisation, donc, en évaluation 
des apprentissages, l'estimation de la compétence de l'étudiant dans le cours ou dans 
le  programme  d'étude.  Alors  que  le  domaine  cible  pour  la  compétence  d'une 
personne  en méthodologie de  la  recherche  devrait  inclure,  par exemple,  l'examen 
critique et l'application de la méthodologie dans une grande variété de matériel écrit 
(ex.:  journaux  d'actualité,  manuels  d'études,  magazines,  articles  de  revues 
scientifiques,  rapports  de  recherche),  de  réponses  (ex. :  répondre  à  des  questions 
spécifiques, produire un résumé écrit ou oral, expérimenter une méthode, produire un 
rapport de recherche), et de contextes (ex.  : en classe, à la maison, à la bibliothèque, 
en  milieu  professionnel),  l'univers  de  généralisation  pour  une  mesure  de  la 
compétence en méthodologie de la recherche peut parfois être limité aux réponses à 
des  questions  objectives portant sur la  lecture d'un article scientifique en contexte 
d'examen en classe ou à l'application d'une méthode dans la  réalisation d'un travail 
de session. Ces performances constituent effectivement des exemples d'observations 
liées à la méthodologie de la recherche, mais elles forment une parcelle très restreinte 18 
du  domaine  cible  de  la  compétence  en  méthodologie  de  la  recherche.  Le  score 
observé, dans ce cas-ci le  résultat obtenu à l'examen ou  au  travail de  session,  peut 
dans de telles circonstances bien représenter le score univers, la performance attendue 
de  la  pers.onne  en  contexte  d'examen  en  classe  ou  de  réalisation  d'un travail  de 
session. Toutefois, on peut se demander s'il reflète avec justesse le score cible, soit la 
performance attendue de la personne en méthodologie de la recherche; sachant que le 
domaine  cible,  la  méthodologie de  la  recherche,  inclut  une  variété  beaucoup  plus 
vaste  d'observations  que  celles  incluses  dans  l'univers  de  généralisation.  C'est ce 
questionnement, la  représentativité du  score observé par rapport au  score cible, qui 
est à la  base  de  la  validation  de  l'argument interprétatif pour  l'interprétation d'un 
trait. 19 
1.2.1.4 La validation de l'argument interprétatif pour l'interprétation d'un trait 
L'interprétation  de  la  performance observée en  termes  de  score  cible  requiert une 
chaîne de raisonnements de  la performance à la mesure au  score observé, du  score 
observé au score univers, et du score univers au  score cible. De plus, l'interprétation 
d'un  trait  porte  avec  elle  son  lot  d'implications,  lesquelles  peuvent  inclure  des 
relations avec d'autres variables, l'impact des interventions sur ce trait, les exceptions 
à  l'interprétation  et  l'étendue  ou  l'importance  des  différences  entre  les  groupes 
(Cronbach,  1971, p.  448 : Kane, 2006, p.  32).  La plupart des interprétations ont des 
implications qui  vont au-delà du  domaine cible et qui  nécessitent d'être validées. Le 
tableau  1.1, décrit de façon plus détaillée par la suite, présente une vue d'ensemble de 
l'argument interprétatif pour l'interprétation d'un trait tel que décrit par Kane (2006). 20 
Tableau 1.1  L'argument interprétatif pour l'interprétation d'un trait (adapté de Kane, 
2006, p.  34) 
Il : Notation (scoring) : à partir de la performance à la mesure au score observé 
A1.1  Les règles de passation et de notation sont appropriées. 
A1.2 Les règles de passation et de notation sont appliquées telles que 
spécifiées. 
A1.3 La passation et la notation sont exemptes de biais. 
AlA Les données s'adaptent à tous les modèles d'échelles de mesure employés 
dans la notation. 
12  : Généralisation: à partir du score observé au score univers
 




A2.2 L'échantillon des observations est suffisamment grand pour contrôler 
l'erreur aléatoire. 
13	 : Extrapolation: à partir du score univers au score cible
 
A3.l Le score univers est lié au score cible.
 
A3.2 Il n'y a pas d'erreur systématique qui soit susceptible de miner
 
l'extrapolation. 
14 : Implication: à partir du  score cible à la descliption verbale de l'interprétation 
du trait 
A4.1  Les implications associées au trait sont appropriées. 
A4.2 Les propriétés des scores observés supportent les implications associées 
avec l'étiquette du trait. 
L'argument interprétatif représenté à droite de la figure 1.1  comprend quatre niveaux 
d'inférence pour l'interprétation des résultats d'un test en termes de trait: la notation, 
la généralisation, l'extrapolation et l'implication (Il à 14 dans le tableau 1.1). Lors de 
l'inférence  de  notation  (II),  la  performance  observée  dans  l'échantillon  des 
observations qui constituent la mesure est notée en se rapportant à un score observé 
(un score brut ou un score sur une échelle). Par l'inférence de généralisation (I2), le 
score observé est généralisé au score univers,  c'est-à-dire que le  score obtenu à  la 21 
mesure est interprété dans un contexte plus large qui est l'univers de généralisation. 
Par. l'inférence  d'extrapolation (13),  le  score  univers  est  extrapolé  au  score  cible, 
c'est-à-dire  que  le  score  est  interprété  non  plus  comme  représentatif  de  la 
performance à un sous-ensemble d'observations, mais comme étant représentatif du 
domaine  en  entier.  Finalement,  par  l'inférence d'implication (14),  les  implications 
associées au trait sont jointes à l'interprétation du score dans le domaine de façon  à 
décrire ses relations avec d'autres traits et d'autres domaines, à faire certaines mises 
en garde quant aux exceptions ou aux diverses interprétations pouvant être produites 
au  regard du  trait en  question ou  du  score.  Ces quatre niveaux  d'inférence (Il à 14 
dans  le  tableau  l.l)  sont  accompagnés  des  arguments  (Al.l  à  A4.2  dans  le 
tableau l.l) qui garantissent la validité de chaque inférence et,  par le  fai t même,  la 
validité de  l'interprétation du  trait. Les quatre niveaux d'inférence accompagnés de 
leurs  arguments de  validité sont représentés à la figure  1.2  et  expliqués ensuite en 
détails, de l'inférence de notation à l'inférence d'implication. 22 
NIVEAU 
ARGUMENTS DE VALIDITÉ  D'INFÉRENCE 
Interprétation du 
trait 
A4.l Les implications associées au trait sont 
appropriées. 
14. Implication  Si  A4.2 Les propriétés des scores observés supp0l1ent les 
implications associées avec l'étiquette du trait. 
~"""'S~~;~'~it;l'~"""'~ 
, . 
A3.1  Le score univers est lié au score cible. 
A3.2 Il n'y a pas d'erreur systématique qui soit 
13. Extrapolation  Si  susceptible de miner l'extrapolation. 
...............................
 · . 
:  Score univers  : · . · . ...............................
 
A2.1 L'échantillon des observations est représentatif de 
l'univers de généralisation. 
12. Généralisation  Si  A2.2 L'échantillon des observations est suffisamment 
grand pour contrôler]'  erreur aléatoire. 
~  : 
:  Score observé  : 
...............................
 
Al.l Les règles de passation et de notation sont 
appropriées. 
AI.2 Les règles de passation et de notation sont  Il. Notation  Si 
appliquées telles que spécifiées. 
AI.3 La passation et la notation sont exemptes de biais. 
AIA Les données s'adaptent à tous les modèles 
r·····p~;f;~~;;~;······~  d'échelles de lllesnre elllnlovés d:ms 1::1  notMion. 
observée 
Figure  1.2  Les  quatre  niveaux  d'inférence  de  l'interprétation  d'un  trait  et  les 
arguments garantissant leur validité. 
L'inférence de  notation  assigne  un  score à la  performance de  chaque  personne  en 
utilisant une règle de notation, laquelle fournit la garantie (warrant en anglais) de la 
validité  l'inférence de  notation.  On assume  alors  que  les  critères  de  notation sont 23 
appropriés et qu'ils sont appliqués tels que prévu, que le  processus de passation et de 
notation est exempt de biais, et que tous les modèles statistiques (échelle de mesure, 
calcul des scores) employés dans la notation sont appropriés. 
L'inférence  de  généralisation  étend  l'interprétation  du  score  observé  à  partir  de 
l'évaluation  d'un échantillon  d'observations,  qui  constitue  la  mesure,  à  la  valeur 
attendue à travers l'univers de généralisation, soit le score univers. La valeur du score 
est  la  même,  mais  son  interprétation  s'étend  d'une  affirmation  sur  un  ensemble 
spécifique  d'observations  à  une  affinnation  sur  la  performance  attendue  à  travers 
l'univers de généralisation. La garantie de cette inférence est dérivée de la théorie de 
l'échantillonnage statistique et dépend du fait que l'on assume la représentativité de 
l'échantillon  des  observations  et  la  convenance  de  la  taille  de  l'échantillon  pour 
contrôler  l'erreur  d'échantillonnage.  Ainsi,  pour  que  la  généralisation  de 
l'interprétation du  score observé au score univers soit considérée comme valide, on 
doit s'assurer que  les  items  sélectionnés  pour constituer la  mesure sont en  nombre 
suffisant  pour  permettre  de  contrôler  l'erreur aléatoire  et  qu'ils  représentent  bien 
l'ensemble des items constituant l'univers de généralisation. 
L'extrapolation  à  partir  de  l'univers  de  généralisation  au  domaine  cible  étend 
l'interprétation du  score univers au score cible. Dans l'inférence d'extrapolation, on 
assume que  le  score univers est lié (rationnellement et/ou empiriquement) au  score 
cible  et  que  l'extrapolation  est  relativement  exempte  d'erreurs  systématiques  ou 24 
d'erreurs aléatoires. Encore une fois,  le score ne change pas, mais l'interprétation du 
score s'étend de l'univers de généralisation au domaine cible. 
Les implications regroupent les ex trapolations de l'interprétation pour y inclure toutes 
affirmations ou suggestions associées au trait.  Les garanties des implications du  trait 
fournissent  l'autorisation  pour toute  inférence  pouvant être  formulée  ou  impliquée 
dans la description du trait, dans l'étiquette du  trait, et dans les utilisations faites des 
résultats  de  l'évaluation.  Par  exemple,  en  adoptant  une  étiquette  de  trait  déjà 
existante, un terme du  langage courant associé à un  sens communément accepté,  le 
développeur  du  test  adopte  implicitement  dans  l'interprétation  proposée  la 
signification étendue du terme ou alors il se voit obligé de s'opposer à toute inférence 
non  garantie pouvant être faite sur la base de  l'étiquette du  trait.  Ou encore, s'il est 
attendu  par  exemple  que  le  trait  demeure  stable  dans  le  temps,  les  résultats 
empiriques  qui  laissent  croire  qu'il en  est  effectivement  ainsi  devraient  supporter 
l'interprétation; dans le cas contraire, l'implication devrait spécifier que la stabilité du 
trait dans le temps n'a pas été démontrée et qu'elle n'est pas garantie. 
Pour que l'argument interprétatif décrit au tableau 1.1  et représenté à la figure 1.2 soit 
convaincant,  chacune  des  inférences  considérées  de  façon  individuelle  doit  être 
convaincante.  Une faille  dans  n'importe laquelle des  inférences  produites  invalide 
l'argument  interprétatif  en  entier,  et  ce,  même  si  les  évidences  pour  les  autres 
inférences ont bien été amenées (Crooks et al.,  1996 : voir Kane, 2006, p.  34). 25 
1.3 La validité de l'évaluation des apprentissages 
1.3.1  Les pratiques d'évaluation des apprentissages dans le réseau collégial québécois 
Une étude menée par Howe et Ménard (1993), dans le  cadre du  Programme d'aide à 
la  recherche  sur  l'enseignement  et  l'apprentissage  (PAREA)  du  ministère  de 
l'Éducation, fait état des croyances et des pratiques en évaluation des apprentissages 
dans  le  réseau  collégial  québécois.  Leur  étude  permet  de  constater  que  certaines 
pratiques  en  évaluation  des  apprentissages  ne  facilitent  pas  l'interprétation  de  la 
performance  observée  en  termes  de  score  cible.  Autrement  dit,  il  est  loin  d'être 
évident  que  la performance  des  étudiants  telle  que  mesurée  dans  les  classes  des 
établissements d'enseignement collégial soit représentative de  leur compétence dans 
le  domaine cible.  Les  Indices  que fournissent  Howe  et  Ménard (1993)  quant à  ce 
doute sont directement liés au  non respect des arguments de validité de Kane (2006), 
qui  invalident  l'entière  interprétation  du  trait.  Bien  que  l'étude  de  Howe  et 
Ménard (1993) ait été menée avant le renouveau  du  réseau  collégial de  1993  et  la 
mise  en  œuvre  de  l'approche par compétences,  la  nature  des  pratiques  observées 
laissent  supposer  que  celles-ci  pourraient  ne  pas  aVOIr  changé  de  manière 
substantielle  et  qu'elle  serait  donc  encore  appliquées  de  nos  JOurs  dans  les 
établissements d'enseignement collégial. 26 
Howe et Ménard (1993) mentionnent entre autres que la  majorité des enseignants du 
collégial intègrent à leur mesure des cibles d'évaluation qui ne sont pas liées au trait, 
aux  apprentissages ou  à la  compétence ciblée.  Ces cibles d'évaluation, telles que  le 
respect  des  exigences  de  présentation  des  travaux,  la  motivation  et  l'effort  à 
l'apprentissage, la participation active de l'étudiant en classe et la  présence assidue 
aux cours, sont plutôt tel  que  l'affirment Howe et  Ménard (1994)  des  stratégies de 
contrôle des étudiants qui ne sont pas reliées aux apprentissages ciblés: 
En  incorporant  dans  les  notes  des  composantes  autres  que  les 
résultats  d'apprenüssage,  011  dinûnue  la  validüé de  l'information 
consignée  au  bulletin  de  l'étudiant  et  on  rend cette  information 
difficile à interpréter. (p. 24) 
Ainsi, selon les termes de Kane (2006), l'échantillon des observations utilisé dans la 
mesure d'évaluation n'étant pas représentatif de l'univers de généralisation (voir A2.I 
dans le  tableau  1.1), l'inférence de généralisation du  score observé au  score univers 
est invalide, ce qui invalide par le fait même l'entière interprétation du tait. 
Howe et  Ménard (1994,  p. 25)  mentionnent aussi  que,  malgré  le  fait  que 90 % des 
enseignants croient que tous les étudiants d'un même cours devraient être évalués sur 
la  base des mêmes critères, « plusieurs enseignants ont tendance à modifier la  note 
finale d'un étudiant, soit pour le pénaliser, mais plus souvent pour le récompenser. » 
En modifiant ainsi la note de l'étudiant, l'inférence de notation est biaisée puisque les 
règles  de  notation  ne  sont pas  appliquées  telles  que  spécifiées  (voir A 1.2  dans  le 27 
tableau  1.1), ce qui,  comme  le  mentionnent Howe et Ménard  (1994, p.  26), « rend 
dffJicile l'interprétation des notes consignées au bulletin de l'élève. » 
Comme  le  démontrent les  résultats  de  Howe et Ménard (1993), certaines  pratiques 
d'évaluation  des  apprentissages  dans  le  réseau  collégial  ne  permettent  pas  la 
validation de  l'argument interprétatif pour l'interprétation d'un  trait  parce qu'elles 
présentent des failles d'inférence. 
A  la  lecture  de  ces  constats,  il  serait  légitime  de  se  demander  si  le  modèle  de 
validation de  l'argument interprétatif pour l'interprétation d'un trait de  Kane (2006) 
demeure compatible avec les  pratiques d'évaluation de l'approche par compétences, 
approche actuellement en place dans le réseau collégial québécois. 
1.3.2  La  validation  de  l'évaluation  des  apprentissages  selon  l'approche  par 
compétences 
De Ketele et Gerard (2005) ont soulevé certains problèmes relatifs à l'utilisation des 
techniques classiques de validation des évaluations dans l'approche par compétences. 
Un  des  problèmes  identifiés  est  l'utilisation  psychométrique  traditionnelle 
d'échantillons d'items représentatifs lors de la construction de la mesure. Comme il  a 
déjà  été  mentionné,  la  mesure  en  évaluation  implique  l'utilisation  d'échantillons 28 
limités d'observations pour dresser des  conclusions générales et abstraites sur la ou 
les  compétences d'un individu dans un  domaine plus ou moins défini.  De Ketele et 
Gerard  (2005)  soulignent  que  les  évaluations  élaborées  selon  l'approche  par 
compétences risquent de présenter des  problèmes de  validité et de fidélité en  raison 
de  la taille limitée de  l'échantillon issu de  l'univers de  référence.  Selon ces auteurs, 
l'approche par compétence ne  rend pas possible  la  validation des outils d'évaluation 
selon les critères de validités issus de la psychométrie, dont les suivants: 
•	  le caractère représentatt!de l'échantillon d'items par rapport à 
l'univers de référence ; 
•	  la  position  de  la  moyenne  (pas  trop  éloignée  du  centre  de 
l'échelle de notaüon) ; 
•	  la  dispersion  des  résultats  (variance  la  plus grande possible 
pour discriminer au mieux les élèves) ; 
•	  laforme de la distribution (courbe gaussienne) ; 
•	  l'unidimensionnalité  du  trait  mesuré  (en  l'occurrence,  une 
aptitude scolaire spécifique). (De Ketele et Gerard, 2005, p.  7) 
Ils  affirment  que  les  épreuves  utilisées  dans  l'approche  par  compétences  sont 
pertinentes parce qu'elles proposent des  situations  complexes  plus  significatives  et 
authentiques, plus près de la réalité, mais qu'« il est difjicile d'en attester la  validité 
parce que les méthodes pour assurer celle validation  ne sont pas évidentes ou  tout 
simplement pas connues. »(De Ketele et Gerard, 2005, p.  5) 29 
De  Ketele  et Gerard (2005,  p.9) proposent alors  l'usage des  types  de  validations 
suivantes: 
•  une validation a priori, par recours à des juges; 
•  une validation empirique interne; 
•  une validation empirique externe. 
Ces types de validations ne sont pas incompatibles avec le modèle de validation des 
arguments interprétatifs en évaluation des apprentissages proposé par Kane (2006). 
1.3.2.1 Une validation a priori par recours à des juges 
De Ketele et Gerard (2005) proposent de procéder à la validation a priori des  items 
de  l'évaluation en demandant à  des juges de vérifier si  les  items ou  les situations-
problèmes de l'évaluation font bien partie de l'univers de référence. Pour ce faire, ils 
suggèrent de disposer d'une description précise de l'univers de référence, c'est-à-dire 
d'une définition des paramètres qui caractérisent la famille des situations-problèmes. 
Le  rapprochement  des  notions  de  trait  et  de  compétence  a  déjà  été  abordé  (voir 
l.2.1.1  Le trait,  p.  10).  Il  a  été mentionné que, selon Kane (2006),  la  signification 
d'un trait est donnée par le  domaine à  partir duquel  il  est défini et que la  décision 
d'inclure  certaines  observations,  plutôt  que  d'autres,  dans  un  domaine  cible  est 
généralement liée à  l'expérience ou  à des  suppositions sur les  processus impliqués 
dans les  observations. La validation a priori par le  recours à des juges est donc une 30 
technique  tout  à  fait  compatible  avec  le  modèle  de  validation  des  arguments 
interprétatifs proposé par Kane (2006) puisque des juges, experts du domaine cible, 
possèdent  effectivement  l'expérience  nécessaire  pour  juger  des  items  ou  des 
situations-problèmes qui font effectivement partie du domaine cible. Ainsi, dans une 
approche  par  compétences,  l'argument  de  validité  «A2.1  L'échantillon  des 
observations  est  représentatif de  l'univers  de  généralisation. »  de  Kane  (2006) 
pourrait  être  formulé  ainsi:  «L'échantillon  des  paramètres  de  la  situation  est 
représentat?!des paramètres de la famille des situations ».  Dans un cas comme dans 
l'autre,  il  demeure  possible  pour  des  juges  de  décider  des  observations  ou  des 
paramètres de la famille de situations qui constituent l'univers de généralisation. 
1.3.2.2 Une validation empirique interne 
L'approche par compétences ne permet pas une validation interne traditionnelle par 
analyse factorielle ou par calcul de coefficients d'homogénéité parce que l'évaluation 
n'est pas constituée d'un ensemble dénombré d'items correspondant à une dimension 
unique.  Pour procéder à la  validation interne d'une évaluation par compétences, De 
Ketele et Gerard (2005) proposent de fonder la validation sur les critères d'évaluation 
qui sont invariants aux situations d'une même famille. Ainsi, si un étudiant obtient un 
score élevé à un critère d'évaluation dans une situation d'évaluation, il devrait obtenir 
un  score  élevé  au  même  critère  dans  une  autre  situation  d'évaluation  de  même 31 
famille.  À cette validation empirique interne peuvent être associés tous les arguments 
de  validité  de  l'inférence  de  notation  (voir  Il  dans  le  tableau  1.1)  du  modèle  de 
Kane (2006). Il s'agit en  effet de s'assurer que les critères ou les règles de passation 
et  de  notation  sont  appropriés,  qu'ils sont appliqués  tels  que  spécifiés,  qu'ils sont 
exempts de biais et que  les  données  recueillies s'adaptent aux  échelles  de  mesure 
employés  dans  la notation.  En ce  qui  concerne  la  validation  empirique  interne,  le 
modèle  de  validation des  arguments  interprétatifs  en  évaluation des  apprentissages 
proposé  par  Kane  (2006)  ne  semble  pas  incompatible  avec  l'approche  par 
compétences. 
1.3.2.3 Une validation empirique externe 
De Ketele et  Gerard (2005) mentionnent qu'il est possible d'effectuer une validation 
empirique externe en  comparant la  performance d'un même  groupe à une épreuve 
compétence et à une évaluation portant sur une ou  plusieurs variables critères  pour 
lesquelles  des  relations  ont  été  démontrées  avec  la  compétence  évaluée.  En 
comparant  la  performance  des  étudiants  à  une  épreuve  compétence,  qui  est  un 
échantillon tiré de  l'univers de généralisation, à leur performance à une  évaluation 
d'une variable  critère  reliée  à la compétence,  qui  est un  autre  échantillon  tiré  de 
l'univers de généralisation, on s'assure, lorsque les deux performances sont corrélées, 
que les deux types d'évaluations mesurent bien une même réalité. Le score observé 32 
dans  l'épreuve peut  dans  de  telles  circonstances  bien  représenter  le  score univers, 
mais on  ne  peut s'assurer qu'il représente bien le score cible que  si  le  lien entre le 
score  univers  et  le  score  cible  a  été  démontré  et  qu'il  n'y  a  pas  eu  d'erreurs 
systématiques ou d'erreurs aléatoires (voir A3.l et A3.2 dans le tableau  1.1). 
1.3.2.4 La validation et la preuve de la maîtrise de la compétence 
Selon De Ketele et Gerard (2005), la maîtrise de  chacun des  critères d'une épreuve 
bien construite ne  certifie pas la maîtrise de la  compétence visée.  Il  s'agit là  d'une 
préoccupation à la base de  la démarche de validation de l'inférence d'évaluation. En 
effet, le modèle de Kane (2006) propose une démarche méthodologique permettant de 
s'assurer  de  la  validité  de  chacune  des  inférences  passant  par  la  notation,  la 
généralisation,  l'extrapolation  et  l'implication  du  trait  mesuré.  Cette  démarche 
s'apparente  au  concept  de  validité  globale  élaboré  par  Auger  et  Ségin  (1996)  et 
définit par Auger (2003) ainsi: 
Évaluation  de  la  contribution  de  l'ensemble  des  validités 
spécifiques,  de  l 'opérationnalisation  des  critères  de  scientificité, 
des protocoles mis en place, fondée sur des évidences empiriques et 
sur  un  rationnel  théorique,  en  vue  d'assurer  l'adéquation  et  la 
justesse  des  inférences  et  des  actions  à  partir  d'informations 
recueillies ou de scores au test. 33 
C'est  la  démonstration  de  la  validité  de  chacune  des  inférences  qui  rend  valide 
l'argument interprétatif en entier, c'est-à-dire qui permet d'établir avec rigueur le lien 
entre le score observé et le trait ciblé. 
lA L'assurance de qualité de l'évaluation des apprentissages dans les établissements 
d'enseignement  collégial  québécois  à  travers  l'analyse  de  la  structure 
d'argumentation  dans  les  politiques  institutiolmelles  d'évaluation  des 
apprentissages (PIEA). 
L'étude de Howe et Ménard (1993) démontre que certaines pratiques d'évaluation des 
apprentissages dans le  réseau collégial ne permettent pas  la validation de  l'argument 
interprétatif  pour  l'interprétation  d'un  trait  parce  qu'elles  présentent  des  failles 
d'inférence.  La  structure  d'argumentation  décrite  par  Kane  (2006)  devrait 
théoriquement  permettre  de  soutenir  la  validation  des  inférences  d'évaluation. 
Comme une politique institutionnelle d'évaluation des apprentissages (PIEA) est un 
outil devant permettre d'orienter, d'encadrer et de soutenir les pratiques d'évaluation 
des apprentissages dans les établissements d'enseignement collégial, il semble justifié 
de  s'attendre  à  ce  qu'elles  contiennent  les  éléments  permettant  la  val idation  des 
inférences d'évaluation. Elles devraient donc contenir les  éléments présentés dans le 
modèle de  Kane  (2006)  tels  que,  par exemple,  des  spécifications sur les  règles  de 
notation  appropriées,  sur  la  réduction  des  biais  associés  à  la  notation,  sur  la 34 
représentativité des  observations, etc.  L'étude des recommandations de  de  Ketele et 
Gerard (2005)  concernant la  validation des  épreuves  d'évaluation selon  l'approche 
par compétences démontre que  le  modèle de  validation des  arguments interprétatifs 
en  évaluation  des  apprentissages  proposé  par  Kane  (2006)  ne  semble  pas 
incompatible avec l'approche par compétences qui est en place actuellement dans le 
réseau collégial québécois. De plus, l'application du  modèle de Kane (2006) pourrait 
éventuellement  permettre  de  répondre  à  une  des  préoccupations  de  de  Ketele  et 
Gérard (2005), soit l'établissement du lien entre le  score obtenu à l'évaluation et le 
trait  ou  la compétence ciblée.  L'analyse des  politiques  institutionnelle d'évaluation 
des apprentissages (PIEA) selon la structure d'argumentation décrite par Kane (2006) 
pourrait être un pas de plus pour assurer la qualité de l'évaluation des apprentissages 
des étudiants dans nos établissements d'enseignement. 35 
1.4.1  Objectif de recherche 
Le  rapprochement  des  politiques  institutiOlmelles  d'évaluation  des 
apprentissages (PIEA)  et  du  modèle  théorique  de  Kane  (2006),  deux  types 
d'assurances de  qualité de  l'évaluation des  apprentissages,  l'une pratique et l'autre 
théorique, mène à la formulation de l'objectif principal de ce projet qui est de valider 
la structure d'argumentation interprétative de  Kane (2006) par l'application de  cette 
structure  à l'analyse de  politiques  institutionnelles  d'évaluation des  apprentissages 
(PIEA) du  réseau collégial québécois. Un objectif secondaire de cette recherche est 
d'identifier, à la  lueur du  contenu des politiques analysées, des moyens que peuvent 
mettre  en  place  les  institutions  pour chercher  à  assurer  la  validité  des  inférences 
d'évaluation au regard des apprentissages des étudiants. CHAPITRE II 
MÉTHODOLOGIE 
2.1  Corpus d'analyse 
Le  corpus  d'analyse  de  la  présente  recherche  est  constitué  de  cmq  politiques 
institutionnelles d'évaluation des  apprentissages  (PIEA).  Le tableau 2.1  présente la 
description  des  établissements  d'enseignement  collégial  dont  la  politique 
institutionnelle d'évaluation des apprentissages (PIEA) a été analysée. 
Tableau  2.1  Description  des  établissements  d'enseignement collégial  dont  les 
politiques  institutionnelles d'évaluation des  apprentissages (PIEA) constituent le 
corpus d'analyse 
PIEA 










01  Moins de 50 000  Public  Francophone  Environ 2500 
02  Moins de 50 000  Public  Francophone  Moins de 1500 
03  Plus de 1 000 000  Public  Francophone  Environ 2500 
04  Plus de 1 000 000  Privé  Francophone  Moins de 1500 
05  Plus de 1 000000  Public  Anglophone  Plus de 5000 
•  Données issues de Statistiques Canada (http://www.statcan.gc.ca) 
b	  DOlmées issues des Statistiques détaillées sur {'éducation  (Ministère de l'Éducation, des Loisirs 
et du Sport, 2007). 37 
Pour des  raisons d'homogénéité, seules  les politiques  institutionnelles d'évaluation 
des apprentissages (PIEA) s'appliquant à la  formation ordinaire, par opposition à la 
formation  continue,  ont été considérées.  Les  collèges privés non subventionnés ne 
sont pas pris en compte par les  analyses, car leur contexte éducationnel diffère des 
collèges  subventionnés  en  ce  qui  a  trait  à leur  nombre  d'étudiants  généralement 
inférieur et à leur système de gestion et d'organisation particulier. Sur les 64 collèges 
privés  et  publics,  anglophones  et  francophones,  offrant  la  formation  ordinaire  et 
figurant sur la liste fournie par le Ministère de l'Éducation, des Loisirs et du Sport, 41 
rendent  disponible  leur  politique  institutionnelle  d'évaluation  des 
apprentissages (PIEA)  sur  leur  site  Internet.  Les  cinq  politiques  institutionnelles 
d'évaluation  des  apprentissages (PIEA) qui  constituent le corpus d'analyse ont été 
sélectionnées à partir de  ces dernières et de  façon  à inclure des  collèges privés et 
publics,  anglophones  et  francophones,  de  moyennes  et  grandes  populations  de  la 
province de Québec. 
Les résultats de la présente recherche sont limités aux établissements d'enseignement 
collégial dont  la  politique institutionnelle d'évaluation des apprentissages (PIEA) a 
été  analysée.  Toutefois,  puisque  la  COImnission  d'évaluation  de  l'enseignement 
collégial met à la disposition de la population et des collèges un cadre de référence 
sur  l'évaluation  des  politiques  institutionnelles  d'évaluation  des 
apprentissages (PIEA) (Commission d'évaluation de l'enseignement collégial, 1994), 
le contenu des politiques institutionnelles d'évaluation des apprentissages (PIEA) des 38 
établissements d'enseignement collégial québécois est relativement homogène. De ce 
fait, il  est attendu que les  interprétations issues des résultats de la présente recherche 
puissent s'appliquer à des établissements d'enseignement collégial dont la politique 
institutionnelle d'évaluation des apprentissages (PIEA) n'a pas été analysée. 
2.2 Instrumentation 
L'instrumentation de  la  présente recherche est constituée d'une grille d'analyse de 
contenu et d'un outil de modélisation schématique. 
2.2.1  Grille d'analyse 
Une grille d'analyse de contenu (voir l'appendice A)  a été construite à partir de  la 
structure argumentaire développée par Kane (2006) et présentée au  tableau  1.1  qui 
permet  d'assurer  la  validité  de  l'argumentation  interprétative  pour  l'interprétation 
d'un trait. Cette grille d'analyse est constituée de cinq colonnes. La première colonne 
permet  d'identifier  la  politique  institutionnelle  d'évaluation  des 
apprentissages (PIEA) analysée. La deuxième colonne contient l'unité d'analyse, soit 
un énoncé correspondant à une  phrase ou un  ensemble de  phrases  exprimant une 
seule idée. Dans la troisième colonne est identifié pour chaque extrait l'argument de 
validité du modèle de Kane (2006) auquel il fait référence. Dans cette colonne, l'unité 39 
d'analyse  peut  être  codée  par un  seul  ou  par  plusieurs  arguments  de  validité  du 
modèle  de  Kane  (2006).  L'unité d'analyse peut aussi  être codée «Autre» lorsque 
l'énoncé se rapporte à la validité de l'inférence d'évaluation, mais qu'il ne correspond 
à aucun argument du  modèle de  Kane  (2006)  en  particulier.  La quatrième colonne 
permet de  coder  si  un  moyen  d'application  et/ou  d'évaluation  de  l'argument  est 
identifié  dans  l'énoncé.  La  cinquième  colonne  est  réservée  aux  interprétations  de 
l'analyste pouvant être, selon le cas et sans s'y limiter: le moyen d'application et/ou 
d'évaluation de l'argument, une interprétation au sujet de l'énoncé ou de  l'argument 
de  validité  auquel  il  fait  référence,  une  interprétation  au  sujet  du  modèle  de 
Kane (2006). 
2.2.2 Outil de modélisation schématique 
Une  fois  que  chaque  énoncé  a  été  codé  dans  la  grille  d'analyse,  les  moyens 
d'application  et/ou  d'évaluation  identifiés  dans  les  politiques  institutionnelles 
d'évaluation des apprentissages (PIEA) analysées sont modélisés à l'aide du  logiciel 
MotPlus développé par le Centre de recherche LICEF de la Télé-université (LICEF). 
MotPlus est un éditeur graphique qui «vise à soutenir une méthode de représentation 
graphique  des  connaissances  développée  à  l'intention  des  concepteurs 
pédagogiques. »(llivard, 2007). 40 
2.3 Déroulement 
La méthodologie utilisée dans la réalisation de  ce mémoire est centrée sur l'analyse 
de  contenu des  politiques  institutionnelles d'évaluation des  apprentissages  (PIEA). 
Une  première  étape  consiste  à  analyser  le  contenu  manifeste  des  politiques 
institutionnelles  d'évaluation  des  apprentissages  (PIEA)  au  moyen  d'une  grille 
d'analyse.  Une deuxième étape de  l'analyse consiste à modéliser les  informations 
recueillies au moyen de la grille d'analyse. 
2.3.1  Analyse de contenu 
La première étape de l'analyse consiste à analyser le contenu manifeste des politiques 
institutionnelles d'évaluation des apprentissages (PIEA). Pour les fms de l'analyse de 
contenu, les textes sont découpés en énoncés distincts, chaque énoncé devenant une 
unité  d'analyse.  Un  énoncé  cOITespond  à une phrase ou  un  ensemble  de  phrases 
exprimant une seule idée. À cette étape, ne sont conservés que les éléments les plus 
significatifs  contenus  dans  les  textes  étudiés  (Lessard-Hébert,  Goyette  et  Boutin, 
1996; Van der Maren, 1995). Le processus de catégorisation ou de  classification suit 
un  modèle  fermé  (L'Écuyer,  1987),  c'est-à-dire  que  les  catégories  sont 
prédéterminées,  issues  de  la  structure  argumentaire  permettant  la  validation  de 
l'interprétation d'un trait décrite par Kane (2006). 41 
2.3.2 Modélisation schématique 
Un processus  de  modélisation  est  ensuite  réalisé  permettant de  classer  au  moyen 
d'une  représentation  schématique  les  moyens  pouvant  être  mis  en place  par  les 
acteurs  des  établissements  d'enseignement  collégial  pour  chercher  à  assurer  la 
validité des inférences d'évaluation au regard des apprentissages des étudiants. 
À ['étape de la modélisation, le processus de catégorisation correspond à un modèle 
mixte  (L'Écuyer,  1987,  p.  59)  permettant  d'effectuer  des  regroupements,  des 
subdivisions  ou  des  ajouts  au  modèle  de  Kane  (2006).  La  structure  de  base 
correspond à la  représentation du  modèle de  Kane présentée à la  figure  1.2.  Chaque 
argument de validité (A 1.1  à A4.2) est développé en sous-modèle consistant en une 
représentation  graphique de  l'ensemble des  moyens  qui  lui  sont associés.  Chaque 
moyen  identifié  à  l'étape  de  l'analyse  de  contenu  est  ajouté  à  la  représentation 
graphique  de  l'argument  auquel  il  correspond.  Les  moyens  d'application  et/ou 
d'évaluation sont classés et présentés en  fonction  des  acteurs responsables de  leur 
application  et/ou  de  leur  évaluation.  La  figure  2.1  illustre  à  titre  d'exemple  la 
représentation graphique réalisée pour l'argument A J. 2 Les règles de passation et de 
notation sont appliquées telles que spécifiées. ~,oc((J\J~Kf
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Figure 2.1 Représentation graphique de l'argument A1.2 Les règles de passation et de notation sont 
appliquées telles que spécifiées 43 
2.4 Méthode d'analyse et d'interprétation des données 
Deux analyses sont réalisées à partir des données recueillies: une analyse quantitative 
de statistiques descriptives et une analyse qualitative de synthèse. 
2.4.1 Une analyse quantitative de statistiques descriptives 
Une analyse quantitative de statistiques descriptives (fréquences absolues et relatives, 
moyennes,  écarts types)  est  effectuée  à  partir  des  données  obtenues  pour  évaluer 
l'exhaustivité,  l'exclusivité  et  la  pertinence  des  catégories  du  modèle  original  de 
Kane (2006)  dans  le  contexte de  l'évaluation  des  apprentissages  en  enseignement 
collégial, pennettant ainsi de répondre à l'objectif principal de la présente recherche. 
Cet objectif est de valider la structure d'argumentation interprétative de Kane (2006) 
par  l'application  de  cette  structure  à  l'analyse  de  politiques  institutionnelles 
d'évaluation des apprentissages (PIEA) du réseau collégial québécois. 
2.4.2 Une analyse qualitative de synthèse 
Le second objectif de cette recherche est d'identifier des moyens que peuvent mettre 
en place les institutions pour chercher à assurer la validité des inférences d'évaluation 
au  regard  des  apprentissages des  étudiants.  Une analyse qualitative de  synthèse est 44 
réalisée pour faire ressortir les résultats les plus significatifs pour chaque argument de 
la  structure d'argumentation de la validité des  inférences d'évaluation au regard des 
moyens relevés lors de l'analyse de contenu. L'analyse a été décrite plus en en détails 
dans les sections 2.3.1 Analyse de contenu (p. 40) et 2.3.2 Modélisation schématique 
(p. 41).  Les  moyens  conservés sont formulés  sur  la  base du  contenu  des  politiques 
institutionnelles d'évaluation des apprentissages (PIEA) et de façon à représenter tous 
les niveaux de la modélisation schématique. 
2.5 Considérations éthiques 
L'analyse des  données  de  la  recherche respecte  l'anonymat des  établissements  au 
regard  des  interprétations.  Elle  ne  vise  pas  l'évaluation  et  le  classement  des 
établissements. 
Les  résultats  de  cette  recherche  sont  communiqués  au  réseau  collégial  et  à  la 
communauté de  la recherche en éducation. Ce mémoire de  recherche sera transmis à 
la  Fédération des  cégeps  ainsi  qu'à la  Commission d'évaluation de  l'enseignement 
collégial.  Il  a déjà fait  l'objet de  trois  communications en  congrès  (Paquette-Côté, 
2009 ; Paquette-Côté et Raîche, 2008 ; Paquette-Côté et Raîche, 2009) et d'un article 
dans  un  ouvrage  collectif  sur  les  mécanismes  pour  assurer  la  validité  de 
l'interprétation de la mesure en éducation (Paquette-Côté et Raîche, à paraître). CHAPITRE III 
RÉSULTATS 
Une  analyse  de  contenu  de  cinq  politiques  institutionnelles  d'évaluation  des 
apprentissages (PIEA) a été réalisée et le présent chapitre expose les résultats de cette 
analyse.  La section 3.1  présente la description et la  répartition globale des énoncés 
analysés. La section 3.2 présente les résultats de l'analyse quantitative de statistiques 
descriptives pour répondre à l'objectif principal de la présente recherche qui porte sur 
la validation la structure d'argumentation interprétative de Kane (2006).  Celle-ci est 
centrée sur l'évaluation de l'exhaustivité, l'exclusivité et la pertinence des catégories 
du  modèle  original  de  Kane  (2006)  dans  le  contexte  de  l'évaluation  des 
apprentissages en enseignement collégial. Cette section se termine par une synthèse 
des résultats liés au premier objectif de la présente recherche. La section 3.3 présente 
les résultats de l'analyse qualitative de synthèse faisant ressortir les résultats les  plus 
significatifs pour chaque argument de la structure d'argumentation de la validité des 
inférences d'évaluation au  regard des moyens relevés  lors  de  l'analyse de contenu. 
Cette section se  termine par la  description de la répartition des moyens identifiés à 
travers  les divers niveaux d'inférence de la structure d'argumentation de la validité 
des inférences d'évaluation. 46 
3.1  Description et répartition des énoncés 
Un  total  de  424  énoncés  tirés  des  politiques  institutionnelles  d'évaluation  des 
apprentissages (PIEA) ont été analysés. La figure 3.1, expliquée plus en détails par la 
suite,  présente  le  nombre  d'énoncés  classés  dans  chaque  catégorie  pour  chaque 
politique  institutionnelle  d'évaluation  des  apprentissages  (PIEA)  ainsi  que  les 
moyennes et écarts  types.  Rappelons qu'un même énoncé pouvait être classé dans 
plus  d'une  catégorie  d'analyse.  Le  graphique  présente  aussi  le  nombre  total  de 
moyens  identifiés  pOLir  chaque catégorie.  Parmi ceux-ci,  pour chaque  catégorie du 
modèle,  le  nombre  de  moyens  spécifiques  correspond  au  nombre  de  moyens  qui 
réfèrent spécifiquement et uniquement à cette catégorie. :::::C-l  1 1 1 1 1 1 1 1 1 1. 1
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'A1_1  A1_3  Ai A  A2.1  A2.2  A3.1  A4.1  M.2  A5.1  A5.2 
o Moyenne  15,40  12,80  3,60  21,80  8,40  13,80  6,60  15,40  12,80  0,80  22,40 
Écart-Type  7,30  1,48  5,67  2,41  5,59  2,61  6,57  3,85  6,58  3,77  0,84  15,55 
<>PIEA01  27  7  13  5  31  10  15  4  15  12  0  11 
OPIEAD2  14  6  5  1  16  4  13  8  13  13  1  6 
.lt.PIEA03  13  7  12  3  20  10  3  2  8  7  1  24 
•  PIEA04  16  5  13  2  22  10  19  12  26  17  0  27 
.PIEA05  7  9  21  7  20  8  19  7  15  15  2  45 
-Nb de moyens  37  16  27  9  40  19  33  17  20  12  4  42 
+ Nb de moyens spécifiques  4  2  8  1  8  2  14  0  6  2  4  34 
Figure  3.1  Répartition  des  énoncés  en  fréquences  et nombre  de  moyens  identifiés  selon  les  catégories  du  modèle 
d'argumentation de la validité des inférences d'évaluation 48 
La  première  ligne  du  tableau  sous  le  graphique  présente  la  moyenne  du  nombre 
d'énoncés catégorisés dans chaque argument de  la  structure d'argumentation de  la 
validité  des  inférences  d'évaluation,  toutes  politiques  (PIEA)  confondues.  La 
deuxième ligne présente l'écart type associé à chacune de ces moyennes, c'est-à-dire 
la  dispersion  autour  de  la  moyenne du  nombre  d'énoncé  catégorisés  dans  chaque 
argument pour chaque politique (PIEA) analysée.  Un  écart type faible signifie que, 
pour  chaque  politique  (PIEA)  analysée,  le  nombre  d'énoncés  catégorisés  dans 
l'argument  identifié  se  situe  près  de  la  moyenne.  On  peut  alors  conclure  que  le 
nombre d'énoncés référant  à  l'argument correspondant est sensiblement homogène 
pour  l'ensemble des politiques (PIEA) analysées. Dans le  cas contraire, c'est-à-dire 
lorsque  l'écart  type  est  élevé,  lorsque  les  données  sont  plus  dispersées,  on  peut 
conclure que les politiques (PIEA) analysées diffèrent quant au nombre d'énoncés qui 
réfèrent à un argument donné. Les lignes trois à sept (PIEAO 1 à PŒA05) présentent, 
pour chaque politique (PlEA) analysée, le nombre d'énoncés catégorisés dans chaque 
argument de  la structure d'argumentation de  la  validité des  inférences d'évaluation. 
Rappelons  qu'un  même  énoncé  pouvait  être  classé  dans  plus  d'une  catégorie 
d'analyse.  Les données des lignes un à sept seront abordées dans  la section 3.2  en 
réponse  au  premier  objectif de  ce  mémoire  portant  sur  la  validation  la  structure 
d'argumentation interprétative de Kane (2006). 
La ligne huit, avant-demière ligne du tableau, présente, pour chaque politique (PIEA) 
analysée, le  nombre total de moyens d'application et/ou d'évaluation identifiés pour 49 
chaque  argument  de  la  structure  d'argumentation  de  la  validité  des  inférences 
d'évaluation. Un même moyen ayant plus d'une fonction pouvait être identifié pour 
plus d'un argument.  La ligne neuf, dernière ligne du tableau, présente, pour chaque 
politique  (PIEA)  analysée,  le  nombre  de  moyens  d'application  et/ou  d'évaluation 
spécifiques à chaque argument.  Il  s'agit de  moyens ne s'appliquant qu'à l'argument 
identifié et à aucun autre argument de la structure d'argumentation. Ces moyens sont 
identifiés à l'appendice B et présentés à la section 3.3  en réponse au  second objectif 
de ce mémoire. 
3.2 Validation de la structure d'argumentation interprétative de Kane (2006) 
Une analyse quantitative de statistiques descriptives (fréquences absolues et relatives, 
moyennes,  écarts  types)  est  effectuée  à  partir  des  données  issues  de  l'analyse  de 
contenu pour évaluer l'exhaustivité, l'exclusivité et la  pertinence des  catégories du 
modèle original de Kane (2006) dans  le  contexte de  l'évaluation des apprentissages 
en enseignement collégial. 
3.2.1 Exhaustivité des catégories du modèle de Kane (2006) 
Les catégories doivent être exhaustives en ce sens qu'elles doivent pouvoir perrnet~re 
de  classer tous  les  éléments du  matériel  analysé.  (L'Écuyer, 1987)  L'analyse de la 50 
fréquence des énoncés classés et non classés dans  les catégories du  modèle original 
de  Kane (2006)  permet de  faire  une évaluation  de  leur  exhaustivité au  regard  du 
matériel analysé. Comme il  a été mentionné, le  processus de catégorisation à l'étape 
de la modélisation correspond à un modèle mixte (L'Écuyer, 1987, p. 59) permettant 
d'effectuer des  regroupements,  des  subdivisions ou des  ajouts  au  modèle de  Kane 
(2006)  si  celui-ci  ne  couvre  pas  l'ensemble  du  contenu  analysé.  Le  tableau  3.1 
présente  les  résultats  de  la  réduction  des  doMées  à  travers  le  processus  de 
catégorisation. 
Tableau 3.1 Réduction des données à travers le processus de catégorisation 




1- Identification des énoncés 
significatifs 
424  100 % 
2- Catégorisation dans le modèle de 
Kane (2006)(A1.1 à A4.2) 
268  63,21 % 
Inclassables  156  36,79 % 
3- Catégorisation dans les deux 
catégories émergeantes (A5.l et  116  27,36 % 
A5.2) 
Inclassables  40  9,43 % 51 
268 énoncés (63,21 %) ont été classés dans les catégories du modèle de Kane (2006). 
156 énoncés  (36,79%)  n'ont pas  pu  être  classés  dans  les  catégories du  modèle  de 
Kane (2006). De l'analyse de ces derniers sont émergées deux nouvelles catégories: 
deux arguments ajoutés au modèle initial.  Ces deux arguments (A5.1  et A5.2) font 
référence  à  la  crédibilité  de  l'inférence  d'évaluation.  Après  l'analyse  de  ces  156 
énoncés  en  fonction  des  deux  catégories  ajoutées,  seulement  40  énoncés  sont 
demeurés inclassables  dans  les  catégories du  modèle,  faisant passer le pourcentage 
d'énoncés non considérés par le modèle de 36,79% à 9,43%. Ces 40 énoncés restants 
sont soit des énoncés généraux sur l'évaluation des apprentissages, qui  n'apportent 
pas  de  contribution  particulière  à  l'argumentation  de  la  validité  des  inférences 
d'évaluation, soit des  pratiques incohérentes avec l'argumentation de  la  validité de 
l'inférence d'évaluation. Il en sera discuté davantage au chapitre IV. 
La  nécessité  d'ajouter des  catégories  au  modèle  de  Kane  (2006)  indique  que  les 
arguments de validité du modèle initial ne couvrent pas l'ensemble du phénomène de 
l'évaluation  des  apprentissages  dans  les  établissements  d'enseignement  collégial. 
Pour y remédier, deux catégories supplémentaires sont suggérées en complément au 
modèle  de  Kane  (2006)  pour  assurer  une  représentation  plus  exhaustive  de 
l'argumentation  de  la  validité  de  l'évaluation  des  apprentissages  dans  les 
établissements d'enseignement collégial. 52 
3.2.2 Exclusivité des catégories du modèle de Kane (2006) 
L'exclusivité des catégories fait référence au  fait qu'un même élément ne puisse être 
classé  dans  deux  catégories  différentes.  La  nécessité  d'exclusivité  est  toutefois 
contestée  puisque  un  même  énoncé  peut  parfois  renfermer  plus  d'un  sens. 
(L'Écuyer, 1987) C'est d'ailleurs ce que révèlent les résultats de la présente recherche 
par rapport aux  catégories  du  modèle de  Kane  (2006).  Le  tableau  3.2  présente  la 
répartition des énoncés selon le nombre de catégories dans lesquels ils ont été classés. 
Tableau 3.2 Répartition des énoncés selon le nombre de catégories dans lesquels ils 
ont été classés 
Nombre de catégories  Total 
0  1  2  3  4  5  6  7  8  9 
Fréq. 
(Nb  40  239  74  27  13  2  25  1  1  2  424 
d'énoncés) 
Fréq.rel.  9,43  56,37  17,45  6,37  3,07  0,47  5,89  0,24  0,24  0,47  100 53 
La majorité (56,37%) des énoncés analysés ont été classés dans une seule catégorie 
du modèle.  17,45% des énoncés ont été classés dans deux catégories à la fois.  16,75% 
des extraits ont été classés dans plus de deux catégories. 9,43% des extraits n'ont été 
classés dans aucune catégorie du modèle pour les raisons évoquées précédemment. 
Les  catégories  du  modèle  ne  sont  pas  totalement  exclusives,  malS  on  pourrait 
difficilement s'attendre à ce qu'elles le soient étant donné qu'une même pratique dans 
un établissement d'enseignement peut avoir plusieurs fonctions  et  ainsi  répondre à 
plusieurs critères de validité. 
3.2.3 Pertinence des catégories du modèle de Kane (2006) 
Les catégories du modèle semblent pertinentes puisqu'un certain nombre d'énoncés 
se  rapportent  à  chacune  d'elles  (voir  la figure  3.1,  p. 45).  On  pourrait  toutefois 
remettre  en question  la  pertinence de  deux  catégories,  soit  l'argument A5.1  dans 
lequel  seulement  quatre  énoncés  ont  été  classés  et  l'argument  A1.4  dans  lequel 
seulement 18 énoncés ont été classés. Ainsi, si un moins grand nombre d'énoncés ont 
été  catégorisés  comme  faisant  référence  à  ces  arguments,  il  est  possible  que  ces 
arguments soient moins pertinents dans le contexte de l'évaluation des apprentissages 
dans  les  établissements  d'enseignement  collégial  ou  dans  les  politiques 
institutionnelles d'évaluation des apprentissages (PIEA). L'argument du nombre n'est 54 
toutefois  pas  suffisant  pour  remettre  en  question  la  pertinence  des  arguments  du 
modèle.  Il  est  possible  que  certains  arguments  du  modèle  soient  pertinents  pour 
assurer  l'argumentation  de  la  validité  des  inférences  d'évaluation,  mais  que  les 
pratiques liées à ceux-ci soient moins connues ou moins répandues que d'autres. 
3.2.4 Synthèse des résultats du premier objectif 
L'analyse des politiques institutionnelles d'évaluation des apprentissages (PIEA) du 
réseau collégial québécois en fonction de  la structure d'argumentation interprétative 
de Kane (2006)  révèle  que  l'ensemble de  la  structure s'applique à l'évaluation des 
apprentissages à l'enseignement collégial. Toutefois, la structure d'argumentation de 
Kane (2006) ne couvre pas l'ensemble de la réalité de  l'évaluation des apprentissages 
à l'enseignement collégial.  C'est pourquoi  un  niveau  comprenant  deux  arguments 
supplémentaires  est  suggéré  en  complément au  modèle  initial.  Il  s'agit du  niveau 
Crédibilité qui réfère à la nécessité pour que l'inférence puisse être considérée valide 
qu'elle soit acceptée par les  acteurs  impliqués.  Les  acteurs  impliqués comprennent 
autant  les  personnes  de  l'établissement  impliquées  dans  la  production  ou 
l'interprétation de  l'inférence d'évaluation (étudiants, professeurs et autres membres 
de  l'établissement)  que  des  personnes  extérieures  à  l'établissement qui  elles  aussi 
interprètent  les  résultats  de  l'évaluation  (employeurs,  membres  d'autres 
établissements  d'enseignement,  population· générale).  Le  fait  que  l'ensemble  des 55 
arguments  soit respecté de  façon  à  ce  que  chacune  des  inférences  considérées  de 
façon individuelle soit convaincante (A5.l) et le fait que les processus d'apprentissage 
et d'évaluation soient connus des acteurs (A5.2) facilitent la crédibilité de l'inférence 
d'évaluation auprès des acteurs impliqués. La figure 3.2 présente le  modèle issu  des 
résultats de la présente recherche: une adaptation de la structure d'argumentation de 
Kane  (2006),  suggérée  pour  l'interprétation  des  inférences  d'évaluation  dans  le 
contexte de l'évaluation des apprentissages au collégial. :}.> 
• o 
A5.2 Les processus d'apprentissage et d'évaluation sorrt connus des 
acteurs. 
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Figure 3.2 Structure d'argumentation de la validité des inférences d'évaluation des apprentissages 57 
3.3  Identification  de  moyens  pour  chercher  à  assurer  la  validité  des  inférences 
d'évaluation des apprentissages 
Le second objectif de la présente recherche est d'identifier des moyens que peuvent 
mettre  en  place  les  institutions  pour  chercher  à  assurer  la  validité  des  inférences 
d'évaluation au  regard des apprentissages des étudiants.  Les  analyses réalisées ont 
permis d'identifier  un  certains  nombre  de  moyens  présentés  de  façon  détaillée  à 
l'appendice  B.  Les  moyens  identifiés  sont  issus  des  politiques  institutionnelles 
d'évaluation des apprentissages (PIEA) analysées. Une synthèse des résultats les plus 
significatifs  pour  chaque  argument  du  modèle d'argumentation  de  la  validité  des 
inférences d'évaluation des apprentissages est présentée dans cette section. 
3.3.1  Inférence de notation (Il) 
L'inférence de  notation (figure 3.3) est réalisée à travers la passation et la  notation 
des activités d'évaluation de façon à pouvoir faire le passage de l'interprétation de la 
performance  observée  au  score  observé.  La  performance  est  alors  interprétée  en 
termes de score associé à un échantillon d'observations constituant la mesure. 58 
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Figure 3.3 Inférence de notation (Il) 
3.3.1.1 Les règles de passation et de notation sont appropriées (A1.1) 
Les  moyens  identifiés  dans  les  politiques  institutionnelles  d'évaluation  des 
apprentissages (PIEA) relativement à l'argument A1.I concernent la planification des 
activités d'évaluation pour chercher à s'assurer que la passation et la notation soient 
appropriées. 
Un premier moyen pour chercher à appliquer cet argument est la tenue d'activités de 
concertation entre les professeurs d'un département. Ensembles, les professeurs d'un 
département constituent un groupe d'experts du domaine cible. Leur concertation au 
sujet des objectifs, des contenus, des modes d'évaluation, des  exigences et. des seuils 
de réussite des cours et des programmes qui les concernent est un moyen de chercher 
à s'assurer que les règles de passation et de notation sont appropriées. La concertation 
des  professeurs  permet  aUSSI  de  rechercher  l'équivalence  des  objectifs 
d'apprentissage,  des  procédés  et  des  critères  d'évaluation  dans  un  même  cours 59 
dispensé par plusieurs enseignants. C'est donc un moyen de chercher à s'assurer que 
la  correction  des  activités  d'évaluation  sommative  est  réalisée  à partir  de  critères 
établis  par  l'ensemble  des  enseignants  qui  donnent  le  même  cours  et  selon  une 
pondération équivalente. 
En  établissant  et  en  diffusant  des  règles  départementales  d'évaluation  des 
apprentissages, le département peut chercher à s'assurer que les règles de passation et 
de notation sont appropriées, mais aussi qu'elles tiennent compte des particularité de 
chaque programme d'étude tout en assurant une certaine unifonnité des modalités 
d'évaluation  au  sein  d'un  même  département  contribuant  à  la  recherche 
d'équivalence. Ces règles sont approuvées au sein du département et par la direction 
des études. L'élaboration de plans de cours cadre auxquels les professeurs peuvent se 
référer lors de la planification de leurs cours et de leurs activités d'évaluation est un 
moyen pour le  département de  répondre à ces mêmes objectifs.  Le professeur doit 
quant  à  lui  rédiger  un  plan  de  cours  confonne  à  la  politique  institutiormelle 
d'évaluation des apprentissages (PIEA), aux règles départementales d'évaluation des 
apprentissages,  au  programme et  au  plan  de  cours cadre  dans  lequel  il  établit  les 
modalités d'évaluation: la nature des épreuves (travaux, examens ou autres) servant à 
l'établissement de  la  note finale,  leur pondération,  leur durée et  la  date prévue.  Le 
plan  de  cours  et  ses  modifications  en  cours  de  session  sont  approuvés  par  le 
département et les modalités d'analyse et d'approbation des plans de cours sont elles­
mêmes  approuvées  par  la  direction  des  études.  Toutes  étapes  d'approbation 60 
constituent  des  consultations  de  différents  groupes  experts  qUi  contribuent  à  la 
validité de l'argument interprétatif. 
Enfin,  l'organisation  d'activités  de  perfectionnement  tout  en  offrant  des  servIces 
d'encadrement  aux  professeurs  permet  de  tenir  ceux-ci  infonnés  des  derniers 
développements  du  domaine  de  la mesure  et  de  l'évaluation et  de  leur  donner  les 
outils  et  les  méthodes  nécessaires  pour  chercher  à  s'assurer  que  les  règles  de 
passation et de notation sont appropriées. 
3.3.1.2  Les  règles  de  passation et de  notation sont appliquées  telles  que  spécifiées 
(AI.2) 
L'établissement de règles de passation et de notation appropriées contribue à assurer 
la  validité  de  l'inférence  de  notation,  mais  encore  faut-il  que  celles-ci  soient 
appliquées telles que spécifiées. 
Concernant cet argument,  la  concertation entre  les  professeurs  du  département au 
sujet des objectifs, des contenus, des modes d'évaluation, des exigences et des seuils 
de réussite des cours et des  programmes qui les  concernent est aussi  importante.  Si 
les règles de passation et de notation sont discutées lors des activités de concertation 61 
et que  les  professeurs sont impliqués, s'ils ont participé à leur élaboration, on peut 
supposer qu'ils auront davantage tendance à les appliquer telles que spécifiées. 
Les  professeurs  devraient  aussi  s'assurer de  connaître  et  d'appliquer  la  politique 
institutionnelle d'évaluation des apprentissages (PlEA) et les  règles départementales 
d'évaluation  des  apprentissages  lors  de  la  passation  et  la  notation  des  activités 
d'évaluation  dont ils  assument eux-mêmes  la  responsabilité.  L'évaluation est  alors 
fondée sur l'atteinte des objectifs d'apprentissage annoncés dans le plan de cours ou 
sur l'atteinte des éléments de la compétence, selon les standards de réussite prescrits 
ou définis par le département. 
Les services d'encadrement et de perfectionnement contribuent aussi à s'assurer que 
les professeurs connaissent et appliquent la politique institutionnelle d'évaluation des 
apprentissages (PIEA) et les  règles départementales d'évaluation des apprentissages. 
Cela en supposant que les activités d'encadrement et de perfectionnement améliorent 
les pratiques. 
Enfin,  la  direction des  études  peut, en plus de  décrire et de  diffuser les  procédures 
administratives  requises  pour la  passation et  la  notation  des  activités d'évaluation, 
évaluer les pratiques d'évaluation au sein du collège et rédiger un rapport écrit sur le 
processus d'évaluation des apprentissages qui  soit remis au conseil d'administration 62 
du  collège à la fin  de  chaque session ou de  chaque année.  Ce rapport  ferait  entre 
autres état du degré d'application des règles de passation et de notation. 
3.3.1.3 La passation et la notation sont exemptes de biais (A 1.3) 
L'inférence de  notation  peut être  affectée  par  certaines  sources  de  biais  liées  aux 
caractéristiques  de  l'évaluateur  ou  de  l'étudiant  ou  à  des  caractéristiques 
environnementales.  Le  contenu  des  politiques  institutionnelles  d'évaluation  des 
apprentissages (PrEA) contient un certain nombre de moyens permettant de  réduire 
ces sources de biais lors de la passation ou de la notation. 
Les  étudiants qui  suivent un même cours devraient être évalués à partir des mêmes 
objectifs,  des  mêmes  critères  et  selon  une  même  pondération,  quel  que  soit  le 
professeur  qui  donne  le  cours.  La  concertation  entre  les  professeurs  d'un  même 
département  et  entre  les  départements  au  sujet  des  modes  et  des  instruments 
d'évaluation et à propos du degré d'exigence et des seuils de réussite est un moyen de 
rechercher  l'équivalence  des  évaluations  pour  réduire  les  risques  de  biais  liés  à 
l'évaluateur. Il est aussi suggéré d'avoir un seul et même plan de cours pour un cours 
donné à plusieurs groupes d'étudiants, à la  même session dans un même secteur, ce 
qui permet de s'assurer que le contenu enseigné et les activités d'évaluation sont les 
mêmes  pour  tous,  et  donc  assure  une  évaluation  plus  équitable.  Dans  une  des 63 
politiques  institutionnelles d'évaluation des  apprentissages  (PIEA)  analysées,  il  est 
même suggéré d'avoir un seul et même examen final pour un cours donné à plusiems 
groupes d'étudiants, à la même session dans un même secteur. En plus de réduire les 
risques de biais liés à l'  évaluateur, cela facilite  la reconnaissance des acquis lors de 
l'évaluation  des  équivalences.  Il  sera  davantage  question  de  l'évaluation  des 
équivalences et des substitutions au chapitre IV. 
Un  autre moyen de réduire les risques de biais lors de la notation est l'établissement 
par le professeur de critères et de standards clairs préalablement à la passation et à la 
notation. En se référant lors de la notation aux critères et aux standards préétablis, le 
professeur réduit  les  risques  de  glissement  lors  de  la  notation  et  assure  ainsi  une 
évaluation plus équitable. Certains biais de notation peuvent aussi être liés au manque 
de pertinence des critères d'évaluation. 
Le fait de faire porter l'inférence d'évaluation sur un seul score ou une seule activité 
d'évaluation  pourrait  être  une  source  de  biais  liée  aux  conditions  d'évaluation,  à 
l'environnement ou  à  l'état physique ou  psychologique de  la personne évaluée  au 
moment  de  la  passation.  Un  moyen  de  réduire  ces  somces  de  biais  peut  être  de 
répartir  l'évaluation  sur  plusieurs  activités  en  cours  de  session.  La  direction  des 
études peut aussi structurer le  calendrier des évaluations pour l'ensemble du collège 
de  façon  à chercher à s'assurer qu'aucun étudiant n'ait plus de deux évaluations par 64 
jour et s'assurer que  les  conditions  environnementales  d'évaluation  sont adéquates 
(ex. : grandeur et ameublement des locaux, lumière, contrôle des bruits environnants). 
Une attention particulière devrait être accordée par le  professeur, notamment lors de 
l'évaluation  de  travaux  d'équipe,  à  chercher  à  s'assurer que  la  notation  porte  sur 
l'évaluation  des  apprentissages  individuels  et  qu'elle  ne  soit  pas  biaisée  par  la 
performance des autres étudiants. 
L'étudiant a  lui-même une responsabilité au regard  de la  réduction  des  risques  de 
biais de notation en s'assurant de connaître et d'appliquer la politique institutionnelle 
d'évaluation des apprentissages (PIEA) et les règles départementales d'évaluation des 
apprentissages. Par exemple, un étudiant qui contrevient aux règles d'évaluation des 
apprentissages  en  trichant  ou  en  plagiant  lors  d'une évaluation  introduit  un  biais 
réduisant la validité de l'inférence de notation puisque celle-ci ne se rapporte pas à sa 
propre performance. À ce propos, le professeur peut réduire les risques de triche en 
s'assurant de la confidentialité des instruments d'évaluation avant leur administration 
aux étudiants. Un autre exemple de responsabilité de l'étudiant est ceBe de respecter 
les  normes  de présentation  lors  de  la  rédaction  de  ses  travaux  écrits,  ce  qui  peut 
réduire les risques que la notation de ses réalisations soit biaisée par leur présentation 
matérielle.  Quant à  l'enseignant,  il  a  la  responsabilité de  fournir  aux  étudiants  les 
consignes de présentation des travaux. 65 
3.3.1.4 Les données s'adaptent à tous les modèles d'échelles de mesure employés dans 
la notation (A 1.4) 
Les  politiques  institutionnelles  d'évaluation  des  apprentissages  (PIEA)  n'abordent 
pratiquement  pas  la  question  des  échelles  de  mesure.  Une  seule  politique 
institutionnelle d'évaluation des  apprentissages  (PIEA) y  fait  directement référence 
dans  deux énoncés.  C'est à partir de  ceux-ci qu'a pu être formulé un  moyen qui  se 
rapporte  spécifiquement  à  cet  argument:  celui  d'établir  clairement  l'échelle  de 
notation employée et la façon dont les cotes sont interprétées numériquement. 
Les  autres énoncés ne sont qu'indirectement reliés à l'argument, c'est pourquoi les 
moyens tirés des politiques institutionnelles d'évaluation des  apprentissages (PIEA) 
concernant cet argument sont d'ordre plus général. Ils  concernent le  développement 
des  instruments  de  mesure  et  l'établissement  des  seuils  de  réussite  sans  aborder 
spécifiquement les  préoccupations liées aux données de l'évaluation et aux échelles 
de mesures. 66 
3.3.2 Inférence de généralisation (12) 
L'inférence  de  généralisation  (figure  3.4)  est  réalisée  à  travers  l'échantillon  des 
observations.  C'est  la  constitution  de  l'échantillon  des  observations  qui  assure  la 
validité de l'inférence de généralisation qui permet le passage de l'interprétation du 
score observé au score univers.  Le score est alors interprété non plus seulement en 
lien avec la mesure, mais à travers sa représentativité d'un sous-ensemble plus large 
d'observations que constituent le cours et le programme d'étude. 
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Figure 3.4 Inférence de généralisation (12) 67 
3.3.2.1  L'échantillon des observations est représentatif de  l'univers de généralisation 
(A2.1) 
C'est à l'argument A2.I du modèle original de Kane (2006) que le plus grand nombre 
d'énoncés  analysés  réfèrent  et  dans  lequel  le  plus  grand  nombre  de  moyens 
d'application ou d'évaluation ont été  identifiés,  sans toutefois  avoir le  plus  grand 
nombre de moyens spécifiques à l'argument. Cela signifie qu'il s'agit d'une catégorie 
d'ordre plus général.  Cet argument réfère  à  la  représentativité  de  l'échantillon des 
observations par rapport à l'univers de  généralisation, donc à la représentativité des 
items ou des observations qui fonnent le cours et la mesure par rapport au programme 
d'étude. 
Le fait de planifier les activités d'apprentissage et d'évaluation en conformité avec les 
plans cadres ou avec les objectifs et standards de chacun des cours est un moyen pour 
le  professeur  de  chercher  à  s'assurer  que  l'échantillon  des  observations  est 
représentatif de l'univers de généralisation. La planification de l'évaluation permet de 
s'assurer  que  les  contenus,  les  objectifs  et  les  critères  d'évaluation  sont  définis, 
clairement  présentés  et  établis  dès  le  départ.  Cette  planification  peut  être  faite 
conjointement à la rédaction du plan de cours qui présente: la compétence visée par 
le cours et l'apport du cours à la réalisation des objectifs du programme; les objectifs 
de  fonnation  du  cours  présentés  en énoncés de compétence et en standards et les 
objectifs du cours; les contenus couverts par le cours; les activités d'enseignement et 68 
d'apprentissage;  les  activités  d'évaluation  sommative  des  apprentissages  et  leurs 
modalité, c'est-à-dire la  nature des  épreuves (travaux, examens ou  autres) servant à 
l'établissement de  la  note  finale,  leur pondération,  leur durée et  la  date prévue des 
évaluations.  La  conception  des  activités  d'évaluation  et  le  développement  des 
instruments de  mesure sont fondés  sur les  objectifs  du  cours ou les  compétences à 
développer. Raîche (2008, p.  7) suggère d'ailleurs, en plus de la rédaction d'un plan 
de  cours,  la  rédaction  d'un  plan  d'évaluation  qui  présente  les  objectifs  et  les 
modalités  d'évaluation  plutôt  que  les  activités  d'enseignement  et  les  objectifs 
d'apprentissage. 
Le fait de répartir l'évaluation sur plusieurs activités d'évaluation en cours de session 
permet aussi d'assurer une meilleure représentativité de l'univers de généralisation en 
augmentant le  nombre  d'observations et en diminuant les  risques de  biais  liés  aux 
conditions d'évaluation, à l'environnement ou à l'état physique ou psychologique de 
la personne évaluée au moment de l'évaluation. 
Le département peut s'assurer de la concertation des enseignants sur les objectifs, les 
contenus, les modes d'évaluation, les  exigences et les seuils de réussite des cours et 
des programmes qui  les concernent. Ainsi, les professeurs peuvent se concerter pour 
s'assurer que les  items ou  les  observations qui  forment  la mesure sont représentatifs 
du  cours  et  du  programme.  Non seulement  cela  permet de  fonder  le  contenu  de 
l'évaluation sur le jugement d'une série d'experts, mais cela permet aussi la recherche 69 
d'équivalence des objectifs d'apprentissage, des procédés et des critères d'évaluation 
dans  un  même  cours  dispensé  par  plusieurs  enseignants  et  même  dans  ce  cas, 
permettre l'élaboration d'instruments d'évaluation communs. 
Le  département  peut  élaborer  des  règles  d'évaluation  propres  au  programme  qUI 
précisent comment la maîtrise de  la compétence est évaluée pour obtenir la note de 
passage et élaborer un plan cadre pour chacun des cours dont il est responsable. Le 
plan  cadre  présente  les  contenus  essentiels  du  cours,  ce  qui  peut  guider  les 
professeurs dans  la détermination des  contenus devant faire  l'objet de  l'évaluation. 
De  plus,  en  se  renseignant  sur  les  besoins  de  formation  des  enseignants  et  en 
organisant, en collaboration avec le service de  formation continue et la direction des 
études,  des  services  d'encadrement  et  de  perfectionnement,  le  département  peut 
chercher  à  s'assurer  que  les  enseignants  disposent  des  méthodes  et  des  outils 
nécessaires au développement d'instruments de mesure qui permettent de générer des 
résultats représentatifs de la compétence de l'étudiant dans le cours et le programme 
d'études. 70 
Le comité de programme quant à lui  est responsable de  la  détermination du  contenu 
des cours en lien avec les objectifs et les standards du programme, du domaine et des 
exigences  du  collège  et  du  Ministère.  Il  peut  procéder,  en  collaboration  avec  le 
département  et  les  enseignants,  à  l'évaluation  des  instruments  et  des  méthodes 
d'évaluation  afin  de  s'assurer qu'ils  sont  conformes  à la  politique  institutionnelle 
d'évaluation des apprentissages (PIEA), aux règles départementales d'évaluation des 
apprentissages, au programme et aux plans de cours cadre. 
3.3.2.2 L'échantillon des observations est suffisanunent grand pour contrôler l'erreur 
aléatoire (A2.2) 
Dans  la  planification de  l'évaluation,  un  moyen  pour  le  professeur de  chercher  à 
s'assurer que  l'échantillon  des  observations est  suffisamment grand  pour contrôler 
l'erreur  aléatoire  est  d'attribuer  une  pondération  suffisamment  importante  aux 
activités  d'évaluation  pour  qu'elle  soit  significative  de  la  maîtrise  globale  des 
éléments  de  compétences,  de  la  ou  des  compétences  visées  par  le  cours.  Le 
département peut aussi  prescrire  dans  le  plan  cadre  une pondération suffisamment 
importante des activités d'évaluation pour être significative de la maîtrise globale des 
éléments de  compétences, de  la ou des  compétences visées par le  cours.  Le  fait  de 
répartir  l'évaluation sur plusieurs  activités d'évaluation en  cours de  session permet 
aussi  de  contrôler  l'erreur aléatoire  en  augmentant le  nombre  d'observations et  en 71 
diminuant les risques de biais liés aux conditions d'évaluation, à l'environnement ou 
à l'état physique ou psychologique de la personne évaluée au moment de l'évaluation. 
3.3.3 Inférence d'extrapolation (13) 
C'est au niveau de l'inférence d'extrapolation (figure 3.5) qu'entrent en considération 
les  questions  relatives  à  la  définition  du  programme  d'étude.  Le  score  est  alors 
interprété en  lien avec le programme d'étude et le  domaine cible.  Les  liens doivent 
alors être clairement établis entre le  programme d'étude et le  domaine, car c'est par 
l'extrapolation  qu'on  peut  émettre  le  jugement  affinnant  que  l'étudiant  évalué 
possède ou ne possède pas les compétences du domaine cible. 
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3.3.3.1 Le score univers est lié au score cible (A3.1) 
Pour l'argument A3.1, le résultat est interprété quant à sa représentativité par rapp0l1 
au  domaine cible. Les moyens identifiés pour appliquer ou  évaluer cet argument de 
validité sont donc des moyens pennettant d'établir lm  lien  entre le  programme et le 
domaine. 
Le professeur planifie les activités d'apprentissage et d'évaluation en conformité avec 
la  politique  institutionnelle  d'évaluation  des  apprentissages  (PIEA),  les  règles 
départementales d'évaluation des  apprentissages,  le  programme et le  plan de  cours 
cadre. Un service de soutien pédagogique assure un rôle d'assistance aux professeurs, 
et particulièrement aux  nouveaux  professeurs,  dans  la  préparation  et l'organisation 
des cours en accord avec les objectifs, les standards et les politiques du programme et 
du département. Le professeur indique dans le plan de cours la place du cours dans le 
program.rpe d'études.  Ce faisant,  il  établit le  lien entre le  cours, le  programme et le 
domaine. En fournissant  une bibliographie et des  lectures complémentaires dans  le 
plan de cours, le professeur établit le  lien entre le cours et le domaine cible et incite 
les  étudiants  à faire  de  même.  Le  professeur  démontre  ainsi  que  son  cours  est 
constitué d'un sous-ensemble d'observations tiré  du  domaine cible  et que d'autres 
éléments du domaine peuvent être explorés par l'étudiant lui-même, bien que ceux-ci 
n'aient pas  été  inclus  dans  l'univers de  généralisation (ensemble  des  observations 
abordées  dans  le  programme et plus  spécifiquement dans  cours et susceptibles  de 73 
faire  partie de  l'évaluation).  Lors  de  la planification de  l'évaluation,  le  professeur 
centre l'évaluation sur les objectifs du programme. 
Le  département et  le  comité  de  programme sont  responsables  de  l'élaboration  des 
objectifs du programme. Le comité de programme élabore les critères spécifiques aux 
compétences professionnelles du  domaine  et développe les  critères et  les  standards 
d'évaluation  pour le  programme.  Il  assure  la  concordance entre  les  éléments  de  la 
politique  institutionnelle d'évaluation des  apprentissages  (PIEA),  le  développement 
de programme et les plans de  cours.  Il  cherche aussi à favoriser l'harmonisation des 
pratiques  et  l'équivalence  des  évaluations  pour  tous  les  cours  du  programme. 
L'harmonisation des pratiques favorise le lien entre le score univers et le score cible. 
Chaque cours du programme constitue en quelque sorte un  univers de généralisation 
duquel  sont tirés  les  échantillons  d'observations qui  constituent chaque évaluation. 
L'harmonisation  des  pratiques  et  l'équivalence  des  évaluations  favorisent 
l'établissement de liens entre les cours, donc entre différents univers de généralisation 
et offre une meilleure représentativité du domaine cible. Le département s'assure que 
les cours sont intégrés au programme et qu'ils contribuent à l'atteinte des objectifs du 
programme. Les liens entre un cours et les autres cours du programme sont présentés 
dans  le  plan cadre  de  façon  à bien  établir les  liens  entre  les  différents  univers  de 
généralisation assurant une meilleure représentativité du domaine cible. 74 
L'évaluation des équivalences et des substitutions équivaut à vérifier l'équivalence de 
deux univers de généralisation au sein d'un même domaine cible ou même parfois de 
domaines  différents.  La direction  des  études  doit  dans  ces  cas  évaluer  si  le  score 
univers est lié au  score cible sans toutefois être en mesure d'évaluer la  validité des 
arguments  liés  à  la  notation  et  à  la  généralisation,  qui  sont  liées  aux  pratiques 
d'évaluation réalisées dans le cours qui sert d'équivalence ou de substitution et qui ne 
sont  donc  plus  disponibles  pour  permettre  une  vérification  de  la  validité  des 
inférences  réalisées.  Un  moyen  suggéré  dans  les  politiques  institutionnelles 
d'évaluation  des  apprentissages  (PIEA)  pour  évaluer  les  équivalences  et  les 
substitutions  est  d'élaborer et d'administrer un  examen démontrant  la  maîtrise par 
l'étudiant de la  compétence et des éléments de  compétence prévus au  cours faisant 
l'objet de la demande. 
C'est ici,  au  niveau de  l'extrapolation, que l'épreuve synthèse de  programme prend 
toute  son  importance.  Elle  permet  d'attester  de  l'intégration  des  apprentissages 
réalisés dans l'ensemble du programme. L'épreuve synthèse permet donc d'établir le 
lien  entre  les  apprentissages  de  l'étudiant  et  le  domaine  cible.  Le  comité  de 
programme élabore l'épreuve synthèse sur  la base des  compétences, des objectifs et 
des standards du programme d'études et non sur le contenu spécifique de chacun des 
cours du  programme. L'épreuve synthèse tient compte des objectifs et des standards 
déterminés dans  le  programme, du  profil  de  sortie de  l'étudiant et de  la  recherche 
d'harmonisation et d'équivalence. 75 
Avant de recommander au  Ministère de  décerner le  diplôme à un étudiant, et ainsi 
attester  de  la  compétence  de  cet  étudiant  dans  le  domaine  cible,  les  instances  du 
collège  vérifient  si  toutes  les  conditions  de  validation  de  l'argument  interprétatif 
établies par le Ministère et par le collège ont été rencontrées. 
3.3.3.2  Il  n'y  a  pas  d'erreur  systématique  qUi  soit  susceptible  de  mmer 
l'extrapolation (A3.2) 
Pour appliquer l'argument A3.2,  il  faut  chercher à identifier et à contrôler les  plus 
sérieuses  sources  d'erreurs  systématiques  qui  pourraient  biaiser  l'inférence 
d'extrapolation, c'est-à-dire l'interprétation du  résultat relativement à la compétence 
dans le domaine cible. 
Lors  de  la  conception  des  modalités  d'évaluation,  lors  du  choix  de  la  méthode 
d'évaluation (ex. : questions objectives,  questions à développement, performances), 
des  règles  de  notations  et  des  conditions  d'observation,  la  concertation  des 
professeurs  au  sujet  des  modes  et  des  instruments  d'évaluation permet  d'évaluer, 
d'identifier  et  de  contrôler  les  plus  sérieuses  sources  d'erreurs  systématiques  qui 
pourraient être susceptibles de  miner \' extrapolation de  l'interprétation de l'univers 
de généralisation au domaine cible. 76 
Les politiques institutionnelles d'évaluation des  apprentissages (PIEA) font  très peu 
référence aux propriétés de la mesure et à la construction des instruments de mesure. 
La source d'erreur la plus souvent mentionnée est le niveau de langue parlée et écrite. 
En  effet,  l'évaluation  des  apprentissages  d'un  étudiant  peut  être  biaisée  s'il  ne 
possède  pas  les  compétences  linguistiques  requises  par  la  méthode  d'évaluation. 
L'étudiant a sa part de responsabilité à cet égard et il devrait chercher à s'assurer que 
sa performance ne  soit pas biaisée par certaines compétences auxiliaires, telles que 
ses  compétences  linguistiques.  Il  peut  donc  se  renseigner  sur  les  exigences 
linguistiques  selon  lesquelles  il  sera  évalué  et  développer,  durant  ses  études 
collégiales,  les  compétences  linguistiques  requlses  à  son  niveau  d'études.  Le 
professeur,  quant  à lui,  peut  détecter  les  sources  d'erreur  systématique  et  référer 
l'étudiant éprouvant des  difficultés vers  une  ressource  d'aide  appropriée.  S'il s'agit 
des compétences linguistiques, il peut par exemple référer l'étudiant au centre d'aide 
en français (ou en anglais selon le cas) du collège. 77 
3.3.4 Inférence d'implication (14) 
L'inférence d'implication (figure 3.6) consiste à interpréter le  score en  lien avec les 
implications associées avec la compétence et le domaine cible. Il s'agit de considérer 
dans  l'interprétation  du  score  les  contextes  dans  lesquels  la  ou  les  compétences 
évaluées sont impliquées, les contextes académiques et professionnels, les  contextes 
de  mesure  et  du  quotidien.  C'est  dans  l'inférence  d'implication  que  sont  aussi 
considérées  les  exceptions  et  conditions  particulières  pouvant  influencer 
l'interprétation. 
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3.3.4.1 Les implications associées au trait sont appropriées (A4.1) 
Les implications regroupent les extrapolations de l'interprétation pour y inclure toutes 
affirmations  ou  suggestions  associées  au  trait  ou  à  la  compétence  cible.  Les 
implications concernent donc les  inférences réalisées du résultat au domaine cible en 
passant par les liens établis entre le programme d'étude et le domaine. C'est pourquoi 
le  comité  de  programme  doit  définir  le  profil  de  sortie  de  l'étudiant  inscrit  au 
programme en  lien avec le  domaine cible.  Le conseil d'administration, quant à lui, 
établit la liste des conditions que doit respecter l'étudiant pour être diplômé de  son 
programme, comme par exemple avoir rencontré tous  les  objectifs du  programme et 
avoir  réussi  l'épreuve synthèse  et  les  épreuves  ministérielles.  L'établissement,  en 
recommandant au Ministère de  décerner un  diplôme à  un  étudiant,  affirme  que  ce 
dernier, en ayant répondu à chacune de ces conditions, devrait être compétent dans le 
domaine. Les  conditions mentionnées concernant la sanction des études et la remise 
des diplômes constituent des implications associées aux traits ou aux compétences du 
domaine pour lequel  l'étudiant est diplômé.  Ainsi,  les  interprétations associées  aux 
compétences maîtrisées sont bien justifiées par rapport au domaine cible. 
Les implications concernent aussi toutes les exceptions appliquées au  score et à son 
interprétation, c'est-à-dire toutes conditions particulières pouvant affecter le résultat 
qui ne sont pas nécessairement reliées à la compétence dans le domaine cible. Il s'agit 
par exemple des exigences liées à la présence aux cours ou aux activités d'évaluation, 79 
à  la  présentation  matérielle  des  travaux  ou  à  la  qualité  de  la  langue.  Tous  ces 
exemples font référence à des compétences auxiliaires dont l'établissement considère 
qu'elles  doivent  nécessairement  être  maîtrisées  pour  que  la  compétence  dans  le 
domaine  cible  soit  entièrement  atteinte.  La  direction  des  études  détermine  ces 
exceptions,  le  département  les  spécifie  dans  leurs  règlements  et  le  professeur  en 
informe  les  étudiants  et  les  précise  dans  le  plan  de  cours.  La  pertinence  de 
l'évaluation de certaines compétences auxiliaires est abordée au chapitre IV. 
3.3.4.2 Les propriétés des scores observés supportent les implications associées avec 
l'étiquette du trait (A4.2) 
L'explication des choix liés à la pondération contribue à s'assurer que les propriétés 
des  scores observés supportent les  implications associées  le  trait ou  la  compétence 
cible.  L'interprétation du  score sera différente selon qu'on choisit une pondération 
plus importante de l'évaluation finale ou une répartition équivalente de la pondération 
des différentes activités d'évaluation. Les positions quant à ce choix varient entre les 
politiques  institutionnelles  d'évaluation  des  apprentissages  (PIEA).  Selon  une 
première position, chaque cours comprend une évaluation finale dont la pondération 
est  prédominante  et  plus  élevée  que  chacune  des  évaluations  antérieures.  Si  la 
pondération de l'évaluation finale n'est pas plus élevée que chacune des évaluations 
antérieures, l'étudiant doit obtenir la note de passage à cette évaluation finale pour 80 
réussir le cours. L'évaluation finale est l'occasion pour l'étudiant de démontrer qu'au 
terme du cours, il  maîtrise la compétence visée par le  cours. Alors que l'étudiant est 
en cours d'apprentissage lors des évaluations en cours de session, il  devrait en fin de 
session maîtriser la compétence visée et le démontrer au moyen de sa performance à 
l'évaluation finale.  Le score permet alors d'attester de  la maîtrise des compétences 
visées par le  cours et supporte donc les implications liées au trait ou  à la compétence 
cible.  Selon une autre position, aucune activité d'évaluation ne devrait excéder, par 
exemple, 25% de la note globale d'un cours. Cette position est elle aussi justifiable 
par  rapport  à  l'argument A4.2,  puisqu'en  situation  authentique,  la  compétence  se 
démontre  rarement  en  une  occasion  unique.  En  accordant  une  pondération 
équivalente  à  plusieurs  évaluations  différentes  à  plusieurs  moments,  dans  divers 
contextes,  l'évaluation  de  la  compétence  visée  est  plus  authentique  et  plus 
représentative de  la compétence  en contexte réel.  Ici  encore,  le  score  supporte  les 
implications  liées  au  trait  ou  à  la  compétence  cible.  Les  deux  positions  étant 
justifiables par rapport à l'argumentation de la validité de l'inférence d'évaluation, le 
choix demeure à la discrétion des départements, en autant qu'il soit explicité. 
Le fait que les scores et les mentions pouvant figurer au  bulletin d'études collégiales, 
de  même  que  les  exceptions  à  la  notation,  soient  explicités  dans  la  politique 
institutionnelle  d'évaluation des  apprentissages  (PlEA) contribue  aussi  à  s'assurer 
que  les propriétés  des scores supportent les  implications associées  au  trait ou  à  la 
compétence  cible.  On  précise  ainsi  quelles  interprétations  peuvent  être  faites  des 81 
scores.  Par exemple, le  score associé à une réussite étant « RE »,  les  propriétés du 
score supportent les implications liées au fait que l'étudiant satisfait aux exigences de 
l'épreuve  uniforme  de  français  ou de  l'épreuve  synthèse  de  programme.  Le  score 
associé à l'équivalence étant « EQ »,  les  propriétés du score démontrent qu'il s'agit 
d'une équivalence et donc supportent les  implications liées au fait qu'il s'agit d'une 
équivalence. Le score « EQ » en lui-même est une implication qui  limite l'inférence 
en mentionnant que  la validité de l'argument interprétatif n'a pu  être vérifiée qu'en 
partie  (inférence  d'extrapolation  seulement).  Il  sera  davantage  question  de 
l'évaluation des équivalences et des substitutions au chapitre IV.  La description des 
scores doit donc être complète et non équivoque. Les propriétés de quelques scores 
mentionnés  dans  les  politiques  institutionnelles  d'évaluation  des  apprentissages 
(PIEA)  analysées  ont  soulevé  certains  questionnements  quant  à  la  validité  de 
l'inférence d'évaluation qui pourrait être réalisée. Il en sera question au chapitre IV. 82 
3.3.5 Crédibilité de l'inférence d'évaluation (C) 
Le niveau Crédibilité (figure 3.7) a été ajouté à la struchlre d'argumentation de Kane 
(2006) de façon  à représenter de façon  plus exhaustive la réalité de l'évaluation des 
apprentissages  en  enseignement  collégial.  Ce  niveau  fait  référence  au  fait  que 
l'inférence  d'évaluation ne  peut  être jugée valide  que  si  elle  est  acceptée  par  les 
acteurs  impliqués.  Selon  Kane  (2006),  pour  que  l'argument  interprétatif  soit 
convaincant,  chacune  des  inférences  considérées  de  façon  individuelle  doit  être 
convaincante.  Un argument  a  donc  été  ajouté  au  modèle  initial  de  Kane  (2006) : 
A5.] L'ensemble des arguments est respecté de façon à ce que chacune des inférences 
considérées de façon  individuelle soit convaincante.  De plus,  pour que  les  acteurs 
acceptent comme valide l'inférence d'évaluation, ils  doivent connaître les processus 
impliqués dans l'évaluation des apprentissages. Un second argument a été ajouté en 
ce sens: A5.2 Les processus d'apprentissage et d'évaluation sont connus des acteurs. 
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3.3.5.1  L'ensemble  des  arguments  est  respecté  de  façon  à  ce  que  chacune  des 
inférences considérées de façon individuelle soit convaincante (AS.l) 
Pour que  l'argument interprétatif soit  convaincant,  chaque  inférence  considérée de 
façon  individuelle  doit  être  convaincante.  Une  faille  dans  n'importe  laquelle  des 
inférences  produites  invalide  l'argument  interprétatif en  entier,  même  si  tous  les 
arguments  de  validité  des  autres  inférences  sont  respectés  et  que  leur  validité  est 
démontrée (Crooks et al., 1996 : voir Kane, 2006, p. 34). 
Les moyens identifiés relativement à cet argument sont de nature méta-évaluative. Ils 
concernent l'évaluation des pratiques d'évaluation des apprentissages en accord avec 
la politique institutionnelle d'évaluation des  apprentissages (PIEA) et  les  arguments 
de  validité des  inférences d'évaluation. Ainsi, la commission des études vérifie que 
les  modalités  départementales  d'évaluation  des  apprentissages  sont conformes  à la 
politique institutionnelle  d'évaluation des  apprentissages  (PIEA)  et  le  département 
vérifie que  les  pratiques  d'évaluation y  sont conformes.  Le comité  de  programme 
prend  les  mesures  nécessaires  lorsqu'il  est  avisé  du  non  respect  de  la  politique 
institutionnelle  d'évaluation des  apprentissages  (PIEA).  Et  la  direction  des  études 
établit  un  portrait  statistique  de  l'évaluation  des  apprentissages  pour  chaque 
département ou programme et de l'application de chaque argument de validité à la fin 
de chaque année. 84 
3.3.5.2 Les processus d'apprentissage et d'évaluation sont connus des acteurs (AS.2) 
On peut penser que  l'inférence d'évaluation sera plus  facilement  acceptée  comme 
valide si  les  processus d'apprentissage et d'évaluation sont connus des  acteurs.  Les 
moyens  identifiés  pour  cet  argument  visent  donc  à  chercher  à  s'assurer  que  les 
personnes et les  instances impliquées  au  sein de  l'établissement d'enseignement et 
toute  personne  extérieure  susceptible  d'avoir  accès  à  l'inférence  d'évaluation 
connaissent  les  processus  d'apprentissages  et  d'évaluation pour  être  plus  à même 
d'évaluer elles-mêmes la crédibilité de l'inférence d'évaluation réalisée. 
Un  des premiers moyens pour chercher à s'assurer que  l'inférence d'évaluation est 
acceptée  des  acteurs  consiste  en  une  assurance  de  qualité  de  la  part  des  hautes 
instances de  l'établissement d'enseignement. Le  conseil d'administration du  collège 
peut  attester  auprès  des  élèves,  du  public,  du  Ministère  et  de  la  Commission 
d'évaluation de  l'enseignement collégial de  la qualité, de  l'équité et  de  l'équivalence 
des évaluations des apprentissages réalisées dans leur institution. Le fait qu'une haute 
instance atteste que  des  processus rigoureux  d'évaluation ont été  réalisés  peut être 
suffisant pour en  rassurer certains, mais  un  tel  appel à l'autorité ne  permet pas  de 
faire connaître aux acteurs les processus impliqués. 
Pour  chercher  à  s'assurer  que  les  processus  d'apprentissage  et  d'évaluation  sont 
connus des acteurs, la direction des études peut préciser les  droits et responsabilités 85 
de toute personne impliquée quant à l'évaluation des apprentissages dans la politique 
institutionnelle  d'évaluation  des  apprentissages  (PIEA)  et  veiller  à la  diffusion  de 
cette  dernière  auprès  de  toute  personne  et  instance  impliquée  à  l'intérieur  et  à 
l'extérieur de  l'établissement d'enseignement. La direction des études peut veiller à 
informer particulièrement les principaux concernés,  les  étudiants, sur les conditions 
de  l'obtention du diplôme et sur les exigences du marché du travail.  Elle peut aussi 
veiller à  les  informer sur les  processus d'évaluation en diffusant un calendrier des 
évaluations pour l'ensemble du collège. Elle peut informer l'étudiant personnellement 
sur l'évolution de ses apprentissages en lui  remettant un bulletin de mi-session et de 
fin de session. 
Le  département,  via  le  plan  de  cours  cadre,  peut informer les  professeurs  sur  les 
processus d'apprentissage impliqués par chaque cours, les approches pédagogiques et 
les modalités d'évaluation suggérées. En cherchant à ce que soient réglés les conflits 
en lien avec la politique institutionnelle d'évaluation des  apprentissages (PIEA),  le 
département peut chercher à s'assurer que les procédures d'évaluation sont comprises 
et  acceptées,  ce  qui  favorise  par  la  même  occasion  l'acceptation  de  l'inférence 
d'évaluation. 
Le professeur est l'acteur le  plus près de  l'étudiant et le  plus à même de  l'aider à 
comprendre  les  processus  d'apprentissage  et  d'évaluation  impliqués  dans  chaque 
cours et dans son programme d'étude. Il n'est donc pas étonnant de constater que les 86 
moyens qui lui sont associés par rapport à cet argument sont nombreux. Le professeur 
peut  informer  directement  l'étuctiant  sur  le  programme,  sur  les  activités 
d'apprentissage et sur les modes d'évaluation des apprèntissages via le plan de cours. 
Il  peut  aussi  le  faire  à  travers  la  planification  des  activités  d'apprentissage  et 
d'évaluation, ou  à  travers  ses  interventions  individuelles  auprès  des  étudiants,  ses 
rétroactions.  Ainsi,  le  professeur  peut  planifier  les  activités  d'apprentissage  et 
d'évaluation de  façon à préparer progressivement l'étudiant à l'épreuve synthèse de 
programme  et  à  l'atteinte  des  objectifs  du  cours  et  du  programme.  Il  peut  aussi 
planifier des activités d'évaluation formative qui, en plus de préparer l'étudiant à la 
prochaine évaluation, le renseigne sur son niveau de compétence, ce qui  contribue à 
ce  que  l'étudiant  ait  une  vision  plus  réaliste  de  ses  compétences,  et  permet  au 
professeur  d'appuyer  ses  jugements  d'évaluation  quant  au  développement  des 
compétences de  l'étudiant au  cours  de  la  session.  L'argument A5.2  renforce  aussi 
l'importance accordée à la pratique d'informer l'étudiant sur les critères d'évaluation. 
Il  est  clair  que  si  l'étudiant connaît  les  critères  selon  lesquels  sa  perfoffilance  est 
évaluée, il est plus à même d'accepter comme valide l'inférence d'évaluation puisque 
celle-ci est clairement appuyée. En plus de la réponse aux critères, le professeur peut 
justifier son inférence d'évaluation à travers une rétroaction complète et détaillée à 
l'étudiant. Toutes ces pratiques diminuent les risques qu'il y ait dissonance cognitive 
entre  la  perception  qu'a  l'étudiant  de  ses  propres  compétences  et  l'inférence 
d'évaluation  réalisée.  L'étudiant  qui  a  reçu  suffisamment  d'informations  sur  la 
progression  de  son  apprentissage  devrait  être  plus  en  mesure  de  juger  de  ses 87 
performances et de sa démarche d'apprentissage. En ayant une perception réaliste de 
ses compétences, l'étudiant est plus susceptible d'accepter comme valide l'inférence 
d'évaluation, qui lui apparaît crédible parce qu'en accord avec sa propre perception. 
L'étudiant  a  lui-même  ses  propres  responsabilités  pour s'assurer de  connaître  ses 
processus  d'apprentissage  et  les  processus  d'évaluation.  L'étudiant  doit  prendre 
connaissance de la politique institutionnelle d'évaluation des  apprentissages (PIEA), 
des modalités et des règles d'évaluation propres au  cours et au programme d'études, 
du  plan  de  cours  et du  calendrier des  évaluations.  Il  doit  participer  aux  activités 
d'apprentissage  ou  veiller  à  faire  les  apprentissages  attendus  dans  le  cours.  Pour 
l'étudiant,  participer  aux  activités  d'apprentissage  en  classe,  étudier,  faire  des 
lectures,  etc.  contribuent  à  l'aider  à  mieux  connaître  ses  propres  processus 
d'apprentissage et à avoir une perception plus juste de ses propres compétences. S'il a 
une  perception  réaliste  de  ses  propres  compétences,  l'étudiant  sera  plus  à  même 
d'accepter l'inférence d'évaluation. En somme, l'étudiant doit assurer le suivi de ses 
propres apprentissages, chercher à connaître ses processus d'apprentissage, utiliser les 
informations  et  les  ressources  dont  il  dispose  pour  ajuster  sa  démarche 
d'apprentissage  et chercher  l'aide  appropriée  au  besoin.  Ce  sont des  moyens  que 
l'étudiant  peut  lui-même  appliquer  pour  chercher  à  s'assurer  de  connaître  les 
processus d'apprentissage et d'évaluation. 88 
3.3.6 Répartition des moyens selon les niveaux d'inférence d'évaluation 
Les  moyens  identifiés  sont  répartis  selon  les  différents  acteurs  et  instances  de 
l'établissement  d'enseignement.  On  constate  que  certains  ont  davantage  de 
responsabilités  que  d'autres  à travers  les  niveaux  d'inférence du  modèle.  Plus  on 
monte dans les niveaux d'inférence du  modèle de Kane (2006) (Il  à 14),  plus  les 
responsabilités reviennent aux hautes instances du collège. On pouvait effectivement 
s'attendre à une telle répartition des responsabilités puisque les niveaux inférieurs du 
modèle, faisant référence à la planification du cours et des évaluation et à la  notation, 
relèvent  davantage  des  fonctions  du  professeur  et  du  département,  alors  que  les 
niveaux supérieurs  du  modèle,  faisant  référence à la  définition du  domaine et  aux 
implications  des  inférences  d'évaluation,  relèvent  davantage  du  département,  du 
comité de  programme, de  la direction des études et du conseil d'administration du 
collège. 
Concernant  le  mveau  Crédibilité  (C)  qui  a  été  ajouté  au  modèle  initial  de 
Kane (2006), très peu de moyens ont été identifiés pour l'argument A5.1  L'ensemble 
des arguments est respecté de façon à ce que chacune des inférences considérées de 
façon  individuelle soit convaincante.  À  l'opposé, un très grand  nombre de  moyens 
ont été  identifiés  à  l'argument A5.2 Les processus  d'apprentissage  el d'évaluation 
sont connus des acteurs. 89 
Il  est  possible  que  peu  de  moyens  spécifiques  à  l'argument  A5.l  puissent  être 
fonnulés  parce  que  celui-ci  se retrouve  dans  chacun des  autres  arguments  et dans 
l'argument  interprétatif  dans  son  ensemble.  Il  s'agirait  donc  d'un  niveau  méta­
évaluatif, d'un argument qui  doit demeurer en tête à tous les niveaux de  l'inférence 
d'évaluation. 
Un  très  grand  nombre de  moyens ont été  identifiés à l'argument A5.2  et la  grande 
majorité  de  ces  moyens  sont spécifiques  à  cet  argument,  c'est-à-dire  qu'ils  ne  se 
retrouvent  dans  aucun  des  arguments  du  modèle  initial  de  Kane  (2006).  On  peut 
toutefois  qualifier  cet  argument  de  transversal  en  ce  sens  qu'il  ne  fait  pas 
spécifiquement référence aux  arguments du  modèle de  Kane (2006), mais qu'il est 
fonction de  l'acceptation de  ceux-ci. C'est aussi l'argument du  modèle qui  laisse la 
plus grande place à l'étudiant, alors que ce dernier n'a que peu ou pas d'incidence 
dans les autres niveaux du modèle. CHAPITRE IV 
DISCUSSION ET INTERPRÉTATIONS 
Les  analyses effectuées  sur la base de  la  structure  d'argumentation de  validité  de 
Kane  (2006)  ont  révélé  certaines  lacunes  en  lien  avec  le  contenu  des  politiques 
institutionnelles  d'évaluation des  apprentissages  (PIEA)  ou  certaines  incohérences 
relatives à la validité de l'inférence d'évaluation, particulièrement en ce qui a trait à la 
mesure, à l'évaluation des compétences auxiliaires et à l'évaluation des dispenses, des 
substitutions  et  des  équivalences.  Ces  lacunes  et  incohérences  sont  exposées  et 
discutées dans le présent chapitre qui se termine par une discussion et quelques pistes 
de  réflexion  sur  la  nature  des  moyens  identifiés  par  l'analyse  des  politiques 
institutionnelles d'évaluation des apprentissages (PIEA). 
4.1  Les lacunes au niveau de la mesure 
Les  politiques  institutionnelles  d'évaluation  des  apprentissages  (PIEA)  abordent 
l'évaluation  sans  aborder  les  questions  relatives  à  la  mesure.  Elles  font  très  peu 
référence au développement des procédures et des instruments de mesure. Ce faisant, 
elles négligent par la même occasion d'aborder les considérations liées aux  erreurs 
systématiques  pouvant  être  introduites  dans  l'inférence  d'évaluation  dès  la 
construction d'un instrument ou d'une procédure de mesure. 91 
Seules sont abordées des questions liées aux compétences linguistiques qui peuvent 
être des sources d'erreur systématique et elles sont rarement abordées sous cet angle. 
Kane (2006)  aborde  la  question  des  compétences auxiliaires  requises  par les  tests, 
lesquelles peuvent constituer des sources d'erreur systématique lors de la production 
de  l'inférence  d'évaluation.  Selon  lui,  si  le  niveau  de  compétence  dans  une 
compétence  auxiliaire,  par  exemple  la  lecture,  requise  par  un  test  est  bas 
comparativement au niveau de compétence de la population, la compétence auxiliaire 
en question ne  devrait pas constituer une source de  variance non pertinente pour la 
plupart des étudiants. Elle peut tout de même constituer une sérieuse source d'erreur 
systématique pour certains étudiants, par exemple ceux qui sont limités au niveau des 
habiletés  de  lecture.  Par  contre,  si  ces  compétences  sont  assez  variables  dans  la 
population  testée  pour  influencer  substantiellement  les  scores,  elles  peuvent  être 
considérées  comme  des  sources  de  variance  non  pertinente.  Ces  compétences 
auxiliaires  deviennent  alors  des  sources d'erreur systématique  qu'il  faut  tenter  de 
réduire au moment du développement des instruments et des procédures de mesure. 
Certaines  politiques  institutionnelles  d'évaluation  des  apprentissages  (PIEA) 
suggèrent  de  procéder  à  la  critique  des  outils  et  à  la  promotion  des  meilleurs 
instruments de mesure, mais elles ne mentionnent pas  les critères à la base de cette 
critique  ni  ceux  qui  doivent  servir  à  la  sélection  des  meilleurs  instruments.  Les 
premiers tenants de l'approche par compétences ont souvent privilégié la validité de 
l'inférence d'extrapolation, c'est-à-dire la représentativité de l'évaluation par rapport 92 
au domaine cible. Ainsi, on a vu se multiplier dans les classes les évaluations de types 
« performances»  visant  à  rapprocher  la  tâche  d'évaluation  à  la  performance  en 
contexte réel.  Mais ce choix comporte un revers de médaille: celui  de  diminuer la 
validité de la généralisation. En effet, la tâche d'évaluation de type performance est 
conçue pour être plus représentative d'une tâche du domaine cible. Toutefois, puisque 
les  évaluations  de  performances  exigent  beaucoup  de  temps,  généralement  elles 
incluent  un  nombre  plus  restreint  de  tâches.  Dans  de  telles  évaluations,  puisque 
l'inférence  de  généralisation  est  effectuée  à partir  d'un  plus  petit  échantillon  de 
tâches,  la  validité de  l'inférence de généralisation du score observé au  score univers 
s'en trouve  diminuée.  Mais  l'utilisation de  tests  hautement  standardisés  comporte 
aussi  son revers de médaille.  La  validité de  l'inférence de  généralisation est certes 
augmentée par la représentativité de la mesure à l'univers de généralisation, mais la 
performance  à un test  standardisé  s'éloigne  beaucoup  de  la  performance  dans  le 
domaine cible,  en contexte réel.  On se retrouve donc dans une  impasse: renforcer 
l'extrapolation  aux  dépens  de  la  généralisation  en  faisant  en  sorte  que  les  tâches 
d'évaluation soient le plus possible représentatives du  domaine cible, ou renforcer la 
généralisation aux dépens de l'extrapolation en utilisant un grand nombre de tâches 
hautement  standardisées.  (Kane,  Cooks  et  Cohen,  1999:  voir Kane,  2006,  p.  37) 
Kane (2006,  p. 37) suggère  de  développer  des  tests  standardisés  pour  contrôler 
l'erreur  aléatoire.  Mais,  comme  la  standardisation  diminue  la  représentativité  de 
l'univers de généralisation par rapport au domaine cible, il  suggère de développer les 
tests de façon à toucher aux principales habiletés impliquées dans le domaine cible. 93 
Ainsi, une preuve analytique de validité peut être développée lors du  développement 
du test en faisant en sorte que le  test soit le plus représentatif du domaine cible que 
possible. (Kane, 2006, p. 37) 
Bien qu'une grande importance soit accordée  aux  activités de  concertation dans  le 
contenu des  politiques institutionnelles d'évaluation des apprentissages analysées, il 
n'est  presque  jamais  question  des  objectifs  et  du  contenu  de  ces  activités.  La 
concertation des professeurs et des départements pourrait donc servir, entre autres, à 
identifier les principales habiletés du domaine cible qui devraient être évaluées (A3.1) 
et  à identifier  des  sources  d'erreurs  systématiques  et  des  moyens  permettant  de 
contrôler ces sources d'erreurs (A3.2) pour fournir aux professeurs des éléments qui 
puissent guider le  développement des  modalités d'évaluations et lorsque possible le 
développement de tests standardisés. Lors de l'élaboration des règles, le département 
peut  aussi  vérifier  les  aspects  de  la  standardisation  qui  ont  le  plus  de  risques 
d'introduire une erreur dans l'interprétation des résultats d'évaluation. Le choix de la 
méthode  d'évaluation  (ex.:  questions  à  réponses  choisies,  questions  à 
développement, performances),  des  règles  de  notations  (Clauser et al.,  2000 : voir 
Kane,  2006,  p. 37),  et  des  conditions  d'observation  (Brennan,  2001b: voir  Kane, 
2006, p. 37)  peut introduire une variance non  pertinente et par conséquent générer 
une erreur systématique. Kane (2006) suggère qu'au moins deux groupes développent 
les  règles de notation de  façon  indépendante pour ensuite évaluer le degré d'accord 
entre les scores générés par les  deux règles (Clauser, Harik et Clyman, 2000 : voir 94 
Kane, 2006, p. 34). Il est parfois difficile de recourir à de telles méthodes pour établir 
indépendamment les règles de  passation et de  notation de chaque évaluation dans le 
contexte de l'enseignement. On peut tout de  même songer à une méthode similaire 
pour la détermination des règles départementales d'évaluation des  apprentissages en 
formant  deux  groupes  lors  des  activités  de  concertation  et  en  évaluant  le  degré 
d'accord entre les règles élaborées par les deux groupes. Ainsi, la détermination des 
règles  départementales  d'évaluation  des  apprentissages  pourrait  être  le  résultat  de 
l'analyse des convergences et des divergences observées dans les règles élaborées par 
deux groupes et seraient ainsi basées sur l'expertise et le jugement des enseignants. 
Ces  fonctions  de  la  concertation  ne  sont  pas  mentionnées  dans  les  politiques 
institutionnelles d'évaluation des apprentissages (PIEA) analysées. 
À aucun endroit dans les  politiques institutionnelles d'évaluation des apprentissages 
(PIEA) il n'est fait mention de l'entraînement des correcteurs. Il est bien fait mention 
de  services  d'encadrement  et  de  perfectionnement  des  enseignants,  mais  aucune 
mention spécifique n'est faite en ce qui concerne la formation au sujet des biais de la 
passation  et  de  la  notation.  Les  correcteurs,  enseignants  ou  étudiants  employés, 
doivent être formés et sensibilisés aux sources de biais dans la passation et la notation 
pour être en  mesure de  les  détecter et de  minimiser leurs  effets  sur  l'inférence de 
notation. Raîche (2008, p. 4) soutient l'idéal d'arriver à une correction plus objective 
des  compétences,  c'est-à-dire  que  les  jugements  d'appréciation  puissent  être 
remplacés  «par des  actions  de  vérification  de  la  présence  ou  de  l'absence  de 95 
manifestations  de  la  compétence.»  Ainsi,  il  encourage  l'utilisation  d'échelles 
descriptives  analytiques  ou  globales  plutôt  que  d'échelles  d'appréciation  dans 
l'évaluation  des  productions  ou  des  performances  d'un étudiant  à  l'enseignement 
supérieur.  Encore  une  fois,  la  concertation  des  professeurs  et  des  départements 
pourrait servir à  identifier les  habiletés principales du  domaine cible qui  devraient 
être évaluées, les critères et les standards d'évaluation. 
Les  politiques  institutionnelles  d'évaluation  des  apprentissages  (PIEA)  présentent 
donc des lacunes au niveau des aspects entourant la mesure. Celle-ci est d'importance 
capitale en évaluation des apprentissages et des considérations à son égard devraient 
figurer dans les politiques devant pennettre d'orienter, d'encadrer et de soutenir les 
pratiques. 
4.2 Le problème de l'intégration de compétences auxiliaires à l'évaluation 
Les  résultats  de  la  présente  recherche  supportent  les  conclusions  de  Howe  et 
Ménard (1993) selon lesquels les enseignants du collégial intègrent à leur mesure des 
cibles  d'évaluation  qui  ne  sont  pas  liées  au  trait,  aux  apprentissages  ou  à  la 
compétence ciblée. Il s'agit de cibles d'évaluation telles que, comme le  mentionnent 
Howe  et  Ménard  (1993),  le  respect des  exigences  de  présentation  des  travaux,  la 
motivation et l'effort à l'apprentissage, la participation active de l'étudiant en classe 96 
et  la  présence  assidue  aux  cours.  Les  politiques  institutionnelles  d'évaluation  des 
apprentissages  (PIEA)  mentionnent  par  exemple  la  présence  aux  cours  ou  aux 
activités d'évaluation, la présentation matérielle des travaux ou la qualité de la langue 
dont l'évaluation influence, souvent à la baisse, le résultat de l'évaluation. 
L'évaluation des apprentissages actuellement réalisée au collégial, du moins tel qu'en 
témoignent  les  politiques  institutionnelles  d'évaluation  des  apprentissages  (PIEA) 
analysées, ainsi  qu'à d'autres ordres d'enseignement inclut  l'évaluation de  certains 
traits  ou  de  certaines  compétences  auxiliaires  sans  toutefois  qu'elles  soient 
impliquées dans  la  mesure de  la  compétence. Le  taux d'absentéisme en  est un  bon 
exemple.  L'étudiant qui accumule un grand taux d'absentéisme accumule aussi  les 
échecs. L'absence aux activités d'apprentissage et d'évaluation peut entraîner le retrait 
du droit de l'étudiant d'être évalué et conséquenunent l'échec éventuel, et ce, quel que 
soit le  niveau de compétence de  l'étudiant dans le  domaine cible. La mention échec 
est aussi  attribuée  lorsque  l'abandon de  cours  n'a pas été  effectué  dans  les  délais 
prescrits. Or, les propriétés de la  mention échec, si  elles supportent les implications 
associées avec le trait ou la compétence mesurée, devraient signifier l'incompétence 
de l'étudiant par rapport au domaine cible. Cependant, ce n'est pas de la compétence 
de  l'étudiant dans  le  domaine que témoigne  l'échec dans  ce  cas  précis,  mais bien 
d'une compétence auxiliaire, soit la motivation ou tout autre trait ou compétence lié à 
l'absentéisme  ou  à  l'abandon,  qui  seul  détermine  le  score  et  biaise  l'inférence 
d'évaluation.  Cette erreur d'inférence peut nuire gravement à l'étudiant qui se voit 97 
jugé sur son incompétence dans le domaine face à un échec qui  cache en réalité une 
toute autre interprétation. Certains établissements d'enseignement utilisent la mention 
« EA » signifiant «Échec par abandon» pour palier ce problème d'interprétation du 
score.  Au  regard  du  modèle  d'argumentation  ,de  la  validité  des  inférences 
d'évaluation et des considérations éthiques, cette solution semble justifiée. 
Les  développements  de  la  recherche  en  mesure  et  évaluation  proposent  aussi  des 
façons d'intégrer simultanément à la mesure de la compétence une ou des mesures de 
la qualité des patrons de réponse de l'étudiant (Blais, Raîche et Magis, 2009; Raîche, 
Magis et Blais, 2008).  Il  s'agit de modélisations psychométriques qui  permettent de 
corriger le  score d'un étudiant malgré des  tentatives de  fraude pour augmenter son 
résultat, de l'inattention de sa part ou d'une fluctuation de son niveau de performance 
lors  de  la  réalisation de  la  tâche d'évaluation.  De cette façon,  certaines  sources de 
biais peuvent être contrôlées statistiquement et l'estimation du niveau de compétence 
de l'étudiant peut être plus représentatif des scores univers et cibles. 
On peut aussi parfois remettre en question la pertinence de l'évaluation de la qualité 
de  la langue en tant que compétence auxiliaire d'un domaine. En incluant la qualité 
de la langue dans l'évaluation, on affirme qu'il s'agit d'une compétence faisant partie 
du  domaine  et  que  son  niveau  de  maîtrise  est  une  condition  au  jugement de  la 
compétence ou de  l'incompétence d'un individu dans le domaine cible.  On  peut se 
demander  s'il  est  socialement  acceptable  de  conclure  à  l'incompétence  d'une 98 
personne  dans  un domaine,  ou  pire, de  lui  refuser  l'accès  à  la  formation  dans  ce 
domaine, en raison de son échec à l'évaluation d'une compétence auxiliaire qui, bien 
qu'étant liée au domaine cible, demeure auxiliaire. Les compétences en langue écrite 
et  parlée  sont  des  compétences  auxiliaires  évaluées  dans  la  quasi-totalité  des 
domaines  d'éducation  au  Québec.  Elles  sont  non  seulement  évaluées  pendant  la 
formation et  sont une exigence à  l'obtention du  diplôme, mais elles sont également 
évaluées à l'entrée de la formation, en tant que critère d'admission. Cette évaluation 
est justifiée dans la plupart des cas par la nécessité de savoir bien s'exprimer à l'oral 
et à l'écrit une fois  sur le  marché du  travail (sans bien sûr aborder la  question de  la 
préservation de la langue française au  Québec, qui est une préoccupation sociale qui 
dépasse  le  thème de l'évaluation  ici  abordé).  Toutefois,  sur le marché du  travail  le 
niveau  de  maîtrise  de  la  langue  exigé  diffère  selon  les  domaines,  tandis  que  cette 
différence n'est pas toujours reflétée dans  la formation  et l'évaluation. L'évaluation 
des compétences langagières devrait être adaptée au  ~iveau  exigé dans le domaine et, 
comme toute  autre  compétence  incluse dans  le  domaine  cible,  elles devraient être 
définies par des experts du domaine. Une seule politique institutionnelle d'évaluation 
des apprentissages (PIEA) justifie l'évaluation de  la  langue en tant que compétence 
auxiliaire  d'importance  au  sein  du  domaine  cible.  Dans  certaines  politiques 
institutionnelles  d'évaluation  des  apprentissages  (PIEA),  il  est  attribué  aux 
départements le rôle de spécifier les cas pour lesquels l'évaluation de la qualité de la 
langue  est  inapplicable.  Il  s'agit  là  d'une mention  qui  tient compte de  la mise  en 99 
garde de Kane (2006) quant à l'évaluation des  compétences auxiliaires et qui  entre 
dans les exceptions à tenir compte dans l'inférence d'évaluation. 
Des  solutions,  des  moyens  spécifiques  doivent  être  explorés  pour  éviter  que 
l'évaluation des compétences auxiliaires résulte en une erreur d'inférence. 
4.3 Le problème de l'évaluation des dispenses, des substitutions et des équivalences 
Le  fait  d'appliquer un modèle de validité à l'analyse des politiques institutionnelles 
d'évaluation des apprentissages (PIEA) a permis de cerner un problème récurrent en 
évaluation des apprentissages: celui de l'évaluation des  dispenses, des  substitutions 
et des équivalences. 
Trois  des  cinq  politiques  institutionnelles  d'évaluation  des  apprentissages  (PIEA) 
analysées  suggèrent  de  faire  appel  à  l'accréditation  de  l'établissement  comme 
garantie pour juger de la validité des inférences de  notation et de généralisation lors 
de  l'attribution des  dispenses,  des  substitutions  et  des  équivalences.  Le  service  de 
l'établissement responsable de la reconnaissance des acquis doit dans ce cas supposer 
que les inférences de notation et de généralisation réalisées antécédemment, dans un 
cours un programme ou même dans un établissement différent, sont valides pour être 
en mesure de faire lui-même l'inférence d'extrapolation qui l'amène à reconnaître le 
score attribué au  cours  comme valide dans  son  interprétation  au  sein du domaine 100 
cible. Pour ce faire, ce service n'a qu'une seule garantie de la validité des inférences 
de  notation et d'extrapolation:  «que les  object~fs  du  cours  aient fait l'objet d'une 
évaluation formelle au sein d'un établissement reconnu ».  Les preuves sur laquelle 
s'appuie cette garantie sont: «bulletin, attestation officielle de  la réussite du  ou des 
cours  suivis,  description  des  cours  et  plans  de  cours  ou  tout  autre  document 
pertinent ».  Ce  qui  se  produit  finalement,  c'est que  l'établissement  introduit  une 
valeur  incormue  au  sein  de  l'univers  de  généralisation qu'il suppose  valide  sur la 
seule  base  de  l'accréditation  de  l'établissement  d'enseignement  qui  fournit  cette 
valeur et sur la similitude des objectifs et/ou des contenus planifiés. 
Le  problème  rencontré  avec  cette  façon  de  procéder  est  qu'il  est  impossible  de 
vérifier  que  les  arguments  des  inférences  de  notation  et  de  généralisation  sont 
respec~és.  Cela  fait  en  sorte  que  l'argument  A5.1  L'ensemble  des  arguments  est 
respecté de façon à ce que chacune des inférences considérées de façon individuelle 
soit convaincante  n'est pas  respecté,  ce qui  invalide  donc  l'argument interprétatif 
dans son ensemble. 
Deux  des  cinq  politiques  institutionnelles  d'évaluation  des  apprentissages  (PIEA) 
suggèrent d'élaborer et d'administrer un examen démontrant la maîtrise par l'étudiant 
de  la compétence et des éléments de compétence prévus au  cours faisant l'objet de  la 
demande  de  reconnaissance.  Il  s'agit  là  d'une solution  qui  permet de  chercher  à 
s'assurer de  la  validité  de  l'inférence d'évaluation, puisque  l'établissement reprend 101 
alors le contrôle de chacun des niveaux d'inférence et peut ainsi chercher à s'assurer 
que  chaque  argument  de  validité  est  respecté,  depuis  la  notation  (Il)  jusqu'à 
l'implication (14),  et chercher à s'assurer de la crédibilité de l'inférence d'évaluation 
réalisée. 
4.4 La nature des moyens identifiés 
L'analyse du contenu des politiques institutionnelles d'évaluation des apprentissages 
(PIEA) a permis d'identifier des moyens que peuvent mettre en place les institutions 
pour  chercher  à  assurer  la  validité  des  inférences  d'évaluation  au  regard  des 
apprentissages  des étudiants.  Des  moyens  ont donc pu  être identifiés pour chaque 
argument de  la  structure  d'argumentation  de  Kane (2006)  et  même davantage  en 
identifiant  des  moyens  pour  chercher  à  s'assurer  de  la  crédibilité  de  l'inférence 
d'évaluation aux yeux des acteurs impliqués. Toutefois, les moyens identifiés dans le 
contenu des politiques institutionnelles d'évaluation des apprentissages (PIEA) sont 
de  nature  générale  et  correspondent  davantage  à  des  lignes  directrices  qu'à  des 
moyens spécifiques. 
En observant les  moyennes et les  écarts types  du  nombre  d'énoncés classés  dans 
chaque catégorie du  modèle, on  constate une grande variabilité entre les politiques 
institutionnelles d'évaluation des apprentissages (PIEA). Cet écart entre les politiques 102 
institutionnelles d'évaluation des apprentissages (PIEA) pour l'importance accordée à 
chaque  argument  du  modèle  peut  refléter  les  valeurs  des  collèges  et  ce  qui  les 
distingue au  niveau de  l'évaluation des apprentissages. L'objectif de  cette recherche 
n'était  pas  de  vérifier  si  les  politiques  institutionnelles  d'évaluation  des 
apprentissages  (PIEA)  contenaient  tous  les  éléments  permettant  d'argumenter  la 
validité des  inférences d'évaluation, ni  même d'effectuer une comparaison entre les 
politiques institutionnelles  d'évaluation des  apprentissages  (PŒA).  Toutefois,  si  le 
modèle  suggéré  et  les  hypothèses  dégagées  étaient  subséquemment  eux-mêmes 
validés par les acteurs du milieu collégial et par l'analyse des pratiques, le modèle et 
les  lignes  directrices  identifiés pourraient éventuellement servir à l'évaluation et  à 
l'élaboration des politiques  institutionnelles d'évaluation des  apprentissages (PIEA) 
dans une perspective d'argumentation de  la  validité des  inférences d'évaluation des 
apprentissages. 
Pour  qu'elles  puissent  permettre  aux  établissements  d'enseignement  collégial 
« d'orienter,  d'encadrer  et  de  soutenir  les  activités  reliées  à  l'évaluation  des 
apprentissages» (Conseil des collèges,  1992, p.  38) et ainsi  contribuer à assurer la 
validité des inférences d'évaluation des apprentissages, les politiques institutionnelles 
d'évaluation des apprentissages (PIEA) auraient avantage à inclure à leur contenu des 
moyens  spécifiques  d'application  et  d'évaluation  des  arguments  de  validité  de  la 
structure  d'argumentation  de  la  validité  des  inférences  d'évaluation  des 
apprentissages.  Par  exemple,  « s'assurer de  la  concertation  des  enseignants sur  les 103 
objectifs, les contenus, les modes d'évaluation, les exigences et les seuils de réussite 
des cours et des programmes qui  les concernent» est une ligne directrice qui devrait 
être élaborée en termes de moyens spécifiques permettant de centrer la concertation et 
de  statuer  sur  chacun  des  éléments  mentionnés  et  même  davantage  (sur  le 
développement des modalités d'évaluation et des procédures de mesure par exemple 
comme il a déjà été mentionné à la section 4.1.1). 
La  recherche  en  mesure  et  évaluation  en  éducation  met  à  la  disposition  des 
professionnels  en  éducation  plusieurs  développements  qUI  constituent  autant  de 
moyens  spécifiques  qui  peuvent  être  utilisés  pour  élaborer  chacune  des  lignes 
directrices identifiées dans la présente recherche.  Avec la structure d'argumentation 
de  la  validité des  inférences d'évaluation des  apprentissages et les  lignes directrices 
identifiées dans la présente recherche, une analyse des  pratiques effectives dans les 
établissements  d'enseignement  pourrait  aussi  permettre  d'identifier  des  moyens 
d'application et d'évaluation spécifiques. CONCLUSION 
La  présente  recherche  de  nature  exploratoire  constitue  une  première  tentative  de 
validation  de  la  structure  d'argumentation  interprétative  de  Kane  (2006)  par 
l'application de cette structure à l'analyse de politiques institutionnelles d'évaluation 
des apprentissages (PIEA) du  réseau collégial québécois. Cette recherche poursuivait 
deux objectifs: 1) valider la structure d'argumentation interprétative de Kane (2006) 
par  l'application  de  cette  structure  à  l'analyse  de  politiques  institutionnelles 
d'évaluation des  apprentissages (PIEA) du  réseau  collégial québécois;  2)  identifier 
des  moyens que peuvent mettre en place les  institutions pour chercher à assurer la 
validité des inférences d'évaluation au regard des apprentissages des étudiants. 
La méthodologie retenue pour atteindre ces objectifs est l'analyse de contenu. Cinq 
politiques institutionnelles d'évaluation des apprentissages (PIEA), découpées en 424 
énoncés  distincts,  ont été analysées  au  moyen  d'une  grille  d'analyse de contenu 
construite  à partir de  la  structure argumentaire  développée par Kane (2006).  Une 
modélisation schématique des moyens identifiés dans les  politiques  institutionnelles 
d'évaluation des  apprentissages  (PIEA) analysées  a ensuite été  réalisée,  permettant 105 
d'effectuer  des  regroupements,  des  subdivisions  ou  des  ajouts  à  la  structure 
d'argumentation interprétative de Kane (2006). 
Les  résultats obtenus ont permis de constater  que  le  modèle  de  Kane (2006)  peut 
effectivement  s'appliquer  au  contexte  de  l'évaluation  des  apprentissages  en 
enseignement collégial.  De plus,  les  analyses  effectuées  ont  permis  de  générer des 
hypothèses  quant  à l'exhaustivité,  l'exclusivité  et  la  pertinence  des  catégories  du 
modèle de Kane (2006)  dans  ce contexte.  Elles ont aussi permis de suggérer deux 
arguments supplémentaires à la structure d'argumentation initiale de façon à chercher 
à assurer la crédibilité de l'inférence d'évaluation aux yeux des acteurs impliqués. 
Par la  même occasion,  cette recherche  a permis  l'identification de  moyens,  ou  de 
lignes directrices, pelmettant de  chercher à assurer l'argumentation de  la validité des 
inférences d'évaluation en  évaluation des apprentissages à l'enseignement supérieur. 
Des moyens spécifiques d'application et d'évaluation restent encore à être élaborés 
pour étoffer les lignes directrices identifiées dans cette recherche et pour ainsi faire en 
sorte  que  les  politiques  institutionnelles  d'évaluation  des  apprentissages  (PIEA) 
deviennent  de  véritables  outils  en  évaluation  des  apprentissages,  soutenant  les 
pratiques  et  servant  aux  établissements  d'enseignement,  aux  enseignants,  aux 
professionnels et aux étudiants. 106 
Étant  donné  le  nombre  limité  de  politiques  institutionnelles  d'évaluation  des 
apprentissages (PIEA) analysées, on ne saurait prétendre à l'exhaustivité des moyens 
identifiés.  Malgré  cela,  ceux-ci,  constituant  des  lignes  directrices  pour  chercher  à 
assurer  la  validité  des  inférences  d'évaluation  des  apprentissages,  pourraient  déjà 
servir  de  base  de  référence  aux  établissements  d'enseignement  collégial  tout  en 
laissant  place  aux  développements  pratiques  et  théoriques  sur  la  validité  des 
inférences d'évaluation en évaluation des apprentissages. 
Des  recherches  ultérieures  pourraient  être  réalisées  pour  identifier  des  moyens 
spécifiques d'application et d'évaluation de la structure d'argumentation de la validité 
des inférences d'évaluation des apprentissages proposée dans ce mémoire et adaptée 
de  Kane  (2006).  Un  processus  d'anasynthèse  pourrait  d'abord  être  réalisé  pour 
identifier, pour chaque argument et pour chaque ligne directrice, les moyens suggérés 
et développés  au  sein des recherches  récentes  dans  le  domaine de  la  mesure et de 
l'évaluation en  éducation.  L'analyse de  contenu de  divers  outils pédagogiques,  tels 
que des plans de cours et des plans d'évaluation par exemple, ainsi que des entretiens 
auprès  du  personnel  des  établissements  d'enseignement  et  auprès  des  étudiants 
pourraient  ensuite  être  envisagés  pour  identifier  les  pratiques  effectives  dans  les 
établissements  d'enseignement.  L'application  des  pratiques  identifiées  pourraient 
ensuite être évaluée à plus grande échelle au  moyen d'une enquête par questionnaire 
réalisée  dans  l'ensemble  des  établissements  d'enseignement  collégial  du  Québec. 107 
On pourrait alors considérer l'évaluation de l'efficacité perçue et/ou réelle de chaque 
pratique pour assurer la validité de l'inférence d'évaluation des apprentissages. 
Étant donné l'envergure de la structure d'argumentation de la validité des inférences 
d'évaluation des  apprentissages et la  variété des pratiques pouvant y être associées, 
pour  atteindre  le  niveau  de  spécificité  nécessaire  à  l'identification  de  pratiques 
effectives,  il  semble  nécessaire  que  chaque  argument  soit  considéré  de  façon 
indépendante au  sein d'un même programme de recherche portant sur la validité des 
inférences  d'évaluation  des  apprentissages.  La  structure  d'argumentation  de  la 
validité des inférences d'évaluation des apprentissages adaptée de Kane (2006) et les 
lignes  directrices  proposées  dans  ce  mémoire,  considérées  dans  un  processus  de 
recherche, pourraient être une première ébauche de modélisation à développer. RÉFÉRENCES
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GRILLE D'ANALYSE DU CONTENU MANIFESTE DES POLITIQUES 
INSTITUTIONNELLES D'ÉVALUATION DES APPRENTISSAGES Grille d'analyse du contenu manifeste des politiques institutionnelles d'évaluation des apprentissages (PIEA) selon le 
modèle de validation de l'argument interprétatifpour l'interprétation d'un trait de Kane (2006) 
Description de la grille d'analyse de contenu: 
La première colonne permet d'identifier la politique institutiOlmelle d'évaluation des apprentissages (PIEA) analysée. 
La deuxième colonne contient l'unité d'analyse, soit un  énoncé correspondant à  une phrase ou un ensemble de phrases 
exprimant une seule idée. 
Dans la troisième colonne est identifié pom chaque extrait l'argument de validité du modèle de Kane (2006) auquel il  fait 
référence.  Dans cette colonne,  l'unité d'analyse peut être codée par un seul ou  par plusieurs  arguments de validité du 
modèl.e  de Kane (2006).  L'unité d'analyse peut aussi  être codée «Autre» lorsque l'énoncé se  rapporte à la validité de 
l'inférence d'évaluation, mais qu'il ne correspond à aucun argument du modèle de Kane (2006) en particulier. 
La  quatrième  colonne permet de  coder si  un  moyen d'application  et/ou  d'évaluation  de  l'argument est  identifié  dans 
l'énoncé. 
La cinquième colonne est réservée aux interprétations de l'analyste pouvant être, selon le cas et sans s'y limiter: le moyen 
d'application et/ou d'évaluation de l'argument, une interprétation au sujet de l'énoncé ou de l'argument de validité auquel 
il fait référence, une interprétation au sujet du modèle de Kane (2006). Identification d'un moyen  Argument de 
d'application et/ou d'évaluation  validité 
de l'ar~ument
 
1=  L'extrait  fait  référence  à 
Al.l-AI.2- l'argument sans mention d'un Numéro de  Unité d'analyse  Interprétations A1.3-A104- moyen  d'application  et/ou la  PIEA  (Extrait de la  PIEA) 
A2.1-A2.2- d'évaluation de l'argument 
A3.1-A3.2- 2=  L'extrait  fait  référence  à 
A4.1-A4.2- l'argument avec  mention d'un 
Autre	  moyen  d'application  et/ou 
d'évaluation de l'argument 
; APPENDICE B 
MOYENS POUR CHERCHER À ASSURER LA VALIDITÉ DES INFÉRENCES 
D'ÉVALUATION DES APPRENTISSAGES Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A 1.1  Les règles de passation et de notation sont appropriées 
ALI Les rèe.les de DassatioD et de,notation sont aDDroDriées. 
Professeur  1.  S'imoliauer et oarticioer et  aux activités de concertation de orogramme. 
2. Planifier les activités d'apprentissage et d'évaluation en conformité avec les plans cadres ou avec les 
objectifs et standards de chacun des cours. 
2.1  Rédiger un plan de cours confonne à la politique institutionnelle d'évaluation des 
apprentissages (PIEA), aux règles départementales d'évaluation des apprentissages, au 
programme et au plan de cours cadre. 
2.1.1  Indiquer dans le plan de cours les activités d'évaluation sommative des 
apprentissages et leurs modalités: la nature des épreuves (travaux, examens ou autres) 
servant à l'établissement de la note finale, leur pondération, leur durée et la date prévue. 
2.1.2 Soumettre le plan de cours au département aux fins d'approbation. 
2.2 Accomplir les tâches d'évaluation: fixer des objectifs, des standards et des critères 
d'évaluation; choisir et élaborer des instruments d'évaluation des apprentissages des étudiants. 
2.2.1  Établir clairement les critères et les standards d'évaluation. 
2.2.2 Développer, réviser et adapter les procédures et les instruments de mesure et 
d'évaluation. 
c2.ij::~.I~gë-m-a-n-d""~-. d.,..e-I,....~-d.,..i-re-·~-J.,..L()t!g~s~tuct~s,fournir le corrigé de toute évaluation. 
Département  1.  S'assurer de la concertation des enseignants sur les objectifs, les contenus, les modes d'évaluation, les 
exigences et les seuils de réussite des cours et des programmes qui les concernent. 
1.1  Rechercher l'équivalence des objectifs d'apprentissage, des procédés et des critères 
d'évaluation dans un même cours dispensé par plusieurs enseignants. 
1.1.1  S'assurer que le même plan de cours soit utilisé pour un cours donné à plusieurs 
groupes d'étudiants, à la même session dans un même secteur. 
1.2 Rechercher l'équivalence des évaluations par la concertation entre les professeurs d'un même 
département et entre les départements au sujet des modes et des instruments d'évaluation et à 
propos du degré d'exigence et des seuils de réussite. 
1.2.1  S'assurer que soit élaboré un examen commun pour l'évaluation finale un cours 
donné à olusieurs grouoes d'étudiants, à la même session dans un  même secteur. 
Notc : les éléments cemés en gris sont des éléments spécifiques à cct argumcnt qui ne se répètent dans aucun autre argument de la structure 








Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A 1.1  Les règles de passation et de notation sont appropriées 
2. Etablir, transmettre et faire connaître des règles départementales d'évaluation des apprentissages
 
conformes à la PLEA et veiller à leur application.
 
• Exemple: établissement d'une règle selon laquelle seul ce qui est prévu au plan de cours et ce qui 
a été enseigné doitfaire l'objet d'une évaluation. 
2.1  Élaborer, adopter, diffuser des règles d'évaluation propres au programme et veiller à leur 
application. 
2.2 Établir les modalités d'évaluation spécifiques et préciser les standards de réussite pour 
chacun des cours dont il est responsable. 
•	 Exemple: la note de passage est de 60 %.  Cette note traduit l'atteinte minimale des 
objectifs et des standards visés par le cours. 
2.3 Déterminer les modalités spécifiques de présentation des travaux et les exigences propres 
aux laboratoires et aux stages. 
2.4 S'assurer que les activités et les instruments d'évaluation respectent les principes de la 
politique institutionnelle d'évaluation des apprentissages (PlEA), les modalités départementales 
d'évaluation des apprentissages et le plan cadre. 
3. Elaborer un plan de cours cadre pour chaCtUl des cours dont il est responsable. 
3.1 Transmettre les plans cadres aux professeurs. 
3.2 Établir et faire approuver par la direction des études les modalités d'analyse et d'approbation 
des plans de cours dont il est responsable. 
3.2.1  Approuver les plans de cours. 
3.2.2 Approuver les modifications des plans de cours en cours de session. 
3.2.3 Transmettre les plans de cours à la direction des études en faisant état de leur 
approbation. 
4. Se renseigner sur les besoins de perfectionnement ou de soutien en matière d'évaluation des
 
apprentissages et planifier lui-même des activités de perfectionnement.
 
4.1  Communiquer les besoins de perfectionnement ou de soutien en matière d'évaluation des 
apprentissages à la direction des études. 
1. Offrir des services d'encadrement et de perfectionnement au personnel enseignant pour les soutenir
 
dans leurs pratiques d'évaluation des apprentissages.
 
. J. Détenniner et mettre en application des procédures d'évaluation conformes à la politique 
institutionnelle d'évaluation des apprentissages (PIEA) et aux règles départementales d'évaluation des 
apprenti&~ages.
 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 
d'argumentation de la validité des inférences d'évaluation. Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A1.1  Les règles de passation et de notation sont appropriées 
Direction des études	  1. Consulter la commission des études au sujet des règles d'évaluation propres aux programmes et de 
leur approbation. 
2. Décrire et diffuser les procédures administratives requises pour la passation et la notation des activités 
d'évaluation. 
3. Lors de J'attribution d'une dispense, d'une équivalence ou d'une substitution, élaborer et administrer un 
examen démontrant la maîtrise par l'étudiant de la compétence et des éléments de compétence prévus au 
cours faisant l'objet de la demande. 
4. S'assurer que soient organisées des activités de perfectionnement en matière d'évaluation des 
apprentissages. 
5. Apprpuver les rè.gles départementales d'évaluation_des apprentjssa~es.
	
  1 
6. Approuver les modalités d'analyse et d'approbation des plans de cours. 
6.1  Conserver et rendre accessible pour consultation les plans de cours approuvés. 
7. Lorsque nécessaire, recueillir et vérifier le corrigé des évaluations.	  1 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 










Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A 1.2  Les règles de passation et de notation sont appliquées telles que spécifiées 
.Al.~
  Les règl~d~~~$~~!iJ!.[l_etd~.notati9nsont ap~Hq-u~es
  telles que spéCifiées.  ~
 
1.  S'impliquer et participer et  aux activités de concertation de programme. 
2. Accomplir les tâches d'évaluation: fixer des objectifs, des standards et des critères d'évaluation; choisir
 
et élaborer des instruments d'évaluation des apprentissages des étudiants.
 
2.1  Connaître et appliquer la politique institutionnelle d'évaluation des apprentissages (PIEA) et les 
règles départementales d'évaluation des apprentissages lors de la passation et la  notation des 
activités d'évaluation. 
2.2 Assumer la responsabilité de la passation des activités d'évaluation. 
3, Fonder l'évaluation sm l'atteinte des objectifs d'apprentissage annoncés dans le plim de  1 
cours ou sur l'atteinte des éléments de lacompétence, selon les standards de réussite prescrits ou définis par 
le département. 
1. S'assurer de la concertation des enseignants sur les objectifs, les contenus, les modes d'évaluation, les
 
exigences et les seuils de réussite des cours et des programmes qui les concernent.
 
2. Transmettre et faire connaître des règles départementales d'évaluation des apprentissages conformes à la
 
PIEA et veiller à leur application.
 
3. Elaborer, adopter, diffuser des règles d'évaluation propres au programme et veiller à leur application. 
4. Se renseigner sur les besoins de perfectionnement ou de soutien en matière d'évaluation des
 
apprentissages et planifier lui-même des activités de perfectionnement.
 
4.1  Communiquer [es besoins de perfectionnement ou de soutien en matière d'évaluation des 
apprentissages à la direction des études. 
1. Offrir des services d'encadrement et de perfectionnement au personnel enseignant pour les soutenir dans
 
leurs pratiques d'évaluation des apprentissages.
 








3.  Assurer l'admÏnistration de toute épreuve uniforme imposée par le ministre. 
4. Lors de l'attribution d'une dispense, d'une équivalence ou d'une substitution, élaborer et administrer un 
examen démontrant la maîtrise par l'étudiant de la compétence et des éléments de compétence prévus au 
cours faisant l'obi et de la demande. 
5, Soumettre un rapport écrit sur le processus d'évaluation des apprentissages au conseil d'administration à  1 
la fin de chaql,lçsession.  . 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 




Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A1.3 La passation et la notation sont exemptes de biais 
A1.3 La passation et la notation sont exélt1J)tes dé biais. 
1. Connaître et appliquer la politique institutionnelle d'évaluation des apprentissages (PlEA) et les règles 
départ~rnentales
  d'évaJuatiQ!ldes apprentissages lors de la passation d~s
  activités d'évaluation. 
1. Connaître et appliquer la politique institutionnelle d'évaluation des apprentissages (PlEA) et les règles 
départementales d'évaluation des apprentissages lors de la passation et la notation des activités d'évaluation. 
2. Etablir clairement les critères et les standards d'évaluation. 
3. Répartir l'évaluation sommative sur plusieurs activités d'évaluation en cours de session. 
4. Fournir aux étudiants les consignes de présentation des travaux. 
5. Assumer la responsabilité de la passation des activités d'évaluation. 
6. Prendre les moyens nécessaires pour garantir la CO,h:fldentiaJJté des instruments d'évaluation avant leur 
administration aux étudiants. 
7.  S'assur~r
  que la notation porte sur l'évaluation des apPJentissages indiv.iduel,s. 
• Extmpl'f! : la nprarion des apprentissages individuels dans les travaux d'équipe ne devrait pas être 
biaisée par la performance des autres membres de l'équipe. 
8. Adapter les activités d'évaluation aux besoins particuliers de certains groupes ou certains individus pour 
lesquels les activités d'évaluations planifiés pourraient constituer une source de biais systématique. 
1.  S'assurer de la concertation des enseignants sur les objectifs, les contenus, les modes d'évaluation, les 
exigences et les seuils de réussite des cours et des programmes qui les concernent. 
1.1  Rechercher l'équivalence des objectifs d'apprentissage, des procédés et des critères d'évaluation 
dans un  même cours dispensé par plusieurs enseignants. 
1.1.1  S'assurer que le même plan de cours soit utilisé pour un cours donné à plUsieurs 
groupes d'étudiants, à la même session dans un  même secteur. 
1.2 Rechercher l'équivalence des évaluations par la concertation entre les professeurs d'un même 
département et entre les départements au sujet des modes et des instruments d'évaluation et à 
propos du degré d'exigence et des seuils de réussite. 
1.2.1  S'assurer que soit élaboré un examen commun pour l'évaluation finale un  cours donné 
à plusieurs groupes d'étudiants, à la même session dans un même secteur. 
2.  Se renseigner sur les besoins de perfectionnement ou de soutien en matière d'évaluation des 
apprentissages et planifier lui-même des activités de perfectionnement. 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 
d'argumentation de la validité des inférences d'évaluation. 
1 Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A1.3 La passation et la notation sont exemptes de biais 
Département  2.1  Communiquer les besoins de perfectionnement ou de soutien en matière d'évaluation des 
apprentissages à la direction des études. 
3. Etablir, transmettre et faire connaître des règles départementales d'évaluation des apprentissages 
conformes à la politique institutionnelle d'évaluation des apprentissages (PIEA) et veiller à leur application 
• Exemple: établissement d'une règle selon laquelle un étudiant ne peut être soumis à plus de deux 
activités d'évaluation de  JO  % et plus, d'une durée de 50 minutes et plus dans une même journée. 
• Exemple: établissement d'une règle selon laquelle la pondération de l'examen final ne doit pas 
excéder 25% de la note totale d'un cours. 
Service de formation  1.  Offrir des services d'encadrement et de perfectionnement au personnel enseignant pour les soutenir dans 
continue  leurs pratiques d'évaluation des apprentissages. 
Comité de programme  1. S'assurer Que les moyens d'évaluation spécifiés dans les plans de cours sont équitableS. 
Direction des études  1. Décrire et diffuser les procédures administratives requises pour la passation et la notation des activités 
d'évaluation. 
2. S'assurer que soient organisées des activités de perfectionnement en matière d'évaluation des 
apprentissages. 
3. Assurer l'administration de toute épreuve uniforme imposée par le ministre. 
4. Lors de l'attribution d'une dispense, d'une équivalence ou d'wle substitution, élaborer et administrer un 
examen démontrant la maîtrise par l'étudiant de la compétence et des éléments de compétence prévus au 
cours faisant l'obiet de la demande. 
5. StlUcturer le calendrier des évaluations pour l'ensemble du collège de tàçon à chercher à s'assurer 
1 qu'aucun étudiant n'ait plus de deux évaluations par iour. 
6. S'assurer que les conditions environnementales d'évaluation sont adéquates (ex. : grandeur et 
ameublement des locaux, lumière, contrôle des bruits environnants).  - ­
7. Minimiser les possibilités de plagiat et de tricherie lors de la passation des activités d'évaluation. 
8. Assurer la sécurité des examens et des cahiers de réponse.  1 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argwnent de la structure 
d'argumentation de la validité des inférences d'évaluation. Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
AlA Les données s'adaptent à tous les modèles d'échelles de mesure employés dans la notation 
AJ,4 Les donnéess'ada  tent à tous les modèles, d'échelles de mesure em  lovés dans la notation.  ­ ,. ..  .,.,'  - ."  - ... ~'"
  .  -,  .  , 
Professeur  1. Accomplir les tâches d'évaluation: fixer des objectifs, des standards et des critères d'évaluation; choisir 
et élaborer des instruments d'évaluation des apprentissages des étudiants. 
1.1  I?ével0l2P.er, réviser et adaeter les erocédures et les instruments de mesure et d'évaluation. 
~t~blir
 clairement l'échelle de notation employée et la façon dont les COles sont interprétées  l 
numertquement. 
Département  1  1.  S'assurer de la concertation des enseignants sur les objectifs, les contenus, les modes d'évaluation, les 
exigences et les seuils de réussite des cours et des programmes qui les concernent. 
1.1  Rechercher l'équi valence des évaluations par la concertation entre les professeurs d'un même 
département et entre les départements au sujet des modes et des instruments d'évaluation et à 
propos du degré d'exigence et des seuils de réussite. 
2. Se renseigner sur les besoins de perfectionnement ou de soutien en matière d'évaluation des 
apprentissages et planifier lui-même des activités de perfectionnement. 
2.1  Communiquer les besoins de perfectionnement ou de soutien en matière d'évaluation des 
apprentissages à la direction des études. 
Service de formation  Il. Offrir des services d'encadrement et de perfectionnement au personnel enseignant pour les soutenir dans 
continue  leurs pratiques d'évaluation des apprentissages. 
Direction des études  1  1. S'assurer que soient organisées des activités de perfectionnement en matière d'évaluation des 
apprentissages. 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argwnent qui ne se répètent dans aucun autre argument de la structure 
d'argumentation de la validité des inférences d'évaluation. Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A2.l L'échantillon des observations est représentatif de l'univers de généralisation 
A2.1 L'éebantjUon d  observations est te  rése.ntatif de"l'qniv.ers de  énéralisation.
 
Professeur  1. Planifier les activités d'apprentissage et d'évaluation en conformité avec les plans cadres ou avec les
 
objectifs et standards de chacun des cours.
 
1.1  Rédiger un plan de cours conforme à la politique institutionnelle d'évaluation des 
apprentissages (PlEA), aux règles départementales d'évaluation des apprentissages, au programme 
et au plan de cours cadre. 
,  1.1.1  Indiquer dans le plan de cours la compétence visée par le cours et l'apport du cours à 
La réalisation des'objectifs du programme. 
1.1.2 Indiquer dans le pl:an de courS les objeetifs de formation du cours présentés en 
énoncés ~e
  competence et en standards. 
1.1.3 Indi"'1ùer dans le plan de  COUT$ les obJectifs du cours; les contenus couvertS par le 
cours i les activités èlenseignementet d'apprentiSsagt.,;;,e"",.  _ 
1.1.4 Indiquer dans le plan de cours les activités d'évaluation sommative des apprentissages 
et leurs modalités: la nature des épreuves (travaux, examens ou autres) servant à 
l'établissement de la note finale, leur pondération, leur durée et la date prévue. 
1.1.5 Soumettre le plan de cours au département aux fins d'approbation. 
1.2 Accomplir les tâches d'évaluation: fixer des objectifs, des standards et des critères d'évaluation; 
choisir et élaborer des instruments d'évaluation des ae.erentissages des étudiants. 
1.2.1  Concevoir des activités d'évaluation des apprentissages con~t:'-o-rm-e-s -a-ux-o~ibJ"'""' e-c"'ti:-'::fs:-::d-u-"" 
cours ou aux c@"1P..étS~~àdéveloppeL'  , 
1.2.2 Répartir l'évaluation sommative sur plusieurs activités d'évaluation en cours de 
session. 
Département	  1 1.  S'assurer de la conceltation des enseignants sur les objectifs, les contenus, les modes d'évaluation, les 
exigences et les seuils de réussite des cours et des programmes qui les concernent. 
1.1  Rechercher l'équivalence des objectifs d'apprentissage, des procédés et des critères d'évaluation 
dans un même cours dispensé par plusieurs enseignants. 
1.1.1  S'assurer que le même plan de cours soit uti lisé pour un cours donné à plusieurs 
groupes d'étudiants, à la même session dans un même secteur. 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 
d'argumentation de la validité des inférences d'évaluation. Département 
Service de formation 
continue 
Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A2.1  L'échantillon des observations est représentatif de l'univers de généralisation 
1.2 Rechercher l'équivalence des évaluations par la concertation entre les professeurs d'un même 
département et entre les départements au sujet des modes et des instruments d'évaluation et à 
propos du degré d'exigence et des seuils de réussite. 
1.2.1  S'assurer que soit élaboré un examen commun pour l'éval uation finale un cours donné 
à plusieurs groupes d'étudiants, à la même session dans un même secteur. 
2. Élaborer des règles d'évaluation propres au  programme qui précisent comment la maîtrise de la 
compétence est évaluée pour obtenir la note de passage. 
2.1  Pondérer l'évaluation des apprentissages en fonction de la valem relative accordée aux objectifs 
d'apprentissage et aux compétences dans chaque coms dont il est responsable. 
2.2 Déterminer les modalités spécifiques de présentation des travaux et les exigences propres aux 
laboratoires et aux stages. 
3.  Élaborer un plan de cours cadre pour chacun des cours dont il est responsable. 
Le plan cadre présente les objectfft d'apprentissage et les contenus essentiels du cours. 
3.1  Transmettre les plans cadres aux professeurs. 
3.2 Établir et faire approuver par la direction des études les modalités d'analyse et d'approbation 
des plans de cours dont il est responsable. 
3.2.1  Approuver les plans de cours. 
3.2.2 Approuver les modifications des plans de cours en cours de session. 
3.2.3 Transmettre les plans de cours à la direction des études en faisant état de leur 
approbation. 
4. S'assurer que les activités et les instruments d'évaluation respectent les principes de la politique 
institutionnelle d'évaluation des apprentissages (PlEA), les modalités départementales d'évaluation des 
apprentissages et le plan cadre. 
S.  Valider, administrer et évaluer l'épreuve synthèse de programme. 
6. Se renseigner sur les besoins de perfectionnement ou de soutien en matière d'évaluation des 
apprentissages et planifier lui-même des activités de perfectionnement. 
6.1  Communiquer les besoins de perfectionnement ou de soutien en  matière d'évaluation des 
aDDrentissages à la Direction des études. 
1.  Offrir des services d'encadrement et de perfectionnement au  personnel enseignant pour les soutenir dans 
leurs oratiaues d'évaluation des aODrentissages. 
Note: les éléments cemés en gris sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 
d'argumentation de la validité des inférences d'évaluation. Comité de programme 
Direction des études 
Conunission des 
études 
Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A2.I L'échantillon des observations est représentatif de l'univers de généralisation 
TEtablir le contenùdës cours enïien avëèlesobjectifs et les standards du prograimne, dû domaine et des 
exigences du collège et du Ministère. 
2. S'assurer que les instruments et les méthodes d'évaluation de tous les cours sout conformes à la politique
 
institutionnelle d'évaluation des afilprentissages (PIEA), aux règles départementales d'évaluation des
 
a(mrentissage~;au programme et aux plans de cours cadre.
 
• 2.1  Sl~surer
  que les moyens d'évaluation spécifiés dans les plans de cours sont appropriés par 
,ffinport aux objectifs et aux standards du cours et du grggramme, 




•	 Exemple: L'épreuve synthèse tient compte des objectifs et des standards déterminés dans le 
programme ministériel, du profil de sortie et de la perspective d'équivalence intra-institutionnelle de 
l'évaluation et de la svnthèse. 




2. Approuver les modalités d'analyse et d'aeprobation de~plans
 de cours.  _
 
2,1  S'assurer de la coniomlité des plans de cours avec les objectifs. les standards el, s'il ya lieu, les
 
activités d'apll!.entissage établis pour cltacun des cours.  _
 
2.2 Conserver et rendre accessible pour consultation les plans de cours approuvés. 




4. Lors de l'attribution d'une dispense, d'une équivalence ou d'une substitution, élaborer et administrer lill
 
examen démontrant la maîtrise par l'étudiant de la compétence et des éléments de compétence prévus au
 
cours faisant l'obiet de la demande.
 
1. Donner son avis à la direction des études sur les modalités générales de l'épreuve synthèse de programme
 
et sur l'harmonisation des matioues d'évaluation dans l'ensemble des oro2:rammes.
 
Note: les éléments cernés en gris sont des élément,> spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 
d'argumentation de la validité des inférences d'évaluation. 1 
Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A2.2 L'échantillon des observations est suffisamment grand pour contrôler l'erreur aléatoire 
A2.2 L'échantillon des observations est sufnsamment uand pour contrôler l'erreur aléatoire. 
Professeur  1	  1.  Rédiger un plan de cours conforme à la politique institutionnelle d'évaluation des apprentissages (PIEA), 
aux règles départementales d'évaluation des apprentissages, au programme et au plan de cours cadre. 
1.1  Indiquer dans le plan de cours les activités d'évaluation sommative des apprentissages et leurs 
modalités: la nature des épreuves (travaux, examens ou autres) servant à l'établissement de la note 
finale, leur pondération, leur durée et la date prévue. 
2. Accomplir les tâches d'évaluation: fixer des objectifs, des standards et des critères d'évaluation; choisir 
et élaborer des instruments d'évaluation des a12Rrentissages des étudian_t.,..s.~~~
 
2.1  Attribuer une pondération suffisamment jmportante aux actjvités d'évaluation pour être 
significative de la maîtrise globale des éléments de compétences, de la ou des compétences visées 
LQar le cours.;....__ 
2.2 Répartir l'évaluation sommative sur plusieurs activités d'évaluation en cours de session. 
Département  1. S'assurer de la concertation des enseignants sur les objectifs, les contenus, les modes d'évaluation, les 
exigences et les seuils de réussite des cours et des programmes qui les concernent. 
1.1  Rechercher l'équivalence des évaluations par la concertation entre les professeurs d'un même 
département et entre les départements au sujet des modes et des instruments d'évaluation et à 
propos du degré d'exigence et des seuils de réussite. 
2.  Élaborer des règles d'évaluation propres au programme qui précisent comment la maîtrise de la 
compétence est évaluée flour obtenir la note de Rassage. 
3. Prescrire dans le plan ~re
  une  pondérntiOOs~ffisa'-m-m-e-n-t~i-m-p-o-r-tantedes activités d'évaluation pour être 
significative de la maîtrise globale des éléments de compétences, de la ou des compétences visées par le 
cours.  -
4. S'assurer que les activités et les instruments d'évaluation respectent les principes de la politique 
institutionnelle d'évaluation des apprentissages (PIEA), les modalités départementales d'évaluation des 
apprentissages et le plan cadre. 
5. Valider, administrer et évaluer l'épreuve synthèse de programme. 
6.  Se renseigner sur les besoins de perfectionnement ou de soutien en matière d'évaluation des 
apprentissages et planifier lui-même des activités de perfectionnement. 
6.1  Communiquer les besoins de perfectionnement ou de soutien en matière d'évaluation des 
apprentissages à la direction des études. 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 












Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A2.2 L'échantillon des observations est suffisamment grand pour contrôler l'erreur aléatoire 
1.  Offrir des services d'encadrement et de pelfectionnement au  personnel enseignant pour les soutenir dans 
leurs pratiques d'évaluation des apprentissages. 




1. Lors de l'attribution d'une dispense, d'une équivalence ou d'une substitution, élaborer et administrer un
 
examen démontrant la maîtrise par l'étudiant de la compétence et des éléments de compétence prévus au
 
cours faisant l'objet de la demande.
 




3. Approuver les modalités générales de l'épreuve synthèse de chaque programme conduisant au diplôme 
. d'études collégiales. 
1. Donner son avis à la direction des études sur les modalités générales de l'épreuve synthèse de programme 
et sur l'hannonisation des pratiques d'évaluation dans l'ensemble des programmes. 
Note; les éléments cernés en gris sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 
d'argumentation de la validité des inférences d'évaluation. [ 
Professeur 
Département 
Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A3.l Le score univers est lié au score cible 
Ill'  .A3.1 be score univers est lié au score Cible. 
1. S'impliquer et participer et  aux activités de concertation de programme. 
2. Planifier les activités ,d'apprentissage et d'évaluation en conformité avec la politique institutionnelle 
d'évaluation des apprentissages. (PIEA), les règles départementales d'évaluation des apprentissages. le 
-Rrogramme et le plan de cours cadre. 
2.1  Rédiger un plan de cours conforme à la politique institutionnelle d'évaluation des apprentissages 
(PIEA), aux règles dépmtementales d'évaluation des apprentissages, au programme et au plan de 
cours cadre 
2.1.1 Indiquer dans  l~
  plan de cours la place du couxs dans le programme d'etudes.  ,
2.1.2 Inclure au plan de cours une-bibliographie et des lectures çompJémen:taires.  au.~
  cours 
Qu'il  ~!l'§eigne.
  .. 
3. Accomplir les tâches d'évaluation: fixer des objectifs, des standards et des critères d'évaluation; choisir et
 
élaborer des instruments d'évaluation des ar.prentissa!Ses des étudiants.
 
3.1  Centret "éValuation sur les obJectifs du Qrogrammé. 
4. Justifier de la note accordée à l'évaluation par une rétroaction complète et détaillée. 
1.  S'assurer de la concertation des enseignants sur les objectifs, les contenus, les modes d'évaluation, les
 
exigences et les seuils de réussite des cours et des programmes qui les concement.
 
1 2. Participer à j'élaboratlon'des objectifs du programme.  ._-,_., 
1 2.1  S'assurer qlle les cours sont intéirés au programme et qu'ils contrjbuent à l'atteinte d~s
  objectif.') 
du.programme. 
3. Elaborer un plan de cours cadre pour chacun des cours dont il  est responsable.
 
Le plan cadre présente les liens entre ce cours et les autres cours du proRramme.
 
4. Pondérer l'évaluation des apprentissages en fonction de la valeur relative accordée aux objectifs
 
d'apprentissage et aux compétences dans chaque cours dont il est responsable.
 




•	 Exemple: Saufexception, la réussite d'un cours ne peut reposer uniquement sur la somme de 
réussites fragmentaires.  Chaque cours doit comporter une activité d'évaluation synthèse témoignant 
de l'atteinte de la ou des compétences. 
5. Valider, administrer et évaluer l'épreuve synthèse de programme. 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 












Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A3.1  Le score univers est lié au score cible 
6. Examiner les variations dans la distribütlon des soores des cours de même nature, d'un même cours 
dispensé par plusieurs professeurs OU des sections d'un même cours.  1 
1. Guider et assister les nouveaux professeurs dans la préparation et l'organisation des cours en accord avec 
les objectifs, les standards et les politiques du programme et du département.  1 
1. Développer les critères et les slandards d'évaluation pour le programme. 
~
  1.1  Détermin"ef les critères spécifiques àux compétences professionnelles du domaine.  1 
2. Recommander aux départements et à la Direction des études les mesures favorisant l'harmonisation des 
pratiques ct l'équivalence des évaluations pour tous les cours du programme.  1 
3. Assurer la concordance entre les éléments de la politique institutionn~l1e
 d'évaluation des 
apprentissages (PlEA), le développement de programme et les plans de cours.  1 
4. Assumer la responsabilité de l'élaboration de l'épreuve synthèse de programme et participer à son 
admjnistration. 
• Exemple: En lien avec le profil de sortie et laformationfondamentale. l'épreuve synthèse porte sur 
les compétences, les object!fs et les standards du programme d'études et non sur le contenu 
spécifique de chacun des cours du programme. 
• Exemple: L'épreuve synthèse tient compte des object!fs et des standards déterminés dans le 
programme ministériel, du profil de sortie et de la perspective d'équivalence intra-institutionnelle de 
l'évaluation et de la synthèse. 
1.  Réviser la politique institutionnelle d'évaluation des apprentissages (PlEA) 
1.1  Préciser dans la politique institutionnelle d'évaluation des apprentissages (PIEA) les éléments de 
formation qui doivent apparaître dans le  plan de cours et faire l'objet d'évaluation. 
2.  Elaborer la description du programme d'étude. 
2.1  Établir la liste des activités d'apprentissage pour chacun des programmes. 
3. Approuver les modalités générales de l'épreuve synthèse de chaque programme conduisant au diplôme 
d'études collégiales. 
4. Assurer l'administration de toute épreuve uniforme imposée par le ministre. 
5.  Lors de ('attribution d'une dispense, d'une équivalence ou d'une substitution, élaborer et administrer un 
examen démontrant la maîtrise par l'étudiant de la compétence et des éléments de compétence prévus au 
cours faisant l'objet de la demande. 
6.  Décrire les procédures par lesquelles les départemenls ou les programmes examinent les variations dans la 
distribution des scores des cours de même nature, d'un même cours dispensé par plusieurs professeurs ou des 
sections d'un même cours. 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 
d'argumentation de la validité des inférences d'évaluation. Registraire 
Commission des 
études 
Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A3.l Le score univers est lié au score cible 
j : Avant de recommander la graduation d'un étudiant au Ministère, vérifier si toutes les conditions de 
validation de l'argument interprétatif établies par le Ministère et par le conseil d'administration du collège 
It ont été rencontrées. 
1. Recommander à la direction des études les modifications qu'elle juge nécessaires à la politique
 
institutionnelle d'évaluation des apprentissages (PIEA).
 
2. Donner son avis à la direction des études sm les modalités générales de l'épreuve synthèse de programme 
et sur l'harmonisation des pratiques d'évaluation dans l'ensemble des programmes. 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 






Direction des études 
Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A3.2 Il n'y a pas d'erreur systématique qui soit susceptible de miner l'extrapolation 
AJ.2 D'n'y a pas d'erreur systématique qui soit susceptible de miner l'extrapolation.	  J 
1. Chercher à s'assurer que la performance ne soit pas biaisée par des compétences auxiliaires. 
•	 Exemple: S'assurer de posséder toute l'injormation nécessaire concernant les e.1;igences 
linguistiques selon lesquelles il sera évalué. 
•	 Exemple: Développer, durant ses études collégiales, les compétences linguistiques requises à son 
niveau d'études. 
1. Fournir aux étudiants les consignes de présentation des travaux. 
2. Détecter la source d'erreur systématique et référer l'étudiant éprouvant des difficultés vers une ressource 
d'aide appropriée. 
•	 Exemple: référer l'étudiant qui éprouve des difficultés en langue parlée et écrite au service d'aide en 
français du collèf?e. 
3. Adapter les activités d'évaluation aux besoins particuliers de certains groupes ou certains individus pour 
lesquels les activités d'évaluations planifiés pourraient constituer une source de biais systématique. 
1. S'assurer de la concertation des enseignants sur les objectifs, les contenus, les modes d'évaluation, les 
exigences et les seuils de réussite des cours et des programmes qui  les concernent. 
1.1  Rechercher l'équivalence des évaluations par la concertation entre les professeurs d'un même 
département et entre les départements au sujet des modes et des instruments d'évaluation et à propos 
du degré d'exigence et des seuils de réussite. 
2. Déterminer les modalités spécifiques de présentation des travaux et les exigences propres aux laboratoires 
et aux stages. 
3. Valider, administrer et évaluer l'épreuve synthèse de programme. 
1. Assumer la responsabilité de l'élaboration de l'épreuve synthèse de programme et participer à son 
administration. 
1. Réviser la politique institutionnelle d'évaluation des apprentissages (PIEA) 
1.1  Préciser dans la politique institutionnelle d'évaluation des apprentissages (PIEA) les éléments de 
fonnation qui doivent apparaître dans le plan de cow's et faire ('obiet d'évaluation. 
2. Consulter la commission des études au sujet des règles d'évaluation propres aux programmes et de leur 
approbation. 
3. Approuver les modalités générales de l'épreuve synthèse de chaque programme conduisant au diplôme 
d'études collégiales. 
Note: les éléments cernés en 6'fis sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 
d'argumentation de la validité des inférences d'évaluation. Direction des études 
Commission des 
études 
Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A3.2 Il n'y a pas d'erreur systématique qui soit susceptible de miner l'extrapolation 
4. Lors de l'attribution d'une dispense, d'une équivalence ou d'une substitution, élaborer et administrer un 
examen démontrant la maîtrise par l'étudiant de la compétence et des éléments de compétence prévus au cours 
faisant l'objet de la demande. 
5. Assurer l'administration de toute épreuve uniforme imposée par le ministre. 
1. Recommander à la direction des études les modifications qu'elle juge nécessaires à la politique 
institutionnelle d'évaluation des apprentissages (PrEA). 
2. Donner son avis à la direction des études sur les modalités générales de l'épreuve synthèse de programme et 
sur l'harmonisation des pratiques d'évaluation dans l'ensemble des programmes. 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 
d'argumentation de la validité des inférences d'évaluation. 1 
Professeur 
Département 
Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A4.1  Les implications associées au trait sont appropriées 
A4.1 ·Les implications associées au trait sont appropriées. 
1. Rédiger un plan de cours conforme à la politique institutionnelle d'évaluation des apprentissages (PIEA), 
aux règles départementales d'évaluation des apprentissages, au programme et au plan de cours cadre. 
1.1  Préciser dans le plan de cours les exceptions (conditions particulières pouvant affecter le résultat 
qui ne sont pas nécessairement reliées à la compétence dans le domaine cible). 
•	 Exemple: un objectifd'apprentissage a préséance sur les autres objectifi d'apprentissage en 
raison de son importance par rapport au domaine cible et s'il n'est paç maîtrisé, il peut à lui 
seul entraîner un échec. 
•	 Exemple: intégrer aux objectifi de chacun de ses cours des objectifi d'ordre linguistique: 
maîtrise du vocabulaire, compréhension de textes écrits, communication verbale et écrite. 
• Exemple: indiquer dans le plan de cours les modalités de participation au cours et les 
conséquences de l'absence aux activités d'apprentissage et d'évaluation sur la notation. 
•	 Exemple: indiquer dans le plan de cours les conséquences du plagiat et de la tricherie sur la 
notation. 
1.2 Indiquer dans le plan de cours la pondération des activités d'évaluation. 
2. Justifier de  la note accordée à l'évaluation par une rétroaction complète et détaillée. 
1.  S'assurer de la concertation des professeurs sur les compétences auxiliaires et sur les implications associées 
à ces compétences. 
2. Préciser dans les règles départementales les exceptions aux conditions palticulières pouvant affecter le 
résultat qui ne sont pas nécessairement reliées à la compétence dans le domaine cible. 
•	 Exemple: Spécifier les cours ou les types de travaux ou d'examens dans  lesquels l'él'alualion du 
français écril esl inapplicable. 
3.  Pondérer l'évaluation des apprentissages en fonction de la valeur relative accordée aux objectifs 
d'apprentissage et aux compétences dans chaque cours dont il est responsable. 
•	 Exemple: Saufexception, la réussde d'un cours nepeut reposer uniquement sur la somme de 
réussites fragmentaires.  Chaque cours doit comporter une activité d'évaluation synthèse témoignant 
de l'atteinte de la ou des compétences. 
•	 Exemple: Déterminer un pourcentage maximal de la note totale que peut valoir une activité 
d'évaluation. 
4. Valider, administrer et évaluer l'épreuve synthèse de programme. 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 
d'argumentation de la validité des inférences d'évaluation. Comité de 
programme 
Direction des études 
Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A4.1  Les implications associées au trait sont appropriées 
1. Assurer la définition du profil de sortié de l'étudiant inscrit dans ce programme. 
2. Assumer la responsabilité de l'élaboration de l'épreuve synthèse de programme et participer à son 
administration. 
•	 Exemple: En lien avec le profil de sortie et la formation fondamentale, l'épreuve synthèse porte sur 
les compétences, les objectifs et les standards du programme d'études el non sur le contenu 
spécifique de chacun des cours du programme. 
l. Réviser ~litique
  institutionnelle d'évaluation des aeprentissages (pŒA.l.,)~__-=~~~__~__ 
1.1  Préciser dans la politique institutionnelle d'évaluation de.s apprentissages.(PlEA) les exceptions 
(conditions particulières pouvant affecter le résultat qui ne sont pas nécessairement reliées à la 
compétence dans le domaine cible) 
•	 Exemple: un objectifd'apprentissage a préséance sur les autres objectifS d'apprentissage en 
raison de son importance par rapport (lU domaine cible el s'i! n~t
  pas maflrisé, il peul à lui 
seul entraîner un échec. 
• Exemple: la langue écrite peut être considérée comme une compé-Ience a/-lXiliaire qui doit 
nécessairement être maitrisée pour que la compétence dans le domaine dble soit entièremellt 
atteinte. 
•	 Exemple: la présentation matérielle des écrits est considérée comme une compétenc, 
au..üliaire qui doit nécessairement être maîtrisée pour que la compétence dans le domaine 
cible puisse être évaluée. 
•	 Exemple: l'absence aux activités d'apprentissage et d'évaluation peut emrainerle retrait du 
droit de l'étudiant d'être évalué el conséquemment l'échec éventuel, et ce, quel què" ..<oit le 
niveau de compétence de l'étudiant dans le domaine cible. 
•	 Exemple: la remise d'un travail incomplet ou le retard dans la remise d'un travail peuvent 
entraÎT1er l'échec, et ce, quel que soit le niveau de compétence de l'étudiant dans le domaine 
cible. 
• Exemple: le plagiat et fa tricherie peuvent entraÎner l'échec, et ce, quel que soille niveau de 
compétence de l'étudiant dans le domaine cible. 
2. Elaborer la description du programme d'étude. 
2.1  Établir la liste des activités d'apprentissage pour chacun des programmes. 
3. Approuver les modalités générales de l'épreuve synthèse de chaque programme conduisant au diplôme 
d'études collégiales. 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 
d'argumentation de la validité des inférences d'évaluation. 
1 Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A4.l Les implications associées au trait sont appropriées 
Direction des études  4. Assurer l'administration de toute épreuve w1Îforme imposée par le ministre. 
5. Lors de l'attribution d'une dispense, d'une équivalence ou d'une substitution, élaborer et administrer un 
examen démontrant la maîtrise par l'étudiant de la compétence et des éléments de compétence prévus au cours 
faisant l'objet de la demande. 
•	 Exemple: pour les cours touchés par une épreuve un(forme du ministre, la direction des études ne 
peut accorder une dispense,  une équivalence ou une substitution que dans la mesure où l'étudiant 
réussit un examen qui démontre sa maîtrise de la compéfenceef des éléments de compétence prévus 
à ce cours. 
Commission des  1. Recommander à la direction des études les modifications qu'elle juge nécessaires à la politique
 
études  institutionnelle d'évaluation des apprentissages (PŒA).
 
Conseil  1.  Etablir une liste des conditions devant être rencontrées pour vaUder l'argument interprétatif.
 
d'administration  • Exemple: l'étudiant a réussi fous les cours OU tous les objectifs du programme.
 
•	 Exemple: l'étudiant 4 réU5f>'U
i4preuve ~ynthès,e
  de programme. 
•	 Exemple: "étudiant a réussi, le cas échéant les épréî(v~'
  imposé(f.S par le tiiit)iSlre  dal1.~
  des 
disciplines- de laforma(iol1 glmerale (ex:  : Épreuve uniforme de français. EnlJlish Exil Examillationj 
r 1.1  ~ecommand~rau
  rWp.istre de  déc~m.~l'
  un dipfÔme d'etudes collégiales,à un étudiant. 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 
d'argumentation de la validité des inférences d'évaluation. Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A4.2 Les propriétés des scores observés supportent les implications associées avec l'étiquette du trait 
A4.2 Les  .ro  riétés des scores observés su  ortent les im  lications associées avec l'éti  uette dl) trait.  1 
Professeur  1. Justifier de la note accordée à l'évaluation par une rétroaction complète et détaillée. 
Département  1. Etablir les modalités d'évaluation spécifiques et préciser les standards de réussite pour chacun des cours  1 
dont il est responsable. 
•	 Exemple: La note de passage est de 60 %.  Cette note traduit l'atteinte minimale des objectifs et des 
standards visés par le cours. 
t. l Choisir entre une pondération plus importante de l'évaluation finale ou une répartition 
équivalente de la pondération des différentes activités d'évaluation? 
•  Exemple J : Chaque cours comprend une évaluation finale dont la pondération est d'au moins 
30 points de la note totale du cours. Si la pondération de l'évaluation finale est inférieure à 
30 points de la note totale du cours, l'étudiant doit obtenir la note de passage à cette 
évaluation finale pour réussir le cours. 
•  Exemple Il: la pondération de l'examen final ne doit pas excéder 25% de la note totale d'un 
cours. 
2. Pondérer l'évaluation des apprentissages en fonction de la valeur relative accordée aux objectifs 
d'apprentissage et aux compétences dans chaque cours dont il est responsable. 
•	 Exemple: Saufexception, la réussite d'un cours ne peut reposer uniquementsur la somme de 
réussites fragmentaires.  Chaque cours doit comporter une activité d'évaluation synthèse témoignant 
de l'atteinte de la ou des compétences. 
•	 Exemple: Déterminer un pourcentage maximal de la note totale que peut valoir une activité 
d'évaluation. 
3. Concevoir, valider, administrer et évaluer l'épreuve synthèse de programme. 
Comité de  Il. Assumer la responsabilité de l'élaboration de l'épreuve synthèse de programme et participer à son 
programme  administration. 
• Exemple: En lien avec le profil de sortie et laformationfondamentale, l'épreuve synthèse porte sur 
les compétences, les objectifs et les standards du programme d'études et non sur le contenu 
spécifique de chacun des cours du programme. 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 
d'argumentation de la validité des inférences d'évaluation. Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A4.2 Les propriétés des scores observés supportent les implications associées avec l'étiquette du trait 
Direction des  1.  Réviser la politique institutionnelle d'évaluation des aRprentissa!?-eûPIEA) 
études  1.1  Préciser dans la politique institutionnelle d'évaluation des apprentissages (PIEA) les scores et 
mentions pouvant figurer au bulletin d'études collégiales. 
•	 J:.xemple: Après la passation de l'épreuve sYnThèse, la mention "réus<5ite" ou "échec" paraîtra 
au bul/elin d'étudèS collégiales de l'étudiant. 
•	 Exemple: le seol'e associé.à une réussile élant " RE ".  les propriétés du :score supportent les 
implications liés aufait que l'étudiant satisfait aux exigences de Fépreuve uniforme d, 
français Ou pour l'épreuve sYnThèse de programme. 
•	 Exemple: le score associé à l'échec étant" EC ",  les propriétés du score détnontrènt que 
l'étudiant a terminé un cours avec une note inférieure à la note de passage. 
•	 Exemple: le score associé à l'équivalence étant" EQ ".  les propriétés du score démontrent 
qu'il s'agit d'une équivalence et donc supportent les implications liées aufait qu'il s'agit d'une 
équivalence. 
•	 Exemple: le score associé à un cOllrs incomplet étanT" IN /',  les propriétés du score 
supportent les implications liées aufait qu'if s'agit d'un cours non complété. 
•	 Exemple: le score associé à la substitution étant" SU ",  les propriétés du score démontrent 
qu'il s'agit d'une substitution et donc supportent les implications liées aufait qu'il s'agit d'une 
substitution. 
•	 Exemple: le score associé à un objectifatteint étant" OA  ",  les propriétés du score 
démontrent qu'il s'agit d'un objectifatteint et donc supportent les implications liées aufait 
que l'objectifa été atteint. 
•	 Exemple: le score associé à un objecliftechniquement alleint étant" OT ",  les propriétés du 
score démontrent qu'il s'agit d'un objectifatteint cl la suite d'une substitl#ion. d'une 
équivalence ou d'une dispense et donc supportent les implications liées aufait que l'objectifa 
été atteint. 
•	 Suggestion: accorder une mention particulière au relevé de note en cas d'abandon, par 
exemole "EA =échec oar abandon". 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argwnent qui ne se répètent dans aucun autre argument de la structure 
d'argumentation de la validité des inférences d'évaluation. ~-~----
Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A4.2 Les propriétés des scores observés supportent les implications associées avec l'étiquette du trait 
Direction des  1.2 Préciser dans la politique institutionnelle d'é.valuatien des apprentissages (PlEA) les exceptions à 
études  la notation. 
•	 Exemple: Aucun point ne peut être attribué pour la seule présence au cours, ni être retiré 
pour la seule absence aux cours. 
•	 Exemple: Une pondération maximale de 10% peut être allribuée à la qualité de /a langue. 
Dans les cours où la correction linguistiquefait partie des objectifç d'apprentissage, la 
pondération.pour la maîtrise de la lql1gue écrite e(J}Çlr,lée.peut être supéri<ÇI![e èt. lO%. 
2. Approuver les modalités générales de l'épreuve synthèse de chaque programme conduisant au diplôme 
d'études collégiales. 
3. Assurer l'administration de toute épreuve uniforme imposée par le ministre. 
4. Lors de l'attribution d'une dispense, d'une équivalence ou d'une substitution, élaborer et administrer un 
examen démontrant la maîtrise par l'étudiant de la compétence et des éléments de compétence prévus au cours 
faisant l'objet de la demande. 
•	 Exemple: pour les cours touchés par une épreuve uniforme du ministre, la direction des études ne 
peut accorder une dispense,  une équivalence ou une substitution que dans la mesure où l'étudiant 
réussit un examen qui démontre sa maîtrise de la compétence el des éléments de compétence prévus à 
ce cours. 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 
d'argumentation de la validité des inférences d'évaluation. Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
AS.l L'ensemble des arguments est respecté de façon à ce que chacune des inférences considérées de façon individuelle soit 
convaincante 
AS.l L'ensemblé des argument,;,s est respecté de façon à ce que cqacune deiiiif€rences considérées de fa,çqn;illdIViduelle" soit 
1  éohvai)lê-ante. 
Département  1. S'assurer que les pratiques d'évaluation sont confonnes à ]a politique institut.iolllelle d'évaluation des  " 
appr~ntissages
  (PIEA). 
Comité de  1. Lorsque le comité de programme est avisé du non respeCt de la politique institutionnelle d'évaluation des 
programme  apprentissages (PlEA) par un étudiant ou un  membre du personnel, prendre les mesures nécessaires pour 
découvrir les faits et, 51 nçcessairc, corriger la situation. 
Direction des études  1.  Etablir un portrait s.tatist,lque de l'évaluation des apprentissages po,Ur chaque département ou programme et 
de l'application de chaque argument de validité à la fin de chaque année. 
Commission des  1. Vérifier que les inodaUtés.départemèntales d'évaluation de...:; apprentissages sont conformes à la politique 
études  institutioT)nelle d'é'va1uatibn ,des apprentissages (PLEA). 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 




Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A5.2 Les processus d'apprentissage et d'évaluation sont connus des acteurs 
AS.2 Les processus d'apprentïssa2e et d'évaluation sont connus desaçteurs.	  ..  -y.,".  _ ... 
1. Prendre connaissance de la politique institutionnelle d'évaluation des apprentissages (PIEA) et des
 
modalités et des règles d'évaluation propres au cours et au programme d'études.
 
•	 Exemple: S'assurer de posséder toute l'information nécessaire concernant les exigences 
linguistiques selon lesquelles il sera évalué. 
2. Prendre connaissance du plan de cours. 








5. Assurer un suivi personnel de ses apprentissages, de ses résultats et de son cheminement scolaire. 
15.1  Ajuster sa démarche d'apprentissage en utilisant les rétroactions obtenues et les résultat,s de ses 
évaluations. 
5.2 Au besoin, rechercher de l'aide auprès des services et du personnel du collège. 
1.  Planifier les activités d'apprentissage et d'évaluation de façon à préparer progressivement l'étudiant à
 
l'épreuve synthèse de programme et à l'atteinte des objectifs du cours et du prof...rramme.
 
2.  Informer l'étudiant sur le programme, sur les activités d'apprentissage et sur les modes d'évaluation des 
~QlJr~ag~
  .. """"... 
2.1  Rédiger un  plan de cours conforme à la politique institutionnelle d'évaluation des apprentissages 
(PIEA), aux règles départementales d'évaluation des apprentissages, au programme et au plan de 
cours cadre. 
2.1.1  Indiquer dans le plan de cours les standards de performance requis pour réussir le 
co~
  J 
2.1.2 Indiquer dans le plan de cours les principales règles d'évaluation des apprentissages 
ainsi que les moyens d'accès à l'information complète concernant la politique institutionnelle 
d'évaluation des apprentissages (PIEA) et les modalités départementales d'évaluation des 
apprentissages. 
•	 Exemple: indiquer dans le plan de cours les conséquences du plagiat et de la 
tricherie sur la notation. 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 
d'argumentation de la validité des inférences d'évaluation. 
1 Professeur 
Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A5.2 Les processus d'apprentissage et d'évaluation sont connus des acteurs 
2.1.2.1 Indiquer dans le plan de cours les modalités de participation au cours et les 
conséquences de l'absence aux activités d'apprentissage et d'évaluation sur la 
notation. 
2.1.3'·Tt\l)Iîtiuer dmis le plan de cours les méthOdes pédagogiques utilisées et le déroulement 
des activites.  . 
2!J;4 Irtdiquer dans le plan de cours tes  aç~ivités
  d'évaluation sommative des apprentissages 
et leurs modalités: la nature des ép'reuve~
  (travaux, examenS ou autres) servant à 
l'établissement de la note finale, leur pondération. leur durée et la date prévue.  ----. 
2.1.4.1  Indiquer dans le plan de cours les dates dé remise des travaux, des rapports de 
laboratoires et des examens ainsi' que le nmnbre d'activités d'évaluation des 
apprentissages. 
•	 Exemple: aviser les étuâittrllS au moins deux semaines<& l'avance de la tenue 
de foute évaluation don' IÇl pondératio'n ej(è'ède J% de la note globale du 
qours. 
2.1.5 Remettre le plan de cours à l'étudiant au débl:lt du cours.  --. 
2.1.5.1 Négocier avec les étudiants tout changement aU''plan'"de coUts en cours de 
session et les en informer Dar écrit. 





".  Exemple: s'assurer que l'étudiant comprenne ce que  constitue le plagiat dans le cadre du cours et
 
,  les_conséQuences de cette oratiQue.
 
•	 Exemple: indiquer dans le plan de cours les conséquences du plagiat et de la tricherie sur la 
notation. 
"3.1  Indiquer dans le plan de cours les standards de performance requis pour réussir Le  ~ours
 . 
.3.2 Pournir·à. tavance tes critères d'évaltlationà l'étudiant. 
4. Informer l'étudiant SUt son proce$.Sus d'apprentissage et sur le développement et l'acquisition des
 
compétences propres à son programme.
 
•  E:œmple: au moyen de l'évaluationformative. de notes partielle!>', d'auto-évaluations ou de 
1  coévaluations, etc. 
4.1  lnfonner l'étudiant desR,rocessus d'évaluation emQloyés et des résultats de l'évaluation. 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argument qui ne se répètent dans aucun autre argument de la structure 
d'argumentation de la validité des inférences d'évaluation. Moyens pour chercher à assurer la validité des inférences d'évaluation des apprentissages 
A5.2 Les processus d'apprentissage et d'évaluation sont connus des acteurs 
Professeur￿  4.1.1  Communiquer à l'étudiant les résultats des activités d'évartiaüon dans un délai￿ 
raisonnable.￿ 
•￿  Exemple: un maximum de deux semaines après l'évaluation pour les les/s. les infras 
et les courts travaux et un maximilln de trois semaines pour Les travaux longs. 
4.1.2 En cas d'échec, poser un diagnostic pour évaluer les lacunes de l'étudiant et ainsi 
assurer sa préparation à une prochaine évaluation ou à une reprise. 
4.1.3 Justifier de la note accordée à l'évaluatiol1 par une rétroaction complête et détailiée. 
-:r.2Donner de façon continue de la rétroaction à l'étudiant sur l'évolution de ses apprentissages. 
4.2.1 Justifier de la note accordée à l'évaluation par une rétroaction comQlète et détaillée. 
14.2.2 Fournir à l'étudiant une estimation de ses chances de réussite........ :-:- 1￿ 
Département￿  1. Elaborer un QIan de cours cadre QOur chacun des cours dont il est responsable. 
~ plan cadre présente les étapes de l'apprentissage et les approches péd3cgogiques SUggéré~
 
1.2 Le plan cadre présente les modalités d'évaluation incluant l'épreuve finale ou ce qui en tient lieu. 
2.  Prévoir des procédures de gestion de conflits en lien avec la politique institutionnelle d'évaluation des 
apprentissages (PlEA).  1 
Direction des études  1. Réviser la r:lOlitique institutionnelle d'évaluation des a12prentissa~(PIEA)
  _ _ 
~préciser
  dans la politique institutionnelle d'évaluation des apprentissages (PIEA) les droits et 
responsabilités de tous les intervenants dans le processus d'évaluation des apprentissages. 
2. Veiller à la diffusion de la politique institutionnelle d'évaluation des apprentissages (PIEA) auprès des 
étudiants. des professeurs et du personnel concerné ainsi qu'auprès des individus et organismes intéressés à 
l'extérieur du collège. 
3. Elaborer la description du programme d'étude. 
3.1  Fournir la description du programme d'étude et la grille des cours à l'étudiant. 
4. Informer l'étudiant sur le programme, sur les conditions à la graduation, sur les exigences des universités et 
du marché du travail. 
5. Mettre en place et diffuser un calendrier des évaluations pour l'ensemble du collège. 
6. Remettre à l'étudiant un bulletin de mi-session et un bulletin de fin de session.  1 
Conseil  1. Attester auprès des élèves, du public, du Ministre et de la Commission d'évaluation de l'enseignement 
d'adm in istration  collégial de la qualité, de l'équité et de l'équivalence des évaluations des apprentissages est un moyen pour le￿ 
conseil d'administration de chercher à s'assurer que les processus d'évaluation sont connus et acceptés des￿ 
acteurs.￿ 
Note: les éléments cernés en gris sont des éléments spécifiques à cet argument qui ne se répètcnt dans aucun autre argument de la structure 
d'argumentation de  la validité des inférences d'évaluation. 