Closed formulas are derived for the field in the focal region of a diffraction limited lens, such that the electric field component in a given direction at the focal point is larger than that of all other focused fields with the same power in the entrance pupil of the lens. Furthermore, closed formulas are derived for the corresponding optimum field distribution in the lens pupil. Focused fields with maximum longitudinal or maximum transverse are considered in detail. The latter field is similar, but not identical, to the focused linearly polarized plane wave.
I. INTRODUCTION
When a linearly polarized plane wave is focused by a diffraction-limited lens, the intensity distribution in the focal plane is in the scalar theory the well-known Airy pattern. However, when the lens has high numerical aperture, the rotation of polarization must be accounted for and the vector diffraction theory of Ignatowsky [1] , [2] and Richards and Wolf [3] , [4] has to be applied to obtain the field distribution in the focal region. We then get three electric and three magnetic field components in the focal region. When the beam in the lens aperture is uniformly linearly polarized plane wave, the dominant electric field component in the focal region is found to be parallel to the polarization direction of the incident plane wave. But, as the numerical aperture increases, the maximum value of the longitudinal component of the electric field in the focal plane becomes quite substantial, although it vanishes at the focal point itself.
An appropriately shaped focused spot is essential in many applications such as optical recording, photolithography and microscopy. Furthermore, a field in focus with maximum electric component in a specific direction is important for manipulating single molecules and particles, and in materials processing [5] , [6] , [7] , [8] , [9] . The focused wavefront can be tailored by setting a proper amplitude, phase and polarization distributions in the pupil of the focusing lens. Nowadays it is possible to realize almost any complex transmission function in the pupil plane, using for example liquid crystal-based devices [10] , [11] , [12] , [13] , [14] .
The optimization of focused fields has been studied by other authors.
In this paper, we maximize a specified component of the electric field in the focal point of a diffraction limited lens. First we consider fields in free space or in homogeneous matter, without taking into account the way these fields are realized, in particular without considering the lens. We merely suppose that, with respect to a cartesian coordinate system (x, y, z), the fields considered consist of plane waves propagating in the positive z-direction and have wave vectors with angles with the positive z-axis that do not exceed a specific maximum angle, i.e., the numerical aperture of the plane waves is restricted. The optimization problem is then to find the complex plane wave amplitudes such that, for a given direction in space and for given mean flow of electromagnetic power through a plane z=constant, the amplitude at some point (chosen at the origin) of the electric field component that is parallel to the chosen direction is larger than that of any other field for the same numerical aperture and the same mean total power flow. We shall derive closed formulas for the plane wave amplitudes of the optimum field.
The solutions of the optimization problems for the field propagating in homogeneous space is rigorous results since they are derived from Maxwell's equations without any further assumptions. Next we will consider the realization of the optimum field using a diffraction limited lens with the origin as focal point. By using the vector diffraction theory of Ignatowksy and Richards and Wolf, closed expressions for the optimum pupil distributions will be derived, which after focussing give the optimum field component in the focal point of the lens. In contrast with the solution in terms of the plane wave expansion, the formulas for the optimum pupil fields are approximate since they are based on the vector diffraction theory which is an approximate theory that is valid for lenses of which the focal distance and the pupil radius are many wavelengths.
When one considers the focussing by a lens it is obvious that the plane wave expansion in image space has finite numerical aperture of that of the lens: NA = n sin α max , where n is the refractive index in image space and α max is half the top angle of the cone with top the focal point and base the pupil. But also when one would consider only waves in free space without a focussing lens, there is a good reason to restrict the fields to finite numerical aperture, in that case in particular to NA = n. In fact, when NA > n a part of the evanescent waves are taken into account in the expansion. One can then construct fields with a given power which have arbitrary large components. The evanescent waves do not contribute to the total power and hence one can increase their amplitudes by any desired amount to achieve arbitrarily high local fields. Stated differently, by constructing suitable time-harmonic source distributions that emit singular fields with finite power flow, one can achieve arbitrary large field components by approaching these source distributions. At small distances to the sources the evanescent waves play of course a major role.
Among the directions for the optimized electric field component, two are of particular interest, namely the directions parallel and perpendicular to the optical z-axis. These directions are also called the longitudinal and transverse directions. The field with maximum longitudinal component has been discussed in [15] , but without derivation. In this paper details of the derivation are provided and the optimization problem is generalized to arbitrary directions of the electric field vector.
As was announced in [15] , the pupil field that when focused gives maximum longitudinal component, is radially polarized. This means that in all points of the lens pupil, the electric field is linearly polarized with the electric field pointing in the radial direction. Furthermore, the electric fields in all points of the pupil are in phase and the electric field amplitudes are rotationally symmetric. The amplitude of the electric pupil field vanishes at the center of the pupil and is a monotonically increasing function of the radial coordinate. The shape of this function depends on the numerical aperture.
It was noted by several authors [16] , [17] , [18] , [19] that when a radially polarized beam is focused, the distribution of the longitudinal component can be considerably narrower than the focussed spot obtained by focusing a linearly polarized plane wave. With the development of a new generation of photoresists [20] , it is possible to control the photosensitive material in such a way that it will react to only one of the polarization components of the electric field. Materials with molecules having fixed absorption dipole moments have been applied in [6] to be able to probe field components individually. When this component is the longitudinal component, a tighter spot can thus be obtained than with the classical Airy pattern.
Often the amplitude distribution of the radially polarized beam in the pupil plane is chosen to be a doughnut shape or a ring mask function [17] . But these distributions do not give the maximum possible longitudinal electric field component in focus for given power and its amplitude as a function of the radial pupil coordinate differs from the optimum function derived in the present paper.
The other case of particular interest is the optimization of the transverse electric field vector. Since the optical system is assumed to be rotationally symmetric around the optical axis, we may choose this direction parallel to the x-axis. The solution of the optimization problem is then the field for which the amplitude of the x-component of the electric field in the focal point is maximum for the given numerical aperture and the given total power flow. We will show that the corresponding pupil field is linearly polarized with direction of polarization predominantly, although not exactly, parallel to the x-axis. Therefore, the focused optimum field is similar to the vectorial Airy pattern of a focused linearly polarized plane wave, although it is not identical to it.
The paper is organized as follows. In Section 2, we will formulate the optimization problem and we will prove that the optimization problem has one and only one solution.
In Section 3, we will apply the Lagrange multiplier rule to obtain closed formulas for the plane wave amplitudes of the optimum field and for the optimum field distributions near focus. In Section 4, we will study the optimum fields in the focal region, in particular their mean energy flow. Then, in Section 5, we apply the vector diffraction theory of Ignatowsky, Richards and Wolf to derive the electric field distribution in the pupil of the lens that, when focussed, yields the maximum field component in the focal region.
II. FORMULATION OF THE OPTIMIZATION PROBLEM FOR ARBITRARY ELECTRIC FIELD COMPONENT
We begin with some notations. Consider a time-harmonic electromagnetic field in a homogeneous unbounded medium with real refractive index n (i.e., the material does not absorb electromagnetic radiation of the given frequency):
where ω > 0. As stated in the Introduction, the lens is first not considered in the optimization problem. It is merely assumed that, with respect to the cartesian coordinate system (x, y, z) with unit vectorsx,ŷ andẑ, the electromagnetic field (1), (2) has numerical aperture NA ≤ n and that the plane wave vectors have positive z-component:
where k = (k x , k y , k z ) with
with k 0 = ω √ ǫ 0 µ 0 = 2π/λ 0 where λ 0 is the wavelength in vacuum, and where NA = n sin α max with α max the maximum angle that the wave vectors make with the positive zdirection. If NA = n we have α max = π/2 and the plane wave spectrum then consists of all homogeneous plane waves that propagate in the non-negative z-direction (there are no evanescent waves in the expansion). When NA < n, the cone of allowed wave vectors has top angle α max = arcsin(NA/n) < 90 o . Because the electric field is free of divergence we have that
We shall use spherical coordinates in reciprocal k-space: k = sin α cos βx + sin α sin βŷ + cos αẑ,
α = cos α cos βx + cos α sin βŷ − sin αẑ,
where 0 ≤ α ≤ α max and 0 ≤ β < 2π are the polar and azimuthal angles, respectively.
Conversely, we havex = sin α cos βk + cos α cos βα − sin ββ,
y = sin α sin βk + cos α sin βα + cos ββ,
Note that {k,α,β} is a positively oriented orthonormal basis:
Furthermore, k = k 0 nk and the Jacobian of the transformation (α, β) → (k x , k y ) is:
so that
Because of (6) we have:
for some functions A α and A β . Then, using (13) :
The plane wave expansion can thus be written as
Theα-component is parallel to the plane through the wave vector and the z-axis, whereas theβ-component is perpendicular to this plane. Letv = v xx + v yŷ + v zẑ be a real unit vector. We consider the projection of the electric field at the origin at time t = 0 on the direction ofv:
where
We will consider E(0) ·v as a (linear) functional of A = A αα + A ββ , which for brevity we will denote by F (A). Hence,
Next, we calculate the total mean flow of power through a plane z =constant. The total mean power flow is obtained by integrating the normal component of the vector (1/2)Re S over the plane z = constant, where S = E × H * is the complex Poynting vector. By using Plancherel's formula, the integral of Re S over this plane can be written as an integral over k x and k y :
where we used that k is real and A(k x , k y ) · k = 0. The total time-averaged flow of energy in the positive z-direction through the plane z = constant is given by the z-component of (24):
This is independent of the plane z = constant, as should be in a medium without losses.
The quantity F (A) = E(0) ·v is the complex electric field component in the direction of v at time t = 0. Without restricting the generality we may assume that F (A) is real. If it were not real, a time shift could be applied to make it real. Hence we may assume that
The optimization problem is to find the plane wave amplitudes A = A αα +A ββ for which the electric field component at the origin 0 that is parallel to the direction ofv is larger than for any other field with the same mean power flow through a plane z = constant and the same numerical aperture. To formulate this problem mathematically, we introduce the space H of plane wave amplitudes A = A αα + A ββ which have finite mean flow of power through the planes z = constant:
and we define H 0 as the subspace of H consisting of all A which satisfy (26). Then H is a Hilbert space with scalar product
and H 0 is a closed subspace of H. Note that the constraint (26) means that Im(A) is perpendicular to the vector fieldv/ cos α in the space H, i.e. Im(A) is perpendicular tô v/ cos α in the sense of scalar product (28).
Define the quadratic functional
which is the mean power flowing through a plane z = constant for fields with plane wave amplitudes A = A αα + A ββ . Then the optimization problem is to find, for given P 0 > 0, the solution of ( * ) max
For any solution of problem (*) the equality P (A) = P 0 holds, because otherwise A could be multiplied by the number (P 0 /P (A)) 1/2 > 1 and this would increase the value of F without violating the constraint on the energy. Hence it does not matter whether we impose the equality constraint P (A) = P 0 or the inequality constraint P (A) ≤ P 0 on the mean flow of energy.
It is not completely obvious that problem (*) has a unique solution since it is posed in a linear space H 0 of infinite dimension. However, there is a functional analytic theorem which states that a continuous real linear functional attains its supremum on a sphere in a Hilbert space and that the solution is unique [21] . Since the functional F is linear, real and continuous with respect to the norm on H, and since the feasible set of problem (*) is a sphere in H 0 , this theorem applies to our problem. Hence the optimization problem has a unique solution. In the next section we shall compute the solution.
III. OPTIMUM PLANE WAVE AMPLITUDES
Since F is a linear functional, the Fréchet derivative of F at A in the direction of B is simply F (B), i.e.
The Fréchet derivative of the quadratic functional P (A) is:
According to the Lagrange multiplier rule for inequality constraints (also known as KuhnTucker's theorem) [22] , there exists a Lagrange multiplier Λ ≥ 0 such that, if A is the optimum field, we have:
and
In the previous section we have shown that P (A) = P 0 , therefore the last equation does not
give new information. By substituting (30) and (31) into the Lagrange multiplier rule, we
Because B satisfies (26), it follows that in the first integral we may replace B α and B β by B * α and B * β , respectively. Hence,
This is equivalent to
for all B in H 0 , i.e. for all B for which
Choose first B α and B β real. Then (37) is obviously satisfied and (36) implies:
Re(A β ) = 1 Λn
By substituting this in (36) it follows that
for all B α , B β that satisfy (37). This can be stated alternatively by saying that if B =
Im(A α )α + Im(A β )β (perpendicular means here of course with respect to scalar product (28)). We conclude that Im(
for some constant C. We shall now show that C = 0. By substitution of (41) and (42) into (26) we get
If C = 0, then we must have
Use the expressions (21), (22) We thus conclude that the plane wave amplitudes of the optimum field are given by
A β = 1 Λn
The Lagrange multiplier Λ can be determined by substituting (45) and (46) into P (A) = P 0 and then using (21), (22) . We find
It follows from P (A) = P 0 and Λ ≥ 0, that
Herewith the derivation of the plane waves amplitudes of the optimum field is complete.
The maximum of the field component at the origin, i.e. of F , is:
where we used (47) and (49).
IV. THE OPTIMUM ELECTROMAGNETIC FIELD
The electric field amplitudes of the plane waves of the optimum field are given by
If we write the right-hand side of (51) as the product of a matrix and the vector v on the cartesian basisx,ŷ,ẑ, we get
We shall use cylindrical coordinates ̺, ϕ, z for the point of observation r. There holds
and the unit vectorsφ,̺ are defined bŷ ̺ = cos ϕx + sin ϕŷ,
Then k · r = k 0 n(x sin α cos β + y sin α sin β + z cos α)
The optimum electric field in a point r with cylindrical coordinates ̺, ϕ, z is then:
Furthermore, the magnetic field amplitudes of the plane waves are (19) :
Hence, on the cartesian basis
The optimum magnetic field is thus
The integrals over β can be computed with the following formulas [23] 2π 0
for m = 0, 1, 2, . . .. Hence,
2π 0 e iζ cos(β−ϕ) cos β sin β dβ = −πJ 2 (ζ) sin(2ϕ).
By using the notation
the electric and magnetic fields can be expressed on the cartesian basis as:
Alternative concise expressions are obtained when the electric field, the magnetic field and the vector v are all written on the local cylindrical unit basis {̺,φ,ẑ} (attached to the point of observation r = ̺̺ + zẑ):
The time averaged Poynting vector of the optimum field is
with
2 )(g
Re
Im −2g
2 )(g 0,2
V. OPTIMUM FIELD DISTRIBUTIONS
We will consider now in more detail subsequently fields obtained by optimizing the longitudinal, the transverse and an intermediate component.
A. Optimum longitudinal component
In this case:v =ẑ.
Then (68) and (70) become:
Since g 1,2
1 (0, 0) = 0, the electric field in the origin is parallel to the z-axis, hence it is purely longitudinal in the origin. In the z = 0-plane the functions g ν,µ ℓ are real and therefore (76) implies that the polarization ellipse of the electric field in that plane has minor and major axis parallel to the̺-andẑ-axis (which is the major and which the minor axis depends on the relative values of g 1 (̺, 0)). In the z = 0-plane, the phase of E z is ±π whereas the other electric field components have phase ±π/2. The magnetic field is everywhere parallel toφ, i.e. it is azimuthal. In Fig. 1 the normalized distribution |E z (x, y, 0)| 2 of the optimum field with maximum longitudinal component for NA/n = 0.5 in the z = 0-plane, is compared to the normalized total electric energy density: Cross-sections along the short and long axes are shown in Fig. 4 for both NA/n = 0.5
and NA/n = 0.9. To compare the shapes the maxima of all cross-sections are rescaled to
It is seen that the longitudinal component has smaller FWHM (Full Width at Half
Maximum) but also higher secondary maxima.
The FWHM of the optimum longitudinal component is for NA/n = 1 almost identical to that of the longitudinal component in [18] , obtained by focusing a radially polarized beam using a ring mask function (with radius 90% of the total pupil). However, the side lobes are higher at the cost of the central maximum compared to our longitudinal component. This is of course not surprising because the longitudinal component in [18] was not optimized for a high maximum on the optical axis.
In 
Because J 1 (0) = 0:
It thus follows from (76) that along the optical axis the electric field is parallel to the z-axis
and that the modulus of the field is symmetric with respect to the focal plane. Furthermore,
We define the focal depth of the optimum longitudinal component as the distance ∆z to the focal plane for which the ratio |g 
For the focused linearly polarized plane wave, the electric energy density on the optical axis is given by (A40):
In the origin we have (A41):
The energy density on the optical axis is again symmetric around the focal plane and the focal depth is the distance ∆z A such that Eqs. ( 72), (73) and (74) imply
The ϕ-component of the Poynting vector thus vanishes and the Poynting vector is independent of the angle ϕ. In the (z = 0-)plane the energy flows in the z-direction. In Fig. 8 Poynting vector is independent of the angular coordinate ϕ.
B. Optimum transverse component
We choose the transverse component parallel to the x-axis:
i.e. the x-component of the electric field in the origin is optimized. On the local basis (attached to the point of observation) of cylindrical coordinates ̺, ϕ, z we have: v ̺ = cos ϕ, (68), (66) and (70) imply that the optimum electromagnetic field becomes: The squared amplitudes of the electric field components and the electric energy density in the z = 0-plane are shown in Figs. 9 and 10 when NA/n = 0.9. These field components are very similar to the components of the focused x-polarized plane wave for the same NA/n.
In Fig. 11 cross-sections along the x-and y-axes of |E x | 2 for the maximum transverse field are the focused linearly polarized plane wave pattern are compared for NA/n = 0.9. The maxima of all functions are normalized to 1. Along the y-axis, the E x -spot of the optimized transverse field is slightly narrower than for the Airy spot, but has also higher secondary maxima. It can be shown that, just as for the focused x-polarized plane wave, E x of the optimized field is widest along the x-axis. In Fig. 12 the FWHM as function of NA/n of The optimized electric field at the focal point is pointing in the x-direction and is given by
Formulas for the field distributions of the focused x-polarized plane wave are derived in the Appendix. For a power given by (A30), the x-component of the electric field in focus is given by (A41). Hence if the power is P 0 we have for the focused x-polarized plane wave:
The ratio of (93) is shown in Fig. 13 as function of NA/n = sin α max . For NA → 0 the ratio becomes 1, while for NA/n → 1 it becomes 15/(8 √ 3) = 1.0825. Hence, the optimized field can have more than 8% higher amplitude E x than the x-polarized Airy spot of the same power.
C. Intermediate case
Without restricting the generality, we may assume that the vector v is in the (x, z)-plane,
i.e. v y = 0. It is then convenient to write the optimum focused electric and magnetic field on the orthonormal basis with unit vectorsv,ŷ andv ×ŷ. We havê
and thereforex Hence, (65) and (66) 
Because g ν,µ ℓ (0, z) = 0 when ℓ ≥ 1, it follows that on the optical axis: ̺ = 0, we have
while the magnetic field vanishes there. It follows in particular that the electric field in the origin ̺ = z = 0 is parallel tov only when v is perpendicular to the optical axis (v z = 0, transverse case) or parallel to it (v x = 0 longitudinal case). In all other cases the projection of the electric field at the origin on the plane perpendicular tov is nonzero.
The v-component of the electric field is
In particular, since the functions g ν,µ ℓ are all real for z = 0, we find for the squared modulus of the v-component in the z = 0-plane:
2 )v 2 + 2(g
where all g ν,µ l are evaluated at ̺ and z = 0. If ϑ v is the angle between the vectorv and the positive z-axis, we have
In Figs In Table 1 the maxima of the indicated field components in the focal plane are listed for the optimum fields corresponding to NA/n = 0.9 for several choices of ϑ v . In all cases the total flow of power in the pupil of the lens is 1 W.
Eqn. (102) is a quadratic function of cos 2 ϕ and since the coefficient of cos 4 ϕ is nonnegative, it follows that, for every ̺, the maximum is attained when cos 2 ϕ = 1, i.e. when ϕ = 0 and when ϕ = π. To obtain a useful measure of the spot size, we average (102) over 0 < ϕ < 2π:
where we used 1 2π
The FWHM in the z = 0-plane is then defined as the value 2̺ 0 such that
In Figs 
VI. THE OPTIMUM FIELD IN THE LENS PUPIL
The optimum fields in the z = 0-plane can be obtained by focusing appropriate pupil distributions. We derive these pupil distributions in this section, using the vector diffraction theory of Ignatowksy and Richards and Wolf. This theory is based on 1. Debye's approximation which expresses the plane wave amplitudes in image space to the field vectors in the entrance pupil, and 2. the Abbe's sine condition to guarantee conservation of energy.
Consider a beam that is incident on the pupil of a diffraction limited lens with numerical aperture NA. The electric field in the pupil is given by
where x p and y p are cartesian coordinates in the lens pupil, which are parallel to the x-and y-coordinates of the cartesian system (x, y, z) in the focal region, and ϕ p and ̺ p are polar coordinates in the pupil:
with unit vectors̺
According to the theory of Ignatowsky [1] , [2] and Richards and Wolf [3] , [4] the field in the pupil of the lens and the amplitude of the plane waves in the focal plane are related by
where f is the focal distance of the lens and R(k) is a matrix which rotates the electric field in the pupil plane in the direction perpendicular to the wave vector k = k 0 n(sin α cos βk + where ̺ p , ϕ p and α, β are related by (116) and (117). By substituting the expressions for the optimum plane wave coordinates (45), (46):
we find
where v ̺ , v ϕ are the components of the vector v on the polar basis̺ p ,φ p in the pupil. It is seen that the optimum electric field in the pupil is linearly polarized with direction of polarization and amplitude that depend on the radial coordinate only.
In the case of the maximum longitudinal component: 
The pupil field is always linearly polarized, with direction of polarization that varies with the pupil point. The phase of the field is the same in all points of the pupil. In Fig. 20 
is shown. The reason is that the power in the pupil is proportional to the following integral over the normalized radial pupil coordinate:
It is seen that for higher NA/n the electric energy density is more concentrated near the rim of the pupil. But even for NA/n = 0.9, the energy density is smoothly varying inside the pupil. Hence it seems quite possible to realize these pupil fields using appropriately programmed spatial light modulators. It may be important in some applications to realize the radially increasing amplitude without absorbing a substantial part of the light. This could be done with optical elements which refract energy close to the axis towards the rim of the pupil.
VII. DISCUSSION
We have studied fields which, with respect to some cartesian coordinate system (x, y, z), consist of plane waves that all propagate in the positive z-direction in a homogeneous isotropic lossless medium with refractive index n. The sinus of the maximum angle between the plane wave vectors and the z-axis is the numerical aperture of the plane wave superposition. Letv be a unit vector. For givenv, given NA and given mean power flow in the positive z-direction, we have determined closed formulas for the plane wave amplitudes for which the projection of the electric field in the direction ofv in the origin is larger or equal than that of all fields with the same NA and the same maximum power flow. Closed formulae have been derived for the plane wave amplitudes. By choosingv parallel to the z-axis, we get the field for which the amplitude of the longitudinal component is maximum. The width of this longitudinal component is considerably smaller than that of the Airy spot for the same power and the same NA. By choosing v perpendicular to the z-axis, along the x-axis say, we obtain the field for which the amplitude of the x-component of the electric field in the origin is maximum. This field is similar to the field of a focused linearly polarized plane, but it is not identical to it. Also for directions ofv that are intermediate between longitudinal and transverse, the optimum fields were studied. In particular the FWHM of the components in the plane z = 0 where compared for several values of the numerical aperture.
By using the vectorial diffraction theory of Ignatowsky and Richards and Wolf, the field distributions in the pupil of a diffraction limited lens of given NA was derived such that the focused are the previously discussed fields for which the projection of the electric field along thev-direction is maximum in the focal point. Closed formulas were obtained. Whenv is chosen equal to the unit vector along the z axis, the pupil field is radially polarized. When v is parallel to the x-direction, the pupil field is almost identical to that of a plane wave that is polarized parallel to the x-direction. In general, the pupil fields that yield the optimum fields near the focal plane, are linearly polarized and in phase in all points of the pupil. But the state of polarization and the amplitude varies with position in the pupil. 
