We present here a procedure to characterize focus behavior on a first generation prototype 193-nm scanner using phaseshift focus monitors, which clearly identifies the influence of full field dynamic effects and that of the wafer topography and flatness. These results are used to correct the systematic errors due to incorrect tool set-up and show that proposed procedure has capability to identify focus errors and on this basis to construct a focus budget for all components: reticle, wafer, tool. We also present results using a new focus monitor based on phase gratings, which is more sensitive than the traditional phase-shift focus monitor.
INTRODUCTION
As the dimensions of devices shrink, the numerical aperture of the lithography scanners increases and the actinic wavelength decreases. This leads to a reduction of the useable depth of focus for lithography printing, as is illustrated in Figure 1 . In this graph, the imaging depth of focus is calculated using the Rayleigh criterion and is plotted against time, assuming that the CD will follow the ITRS Roadmap 1 for DRAM half-pitch and that ArF, In order to maintain process capability, one needs to be able to characterize the distribution of focus errors produced by the scanner with high sensitivity and good repeatability. 2, 3 In particular, one would like to identify systematic errors associated with the tool or the process used in order to correct them and minimize their contribution to the focus budget. Many different methods can be used to evaluate focus errors at the image plane of a lithography tool. We describe here just a few of the most popular methods that use resist as a detector. For instance, using a focus matrix on a wafer, one can determine best focus setting by identifying at which focus offset the smallest features appear in resist 4 , or by measuring the latent image contrast as a function of focus offset 5 . Other more empirical techniques based on the visual observation of dot arrays through focus can be used. 6 Using a focus-exposure matrix (FEM), one can also generate a family of curves representing linewidth change through focus, which is called a Bossung plot. 7 From these plots, the best focus and depth of focus can be estimated for different type of features. Finally, the use of phase-shift masks, introduced in 1993 by Brunner 8, 9 , provides a means for inferring focus errors from changes in the position of target patterns imaged in the resist.
In section 2, we describe two of the techniques that were used to monitor the focus error distribution on our tools, the phase-shift focus monitor (PSFM) and the phase-grating focus monitor (PGFM), which is a new monitor with significant higher sensitivity than the usual PSFM. In section 3, we use these focus monitors to measure and identify the various sources of focus errors and show how the analyzed data can be used to minimize some of the contributions.
MEASUREMENT TECHNIQUES

Phase-Shift Focus Monitor™ (PSFM)
The focus monitor patterns that we used for the present study 10 are shown schematically in Figure 2 . The basic operating principle of this test is that the aerial image of a line with a 90º-phase patch on one of its side tends to move toward this patch when there is a positive defocus and away from it for negative defocus. When the lines and phase patches are arranged so as to form concentric boxes, any focus error is translated into an alignment error that can be measured with an overlay measurement tool. A plot of the measured overlay as a function of programmed defocus is then used to quantitatively evaluate any focus errors. Sample calibration curves, for features oriented horizontally and vertically, are plotted in Figure 3 below. These curves were obtained by imaging boxes made of 160-nm lines on a 193-nm scanner, with a pupil fill factor of σ = 0.321. The two curves cross the abscissa at a programmed defocus value of about + 200 nm, indicating that the best-focus image of these lines is obtained at a focus setting of + 200 nm. The slope of the calibration curve in Fig. 3 , is 7.14 nm defocus/nm overlay. Since there are 7 columns of PSFM marks across the slit and 11 marks along the scan direction for each column, a total of 77 measurements can be made across the scanned image field, resulting in 77 slope measurements. The set of slope measurements has a distribution across the field that is presented in Figure 4 . This slope distribution is fairly uniform across the scanned field and has a standard deviation of 4 to 5 %. Note that this distribution includes all contributions from the reticle, the scanner and the wafer. In the analyses presented below in Section 3, we use an average slope value to determine how focus errors were distributed across the scanned image field and across the entire wafer.
Phase-grating focus monitor (PGFM)
The phase-grating focus monitor is based on the same idea of converting focus errors into alignment errors and measuring them with an overlay measurement tool. However, the isolated lines with the large 90º phase patches used for the PSFM are replaced with phase gratings, introduced by Nomura 11 , which generate the equivalent of a two-beam interferometer inside the lens and are very sensitive to focus errors. The patterns used for the focus measurements are depicted in Figure 5 . A calibration curve of the PGFM is plotted in Figure 6 . This curve was obtained by imaging boxes composed of 500-nm pitch gratings on the same 193-nm scanner as that used for Fig. 3 , also with a pupil fill factor of σ=0.321. The average slope of the calibration curves across the field for these conditions is 3.03 nm defocus/nm overlay, which is more than twice as sensitive to focus errors than the PSFM. The range over which the calibration curve is linear is smaller than that of the PSFM. However, the PGFM is more sensitive and thus better suited to the measurement of tighter focus distributions so that the reduced linearity range is not a concern. The slope distribution was also fairly uniform across the field, with a standard deviation of σ ~ 8%. Most of the observed slope variation on the prototype tool, was due to field dynamic set up. When this test was done again on a newer generation-production type machine, the distribution of slopes improved by almost 50% and resulting standard deviation was less than 5 %. 
Experimental conditions
For the experiments reported in this paper, we used a first generation, prototype ArF step-and-scan tool, with a numerical aperture of NA = 0.63. The illumination was set at σ = 0.321. We used PAR707 resist on an AR19 anti-reflective coating, and the dose used was 11.4 mJ/cm -700 -500 -300 -100 100 300 500 Programmed Defocus (nm)
RESULTS AND ANALYSIS
In this section we present the characterization results from this tool and evaluate how the results can be used to correct for focus-related scanning errors and level sensing problems. Note that the level sensing errors could be directly influenced by wafer flatness and by the setting of wafer map and dice locations. Preliminary results from newest generation, production-type, step-and-scan tool are briefly discussed. We also present an analysis of the influence of the wafer topography on the focus errors. Finally, we examine differences in the results obtained with PSFM and PGFM patterns.
Whole wafer focus distribution
In order to evaluate the typical distribution of full focus errors on production wafers, we exposed the PSFM reticle at constant focus on 31 fields measuring 27 mm × 33 mm. A contour map of the focal plane deviation, as defined by FPD = (z x + z y )/2 is plotted in Figure 7 , where z x(y) is the focus offset determined from the x(y) component of the PSFM pattern offset. Note larger focus deviations at the lower edges of the wafer where the fields were only partially situated on the wafer. The distribution of focus errors measured on this wafer is presented in Figure 8 . The standard deviation of this distribution is σ = 84 nm. Since the distribution of focus displays a non-Gaussian shape, it is likely that systematic errors contribute a sizeable fraction of the total range. Figure 8 -Distribution of all focus errors measured using a constantfocus exposure. The data is the same as that presented in Figure 7 . Note the non-Gaussian shape of the distribution, which indicates the presence of systematic errors. The standard deviation calculated from this data is σ = 84 nm. In order to evaluate the importance of these systematic errors, we examine next the focus distribution across the average field.
Systematic errors -average field
For each position within the image field, we averaged the data from all fields of a constant-focus wafer. The results are presented in Figure 9 . The largest contribution come from defocus errors in scan direction, as can be seen in Fig. 9(b) . Based on these data, we adjusted the reticle stage to correct linear and quadratic errors, in order to minimize the large focus non-uniformity along the scan direction. The results in Figure 10 illustrate well the improvement that was achieved. Results plotted in Fig. 10 also illustrate the capability of the proposed procedure to improve focus characteristics across field and across wafer. The data for an entire wafer exposed at a fixed focus is plotted as a function of the position along the image slit and along the scanning axis. The impact on the total FPD distribution across the wafer is also reported below in Figure 12 Moreover, initial results from the last generation production tool indicate significant improvements of the focus characteristics along scan as can be seen in Figure 11 . Data collected from 31 fields across a fixed wafer are plotted as a function of slit position ( Fig.11(a) ) and scan position (Fig.11(b) ). 
Systematic errors -field to field
From the FPD contour map shown in Figure 7 , we could tell that there were large errors at the edge of the field. These errors can be traced back to fields being partially exposed and unexpected scan directions (i.e. from the outside to the inside of the wafer) used on some of the edge dice for these exposures. This means that the level sensors for setting the focus z and the tilt could not be completely used for these dice and settings from adjacent dice were used instead. By modifying the job we got rid of most of the dice where the level sensors could not be used; only two remained instead of six. The contour maps of FPD for the original case and the optimised case are compared in Figure 12(a) and 12(b) . These results show a significant improvement in the total FPD when the optimised settings, as determined by the focus monitor, are used. When both settings for levelling and tilt of the reticle stage are optimised, the total focus error is reduced by a factor of about two compared to the original settings (Figure 12(c) ). 
Wafer flatness contribution and residual errors
Next, we tried to quantify the contribution of wafer flatness to the total FPD distribution across a printed wafer. For this purpose, we used wafers of different flatness quality and measured how the range of FPD varied across these wafers. The wafer flatness was first characterized by a capacitive gauge sensor with a 4-mm head and the range of deviation from the best plane over multiple areas of 25 mm × 25 mm was reported for each of these areas. The sum of the mean value and of three times the standard deviation (mean + 3σ) for all fields on a wafer was then used to describe the flatness of that wafer.
The results are presented in Figure 13 . These results are from using production wafers exposed on the first generation prototype ArF scanner. The red circles correspond to 6σ value of the raw distribution of FPD for each wafer, as measured with the PSFM, and the blue circles represent the 6σ value of the distribution of FPD after correcting for systematic errors such as tilt along the slit and along the scan. One can see that the wafer flatness could contribute up to 40% to the total distribution of focus errors unless the wafer flatness is smaller than about 200 nm. Also, we can conclude from this analysis that the residual errors for this tool contribute between 200 and 250 nm to the total focus distribution across entire wafer. 
Differences between PSFM and PGFM results
Finally, it is worthwhile pointing out some of the differences that could be observed in the analysis of the PSFM and PGFM data. Comparing Figs.3 and 6, one may note the intercept of the calibration curves with the abscissa (zero offset line) is different. The PSFM indicates that the best focus is at z = 200 nm, while PGFM predicts best focus at z = 100 nm. This can be explained in the way the image-spectrum of these features fill up the lens pupil which means different response with the tool aberrations. This is illustrated in Figure 14 , where the spectrum of the PSFM and PGFM features, as projected in the pupil plane, are plotted along with a phase error curve corresponding to spherical aberrations. On the left, the energy projected by the PSFM feature is spread out more evenly through the pupil, while the PGFM (on the right) produces a sharp peak at about two thirds of the NA. We characterized the aberration levels on the tool being tested here and found significant levels of spherical aberrations. 12 Using the measured aberration values, we predicted the focus offset between the PSFM and PGFM features to be 100 nm, as was measured here. In addition, because the aberrations are not constant across the field on this tool, different FPD tilt values are observed with the PSFM and PGFM. 
CONCLUSION
We have shown clearly that phase-shift focus monitors can be used to determine focus characteristics, to optimize lithography tools and thus keep processes under control. We were also able to measure the influence of the wafer flatness on the focus errors and infer the magnitude of the residual focus errors on a 193-nm step-and-scan tool. Wafer flatness can account for more than 25% of the total focus errors across the wafer. We did not directly study here the impact of focus errors due to reticle flatness, which could also contribute up to 20% of the total range of errors.
We presented a new monitor, PGFM, based on phase-grating patterns, which is more sensitive to focus errors than the standard PSFM. This new monitor was implemented successfully to evaluate the performance of the ArF tool. This type of improvement in the sensitivity of focus monitors will be particularly useful over time, as focus control needs to improve when tools have smaller and smaller depths of focus. In order to achieve such tight focus budgets with high NA scanners, we will need tight requirements for wafer flatness (better than 200 nm) and for reticle flatness (better than 0.5 µm).
