Abstract. Let K be a convex pentagon in the plane and let K 1 be the pentagon bounded by the diagonals of K. It has been conjectured that the maximum of the ratio between the areas of K 1 and K is reached when K is an affine regular pentagon. In this paper we prove this conjecture. We also show that for polygons with at least six vertices the trivial answers are the best possible.
The Problem
Given K = A 1 A 2 . . . A n , a convex polygon with n vertices with n ≥ 5, we draw the short diagonals A 1 A 3 , A 2 A 4 , . . . , A n−2 A n , A n−1 A 1 , A n A 2 . A new convex n-gon, K 1 = B 1 B 2 . . . B n is created inside K, where B i is the intersection point of A i−1 A i+1 and A i A i+2 for all 1 ≤ i ≤ n as shown in figure 1 . 2 Mathematics Department, Hofstra University, Hempstead, NY 11549, dan.p.ismailescu@hofstra.edu. 3 Taft School, Watertown, CT 06795, stefankim@taftschool.edu. 4 Choate Rosemary Hall, Wallingford, CT 06492, alee21@choate.edu.
Obviously, for every K, the ratio between the area of K 1 and the area of K lies in the interval (0, 1), but can we do better? The somewhat surprising answer is that, with one notable exception, the answer is no! Let us first introduce several notations. The area of any polygon will be denoted by the symbol ∆. That is, the area of the polygon K is denoted as ∆(K) or ∆(A 1 A 2 . . . A n ). We make the convention to list the vertices of any simple polygon in counterclockwise order.
A peripheral triangle of K is a triangle formed by three consecutive vertices of K. In other words every triangle of the form A k A k+1 A k+2 with 1 ≤ k ≤ n is such a triangle. A marginal triangle of K is any triangle of the form A k A k+1 B k+1 ; these triangles are colored in figure 1.
We denote the sum of the areas of the peripheral triangles by Ω(K), and the sum of the areas of all the marginal triangles by Ψ(K) that is, Since clearly ∆(A k A k+1 A k+2 ) > ∆(A k A k+1 B k+1 ) it follows that
We can now prove our first result. It is easy to see that the polygon K 1 lies within the boundaries of the convex polygon obtained by removing vertices A 2 and A 4 from K. It follows that ∆(K 1 ) ≤ 2 . On the other hand, by
Next, we proceed to proving the second part. Let 0 < and assume first that n = 2m is even.
Recall that n ≥ 6 and therefore m ≥ 3. Start by considering a regular m-gon inscribed in a circle of unit radius (the red points), then rotate it by an angle of /20 to obtain the blue points, as in figure 2(b). Let K be the convex n-gon whose vertices are the blue and the red points.
One can bound the area of every peripheral triangle of K as follows
and therefore Ω(K) ≤ /n. Using now (2) we have that
where the last inequality is equivalent to ∆(K) > 1/n which is obviously true. For n = 2m + 1 odd, the same construction works; place the additional vertex close to one of the existing m pairs of points. Since neither the area of K, nor the area of K 1 change by much, the conclusion remains valid.
The theorem above solves the problem in all cases but one: how large can the ratio
be when K is a pentagon? This innocent looking problem remained unsolved despite the fact that quite a few established researchers expressed interest in solving it.
In this paper we answer this question in the following Theorem 1.2. Let K be a convex pentagon and let K 1 be the pentagon formed by the diagonals of K. Then
with equality if and only if K is an affine regular pentagon.
Prior attempts
The result in Theorem 1.2 "feels" true and was conjectured in [4] where several contributors suggested various lines of attack. Below we describe three such strategies.
The first approach is via cartesian coordinates: this looks quite tempting since one can fix three vertices of the pentagon at say (0, 0), (1, 0) and (0, 1). This simplifying assumption is possible due to the fact that the problem is affine invariant. The problem becomes an optimization in four variables -the coordinates of the remaining two vertices. The drawback is that since one has to take convexity into account, there are several side inequalities that make the analysis of the resulting optimization problem rather difficult.
The second technique assumes that the vertices of the initial pentagon lie on a circle. Indeed, the five vertices of K determine a unique ellipse, and after an appropriate affine transformation we may assume that this ellipse is in fact a circle.
This technique handles nicely the convexity restrictions but then one can fix the coordinates of only one vertex of K, say A(1, 0), while the coordinates of the remaining four points will be of the form (cos t i , sin t i ), for 0 < t 1 < t 2 < t 3 < t 4 < 2π.
In the end, we are still left with four variables, the side restriction 0 < t 1 < t 2 < t 3 < t 4 < 2π and a bunch of trigonometric functions. While these can be eliminated via the substitution cos t = (u 2 − 1)/(u 2 + 1), and sin t = 2u/(u 2 + 1) where u = cot t 2
, the expressions for the areas of both K and K 1 will become complicated rational functions of u 1 , u 2 , u 3 , and u 4 . Moreover, since cotangent is decreasing on (0, π) we have the side constraint u 1 > u 2 > u 3 > u 4 .
The third method was suggested by Elkies and it employs Gauss' pentagonal formula [6] .
Given a convex pentagon K = ABCDE, denote the areas of the peripheral triangles of K by
, and σ 5 = ∆(EAB).
Gauss' pentagonal formula states that ∆(K), the area of the pentagon is the larger root of the quadratic equation
Elkies' idea is to express both ∆(K) and ∆(K 1 ) in terms of the variables σ i , 1 ≤ i ≤ 5. Of course, after an eventual scaling, one can set σ 1 = 1, so the problem still depends on four variables.
The appeal of this method is that one eventually wants to show that the extremal value for the ratio ∆(K 1 )/∆(K) is attained when all the peripheral triangles have the same area, as this is a necessary and sufficient condition for the pentagon to be affine regular. Moreover, there are no side conditions to worry about as the variables σ i are independent of each other.
The downside of this method is that the expressions of ∆(K) and especially ∆(K 1 ) are rather complicated as they contain radicals. This is just an immediate consequence of Gauss' pentagonal formula above. By the time one eliminates the radicals, the resulting expression becomes a polynomial of large degree, and again quite difficult to handle.
While all the above approaches failed to produce a proof, there is a lot to be learned from them as we have to deal with two competing goals. On one hand, convexity has to come into play at some point. This means that one way or another, there are going to be some constraints; the simpler they are the better. On the other hand, the objective function ∆(K 1 )/∆(K) has to have a rather manageable form.
It is clear that this is an optimization problem in four variables with several side conditions,
and not an easy one. The key to solving this problem is in choosing the right variables. This is what we are going to do in the following section.
The Setup
Throughout the remainder of the paper we use the outer product of two vectors to express areas. This operation, also known as exterior product, or wedge product is defined as follows.
For any two vectors v = (a, b) and u = (c, d) let the outer product of v and u be given by
The outer product represents the signed area of the triangle determined by the vectors v and u, where the ± sign depends on whether the angle between v and u -measured in the counterclockwise direction from v towards u -is smaller than or greater than 180
• .
The following properties of the outer product are simple consequences of the definition:
• anti-commutativity: v ∧ u = −u ∧ v and in particular v ∧ v = 0.
• linearity: (αv + βu) ∧ w = αv ∧ w + βu ∧ w.
Let K = ABCDE be an arbitrary convex pentagon. After an eventual relabeling of the vertices we may assume that
that is, we assume that ABC is the peripheral triangle of largest area.
Denote the intersection of AD and CE by O. Then define
After an appropriate scaling, we may assume that v 1 ∧ v 2 = ∆(AOC) = 1.
Since E, O, and C are collinear and D, O, and A are collinear, we can write figure 3 ).
Using the triangle rule, we obtain that
We know that every vector in the plane can be written as a linear combination of any two independent vectors. Set − − → OB = v 3 = cv 1 + dv 2 -refer again to figure 3. We also know that
After similar calculations, we can write the areas of various triangles in the pentagon ABCDE in terms of the positive constants a, b, c, d as shown below:
We can now compute the total area of the pentagon.
Next, we compute the areas of the peripheral triangles of the pentagon.
Using now assumption (6) we have ∆(ABC) ≥ ∆(BCD) from which c + d − 1 ≥ a − ad + c and finally after simplifying we obtain that d ≥ 1.
which eventually gives that c ≥ 1. These two simple inequalities will play a major role in the sequel. We list them below for easy future reference.
Observation 3.1. With the notations introduced above and using (6) it follows that
Recall the notation (1) introduced in the first section. It follows that sec(π/5) = (
We record this observation for future reference. It remains to see how ∆(K 1 ) looks in terms of these variables. Before doing that we prove a result that is going to be needed later.
Lemma 3.3. For every convex pentagon K we have that Ω(K) < 2∆(K). The constant 2 cannot be replaced by a smaller one.
Proof. Let us first prove a slightly weaker inequality. Every vertex of the pentagon K is incident to exactly two non-overlapping peripheral triangles. Obviously, the sum of the areas of these two triangles is smaller than the area of the pentagon. Averaging these inequalities over all five vertices it follows that Ω(K) < 2.5∆(K). To see that 2.5 can be replaced by 2 it is enough to compare relations (7) and (10). Indeed, we have
Finally, let us show that 2 is the best possible constant. For some x > 0, take a = b = x and c = d = 1. Then, conditions (11) are satisfied, so K is a convex pentagon. But then using (7) and (10) again we have that
and this ratio can be arbitrarily close to 2 if x is large enough.
In this section we compute the areas of the marginal triangles of the pentagon ABCDE.
According to figure 4, these are ABM , BCN , CDO, DEP and EAQ. Since the technique is the same in all five cases we are going to present the details just for the first marginal triangle.
We are going to refer often to figure 3 
Multiplying both sides by (av 1 + v 3 ) and using the properties of the outer product we obtain
which after expanding gives
Using now that ∆(ABM ) = −→ AB ∧ − − → AM we finally obtain that
The areas of the remaining four marginal triangles are computed in a similar fashion. We omit the straightforward calculations, but list all five expressions for easy future reference. Combining now relations (1), (11), (7) and (12) we restate Theorem 1.2 in an equivalent purely algebraic form. The reason for this substitution is that in the extremal case we have a = b = (
that is, x = y = 1 and therefore the expressions are going to be simpler. Second, we clear the denominators of the left hand term in (13) and further we multiply this term by (7 + 3 √ 5)/8.
This operation reduces the complexity of the coefficients of the resulting polynomial.
After these operations, Theorem 1.2 becomes equivalent to the following
, and let f (c, d, x, y) be the four-variable polynomial given below.
Then f (c, d, x, y) ≥ 0 with equality if and only if c = d = x = y = 1.
The first reaction when seeing f (c, d, x, y) is that it is a really horrible expression. At a second thought, it is not that bad. In particular, we will be able to express f (c, d, x, y) as a sum of terms of the following form
with coefficients p J ≥ 0 for every choice of J = (i 1 , i 2 , i 3 , i 4 , i 5 , i 6 , i 7 , i 8 , i 9 , i 10 , i 11 , i 12 , i 13 , i 14 ) .
Here i k are nonnegative integers for all 1 ≤ k ≤ 14. Moreover, for any choice of J we will have i 5 + i 6 + . . . + i 13 + i 14 ≤ 1, that is, at most one of the last 10 factors will appear in any particular term. As a result, we were able to write f (c, d, x, y) as follows
where Q 0 , Q 5 , Q 6 , . . . Q 14 are polynomials in c − 1, d − 1, x and y all whose coefficients are positive. These polynomials were obtained by identifying the coefficients of similar monomials on both sides of (15) and then locating a nonnegative solution of the resulting linear system. We used the symbolic algebra software Maple to perform these calculations. In addition, Q k (c, d, x, y) = Q k (d, c, y, x) for k ∈ {0, 11, 12, 13, 14}. We list these polynomials below.
Q 10 = (20
It is straightforward to check that all the coefficients appearing in the polynomials This completes the proof of the main theorem.
A generalization attempt
Given K = A 1 A 2 . . . A n a convex polygon with n vertices, n ≥ 3, and a fixed 0 < r ≤ 1, consider the point B k on the edge A k+1 A k+2 such that A k+1 B k /A k+1 A k+2 = r. Consider the n-gon, K r , bounded by the segments A k B k -see figure 5 . Until now we studied the case r = 1. The question again is, for a fixed n, to find the range of the ratio ∆(K r )/∆(K), where K is an n-sided convex polygon.
If K is a triangle, it is known that This can be derived from a more general formula of Routh [7] who proved that if three cevians divide the side of the triangle T in the ratio r, s and t, they bound a triangle T whose area is given by and this is optimal. In their proof, they use cartesian coordinates and fix three of the vertices of K at (0, 0), (1, 0) and (0, 1). We have a simpler proof that uses the outer product approach.
Not surprisingly, for general r nothing is known for n ≥ 5. We make two observations.
One one hand, it is easy to see that ∆(K r ) ≥ ∆(K 1 ) since the former polygon contains the latter. Hence, the best upper bound for ∆(K r )/∆(K) is the trivial one.
On the other hand, the lower bound situation is more interesting as for small enough r, the ratio ∆(K r )/∆(K) is bounded away from 0. We have the following result Theorem 5.1. For all n ≥ 5 and every 0 < r < 1/2 we have that
Proof. From figure 5 we can see that
But in Lemma 3.3 we showed that Ω(K) < 2∆(K) if K is a pentagon; the inequality holds for all convex n-gons. For instance, if K is a hexagon is it clear that the set of peripheral triangles can be partitioned into two classes, such that no two triangles within the same class have interior common points. This implies that ∆(K r ) + 2r∆(K) > ∆(K), from which (20) follows.
The problem of determining the range of ∆(K r )/∆(K) for fixed r in (0, 1) and K a pentagon is probably a very difficult one. One additional reason for expecting this is that numerical experiments suggest that if r < 0.88 then the maximum of ∆(K r )/∆(K) is no longer reached for the case of the affine regular pentagon.
