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KAM Theorem for Gevrey Hamiltonians
G. Popov
Abstract
We consider Gevrey perturbations H of a completely integrable Gevrey Hamiltonian H0.
Given a Cantor set Ωκ defined by a Diophantine condition, we find a family of KAM invariant
tori of H with frequencies ω ∈ Ωκ which is Gevrey smooth in a Whitney sense. Moreover, we
obtain a symplectic Gevrey normal form of the Hamiltonian in a neighborhood of the union
Λ of the invariant tori. This leads to effective stability of the quasiperiodic motion near Λ.
1 KAM theorem for Gevrey Hamiltonians
Let D0 be a bounded domain in Rn, and Tn = Rn/2piZn, n ≥ 2. We consider a class of real
valued Gevrey Hamiltonians in Tn × D0 which are small perturbations of a real valued non-
degenerate Gevrey Hamiltonian H0(I) depending only on the action variables I ∈ D0. Our aim
is to obtain a family of KAM (Kolmogorov-Arnold-Moser) invariant tori Λω ofH with frequencies
ω in a suitable Cantor set Ωκ defined by a Diophantine condition and to prove Gevrey regularity
for it. It turns out that for each ω ∈ Ωκ, Λω is a Gevrey smooth embedded torus having the
same Gevrey regularity as the Hamiltonian H. Moreover, we shall prove that the family Λω,
ω ∈ Ωκ, is Gevrey smooth with respect to ω in a Whitney sense, with a Gevrey index depending
on the Gevrey class of H and on the exponent in the Diophantine condition. This naturally
involves anisotropic Gevrey classes. Let ρ1, ρ2 ≥ 1 and L1, L2 be positive constants. Given a
domain D ⊂ Rn, we denote by Gρ1,ρ2L1,L2(Tn×D) the set of all C∞ real valued Hamiltonians H in
Tn ×D such that
‖H‖L1,L2 := sup
α,β∈Nn
sup
(θ,I)∈Tn×D0
(
|∂αθ ∂βIH(θ, I)|L−|α|1 L−|β|2 α!−ρ1β!−ρ2
)
< ∞ , (1.1)
where |α| = α1 + · · ·+ αn and α! = α1! · · ·αn! for α = (α1, . . . , αn) ∈ Nn. In the same way we
define Gρ1,ρ2L1,L2(Tn×D), where D is the closure of D. If ρ1 = ρ2 = ρ we write also G
ρ
L1,L2
(Tn×D),
and sometimes we do not indicate the Gevrey constants L1, L2.
Let H0 be a completely integrable real valued Gevrey smooth Hamiltonian Tn × D0 3
(θ, I) → H0(I) ∈ R. We suppose that H0 is non-degenerate, which means that the map
∇H0 : D0 → Ω0 is a diffeomorphism. Denote by g0 ∈ C∞(Ω0) the Legendre transform of H0
(then ∇g0 : Ω0 → D0 is the inverse map to ∇H0). We suppose also that there are positive
constants ρ > 1, A0 > 0, and L0 ≤ L2 such that H0 ∈ GρL0(D0), g0 ∈ G
ρ
L0
(Ω0), and
‖H0‖L0 , ‖g0‖L0 ≤ A0 (1.2)
in the corresponding norms, defined as in (1.1). In particular, Ω0 is a bounded domain. Given
a subdomain D of D0 we set Ω := ∇H0(D) ⊂ Ω0. Fix τ > n− 1 and κ > 0. We denote by Ωκ
the set of all frequencies ω ∈ Ω having distance ≥ κ to the boundary of Ω and also satisfying
the Diophantine condition
|〈ω, k〉| ≥ κ|k|τ , for all 0 6= k ∈ Z
n , (1.3)
where |k| = |k1|+ · · ·+ |kn|.
We are going to find a Gevrey family of KAM invariant tori with frequencies in Ωκ for small
perturbations of H0 in GρL1,L2 . In what follows we fix the constants A0 and L0, and allow the
constants L2 ≥ L1 ≥ 1 to be arbitrary large. This occurs in the case of the elliptic equilibrium for
example (L2 À 1). Given ω ∈ Ω, we denote by Lω = 〈ω, ∂ϕ〉 =∑nj=1 ωj∂/∂ϕj the corresponding
vectorfield on Tn. Fix 0 < ς ≤ 1.
Theorem 1.1 Let H0 be a real valued non-degenerate Gρ-smooth Hamiltonian , ρ > 1, de-
pending only on I ∈ D0 and satisfying (1.2). Let D be a subdomain of D0 with D ⊂ D0, and
Ω = ∇H0(D). Fix L2 ≥ L1 ≥ 1 and κ ≤ L−1−ς2 such that L2 ≥ L0 and Ωκ 6= ∅. Then there
exists N = N(n, ρ, τ) > 0 and ² > 0 independent of κ, L1, L2, and of the domain D ⊂ D0, such
that for any H ∈ GρL1,L2(Tn ×D) with norm
²H := κ
−2‖H −H0‖L1,L2 ≤ ²L−N1 ,
there exists a map Φ := (U, V ) : Tn × Ω → D of an anisotropic Gevrey class Gρ,ρ′, ρ′ =
ρ(τ + 1) + 1, such that
(i) For each ω ∈ Ωκ, Λω := {(Φ(θ, ω)) : θ ∈ Tn} is an embedded Lagrangian invariant torus
of H and XH ◦ Φ(·, ω) = DΦ(·, ω) · Lω.
(ii) There are constants A,C > 0, independent of κ, L1, L2, and of D, such that∣∣∣∂αθ ∂βω(U(θ;ω)− θ)∣∣∣+ κ−1 ∣∣∣∂αθ ∂βω(V (θ;ω)−∇g0(ω))∣∣∣
≤ AC |α|1
(
C2κ
−1
)|β|
α! ρβ! ρ(τ+1)+1 L
N/2
1
√
²H ,
uniformly in (θ, ω) ∈ Tn × Ω and for any α, β ∈ Nn, where C1 = CL1 and C2 = CLτ+11 .
Note that Φ belongs to Gρ,ρ′
L¯1,L¯2
(Tn × D) with Gevrey constants L¯1 = CL1 and L¯2 = C2κ−1 ≥
CLτ+11 L
1+ς
2 . As a consequence, we obtain a symplectic normal form of H near the union of the
invariant tori. We say that a real valued function Φ ∈ C∞(Rn ×D) is a generating function of
an exact symplectic map χ : Tn×D → Tn×D if Φ(x, I)− 〈x, I〉 is 2pi-periodic with respect to
x, |Id− ΦI | < 1, and
{(ϕ, I;χ(ϕ, I)) : (ϕ, I) ∈ Tn ×D} = {(p(ΦI(x, I)), I; p(x),Φx(x, I)) : (x, I) ∈ Rn ×D},
where p : Rn → Tn is the natural projection. Fix κ˜ = κ˜(D) so that the Lebesgue measure of
Ωκ˜ is positive. Define Ω˜κ, 0 < κ ≤ κ˜(D), to be the set of points of a positive Lebesgue density
in Ωκ. In other words, ω ∈ Ω˜κ if for any neighborhood U of ω in Ω the Lebesgue measure of
U ∩ Ωκ is positive. Obviously, Ω˜κ and Ωκ have the same Lebesgue measure.
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Corollary 1.2 Suppose that the hypothesis of Theorem 1.1 hold and 0 < κ ≤ κ˜. Then there
exists N = N(n, ρ, τ) > 0 and ² > 0 independent of κ, L1, L2, and D, such that for any
H ∈ GρL1,L2(Tn × D) with εH ≤ ²L
−N−2(τ+2)
1 there is a Gρ
′
-diffeomorphism ω : D → Ω, and
an exact symplectic transformation χ ∈ Gρ,ρ′(Tn ×D,Tn ×D) defined by a generating function
Φ(x, I) = 〈x, I〉+φ(x, I), φ ∈ Gρ,ρ′(Tn×D), such that the transformed Hamiltonian H˜(ϕ, I) :=
H(χ(ϕ, I)) belongs to Gρ,ρ′(Tn ×D) and for each I ∈ ω−1(Ω˜κ), Tn × {I} is an invariant torus
of H˜. The functions K(I) := H˜(0, I) and R(ϕ, I) := H˜(ϕ, I)−K(I) satisfy
∀α ∈ Nn , ∀ (ϕ, I) ∈ Tn × ω−1(Ω˜κ) , ∂α∇K(I) = ∂αω(I) , ∂αI R(ϕ, I) = 0 .
Moreover, there exist A,C > 0 independent κ, L1, L2, and of the domain D, such that∣∣∣∂αϕ∂βI φ(ϕ, I)∣∣∣ + ∣∣∣∂βI (ω(I)−∇H0(I))∣∣∣ + ∣∣∣∂αϕ∂βI (H˜(ϕ, I)−H0(I))∣∣∣
≤ AκC |α|1
(
C2κ
−1
)|β|
α! ρβ! ρ
′
L
N/2
1
√
²H ,
uniformly with respect to (ϕ, I) ∈ Tn × D and for any α, β ∈ Nn, where C1 = CL1 and
C2 = CL
τ+1
1 .
Denote by Ω 3 ω 7→ I(ω) ∈ D the inverse map to the diffeomorphism I 7→ ω(I). Then for
each ω ∈ Ω˜κ, the restriction of the Hamiltonian flow of H˜ to the invariant torus Tn × {I(ω)} is
given by (t, ϕ, I) 7→ (ϕ+ t∇K(I), I), I = I(ω). Set Eκ = ω−1(Ω˜κ). Expanding ∂αϕ∂βI R(ϕ, I) in
Taylor series at some I0 ∈ Eκ such that |I0− I| = |Eκ− I| = infI′∈Eκ |I ′− I|, we obtain for any
α, β ∈ Nn and m ∈ N
|∂αϕ∂βI R(ϕ, I)| ≤ κAC |α|1
(
C2κ
−1
)|β|+m
α! ρβ! ρ
′
m! ρ
′−1, (ϕ, I) ∈ Tn ×D , I /∈ Eκ ,
where the positive constants A,C1, C2 are as above. Using Stirling’s formula we minimize the
right-hand side with respect to m ∈ N which leads to
|∂αϕ∂βI R(ϕ, I)| ≤ κAC |α|1
(
C2κ
−1
)|β|
α! ρβ! ρ
′
exp
(
−(κC−12 |Eκ − I|)−
1
ρ(τ+1)
)
(1.4)
for any α, β ∈ Nn uniformly with respect to (ϕ, I) ∈ Tn × D , I /∈ Eκ, where the constants
A,C1, C2 are as above. These inequalities yield effective stability of the quasiperiodic motion
near the invariant tori as in [10]. Effective stability of the action along all the trajectories for
Gevrey smooth Hamiltonians has been obtained recently in in [7]. The importance of the Gevrey
category for that kind of problems is indicated by Lochak [6]. Integrability over a Cantor set of
tori for C∞ Hamiltonians is obtained by Po¨schel [8] and Lazutkin (see [5] for references).
Theorem 1.1 and Corollary 1.2 hold in the case of a non-degenerate elliptic equilibrium
for Gevrey Hamiltonians as in [10]. Indeed, let us consider the Birkhoff normal form of the
Hamiltonian, namely, H(θ, I) = H0(I)+H1(θ, I), where H0(I) = 〈α0, I〉+〈QI, I〉, with detQ 6=
0, and H1(θ, I) = O(|I|5/2), (θ, I) being suitable polar symplectic coordinates. Here, H1 is
Gevrey smooth in Tn × Da, Da = {c0a ≤ Ij ≤ c−10 a : j = 1, . . . , n}, and 0 < a ≤ a0, where
0 < c0 < 1 is fixed. More precisely, H
1 ∈ GρL1,L2(Tn × Da) with norm ‖H1‖L1,L2 = O(a5/2),
where L2 = C0a
−1, and the positive constants L1 and C0 are fixed. Then Theorem 1.1 holds
choosing κ = δa1+ς , 0 < ς < 1/4, 0 < δ ≤ 1, and for any 0 < a ≤ a0 ¿ 1.
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As in [10] the symplectic normal form in Corollary 1.2 can be used to obtain Gevrey quantum
integrability over the corresponding family of invarint tori and to construct quasimodes with
exponentially small discrepancy in the semi-classical limit for Schro¨dinger type operators with
Gevrey coefficients. Similar results could be obtained for more general classes of non quasi-
analytic Hamiltonians as well.
The idea of the proof of Theorem 1.1 is close to that of Theorem 1 in [10] (see also [4]).
It follows from a KAM theorem for a family of Hamiltonians P (θ, I;ω), where the frequencies
ω are taken as independent parameters. Here we follow closely the exposition of Po¨schel [9].
First we prove an approximation lemma for Gevrey Hamiltonians P with real valued analytic
Hamiltonians Pj in suitable complex domains in Sect. 3.1. To obtain Pj we first construct
suitable almost analytic extension of P and then we use Green’s formula. In Sect. 3.2 we recall
from Po¨schel [9] the KAM step and in Sect. 3.3 we set the parameters and make the iterations.
Finally, using a Whitney extension theorem due to Bruna [1], we complete the proof of the
theorem. In Sect. 3.6 we consider the case of real analytic Hamiltonians and we improve certain
results in [10]. We prove in the Appendix an anisotropic version of the implicit function theorem
of Komatsu [3] in Gevrey classes.
2 KAM theorem for Gevrey Hamiltonians with parameters
Consider the Hamiltonian H(θ, z) = H0(z)+H1(θ, z) in Tn×D0. Expanding H0(z) near given
z0 ∈ D ⊂ D0, we write
H0(z) = H0(z0) + 〈∇zH0(z0), I〉+
∫ 1
0
(1− t)〈∇2zH0(zt)I, I〉 dt,
where zt = z0 + tI, z1 = z, I varies in a small ball BR(0) = {|I| < R} in Rn, and ∇2zH0 stands
for the Hessian matrix of H0. We put ω = ∇H0(z0). Then z0 = ∇g0(ω), g0 being the Legendre
transform of H0, and we write
H0(z) = e(ω) + 〈ω, I〉+ PH0(I;ω),
H1(θ, z) = H1(θ,∇g(ω) + I) = PH1(θ, I;ω),
where e(ω) = H0(∇g(ω)), while PH0 stands for the quadratic term in I in the expression of H0.
We set P = PH0 + PH1 and consider the family of Hamiltonians
H(θ, I;ω) := e(ω) + 〈ω, I〉+ P (θ, I;ω) (2.1)
in Tn ×BR(0) depending on the frequency ω ∈ Ω. From now on, to simplify the notations, we
replace C²H , CA0, CL1 and CL2 by ²H , A0, L1 and L2, respectively, whenever C ≥ 1 depends
only on L0, ρ, τ and n. Then using (1.1), (1.2), and Proposition A.3 we obtain
|∂αθ ∂βI ∂γωP (θ, I;ω)| ≤
(
A0R
2 + κ2²H
)
L
|α|
1 L
|β|+|γ|
2 (α!β!γ!)
ρ,
for any α, β and γ, and uniformly with respect to (θ, I;ω) ∈ Tn × BR(0) × Ω. Hence, we can
suppose that P ∈ GρL1,L2,L2(Tn ×B × Ω), B = BR(0), with norm
‖P‖ = sup
(
|∂αθ ∂βI ∂γωP (θ, I;ω)|L−|α|1 L−|β|−|γ|2 (α!β!γ!)−ρ
)
≤ A0R2 + κ2²H , (2.2)
where the sup is taken over all multi-indices α, β, γ and for all (θ, I;ω) ∈ Tn × B × Ω. Fix
0 < ς ≤ 1. We can now formulate our main result in this section.
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Theorem 2.1 Suppose that H is given by (2.1) where P ∈ GρL1,L2,L2(Tn × BR(0) × Ω). Fix
κ > 0 and r > 0 such that κ, r < L−1−ς2 and r ≤ R. Then there is N = N(n, ρ, τ) > 0 and ² > 0
independent of κ, L1, L2, r, R, and of Ω ⊂ Ω0, such that if
‖P‖ ≤ ²κrL−N1 (2.3)
then there exist maps φ ∈ Gρ′(Ω,Ω) and Φ = (U, V ) ∈ Gρ,ρ′(Tn×Ω,Tn×BR(0)), ρ′ = ρ(τ+1)+1,
satisfying
(i) For each ω ∈ Ωκ, the map Φω := Φ(·, ω) : Tn → Tn × BR(0) is an Gρ embedding and
Λω := Φω(T
n) is an embedded Lagrangian torus invariant with respect to the Hamiltonian
flow of Hφ(ω)(ϕ, I) := H(ϕ, I;φ(ω)). Moreover, XHφ(ω) ◦ Φω = DΦω · Lω on Tn.
(ii) There exist A,C > 0, independent of κ, L1, L2, r, and of Ω ⊂ Ω0, such that∣∣∣∂αθ ∂βω(U(θ;ω)− θ)∣∣∣ + r−1 ∣∣∣∂αθ ∂βωV (θ;ω)∣∣∣+ κ−1 ∣∣∣∂βω(φ(ω)− ω)∣∣∣
≤ AC |α|1
(
C2κ
−1
)|β|
α! ρβ! ρ
′ ‖P‖LN1
κr
uniformly in (θ, ω) ∈ Tn × Ω and for any α and β, where C1 = CL1 and C2 = CLτ+11 .
Remark. Note that the constant e(ω) in (2.1) plays no role in Theorem 2.1 and from now on we
suppose e(ω) ≡ 0.
Theorem 2.1 will be proved in the next section. Theorem 1.1 and Corollary 1.2 follow from
Theorem 2.1 and they will be proved in Sect. 4.
3 Proof of Theorem 2.1.
We divide the proof of Theorem 2.1 in several steps. First, using Theorem 3.7, we extend P
to a Gevrey function P˜ of the class Gρ
L˜1,L˜2
(Tn ×R2n) such that ‖P˜‖ ≤ A‖P‖, L˜1 = CL1, and
L˜2 = CL2, where the constants A,C > 0 are independent of P , R and Ω. To simplify the
notations we drop ∼. Multiplying P with a suitable cut-off function we assume that the support
of P with respect to (I, ω) is contained in B1(0)×BR¯(0), R¯À 1.
3.1 Approximation Lemma for Gevrey functions
We fix 0 < ς ≤ 1 and choose three strictly decreasing sequences of positive numbers {uj}∞j=0,
{vj}∞j=0 and {wj}∞j=0 tending to 0 and such that
∀j ∈ N : vjL2, wjL2 ≤ ujL1 ≤ 1 , v0, w0 ≤ L−1−ς2 . (3.1)
Consider the complex sets Umj , m = 1, 2, in Cn/2piZn × Cn × Cn consisting of all (θ, I, ω)
with real parts Re θ ∈ Tn, Re I ∈ B2(0) and Reω ∈ BR¯+1(0), and such that |Im θk| ≤ muj ,
|Im Ik| ≤ mvj , |Imωk| ≤ mwj , for each 1 ≤ k ≤ n. Set Uj = U1j and denote by A(Uj) the set of
all real-analytic bounded functions in Uj equipped with the sup-norm | · |Uj .
5
Proposition 3.1 (Approximation Lemma) Let P ∈ GρL1,L2(Tn × R2n). Suppose that the
support of P with respect to (I, ω) is in B1(0) × BR¯(0), and assume (3.1). Then there is a
sequence Pj ∈ A(Uj), j ≥ 0, such that
|Pj+1 − Pj |Uj+1 ≤ C0 Ln1 exp
(
−34(ρ− 1)(2L1uj)−
1
ρ−1
)
‖P‖,
|P0|U0 ≤ C0
(
1 + Ln1 exp
(
−34(ρ− 1)(2L1u0)−
1
ρ−1
))
‖P‖.
where C0 = C˜0(n, ρ, ς)(R¯
n + 1). Moreover,
sup |∂αθ ∂βI ∂γω(P − Pj)(θ, I, ω)| ≤ C0 Ln1 L2 exp
(
−3
4
(ρ− 1)(2L1uj)−
1
ρ−1
)
‖P‖,
in Tn ×B1(0)×BR¯(0) for |α|+ |β|+ |γ| ≤ 1.
Remark. Instead of 3/4 we can take above any positive number less than 1 in order to absorb
certain polynomials of (L1uj)
−1. Similar estimates can be obtained without the inequalities
v0, w0 ≤ L−1−ς2 . In this case C˜0 = C˜0(n, ρ) but the right hand side of the estimates above should
be multiplied by L2n2 . Using the ‘standard’ proof of the Approximation Lemma [12] one obtains
for any δ > 0 an approximation modulo C(ρ, δ) exp
(
−c(ρ)(L1uj)−
1
ρ
+δ
)
‖P‖, C, c > 0.
Proof. We divide the proof into two parts.
1. Almost analytic extension of P. There is a constant C(ρ) ≥ 1, depending only on ρ, such that
t ∈ (0, 2] , m ∈ N , 1 ≤ m ≤ t− 1ρ−1 + 1 , (3.2)
implies
tmm! ρ−1 ≤ C(ρ)m(ρ−1)/2e−(ρ−1)m. (3.3)
Indeed, by Stirling’s formula, we get
tmm! ρ−1 ≤ C1(ρ)m(ρ−1)/2e−(ρ−1)m exp{m[(ρ− 1) lnm+ ln t]}
= C1(ρ)m
(ρ−1)/2e−(ρ−1)m exp
{
(ρ− 1)m ln
[
mt
1
ρ−1
]}
.
Moreover,
m ln
[
mt
1
ρ−1
]
≤ m ln
[
1 + t
1
ρ−1
]
≤ mt 1ρ−1 ≤ 1 + 2 1ρ−1 ,
which proves (3.3).
We define an almost analytic extensions Fj of P in U2j as follows
Fj(θ + iθ˜, I + iI˜, ω + iω˜) =
∑
(α,β,γ)∈Mj
∂αθ ∂
β
I ∂
γ
ωP (θ, I, ω)
(iθ˜)α(iI˜)β(iω˜)γ
α!β!γ!
. (3.4)
The index set Mj consists of all multi-indices α = (α1, . . . , αn), β = (β1, . . . , βn) and γ =
(γ1, . . . , γn) such that αk ≤ N1, βk ≤ N2 and γk ≤ N3, k = 1, . . . , n, where
N1 =
[
(2L1uj)
− 1
ρ−1
]
+ 1 , N2 =
[
(2L2vj)
− 1
ρ−1
]
+ 1 , N3 =
[
(2L2wj)
− 1
ρ−1
]
+ 1 , (3.5)
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and [t] stands for the integer part of t. We have
|Fj |U2j ≤ ‖P‖
∑
(α,β,γ)∈Mj
(2L1uj)
|α|(2L2vj)
|β|(2L2wj)
|γ|(α!β!γ!)ρ−1 .
For αk, βk, γk 6= 0 we estimate each term
(2L1uj)
αkαk!
ρ−1 , (2L2vj)
βkβk!
ρ−1 , (2L2wj)
γkγk!
ρ−1 , k = 1, . . . , n ,
by C(ρ)m(ρ−1)/2e−(ρ−1)m, where m ≥ 1 stands for αk, βk, and γk respectively. To this end, we
put t = 2L1uj , 2L2vj , 2L2wj , respectively, and we get t ∈ (0, 2] in view of (3.1). Now (3.2) holds
because of (3.5). Then using (3.3) we obtain
|Fj |U2j ≤ ‖P‖
(
1 + C(ρ)
∞∑
m=1
m(1−ρ)/2e−(ρ−1)m
)3n
= C1‖P‖.
Set zk = θk + iθ˜k. Then applying ∂¯zk = (∂/∂θk + i∂/∂θ˜k)/2 to Fj we obtain
2∂¯zkFj(θ + iθ˜, I + iI˜, ω + iω˜) =
∑
(α,β,γ)∈Mj
αk=N1
∂αθ ∂
β
I ∂
γ
ω∂θkP (θ, I, ω)
(iθ˜)α(iI˜)β(iω˜)γ
α!β!γ!
. (3.6)
We estimate each term in the sum by
L1(2L1uj)
|α|(2L2vj)
|β|(2L2wj)
|γ|(α!β!γ!)ρ−1(αk + 1)
ρ‖P‖
in U2j , where αk = N1. Since
(2L1uj)
− 1
ρ−1 ≤ αk = N1 ≤ (2L1uj)−
1
ρ−1 + 1,
we obtain from (3.3) (with t = 2L1uj and m = N1)
(2L1uj)
αk αk!
ρ−1(αk + 1)
ρ ≤ C ′(L1uj)−
ρ
ρ−1
− 1
2 exp
(
−(ρ− 1)(2L1uj)−
1
ρ−1
)
.
This implies as above
|∂¯zkFj |U2j ≤ C
′′L1(L1uj)
− ρ
ρ−1
− 1
2 exp
(
−(ρ− 1)(2L1uj)−
1
ρ−1
)
‖P‖
|∂¯zkFj |U2j ≤ C L1 exp
(
−34 (ρ− 1)(2L1uj)−
1
ρ−1
)
‖P‖ ,
where C = C(ρ, n) > 0. In the same way, differentiating (3.6), we get with β + γ = 1
|∂βθp∂
γ
θ˜p
∂¯zkFj |U2j , |∂
β
Ip
∂γ
I˜p
∂¯zkFj |U2j , |∂
β
ωp∂
γ
ω˜p
∂¯zkFj |U2j
≤ CL1L2 exp
(
−34 (ρ− 1)(2L1uj)−
1
ρ−1
)
‖P‖ ,
where C = C(ρ, n) > 0 (we recall that L2 ≥ L1 ≥ 1). Using (3.1), we obtain the same estimates
for ∂¯IkFj , ∂¯ωkFj , and for their derivatives of order one in U2j . Indeed, putting zk = Ik + iI˜k we
obtain
|∂¯zkFj |U2j ≤ C
′L2(L2vj)
− ρ
ρ−1
− 1
2 exp
(
−(ρ− 1)(2L2vj)−
1
ρ−1
)
‖P‖
≤ C exp
(
−34(ρ− 1)(2L2vj)−
1
ρ−1
)
‖P‖ ≤ C exp
(
−34(ρ− 1)(2L1uj)−
1
ρ−1
)
‖P‖ ,
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where C = C(ρ, n, ς) > 0, since L2 ≤ (L2vj)−1/ς by (3.1). We generalize these estimates as
follows. Set z = (θ, I, ω) ∈ Cn/2piZn ×C2n, denote by xk and yk, respectively, the real and the
imaginary part of zk, 1 ≤ k ≤ 3n, and put ∂¯zk = (∂xk + i∂yk)/2. Then using (3.1), (3.3) and
(3.5), we obtain for any δ = (δ1, . . . , δ3n) ∈ N3n with 0 ≤ δk ≤ 1 and |δ| ≥ 1 the estimate
| ∂¯δzFj |U2j ≤ C L
n
1 exp
(
−3
4
(ρ− 1)(2L1uj)−
1
ρ−1
)
‖P‖,
where C = C(n, ρ, ς) > 0. To this end, differentiating (3.4), we obtain an expression similar
to (3.6), where for each k such that δk = 1 we have αk = N1 if 1 ≤ k ≤ n, αk = N2 if
n + 1 ≤ k ≤ 2n, and αk = N3 if 2n + 1 ≤ k ≤ 3n, and then we proceed as above. More
generally, for any δ = (δ1, . . . , δ3n) ∈ N3n with 0 ≤ δk ≤ 1 and |δ| ≥ 1, and any β, γ ∈ N3n with
0 ≤ |β|+ |γ| ≤ 1, we obtain as above the estimate
|∂βx∂γy ∂¯δzFj |U2j ≤ C L
n
1 L
|β|+|γ|
2 exp
(
−3
4
(ρ− 1)(2L1uj)−
1
ρ−1
)
‖P‖, (3.7)
where C = C(n, ρ, ς) > 0. Obviously, the same estimate holds for ∂¯βz ∂
γ
z ∂¯
δ
zFj if 0 ≤ |β|+ |γ| ≤ 1.
2. Construction of Pj . We are going to approximate Fj by analytic in U2j functions using Green’s
formula
1
2pii
∫
∂D
f(η)
η − ζ dη +
1
2pii
∫∫
D
∂¯ηf(η)
η − ζ dη ∧ dη¯ =
 f(ζ) if ζ ∈ D0 if ζ /∈ D¯, (3.8)
where D ⊂ C is a bounded domain with a piecewise smooth boundary ∂D which is positively
oriented with respect to D, D¯ = D ∪ ∂D, and f ∈ C1(D¯).
We denote by Dk ⊂ C the open rectangle {|xk| < ak, |yk| < bk}, where ak = pi and bk = 2uj
for 1 ≤ k ≤ n; ak = 2 and bk = 2vj for n+1 ≤ k ≤ 2n, and ak = R¯+1 and bk = 2wj for 2n+1 ≤
k ≤ 3n. We denote also by ∂Dk the boundary of Dk which is positively oriented with respect to
Dk and by Γ the union of the oriented segments [−pi−2iuj , pi−2iuj ]∪ [pi+2iuj ,−pi+2iuj ]. Note
that Dk and Γ depend on j as well but we omit it. Given η ∈ C, we consider the 2pi-periodic
meromorphic function
ζ 7→ K(η, ζ) = 1
η − ζ +K1(η, ζ), K1(η, ζ) = limN→+∞
N∑
k=1
(
1
η − ζ + 2pik +
1
η − ζ − 2pik
)
.
Consider the function
Fj,1(z) :=
1
2pii
∫
Γ
Fj(η1, z2, . . . , z3n)K(η1, z1) dη1 , z ∈ U2j .
It is analytic and 2pi-periodic with respect to z1 in the strip {|Im z1| < 2uj}. Moreover, for
z1 ∈ D1, we have
Fj,1(z) =
1
2pii
∫
∂D1
Fj(η1, z2, . . . , z3n)K(η1, z1) dη1
since the function under the integral is 2pi-periodic with respect to η1, and using (3.8) we obtain
Fj,1(z) = Fj(z)− 1
2pii
∫
D1
∂¯η1Fj(η1, z2, . . . , z3n)K(η1, z1) dη1 ∧ dη¯1.
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By continuity last formula remains true for Re z1 = ±pi. Set Fj,0(z) := Fj(z) and U2j,1 :=
U2j ∩ {|Im z1| ≤ uj}. We claim that for any multi-index α = (0, α2, . . . , α3n) ∈ N3n with
0 ≤ αm ≤ 1, 1 ≤ m ≤ 3n, any index k, and β, γ ∈ N such that 0 ≤ β + γ ≤ 1, we have∣∣∣∂βzk ∂¯γzk ∂¯αz (Fj,1 − Fj,0)∣∣∣U2j,1 ≤ C Ln1 Lβ+γ2 exp
(
−3
4
(ρ− 1)(2L1uj)−
1
ρ−1
)
‖P‖, (3.9)
where C = C(n, ρ, ς) > 0. For k 6= 1 it directly follows from (3.7) differentiating under the
integral. To prove it for k = 1, we use the same argument for
1
2pii
∫
D1
∂¯η1Fj(η1, z2, . . . , z3n)K1(η1, z1) dη1 ∧ dη¯1.
On the other hand,
1
2pii
∫
D1
∂¯η1Fj(η1, z2, . . . , z3n)
η1 − z1 dη1 ∧ dη¯1
= −z¯1∂¯z1Fj(z) +
1
2pii
∫
D1
∂¯η1Fj(η1, z2, . . . , z3n)− ∂¯z1Fj(z)
η1 − z1 dη1 ∧ dη¯1
for z1 ∈ D1, which follows from (3.8) applied to f(z1) = z¯1. Differentiating the last equality and
using (3.7) we get the estimate. Moreover, if |α| ≥ 1, then (3.7) and (3.9) imply∣∣∣∂βzk ∂¯γzk ∂¯αz Fj,1∣∣∣U2j,1 ≤ C Ln1 Lβ+γ2 exp
(
−3
4
(ρ− 1)(2L1uj)−
1
ρ−1
)
‖P‖. (3.10)
We define by recurrence Fj,m(z), 2 ≤ m ≤ n, and we prove that it satisfies (3.9) in U2j,m :=
U2j,m−1 ∩ {|Im zm| ≤ uj} for α = (0, . . . , 0, αm+1, . . . , α3n). Moreover, Fj,m(z) satisfies (3.10) for
|α| ≥ 1.
For n < m ≤ 3n we define
Fj,m(z) =
1
2pii
∫
∂Dm
Fj,m−1(z1, . . . , zm−1, ηm, zm+1, . . . , z3n)
ηm − zm dηm , z ∈ U
2
j ,
and set U2j,m := U2j,m−1 ∩ {|Im zm| ≤ pm}, where pm = vj for n + 1 ≤ m ≤ 2n and pm = wj for
2n + 1 ≤ m ≤ 3n. By recurrence with respect to m, we obtain (3.9) for Fj,m in U2j,m for any
n < m ≤ 3n, α = (0, . . . , 0, αm+1, . . . , α3n), 0 ≤ αq ≤ 1 (α = 0 if m = 3n), for any index k and
β, γ such that 0 ≤ β + γ ≤ 1. Moreover, Fj,m(z) satisfies (3.10) for |α| ≥ 1 and m < 3n. For
2n < m ≤ 3n the constant C should be replaced by C ′(1+ R¯)m−2n, where C ′ = C ′(ρ, n, ς). The
factor 1 + R¯ comes from the measure of Dm, 2n < m ≤ 3n.
Set Pj = Fj,3n. Then for any index k and ` = 0, 1, we obtain
|∂`xk(Pj − Fj)|Uj ≤ C Ln1 L`2 exp
(
−3
4
(ρ− 1)(2L1uj)−
1
ρ−1
)
‖P‖.
In particular,
|Pj+1 − Pj |Uj+1 ≤ |Pj+1 − Fj+1|+ |Pj − Fj |+ |Fj+1 − Fj |
≤ C Ln1 exp
(
−34(ρ− 1)(2L1uj)−
1
ρ−1
)
‖P‖.
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Moreover, for any index k and ` = 0, 1,
|∂`xk(Pj(x)− P (x))| ≤ C Ln1 L`2 exp
(
−3
4
(ρ− 1)(2L1uj)−
1
ρ−1
)
‖P‖
in Uj ∩ {Im z = 0}, since Fj(x) = P (x) for x real. Finally,
|P0|U0 ≤ |F0|+ |P0 − F0| ≤ C
(
1 + Ln1 exp
(
−3
4
(ρ− 1)(2L1u0)−
1
ρ−1
))
‖P‖.
This completes the proof of the proposition. 2
3.2 The KAM step
Introduce the complex domains
Ds,r = {θ ∈ Cn/2piZn : |Im θ| < s} × {I ∈ Cn : |I| < r},
Oh = {ω ∈ Cn : |ω − Ωκ| < h}.
The sup-norm of functions in V := Ds,r×Oh will be denoted by | · |s,r,h. Fix 0 < υ < 1/6 and set
υ˜ = 1/2 − 3υ (we shall choose later υ = 1/54 and υ˜ = 4/9 ). Fix 0 < s, r < 1, 0 < η < 1/8, 0 <
σ < s/5, K ≥ 1. Consider the real valued Hamiltonian H(θ, I;ω) = N(I;ω) + H1(θ, I;ω),
N(I;ω) = e(ω) + 〈ω, I〉. We shall denote by ‘Const.’ a positive constant depending only on n
and τ and by ‘const.’ if it is ≤ 1. We recall from Po¨schel [9] the following
Proposition 3.2 Let H be real analytic in V. Suppose that |H −N |s,r,h ≤ ε with
(a) ε ≤ const. κηrστ+1,
(b) ε ≤ const. υhr,
(c) h ≤ κ
2Kτ+1
Then there exists a real analytic transformation
F = (Φ, φ) , Φ : Ds−5σ,ηr ×Oh −→ Ds,r ×Oh , φ : Oυ˜h −→ Oh ,
of the form Φ(θ, I;ω) = (U(θ;ω), V (θ, I;ω)), with V affine linear with respect to I, where the
transformation Φ(·;ω) is canonical for each ω, and such that H ◦F = N++P+ with N+(I;ω) =
e+(ω) + 〈ω, I〉, and
|P+|s−5σ,ηr,υ˜h ≤ Const.
(
ε2
κrστ+1
+ (η2 +Kne−Kσ)ε
)
. (3.11)
Moreover,
|W (Φ− id)|, |W (DΦ− Id)W−1| ≤ Const. ε
κrστ+1
,
|φ− id|, υh|Dφ− Id| ≤ Const. ε
r
,
uniformly on Ds−5σ,ηr ×Oh and Oυ˜h, respectively, where W = diag
(
σ−1Id , r−1Id
)
.
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Remark 3.3 Set W = diag
(
σ−1Id , r−1Id , h−1Id
)
and suppose that h ≤ κστ+1. Since 1− υ˜ ≥
1/3, using the Cauchy estimate with respect to ω, we obtain
|W (F − id)|, |W (DF − Id)W−1| ≤ Cε
rh
, C = C(n, τ) > 0 ,
uniformly on Ds−5σ,ηr ×Oυ˜h, where DF stands for the Jacobian of F .
The proof of Proposition 3.2 is given in [9]. The only difference between the statement of
Proposition 1.3 and that of the KAM step in [9] appears in the transformation of the frequencies
(υ˜ = 1/4 in [9]). To prove the proposition with υ˜ as above we use the following analog of Lemma
A.3 [9].
Lemma 3.4 Suppose f : Oh → Cn is real analytic with bounded |f |h. Let 0 < υ < 1/6 and
υ˜ = 1/2 − 3υ. If |f − id|h ≤ υh, then f has a real analytic inverse f : Oυ˜h → O2(υ+υ˜)h and
|φ− id|υ˜h , 3υh|Dφ− id|υ˜h ≤ |f − id|h .
A sketch of proof of the Lemma is given in the Appendix. We are going to prepare the next
iteration. We choose a ‘weighted error’ 0 < E < 1, fix 0 < ε̂ ≤ 1, and set
η = E1/2, ε = ε̂κErστ+1, 0 < E < 1/64.
We define K and h by
Kne−Kσ = E, h =
κ
2Kτ+1
.
Setting x = Kσ we get the equation xne−x = Eσn, which has an unique solution with respect
to x ∈ [1,+∞), since 0 < E < 1/64 < 1/e. Then K = xσ−1 > 1. We set
r+ = ηr, s+ = s− 5σ, σ+ = δσ,
where 0 < δ < 1. Later we shall choose δ = δ(ρ) as a function of ρ only. Now the KAM step
gives the estimate
|P+|s+,r+,υ˜h < Const. ε̂κrστ+1
(
E2 + (η2 +Kne−Kσ)E
)
= Const. ε̂κrστ+1E2
= Const. δ(ρ)−τ−1ε̂κr+σ
τ+1
+ E
3/2.
Hence there is a constant c1 > 1 depending only on n, ρ and τ such that
|P+|s+,r+,υ˜h ≤
1
2
ε̂c
1/2
1 κr+σ
τ+1
+ E
3/2.
We fix the weighted error for the iteration by E+ = c
1/2
1 E
3/2, set ε+ = ε̂κr+σ
τ+1
+ E+, and then
define η+, x+, K+, and h+ as above. Notice that, c1E+ = (c1E)
3/2. We require also c1E < 1
which leads to an exponentially converging scheme. Suppose that
h+ ≤ υ˜ h. (3.12)
Then we obtain
|P+|s+,r+,h+ ≤
1
2
ε+. (3.13)
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3.3 Setting the parameters and iteration
As in [9] we are going to iterate the KAM step infinitely many times choosing appropriately the
parameters 0 < s, r, σ, h, η < 1 and so on. Our goal is to get a convergent scheme in the Gevrey
spaces Gρ,ρ(τ+1)+1. We are going to define suitable strictly decreasing sequences of positive
numbers {sj}∞j=0, {rj}∞j=0 and {hj}∞j=0, tending to 0, and denote
Dj = Dsj ,rj , Oj = Ohj , Vj = Dj ×Oj .
Fix δ ∈ (0, 1) (δ will depend only on ρ) and set
sj = s0δ
j , σj = σ0δ
j , s0(1− δ) = 5σ0 .
Obviously, sj+1 = sj − 5σj and σj = 5−1(1− δ)sj for j ≥ 0. We set
uj = 4sj = 4s0δ
j , vj = 4r0δ
j , wj = 4h0δ
j ,
and denote by Uj the corresponding complex sets defined in Sect. 3.1. We assume for the
moment that these sequences verify (3.1). Then applying Proposition 3.1 we obtain
|P0|U0 ≤ C0 Ln1 ‖P‖
|Pj − Pj−1|Uj ≤ C0 Ln1 ‖P‖ e−B˜0 sj
− 1ρ−1
= C0 L
n
1 ‖P‖ e−B0 σj
− 1ρ−1
, j ≥ 1 ,
(3.14)
where the positive constants B˜0L
1
ρ−1
1 and B0L
1
ρ−1
1 depend only on ρ and δ. Given N and a > 0
we set
ε̂ := ‖P‖LN−21 (aκr)−1 ≤ 1 , (3.15)
and we introduce
ε˜j = ε̂κr0σ
τ+1
0 exp
(
−B0 σj−
1
ρ−1
)
.
We will choose later N = N(n, τ, ρ) and a > 0 independent of κ, L1, L2, and r, so that
|P0|U0 ≤ ε˜0 and |Pj − Pj−1|Uj ≤ ε˜j for j ≥ 1. Now we put
Ej := c
−1
1 exp
(
−Bσj−
1
ρ−1
)
with B :=
B0
2
(
δ
− 1
ρ−1 − 1
)
,
where c1 > 1 is the constant in the KAM step. We find δ ∈ (0, 1) from the equalities
∀j ∈ N , Ej+1 = c1/21 E3/2j .
This is equivalent to σj+1 = (2/3)
ρ−1σj , and we get δ =
(
2
3
)ρ−1
, which implies B = B0/4 =
A0L1
− 1
ρ−1 , where A0 = A0(ρ) > 0 depends only on ρ. Now we set ηj = E
1/2
j , rj+1 = ηjrj , and
put
εj = ε̂κrjσ
τ+1
j Ej .
The choice of the ‘weighted error’ Ej above is motivated by the inequality ε˜j ≤ εj+1/2, j ≥ 0,
which will be proved in (3.20). This inequality will allow us to put Pj − Pj−1 in the error term
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of the iteration of order j. Next we determine Kj from the equation K
n
j e
−Kjσj = Ej . Setting
xj = Kjσj we obtain
xnj e
−xj = Ejσ
n
j = c
−1
1 σ
n
j exp
(
−Bσj−
1
ρ−1
)
.
Consider the equation
xj − n lnxj = Bσ
− 1
ρ−1
j − n ln(σj) + ln c1. (3.16)
We set
σ0 = σ L
−1
1 (ln(L1 + e))
−(ρ−1) , 0 < σ ≤ σ˜(n, ρ)¿ 1 . (3.17)
Obviously, σ0L1 < σ ≤ σ˜(n, ρ)¿ 1, and for any j ∈ N we obtain
Bσ
− 1
ρ−1
j − n ln(σj) + ln c1 ≥ Bσ
− 1
ρ−1
0 = A0(L1σ0)
− 1
ρ−1 > A0σ
− 1
ρ−1 À 1 .
Hence, choosing 0 < σ ≤ σ˜(n, ρ) ¿ 1, we obtain for each j ∈ N an unique solution xj = xj(σ)
of (3.16) such that
xj ≥ xj − n lnxj ≥ Bσ
− 1
ρ−1
j ≥ A0σ−
1
ρ−1 À 1 .
Then xj − n lnxj = xj(1 + o(1)) as σ ↘ 0. On the other hand, using again (3.17) we get
xj − n lnxj ≤ Bσ
− 1
ρ−1
j
[
1− nA−10 (L1σj)
1
ρ−1 ln(L1σj) + nA
−1
0 (L1σ0)
1
ρ−1 (lnL1 + ln(c1))
]
= Bσ
− 1
ρ−1
j (1 + o(1)) ,
uniformly with respect to j ∈ N. Hence,
Bσ
− 1
ρ−1
j ≤ xj ≤ Bσ
− 1
ρ−1
j (1 + o(1)) , σ ↘ 0, (3.18)
uniformly with respect to j ∈ N. We set hj = κ 2−1K−τ−1j and fix υ = 1/54.
We are going to check the hypothesis (a) and (b) in Proposition 3.2 for any j ≥ 0 ( (c) is
fulfilled by definition). To prove (a) we use (3.15) and that η2j = Ej = o(1) as σ ↘ 0. Using
(3.17) and (3.18) we obtain
εj
rjhj
= 2ε̂Ejxj
τ+1 ≤ 2c−11 exp
(
−Bσj−
1
ρ−1
) (
Bσj
− 1
ρ−1
)τ+1
(1 + o(1))
≤ c(ρ, τ)
(
−A02 (L1σj)−
1
ρ−1
)
≤ c(ρ, τ)
(
−A02 (σδj)
− 1
ρ−1
)
.
This implies εj(rjhj)
−1 ¿ const. υ for 0 < σ ≤ σ˜(n, ρ, τ) ¿ 1 which proves (b). In the same
way we obtain
∞∏
j=0
(
1 +
Cεj
rjhj
)
≤ exp
 ∞∑
j=0
Cεj
rjhj
 ≤ 2 (3.19)
for 0 < σ ≤ σ˜(n, ρ, τ)¿ 1, where C = C(n, τ) > 0 is the constant in Remark 3.3. We are going
to check (3.12) with υ = 1/54. Using (3.18) we obtain xj/xj+1 = (σj+1/σj)
1
ρ−1 (1 + o(1)). This
implies
hj+1
hj
=
(
xj
xj+1
)τ+1(
σj+1
σj
)τ+1
= δ
(τ+1) ρ
ρ−1 (1 + o(1))) =
(
2
3
)ρ(τ+1)
(1 + o(1))
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for σ ↘ 0, uniformly with respect to j ∈ N. Since ρ > 1 and τ + 1 > n ≥ 2, we obtain
hj+1
hj
<
(
4
9
)ρ
<
4
9
= υ˜,
for any 0 < σ ≤ σ˜(n, ρ, τ)¿ 1, which proves (3.12).
Using the special choice of Ej , we are going to prove by induction that
∀ j ∈ N , ε˜j ≤ 1
2
εj+1. (3.20)
To obtain the estimate for j = 0 we write ε1 = ε̂κr1σ
τ+1
1 E1 = ε̂κr0σ
τ+1
0 δ
τ+1c
1/2
1 E
2
0 , and we
obtain
ε˜0/ε1 = c
−1/2
1
(
3
2
)(τ+1)(ρ−1)
exp
(
−2Bσ0−
1
ρ−1
)
≤ 1/2
for 0 < σ ≤ σ˜(n, ρ, τ)¿ 1, since B0 = 4B. To prove it for j + 1 ≥ 1 we write
εj+2 = ε̂κrj+2σ
τ+1
j+2Ej+2 = ε̂κrj+1σ
τ+1
j+1 δ
τ+1c
1/2
1 E
2
j+1 = εj+1c
1/2
1 Ej+1δ
τ+1.
Then for j ≥ 0 we obtain
ε˜j+1
εj+2
(
ε˜j
εj+1
)−1
= c
−1/2
1
(
3
2
)(τ+1)(ρ−1)
exp
(
−1
2
Bσj
− 1
ρ−1
)
≤ 1
for 0 < σ ≤ σ˜(n, ρ, τ) ¿ 1 which implies by recurrence (3.20). From now on we fix σ =
σ(n, ρ, τ) ¿ 1 so that all the estimates above hold and define σ0 by (3.17). Then we set
s0 = 5σ0(1 − δ)−1. We are going to prove that the sequences uj = 4s0δj , vj = 4r0δj , and
wj = 4h0δ
j , verify (3.1) choosing r0 = cr and c = c(n, ρ, τ, ς) ¿ 1. We have 4s0L1 ≤ 1
in view of (3.17). Moreover, h0 < κσ
τ+1
0 < κs0 ≤ L−1−ς2 s0, and we obtain wjL2 ≤ ujL1,
and wj < L
−1−ς
2 . Finally, r0 = cr ≤ cL−1−ς2 < L−1−ς2 , and r0L2 < cL−ς1 ≤ s0L1, choosing
appropriately c = c(n, ρ, τ, ς)¿ 1.
It remains to show that
|P0|U0 ≤ ε˜0 , |Pj − Pj−1|Uj ≤ ε˜j , j ≥ 1. (3.21)
for a¿ 1. In view of (3.14) we have
|P0|U0 ≤ C0‖P‖Ln1 = ε̂κr0C0
r
r0
L−N+n+21 a.
On the other hand, using (3.17) we get
στ+10 E0 = c
−1
1 σ
τ+1
0 exp
(
−A0 (L1σ0)−
1
ρ−1
)
= C ′(n, ρ, τ)L−τ−11 (ln(L1 + e))
−(ρ−1)(τ+1)(L1 + e)
−M ≥ C(n, ρ, τ)LM−τ−21 ,
where M = A0(ρ)σ(n, ρ, τ)
−1/(ρ−1). Now we fix N =M + τ + n+ 4 and chose
a = C(n, ρ, τ)C−10
r0
r
= C(n, ρ, τ)c(n, ρ, τ, ς)C−10 .
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Then |P0|U0 ≤ ε˜0. Recall that C0 comes from the Approximation lemma and the extension in
the beginning of Sect. 3, hence, a is independent of κ, L1, L2, and r. Using (3.14), we obtain for
each j ≥ 1
|Pj − Pj−1|Uj ≤ ε˜0 exp
(
−B0 σj−
1
ρ−1
)
≤ ε˜j .
We are ready to make the iterations. We consider the real-analytic in Uj Hamiltonian
Hj(ϕ, I;ω) = N0(I;ω) + Pj(ϕ, I;ω), where N0(I;ω) := 〈ω, I〉. For any j ∈ N, we denote by Dj
the class of real-analytic diffeomorphisms Fj : Dj+1 ×Oj+1 → Dj ×Oj of the form
Fj(θ, I;ω) = (Φj(θ, I;ω), φj(ω)) , Φj(θ, I;ω) = (Uj(θ;ω), Vj(θ, I;ω)) , (3.22)
where Φj(θ, I;ω) is affine linear with respect to I, and the transformation Φj(. , . ; ω) is canonical
for any fixed ω. To simplify the notations we denote the sup-norm in Dj × Oj by | · |j instead
of | · |sj ,rj ,hj . Obviously, Dj ×Oj ⊂ Uj .
Proposition 3.5 Suppose Pj, j ≥ 0, is real-analytic on Uj with
|P0|U0 ≤ ε˜0 , |Pj − Pj−1|Uj ≤ ε˜j , j ≥ 1.
Then for each j ≥ 0 there exists a real analytic normal form Nj(I;ω) = ej(ω) + 〈ω, I〉 and a
real analytic transformation F j, where F0 = Id and
F j+1 = F0 ◦ · · · ◦ Fj : Dj+1 ×Oj+1 −→ (D0 ×O0) ∩ Uj , j ≥ 0,
with Fj ∈ Dj such that Hj ◦ F j+1 = Nj+1 +Rj+1 and |Rj+1|j+1 ≤ εj+1. Moreover,
|W j(Fj − id)|j+1 , |W j(DFj − Id)W−1j |j+1 <
Cεj
rjhj
, (3.23)
|W 0(F j+1 −F j)|j+1 < cεj
rjhj
, (3.24)
where C = C(n, ρ) > 0 is the constant in Remark 3.3, c = c(n, ρ) > 0, DF j stands for the
Jacobian of F j with respect to (θ, I, ω), and W j = diag
(
σj
−1Id, rj
−1Id, hj
−1Id
)
.
Proof. The proof is similar to that of the Iterative Lemma [9]. First, applying the KAM step we
find F1 = F0 such that H0 ◦F0 = N1+R1, where R1 is real analytic in D1×O1 and |R1|1 ≤ ε1.
By recurrence we define for any j ≥ 1 the transformation F j+1 = F j ◦ Fj , where Fj belongs to
Dj . By the inductive assumption we have Hj−1 ◦F j = Nj +Rj , where Nj(I;ω) = ej(ω)+ 〈ω, I〉
is a real-analytic normal form, Rj is real analytic in Dj ×Oj , and |Rj |j ≤ εj . Then we write
Hj ◦ F j+1 = (N0 + Pj−1) ◦ F j+1 + (Pj − Pj−1) ◦ F j+1
=
[
Hj−1 ◦ F j
]
◦ Fj + (Pj − Pj−1) ◦ F j+1
= (Nj +Rj) ◦ Fj + (Pj − Pj−1) ◦ F j+1.
We apply Proposition 3.2 to the Hamiltonian Nj +Rj which is real-analytic in Dj ×Oj . In this
way, using (3.13), we find a real-analytic map Fj : Dj+1 × Oj+1 → Dj × Oj which belongs to
the class Dj and such that (Nj +Rj) ◦ Fj = Nj+1 +Rj+1,1, where
|Rj+1,1|j+1 ≤ 1
2
ε̂κrj+1σ
τ+1
j+1 c
1/2
1 E
3/2
j =
εj+1
2
.
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Moreover, Fj satisfies (3.23) in view of Remark 3.3 and as in [9] we obtain (3.24). We are going
to show that
F j+1 : Dj+1 ×Oj+1 −→ Uj . (3.25)
This inequality combined with (3.20) and (3.21) implies
|(Pj − Pj−1) ◦ F j+1|j+1 ≤ |Pj − Pj−1|Uj ≤ ε˜j ≤
εj+1
2
,
and we obtain Hj ◦ F j+1 = Nj+1 +Rj+1, where |Rj+1|j+1 ≤ εj+1.
To prove (3.25) we note that
|W kW−1k+1| = sup {sk+1/sk, rk+1/rk, hk+1/hk} = sk+1/sk = δ,
since rk+1/rk = E
1/2
k ¿ δ, and hk+1/hk ∼ δ(τ+1)ρ(ρ−1)
−1
< δ for any k ∈ N. Then using (3.19)
and (3.23), we estimate the Jacobian of F j+1 in Dj+1 ×Oj+1 as follows (see [9])∣∣∣W 0DF j+1W−1j ∣∣∣
j+1
=
∣∣∣W 0D(F0 ◦ · · · ◦ Fj)W−1j ∣∣∣
j+1
≤ ∏j−1k=0 (∣∣∣W kDFkW−1k ∣∣∣k+1
∣∣∣W kW−1k+1∣∣∣) ∣∣∣W jDFjW−1j ∣∣∣
j+1
≤ δj∏∞j=0 (1 + Cεjrjhj ) ≤ 2 δj .
Set z = (θ, I, ω) = x+ iy ∈ Dj+1 ×Oj+1, where x and y are the real and the imaginary part of
z. Then
F j+1(x+ iy) = F j+1(x) +W−10 Tj+1(x, y)W j y ,
Tj+1(x, y) = i
∫ 1
0
W 0DF j+1(x+ ity)W−1j dt .
Moreover, |Tj+1(x, y)| ≤ 2 δj and using that |W j y| ≤ |W j+1 y| ≤
√
3 we get
|Tj+1(x, y)W j y| ≤ 4 δj , x+ iy ∈ Dj+1 ×Oj+1 .
This implies F j+1(x+ iy) ∈ Uj , since F j+1(x) is real, and we complete the proof of Proposition
3.5. 2
We are going to prove suitable Gevrey estimates for F j . We set
D˜j = {(θ, I) ∈ Dj : |Im θ| < sj/2} , O˜j = {ω ∈ Cn : |ω − Ωκ| < hj/2} ,
and we denote Sj = F j+1 − F j . For any multi-indices α and β and m ∈ N with |β| ≤ m, we
denote
Rmω′
(
∂αθ ∂
β
ωSj
)
(θ, I, ω) := ∂αθ ∂
β
ωSj(θ, I, ω)−
∑
|β+γ|≤m
(ω − ω′)γ∂αθ ∂β+γω Sj(θ, I, ω′)/γ!.
Recall that ρ′ = ρ(τ + 1) + 1.
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Lemma 3.6 Under the assumptions of Proposition 3.5 we have
|W 0∂αθ ∂βωSj(θ, 0, ω)| ≤ ε̂ AC |α+β| L|α|+|β|(τ+1)+11 κ−|β| α! ρβ! ρ
′
E
1/2
j ,
(θ, 0, ω) ∈ D˜j+1 × O˜j+1 ,
|W 0Rmω′(∂αθ ∂βωSj(θ, 0, ω))| ≤ ε̂ ACm+|α|+1L|α|+(m+1)(τ+1)+11 κ−m−1
× |ω−ω′|m−|β|+1(m−|β|+1)! α! ρ (m+ 1)! ρ
′
E
1/2
j , θ ∈ Tn, ω, ω′ ∈ Ωκ ,
for any m ∈ N, α, β ∈ Nn, |β| ≤ m, where the constants A,C depend only on τ , ρ, n and ς.
Proof. Using (3.24) and the Cauchy estimate, we evaluate ∂αθ ∂
β
ωSj for any j ≥ 0 and |α+β| ≥ 1
in D˜j+1 × O˜j+1. We have
Mj,α,β :=
∣∣∣W0∂αθ ∂βωSj∣∣∣ ≤ c2|α+β| α!β! εj
rjhjs
|α|
j+1h
|β|
j+1
= cκε̂
2|α+β| α!β!Ejσ
τ
j
hjs
|α|
j+1h
|β|
j+1
.
Recall that sj = 5(1− δ)−1σj = 5(1− δ)−1Aρ−10 L−11 (Bσ
− 1
ρ−1
j )
−(ρ−1), and
hj =
κ
2
K−τ−1j =
κ
2
στ+1j x
−τ−1
j .
Then by (3.18) we get
h−1j+1 ≤ κ−1C˜0Lτ+11
(
Bσ
− 1
ρ−1
j
)ρ(τ+1)
.
where C˜0 depends only on τ and ρ. This implies
Mj,α,β ≤ ε̂ A1C |α+β|1 L|α|+|β|(τ+1)+11 κ−|β|α!β!
×
(
Bσ
− 1
ρ−1
j
)(ρ−1)(|α|−τ)+ρ(τ+1)(|β|+1)
exp
(
−Bσ−
1
ρ−1
j
)
,
where A1, C1 depend only on τ and ρ. Then we obtain
Mj,α,β ≤ ε̂AC |α+β|L|α|+|β|(τ+1)+11 κ−|β|α! ρ β! ρ(τ+1)+1E1/2j . (3.26)
where A,C depend only on τ and ρ.
We are going to prove the second estimate for ω, ω′ ∈ Ωκ. First we suppose that |ω′ − ω| ≤
hj+1/8. Expanding the analytic in Oj+1 function ω → ∂αωSj(θ, 0, ω), θ ∈ Tn, in Taylor series
with respect to ω at ω′, and using as above the Cauchy estimate for Mj,α,γ , we evaluate
Lmj,α,β := |W0(Rmω′ ∂αθ ∂βωSj)(θ, 0;ω))| , θ ∈ Tn, ω, ω′ ∈ Ωκ.
For |β| ≤ m+ 1 we have
(β + γ)!
γ!
≤ 2|β+γ|β! ≤ 2|β+γ| (m+ 1)!
(m− |β|+ 1)! .
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Then we obtain as above
Lmj,α,β ≤
∑
|γ|≥m−|β|+1
|ω′ − ω||γ|Mj,α,β+γ(θ, 0, ω′)/γ!
≤ c α!(m+ 1)! |ω
′ − ω|m−|β|+1
(m− |β|+ 1)!
4|α|+m+1εj
rjhjs
|α|
j+1h
m+1
j+1
∑
|β+γ|≥m+1
(
4|ω′ − ω|h−1j+1
)|β+γ|−m−1
,
and we get
Lmj,α,β ≤ 2c α!(m+ 1)!
|ω′ − ω|m−|β|+1
(m− |β|+ 1)!
4|α|+m+1εj
rjhjs
|α|
j+1h
m+1
j+1
≤ ε̂ AC |α|+m+1L|α|+(m+1)(τ+1)+11 κ−m−1
|ω′ − ω|m−|β|+1
(m− |β|+ 1)! α!
ρ(m+ 1)! ρ(τ+1)+1E
1/2
j .
where A,C depend only on τ , ρ and n. For |ω′ − ω| ≥ hj+1/8 we obtain the same inequality,
estimating Lmj,α,β term by term and using (3.26). This proves the lemma. 2
According to Proposition 3.5 and Lemma 3.6, the limit
∂αθHβ(θ, ω) := lim
j→∞
∂αθ ∂
β
ω
[
F j(θ, 0, ω)− (θ, 0, ω)
]
, (θ, ω) ∈ Tn × Ωκ ,
exists for each α, β ∈ N and it is uniform since ∑E1/2j <∞. Moreover, the partial derivatives
of ∂αθ (Hβ) = ∂αθHβ exist and they are continuous on Tn × Ωκ. Consider the jet H =
(
∂αθHβ
)
,
α, β ∈ Nn, of continuous functions ∂αθHβ : Tn × Ωκ → Tn ×D × Ω, and set
(Rmω′∂
α
θH)β (θ, ω) := ∂αθHβ(θ, ω)−
∑
|β+γ|≤m
(ω − ω′)γ∂αθHβ+γ(θ, ω′)/γ!.
In view of Lemma 3.6, we have
|W 0∂αθHβ(θ, ω)| ≤ ε̂ AL1 (CL1)|α| (CLτ+11 κ−1)|β|α! ρβ! ρ
′
|W 0 (Rmω′∂αθH)β (θ, ω)| ≤ ε̂ AL1 (CL1)|α| (CLτ+11 κ−1)m+1
|ω − ω′|m−|β|+1
(m− |β|+ 1)! α!
ρ (m+ 1)! ρ
′
(3.27)
for each α, and β satisfying 0 ≤ |β| ≤ m, and θ ∈ Tn, ω, ω′ ∈ Ωκ, where A and C depend only
on τ , ρ, ρ′, and n. We are going to extend H to a Gevrey function on Tn × Ω.
3.4 Whitney extension in Gevrey classes
Let K be a compact in Rn and ρ ≥ 1, ρ′ > 1. We consider a jet (fβ), β ∈ Nn, of functions
fβ : Tn×K → R, such that for each α ∈ Nn the partial derivative ∂αθ fβ exists, it is continuous
on Tn ×K, and there are positive constants A, C1 and C2 such that
|∂αθ fβ(θ, ω)| ≤ AC |α|1 C |β|2 α! ρβ! ρ
′
,
| (Rmω′∂αθ f)β (θ, ω)| ≤ AC
|α|
1 C
m+1
2
|ω − ω′|m−|β|+1
(m− |β|+ 1)! α!
ρ (m+ 1)! ρ
′
.
(3.28)
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Theorem 3.7 There exist positive constants A0 and C0 and for any compact set K and any jet
f = (fβ), β ∈ Nn, satisfying (3.28) there exists f˜ ∈ Gρ,ρ′(Tn ×Rn) such that ∂αθ ∂βω f˜ = ∂αθ fβ
on K for each α, β, and
|∂αθ ∂βω f˜(θ, ω)| ≤ AA0 max(C1, 1) (C0C1)|α|+1 (C0C2)|β| α! ρβ! ρ
′
.
Remark. We point out that the positive constants A0 and C0 do not depend on the the jet f ,
on compact set K nor on the constants A, C1 and C2.
Proof. Consider the Fourier coefficients
fβk (ω) = (2pi)
−n
∫
Tn
e−i〈k,ϕ〉 fβ(ϕ, ω)dϕ , k ∈ Zn ,
and denote by A the set of all Whitney jets gk =
(
gβk
)
, β ∈ Nn, where gβk = er|k|
1/ρ
fβk (ω) and
k ∈ Zn, |k| = |k1|+ · · ·+ |kn|. Choosing r = c0C−1/ρ1 with 0 < c0 = c0(n, ρ)¿ 1, we are going
to show that (gβk ) ∈ A satisfy∣∣∣gβk (ω)∣∣∣ ≤ A2C |β|2 β! ρ , ω ∈ K
| (Rmω′gk)β (ω)| ≤ A2Cm+12
|ω − ω′|m−|β|+1
(m− |β|+ 1)! (m+ 1)!
ρ′ ,
(3.29)
where A2 = 2Amax(C1, 1) . We decompose j = ρ`j + qj , j, ` ∈ N, 0 ≤ qj < ρ. For any
k = (k1, . . . , kn) ∈ Zn we have |k| ≤ nmax1≤i≤n |ki| = n|kp| for some p. Then integrating by
parts and using (3.28), we estimate
rj |k|j/ρ
j!
|fβk (ω)| ≤ A
rj
j!
n`j+1C
`j+1
1 C
|β|
2 (`j + 1)!
ρβ! ρ
′ ≤ 2−jAmax(C1, 1)C |β|2 β! ρ
′
,
choosing r = c0C
−1/ρ
1 with 0 < c0 = c0(n, ρ)¿ 1. This proves the first part of (3.29). To prove
the second part, we notice that (Rmω′fk)β (ω) is just the Fourier coefficient of (R
m
ω′∂
α
θ f)β (θ, ω)
corresponding to k. Now we use a variant of the Whitney extension theorem due to Bruna (see
Theorem 3.1, [1]).
Theorem 3.8 For any compact set K and a jet g = (gβ), β ∈ Nn, satisfying (3.29) on K,
there is g˜ ∈ Gρ′(Rn) such that ∂βω g˜ = gβ on K for any β, and
|∂βω g˜(ω)| ≤ A0A2 (C0C2)|β| β! ρ
′
.
Moreover, the positive constants A0 and C0 do not depend on the jet g, on the compact set K
nor on the constants A2, C2.
The proof of Theorem 3.8 is given in [1]. Here we only indicate that the constants A0, C0 > 0 do
not depend on the compact set K nor on A2 and C2. This follows from the proof of Theorem 3.1,
[1]. More precisely, setting fβ(ω) = A−12 C
−|β|
2 g
β(C−12 ω), C
−1
2 ω ∈ K, we obtain |fβ(ω)| ≤ β! ρ
′
and
| (Rmω′f)β (ω)| = A−12 C−|β|2
∣∣∣∣(RmC−12 ω′g
)
β
(C−12 ω)
∣∣∣∣ ≤ |ω − ω′|m−|β|+1(m− |β|+ 1)! (m+ 1)! ρ′
19
for C−12 ω,C
−1
2 ω
′ ∈ K. Hence, we can suppose that (12) and (13), [1], hold with ε = A = 1
(K is scaled to another compact still denoted by K). Then it is easy to see that the constants
A and ε in (19), [1], are independent of g and K. Moreover, the different constants in Lemma
3.2 and 3.3, [1], do not depend on g and K, and we obtain that the constants in (26), [1], are
independent of g and K. Scaling back by C2 we obtain the desired estimates with constants A0
and C0 independent of g, K, A2 and C2. 2
Applying Theorem 3.8 to the family of jets A, we obtain a family of functions g˜k ∈ Gρ′ such
that ∂βω g˜k = g
β
k on K for each β, and∣∣∣∂βω g˜k(ω)∣∣∣ ≤ A0Amax(C1, 1)(C0C2)|β| β! ρ′ , ∀ω ∈ Rn , k ∈ Zn , β ∈ Nn .
Now it is easy to see that the function
f˜(θ, ω) =
∑
k∈Zn
ei〈k,θ〉−r|k|
1/ρ
g˜k(ω)
satisfies the requirements of Theorem 3.8. 2
3.5 Proof of Theorem 2.1.
Using (3.27), we extend the jetH to a Gevrey functionH = (H1,H2,H3) : Tn×Ω→ Tn×D×Ω.
We have
|W 0∂αθ ∂βωH(θ, ω)| ≤ ε̂ AL21 (CL1)|α| (CLτ+11 κ−1)|β|α! ρβ! ρ(τ
′+1)+1 ,
where ε̂ = ‖P‖LN−21 (aκr)−1 and the positive constants A and C are independent of L1, L2, κ,
r, and Ω ⊂ BR¯(0). We set F = (Φ, φ), Φ = (U, V ), where U(θ, ω) = H1(θ, ω) + θ, V (θ, ω) =
H2(θ, ω), and φ(ω) = H3(ω)+ω. Recall that r0 = cr, where c = c(n, τ, ρ, ς) > 0 is fixed in Sect.
3.3. On the other hand, h0 ≤ κστ+10 < κ, and we obtain∣∣∣∂αθ ∂βω(U(θ;ω)− θ)∣∣∣ + r−1 ∣∣∣∂αθ ∂βωV (θ;ω)∣∣∣+ κ−1 ∣∣∣∂βω(φ(ω)− ω)∣∣∣
≤ A‖P‖L
N
1
κr
(CL1)
|α| (CLτ+11 κ
−1)|β|α! ρβ! ρ
′
for some positive constants A and C as above. Choosing ² < 1/A in (2.3) we obtain |V (θ, ω)| ≤
A‖P‖LN1 κ−1 ≤ A²r < r ≤ R. In the same way we get φ(ω) ∈ Ω for ω ∈ Ωκ. This proves the
estimates in Theorem 2.1. As in Sect. 5.d, [9], we obtain that
∣∣∣XHj ◦ F j −DΦj ·XN ∣∣∣ ≤ cεjrjhj
on Tn × {0} × Ωκ for all j ≥ 0, where XHj and XN stand for the Hamiltonian vector fields of
Hj(θ, I;ω) and N = 〈ω, I〉, respectively. On the other hand, ∇Hj converges uniformly to ∇H
as j →∞ in view of Proposition 3.1, hence,
XH(·;φ(ω)) ◦ Φ = DΦ ·XN
on Tn × {0} ×Ωκ. Then {Φ(θ;ω) : θ ∈ Tn} is an embedded invariant torus of the Hamiltonian
H(θ, I;φ(ω)) with frequency ω ∈ Ωκ. It is Lagrangian by construction (see also [2], Sect. I.3.2).
This completes the proof of Theorem 1.1. 2
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3.6 Real analytic hamiltonians.
Consider a real analytic Hamiltonian P ∈ G1L1,L2,L2(Tn ×B × Ω), B = BR(0), with norm
‖P‖L1,L2 = sup
(
|∂αθ ∂βI ∂γωP (θ, I;ω)|L−|α|1 L−|β|−|γ|2 (α!β!γ!)−1
)
< +∞.
Then P can be extended as an analytic Hamiltonian in Ds,r × Oh, where s = (2L1)−1 and
r = h = (2L2)
−1, and with sup-norm satisfying ‖P‖2L1,2L2 ≤ ‖P‖s,r,h ≤ C‖P‖L1,L2 , where
C = C(n) > 0. Fix τ ′ > τ > n− 1. We can slightly improve Theorem 3.1 [10]. Given s > 0 we
denote by Us the set of all θ ∈ Cn/2piZn such that |Im θ| < s.
Theorem 3.9 Suppose that H is given by (2.1) where P ∈ G1L1,L2,L2(Tn × BR(0) × Ω). Fix
κ > 0 and r > 0 such that κ, r < L−12 and r ≤ R. Then there is 0 < s0 ≤ s and ² > 0 both
independent of κ, L2, r, R, and of Ω ⊂ Ω0, such that if ‖P‖ ≤ ²κr then there exist maps
φ ∈ Gτ ′+2(Ω,Ω) and Φ = (U, V ) ∈ G1,τ ′+2(Us0/2 ×Ω, Us0 ×BR(0)), satisfying (i), Theorem 2.1,
with ρ = 1. Moreover, there exist A,C > 0, independent of κ, L2, r, and Ω, such that∣∣∣∂βω(U(θ;ω)− θ)∣∣∣ + r−1 ∣∣∣∂βωV (θ;ω)∣∣∣+ κ−1 ∣∣∣∂βω(φ(ω)− ω)∣∣∣ ≤ AC |β| κ−|β| β! τ ′+2 ‖P‖κr
uniformly in (θ, ω) ∈ Us0/2 × Ω and for any β ∈ Nn.
Proof. Fix ρ = (τ ′ − τ)(τ + 1)−1 + 1 and set as above σj = σ0δj , and sj+1 = sj − 5σj ,
j ≥ 0, where s0(1 − δ) = 20σ0 (then sj → 3s0/4) and s0 ≤ s = (2L1)−1. As above we define
Ej := c
−1
1 exp(−σ
− 1
ρ−1
j ) and set εj = ε̂κrjσ
τ+1
j Ej , where ε̂ = ‖P‖s,r,h(aκr)−1. Choose r0 = r
and h0 = h and define rj , xj , Kj and hj as above. We consider H = 〈ω, I〉+ P in Dj ×Oj . We
fix σ0 = σ0(n, ρ, τ, s) ≤ s(1− δ)/20, so that a), b), c) in Proposition 3.1 and (3.12) hold for any
j ≥ 0. Next we choose a = a(n, ρ, τ, L1) ≤ c−11 σ−τ−10 exp(−σ
− 1
ρ−1
0 ). Then |P |0 ≤ ε0, and we can
apply Proposition 3.5. Moreover, as in Lemma 3.6 we obtain with ρ′ = ρ(τ + 1) + 1 = τ ′ + 2
|W 0∂βωSj(θ, 0, ω)| ≤ ε̂ AC |β| κ−|β| β! ρ
′
E
1/2
j , (θ, 0, ω) ∈ Us0/2 × O˜j+1 ,
|W 0Rmω′(∂βωSj(θ, 0, ω))| ≤ ε̂ ACm+1κ−m−1
× |ω−ω′|m−|β|+1(m−|β|+1)! (m+ 1)! ρ
′
E
1/2
j , θ ∈ Us0/2, ω, ω′ ∈ Ωκ ,
for any m ∈ N, β ∈ Nn, |β| ≤ m, where the constants A,C depend only on τ , ρ, n and L1. We
complete the proof of the theorem as above. 2
4 Proof of Theorem 1.1 and Corollary 1.2.
Proof of Theorem 1.1. Set r = R = κ
√
²H . Then (2.2) implies ‖P‖ ≤ (A+1)κr√²H and we can
apply Theorem 2.1. Consider the map Φ : Tn × Ω→ Tn ×D given by
Φ(θ, ω) = (U(θ;ω),∇g0(φ(ω)) + V (θ;ω)),
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where U and V are obtained in Theorem 2.1. We have H(θ, I;φ(ω)) = H(θ,∇g0(φ(ω)) + I),
I ∈ BR(0), in the notations of Sect. 2.1. Then Theorem 2.1, (i), implies that Λω = {Φ(θ, ω) :
θ ∈ Tn}, ω ∈ Ωκ, is an embedded Lagrangian invariant torus of the Hamiltonian H for each
ω ∈ Ωκ with frequency ω. The corresponding estimates for Φ follow directly from those in
Theorem 2.1. 2
Proof of Corollary 1.2. The proof is close to that of Theorem 2.1, [10] and we will be concerned
mainly with the corresponding Gevrey estimates. Let εH ≤ ²L−N−21 . Then in the notations of
(ii), Theorem 1.1, we get AC1L
N/2
1
√
εH ≤ AC². Choosing ² small enough and using Proposition
A.2 as well as (ii), Theorem 1.1, we obtain a solution θ = θ(ϕ, ω) the equation U(θ, ω) = ϕ such
that θ(ϕ, ω) − ϕ satisfies the same Gevrey estimates as U . Set F (ϕ, ω) = V (θ(ϕ, ω), ω). We
have Λω = {(ϕ, F (ϕ, ω)) : ϕ ∈ Tn} for each ω ∈ Ωκ. Moreover, by Proposition A.4 we obtain∣∣∣∂αϕ∂βω(F (ϕ, ω)−∇g0(ω))∣∣∣ ≤ κAC |α|1 (C2κ−1)|β|α! ρβ! ρ(τ+1)+1 LN/21 √εH
uniformly in (θ, ω) ∈ Tn × Ω. Hereafter, A, C1 = CL1, and C2 = CLτ+11 are positive constants
as in Theorem 1.1. Denote by p : Rn → Tn the natural projection. As in Lemma 2.2 , [10],
we shall find ψ ∈ Gρ,ρ′(Rn × Ω) and R ∈ Gρ′(Ω) such that Q(x, ω) := ψ(x, ω)− 〈x,R(ω)〉 is 2pi
periodic with respect to x and
(i) ∀(x, ω) ∈ Rn × Ωκ, ∇xψ(x, ω) = F (p(x), ω),
(ii)
∣∣∣∂αx ∂βωQ(x, ω)∣∣∣ + ∣∣∣∂βI (R(ω)−∇g0(ω))∣∣∣ ≤ κAC |α|1 (C2κ−1)|β|α! ρβ! ρ(τ+1)+1 LN/21 √εH ,
for (x, ω) ∈ Rn × Ω. To obtain ψ we consider the function
ψ˜(x, ω) =
∫
γx
σ =
∫ 1
0
〈F (p(tx), ω), x〉 dt, (x, ω) ∈ Rn × Ω ,
where γx = {(tx, F (p(tx), ω)) : 0 ≤ t ≤ 1} and σ = ξdx is the canonical one-form on T ∗Rn.
Then ψ˜(x, ω)−〈∇g0(ω), x〉 satisfies the Gevrey estimates (ii) in [0, 4pi]n×Ω. We set 2piRj(ω) =
ψ˜(2piej , ω), ω ∈ Ω, {ej} being an unitary basis in Rn. Then R−∇g0 satisfies (ii) in Ω. Since Λω,
ω ∈ Ωκ, is Lagrangian, we obtain as in [10] that for such ω the function ∇xψ˜(x, ω) is 2pi periodic
with respect to x and ψ˜(x+2pim,ω)− ψ˜(x, ω) = 〈2pim,R(ω)〉 for m ∈ Zn. Consider the function
Q˜(x, ω) = ψ˜(x, ω)− 〈x,R(ω)〉. It satisfies the Gevrey estimates (ii) in [0, 4pi]n × Ω, and it is 2pi
periodic with respect to x for ω ∈ Ωκ. We are going to average Q˜ on Tn. Let f ∈ GρC(Rn) with
supp f ⊂ [pi/2, 7pi/2]n, where C > 0 is a positive constant, and such that ∑k∈Zn f(x− 2pik) = 1
for each x ∈ Rn. Consider the function Q(x, ω) = ∑k∈Zn(fQ˜)(x − 2pik, ω). It is 2pi-periodic
with respect to x by construction, it belongs to Gρ,ρ′(Rn × Ω), and Q(x, ω) = Q˜(x, ω) for
(x, ω) ∈ Rn × Ωκ. Moreover, Q satisfies the Gevrey estimates (ii) in Rn × Ω. We set ψ(x, ω) =
Q(x, ω) + 〈x,R(ω)〉. Recall that dist (Ωκ,Rn \ Ω) ≥ κ. Then multiplying Q and R −∇g0 by a
suitable cut-off function h ∈ Gρ′
C˜
(Ω), with C˜ = Cκ−1 and C > 0 independent of Ω ⊂ Ω0, such
that h = 1 in a neighborhood of Ωκ and h(ω) = 0 if dist (ω,R
n \Ω) ≤ κ/2, we can assume that
ψ(x, ω) = 〈x,∇g0(ω)〉 for any ω such that dist (ω,Rn \ Ω) ≤ κ/2. This does not change the
corresponding Gevrey estimates for ψ.
Let εHL
N+2(τ+2)
1 ≤ ² ¿ 1. Then κAC1(C2κ−1)LN/21
√
εH ≤ AC2² ¿ 1, and the map
Ω 3 ω → ∇xψ(x, ω) ∈ D becomes a diffeomorphism for any x fixed, which gives a Gρ,ρ′-foliation
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of Tn × D by Lagrangian tori Λω = {(p(x),∇xψ(x, ω)) : x ∈ Rn} , ω ∈ Ω. The action
I = (I1, . . . , In) ∈ D on each Λω, ω ∈ D, is given by
Ij(ω) = (2pi)
−1
∫
γj(ω)
σ = (2pi)−1(ψ(2piej , ω)− ψ(0, ω)) = Rj(ω),
where γj(ω) = {(p(tej), ∇xψ(tej , ω)) : 0 ≤ t ≤ 2pi}. Then I(ω) − ∇g0(ω) = R(ω) − ∇g0(ω)
satisfies (ii) in Ω, and choosing εHL
N+2(τ+2)
1 ≤ ² ¿ 1 we obtain that the frequency map
Ω 3 ω 7→ I(ω) ∈ D is a diffeomorphism of Gevrey class Gρ′ . Using Remark A.1 we show that
the inverse map D 3 I 7→ ω(I) ∈ Ω is in Gρ′ and∣∣∣∂α (ω(I)−∇H0(I))∣∣∣ ≤ κA (C2κ−1)|α| α! ρ′LN/21 √εH ,
uniformly with respect to (ϕ, ω) ∈ Tn × Ω and for any α, β ∈ Nn. Now we set Φ(x, I) =
ψ(x, ω(I)). Then Φ(x, I)−〈x, I〉 is 2pi-periodic with respect to x, and using Proposition A.3 we
get the estimates∣∣∣∂αx ∂βI (Φ(x, I)− 〈x, I〉)∣∣∣ ≤ κAC |α|1 (C2κ−1)|β|α! ρβ! ρ(τ+1)+1 LN/21 √εH .
Solving the equation ΦI(θ, I) = ϕ with respect to θ by means of Proposition A.2 we obtain the
symplectic transformation χ. For any ω ∈ Ωκ and any θ we have (θ, F (θ, ω)) = (θ,Φθ(θ, I(ω))) =
χ(ΦI(θ, I(ω)), I(ω)), hence, Λω = χ(T
n × {I(ω)}). Set H˜(ϕ, I) = H(χ(ϕ, I)). Then H˜ is
constant on Tn×{I(ω)}. We set K(I) = H˜(0, I) and R(ϕ, I) = H˜(ϕ, I)−K(I). Then R(ϕ, I) =
0 on Tn × Eκ, hence, all the derivatives of R vanish on Tn × Eκ, since each point of Eκ is of
positive Lebesgue density in Eκ. Using Proposition A.4 for H˜(ϕ, I) = H(θ(ϕ, I),Φθ(θ(ϕ, I), I))
we obtain for any α, β ∈ Nn∣∣∣∂αϕ∂βI (H˜(ϕ, I)−H0(I))∣∣∣ ≤ κAC |α|1 (C2κ−1)|β|α! ρβ! ρ(τ+1)+1 LN/21 √εH
uniformly with respect to (ϕ, I) ∈ Tn ×D, where the constants A,C1 and C2 are as above. 2
Appendix
We shall obtain a variant of the implicit function theorem of Komatsu [3] in anisotropic Gevrey
classes. Let X and Ω0 be domains in R
n and Rm respectevly. Fix ρ′ ≥ ρ ≥ 1. Let F =
(f1, . . . , fn) be a Gevrey function of the class Gρ,ρ′(X × Ω,Rn). We suppose that there are
constants A0 > 0 and h1, h2 > 0, and a small parameter 0 < ε ≤ 1, such that
∀(x, ω) ∈ X × Ω0 ,
∣∣∣∂αx ∂βω(F (x, ω)− x)∣∣∣ ≤ εA0h|α|1 h|β|2 α! ρβ! ρ′ (A.1)
for any multi-indices α, β. We choose ε > 0 so that εA0h1 ≤ 1/2. Then |DxF (x, ω)− Id| ≤ 1/2
for any (x, ω) ∈ X ×Ω0, where DxF stands for the Jacobian of F with respect to x. Hence, the
inverse matrix (DxF )
−1 exists and
∣∣DxF (x, ω)−1∣∣ ≤ 2 in X ×Ω0. Consider now a local solution
x = g(y, ω), (y, ω) ∈ Y × Ω of F (x, ω) = y, where Y ⊂ Rn and Ω ⊂ Ω0 are suitable domains.
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Proposition A. 1 Suppose that (A.1) holds and with 0 < ε ≤ 1 and εA0h1 ≤ 1/2, and consider
a local solution x = g(y, ω), (y, ω) ∈ Y × Ω, of F (x, ω) = y. Then g ∈ Gρ,ρ′(Y × Ω, X), and
there exist positive constants A and C depending only on ρ, ρ′, n, and m, such that
∀α, β, sup
Y×Ω
∣∣∣∂αy ∂βω(g(y, ω)− y)∣∣∣ ≤ εA0AC |α+β| h|α|1 h|β|2 α! ρβ! ρ′ .
Remark A.1. Let f = (f1, . . . , fn) ∈ Gρ(X,Rn) and |∂αx (f(x)− x)| ≤ εA0h|α|α! ρ in X for any
α, where 0 < ε ≤ 1 and εA0h ≤ 1/2, and let g : Y → X be an inverse map to f . Then the
inverse map g of f belongs to Gρ(Y,X) and
∣∣∣∂αy (g(y)− y)∣∣∣ ≤ εA0AC |α| h|α| α! ρ in Y for any α.
As a corollary we obtain
Proposition A. 2 Suppose that F ∈ Gρ,ρ′(Tn × Ω,Tn) satisfies (A.1) with 0 < ε ≤ 1 and
εA0h1 ≤ 1/2. Then there exists g ∈ Gρ,ρ′(Tn×Ω,Tn) and there are positive constants A and C
depending only on ρ, ρ′, n, and m such that
∀α, β, sup
X×Ω
∣∣∣∂αy ∂βω(g(y, ω)− y)∣∣∣ ≤ εA0AC |α+β|h|α|1 h|β|2 α! ρβ! ρ′ .
Proof of Proposition A 1. We rescale the variables
x 7→ h1x = x˜ ∈ h1X := X˜ , y 7→ h1y = y˜ ∈ h1Y := Y˜ , ω 7→ h2ω = ω˜ ∈ h2Ω := Ω˜ .
Set F˜ (x, ω) = h1F (h
−1
1 x, h
−1
2 ω), (x, ω) ∈ X˜× Ω˜, and g˜(y, ω) = h1g(h−11 y, h−12 ω), (y, ω) ∈ Y˜ × Ω˜.
Then x = g˜(y, ω), (y, ω) ∈ Y˜ × Ω˜, is a solution of the equation F˜ (x, ω) = y. Moreover, (A.1)
implies
sup
X˜×Ω˜
∣∣∣∂αx ∂βω(F˜ (x, ω)− x)∣∣∣ ≤ ε˜α! ρβ! ρ′ , (A.2)
where ε˜ := εA0h1 ≤ 1/2. We are going to prove that there exist positive constants A and C
depending only on ρ, ρ′, n, and m such that
∀α, β, sup
Y˜×Ω˜
∣∣∣∂αy ∂βω(g˜(y, ω)− y)∣∣∣ ≤ ε˜AC |α+β| α! ρβ! ρ′ . (A.3)
Then rescaling back the variables we obtain the estimates in Proposition A.1.
We are going to prove (A.3). From now on we omit ‘∼’ to simplify the notations. The
implicit function theorem of Komatsu [3] implies that g ∈ Gρ′(Y × Ω;X). Moreover, it follows
from [3] that
sup
X×Ω
∣∣∣∂αx ∂βω(gj(y, ω)− yj)∣∣∣ ≤ εAh|α|+|β|(α!β!) ρ′ . (A.4)
Hereafter, A and h are positive constants, depending only on ρ, ρ′, n, and m. To obtain (A.4)
we consider the inverse mapping (g, id) of (F, id) in X×Ω and we use that B = 2, 0 < C = ε ≤ 1
and h = 1 in the estimates of br in (4), [3], p. 70-71 (see also the estimates of ψ
r,α below).
Take any x0, y0 ∈ X and ω0 ∈ Ω such that F (x0, ω0) = y0. Changing the variables if
necessary we assume y0 = 0 and ω0 = 0. Consider now the solution ω 7→ g(0, ω) of F (x, ω) = 0
with g(0, 0) = x0. Then we obtain
F (x, ω) = (x− g(0, ω))DxF (g(0, ω), ω) +R(x, ω),
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in a neighborhood of (0, 0), where R(x, ω) = O(|x− g(0, ω)|2), R ∈ Gρ,ρ′(X ×Ω;Rn). Moreover,
it follows from (A.2), (A.4) and from Proposition A.3 below that
sup
X×Ω
∣∣∣∂αx ∂βωR(x, ω)∣∣∣ ≤ εAh|α+β|α! ρβ! ρ′ ,
where A > 0 and h > 0 depend only on ρ, ρ′, n, and n. Now me make a local change of the
variables
z = (x− g(0, ω))DxF (g(0, ω), ω),
and we obtain the equation (with respect to z)
z = y + ϕ(z, ω) , z ∈ Y0, y ∈ Y, ω ∈ Ω , (A.5)
where Y0 and Y are neighborhoods of 0 in R
n, ϕ(0, ω) ≡ 0, and
∀α, β, sup
Y0×Ω
∣∣∣∂αz ∂βωϕ(z, ω)∣∣∣ ≤ εAh|α+β|α! ρβ! ρ′
with some positive constants A and h as above. We are going to estimate the derivatives
∂py∂
α
ωu(0, 0) of the solution z = u(y, ω) of the equation above.
For j ∈ N we set Mj = j! ρ and Nj = j! ρ′ . Then Mj ≤ Nj and there is H ≥ 1 such that
(Mq/q!)
1/q−1 ≤ H (Mp/p!)1/p−1 , (Mq/q!)1/q ≤ H (Mp/p!)1/p , 2 ≤ q ≤ p. (A.6)
The same estimates hold for Nj as well.
Consider the Taylor expansion of ϕ in formal power series at (0, 0)
ϕ(z, ω) =
∑
|p|≥2
∑
α∈Nm
ϕp,α
p!α!
zpωα , ϕp,α = ∂pz∂
α
ωϕ(0, 0).
Then we have
ϕ¿ εA
∑
|p|≥2
∑
α∈Nm
M|p|
p!
N|α|
α!
h|p|+|α|zpωα,
which means that |ϕp,α| ≤ εAM|p|N|α|h|p|+|α| for each p, α. Consider the solution z = u(y, ω) of
(A.5) and its formal Taylor series at (0, 0)
u(y, ω) = y +
∑
|p|≥2
∑
α∈Nm
up,α
p!α!
ypωα.
Then (A.5) is formally equivalent to
∑
|p|≥2
∑
α∈Nm
up,α
p!α!
ypωα =
∑
|p|≥2
∑
α∈Nm
ϕp,α
p!α!
y + ∑
|q|≥2
∑
β∈Nm
uq,β
q!β!
yqωβ
p ωα.
Denote by v(y, ω) the power series
v(y, ω) =
∑
|p|≥2
∑
α∈Nm
vp,α
p!α!
ypωα,
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and suppose that it is a formal solution of
v(y, ω) = εA
∑
|p|≥2
∑
α∈Nm
M|p|
p!
N|α|
α!
h|p|h|α| (y + v(y, ω))p ωα . (A.7)
We claim that such a solution exists and it is unique, vp,α > 0, and u¿ y + v. Indeed, for any
|p| ≥ 2, α ∈ Nm, and 1 ≤ j ≤ n, there is a polynomial Qp,α,j 6≡ 0 of the variables (tq,β , sr,γ) and
with non-negative coefficients, where q, r ∈ Nn, β, γ ∈ Nm, 2 ≤ |q| ≤ |p|, β ≤ α, 2 ≤ |r| ≤ |p|−1,
γ ≤ α, and such that up,αj , respectively, vp,αj , is the value of Qp,α,j for tq,β = ϕq,β , sr,γ = ur,γj ,
respectively, for tq,β = εAM|p|N|α|h
|p|+|α|, sr,γ = v
r,γ
j . For |p| = 2 the polynomial Qp,α,j is
independent of sr,γ , |r| ≥ 2. Since the coefficients of Qp,α,j are non-negative, we get |ur,αj | ≤ vr,αj
for |r| = 2 and each α. By recurrence we obtain |ur,αj | ≤ vr,αj for each |r| ≥ 2 and α ∈ Nm.
Now we set y = (s, . . . , s), s > 0, and consider
φ(s, ω) =
∞∑
r=2
∑
α∈Nm
φr,α
r!α!
srωα, φr,α =
∑
|p|=r
vp,α
r!
p!
.
Note that for such y the right hand side of the equation (A.7) is invariant under any permutation
of the components vj(y, ω), 1 ≤ j ≤ n, and using the uniqueness of the solution, we obtain
φ1(s, ω) = · · · = φn(s, ω) = φ˜(s, ω). Then t = s+ φ˜(s, ω) is a formal solution of
t = s+ εA
∞∑
r=2
∑
α∈Nm
∑
|p|=r
r!
p!
Mr
r!
N|α|
α!
(ht)r(hω)α ,
where
∑
|p|=r
r!
p! ≤ nr. Let t = ψ(s, ω) := s+
∑∞
r=2
∑
α∈Nm
ψr,α
r!α! s
rωα be the formal solution of
t = s+ εA
∞∑
r=2
∑
α∈Nm
Mr
r!
N|α|
α!
(hnt)r(hω)α . (A.8)
We obtain as above s+ φ˜ ¿ ψ, which implies |up,αj | ≤ ψ|p|,α for 1 ≤ j ≤ n and for any |p| ≥ 2,
α ∈ Nm.
We are going to estimate ψr,α. Set C(ω) = A
∑
α∈Nm
N|α|
α! (hω)
α. Then (A.8) becomes
s = k(t, ω) := t− εC(ω)
∞∑
r=2
Mr
r!
(hnt))r.
Recall that 0 < ε ≤ 1. We suppose also that A ≥ 1 and h ≥ 1. As in [3], using the Lagrange
expansion theorem, we obtain for r ≥ 2
ψr,α =
[
∂αω
{(
d
dt
)r−1 ( t
k(t, ω)
)r}
|t=0
]
|ω=0
≤ ε
∂αω

(
d
dt
)r−1 ∞∑
q=0
C(ω)hn r−1∑
p=1
Mp+1
(p+ 1)!
(hnt)p
qr |t=0
 |ω=0 ,
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and we get
ψr,α ≤ εMr (4Hhn)r−1
∂αω
1 +Ahn∑
β≤α
N|β|
|β|! (hω)
β
r−1
 |ω=0
≤ εMr(8AHh2n2)r−1
∂αω
∑
β
((
N|α|
|α|!
)1/|α|
hω
)βr−1
 |ω=0
≤ εMrN|α|(8AHh2n2)r−1h|α|2m(r−2)+|α|.
We have used the inequalities (A.6) for Mj and Nj , as well as the identity ∑
β∈Nm
ωβ
q = ∑
α∈Nm
Cαω
α,
where q = r − 1 ≥ 1 and
Cα =
 q + α1 − 1
α1
 · · ·
 q + αm − 1
αm
 ≤ 2m(q−1)+|α|.
Thus we obtain
∀ (p, α, j), |up,αj | ≤ ψ|p|,α ≤ εAM|p|N|α|hr+|α|
where A, h > 0 depend only on ρ, ρ′, n, and m. Changing back the variables and rescaling back
Ω, we obtain the desired estimates for g.
Finally we recall the Gevrey estimates for the composition of two functions in anisotropic
Gevrey classes.
Proposition A. 3 Let g ∈ GµC1(Ω, Y ) and f ∈ G
ρ,µ
B,C2
(X × Y ), where µ ≥ ρ ≥ 1, B, C1 and
C2 are positive constants and X, Y and Ω are open sets in R
n. Suppose that ‖g‖C1 = A1
and ‖f‖B,C2 = A2 in the corresponding Gevrey norms with A1, A2 > 0. Then the composition
(x, ω) 7→ F (x, ω) := f(x, g(ω)) belongs to Gρ,µB,C(X ×Ω), where C = 2n+µnµC1max(1, A1C2) and
‖F‖C ≤ A2.
Proof. Using the Faa de Bruno formula we write
∂γx∂
α
ωF (x, ω) =
∑
1≤|β|=p≤|α|
(∂γx∂
β
y f)(x, g(ω))
β!
∑
α1+···+αp=α
|α1|≥1,...,|αp|≥1
α!
α1! · · ·αp! (∂
α1
ω g)(ω) · · · (∂α
p
ω g)(ω).
Since |∂αωg(ω)| ≤ A1C |α|1 α!µ, and j! ≤ 2j(j − 1)! for j ≥ 1, we estimate above |∂γx∂αωF (x, ω)| by
A2B
|γ|(2µ−1C1)
|α|γ! ρ α!
∑
1≤|β|=p≤|α|
∑
α1+···+αp=α
|α1|≥1,...,|αp|≥1
(A1C2)
p
(
(|α1| − 1)! · · · (|αp| − 1)!p!
)µ−1
We have (|α1| − 1)! · · · (|αp| − 1)!p! ≤ |α|! ≤ n|α|α!. Observe that for any r, p ∈ N, r, p ≥ 1, the
number of multi-indices γ = (γ1, . . . , γp) ∈ Np with |γ| = r is given by
(
r + p− 1
p− 1
)
(see [11],
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Sect. 1.2). Then the number of partitions α1 + · · · + αp = α, αj ∈ Nn, of α = (α1, . . . , αn) is
given by (
α1 + p− 1
p− 1
)
· · ·
(
αn + p− 1
p− 1
)
≤ 2|α|2n(p−1) ,
which implies
|∂γx∂αωF (x)| ≤ A22−nB|γ|
(
2n+µnµC1max(1, A1C2)
)|α|
γ! ρ α!µ
∑
β∈Nn
2−n|β| < A2B
|γ|C |α|γ! ρ α!µ.
In the same way we obtain
Proposition A. 4 Let g ∈ Gρ,µB1,C1(X × Ω, Y ) and f ∈ G
ρ,µ
B2,C2
(Y × Ω), where µ ≥ ρ ≥ 1, Bj
and Cj, j = 1, 2, are positive constants, and X, Y , and Ω are open sets in R
n. Suppose
that ‖g‖B1,C1 = A1 and ‖f‖B2,C2 = A2 in the corresponding Gevrey norms with A1, A2 > 0.
Then the composition (x, ω) 7→ F (x, ω) := f(g(x, ω), ω) belongs to Gρ,µB,C(X × Ω), where B =
2n+ρ(2n)ρB1max(1, A1B2), C = C2 + 2
n+ρ(2n)ρC1max(1, A1B2), and ‖F‖B,C ≤ A2.
To prove the Gevrey estimates we set z = (x, ω) and using Leibnitz formula and the Faa de
Bruno formula we write
∂γx∂
α
ωF (x, ω) =
∑
α′≤α
(
α
α′
) ∑
1≤|β|=p≤|γ+α′|
(∂βy ∂
α−α′
η f)(g(z), η)|η=ω
β!
×
∑
δ1+···+δp=δ=(γ,α′)
|δ1|≥1,...,|δp|≥1
δ!
δ1! · · · δp! (∂
δ1
z g)(z) · · · (∂α
p
z g)(z),
where δj = (γj , αj). On the other hand,
(γ1! · · · γp!)ρ−1(α1! · · ·αp!)µ−1β! ρ−1
≤ 2(ρ−1)|γ+α′| ((|γ1 + α1| − 1)! · · · (|γp + αp| − 1)!p!)ρ−1(α1! · · ·αp!)µ−ρ
≤ 2(ρ−1)|γ+α′|(2n)(ρ−1)|γ+α′|γρα′!µ
and as above we complete the proof of the proposition.
Proof of Lemma 3.4. First, using the Cauchy formula, we obtain as in [9], Lemma A.3, that
f : O2(υ˜+υ)h → C is one-to-one (injective). Note that 2(υ˜ + υ) = 1 − 4υ. To show that
Oυ˜h ⊂ f(O(1−4υ)h), we take w ∈ Oυ˜h and ω ∈ Ωκ such that |w−ω| < υ˜h. Set f = id −F . Then
|F |h ≤ υh and |DF |(1−4υ)h ≤ 1/4 by the Cauchy estimates. Put u0 = ω and uk+1 = F (uk) + w
for k ≥ 0. By recurrence we prove
|uk+1 − uk| ≤ 2−14−k(1− 4υ)h , |uk − ω| ≤ (2/3)(1− 4−k)(1− 4υ)h.
Taking the limit we find u ∈ Br(ω), r = (1− 4υ)h, such that u = F (u) +w. The corresponding
estimates of φ follow from the arguments in [9], Lemma A.3. 2
28
References
[1] J. Bruna, An extension theorem of Whitney type for non quasi-analytic classes of functions,
J. London Math. Soc., Vol. 22, 1980, 2, pp. 495-505.
[2] M. Herman, Ine´galite´s a priori pour des tores lagrangiens invariants par des diffe´omor-
phismes symplectiques, Publ. Math. I.H.E.S., Vol. 70, 1989, pp. 47-101.
[3] H. Komatsu, The implicit function theorem for ultradifferentiable mappings, Proc. Japan
Acad., 55, Ser. A, 1979, pp. 69-72.
[4] S. Kuksin, Analysis of Hamiltonian PDE’s, Oxford Lecture Series in Mathematics and its
Applications, 19, 2000.
[5] V. Lazutkin, KAM theory and semiclassical approximations to eigenfunctions, Springer-
Verlag, Berlin, 1993.
[6] P. Lochak, Canonical perturbation theory:an approach based on joint approximations,
Uspekhi Mat. Nauk, Vol. 47, 6, 1992, pp. 59-140 (in Russian); translation in: Russian
Math. Surveys, Vol. 47, 6, 1992, pp. 57-133.
[7] J.-P. Marco, D. Sauzin, Stability and instability for Gevrey quasi-cinvex near-integrable
Hamiltonian systems, Publ. Math. IHES, 96, 2003 (to appear).
[8] J. Po¨schel, Integrability of Hamiltonian systems on Cantor tori, Comm. Pure Appl. Math.,
Vol. 35, 1982, pp. 653-695.
[9] J. Po¨schel, A Lecture on the Classical KAM Theorem, Proceedings of Simposia in Pure
Mathematics, Vol. 69, 707-732, 2001.
[10] G. Popov, Invariant tori, effective stability and quasimodes with exponentially small error
terms I, II, Ann. Henri Poincare´ 1 (2000), 223-248, 249-279.
[11] L. Rodino, Linear partial differential operators in Gevrey spaces, World Scientific, Singa-
pore, 1993.
[12] E. Zehnder, Generalized implicit function theorems with applications to some small divisor
problems I. Comm. Pure Appl. Math., 28 (1975), 91-140.
G. P.: Universite´ de Nantes, De´partement de Mathe´matiques, UMR 6629 du CNRS, 2,
rue de la Houssinie`re, BP 92208, 44072 Nantes Cedex 03, France,
popov@math.univ-nantes.fr
29
