Abstract: This paper attacks the Meese-Rogoff (exchange rate disconnect) puzzle from a different perspective: out-of-sample interval forecasting. Most studies in the literature focus on point forecasts. In this paper, we apply Robust Semi-parametric (RS) interval forecasting to a group of Taylor rule models. Forecast intervals for twelve OECD exchange rates are generated and modified tests of Giacomini and White (2006) are conducted to compare the performance of Taylor rule models and the random walk. Our contribution is twofold. First, we find that in general, Taylor rule models generate tighter forecast intervals than the random walk, given that their intervals cover out-of-sample exchange rate realizations equally well. This result is more pronounced at longer horizons. Our results suggest a connection between exchange rates and economic fundamentals: economic variables contain information useful in forecasting the distributions of exchange rates. The benchmark Taylor rule model is also found to perform better than the monetary and PPP models. Second, the inference framework proposed in this paper for forecast-interval evaluation can be applied in a broader context, such as inflation forecasting, not just to the models and interval forecasting methods used in this paper.
Introduction
Recent studies explore the role of monetary policy rules, such as Taylor rules, in exchange rate determination.
They find empirical support in these models for the linkage between exchange rates and economic fundamentals. Our paper extends this literature from a different perspective: interval forecasting. We find that the Taylor rule models can outperform the random walk, especially at long horizons, in forecasting twelve OECD exchange rates based on relevant out-of-sample interval forecasting criteria. The benchmark Taylor rule model is also found to perform relatively better than the standard monetary model and the purchasing power parity (PPP) model.
In a seminal paper, Meese and Rogoff (1983) find that economic fundamentals -such as the money supply, trade balance and national income -are of little use in forecasting exchange rates. They show that existing models cannot forecast exchange rates better than the random walk in terms of out-of-sample forecasting accuracy. This finding suggests that exchange rates may be determined by something purely random rather than economic fundamentals. Meese and Rogoff's (1983) finding has been named the Meese-Rogoff puzzle in the literature.
In defending fundamental-based exchange rate models, various combinations of economic variables and econometric methods have been used in attempts to overturn Meese and Rogoff's finding. For instance, Mark (1995) finds greater exchange rate predictability at longer horizons.
1 Groen (2000) and Mark and Sul (2001) detect exchange rate predictability by using panel data. Kilian and Taylor (2003) find that exchange rates can be predicted from economic models at horizons of 2 to 3 years, after taking into account the possibility of nonlinear exchange rate dynamics. Faust, Rogers, and Wright (2003) find that the economic models consistently perform better using real-time data than revised data, though they do not perform better than the random walk.
Recently, there is a growing strand of literature that uses Taylor rules to model exchange rate determination. Engel and West (2005) derive the exchange rate as a present-value asset price from a Taylor rule model.
They also find a positive correlation between the model-based exchange rate and the actual real exchange rate between the US dollar and the Deutschmark (Engel and West, 2006) . Mark (2007) examines the role of Taylor-rule fundamentals for exchange rate determination in a model with learning. In his model, agents use least-square learning rules to acquire information about the numerical values of the model's coefficients.
He finds that the model is able to capture six major swings of the real Deutschmark-Dollar exchange rate from 1973 to 2005. Molodtsova and Papell (2009) find significant short-term out-of-sample predictability premia help the model to outperform the random walk in forecasting out-of-sample densities of the spot exchange rate. More recently, Hong, Li, and Zhao (2007) construct half-hour-ahead density forecasts for Euro/Dollar and Yen/Dollar exchange rates using a comprehensive set of univariate time series models that capture fat tails, time-varying volatility and regime switches.
There are several common features across the studies listed above, which make them different from our paper. First, the focus of the above studies is not to make connections between the exchange rate and economic fundamentals. These studies use high frequency data, which are not available for most conventional economic fundamentals. For instance, Diebold, Hahn, and Tay (1999) and Hong, Li, and Zhao (2007) use intra-day data. With the exception of Sarno and Valente (2005) , all the studies focus only on univariate time series models. Second, these studies do not consider multi-horizon-ahead forecasts, perhaps due to the fact that their models are often highly nonlinear. Iterating nonlinear density models multiple horizons ahead is analytically difficult, if not infeasible. Lastly, the above studies assume that the densities are analytically defined for a given model. The semiparametric method used in this paper does not impose such restrictions.
Our choice of the semiparametric method is motivated by the difficulty of using macroeconomic models in exchange rate interval forecasting: these models typically do not describe the future distributions of exchange rates. For instance, the Taylor rule models considered in this paper do not describe any features of the data beyond the conditional means of future exchange rates. We address this difficulty by applying Robust Semiparametric forecast intervals (hereon RS forecast intervals) of Wu (2009) . 2 This method is useful since it does not require the model be correctly specified, or contain parametric assumptions about the future distribution of exchange rates.
We apply RS forecast intervals to a set of Taylor rule models that differ in terms of the assumptions on policy and interest rate smoothing rules. Following Molodtsova and Papell (2009), we include twelve OECD exchange rates (relative to the US dollar) over the post-Bretton Woods period in our dataset. For these twelve exchange rates, the out-of-sample RS forecast intervals at different forecast horizons are generated from the Taylor rule models and then compared with those of the random walk. The empirical coverages and lengths of forecast intervals are used as the evaluation criteria. Our empirical coverage and length tests are modified from Giacomini and White's (2006) predictive accuracy tests in the case of rolling, but fixed-size, estimation samples.
For a given nominal coverage (probability), the empirical coverage of forecast intervals derived from a forecasting model is the probability that the out-of-sample realizations (exchange rates) lie in the intervals.
The length of the intervals is a measure of its tightness: the distance between its upper and lower bound.
2 For brevity, we omit RS and simply say forecast intervals when we believe that it causes no confusion.
In general, the empirical coverage is not the same as its nominal coverage. Significantly missing the nominal coverage indicates poor quality of the model and intervals. One certainly wants the forecast intervals to contain out-of-sample realizations as close as possible to the probability they target. Most evaluation methods in the literature focus on comparing empirical coverages across models, following the seminal work of Christoffersen (1998) errors are independent of the predictors) are added. One could presumably estimate the forecast intervals differently based on the same models, and then compare those with the RS forecast intervals, but this is out of the scope of this paper. As we described, we choose the RS method for the robustness and flexibility achieved by the semiparametric approach.
Our benchmark Taylor rule model is from Engel and West (2005) and Engel, Wang, and Wu (2008) .
For the purpose of comparison, several alternative Taylor rule models are also considered. These setups have been studied by Molodtsova and Papell (2009) and Engel, Mark, and West (2007) . In general, we find that the Taylor rule models perform better than the random walk model, especially at long horizons: the models either have more accurate empirical coverages than the random walk, or in cases of equal coverage accuracy, the models have tighter forecast intervals than the random walk. The evidence of exchange rate predictability is much weaker in coverage tests than in length tests. In most cases, the Taylor rule models and the random walk have statistically equally accurate empirical coverages. So, under the conventional coverage test, the random walk model and the Taylor rule models perform equally well. However, the results of length tests suggest that Taylor rule fundamentals are useful in generating tighter forecasts intervals without losing accuracy in empirical coverages.
We also consider two other popular models in the literature: the monetary model and the model of purchasing power parity (PPP). Based on the same criteria, both models are found to perform better than the random walk in interval forecasting. The remainder of this paper is organized as follows. Section two describes the forecasting models we use, as well as the data. In section three, we illustrate how the RS forecast intervals are constructed from a given model. We also propose loss criteria to evaluate the quality of the forecast intervals and test statistics that are based on Giacomini and White (2006) . Section four presents results of out-of-sample forecast evaluation.
Finally, section five contains concluding remarks.
Models and Data
Seven models are considered in this paper. Let m = 1, 2, ..., 7 be the index of these models and the first model be the benchmark model. A general setup of the models takes the form of:
where s t+h − s t is h-period changes of the (log) exchange rate, and X m,t contains economic variables that are used in model m. Following the literature of long-horizon regressions, both short-and long-horizon forecasts are considered. Models differ in economic variables that are included in matrix X m,t . In the benchmark model, We also consider the following models that have been studied in the literature:
, where i t (i * t ) is the short-term interest rate in the home (foreign) country.
• Model 4:
, where m t (m * t ) is the money supply and y t (y * t ) is total output in the home (foreign) country.
• Model 7: X 7,t ≡ 0 Models 2-4 are the Taylor rule models studied in Molodtsova and Papell (2009 
whereī t is the central bank's target for the short-term interest rate at time t,ī is the equilibrium long-term rate, π t is the inflation rate,π is the target inflation rate, and y gap t is the output gap. The foreign country is assumed to follow a similar Taylor rule. In addition, we follow Engel and West (2005) to assume that the foreign country targets the exchange rate in its Taylor rule:
wheres t is the targeted exchange rate. Assume that the foreign country targets the PPP level of the exchange rate:s t = p t − p * t , where p t and p * t are logarithms of home and foreign aggregate prices. In equation (3), we assume that the policy parameters take the same values in the home and foreign countries. Molodtsova and Papell (2009) denote this case as "homogeneous Taylor rules". Our empirical results also hold in the case of heterogenous Taylor rules. To simplify our presentation, we assume that the home and foreign countries have the same long-term inflation and interest rates. Such restrictions have been relaxed in our econometric model after we include a constant term in estimations. 3 The coefficients on lagged interest rates in the home and foreign countries can take different values in Molodtsova and Papell (2009). 4 We also tried the random walk with a drift. It does not change our results. 5 Clarida, Gali, and Gertler (1998) find empirical support for forward-looking Taylor rules. Forward-looking Taylor rules are ruled out because they require forecasts of predictors, which creates additional complications in out-of-sample forecasting.
We do not consider interest rate smoothing in our benchmark model. That is, the actual interest rate (i t ) is identical to the target rate in the benchmark model:
Molodtsova and Papell (2009) consider the following interest rate smoothing rule:
where ρ is the interest rate smoothing parameter. We include these setups in models 3 and 4. Note that our estimation methods do not require the monetary policy shock u t and the interest rate smoothing shock ν t to satisfy any assumptions, aside from smoothness of their distributions when conditioned on predictors.
Substituting the difference of equations (2) and (3) into Uncovered Interest-rate Parity (UIP), we have:
where the discount factor b = 1 1+δs . Under some conditions, the present value asset pricing format in equation (6) can be written into an error-correction form:
where the deviation of the exchange rate from its equilibrium level is defined as:
We use equation (7) as our benchmark setup in calculating h-horizon-ahead out-of-sample forecasting intervals. According to equation (8), the matrix X 1,t in equation (1) includes economic variables
, and π t − π * t .
6 See appendix for more detail. While the long-horizon regression format of the benchmark Taylor model is derived directly from the underlying Taylor rule model, this is not the case for the models with interest rate smoothing (models 3 and 4). Molodtsova and Papell (2009) only consider the short-horizon regression for the Taylor rule models. We include long-horizon regressions of these models only for the purpose of comparison.
Data
The forecasting models and the corresponding forecast intervals are estimated using monthly data for twelve Prices data (p t ) are proxied by Consumer Price Index (CPI) from the IFS database. Again, CPI for Australia is only available at a quarterly frequency and the quadratic-match average is used to impute monthly observations. Inflation rates are calculated by taking the first differences of the logs of CPIs. The money market rate from IFS (or "call money rate") is used as a measure of the short-term interest rate set by the central bank. Finally, M1 is used to measure the money supply for most countries. M0 for the UK and M2 for Italy and Netherlands is used due to the unavailability of M1 data.
Econometric Method
For a given model m, the objective is to estimate from equation (1) the distribution of s τ +h − s τ conditional on data X m,τ that is observed up to time τ . This is the h-horizon-ahead forecast distribution of the exchange rate, from which the corresponding forecast interval can be derived. For a given α, the forecast interval of coverage α ∈ (0, 1) is an interval in which s τ +h − s τ is supposed to lie with a probability of α.
Models m = 1, ..., 7 in equation (1) provide only point forecasts of s τ +h − s τ . In order to construct forecast intervals for a given model, we apply robust semiparametric (RS) forecast intervals to all models.
The nominal α-coverage forecast interval of s τ +h − s τ conditional on X m,τ can be obtained by the following three-step procedure:
Step 1. Estimate model m by OLS and obtain residuals ε m,t+h ≡ s t+h − s t − α m,h + β m,h X m,t , for t = 1, ..., τ − h.
Step 2. For a range of values of ε (sorted residuals { ε m,t+h } τ −h t=1 ), estimate the conditional distribution of ε m,τ +h |X m,τ by:
where
is a multivariate Gaussian kernel with a dimension the same as that of X m,t , and b is the smoothing parameter or bandwidth.
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Step 3. Find the (1 − α)/2 and (1 + α)/2 quantiles of the estimated distribution, which are denoted by
and ε
, repectively. The estimate of the α-coverage forecast interval for s τ +h − s τ conditional on X m,τ is:
For each model m, the above method uses the forecast models in equation (1) to estimate the location of the forecast distribution, while the nonparametric kernel distribution estimate is used to estimate the shape. As a result, the interval obtained from this method is semiparametric. Wu (2009) shows that under some weak regularity conditions, this method consistently estimates the forecast distribution, 9 and hence the forecast intervals of s τ +h − s τ conditional on X m,τ , regardless of the quality of model m. That is, the forecast intervals are robust. Stationarity of economic variables is one of those regularity conditions. In our models, exchange rate differences, interest rates and inflation rates are well-known to be stationary, while empirical tests for real exchange rates and output gaps generate mixed results. These results may be driven by the difficulty of distinguishing a stationary, but persistent, variable from a non-stationary one. In this paper, we take the stationarity of these variables as given.
Model 7 is the random walk model. The estimator in equation (9) becomes the Empirical Distribution Function (EDF) of the exchange rate innovations. Under regularity conditions, equation (9) consistently estimates the unconditional distribution of s τ +h − s τ , and can be used to form forecast intervals for s τ +h . 8 We choose b using the method of Hall, Wolff, and Yao (1999). 9 It is consistent in the sense of convergence in probability as the estimation sample size goes to infinity.
The forecast intervals of economic models and the random walk are compared. Our interest is to test whether RS forecast intervals based on economic models are more accurate than those based on the random walk model. We focus on the empirical coverage and the length of forecast intervals in our tests.
Following Christoffersen (1998) and related work, the first standard we use is the empirical coverage.
The empirical coverage should be as close as possible to the nominal coverage (α). Significantly missing the nominal coverage indicates the inadequacy of the model and predictors for the given sample size. For instance, if 90% forecast intervals calculated from a model contain only 50% of out-of-sample observations, the model can hardly be identified as useful for interval forecasting. This case is called under-coverage. In contrast, over-coverage implies that the intervals could be reduced in length (or improved in tightness), but the forecast interval method and model are unable to do that for the given sample size. An economic model is said to outperform the random walk if its empirical coverage is more accurate than that of the random walk.
On the other hand, the empirical coverage of an economic model may be equally accurate as that of the random walk model, but the economic model has tighter forecast intervals than the random walk. We argue that the lengths of forecast intervals signify the informativeness of the intervals given that these intervals have equally accurate empirical coverages. In this case, the economic model is also considered to outperform the random walk in forecasting exchange rates. The empirical coverage and length tests are conducted at both short and long horizons for the six economic models relative to the random walk for each of the twelve OECD exchange rates.
We use tests that are applications of the unconditional predictive accuracy inference framework of Giacomini and White (2006) . Unlike the tests of Diebold and Mariano (1995) and West (1996) , our forecast evaluation tests do not focus on the asymptotic features of the forecasts. Rather, in the spirit of Giacomini and White (2006), we are comparing the population features of forecasts generated by rolling samples of fixed sample size. This contrasts to the traditional forecast evaluation methods in that although it uses asymptotic approximations to do the testing, the inference is not on the asymptotic properties of forecasts, but on their population finite sample properties. We acknowledge that the philosophy of this inference framework remains a point of contention, but it does tackle three important evaluation difficulties in this paper. First, it allows for evaluation of forecast intervals that are not parametrically derived. are not confined to focus only on empirical coverages or holistic properties of forecast distribution, such as probability integral transform.
Test of Equal Empirical Coverages
Suppose the sample size available to the researcher is T and all data are collected in a vector W t . Our inference procedure is based on a rolling estimation scheme, with the size of the rolling window fixed while T → ∞. Let T = R + N and R be the size of the rolling window. For each horizon h and model m, a sequence of N (h) = N + 1 − h α-coverage forecast intervals are generated using rolling data:
for forecast for date R + h + 1, and so on, until forecast for date T is generated using
.
Under this fixed-sample-size rolling scheme, for each finite h we have N (h) observations to compare the empirical coverages and lengths across m models (m = 1, 2, ..., 7). By fixing R, we allow the finite sample properties of the forecast intervals to be preserved as T → ∞. Thus, the forecast intervals and the associated forecast losses are simply functions of a finite and fixed number of random variables. We are interested in approximating the population moments of these objects by taking N (h) → ∞. A loose analogy would be finding the finite-sample properties of a certain parameter estimator when the sample size is fixed at R, by a bootstrap with an arbitrarily large number of bootstrap replications.
We conduct individual tests for the empirical coverages and lengths. In each test, we define a corresponding forecast loss, propose a test statistic and derive its asymptotic distribution. As defined in equation (10), let I α m,τ +h be the h−horizon ahead RS forecast interval of model m with a nominal coverage of α. For out-of-sample forecast evaluation, we require I α m,τ +h to be constructed using data from t = τ − R + 1 to t = τ . The coverage accuracy loss is defined as:
For economic models (m = 1, ..., 6), the goal is to compare the coverage accuracy loss of RS forecast intervals 10 While RS intervals remedy mis-specifications asymptotically, it does not guarantee such corrections in a given finite sample.
of model m with that of the random walk (m = 7). The null and alternative hypotheses are:
Define the sample analog of the coverage accuracy loss in equation (11): 
Γ m,h can be estimated consistently by its sample analog Γ m,h , while Ω m,h can be estimated by some HAC
estimator Ω m,h , such as Newey and West (1987) . 11 The test statistic for coverage test is defined as:
Test of Equal Empirical Lengths
Define the length loss as:
11 We use Newey and West (1987) for our empirical work, with a window width of 12.
where leb(·) is the Lesbesgue measure. To compare the length loss of RS forecast intervals of economic models m = 1, 2, ..., 6 with that of the random walk (m = 7), the null and alternative hypotheses are:
The sample analog of the length loss for model m is defined as:
Directly applying the test of Giacomini and White (2006), we have
where Σ m,h is the long-run variance of leb I The test statistic for empirical length is defined as:
Discussion
The coverage accuracy loss function is symmetric in our paper. In practice, an asymmetric loss function may be better when looking for an exchange rate forecast model to help make policy or business decisions.
Under-coverage is arguably a more severe problem than over-coverage in practical situations. However, the focus of this paper is the disconnect between economic fundamentals and the exchange rate. Our goal is to investigate which model comes closer to the data: the random walk or fundamental-based models. It is not critical in this case whether coverage inaccuracy comes from the under-or over-coverage. We acknowledge that the use of symmetric coverage loss remains a caveat, especially since we are using the coverage accuracy test as a pre-test for the tests of length. Clearly, there is a tradeoff between the empirical coverage and the length of forecast intervals. Given the same center, 12 intervals with under-coverage have shorter lengths than intervals with over-coverage. In this case, the length test is in favor of models that systematically under-cover the targeted nominal coverage when compared to a model that systematically over-covers. This problem 12 Center here means the half way point between the upper and lower bound for a given interval.
cannot be detected by the coverage accuracy test with symmetric loss function because over-and undercoverage are treated equally. However, our results in section 4 show that there is no evidence of systematic under-coverage for the economic models considered in this paper. For instance, in Table 1 , one-month-ahead (h = 1) forecast intervals over-cover the nominal coverage (90%) for eight out of twelve exchange rates.
13
Note that under-coverage does not guarantee shorter intervals either in our paper, because forecast intervals of different models usually have different centers.
14 In addition, we also compare the coverage of economic models and the random walk directly in an exercise not reported in this paper. There is no evidence that the coverage of economic models is systematically smaller than that of the random walk.
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As we have mentioned, comparisons across models can also be done at the distribution level. We choose interval forecasts for two reasons. First, interval forecasts have been widely used and reported by the practitioners. For instance, the Bank of England calculates forecast intervals of inflation in its inflation reports. Second, compared to evaluation metrics for density forecasts, the empirical coverage and length loss functions of interval forecasts, and the subsequent interpretations of test rejection/acceptance are more intuitive.
Results
We apply RS forecast intervals for each model for a given nominal coverage of α = 0.9. There is no particular reason why we chose 0.9 as the nominal coverage. Some auxiliary results show that our qualitative findings do not depend on the choice of α. Due to different sample sizes across countries, we choose different sizes for the rolling window (R) for different countries. Our rule is very simple: for countries with T ≥ 300, we choose R = 200, otherwise we set R = 150. 16 Again, from our experience, tampering with R does not change the qualitative results, unless R is chosen to be unusually big or small. as described in section 3. We first report the results of our benchmark model. After that, results of alternative models are reported and discussed.
13 These nine exchange rates are the Danish Kroner, the French Franc, the Deutschmark, the Japanese Yen, the Dutch Guilder, the Portuguese Escudo, the Swiss Franc, and the British pound. Similar results hold at other horizons.
14 When comparing the intervals for S τ +h − Sτ , the random walk model builds the forecast interval around 0, while economic model m builds it around b β m,h Xm,τ . 15 Results are available upon request. 16 The only exception is Portugal, where only 192 data points were available. In this case, we choose R = 120. Table 1 shows results of the benchmark Taylor rule model. For each time horizon h and exchange rate, the first column (Cov.) reports the empirical coverage for the given nominal coverage of 90%. The second column (Leng.) reports the length of forecast intervals (the distance between upper and lower bounds). The length is multiplied by 100 and therefore expressed in terms of the percentage change of the exchange rate.
Results of Benchmark Model
For instance, the empirical coverage and length of the one-month-ahead forecast interval for the Australian dollar are 0.895 and 7.114, respectively. It means that on average, with a chance of 89.5%, the one-monthahead change of AUD/USD lies in an interval with length 7.114%. We use superscripts a, b, and c to denote that the null hypothesis of equal empirical coverage accuracy/length is rejected in favor of the Taylor rule model at a confidence level of 10%, 5%, and 1% respectively. Superscripts x, y, and z are used for rejections in favor of the random walk analogously.
We summarize our findings in three panels. In the first panel ( (1) Coverage Test), the row of "Model Better" reports the number of exchange rates that the Taylor rule model has more accurate empirical coverages than the random walk. The row of "RW Better" reports the number of exchange rates for which the random walk outperforms the Taylor rule model under the same criterion. In the second panel ( (2) Length Test Given Equal Coverage Accuracy), a better model is the one with tighter forecast intervals given equal coverage accuracy. In the last panel ((1)+(2)), a better model is the one with either more accurate coverages, or tighter forecast intervals given equal coverage accuracy. In cases where the Taylor rule model and the random walk have equally accurate empirical coverages, the Taylor rule model generally has equal or significantly tighter forecast intervals than the random walk. In forty-two out of fifty-four cases, the null hypothesis of equally tight forecast intervals is rejected in favor of the Taylor rule model. In contrast, the null hypothesis is rejected in only three cases in favor of the random walk. The evidence of exchange rate predictability is more pronounced at longer horizons. At horizon twelve (h = 12), for all cases where empirical coverage accuracies between the random walk and the Taylor rule model are statistically equivalent, the Taylor rule model has significantly tighter forecast intervals than the random walk.
As for each individual exchange rate, the benchmark Taylor rule model works best for the French Franc, the Deutschmark, the Dutch Guilder, the Swedish Krona, and the British Pound: for all time horizons, the model has tighter forecast intervals than the random walk, while their empirical coverages are statistically equally accurate. The Taylor rule model performs better than the random walk in most horizons for the remaining exchange rates except the Portuguese Escudo, for which the Taylor rule model outperforms the random walk only at long horizons.
Results of Alternative Models
Five alternative economic models are also compared with the random walk: three alternative Taylor rule models that are studied in Molodtsova and Papell (2009) , the PPP model, and the monetary model. Tables   2-6 report results of these alternative models.
In general, results of coverage tests do not show strong evidence that economic models can generate more accurate coverages than the random walk at either short or long horizons. However, after considering length tests, we find that economic models perform better than the random walk, especially at long horizons.
Taylor rule model 4 (the benchmark model with interest rate smoothing Table 4 ) and the PPP model (Table   5 ) perform the best among alternative models. Results of these two models are very similar to that of the benchmark Taylor rule model. At horizon twelve, both models outperform the random walk for most exchange rates under our out-of-sample forecast interval evaluation criteria. The performance of Taylor rule model 2 (Table 2 ) and 3 (Table 3) is relatively less impressive than other models, but for more than half of the exchange rates, the economic models outperform the random walk at several horizons in out-of-sample interval forecasts.
Comparing the benchmark Taylor rule model, the PPP model and the monetary model, the performance of the PPP model (Table 5) is worse than the other two models at short horizons. Compared to the Taylor rule and PPP models, the monetary model outperforms the random walk for a smaller number of exchange rates at horizons 6, 9, and 12. Overall, the benchmark Taylor rule model seems to perform slightly better than the monetary and PPP models. Molodtsova and Papell (2009) find similar results in their point forecasts. Table 7 shows results with heterogeneous Taylor rules. 17 In this model, we relaxed the assumption that the Taylor rule coefficients are the same in the home and foreign countries. We replace π t −π * t and y are Taylor rule coefficients estimated from the data of home and foreign countries. The main findings in the benchmark model also hold in Table 7 .
Discussion
After Mark (1995) first documents exchange rate predictability at long horizons, long-horizon exchange rate predictability has become a very active area in the literature. With panel data, Engel, Mark, and West (2007) recently show that the long-horizon predictability of the exchange rate is relatively robust in the exchange rate forecasting literature. We find similar results in our interval forecasts. The evidence of longhorizon predictability seems robust across different models and currencies when both empirical coverage and length tests are used. At horizon twelve, all economic models outperform the random walk for six exchange rates: the Australian Dollar, French Franc, Italian Lira, Japanese Yen, Swedish Krona, and the British Pound in the sense that interval lengths of economic models are smaller than those of the random walk,
given equivalent coverage accuracy. This is true only for the Danish Kroner and Swiss Franc at horizon one.
We also notice that there is no clear evidence of long-horizon predictability based on the tests of empirical coverage accuracy only.
Molodtsova and Papell (2009) find strong out-of-sample exchange rate predictability for Taylor rule models even at the short horizon. In our paper, the evidence for exchange rate predictability at short horizons is not very strong. This finding may be a result of some assumptions we have used to simplify our computation. For instance, an α-coverage forecast interval in our paper is always constructed using the (1 − α)/2 and (1 + α)/2 quantiles. Alternatively, we can choose quantiles that minimize the length of intervals, given the nominal coverage. 18 In addition, the development of more powerful testing methods may also be helpful. The evidence of exchange rate predictability in Molodtsova and Papell (2009) is partly driven by the testing method recently developed by West (2006, 2007) . We acknowledge that whether or not short-horizon results can be improved remains an interesting question, but do not pursue this in the current paper. The purpose of this paper is to show the connection between the exchange rate and economic fundamentals from an interval forecasting perspective. Predictability either at short-or long-horizons will serve this purpose.
Though we find that economic fundamentals are helpful for forecasting exchange rates, we acknowledge that exchange rate forecasting in practice is still a difficult task. The forecast intervals from economic models are statistically tighter than those of the random walk, but they remain fairly wide. For instance, the distance between the upper and lower bound of three-month-ahead forecast intervals is usually a 20%
18 See Wu (2009) for more discussion.
change of the exchange rates. Figures 1-3 show the length of forecast intervals generated by the benchmark Taylor rule model and the random walk for the British Pound, the Deutschmark, and the Japanese Yen at different horizons. 19 At the horizon of 12 months, the length of forecast intervals in the Taylor rule model is usually smaller than that in the random walk. However, at shorter horizons, such as 1 month, the difference is quantitatively small.
Conclusion
There is a growing strand of literature that uses Taylor rules to model exchange rate movements. Our paper contributes to the literature by showing that Taylor rule fundamentals are useful in forecasting the distribution of exchange rates. We apply Robust Semiparametric forecast intervals of Wu (2009) to a group of Taylor rule models for twelve OECD exchange rates. The forecast intervals generated by the Taylor rule models are in general tighter than those of the random walk, given that these intervals cover the realized exchange rates equally well. The evidence of exchange rate predictability is more pronounced at longer horizons, a result that echoes previous long-horizon studies such as Mark (1995) . The benchmark Taylor rule model is also found to perform better than the monetary and PPP models based on out-of-sample interval forecasts.
Though we find some empirical support for the connection between the exchange rate and economic fundamentals, we acknowledge that the detected connection is weak. The reductions of the lengths of forecast intervals are quantitatively small, though they are statistically significant. Forecasting exchange rates remains a difficult task in practice. Engel and West (2005) in interval forecasts can be reconciled with the Engel-West theorem.
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APPENDIX

A.1 Monetary and Taylor Rule Models
In this section, we describe the monetary and Taylor rule models used in the paper.
A.1.1 Monetary Model
Assume the money market clearing condition in the home country is:
where m t is the log of money supply, p t is the log of aggregate price, i t is the nominal interest rate, y t is the log of output, and v t is the money demand shock. A symmetric condition holds in the foreign country and we use an asterisk in superscript to denote variables in the foreign country. Subtracting the foreign money market clearing condition from the home, we have:
The nominal exchange rate is equal to its purchasing power value plus the real exchange rate:
The uncovered interest rate parity in financial market takes the form: where b = α/(1 + α). Solving s t recursively and applying the "no-bubbles" condition, we have: In the standard monetary model, such as Mark (1995) , purchasing power parity (q t = 0) and uncovered interest rate parity hold (ρ t = 0). Furthermore, it is assumed that the money demand shock is zero (v t = v * t = 0) and γ = 1. Equation (A.1.5) reduces to:
A.1.2 Taylor Rule Model
We follow Engel and West (2005) to assume that both countries follow the Taylor rule and the foreign country targets the exchange rate in its Taylor rule. The interest rate differential is: where b = 1 1+δs . Assuming that uncovered interest rate parity holds (ρ t = 0) and monetary shocks are zero, equation (A.1.7) reduces to the benchmark Taylor rule model in our paper: 
A.2 Long-horizon Regressions
In this section, we derive long-horizon regressions for the monetary model and the benchmark Taylor rule model.
A.2.2 Taylor Rule Model
In the Taylor rule model, is a correctly specified regression, where the regressors and errors do not correlate. In the case of p = 1, the long-horizon regressions reduces to: s t+h − s t =β h z t +ζ t+h .
