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Abstract
Rapid compression machines (RCMs) have been widely used in the combus-
tion literature to study the low-to-intermediate temperature ignition of many
fuels. In a typical RCM, the pressure during and after the compression stroke
is measured. However, measurement of the temperature history in the RCM
reaction chamber is challenging. Thus, the temperature is generally calculated
by the isentropic relations between pressure and temperature, assuming that
the adiabatic core hypothesis holds. To estimate the uncertainty in the cal-
culated temperature, an uncertainty propagation analysis must be carried out.
Our previous analyses assumed that the uncertainties of the parameters in the
equation to calculate the temperature were normally distributed and indepen-
dent, but these assumptions do not hold for typical RCM operating procedures.
In this work, a Monte Carlo method is developed to estimate the uncertainty
in the calculated temperature, while taking into account the correlation be-
tween parameters and the possibility of non-normal probability distributions.
In addition, the Monte Carlo method is compared to an analysis that assumes
normally distributed, independent parameters. Both analysis methods show
that the magnitude of the initial pressure and the uncertainty of the initial tem-
perature have strong influences on the magnitude of the uncertainty. Finally,
the uncertainty estimation methods studied here provide a reference value for
the uncertainty of the reference temperature in an RCM and can be generalized
to other similar facilities.
Keywords: rapid compression machine, temperature uncertainty, adiabatic
core hypothesis, uncertainty quantification, Monte Carlo analysis, error
propagation
1. Introduction
Rapid compression machines (RCMs) are used to study the high-pressure,
low-to-intermediate temperature combustion chemistry of fuels. A comprehen-
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sive review of the design and operation of RCMs was recently given by Sung
and Curran [1]. In general, RCMs rapidly compress a fixed mass of gas to the
desired pressure and temperature conditions using one or two pistons. Subse-
quently, the piston (or pistons) is (are) locked in place and reactions are allowed
to proceed in a constant volume chamber. After some delay, the mixture ignites
and the so-called ignition delay is one of the primary data reported from RCMs.
The ignition delays are typically reported with reference to the compressed
conditions, that is, the conditions at the end of compression (EOC). The pres-
sure and temperature at the EOC are represented by PC and TC for pressure
and temperature respectively. The pressure is measured directly by a dynamic
pressure transducer installed on the reaction chamber. However, it is rather
difficult to directly measure the temperature of the gases in the reaction cham-
ber during and after compression. Intrusive temperature measurement methods
such as thermocouples may introduce inhomogeneities into the reaction chamber
and may have time constants that are not well matched to the rate of change of
temperature during compression. In addition, non-intrusive optical techniques
are difficult to set up and require extensive calibration at the pressures and
temperatures of interest in RCM studies. Thus, the temperature is determined
indirectly by applying a set of assumptions collectively called the “adiabatic
core hypothesis” to the reaction chamber [2, 3] (see Sections 1.1 and 3). This
approach has been previously validated by computational (e.g. [4]) and experi-
mental (e.g. [5, 6]) approaches under some representative conditions.
1.1. Systematic Uncertainties of RCM Experiments
RCMs, like all experiments, are affected by both random and systematic
uncertainties. A number of the systematic uncertainties relevant to RCMs have
been identified and discussed in the literature. Several of these are discussed in
this section, while the bulk of the paper is devoted to an analysis of the random
uncertainties. The interested reader is referred to the work of Sung and Curran
[1] and references therein for additional discussion.
The primary assumption affecting the uncertainty of the temperature in the
RCM is the adiabatic core hypothesis. This hypothesis states that heat loss
from the reactants only occurs in a small boundary layer at the periphery of the
reactor. Thus, the majority of the gas in the reaction chamber, referred to as
the “core region” or the “core”, is unaffected by the heat loss and is compressed
adiabatically. Any fluid motion that would mix the boundary layer and the core
gases would result in the failure of the adiabatic core hypothesis. This includes
bulk fluid motions, such as those caused by the motion of the piston, as well as
random fluctuations due to turbulence.
Modern RCMs incorporate a crevice around the circumference of the pis-
ton(s) to minimize the effect of bulk fluid motions caused by the piston. This
crevice should be sized so that it can capture the boundary layer along the cylin-
der wall. Without a properly sized crevice, the motion of the piston may cause
mixing of the boundary layer and the core gases. The optimal size of the crevice
depends on the thickness of the boundary layer, which is in turn dependent on
2
the specific gases used as reactants, as well as the prevailing conditions during
compression [7, 8].
In addition, it is desired that a negligible amount of turbulence is developed
during the compression stroke. Any turbulence would likely cause mixing of
the thermal boundary layer along the cylinder periphery with the core gases.
The effect of varying initial turbulence levels on ignition of syngas mixtures
was investigated by Ihme [9], who used computational solutions of a Lagrangian
Fokker-Planck model to show that the compression stroke of the RCM induces
a mean strain on the gases in the reaction chamber. This mean strain had the
effect of amplifying any turbulence present in the reaction chamber prior to the
start of compression. However, for smaller compression ratios, the amplification
of the initial turbulence level is comparatively small [9].
Additionally, Wu¨rmel and Simmie [7] compared simulated pressure traces
for laminar and turbulent CFD calculations. They showed good agreement
between the laminar and turbulent cases for Ar, N2, and O2, but relatively
worse agreement for He. Wu¨rmel and Simmie [7] suggested that an optimized
turbulence model is required for He. Mittal and Sung [10] compared the results
of laminar and turbulent CFD simulations with experimental results from their
RCM. They noted that, for a creviced piston, the temperature predicted by
the adiabatic core hypothesis matched closely with the maximum temperature
in the reaction chamber derived from CFD simulations for both laminar and
turbulent cases up to approximately 100 ms after the EOC. Nonetheless, Mittal
and Sung [10] noted that the aerodynamic features of the RCM were better
predicted by laminar calculations.
Mittal and Sung [10] also showed that the effect of the roll-up vortex could
be minimized by operating at higher EOC pressures. They showed this experi-
mentally, by performing acetone PLIF measurements of the temperature field in
the reaction chamber, as well as through CFD experiments, as described previ-
ously. In addition, Mittal et al. [11] conducted CFD investigations to determine
the effect of the geometric parameters (i.e. the piston stroke length and the final
clearance length), as well as the effect of the EOC pressure, on the tempera-
ture field post-compression. They found that combinations of shorter stroke,
larger clearance, and higher EOC pressure resulted in higher temperature field
uniformity.
In addition, the piston velocity during compression is an important param-
eter in controlling the homogeneity of the mixture. In general, one wishes to
have shorter compression times such that the effects of heat loss and chemical
reactions during the compression stroke are reduced. These conditions are pro-
moted by higher piston velocities. However, high piston velocities may lead to
increased turbulence and the breakdown of the adiabatic core hypothesis.
The choice of diluent gases can also affect the validity of the adiabatic core
hypothesis. An investigation of such effects in RCMs and shock tubes was
conducted by Wu¨rmel et al. [12]. They noted that using monatomic diluents
results in longer ignition delays relative to diatomic diluents due to the higher
thermal diffusivity of the monatomic diluents. Moreover, Wu¨rmel et al. [12]
showed that using helium as the diluent produces longer ignition delays of 2,3-
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dimethylpentane as compared to using argon as the diluent. This effect may be
attributed to the thermal conductivity of the diluent, because the molar-specific
heat capacities of the monatomic diluents are equal.
Di et al. [13] also investigated the effect of diluent composition on the ignition
delay. They considered several competing effects of the diluent gas, namely the
chemical effect, the dilution effect, and the thermal effect, whereas Wu¨rmel
et al. [12] only considered the thermal effect. The chemical effect influences
the reaction rates through the third-body collision efficiency of the diluent gas,
while the dilution effect influences the ignition delay by changing the oxygen
concentration; the thermal effect is due to the varying specific heat of each of
the diluents. The chemical and dilution effects should not play a large role
in determining the validity of the adiabatic core hypothesis, but the thermal
effect may play a role by determining the extent of the boundary layer growth
during and after the compression. Monatomic diluents may especially affect the
assumption of the adiabatic core because their higher thermal diffusivity may
lead to a larger boundary layer thickness, which may not be fully captured by
a crevice optimized for a different diluent or different conditions.
Many RCMs are equipped with facilities to preheat the mixture and reac-
tion chamber before it is compressed. In general, the mixing tanks and reaction
chamber are heated by tapes wrapped around the outside of each, but the piston
on the inside of the reaction chamber is unheated. The power output from the
heaters is typically controlled by PID controllers with feedback from thermo-
couples strategically placed around the RCM and mixing tanks. In principle,
variations in the preheat temperature, either spatially or temporally, may af-
fect the uncertainty of the temperature at the EOC. Therefore, caution needs
to be exercised when setting up the preheat control system. Measurements of
the initial temperature along the centerline of the reaction chamber for the sys-
tem under analysis in this study under quiescent conditions show only a small
change of temperature (< 10 K) until the location of the piston. Moreover,
Wu¨rmel and Simmie [7] showed via CFD studies that inhomogeneities in the
boundary temperatures (i.e. the reactor wall and piston temperatures) cause
only a small difference in the mass-averaged temperature during and after com-
pression compared to a case with uniform boundary temperatures.
Thus, the systematic uncertainties inherent to the design and operation of
RCMs may play a large role in determining the uncertainty of the EOC tem-
perature. In general, these systematic effects will most likely increase the un-
certainty of the temperature at the EOC compared to an estimate that does
not consider them. However, to the best of our knowledge, a detailed analysis
of the uncertainty of the EOC temperature due to random errors in the experi-
mental equipment has not been considered. As such, the analysis in the present
work considers the random errors for a suitably constructed and operated RCM
under the condition that the adiabatic core hypothesis holds. This allows the
analysis to be generalized to similar experimental facilities that rely on esti-
mations of the temperature rather than direct measurements. Future studies
should be considered to extend this analysis to include the details of systematic
uncertainties.
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1.2. Methods of Uncertainty Analysis
That the temperature must be estimated by several measured parameters
and thermodynamic properties of the reactants implies that its uncertainty must
be estimated by an uncertainty propagation analysis. Such analyses have been
conducted in the past, for example in the work of Weber et al. [14] and Mittal
and Sung [15]. Previous analyses generally assumed that the uncertainty of
each parameter was normally distributed and independent (i.e. uncorrelated).
The parameters used for the previous analysis, e.g. by Weber et al. [14], are the
same as those considered in Section 4.1 in this work. In addition, the uncertainty
was estimated by linearizing the equation for TC and applying the method of
quadratic sums [16].
However, it is unclear a priori if the assumption of normally distributed,
independent parameters will hold such that the quadratic sum approach can be
applied. In particular, Section 2 describes the typical RCM operation procedure
whereby the reactant gases are filled sequentially into the mixing tank. Thus,
the uncertainty in the partial pressure of one component cascades to affect the
filled pressure of every subsequent component. In addition, the uncertainty
of each parameter is estimated from the manufacturer’s specifications, but it
is not clear from the manufacturer’s documentation what sort of uncertainty
distribution should be assumed within the specified range. For instance, the
uncertainty of many commonly used thermocouples is specified using a tolerance
which must not be exceeded; however, no further information is given about how
the uncertainty is distributed within this tolerance range.
Since the assumption of normally distributed, independent parameters may
not hold, it would be useful to investigate alternate methods to estimate the
uncertainty. One such alternate method is a Monte Carlo analysis. In this
method, the uncertainty distribution of each of the parameters can be directly
specified and the effect of different distributions on the overall uncertainty can
be estimated. Moreover, using a Monte Carlo method allows the uncertainties
of parameters to be properly correlated with one another.
Thus, the objectives of this work are twofold. The first is to describe a de-
tailed procedure using Monte Carlo analysis to estimate the uncertainty of the
compressed temperature in an RCM assuming that the adiabatic core hypothe-
sis holds. The Monte Carlo analysis takes into account the correlation between
several of the parameters and investigates the effects of the uncertainty distri-
butions of the parameters on the overall uncertainty in calculated temperature.
This procedure can be generalized to different RCMs and other similar facilities,
provided that the assumptions made in the following are noted. The second ob-
jective is to compare the uncertainty estimated by the Monte Carlo method to
the uncertainty estimated under the assumption of normally distributed, inde-
pendent parameters for a particular RCM system. This comparison will help to
determine the conditions under which it is most important to perform the de-
tailed Monte Carlo analysis. In addition, the assumption of normally distributed
parameters will be investigated within the independent parameters analysis to
determine the effect of this assumption.
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2. Typical Experimental Procedure
The typical operating procedure of the RCM at the University of Connecticut
(UConn) has been described extensively in the work of Mittal and Sung [8] and
will be described briefly here for reference. The present RCM is a pneumatically-
driven/hydraulically-stopped single-piston arrangement. The piston used to
compress the reactant gases is machined with a crevice around its circumfer-
ence to contain the roll-up vortex and promote homogeneous conditions in the
reaction chamber. At the start of an experimental run, with the piston in the
EOC position, the reaction chamber is vacuumed to less than 1 Torr. After
the piston is retracted, and is locked in place by hydraulic pressure, the reac-
tion chamber is filled with the required initial pressure (P0) of test gas mixture
from a mixing tank. Finally, compression is triggered by releasing the hydraulic
pressure through an electrically-operated solenoid valve. The compression is
achieved by the use of compressed nitrogen and takes approximately 30 ms to
50 ms, with the majority of the pressure and temperature rise confined to the
last 5 ms of the compression stroke.
Fuel/oxidizer pre-mixtures are prepared in two mixing tanks, one approxi-
mately 16.6 L and the other approximately 15.2 L in volume (see Section 5.5).
These large volumes allow many runs to be conducted from one mixture prepa-
ration. The mixing tanks are connected to the reaction chamber by flexible
stainless steel manifold tubing. The tanks, reaction chamber, and connecting
manifold are wrapped in heating tapes and insulation to control the initial tem-
perature of the mixture. Temperature controllers from Omega Engineering use
thermocouples—described in Section 5.2—placed on the lid of each mixing tank,
approximately in the center of each mixing tank, embedded in the wall of the
reaction chamber, and near the inlet valve of the reaction chamber to control the
preheat temperature of the mixture. A static pressure transducer—described
in Section 5.1—measures the pressure in the manifold and mixing tanks. This
transducer is used during mixture preparation and to measure the initial pres-
sure of a given experiment.
Liquid and gaseous fuels can be studied in the present RCM. First, the
mixing tanks are vacuumed to an ultimate pressure less than 5 Torr. If a gaseous
fuel is to be studied, each of the mixture components (including the fuel(s) and
any oxidizer or diluents) are added sequentially to the mixing tank at room
temperature. This procedure can also be used for liquid phase fuels whose
vapor pressure at room temperature is sufficient to fill the mixing tanks to the
required partial pressure. If the liquid fuel does not provide sufficient vapor
pressure at room temperature, a different procedure may be used to introduce
the fuel into the mixing tanks. In this alternate procedure, the liquid fuel is
massed in a syringe prior to injection into the mixing tank through a septum.
The syringe is massed again after injection and the difference in mass from the
measurement prior to the injection is taken as the injected mass. Subsequently,
proportions of O2, N2, and other inert gases (e.g. Ar) are added manometrically
at room temperature. For liquid fuels with sufficiently high vapor pressure
at room temperature, either procedure can be used; for liquid fuels with low
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vapor pressure at room temperature, the second procedure must be followed.
Tests have been conducted to compare these procedures for several fuels with
high vapor pressure at room temperature. In these tests, it was found that the
measured partial pressure in the mixing tank closely matches with the expected
partial pressure computed from the liquid mass injected into the tank.
Whichever procedure is used, the order of filling and total pressure in the
tank after each gas is filled are recorded. The preheat temperature of the RCM
is set above the saturation point for the fuel to ensure complete vaporization.
The temperature inside the mixing tank is allowed to equilibrate for approxi-
mately 1.5 h. A magnetic stirrer mixes the reactants for the entire duration of
the experiments. This mixing ensures the effects of thermal and concentration
gradients in the mixing tank are minimized.
Fuel blends made of several components (e.g. gasoline, jet fuel, or surrogate
mixtures for these real fuels) can be studied in this facility by employing the
same procedure and ensuring that the preheat temperature is set above the
temperature required to vaporize the component with the highest saturation
temperature (see e.g. the work of Kukkadapu et al. [17, 18]). In addition, other
experimental procedures regarding mixture preparation have been developed;
for instance, work by Allen et al. [19] directly injected the fuel and oxidizer into
the reaction chamber. However, the focus of this study is on RCMs that use
a pre-vaporization procedure in a separate mixing tank and these alternative
mixture preparation methods are not considered in this work.
This approach to mixture preparation has been validated in several previous
studies by withdrawing gas samples from the mixing tank and analyzing the
contents by GC/MS [14], GC-FID [20], and GC-TCD [21]. The study of Weber
et al. [14] verified that the mole fraction of fuel was within 5 % of the expected
mole fraction and the study of Das et al. [21] verified that the mole fraction
of water was within 2 % of the expected value. In addition, both the work by
Kumar et al. [20] on n-decane and the study of Weber et al. [14] on n-butanol
confirmed that there was no fuel decomposition in the mixing tank over the
course of a typical set of experiments.
In either of the mixing tank filling procedures described above, the uncer-
tainties of the amount of each gaseous component are necessarily coupled be-
cause the partial pressure of each component is found by subtracting consecutive
recordings of the total mixing tank pressure. Thus, the assumption of indepen-
dent parameters may not be appropriate when conducting an uncertainty anal-
ysis and the effect of the correlation should be determined for each experimental
facility.
3. Determination of Compressed Temperature
According to the adiabatic core hypothesis (see Section 1.1), it is assumed
that the core gases in the reaction chamber are compressed isentropically. Heat
loss from the reactants during and after compression only occurs in a thin bound-
ary layer near the wall, and the central core region is unaffected by heat loss (i.e.
the core is adiabatic) [8, 10, 22]. Thus, the heat loss is modeled as an effective
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reduction in the geometric compression ratio, and the temperature at the end
of the compression stroke can be calculated by:
ln
(
PC
P0
)
=
∫ TC
T0
γ
T (γ − 1) dT , (1)
where PC is the measured EOC pressure, TC is the temperature at that time,
P0 and T0 are the initial pressure and temperature, respectively, and γ is the
temperature-dependent ratio of specific heats of the mixture.
In the following, we assume that there is negligible change of the reactant
mole fractions during compression and thus the specific heat ratio is a function
of temperature only. In addition, most mixtures studied in RCMs are composed
primarily of O2, N2, and Ar and typically no more than 10 % of any mixture is
the hydrocarbon fuel. Since the specific heats of O2, N2 and Ar are only weakly
temperature dependent over the range of temperatures experienced during com-
pression, for the purposes of this uncertainty analysis, the total specific heat is
approximated as a linear function of temperature:
Cˆp ≈ a+ bT , (2)
where Cˆp is the specific heat at constant pressure normalized by the universal gas
constant, and a and b are found by fitting the total non-dimensional specific heat
over the temperature range from 300 K to 1100 K, as discussed in Section 5.6.
With this approximation of the specific heat, Eq. (1) can be analytically
integrated to find the temperature at the end of compression:
TC =
aW
(
b
a exp
[
bT0
a
]
T0
[
PC
P0
] 1
a
)
b
, (3)
where W (. . .) is Lambert’s W function [23]. Note that the following analysis is
conducted for the temperature at the end of compression (TC) because this is
the reference temperature typically used to report ignition delays. Nevertheless,
the analysis can be applied to any definition of a reference temperature with
suitable modifications.
After the end of compression, the piston is locked in place and the reactions
proceed in the constant volume chamber. During this induction period, the
reactants are losing energy to the relatively cold reactor walls by heat trans-
fer. This heat transfer causes a decrease in the temperature and corresponding
decrease in the pressure. The temperature during this induction period can
be computed under the adiabatic core hypothesis by modeling the heat loss as
an adiabatic, reversible volume expansion. We note that this procedure breaks
down under conditions where the adiabatic core hypothesis no longer holds; that
is, when significant changes in chemical enthalpy occur (e.g. ignition, including
first-stage ignition, begins) or the boundary layer consumes the core.
In addition, the mole fractions of the species (particularly the fuel) may
be changing during this time, such that the assumption of constant species
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mole fractions made previously in this section no longer applies. Therefore, the
specific heat may no longer be a function of temperature alone, but instead a
function of temperature and composition. This additional dependence substan-
tially complicates the analysis of the temperature and its uncertainty during the
post-compression period, but can be accounted for by using simulations with
detailed chemistry included. This procedure has been validated experimentally
by Das et al. [5], who showed that the temperature of the mixture measured
by two-line infrared thermometry closely matched with the temperature com-
puted by the adiabatic core hypothesis (including detailed chemistry) during
the induction period.
4. Uncertainty of Compressed Temperature
In this work, two uncertainty analysis methods are used to estimate the
uncertainty in the compressed temperature. The first method is an estimation
of the uncertainty assuming that each parameter is independent. In the method
of independent parameters, the uncertainty of a and b are considered explicitly.
There are thus five parameters in this method—T0, P0, PC , a, and b—three of
which are the same as in the Monte Carlo method. This method is called the
method of independent parameters and is described in Section 4.1.
The second is a Monte Carlo method that directly uses Eq. (3) and con-
siders three major parameters—T0, P0, and PC—whose uncertainties must be
estimated. In addition, a and b must be calculated while taking into account
the uncertainty of the composition of the mixture; that is, the uncertainty of
the specific heat must be accounted for in its fitting parameters in the Monte
Carlo method. However, there is no explicit uncertainty associated with a and
b per se in this method. The Monte Carlo analysis is described in Section 4.2.
Two Python scripts have been developed to perform the each analysis, one
each for liquid fuels with the injected mass filling method and one each for
gaseous fuels (or volatile liquid fuels with the partial pressure filling method), for
a total of four scripts. The scripts are available in the supplemental material and
are also available on Zenodo at http://dx.doi.org/10.5281/zenodo.11968.
The scripts use the NumPy [24] and SciPy [25] packages for Python along
with the Cantera software [26]. In this work, versions 3.4.1 of Python, 1.8.2
of NumPy, 0.14.0 of SciPy, and 2.1.1 of Cantera are used.
4.1. Independent Parameters Methodology
In the method of independent parameters, the uncertainty in TC is esti-
mated by the quadratic sum of the standard deviation in the parameters in
Eq. (3) multiplied by the partial derivative of Eq. (3) with respect to each of
the parameters [16]:
δTC = 2 ·
√√√√√ ∑
k=T0, P0,
PC , a, b
(
∂TC
∂k
)2
σ2k , (4)
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where δTC is the total uncertainty in TC , k is a parameter such that the sum
is over the five parameters in the independent parameters analysis, and σk is
the standard deviation of the parameter k. The coverage factor of δTC is 2 such
that the confidence interval is 95.4 % if the distribution of the total uncertainty
is assumed to be normal.
The uncertainties of three of the parameters (σT0 , σP0 , and σPC ; see Sec-
tion 5) are estimated from manufacturer’s specifications. Note that in the
method of independent parameters the uncertainties of a and b (σa and σb)
are considered directly, unlike in the Monte Carlo analysis. Therefore, the un-
certainties of a and b are estimated following the procedure of York et al. [27],
detailed in the Supplementary Material, Appendix B.
4.2. Monte Carlo Methodology
For a liquid fuel, the injected (nominal) mass of fuel, mixing tank volume,
ambient temperature, and the relative proportions of O2, N2, and Ar are input
to the script. The proportions of the gases and the nominal mass of fuel are used
to compute the nominal partial pressure of each gas in the mixing tank. For a
gaseous fuel, the nominal pressures after filling each gas are directly input to
the script and the nominal partial pressure is calculated from this information.
Normal distributions are created for each of the gases in the order that they
were filled into the mixing tank. For instance, if the order of filling is O2, N2,
then Ar the following procedure is used:
1. The center of the normal distribution for O2 is set at the nominal partial
pressure for the O2, with standard deviation as computed in Section 5.4.
2. The pressure of O2 for a given simulated run is found by sampling the
inverse of the cumulative distribution function, known as the percent point
function (PPF), of the O2 distribution at a random location between 0
and 1.
3. The center of the normal distribution for N2 is set at the calculated nom-
inal partial pressure for the N2 plus the sampled value of the pressure
of O2. In this way, the uncertainty in the setting for O2 is coupled to
the uncertainty for N2. The standard deviation of the distribution is as
computed in Section 5.4.
4. The pressure of N2 for a given simulated run is found by sampling the
PPF of the N2 distribution at a random location between 0 and 1.
5. The center of the normal distribution for Ar is set at the calculated nom-
inal partial pressure for the Ar plus the sampled value of the pressure of
N2+O2, with standard deviation as computed in Section 5.4.
6. The pressure of Ar for a given simulated run is found by sampling the
PPF of the Ar distribution at a random location between 0 and 1.
For gaseous fuels, the pressures sampled from the distributions are converted
into sampled partial pressures. These partial pressures are used to compute the
mole fraction of each component by Dalton’s Law [28, 29]. For gaseous fuels,
the mole fractions are thus independent of the volume of the mixing tank and
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the ambient temperature measurement. For liquid fuels considered under the
injected mass filling procedure, the sampled partial pressure of each gaseous
component is converted to a number of moles in the mixing tank by the ideal
gas law. The ambient temperature and volume of the mixing tank used in the
ideal gas law are sampled from the PPF of distributions of the temperature
and mixing tank volume respectively. The distribution of the temperature is
as described in Section 5.2; the distribution of the mixing tank volume is as
described in Section 5.5. The number of moles of fuel is calculated from the
mass of fuel sampled from the PPF for the mass.
The mole fraction of each component is input to an instance of the Cantera
Solution class. The Cantera Solution is used to calculate the non-dimensional
specific heat as a function of temperature. A line is fit to the specific heat using
the NumPy function polyfit. For the mixtures considered in this method, the
correlation coefficient for the linear fits are greater than 0.95, indicating a good
fit. Finally, the initial pressure, initial temperature of the compression, and
compressed pressure are input to the script and Eq. (3) is used to calculate TC .
This procedure is able to capture the correlation between the uncertainty of the
gases as they are filled by simulating the filling process. Moreover, using this
procedure, it is possible to simulate several uncertainty distributions for any of
the parameters and determine the effect of the uncertainty distribution on the
total uncertainty.
The sampling and computation of TC are run 106 times and the mean and
standard deviation are extracted from the calculated values of TC . The reported
uncertainty (called s) is twice the standard deviation from this analysis, thus
representing an 95.4 % confidence interval for normally distributed uncertainty.
5. Uncertainty Distributions of the Parameters
A general procedure to determine the uncertainties of each of the parameters
and the total specific heat are described in the following. For specific values used
in the analysis in Section 6 for the RCM at UConn, the reader is referred to
the Supplementary Material, Appendix A. Similar analysis can be conducted
for other machines. In the following, the manufacturer’s quoted uncertainty
is assumed to represent a normal distribution with a coverage factor of two,
unless otherwise specified. The uncertainty is divided by the coverage factor to
determine the standard deviation, as recommended by the British Measurement
and Testing Association Measurement Good Practice Guide No. 36 [30].
5.1. Uncertainty of the Measured Pressures
A static transducer is generally used to measure the initial pressure prior to
each experiment and also the pressure of the reactants as they are filled into the
mixing tank (see Section 5.6). In addition, a dynamic piezoelectric transducer is
typically used to measure the pressure during and after the compression stroke.
The charge signal from the dynamic transducer is converted to a voltage sig-
nal by a charge amplifier, which is in turn measured by a computerized data
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acquisition system. The uncertainty of the pressure transducers are typically
specified as a percentage of the full scale range. The precision uncertainty of
the display used to read the pressure and the uncertainty in the signal acqui-
sition equipment may be negligible compared to this uncertainty. In this case,
the uncertainty of the pressures are assumed to be normally distributed with
mean at the measured pressure and standard deviation of one half of the manu-
facturers specification.Otherwise, the uncertainty of the display and any signal
acquisition equipment needs to be considered by the sum in quadrature of all
of the uncertainties. The standard deviation of the initial pressure measure-
ment is denoted by σP0 and the standard deviation of the compressed pressure
measurement is denoted by σPC in the following.
5.2. Uncertainties of the Initial and Ambient Temperatures
Two temperatures are measured in the course of RCM experiments. The first
is the temperature at which the gases are filled in to the mixing tank—known
as the ambient temperature (Ta)—and the second is the initial temperature of
the reaction chamber prior to compression—known as the initial temperature
(T0). The uncertainty in the measured temperature is due to the standard
limits of error of the thermocouples used to measure the temperature. The
limits of error of the standard thermocouple types are prescribed by the ASTM
standard E230 [31]. Additional sources of uncertainty include the cold junction
compensation, A/D converter, and the display on the process meter used to
read the temperature. These uncertainties may be negligible compared to the
uncertainty due to the thermocouple specification.
There is some ambiguity about how to interpret the uncertainty defined in
the ASTM standard. Thus, three uncertainty distributions are studied in this
work for the measured temperatures. The objective is to demonstrate the ef-
fect of varying distributions due to the sensitivity of the overall uncertainty to
the uncertainty in the thermocouple measurements (see Section 6). The first
distribution is a normal distribution assuming the tolerance is given with a cov-
erage factor of two; the uncertainty in this case for the independent parameters
analysis is σT = LOE/2, where LOE is the limit of error as specified in the
ASTM standard. The second distribution is a triangular distribution with the
limits at the limits of error according to the ASTM standard; the uncertainty in
this case for the independent parameters analysis is σT = LOE/
√
6 as recom-
mended by the Guide to Uncertainty in Measurements (GUM) [32]. The final
distribution is a uniform distribution with the limits at the limits of error ac-
cording to the ASTM standard; the uncertainty in this case for the independent
parameters analysis is σT = LOE/
√
3 as recommended by the GUM [32]. In
general, the uncertainty in the initial and ambient temperatures will be equal
(σT = σT0 = σTa) but it is possible to vary them independently, e.g. by using
different thermocouples for the measurements.
5.3. Uncertainty of Liquid Fuel Mass
According to the procedure defined in Section 2 for liquid fuels, the mass of
the syringe used for injection is measured twice—once before and once after fuel
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injection—with the difference in mass taken as the amount of fuel injected. The
uncertainty in the measured mass has three components—the precision of the
scale, the deviation from linearity, and the repeatability of the measurement.
These uncertainties are assumed to be normally distributed with coverage fac-
tors of 2 such that the standard deviations are one half the specified values.
Thus, the total standard deviation in the mass of the liquid fuel may be esti-
mated by the sum in quadrature of these values [16].The standard deviation of
the fuel mass measurement is represented by σm in the following.
5.4. Uncertainty of Gaseous Components
All filling of gases is done at room temperature as measured by one of the
thermocouples described in Section 5.2. If a liquid fuel is used, the nominal
pressure of each of the gaseous components in the oxidizer is computed by ap-
plication of the ideal gas law after the injected mass of liquid fuel is determined.
Otherwise, if a gaseous fuel is used, the nominal pressure of each component
is computed prior to the start of filling. Since the same pressure transducer
is used to measure the gas pressure during filling of the mixing tank as dur-
ing measurement of the initial pressure, the same standard deviation is used,
σPi = σP0 . In the Monte Carlo analysis, the mean of the distribution is set
at the value randomly sampled from the cumulative distribution function for
the previous component added to the nominal value of the required pressure
(see Section 4.2). Because of this correlation in the uncertainties, σPi is the
standard deviation of the measurement of the total pressure, not necessarily the
standard deviation of the measurement of the partial pressure of component i
in the Monte Carlo analysis. Since the width of the distribution is constant (set
by the standard deviation σPi) while the mean of the distribution is increasing
for each gas, the ratio of the standard deviation to the mean of the distribution
is smaller for gases that are filled in later in the filling process. This correlation
between the pressures of the gaseous components is not captured by the inde-
pendent parameters analysis; if the effect of the correlation is large, an analysis
such as the Monte Carlo analysis conducted in this study is required.
5.5. Uncertainty of the Mixing Tank Volume
The volumes of the mixing tanks described in Section 2 are measured by
filling them with water at a known temperature. The mass of the water is mea-
sured and the density is used to convert the mass to the volume. The uncertainty
in the mass of water filled in to the tank can be estimated by considering the
sum in quadrature of the uncertainties associated with the scale used to mea-
sure the mass, similar to the liquid fuel measurements (see Section 5.3). The
volume is computed by dividing the measured mass by the density of the water,
V = mwater/ρwater. The density of the water can be estimated from a number
of sources, including the NIST Chemistry WebBook [33, 34], and must take into
account any uncertainty in the ambient temperature measurement. The distri-
bution of the uncertainty is assumed to be normal with mean at the computed
value of the volume and standard deviation of σV .
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5.6. Uncertainty of the Total Specific Heat
Since each reactant is filled in to the mixing tank sequentially, the uncer-
tainties of the amounts of each of the reactants are correlated. As discussed
previously in Section 2, the order of filling is liquid fuel (if any), oxidizer, and
gaseous fuel (if any). The order of filling and the total pressure in the mixing
tank after each gaseous component is filled are recorded.
Two fuels are studied in this analysis, methylcyclohexane (MCH) and prop-
ene. These represent, respectively, a liquid fuel and a gaseous fuel. The thermo-
dynamic polynomials for the species under consideration in this work are taken
from the work of Weber et al. [35] for MCH, O2, N2, and Ar, and the work of
Burke et al. [36] for propene. In this work, it is assumed that the uncertainty in
the specific heat of each species is negligible. This is considered an acceptable
assumption for stable species such as fuel molecules, oxygen, nitrogen, argon,
and other common diluents. Experience with several thermodynamic databases
has shown that the typical variation in the full polynomial fit to Cˆp between
databases causes approximately 1 K changes in TC .
Extending this analysis to fuel blends with several components is straight-
forward. The user need only specify the uncertainty of the fraction of the fuel
components in the blend, in addition to the uncertainties discussed in this sec-
tion. It should be noted that the uncertainty in the fractions of the components
in a multi-component fuel blend is inherently correlated and the Monte Carlo
method should be preferred for these analyses. In this work, we consider only
the single-component fuels discussed previously.
In this uncertainty analysis, the specific heat is fit by a linear relationship
as discussed in Section 4. The end points of this fit are chosen to be 300 K and
1100 K. The lower temperature is chosen as the lowest temperature over which
the NASA polynomials are specified in the thermodynamic databases used for
this study; the upper temperature is chosen to be above the highest compressed
temperature expected in the analysis.
6. Results and Discussion
6.1. Conditions of Analysis
6.1.1. Methylcyclohexane
The following analyses are conducted for mixtures of MCH with O2/N2/Ar.
Three mixtures are studied whose proportions are given in Table 1. The pro-
portions of the reactants match the conditions studied in Weber et al. [35].
These mixtures are studied for two sets of initial/compressed conditions each,
as shown in Table 2. All six cases are based on experimental conditions from the
work of Weber et al. [35], who used the larger mixing tank for all the mixtures
(V = (16.60± 0.01) L).
6.1.2. Propene
The following analysis is conducted for several mixtures of propene (C3H6)
in O2/N2/Ar. The mixtures studied here match some of those studied in the
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Table 1: Molar proportions of the MCH mixtures studied in this work, matching the conditions
in the work of Weber et al. [35].
Mix # φ MCH O2 N2 Ar
1 1.0 1 10.5 12.25 71.75
2 0.5 1 21.0 0.00 73.50
3 1.5 1 7.0 16.35 71.15
Table 2: Initial/compressed conditions for the estimation of the uncertainty of TC in MCH
experiments.
Case Mix # P0 [Pa] T0 [K] PC [Pa] mfuel [g] Ta [◦C]
a 1 1.8794× 105 308 5.00× 106 3.43 21.7
b 1 4.3787× 105 308 4.99× 106 3.48 21.7
c 2 3.9691× 105 308 5.00× 106 3.49 22.0
d 2 4.3635× 105 308 4.97× 106 3.53 22.1
e 3 1.9118× 105 308 4.98× 106 3.53 21.7
f 3 4.3987× 105 308 5.00× 106 3.69 20.0
work of Burke et al. [36]. The nominal partial pressures of each component in
the mixtures studied in this section are given in Table 3. Mix 1 has O2/diluent
ratio of 1 : 3.76, mixes 2 and 3 are made with 4 % O2 in the mixture, and
mixes 4 to 6 are made with 12 % O2 in the mixture. The initial and compressed
conditions of the simulations are shown in Table 4. The compressed conditions
include relatively low pressures near 10 bar and higher pressures near 40 bar.
All eight cases are based on experimental conditions from the work of Burke
et al. [36].
6.2. Independent Parameters Analysis
The results from the independent parameters analysis assuming a normal
distribution for the temperatures for MCH are shown in Table 5 and those for
propene are shown in Table 6. The Reported TC is the value that was reported
for the conditions associated with each case in Weber et al. [35] for MCH and
Table 3: Nominal partial pressures of the components studied in the propene experiments.
Mix # φ O2 [Torr] N2 [Torr] Ar [Torr] C3H6 [Torr]
1 1.0 257 482 484 57
2 2.0 60 1,413 0 27
3 2.0 68 1,607 0 31
4 1.0 216 1,536 0 48
5 1.0 192 1,365 0 43
6 1.0 216 768 768 48
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Table 4: Initial/compressed conditions for the estimation of the uncertainty of TC in propene
experiments.
Case Mix # P0 [Pa] T0 [K] PC [Pa]
a 1 3.6130× 104 413 1.01× 106
b 1 5.6120× 104 413 1.02× 106
c 2 1.2547× 105 413 4.06× 106
d 3 1.8601× 105 398 4.06× 106
e 4 1.6951× 105 398 4.08× 106
f 5 1.7138× 105 358 4.05× 106
g 6 3.7630× 104 413 1.01× 106
h 6 5.6190× 104 413 1.01× 106
Table 5: Results of analysis for MCH using normal distributions for all the parameters.
Case Reported Indep. Param. δTC %1 Mean Calc. s %2
TC [K] TC [K] [K] TC [K] [K]
a 899.08 900.13 5.80 0.64 899.55 5.86 0.65
b 690.22 690.26 4.60 0.67 689.73 4.62 0.67
c 713.24 713.48 4.72 0.66 712.75 4.75 0.67
d 690.74 690.79 4.59 0.66 690.09 4.61 0.67
e 893.24 894.16 5.77 0.65 893.68 5.83 0.65
f 689.74 689.70 4.60 0.67 689.27 4.62 0.67
1 % = δTC/Indep. Param. TC × 100%
2 % = s/Mean Calc. TC × 100%
Table 6: Results of analysis for propene using normal distributions for all the parameters.
Case Reported Indep. Param. δTC %1 Mean Calc. s %2
TC [K] TC [K] [K] TC [K] [K]
a 1,009.24 1,011.61 5.36 0.53 1,011.41 6.90 0.68
b 906.09 908.32 4.63 0.51 907.96 5.71 0.63
c 1,014.14 1,012.53 4.82 0.48 1,012.62 5.95 0.59
d 892.46 890.42 4.45 0.50 890.62 5.01 0.56
e 896.17 895.66 4.40 0.49 895.68 4.89 0.55
f 813.01 811.99 4.47 0.55 812.03 4.92 0.61
g 1,062.27 1,062.99 5.79 0.54 1,062.95 6.96 0.66
h 952.37 953.18 4.99 0.52 953.07 5.82 0.61
1 % = δTC/Indep. Param. TC × 100%
2 % = s/Mean Calc. TC × 100%
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Table 7: Results for varying probability distributions
of thermocouples for case d in the MCH analysis.
Distribution δTC [K] %1 s [K] %2
Normal 4.59 0.66 4.61 0.67
Uniform 5.30 0.77 2.70 0.39
Triangular 3.75 0.54 1.93 0.28
1 % = δTC/Indep. Param. TC × 100%
2 % = s/Mean Calc. TC × 100%
Table 8: Results for varying probability distributions
of thermocouples for case e in the propene analysis.
Distribution δTC [K] %1 s [K] %2
Normal 4.40 0.49 4.89 0.55
Uniform 5.07 0.57 3.38 0.38
Triangular 3.62 0.40 2.88 0.32
1 % = δTC/Indep. Param. TC × 100%
2 % = s/Mean Calc. TC × 100%
Burke et al. [36] for propene, calculated by Eq. (1). The Indep. Param. TC is
the compressed temperature calculated by Eq. (3) for the conditions in that
case. The Indep. Param. TC deviates slightly from the Reported TC due to the
combined effects of the linear fit to the specific heat and the uncertainty in the
mole fraction of the components; for the independent parameters analysis, the
nominal value of the parameters are used to compute TC by Eq. (3) except for
a and b, which are affected by the uncertainty of the components. Nonetheless,
the difference is quite minor, indicating the small effect of this assumption. The
δTC column is the uncertainty in the temperature from Eq. (4) and the first %
column is the ratio of the uncertainty (δTC ) to the Indep. Param. TC times
100 %.
The magnitude of the uncertainty is quite similar between propene and
MCH. However, since the TC values are higher for propene, the uncertainty
relative to the compressed temperature is smaller for propene than MCH.
Comparing cases a and b, c and d, and e and f for MCH, and a and b, c,
d, e, and f, and g and h for propene shows the influence of the initial pressure
(P0) on the uncertainty. Lower magnitudes of the initial pressure cause slightly
higher magnitude of the uncertainty. This result was noted by Weber et al.
[14], who stated that “the uncertainty is dependent on the actual value of the
initial pressure... [t]ypically, higher initial pressures result in lower uncertainties
in the compressed temperature.” Nevertheless, the uncertainty relative to the
compressed temperature is nearly identical between the cases.
The variation of the uncertainty in TC due to varying distributions for the
measured temperatures is shown for MCH in Table 7 for case d of Tables 2
and 5 and for propene in Table 8 for case e of Tables 4 and 6. The triangular
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Figure 1: Comparison of histogram of computed TC with a normal distribution (N ) with
the same mean (µ) and standard deviation (σ = s/2). The bin width of the histogram is
approximately 0.002K. Conditions: MCH, case b.
distribution has the lowest σT (see Section 5.2) and the lowest uncertainty; the
uniform distribution has the highest σT and the highest uncertainty for both
fuels.
In addition, a sensitivity analysis of the uncertainty to the parameters for
MCH and propene was conducted by varying the uncertainty of each parameter
independently. The uncertainty of each parameter was reduced by 50 % com-
pared to the nominal value. This analysis shows that the uncertainty in the
initial pressure (σP0) has only a small influence on the total uncertainty, despite
the influence of the magnitude of the initial pressure on the uncertainty. More-
over, the uncertainty is not strongly sensitive to the uncertainty of any of the
other parameters, except the initial temperature measurement (σT0). Reducing
the uncertainty of the thermocouple used to measure the initial temperature T0
by a factor of 2 simulates replacing this thermocouple with one using the special
tolerances for K-type thermocouples specified in the ASTM standard [31]. By
switching to the special tolerances for K-type thermocouples (σT0 = 0.55 ◦C),
the uncertainty δTC is reduced by approximately 2 K for all the cases.
6.3. Monte Carlo Analysis
Using normal distributions for all of the parameters, the results of the Monte
Carlo analysis for MCH are presented in Table 5 and a histogram for a repre-
sentative case is shown in Fig. 1. In addition, the results of the Monte Carlo
analysis assuming a normal distribution of the uncertainties of all the parame-
ters are presented for propene in Table 6 and a histogram for a representative
case is shown in Fig. 2. It can be seen from Figs. 1 and 2 that a normal distri-
bution with the same mean and standard deviation as the calculated TC closely
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Figure 2: Comparison of histogram of computed TC with a normal distribution (N ) with
the same mean (µ) and standard deviation (σ = s/2). The bin width of the histogram is
approximately 0.002K. Conditions: propene, case f.
follows the magnitude of the bins, indicating that twice the standard deviation is
a good measure of the uncertainty of TC . References to the uncertainty of TC in
the remainder of this section refer to twice the standard deviation, noted as s in
Tables 5 to 8. The mean temperature calculated from the Monte Carlo analysis
is shown in Tables 5 and 6 in the Mean Calc. TC column. The second % column
is the ratio of s to the Mean Calculated TC multiplied by 100 %. The Mean Cal-
culated TC deviates slightly from the Reported TC due to the combined effects
of the linear fit to the specific heat, the uncertainty in all of the parameters, and
the correlation in the uncertainty of the mixture components. Nonetheless, the
difference is quite minor compared to the reported value, indicating the small
effect of these assumptions on computing TC .
Comparing the overall results for the Monte Carlo analysis and the indepen-
dent parameters analysis shows that they are quite similar. This indicates that
the correlation of the uncertainties of the gaseous components has a relatively
minor effect on the total uncertainty under the conditions of this analysis. Com-
paring cases b, d, and f for MCH shows the influence of mixture composition on
the standard deviation. It is seen that changing the mixture composition has
a relatively small effect on the standard deviation. In addition, by comparing
cases e and f for propene, the influence of the magnitude of the initial tempera-
ture can be estimated. It is seen that the magnitude of the initial temperature
has a small influence on the error. Similar to the independent parameters anal-
ysis, the magnitude of the uncertainty is affected by the magnitude of the initial
pressure (P0), but the uncertainty relative to the Mean Calc. TC is not strongly
affected by the magnitude of P0.
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Figure 3: Comparison of the distribution of the calculated TC using three distributions for
the uncertainty of the thermocouple measurement. The histograms match the conditions
presented in Table 7. Normal, Uniform, and Triangular Distribution in the legend indicates
that the respective distribution was used for the uncertainty of the thermocouple measurement.
Conditions: MCH, case d
Similar to the independent parameters case, a sensitivity analysis of the
uncertainty s to the uncertainties of the parameters was conducted by vary-
ing the uncertainty of each parameter independently. Once again, the overall
uncertainty s is not sensitive to the standard deviation of any of the other pa-
rameters except the initial temperature. Using the special tolerances for the
initial temperature measurement (σT0 = 0.55 ◦C [31]) reduces the uncertainty
by approximately 2 K for all the cases.
Tables 7 and 8 show a comparisons of the uncertainty of case d for MCH
and case e for propene when assuming various distributions for the uncertainty
of the thermocouples, and Figs. 3 and 4 show a comparison of the histograms of
the calculated TC . It can be seen in Figs. 3 and 4 that, similar to Figs. 1 and 2,
assuming a normal distribution for the uncertainty of the thermocouple mea-
surements results in an normal distribution of TC . However, assuming a uniform
distribution of the uncertainty of the thermocouple measurements strongly af-
fects the resulting distribution of TC for MCH, but does not have as strong an
influence on the total uncertainty of the propene case. This may indicate the
influence of the ambient temperature on the distribution of TC in the MCH case,
since the ambient temperature is not a parameter in the propene case. Note
that the standard deviation as estimated in Tables 7 and 8 assumes a normal
distribution of the calculated TC ; as such, the uncertainty in the “Uniform” case
is slightly underestimated for MCH due to the non-normal distribution of TC .
Nonetheless, the uncertainty in the “Uniform” case is less than the uncertainty
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Figure 4: Comparison of the distribution of the calculated TC using three distributions for
the uncertainty of the thermocouple measurement. The histograms match the conditions
presented in Table 8. Normal, Uniform, and Triangular Distribution in the legend indicates
that the respective distribution was used for the uncertainty of the thermocouple measurement.
Conditions: propene, case e
in the “Normal” case for both MCH and propene, a result which differs from the
independent parameters analysis. Finally, assuming a triangular distribution of
the uncertainty of the thermocouple measurements does not strongly affect the
shape of the distribution of calculated TC . However, the standard deviation is
reduced by a factor of approximately 2 compared to the normal distribution for
both fuels.
7. Conclusions
Rapid compression machines are an important platform for combustion ex-
periments at high-pressure and low-to-intermediate-temperature conditions. In
addition to the primary data reported from RCMs (including ignition delays
and intermediate species profiles), the temperature of the gas mixture in the
reaction chamber is of considerable interest due to the exponential dependence
of the reaction rates on the temperature. The temperature of the gas mixture
in the reaction chamber during and after compression is typically not measured.
Instead, the temperature is typically estimated by assuming an isentropic com-
pression/expansion process. The uncertainty associated with this procedure is
affected by a number of systematic and random errors that must be investi-
gated in detail to bound the uncertainty of the temperature estimation. In this
work, a methodology is developed to assess the uncertainty of the temperature
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estimation at the end of compression due to random errors in the experimental
equipment.
Two methods have been developed for the analysis in this work, including
a method that assumes all of the parameters are independent, and a Monte
Carlo method to take into account the correlation of several of the pertinent
parameters. In addition, two fuels with different mixture preparation procedures
are analyzed. The first fuel, methylcyclohexane, is injected into the mixing tank
in its liquid state, while the second fuel, propene, is added to the mixing tank
as a gas. These cases represent two of the possible mixture filling modes for the
RCM and are the two used on the RCM at UConn for the studies of Weber et al.
[35] and Burke et al. [36]. The conditions at the end of compression considered
for the uncertainty analysis of these fuels span a large portion of the operating
regime of the RCM at UConn, including low temperatures near 650 K, high
temperatures near 1050 K, low pressures near 10 bar, and high pressures near
50 bar. Finally, three distributions are considered for the uncertainty of the
measured initial and ambient temperatures.
Examining the results in detail shows some differences between the MCH
cases and the propene cases. In particular, varying the distribution of the
uncertainty of the measured temperatures has different effects for propene and
MCH in the Monte Carlo analysis. In MCH, using uniform distributions of the
uncertainties of the measured temperatures causes substantial changes in the
shape of the distribution of the calculated TC , but for propene, the same change
has only a small effect on the shape of the distribution of the calculated TC .
However, in the independent parameters analysis, varying the distribution of
the measured temperatures show the same effect for both fuels. In addition, the
uncertainties of the MCH and propene cases from the Monte Carlo analysis and
the independent parameters analysis are of similar magnitude.
There are other similarities between the MCH and propene results as well.
For instance, it is shown that the magnitude of the initial pressure (P0) has
a notable influence on the magnitude of the uncertainty for both fuels, with
higher magnitudes of the initial pressure resulting in lower absolute uncertainty
of TC . However, the uncertainty of the initial pressure measurement has only
a small influence on the overall uncertainty. Moreover, the uncertainties of the
other parameters, except the temperature measurements, also have a small in-
fluence on the overall uncertainty. By using the special tolerances of K-type
thermocouples defined by ASTM, the uncertainty in the compressed tempera-
ture is reduced by approximately 1 K to 2 K, which may be as much as 20 %
of the absolute uncertainty values in some cases. Thus, one way to reduce the
uncertainty in estimating TC is to improve the measurement of the initial and
ambient temperatures.
The analyses in this study show that the relative uncertainty in the esti-
mated temperature at the end of compression (TC) does not exceed 0.7 % of
the mean calculated temperature for the instruments installed on the RCM at
UConn. These results provide a reference that can be used for future RCM
studies at UConn. Furthermore, the method and scripts developed in this work
can be applied to other similar RCM facilities with only minor modifications.
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Care must be taken to supply instrument specific uncertainties for each of the
parameters and properly replicate the correlation of the parameters in the ex-
perimental procedure used on each machine. Finally, the results show that the
Monte Carlo and independent parameters analyses estimate similar uncertain-
ties under the conditions of this work. However, this may not be the case in
general, so care should be exercised when using an analysis procedure that does
not account for the correlation between the uncertainties of the parameters.
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