The problem of guiding a hypersonic gliding vehicle in the terminal phase to a target location is considered. In addition to the constraints on its final position coordinates, the vehicle must also impact the target from a specified direction with very high precision.
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that the vehicle's motion is constrained to lie in a vertical plane. The value of the final flight path angle is one of the parameters that are used to define the cubic spline. The vehicle then is guided to follow this cubic curve. Under the assumption of perfect tracking, the final flight path angle will be as required (there is, however, no mechanism to control the azimuth of the final trajectory of the vehicle). Yet the numerical experiments reported in Ref. 4 suggest that the accuracy of these two methods would not be adequate for our current applications.
Under the linearization approximation, a planar engagement problem with a final impact angle constraint is formulated as a numerical optimal control problem in Ref. 5 where the impact angle constraint is treated as a penalty term. Aside from the linearization limitations, it is not clear how realistic the computation requirements will be for such a purely numerical approach in the current applications we are considering, especially when the problem has to be solved in three-dimensional motion. Two-dimensional intercept with a final impact angle constraint is again the subject of Ref. 6 . The key assumptions necessary for the analytical solution obtained therein are constant velocity and small error angles. With these conditions a time-varying bias term is added in a proportional-navigation guidance law to achieve the final impact angle condition. The constant velocity approximation is completely invalid in our current applications, since the velocity can have variations up to 60% and more.
We propose an adaptive guidance approach for the above problem in a proportionalnavigation form. An earlier, non-adaptive version of the guidance law in the horizontal plane is analyzed in Ref. 7 . In this paper we present the guidance law in the vertical direction, thus extending the approach to 3-dimensional (3D) flight. We provide the analysis to establish the achievement of impact on the target by the 3D guided trajectory. Unlike many other guidance approaches, we do not rely on approximations such as constant velocity or linearization.
The guidance method can guide the vehicle to the target from any initial conditions in 3D
space within the maneuvering capability of the vehicle. Furthermore, the properties of the guided trajectory discovered in the analysis allow us to conveniently devise guidance logic and guidance parameter selection criteria to meet the impact direction requirement. These guidance parameters are further updated by closed-loop nonlinear adaptation laws to ensure high precision in the impact angle conditions. In this paper the word "adaptive/adaptation" is used in the context of continuously updating certain gains in a closed-loop fashion to ensure that some specified targeting conditions are accurately achieved. No estimates of unknown system parameters are involved as in a conventional adaptive control setting.
The efficacy of the proposed approach is demonstrated by the simulations of the trajectories of a hypersonic maneuvering vehicle. The terminal conditions are all met with a high degree of accuracy. Comparison with optimal solutions reveals interestingly that when the final heading angle is free, the guided trajectories and guidance commands exhibit behaviors that are quite close to those of the optimal trajectories.
II. Analysis of Guidance Laws
For development purposes, an Earth-fixed coordinate system is defined to be as shown in Fig. 1 . The target is at the origin of the coordinate system. We will focus on a fixed target in the following discussion, although most of the development would be applicable to a mobile target if the motion variables in the subsequent sections are replaced by those for the relative motion between the vehicle and the target. The x-axis is pointed to the East, the y-axis to the North, and the z-axis completes the right-hand system. The line-of-sight (LOS) from the target to the vehicle is defined by the azimuth angle θ and elevation angle φ, where −π ≤ θ ≤ π is measured from positive x-axis in a counterclockwise direction, and 0 ≤ φ ≤ π/2. These angles can be calculated from the known coordinates of the target and navigation-derived coordinates of the vehicle.
The standard 3-dimensional equations of motion of a gliding vehicle over a flat Earth can be found in, for instance, Ref. 8ẋ
where the position coordinates are x, y, and z. The Earth-relative velocity is V . The flight path angle γ is the angle between the relative velocity vector and the horizontal plane. The vehicle heading angle ψ is the angle between the horizontal projection of the velocity vector and north, measured in a clockwise direction in the horizontal plane. We choose to limit the range of ψ by −π ≤ ψ ≤ π. The gravity acceleration g = 9.81 m/s 2 is treated as a constant.
Since only unpowered flight is considered, the vehicle mass is also a constant. The terms D and L are the aerodynamic drag and lift forces which are dependent on the angle of attack α, altitude z and velocity V . The bank angle of the vehicle is σ.
By the definition of the coordinate system, the target is at the origin. Suppose that Ψ f and Γ f are the heading angle and flight path angle, respectively, that define the desired impact direction of the vehicle just before it reaches the target (cf. Fig. 1 ). Therefore the vehicle needs to achieve the following final conditions
One special case is when Γ f = −90 deg (vertical impact). In such a case the constraint (9) must be removed because ψ f is not defined for vertical impact. It should be stressed, V Vcos as shown) however, that the vehicle's turning capability usually is the limiting factor for how much final heading adjustment, as defined in Eq. (9) can be achieved. This is because in the application scenarios under consideration the vehicle is flying at hypersonic speeds. At such speeds the vehicle cannot make significant heading changes in a short period of time. Therefore the initial conditions for the terminal guidance phase should be such that it is feasible for the vehicle to achieve the terminal conditions (7)-(9) subject to its maneuverability constraints.
The function of the terminal guidance system is to determine the direction of the flight, defined by γ and ψ, to achieve the required final conditions (7)- (9) . We propose the following proportional-navigation guidance laws for the commanded heading angle ψ com and flight path angle γ comψ com = −λ 1θ (10)
where the guidance parameters λ 1 and λ 2 are taken to be constants in this section unless otherwise specified. 
, the guidance law (10) with λ 1 > 1 ensures that s = x 2 + y 2 → 0.
The only exception of θ(0) + ψ(0) = π/2 corresponds to the case where the vehicle flies away from the target along the LOS from the target to the vehicle, a pathological case that will not happen in reality.
2. For all λ 1 > 2, the trajectory of the vehicle on the xy-plane will converge to a straight line passing through the origin (target) with a configuration of θ
The analysis of the vertical guidance law (11) will be greatly simplified when the second property above is taken into consideration. Suppose that a λ 1 > 2 is used. After an initial transient period, the 3-dimensional trajectory of the vehicle will practically be confined in a vertical plane containing the origin, and the velocity vector projection on the xy-plane will be directed toward the origin. In this vertical plane the kinematics of the vehicle may be represented byż
where once again, s = x 2 + y 2 is the range-to-go. The reader is referred to Fig. 1 for the geometry, with the reminder that the horizontal velocity component V cos γ now points to the origin. The elevation angle φ then is determined by
Using Eqs. (12) and (13), the derivative of φ can be readily found to bė
where r = √ s 2 + z 2 = x 2 + y 2 + z 2 . The derivative of r is also easily obtaineḋ
Thenη =φ +γ. Again let us assume perfect tracking of the guidance command so thaṫ γ =γ com . By the guidance law (11) and Eq. (15) 
Upon integration, the above equation yields r = c| sin η| 
For any chosen λ 2 , the sign ofη will remain unchanged for all t ≥ 0. In particularη < 0 and η will continue to decrease to zero if λ 2 > 1. In such a case the solution of r in Eq. Combining the above analysis and the results in Ref. 7 , we have the following conclusions for guidance laws (10) and (11) 1. For arbitrary variations of V , the guidance laws (10) with λ 1 > 1 and guidance law (11) with λ 2 > 1 ensure that r = x 2 + y 2 + z 2 → 0.
2. For λ 1 > 2 and λ 2 > 2, the 3D trajectory of the vehicle will converge to a straight line passing through the origin (target) with the configuration of θ + ψ = −π/2 and
Note that even though the guidance laws (10) and (11) are decoupled in two independent channels, the above analysis establishes the simultaneous satisfaction of the 3 impact conditions in Eq. (7), since r = x 2 + y 2 + z 2 → 0 is the result. No less noteworthy is the fact that the analysis and global convergence results of the guidance laws (10) and (11) 
The presence of the positive variable e ξ in Eqs. (20) and (21) does not alter the preceding analysis, therefore the results remain valid for λ 2 that is time-varying. A subtle point in this case is that the above integral is defined only for η = 0. This is just an artifact of using η as the independent variable in integrating Eq. (19), not an indication of an inherent problem with time-varying λ 2 . In fact, employing the standard stability theory, 9 one can show that starting from any initial condition |η 0 | < π, η → 0 for any time-varying λ 2 > 1 in Eq. (18).
As η → 0,ṙ from Eq. (16) will remain negative, hence r → 0. A parallel argument will apply to a time-varying λ 1 in the lateral guidance law (10). In conclusion the analysis and results given above are still correct even for time-varying λ 1 and λ 2 . This conclusion will be the basis for the validity of the guidance laws when λ 1 and λ 2 are continuously updated by adaptation laws, as will be discussed in Section IV.
III. Terminal Guidance Logic

A. Guidance Parameter Selections
While other types of interceptor guidance approaches exist that can target the typical final conditions in Eq. (7), few can conveniently handle the unique final conditions Eqs. (8) and (9). Guidance laws (10) and (11), on the other hand, offer simple ways to address these requirement by properly selecting the guidance parameters λ 1 and λ 2 . To see this, we integrate the guidance equationψ com = −λ 1θ from t 0 to t with the assumption of perfect
where ψ 0 and θ 0 are the conditions at t 0 which is the first instant when the guidance law (10) is applied. Suppose that λ 1 > 2. By the above discussion the steady-state configuration
Let ψ ss = Ψ f as desired. Then the corresponding steady-state value for θ is
Replacing ψ by Ψ f and θ by Θ f in Eq. (23), we can solve for the unique value of λ 1 required to achieve ψ ss = Ψ f
where
The quantity δψ 0 defined above is simply the initial heading offset of the vehicle with respect to the origin (target). To recap the discussion, if the value of λ 1 given by Eq. (26) is greater than 2, this λ 1 will ensure that the final condition (9) A similar discussion applies to guidance law (11). Integrating the guidance equatioṅ γ com = −λ 2φ with the assumption of perfect trackingγ =γ com gives
where γ 0 and φ 0 are the initial conditions at t 0 (where it is understood that this t 0 is not necessarily the same t 0 as in the above case). Suppose that λ 2 > 2. By the analysis in the preceding section the trajectory will converge to the configuration where γ = −φ → γ ss for some steady-state value of γ ss . If we require that γ ss = Γ f , Eq. (28) dictates that the corresponding λ 2 must satisfy 
B. Lateral Guidance Logic
The analysis in Section II suggests the sequence in which the terminal guidance logic should work: the lateral guidance will first align the heading of the vehicle nearly toward the target; then the longitudinal guidance will work to bring the flight path angle to the required value while steering the vehicle to the target, while the lateral guidance maintains the correct heading. The following lateral guidance logic is designed for the heading alignment.
1. If Γ f = −90 deg in the constraint (8) or constraint (9) is not imposed, a constant λ 1 > 2 is used throughout the entire trajectory in the guidance law (10) which is responsible for the lateral steering.
2. If Γ f = −90 deg, constraint (9) is imposed, and the λ 1 calculated from Eq. (26) at the guidance initiation is less than 2, the bank angle of the vehicle is commanded by
where Θ f is given in Eq. (25) and θ is the current value of the variable. The sign function sgn(x) = 1 when x > 0, and sgn(x) = −1 when x < 0. The pre-set limit σ max ∈ (0, 90) deg is a maximum bank angle to be used for turning. While the command (30) is applied, the value of λ 1 computed from Eq. (26) is continuously monitored with δψ 0 and θ 0 replaced by their current values. At the moment when the λ 1 so computed is greater than 2, the current time is set to be t 0 , and the guidance logic is switched to Step 3 below for the rest of the trajectory.
3. If Γ f = −90 deg, constraint (9) is imposed, and the λ 1 calculated from Eq. (26) at t 0 is greater than 2, this λ 1 is used in the guidance law (10) for the rest of the terminal phase flight.
A discussion on the above lateral guidance logic is in order.
Step 1 is the simple case where the constraint (9) is not required. Thus a λ 1 > 2 in the guidance law (10) will suffice according to the conclusions in Section II. When the constraint (9) is enforced, the lateral guidance logic should always end in Step 3, for the selection of λ 1 described in Step 3 ensures the satisfaction of condition (9) . The analysis below establishes that even if the trajectory starts in Step 2, the logic will eventually switch into Step 3.
From the definition of θ = tan −1 (y/x) and Eqs.
(1-2), it is easy to show that
where δψ = ψ − (−π/2 − θ). From Eq. (6) and the above equation, we also have
Equation (31) indicates that the rate of Θ f − θ is essentially proportional to δψ for small |δψ|. Hence Θ f −θ is a slower variable and δψ is a faster variable with respect to any changes in σ. It can be shown that the bank angle command law in Eq. (30) will always increase the ratio δψ Θ f − θ in all practically possible cases. Therefore as this ratio increases, there will be an instant when it is greater than 1, and the λ 1 computed from Eq. (26) The above lateral guidance logic is included in the flow chart in Fig. 2 . The other parts of the chart, the computation of bank angle/angle of attack commands and further adaptation of λ 1 , will be discussed in Sections III-D and IV. 
C. Longitudinal Guidance Logic
Once the lateral guidance logic has nearly aligned the heading of the vehicle to the target, the longitudinal guidance logic will begin to work toward achieving the impact conditions (7) and (8) . As in the case of lateral guidance, certain logic in addition to guidance law (11) will be needed, which is mainly driven by the condition (8) 
where ε > 0 is a small pre-specified constant. When the constraint (9) is not imposed, the above condition is replaced by
The following sequential longitudinal guidance logic is devised:
1. From the beginning of the terminal guidance phase at t = 0 to the end of the heading alignment phase, the vehicle will fly an angle of attack profile defined by
where α 0 is the angle of attack of the vehicle at t = 0, and α * is the angle of attack at which the vehicle achieves its maximum lift-to-drag (L/D) ratio (α * can be a function of Mach number if needed). The time constant T > 0 is a pre-selected parameter to ensure reasonably fast transition from α 0 to α * .
2. From the end of the heading alignment phase to the point where the right hand side of Eq. (29) becomes greater than 2, a λ 2 < 1 is used in guidance law (11).
3. After the instant when the λ 2 calculated from Eq. (29) is greater than 2, this value of λ 2 is used in guidance law (11) until the impact (λ 2 remains the same value in this period)
While the vehicle is turning in the heading alignment phase, the objective for flying the transition angle of attack profile in Eq. (35) is to preserve the energy of the vehicle so that the impact velocity can be close to the maximum possible value. This maneuver turns out to be quite similar to what an optimal trajectory would do, as will be seen later. In the second step of the above logic, the vehicle prepares for the final maneuver to the target. It is in this phase where the guidance law (11) begins to drive the α to decrease from close to α * to a negative value (we assume that the magnitude of the bank angle is limited within 90 deg).
The value of λ 2 should be moderate in this period, for an overly aggressive flight path angle command could result in a very late occurrence of λ 2 > 2 from Eq. (29), leaving little time for the final maneuver to satisfy the condition (8) . Note that a λ 2 < 1 can be used in this phase even though the analysis in Section II states that λ 2 > 1 is needed for r → 0. This is because η = φ + γ is typically positive and less than π/2 (|γ| is still rather small) in this period. By examining Eqs. (20) and (21), we can show that even for λ 2 < 1, η will increase and r will decrease, only not to zero. But we only need r to decrease in this phase. The last phase fulfills the requirement for the satisfaction of the impact condition (8) . Note that the lateral guidance law (10) with a constant λ 1 > 2 remains in force throughout all the above longitudinal logic steps.
The above longitudinal guidance logic is incorporated in the flow chart in Fig. 3 . The other components of Fig. 3 , including the computation of bank angle/angle of attack commands and adaptation of λ 1 and λ 2 , will be discussed in the next section and Section IV.
D. Bank Angle and Angle of Attack Commands
The realization of the guidance commands from Eqs. (10) and (11) can be through the modulations of bank angle σ and angle of attack α which in turn will affect the vehicle 
The sign function in the above equation determines whether a positive or negative lift force is commanded (again, with the assumption of |σ| < 90 deg). Let C Lcom be the lift coefficient required to produce L com . Therefore 
In the case where the value of C Lcom computed from Eq. (37) demands an α com that is beyond the allowable range for the vehicle, a scaling of the guidance commands may be done.
Suppose thatL max represents the largest lift force feasible at the current condition (which can be in the positive or negative direction, depending on the sign of (Vγ com + g cos γ)). Let bothψ com andγ com be scaled by K max > 0 so that the total resulting lift force is equal tō L max . To determine K max , replaceψ com andγ com by K maxψcom and K maxγcom , and L com bȳ L max in Eq. (36). The value of K max is the positive root of the quadratic equation
A solution of K max < 1 indicates that the guidance commands exceed the vehicle's capability.
The guidance commands in both channels in such a case need to be scaled back by the same factor of K max . Alternatively, separate scaling of each channel could be performed. Let K ψ > 0 and K γ > 0 be the weightings onψ com andγ com , respectively. Within the current limit of the lift, the emphasis of the guidance can be directed in one channel at the expense of less guidance effort in the other channel. For instance, we may express K ψ by using Eq.
(36) with the substitutions ofψ com andγ com by K ψψcom and K γγcom , and L com byL max
The selection of a K γ ≤ K max will result in a K ψ ≥ K max , placing more emphasis on the heading control than on flight path angle control. The reverse is also true.
In the event when |L com | > |L max |, and once the scaling factors have been determined, the angle of attack and bank angle commands are still computed from Eqs. (37) and (38), only with L com replaced byL max andψ com by K ψψcom .
E. Body Acceleration Commands
Another option for flight control system to realize the guidance commands generated by the guidance laws (10) and (11) is to track appropriate body acceleration commands. The advantage of this design is that the feedback of the controlled variables (accelerations) can be directly provided by accelerometers. The guidance system will determine the acceleration commands to be tracked so that the velocity vector is steered according to Eqs. (10) and (11).
Define a velocity frame which has its unit vectors as
where V is the relative velocity vector and R is the radius vector from the center of the 
whereψ com andγ com are from the guidance laws (10) and (11), and σ com and α com are computed in Section III-D above. The value ofV com is from the right hand side of Eq. (4) with α = α com in calculating the drag force term D. The command inputs to the control system in the inner loop will thus be n ycom and n zcom . Note that only when α com ≈ 0 and σ com ≈ 0 can n ycom and n zcom be approximated by
IV. Adaptive Update of Guidance Parameters
Assuming perfect navigation data, the above proposed guidance approach typically ren- Recall that these values are selected on the basis of satisfying the impact angle conditions. But any of the above possible reasons can cause the actual trajectory to be different, thus the already determined constant values of λ 1 and λ 2 may no longer ensure the precision of the impact angle conditions. The application scenarios considered in this paper rule out the options of adopting more elaborate guidance means or relying on intensive on-line computation for guidance command generation. Within the framework of the current approach, an effective way to further enhance the precision is appropriate closed-loop adaptation for λ 1 and λ 2 . We present in the following a novel approach to establish the adaptive update laws for the problem at hand.
Let us consider the vertical guidance law (11) first. We will use the altitude z as the independent variable for the update of λ 2 . Note that Eq. (11) has the same form whether the differentiation is with respect to time or altitude (or any other independent variable).
If for any reason the adaptation with time as the independent variable is preferred, the adaptation law is simplyλ
It is worth noting that one would not be able to derive adaptation law (55) if time is used as the independent variable at the outset.
In
Step 3 of the longitudinal guidance logic, the starting value for λ 2 is determined by Eq. (29) at the instant when the right hand side of Eq. (29) becomes greater than 2.
The subsequent values of λ 2 are then updated according to Eq. (53) or (55) A similar process applied to the lateral guidance law (10) will lead to the update law for
The parameter κ 1 > 0 is a constant gain, and the derivative in the adaptation law Eq. (57) is with respect to the range-to-go s. If time is desired to be the independent variable, the adaptation law is thenλ
Again, it can be shown by using L'Hospital rule and guidance law (10) that as the trajectory approaches the final configuration where ∆θ = ∆ψ = 0, we will have
Thusλ 1 → 0 by Eq. (59), and the adaptation of λ 1 stops. The adaptation of λ 1 is not needed when the final heading constraint (9) is not imposed, because a constant λ 1 > 2 is all that is required in this case. This "bypass" is clearly shown in Fig. 2 . The complete lateral and longitudinal guidance logics including the guidance parameter adaptation are illustrated in Figs. 2 and 3.
To avoid the singularities of the adaptation laws (53) and (57) at the origin where z = s = 0, the parameter adaptation is stopped at a distance before the origin is reached without practical impact on the precision, for the effects of the guidance parameter adaptation are diminished as the vehicle gets very close to the target.
V. Simulations
The adaptive terminal guidance logic presented in Sections II-IV is applied in simula- conditions to obtain the state histories, and the final state in particular. The impact condition constraints (7), (8) and (9) (when it is imposed) are enforced. A sequential quadratic programming algorithm in MATLAB is then used to solve the nonlinear programming problem. The starting guesses to the optimization problems are completely independent of the simulated trajectories under the guidance laws.
A. Vertical Impact
In this case Γ f = −90 deg in constraint (8) , and constraint (9) 
B. Non-Vertical Impact
The terminal values in constraints (8) and (9) Step 2 in the lateral guidance logic in this case commands initially a large negative bank angle. The optimal bank angle profile, on the other hand, decides to stay nearly constant at about +25 deg for almost 90 seconds. This is a feature that can only be discovered with extensive numerical searches required in an optimal solution. This key distinction contributes dominantly to the performance difference. As discussed in Section III-B, Step 2 in the lateral guidance logic is designed for its simplicity, not optimality. For some other initial conditions, the lateral guidance logic can actually produce a trajectory much closer to the optimal one.
Nonetheless we choose the current case to illustrate the possible difference.
Another noteworthy phenomenon in the optimal bank angle history in Fig. 9 is that the bank angle at the end is not zero. This means that the optimal trajectory is still turning at the end, which makes sense because for the same amount of heading change, smaller bank angle will be needed near the end where the velocity is lowest along the trajectory. Without using large bank earlier the trajectory is kept aloft, thus minimizing the velocity loss. But nonzero bank angle at the end also suggests that the vehicle's heading angle is not in steady state. Therefore the timing and the bank angle must match perfectly to achieve the specified final heading angle. Again this is something that requires heavy computation, and cannot be attained with simple logic. 
VI. Conclusions
The need to guide a hypersonic lifting vehicle in terminal phase intended to impact a ground target with stringent specified impact direction arises from a recent technology development effort. We have found that an adaptive proportional-navigation guidance approach is effective to this problem and easy to implement. Our analysis establishes the theoretical attainment of the targeting conditions by the guided trajectories without relying on linearization or other simplifying assumptions. We provide closed-form conditions for the on-line selection of the initial values of the guidance parameters for satisfying the unique final impact angle requirements. For ensured high precision in the impact angle conditions, continuous closed-loop update of these parameters are necessary. For this purpose we further develop nonlinear parameter adaptation laws. The guidance logic developed is demonstrated to be accurate in 3 degrees-of-freedom simulations where the full nonlinear point-mass dynamics are included. It is interesting to note that in the absence of a final heading constraint, the trajectories under the proposed guidance logic behave in a similar fashion to optimal solutions that are generated off-line. 
