Abstract Let G(4, 2) be the set of connected regular graphs with four distinct eigenvalues in which exactly two eigenvalues are simple, G(4, 2, −1) (resp. G(4, 2, 0)) the set of graphs belonging to G(4, 2) with −1 (resp. 0) as an eigenvalue, and G(4, ≥ −1) the set of connected regular graphs with four distinct eigenvalues and second least eigenvalue not less than −1. In this paper, we prove the non-existence of connected graphs having four distinct eigenvalues in which at least three eigenvalues are simple, and determine all the graphs in G(4, 2, −1). As a by-product of this work, we characterize all the graphs belonging to G(4, ≥ −1) and G(4, 2, 0), respectively, and show that all these graphs are determined by their spectra.
Introduction
Let G = (V(G), E(G)) be a simple undirected graph on n vertices with adjacency matrix A = A(G). Denote by λ 1 , λ 2 , . . . , λ t all the distinct eigenvalues of A with multiplicities m 1 , m 2 , . . . , m t ( A graph G is said to be determined by its spectrum (DS for short) if G H whenever Spec A (G) = Spec A (H) for any graph H. Also, a graph G is called walk-regular if for which the number of walks of length r from a given vertex x to itself (closed walks) is independent of the choice of x for all r (see [16] ). Note that a walk-regular graph is always regular, but in general the converse is not true.
Throughout this paper, we denote the neighbourhood of a vertex v ∈ V(G) by N G (v), the complete graph on n vertices by K n , the complete multipartite graph with s parts of sizes n 1 , . . . , n s by K n 1 ,...,n s , and the graph obtained by removing a perfect matching from (1) G has at least three simple eigenvalues, or (2) G has two simple eigenvalues:
(2a) G has four integral eigenvalues in which two eigenvalues are simple; (2b) G has two integral eigenvalues, which are simple, and two eigenvalues of the form 1 2 (a ± √ b), with a, b ∈ Z, b > 0, with the same multiplicity, or (3) G has one simple eigenvalue, i.e., its degree k: (3a) G has four integral eigenvalues; (3b) G has two integral eigenvalues, and two eigenvalues of the form 1 2 (a ± √ b), with a, b ∈ Z, b > 0, with the same multiplicity; (3c) G has one integral eigenvalue, its degree k, and the other three have the same multiplicity m = 1 3 (n − 1), and k = m or k = 2m.
In this paper, we continue to focus on connected regular graphs with four distinct eigenvalues. Concretely, we show that there are no graphs in (1) , and give a complete characterization of the graphs belonging to G(4, 2, −1): if −1 is a non-simple eigenvalue, we determine all such graphs; if −1 is a simple eigenvalue, we prove that such graphs cannot belong to (2a) and (2b), respectively, and so do not exist. In the process, we determine all the graphs in G(4, ≥ −1) and G(4, 2, 0), respectively, and show that all these graphs are DS.
Main tools
In this section, we recall some results from the literature that will be useful in the next section. [8, 12] Let G be a k-regular graph. We say that G admits a regular partition into halves with degrees (a, b) (a + b = k) if we can partition the vertices of G into two parts of equal size such that every vertex has a neighbors in its own part and b neighbors in the other part [8] . [8] .) Let G be a connected walk-regular graph on n vertices and degree k, having distinct eigenvalues k, λ 2 , λ 3 , . . . , λ t , of which an eigenvalue unequal to k, say λ j , has multiplicity 1. Then n is even and G admits a regular partition into halves with degrees (
Lemma 2.1. (See

Lemma 2.3. (See
From the proof of Lemma 2.3, we obtain the following corollary immediately.
Corollary 2.1. Under the assumption of Lemma 2.3, the eigenvector of λ j can be written as
, −e 
is just the regular partition of G into halves with degrees ( 1 2 (k + λ j ), 1 2 (k − λ j )) described in Lemma 2.3.
A balanced incomplete block design, denoted by BIBD, consists of v elements and b subsets of these elements called blocks such that each element is contained in t blocks, each block contains k elements, and each pair of elements is simultaneously contained in λ blocks (see [7] ). The integers (v, b, r, k, λ) are called the parameters of the design. In the case r = k (and then v = b) the design is called symmetric with parameters (v, k, λ).
The incidence graph of a BIBD is the bipartite graph on b + v vertices (correspond to the blocks and elements of the design) with two vertices adjacent if and only if one corresponds to a block and the other corresponds to an element contained in that block. As shown in [7] , the incidence graph has spectrum [
In particular, if the design is symmetric, then the incidence graph is a k-regular bipartite graph with spectrum
The following lemma gives a characterization of regular bipartite graphs with four distinct eigenvalues. [2, 7] .) A connected regular bipartite graph G with four distinct eigenvalues is the incidence graph of a symmetric BIBD.
Lemma 2.4. (See
Denote by A(l, m, n) and B(l, m, n, p) (l, m, n, p ≥ 1) the two graphs from Fig.1 , where the vertices contained in an ellipse form an independent set, and any two ellipses or a vertex and an ellipse joined with one line denote a complete bipartite graph. [22] .) The second least eigenvalue of a connected graph G is greater than −1 if and only if 
Lemma 2.5. (See
= m = 1; n ≥ 2, l = 1 and m ≥ 1, or (iii) G = B(l, m, n, p) with (p + l − pl)(m + n − mn) > (p − 1)(n − 1).
Main results
Let A be a real symmetric matrix whose all distinct eigenvalues are λ 1 , . . . , λ s . Then A has the spectral decomposition A = λ 1 P 1 + · · · + λ s P s , where
First of all, we will prove the non-existence of connected regular graphs with four distinct eigenvalues in which at least three eigenvalues are simple.
Theorem 3.1. There are no connected k-regular graphs on n (n ≥ 4) vertices with spectrum
Proof. Suppose that G is a connected k-regular graph on n vertices with adjacency matrix A and spectrum
. By Lemmas 2.2 and 2.3, λ 2 and λ 3 are integers, so λ 4 is also an integer. Furthermore, by Corollary 2.1, we may assume that λ 2 and λ 3 , respectively, have orthonormal eigenvectors as follows:
, −e
T and
Taking f (x) = x − λ 4 , by the spectral decomposition of f (A) we get
or equivalently,
On the other hand, by considering the traces of A and A 2 , respectively, we obtain
Now we partition V(G) the same way as we partition the matrix x 3 x T 3 in (1), and denote by V 1 , V 2 , V 3 , V 4 the corresponding vertex subsets, respectively. By considering the block matrix A(V 1 , V 4 ) in (1), we have
First suppose that λ 4 = 0. From (2) and (4) we know that nA(
and so λ 2 λ 3 = 0 by (2). This implies that λ 2 = 0 or λ 3 = 0, which is a contradiction because λ 2 , λ 3 and λ 4 are distinct.
Now we can assume that λ 4 0. For the block matrix A(V 1 , V 1 ), from (1) and (2) it is seen that n(A( (2) and (3), we get λ 2 = k and λ 3 = −1, or λ 2 = −1 and
, and so k − λ 2 − λ 3 − 1 = n. Again from (2), we get k = n − 1, which implies that G is a complete graph, a contradiction. If n < 8, from the above arguments we see that n 4 is an integer, so n = 4. Then G = K 4 or G = C 4 because G is a connected regular graph. In both cases, G has at most three distinct eigenvalues.
We complete the proof.
Recall that G(4, 2) denotes the set of connected regular graphs with four distinct eigenvalues in which exactly two eigenvalues are simple. The following lemma provides a necessary condition for the graphs belonging to G(4, 2).
Lemma 3.1. If G is a connected k-regular graph on n vertices with spectrum
Proof. Since λ 2 ( k) is a simple eigenvalue of G, by Lemmas 2.2, 2.3 and Corollary 2.1 we know that n is even, λ 2 is an integer and
T is an eigenvector of λ 2 . Putting V 1 = {v ∈ V | x 2 (v) = 1} and V 2 = {v ∈ V | x 2 (v) = −1}, again by Corollary 2.1 we see that V(G) = V 1 ∪ V 2 is a regular partition of G into halves with degrees ( 1 2 (k + λ 2 ), 1 2 (k − λ 2 )). Furthermore, the matrix (A − λ 3 I n )(A − λ 4 I n ) has the spectral decomposition
that is,
This completes the proof.
The 
Recall that G(4, 2, −1) denotes the set of graphs belonging to G(4, 2) with −1 as an eigenvalue. The following result gives a partial characterization of the graphs in G(4, 2, −1). 
. By considering the traces of A(G) and A 2 (G), we get
Owing to β −1 and k + α + (n − 2 − m)β − m = 0, we have n − k − α − 2 0. Then from (7) we can deduce that
Since α ( k) is a simple eigenvalue of G, by Lemma 3.1 we know that G admits a regular partition V(G) = V 1 ∪ V 2 into halves with degree ( 1 2 (k + α), 1 2 (k − α)), and that if u, v ∈ V i (i = 1, 2) are adjacent, then
Combining (8) and (9), we have . Then from (6) we deduce that
is the maximum eigenvalue of H which is simple, H must be a connected , and
Then H is a connected (8) we obtain that (α + 1)(n − 2k − 2) = 0, which implies that k = n 2
by (8) , and so − n 2
. Thus we get
Then H is a connected
-regular bipartite graph with four distinct eigenvalues. By Lemma 2.4, we may conclude that H is the incidence graph of a symmetric BIBD with parameters n−2α−2 n+2α+2
, n−2α−2 n+2α+2 − 1 . It is well known that such a BIBD is unique (see [8] ), and the corresponding incidence graph can be obtained by removing a perfect matching from the complete bipartite graph K s,s , where s = n−2α−2 n+2α+2 Conversely, by simple computation we obtain that
and our result follows.
By Theorem 3.2, we obtain the following corollary immediately. [10] and [8] , respectively.
Recall that G(4, ≥ −1) denotes the set of connected regular graphs with four distinct eigenvalues and second least eigenvalue not less than −1. Petrović in [19] determined all the connected graphs whose second least eigenvalue is not less than −1. However, it is a difficult work to pick out all the graphs belonging to G(4, ≥ −1) from their characterization. Here, from Theorem 3.2 and Lemma 2.5, we can easily give a complete characterization of the graphs in G(4, ≥ −1). A(l, m, n) and B(l, m, n, p) cannot be regular, so G = K n,n with n ≥ 2. Note that K n,n has only three distinct eigenvalues, so there are no graphs in G(4, ≥ −1) with β > −1, and thus β = −1 because G ∈ G(4, ≥ −1). We claim that α < β = −1 since otherwise G will be a complete graph due to the least eigenvalue of G is −1, and thus α is a simple eigenvalue of G. As a consequence, G will belong to G(4, 2, −1) and −1 is a non-simple eigenvalue of G by Theorem 3.1. Hence, G = K s,s ⊛ J t with s, t ≥ 2, or G = K Proof. On the conrary, assume that G is such a graph. Then G will be a connected kregular graphs having exactly two integral eigenvalues. By Lemma 2.1, the eigenvalues α and β are of the form 1 2 (a ± √ b) (a, b ∈ Z, b > 0) and have the same multiplicity, i.e., m = 1 2 (n − 2). Then α and β satisfy the following two equations:
By simple computation, we obtain
Considering that α and β are of the form
, we claim that
, and so a = −1 because a ∈ Z and 1 < k < n − 1. Thus n = 2k, and then
Furthermore, by Lemma 3.1, the graph G admits a regular partition V(G) = V 1 ∪ V 2 into halves with degree ( 1 2 (k − 1), 1 2 (k + 1)) such that
Putting (11) and n = 2k in the above equation, we get
which is impossible because k is odd due to 1 2 (k − 1) is an integer. This completes the proof. By Theorems 3.2 and 3.4, in order to determine all the graphs in G(4, 2, −1), it remains to consider such graphs belonging to (2a) (see Section 1), i.e., the k-regular graphs with spectrum
n−2−m }, where α and β are integers and 2 ≤ m ≤ n − 4. By Appendix A in [12] , we find that there are no such graphs up to 30 vertices. In what follows, we will prove the non-existence of such graphs for arbitrary n. 
n−2−m }, where α and β are integers and 2 ≤ m ≤ n − 4.
Proof. On the contrary, assume that G is such a graph with adjacency matrix A. Firstly, we assert that 3 ≤ k ≤ n − 2. In fact, if k = 2, then G = C n , where n is even by Lemmas 2.2 and 2.3, and so G is a bipartite graph, which is impossible because 2 ≤ m ≤ n − 4; if k = n − 1, then G is a complete graph, which has exactly two distinct eigenvalues, a contradiction. Now suppose that αβ ≥ 0, then α, β ≥ 0 or α, β ≤ 0. In the former case, we see that G is a complete graph because −1 is the least eigenvalue of G, which is a contradiction. In the later case, we claim that G is a complete multipartite graph because G has only one positive eigenvalue, thus
n− n n−k , a contradiction. Thus αβ < 0. Without loss of generality, we may assume that α ≥ 1 and β ≤ −2. By considering the traces of A and A 2 , we get
Canceling out m in the above two equations, we have
By Lemmas 2.2 and 2.3, it is seen that n is a divisor of (k 
It suffices to consider the following three situations. Case 1. c = 1; In this case, we get
which implies that n > 2k because n − k − 1 > 0, n 2 − 2kn + 2k 2 − 2 > 0 and α ≥ 1. Solving (13), we get
Again from (12) we obtain
Then, by Lemma 3.1, G admits a regular partition V(G) = V 1 ∪V 2 into halves with degrees ( 1 2 (k − 1), 1 2 (k + 1)) such that
Combining (14), (15) and (16), we thus have
Case 2. c = 2; In this case, we have
Again from (16) we deduce that
which is a contradiction. Case 3. c = 3. In this case, we have
which is impossible because n−k−1 > 0, 3n 2 −(2k+4)n+2k 2 −2 > 0, (k−3)n+2k 2 +2k > 0 due to k ≥ 3, and α > 0.
We complete this proof.
Combining Theorems 3.2, 3.4 and 3.5, we obtain the main result of this paper. Recall that G(4, 2, 0) denotes the set of graphs belonging to G(4, 2) with 0 as an eigenvalue. Since the spectrum of a regular graph could be deduced from its complement, we can easily characterize all the graphs in G(4, 2, 0) by Theorems 3.2, 3.4 and 3.5. We claim that α > 0 and β < 0 or α < 0 and β > 0, since otherwise G will be a regular complete multipartite graph (which has only three distinct eigenvalues) or does not exist. Assume that G is disconnected. If α > 0 and β < 0, we have n − k − 1 = −1 − β, i.e., β = k − n. By considering the traces of A and A 2 , we obtain
and so α = 0 or α = k − n, which are impossible due to α > 0. If α < 0 and β > 0, similarly, we have α = k − n because G is disconnected and regular, and so n = 2k, or n 2k and β = k − n by considering the traces of A and A 2 . In both cases, we can deduce a contradiction because G cannot be a bipartite graph and α β. Therefore, G must be connected, and thus G ∈ G(4, 2, −1) with −1 as a non-simple eigenvalue. 
