For a strictly totally positive M × N matrix A we show that the ratio IlAxllp/llxllp has exactly R = min{ M, N ) nonzero critical values for each fixed p ~ (1, ~). Letting ~ denote the i th critical value, and x ~ an associated critical vector, we show that ~l > " " " > An > 0 and x i (unique up to multiplication by a constant) has exactly i -1 sign changes. These critical values are generalizations to I p of the s-numbers of A and satisfy many of the same extremal properties enjoyed by the s-numbers, but with respect to the I p norm.
INTRODUCTION
In the course of our investigations into n-widths of Sobolev spaces in L p, we were led to a consideration of the following matrix problems.
Let A be an M × N matrix, and p c [1, ~] . For x ~ R", set Ilxllp = (E?llxil") x/p, 1 
where X,, is any subspace of R '~ of dimension n; IIAxil,, o,~( p ) = max rain x~0 tO)
where X,,+l is any subspace of R "~' of dimension n + 1. It is easily proven that o~(p)>/o,7(p) -/o,~(p). For p = 2, it is well known that equality holds for any matrix A, i.e., a,~(p) = a~(p)= o, 3(p) (by the Rayleigh-Ritz characterization of eigenvalues). The common value is the square root of the (n + 1)st eigenvalue of ATA (arranged in nonincreasing order of magnitude), i.e., the singular values or s-numbers of A. Appropriate optimal P,, X,, and X n ~ t in (A), (B) and (C), respectively, may be obtained from the singular value decomposition of ArA. For p ~ 2 very little is known except when A is a diagonal matrix (see [6] ), or when p = i, ~ and A is strictly totally positive (STP) (see Micchelli and Pinkus [5] for p = ~. and a duality argument gives p = 1).
We prove the following result. We also identify an optimal rank n matrix in (A) and optimal subspaces in (B) and (C).
For A as above it follows by a theorem of Gantmacher and Krein [1] that ArA has simple, distinct, positive eigenvalues ~1 > " " " > ~ > 0, mad if x ' is the eigenvector of ArA associated with ~i, then S~(x~)=S (xi)=i-l, i = 1 ..... R (see the next section for a definition of S + and S -). When/9 = 2, Melkman and Miechelli [4] constructed an optimal rank n matrix in (A) and an optimal subspaee in (B) which were not derived from the singular value decomposition of A, but depended on the STP property of A and the sign change property of the eigenvectors, These are the results which are generalized here. The case p = 1, ~ has been solved, and we therefore consider [Multiplying each side of (1.1) by x k and summing over k, it follows that = IIAxllp/Llxllp.] We say that (h,x) is a critical value of our problem, for fixed p, if (h,x) satisfies (1.1). We call h a critical number, and x a critical vector. (Note that we may multiply x by any nonzero constant, so that we consider critical vectors up to multiplication by constants.) For A STP we obtain the existence of exactly R critieal values (X,(p),x"(p)), n = 1 ..... The optimal rank n matrix of (A) and optimal subspaees of (B) and (C) are constructed from x"+l(p) [and do not depend on the other xi(p)].
The following questions immediately present themselves. Firstly, does o,~(p) = on~(p) = o~(p) for all p ~ [1, oo] and every matrix A? Secondly, do there exist at most R critical values of F(x)/or arbitrary A of rank R (with nonzero critical numbers)? We do not know the answers to these questions. It is known that when considering IlAxllp/llxllq, p, q ~ [1, oc], p #: q, i.e., different norms oll the numerator and denominator, then the answer to both questions is in the negative even for diagonal matrices.
The organization of the paper rtms as follows. In Section 2 we define the notation and present some known results which will be subsequently used. In Section 3 we first assume that (1.1) has a critical value (Mx) with S (x)= n and show, from this property, how to prove Theorem 1.1. We then prove the existence of the required solutions of (1.1).
We note that in the terminology of approximation theory, o2(p) is known as the linear n-width of ~¢_ = {ax: IIxllp ~ 1} in l;, ~, o~(p) is the Gel'fand
n-width of ~p Ill lp, and o~ (p) is the Bernstein n-width of ~p in l~. A fourth quantity, called the Kolmogorov n-width, is not introduced here, but its value is the same as these others for ~/, in lff (see [6] for a riffler exposition). (The results of this paper actually hold for a class of matrices called strictly sign regular of order r, and rank r; see e.g. Karlin [2] for the definition. However, it is simpler to assume that A is STP and of full rank.)
An important property of STP matrices is that of variation diminishing. To explain this property we need the following. These facts will be repeatedly used.
PROPOSITION 2.1. Let A be an M X N STP matrix and x ~ O. Then

S+(Ax) S-(x).
In particular, if Ax = 0, then S-(x)>~ M.
A proof of this statement and many other facts concerning STP matrices may be found in Karlin [2] .
THE MAIN RESULT
We assume that A is an M×N STP matrix, R=min{M,N}, and p ~ (1, o¢), fixed. For x ~ R N \ (0), set
). An easy calculation shows that G(x)= 0 if and only if
where h is some constant. We say that (h,x), x ¢ 0, is a critical value of our problem (for fixed p) if (h,x) satisfies (3.1). We call X a critical number, and x a critical vector. (Note that if x is a critical vector, then so is ax for all a ~ R \ {0) 4 We first prove some simple facts. LEMMA 3.1. /f (?t,x) is a critical value, then X = IlAxllp/llxli,).
Proof. Multiply each equation in (3.1) by x k and stun over k. 
/f (?t, x) is a critical value and ~ > O, then
S (x)=S+(x)=S (Ax)=S'(Ax).
Proof. This proposition is an application of Proposition 2,1 and the fact that a and [al p-I sgn(a) have the same sign for a ~ R. To be precise, since h>0, • Proposition 3.4 will not be directly used in this section, but is important in the next section together with the corollary to the following main result.
THEOREM 3.5. Then
Let (h,x) be a critical value with S-(x)= n ~< R-1.
REMnnx. The full statement concerning the form of an optimal rank n matrix for Onl(p) and optimal subspaces for o~(p) and o~3(p) will be given after the proof of the theorem.
Assuming the theorem to be true, we have the following corollary. We claim that (h, z) also satisfies (3.2) as a result of (3.1). To see this multiply each side of (3.1) by x k, sum on k between k r 1 + 1 and k~, and recall that Bz = Ax. We wish to prove that X = g. We use the STP property of B and the fact that z strictly alternates in sign to prove this fact.
Assume that a* and z are linearly independent vectors (otherwise it follows that k =/z). An application of the method of proof of Proposition 3. The vectors {er}'/=l form a weak Descartes system of degree n, i.e., the N × n matrix formed by the columns e ~ is TP and of rank n. Furthermore, Recall that
.V (Strict inequality in fact holds, but this is immaterial here.) From the definition of 3,, it follows that h >//t. Thus h = #, proving the claim and completing the proof of the theorem.
• REMArk. Using the notation of the proof of Theorem 3.5 we may now delineate an optimal rank n matrix and optimal subspaces. P, as defined above is an optimal rank n matrix for o2(p). The n-dimensional subspace X* = span(Arf 1 ..... Arf" ) is optimal for o~(p). The (n + 1)-dimensional subspace Xn*+l = span{y l ..... y,,, 1 } is optimal for %3(p), where the {yi )'/:Zl! are as given in the proof of Claim 1.
REMARK. To better tmderstand P,,, one might think of the case where the sign changes of both x and Ax all occur with zero coefficients. (This more closely corresponds to the continuous version of this problem.) In this case P,, is the rank n matrix which interpolates to Ay at the zero coefficients of Ax from the subspace spanned by the n columns of A whose indices are given by the n zeros of x. In general, these "zeros" are "spread out," so that we must use appropriate linear combinations of consecutive coefficients. From Corollary 3.6 and the statement thereafter we see that there is at most one vector x ~ R N (up to multiphcation by a constant) such that S (x)= n, 0 ~< n ~< R-1, and x is a critical vector. It therefore suffices to prove the existence of at least R distinct (pairwise linearly independent) critical vectors with nonzero critical numbers. The following proposition is used. The proof we present is an application of the Ljusternik-Schnirelman theorem (see [3] , [8] ), one version of which is: Proof of Theorem 3.7. Assume M/> N, i.e., R = N. Set f(x) = IIAxllp and g(x)= Ilxllp, Then f and g satisfy the hypotheses of Theorem 3.9. The vector x is a critical vector if the gradient of f is a multiple, )~, of the gradient of g. This is explicitly (3.1). Thus (3.1) holds for at least N distinct pairs (i.e., x and -x). If M < N, consider A r and q, l/p+ l/q = 1, and then apply Proposition 3.8.
•
RE~.
We could actually apply a variant of Theorem 3.9 to the case M < N without going over to the transpose problem. However to do this we must introduce the concept of category (see [3] ) or genus (see [8] ) in order to prove that of the N critical values, at least M = R have nonzero critical numbers.
REMAINS. A different, more "elementary," but much lengthier proof may be found in [7] , where a generalization of the above result is proved. This other proof uses the strict total positivity of A and the implicit function theorem to vary from p = 2, where we know the result to be valid.
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