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Machining operations need to be optimized to maximize profit for computer
numerical control (CNC) machines. Although minimum production time could
mean high productivity, it can not guarantee maximum profit rate in CNC
milling operations. The possible range of machining parameters is limited
by several constraints, such as maximum machine power, surface finish re-
quirements, and maximum cutting force for the stability of milling operations.
Among CNC machining parameters, cutting speed and feed have the greatest
effect on machining operations. Therefore, cutting speed and feed are con-
sidered as main process variables to maximize the profit rate of CNC milling
operations.
A variety of numerical methods are used to optimize the machining pro-
cess, such as the genetic algorithm, tabu search method, and ant colony algo-
rithm. In CNC milling operations, an objective function proposed by Tolouei
and Bidhendi [1996] was used to estimate the profit rate. Tolouei and Bid-
hendi [1996] used the method of feasible direction to maximize the profit rate
of CNC milling processes. In this research, the Nelder-Mead simplex method
will be tried to maximize the profit rate of CNC milling processes. The Nelder-
Mead simplex method was selected to find an optimum value because it can
be used when the derivative of a function is unpredictable due to nonlinearity.
i
As such, this method is suitable for problems of statistical estimation.
Best, worst, and second-worst values are obtained within the simplex
algorithm, and it is stopped when its output value goes below stopping cri-
teria. When the Nelder-Mead simplex method was employed, the profit rate
achieved was 9.5% higher than the maximum profit rate that is obtained by
using the method of feasible direction (Tolouei and Bidhendi [1996]).
ii
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The purpose of machining operations is to produce shapes or surface char-
acteristics for a product. Some common machining operations are turning,
boring, drilling, reaming, milling, and tapping. Conditions for machining op-
erations were chosen based on geometry and surface finish requirements rather
than profit when costs were comparatively low on labor, resource, machines,
and tools. But nowadays, many researchers proposed optimizing machining
parameters to maximize profit when using expensive modern machine tools
since high-quality products can be produced using more expensive advanced
machines and high-performance tools.
Milling processes have rotating cutters to make specific shapes or sur-
face characteristics by eliminating material from the workpiece. There are two
basic milling operations namely peripheral (end) milling and face milling. Pe-
ripheral milling is usually used for profiling or slotting works, and face milling
is required for making flat surfaces of a workpiece (David et al [2016]). Milling
processes will be used to test an optimization method in this study.
There are many ways to optimize the machining process, such as mini-
mizing unit time or cost or maximizing profit rate. Jaydeep and Thomas [2015]
used machining cost to optimize the milling operations by evaluating tool life.
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Jian-guang et al [2014] performed energy saving for the multi-objective with
consideration of the energy consumption by optimizing machining parameters
for the cutting process. Xingzhen Chen et al [2019] performed machining pro-
cess optimization with a reduction in the energy consumption and production
time for the face milling process.
For this paper, maximizing the profit rate is focused since minimum unit
cost and unit time would not necessarily mean maximum profit rate for the
machining process. An objective of maximizing profit rate of CNC milling
operation was proposed by Tolouei and Bidhendi [1996] without exceeding
constraints, such as maximum machine power and maximum cutting forces
for each milling operation. Tolouei and Bidhendi [1996] have suggested using
empirical and mechanistic functions to estimate the profit rate of CNC milling
operation. A lot of research efforts have been spent to analyze the effects of
machining parameters as well as cutting tool geometry and material with the
purpose to find appropriate machining conditions.
The profit rate for CNC milling operation generally consists of produc-
tion cost, time, and the sale price of a product. Production cost per part is
made up of several components, including raw material cost, overhead cost,
tool changing cost, machining cost and setup cost. Machining cost tends to
decrease with increasing cutting speed, while tool changing cost increases.
Production time per part is made up of several components, including ma-
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chining time, tool changing time, and setup time. Tool life increases when
using a low level of cutting speed and feed, but a low level of cutting speed
and feed cause a worse surface finish (Asif et al [2016]). Contrary to the unit
cost, machining time decreases with increasing cutting speed and feed, but
this results in increasing tool wear. In terms of cutting power, gains in the
material removal rate with increased cutting speed, feed, and depth of cut are
accompanied by decreasing tool life (Anderberg et al [2009]). Girish Kant et
al [2014] investigated the effect of cutting speed and feed. Cutting forces and
vibrations decrease with high cutting speed, but high feed causes vibration and
heat generations. As many studies have shown, cutting speed and feed have
a very complex relationship in machining operations. Therefore, determining
the proper cutting speed and feed is the most crucial issue in this paper.
Figure 1.1: Milling operations (David et al [2016])
As shown in Figure 1.1, feed means the distance machined by a tool at each
revolution of a tool during machining operation. The depth of cut can be
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defined as the thickness of metal removed from a workpiece through the radial
direction (Jun Wang [1993]). Rotational speed of spindle determines cutting
speed, which can be expressed as the tangential speed at a cutting tool, re-
gardless of machining operation. Among machining parameters, a selection of
optimum depth of cut is dependent on a cutting tool, geometry of the prod-
uct, and workpiece material. Therefore, cutting speed and feed are considered




Tolouei and Bidhendi [1996] have established an objective function with penalty
functions through a case study. They presented an optimization model that is
non-linear with multi-variables and multi-constraints. Tolouei and Bidhendi
[1996] optimized the case study using the method of feasible direction, and
feasible starting points were determined by the machining handbooks in a way
to allow finding an optimum point in a short time. The case study proposed
by Tolouei and Bidhendi [1996] is a reference article that subsequent papers
by Ali R, Yildiz [2013], Abhishek, A [2015], Deepak, U [2011], Gomez, M and
Jurado, F [2015], Abhishek, A [2015], and Zhibo Zhai et al [2015] utilizing
different optimization methods.
Ali R, Yildiz [2013] used the Cuckoo search algorithm and Hybrid Differ-
ential Evolution Algorithm to optimize the machining processes. Abhishek, A
[2015] empolyed the Genetic Algorithm to optimize the machining parameters
of milling operations. Deepak, U [2011] used Particle Swarm Optimization
(PSO) to optimize the machining process. Gomez, M and Jurado, F [2015]
utilized a modified Shuffled Frog-Leaping Algorithm to find the optimal ma-
chining parameters in milling processes. In this research, Nelder-Mead simplex
method will be utilized to optimize the milling process. Different optimization
method will be introduced briefly in the following subsection.
5
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1.2.1 Method of feasible directions
The method of feasible direction is carried out by taking the derivative of an
objective function. An optimum variable of the objective function is modified
by (Tolouei and Bidhendi [1996])
Xq = Xq−1 + α∗Sq (1.1)
where X, q, S, and α∗ represent an initial value, the iteration number, a
vector search direction in the design space, and the distance of movement in
the search direction respectively. In Equation (1.1), Sq is selected depending
on the position of Xq−1 respectively
Sq = −∇F (Xq−1) (1.2)
where Xq−1 exists in the feasible region, the gradient of the objective is taken,
such as Equation (1.2). In order to solve a linear programming problem stated
by maximizing ω, which is subjecting to
∇F (X) · S + ω ≤ 0 (1.3)
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However, if Xq−1 existed on the boundary of constraints, a new Sq is selected
by Equation (1.4).
∇gj(X) · S + γjω ≤ 0 (1.4)
Maximum ω obtained in Equation (1.3) is plugged into Equation (1.4) where




In engineering, most design optimisation problems comprise non-linear type
using multi-design variables with complex constraints. Xin-She Yang and
Suash Deb [2010] apply the Cuckoo search algorithm to solve the engineer-
ing problems since it uses global algorithms to find optimal solutions. The
Cuckoo search method is developed from the breeding behaviour of cuckoos.
In order to increase the hatching probability of their eggs, cuckoos lay their
eggs in the nests of other host birds or the nests of other species birds. Through
this behaviour, the new solution x(t+1) will be found by Equation 1.5 where α,
xi
t, and Lévy represent the step size, initial guess, and random walk.
xi
(t+1) = xit + α⊕ Lévy(λ) (1.5)
The Lévy distribution for a random walk is proposed by
Lévy(λ) = t−λ (1.6)
where Equation (1.6) is subject to
1 < λ ≤ 3 (1.7)
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After xi is evaluated its quality and fitness, if a bigger xi solution is found,
xi is replaced by a new value. The algorithm continues to replace the best
solution, and it is complete after a fixed population inspect.
9
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1.2.3 Particle Swarm Optimization
Particle Swarm Optimization (PSO) is used by Deepak, U [2011] to optimize
the machining process. The PSO was applied to the weights and structure for
artificial neural networks, manufacture end milling, reactive power, voltage
control, and state estimation for electric power distribution systems (Peng-Y,
Y [2004]). A particle in the PSO is located randomly according to the n-
dimensional space, and it is a candidate solution to the optimization function.
There are two simple processes called lbest and gbest to preserve the best
position of the neighbor. The particle in the local version keeps track of the
best lbest location obtained by its neighboring local particles. For the global
version, any particles in the whole swarm will determine the best location
gbest. In order to find a new best position, the PSO is carried out by
pij = pij + vij (1.8)
where pij is the position in n-dimension, and v is the velocity of the PSO. The
velocity of the PSO is proposed by
vij = vij + c1r1(pbestij − pij) + c2r2(gbestij − pij) (1.9)




Figure 1.2: The general flow chart of PSO algorithm
pij and vij are generated randomly within the allowable range. After evaluating
each value, if a value is better than the current value, it is replaced by a new




1.2.4 Hybrid Differential Evolution Algorithm
Ali R, Yildiz [2013] proposed a new optimization approach to solve optimiza-
tion problems on milling processes. Hybrid differential evolution algorithm
(HDRE) comprises of differential evolution algorithm (DE) and receptor edit-
ing property of an immune system. Differential evolution algorithm is con-
ducted by calculating vector differences between two random vector in the
population. There are three basic operators named mutation, crossover, and
selection. In the mutation, a mutant vector is obtained by
vi,G+1 = Xr1,G + F ∗(Xr2 −Xr3,G) (1.10)
where Xi,G is each target vector selected randomly, and F is the scaling factor.
In the crossover, a trial vector, uij,G+1 is found by the incorporating of each
target vector and the mutated vector.
uji,G+1 =

uji,G+1 if (rndj ≤ CR) or j = rni
uji,G+1 if (rndj ≤ CR) and j 6= rni
(1.11)
If j is equal to rni indicated in Equation 1.10, a trial vector is uij,G+1, but if
it is not, a trial vector is the target vector. In the selection, the trial vector,
uij,G+1 is evaluated to select a better one by comparing trial and target vector.
12
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The selection is operated by
xi,G+1 =

ui,G+1 if f(ui,G+1 ≤ f(Xi,G)
Xi,G otherwise
(1.12)
This selection will be stop when a new xi,G+1 is smaller than the previous
value.
Figure 1.3: The general flow chart of Hybrid Differential Evolution algorithm
13
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In a receptor editing step, a percentage of the candidate solutions are replaced
with randomly for creating new candidate solutions. Hybrid Differential Evo-
lution algorithm will be stopped when the candidate solution reaches to 0.25




The Genetic Algorithm (GA) used by Abhishek, A [2015] is applied to maxi-
mizing profit rate of milling processes. In GA, a sequence number known as
a chromosome or string represents the candidate solution. The potential of a
chromosome as a solution is taken from the fitness function, which examines a
chromosome with the objective function of the problem of optimization being
considered.
Figure 1.4: Genetic Algorithm flow chart overview
There are five basic operations named initialization, fitness evaluation, repro-
duction, crossover, and mutation. In the initialization, a population is created
15
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randomly within the constraints. The fitness value for each string is chosen
by the fitness evaluation, and then fitness value is used to copy chromosome
during the reproduction. Crossover is the step for changing the chromosome
sections, and chromosome is modified randomly during a mutation step.
16
Chapter 1: Introduction
1.2.6 Machining Parameters Selection for Milling Operations Us-
ing Shuffled Frog-Leaping Algorithm
Modified Shuffled Frog-Leaping Algorithm used by Gomez, M and Jurado,
F [2015] is employed to maximize the profit rate of milling processes. A
global optimal solution is found by employing an informed heuristic search
using a heuristic function in the Modified Shuffled Frog-Leaping Algorithm
(MSFLA). MSFLA has embedded a particle swarm algorithm into the Shuf-
fled Frog-Leaping Algorithm. Each possible solution for the SFLA is xi =
[xi,1, xi,2, ..., xi,Nv ] where Nv is the number of variables considered. The first
step is to create an initial population of frogs, P by NM × NF where NM
and NF represent memeplexes and the number of frogs respectively. The best
fitness, worst fitness, and the global fitness for each memeplex, k, are called
xbest,k, xworst,k, and xgbest respectively. The worst frog at each iteration for the
memeplex is adjusted by
xtworst,k = xt−1worst,k + dkt (1.13)
where dkt is suggested by
dk
t = r1t · akt + r2t · c1 · (xt−1best,k − xt−1worst,k) + r3t · c2 · (xt−1best,k − xt−1worst,k)(1.14)
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In Equation 1.14, c1 and c1 are positive constant numbers, and r1t, r2t, and r3t
are defined by
r1
t = Pw,max −




t = r1t + (1− r1t) · Pp (1.16)
r3
t = r2t + (1− r1t) · Pg (1.17)
Pw,max, Pw,min, Pp, and Pg are positive constants, these coefficient are arranged
by

0 < Pw,min < Pw,max < 1
0 < Pp < 0.5
Pp = Pg
(1.18)
During the MSFLA algorithm, if a better solution produced, it will replace the
worst frog. When there is no improvement between a new frog and the worst
frog, a new population is created randomly. The general algorithm of MSFLA
is shown in Figure 1.5, and this algorithm will be stopped when a memeplex
is satisfied with the convergence criteria.
18
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Figure 1.5: The general flow chart of MSFLA algorithm
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1.2.7 Teaching–Learning-Based Optimization: An optimization
method for continuous non-linear large scale problems
Teaching–Learning-Based Optimization (TLBO) investigated by R.V. Rao et
al [2012] is to optimize large scale non-linear problems. If there are two differ-
ent teachers named T1 and T2 in two different classes, the learning processes
are broken into two phases called ”Teacher Phase” and ”Learner Phase”. T1
and T2 instruct their students to increase the mean of their class fromMeanlow
to Meanhigh depending on their ability. The difference between the current
and future mean is proposed by
Difference Meani = ri(Mnew − TFMi) (1.19)
where TF and ri represent a teaching factor and random number between 0
and 1. According to Equation 1.19, teacher phase, Xnew,i is proposed by
Xnew,i = Xi + Difference Meani (1.20)
There are two ways to increase in Learners’ mean by learning themselves or
from the teachers. The "Learners Phase" is suggested by
Xnew,i =

Xi + r(Xi −Xj)




As shown in Fig 1.6, the algorithm will be stopped when the maximum gen-
eration number is obtained, otherwise "Teacher Phase" repeat.




The Nelder-Mead simplex method can be used to minimize a mathematical
function by evaluating the result. This method is especially employed for non-
linear problems for which the derivatives may not be known. The Nelder-Mead
simplex method usually has effective and computational compact procedures.
Initially, a function was considered without any constraints. In n + 1 di-
mensional space, when x1, ...,xn, xn+1 are given, this space can be defined
"simplex". Where f(xi) is a function value at xi. When i and j are different,
each function value can be written by xi and xj, and the centroid point be-
tween these values can be defined by xc. In order to find the optimum value
when variables change, there are three operations. Reflection, contraction, and
expansion were used to find an optimum value (Nelder and Mead [1965]).
Figure 1.7: Reflection process
In the reflection process, a new point presented by xr, and the reflection func-
tion can be represented by
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xr = (1 + α)xc − xb (1.22)
where α is the reflection coefficient and a positive constant. f(xr) is a new low
value at point xr. If the xr variable exists between xb and xw, the reflection
process would be started again with the new simplex, but if a new xr is less
than xw, xr is denoted by xw, and f(xr) can be replaced by f(xw).
Figure 1.8: Expansion process
This is the expansion process with γ, which is the expansion coefficient. When
f(xr) is greater than f(xw) and the expansion process failed, then xw should
be replaced by xr before restarting the expansion process.
xe = (1 + γ)xr − γxc (1.23)
Where f(xr) is bigger than f(xb) for all i 6= b, xr can be replaced by xb as a
23
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new maximum value. According to the new maximum value, the contraction
process can be represented by
xcon = βxr + (1− β)xc (1.24)
The contraction coefficient β should be a number between 0 and 1. New xcon
is considered by xb, and continued the contraction process. The contraction
process failed when a new contracted point is worse than the better of xb.
Figure 1.9: Contraction process
Before restarting the process, new xi should be replaced by (xi+xw)/2. A failed
contraction is much rarer, but can occur when a valley is curved and one point
of the simplex is much farther from the valley bottom than the others (Nelder
and Mead [1965]). The operations of reflection, contraction, and expansion are
24
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affected by the coefficient α, β, and γ. The stopping criterion was employed
by Powell (1964) in the f(xi) value. The operation will be stopped when f(xi)






The Nelder–Mead simplex method is used to find the best, worst and second-
worst values through the employing a large range of values. In practice, some
variables need to be limited through the constraints. To prevent variables going
down to negative, the penalty function is used additionally. The Nelder-Mead
simplex method may start with the standard universal parameters α = 1.5,
β = 0.75, γ = 2.75, ρ = 0.75, and σ = 0.5 (Fan and Zahara [2003]). The
Nelder Mead simplex is a sensitive method. The optimal solution changes
dramatically depending on what initial guess was used, and what simplex pa-
rameters were employed. If the initial guess very close to the optimal solution,
the simplex triangle would quickly converge. However, if it is not, the insuffi-
cient result is suggested. Thus, multiple trials are required to get a reasonable
optimal solution. The Nelder-Mead simplex algorithm with constraints was
programmed by MATLAB software. The hardware was a 2.80 GHz Intel Core
i7 processor and 8 GB memory.
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Figure 1.10: Nelder-Mead flow chart overview
When xr selected exists between best point and worst point, a new value is
selected in the reflection process. But, if xr does not meet the criteria of the
reflection process, expansion process is conducted for finding a new point. If a
new point does not meet the criteria of the expansion process, the contraction
process is operated to find new value. This algorithm is stopped when an
output value goes below the criteria.
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1.2.9 The Nelder-Mead simplex method vs Method of feasible di-
rections
The method of feasible direction is carried out by taking the gradient of an
objective function with constraint functions. That means the result is sig-
nificantly affected by the tangency of an objective function and constraint
functions. Therefore, although a lot of attempts are required, it is difficult
to reach an optimum point precisely since if each point of tangency is on a
nonlinear line, the gradient value at each point is changed dramatically.
The Nelder-Mead simplex method is carried out by calculating best, worst,
and second-worst value based on an initial guess. If a new value is found,
the algorithm is restarted after replacing best, worst, and second-worst value,
regardless of linearity or nonlinearity on the objective function. Therefore,
the Nelder-Mead simplex method can effectively reach an optimum value on
a nonlinear problem.
27
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When the demand of using of CNC machine increased, researchers started to
examine machining parameters that could enhance the profit rate of machining
operations. Machining parameters, such as the depth of cut, feed and cutting
speed have significant effects on the machining operation. However, depth of
cut is generally predetermined by the geometry of a workpiece and operation
sequence. Moreover, the depth of cut has less effect on tool life than cutting
speed and feed. Therefore, the number of machining parameters that needed to
be optimized is diminished. Maximization of profit rate is employed according
to two objective functions, which are unit production time and cost. Proper
cutting speed and feed combination will be determined to minimize unit cost
and time. As provided by many researchers, the fundamental model describ-
ing the profit rate of producing a workpiece through machining operation is





In the following sections, mathematical equations for unit cost and time are
inspected.
28
Chapter 2: Objective model
2.1 Unit cost
Unit cost is the total cost of making a product, which can be broken into four
separate groups: the cost of raw material, set-up cost, machining cost and tool
changing cost (Tolouei and Bidhendi [1996]).




First of all, Cmat is the cost of raw material, and Clts is the setup cost for
preparing a workstation. Also, there is some indirect cost that cannot be
neglected in preparation for machining operations. These small costs are cal-
culated by overhead cost, Cots. Tool cost per component, (Cttm/T ) is a cost
of a cutting tool multiplied by the ratio between machining time per tool life.
Tool changing costs are calculated by the sum of corresponding labor, over-
head and tool cost. Roughly, unit cost can be defined by the sum of all these
costs. Equation (2.2) is for a single tool, and it can be extended to multiple
tools.
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2.1.1 Machining time








with N = V
πd
(2.3)
They did not consider the overtravel distance, but the overtravel distance
of a milling cutter on a workpiece should be considered to check operating
conditions and its tool position. Therefore, the machining time equation can




= k + ε
fN
= k + ε
ftzN
with N = V
πd
(2.4)
Machining time equation composed of k, ε, N , z, and ft respectively refer to
travel distance of each tool, overtravel distance of each cutter, spindle speed,




= dπ(k + ε)
z
ft
−1V −1 = K1ft−1V −1 (2.5)
All factors that plugged into the ratio machining time per tool life can be
grouped together in a constant such as
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The specific relationship between tool life and cutting speed was investigated
by Taylor, and he found that the high cutting speed reduces tool life dramat-
ically. Increasing cutting speed and feed results in excessive heat generation
that causes the tool wear at both flank and rake face of a tool. Contrary to
excessive process parameters, insufficient cutting speed and feed are a reason
of low-profit rate. Kronenberg, M [1966] proposed the specific relationship







where V, cs, and A represent cutting speed, cutting speed constant, and chip
cross-sectional area respectively (Kronenberg, M [1966]). The quality of a
tool and workpiece material determines cutting speed constant and tool life
exponent values. The high-quality tool and workpiece material usually have
a higher value. G is slenderness ratio, while g, n, and w are exponents of
slenderness ratio, tool life, and chip cross-sectional area respectively. Tool life
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In Equation (2.8), chip cross-sectional area, A should have been calculated by
aftz, and G, slenderness ratio also should have been defined by G = a/ftz
respectively. a is the axial depth of cut, z is tooth number of each machining






















Tool life is negatively affected by the high level of workpiece hardness, cutting
speed, and feed. Asif et al [2016] noted that the hardness has more influence on
tool life than cutting speed and feed . In order to calculate tool life correctly, an
engaged cutting edge should be considered the proportion of tool contact with
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a workpiece per revolution. In different milling operations, the proportion
of tool contact with a workpiece per revolution, Q for step milling can be
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Equation (2.5) and Equation (2.16) are plugged into the general cost per unit
Equation (2.2).
Cu = Cmat + (Cl + Co)ts + (Cl + Co)K1ft−1V −1+








Equation (2.17) is the unit cost equation for only a single tool, and it is
represented as a function of machining parameters, such as cutting speed and
feed. This equation can be used for production lines where the machining
operation of each feature is devoted to a particular tool. Tool changing time
is a function of the ratio between machining time and tool life in a single-tool
operation. As regards multi-tool operations, tool changing time should be
considered as they need multi machining operations by other tools regardless
of this ratio.
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2.1.3 Unit cost for multi-tool operations
Equation (2.17) can be transformed to i-th term up to m operations when
using multi-tool operations. Where m is the number of machining operations
required to produce a product the Equation (2.17) changes to Equation (2.18).
Cu = Cmat + (Cl + Co)ts +
m∑
i=1
















Where ttci is tool changing time, and Cti is the cost of each cutting tool. Unit
cost equation for multi-tool operations can be simplified to




















where equation Cmat + (Cl + Co)ts is the cost of setting up tools and raw
material per part, and c1i is the cost of actual work, and c2i is the cost of
doing actual work over the lifetime of tool, or depreciation. Finally, c3i takes
into account the cost of switching tools.
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c1i = (Cl + Co)K1i (2.20)
c2i = CtiK3i (2.21)
c3i = (Cl + Co)ttci (2.22)


















Raw material, set-up, and tool changing costs were eliminated from the unit
cost equation.
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2.2 Unit time
Unit time, Tu is the time required to make a part. Unit time equation for a
single tool proposed by Tolouei and Bidhendi [1996] is




The unit time equation is composed of setup time, ts, machining time, tm, and
tool changing time, ttc respectively. The equation for tm and tm/T has been
derived in the unit cost section. The equation ttc(tm/T ) is used to calculate
tool changing time, which could occur due to the tool wear during machining
operation substituting Equation (2.5) and Equation (2.16) in Equation (2.24),











Equation (2.25) is the unit time equation for only a single tool, and it is
represented as a function of machining parameters, such as cutting speed and
feed. For multiple tool operations, it becomes
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where tmi is machining time per operation, and tm/T is the ratio of machining
time and tool life. Setup time, ts need to add one time during the whole
machining operation.
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In Equation (2.27), Sp, Tu, and Cu refer to the sale price of a component, unit
time, and unit cost respectively. If feed and cutting speed increase, unit time
decreases, due to increasing the metal removal rate. However, that results in
increasing unit costs. Therefore, a great balance between cutting speed and
feed are required within constraints, such as maximum machine power, surface
finish requirements, and maximum cutting forces. Equation (2.27) used as an
objective function in this work. Equation (2.19) and (2.26) is plugged into
Equation (2.27).
Pr =
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Profit rate of each operation proposed by Tolouei and Bidhendi [1996] can be
expressed with i-th term. Cmi is machining cost of i-th operation, and tmi is
machining time of i-th operation. Cmi and tmi respectively can be represented
by









tmi = K1ifti−1Vi−1 (2.31)
Therefore, the objective function varies significantly with cutting speed and
feed during its machining operation. Ri is the money earned by the workshop
at each operation except the raw material, set-up, and tool changing costs. Ri
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2.4 Constraints
The constraints are developed by using mechanical knowledge of milling op-
eration which is derived from published papers and empirical data. There
are a number of constraints suggested by Tolouei, M [1997] in order to limit
machining parameters. For this study, cutting speed and feed are limited by
several constraints, such as
• Maximum machine power.
• Surface finish requirements.
• Maximum cutting force permitted by the rigidity of the tool.
• Available feed and spindle speed on the machine tool.
• Heat generated by cutting.
The heat generation was neglected due to the use of coolants. Thus, maximum
machine power, surface finish requirements, and maximum cutting force are
considered as main constraints. In the following section, mathematical models
of constraints are defined and these constraints are used to find optimum values
of the objective function as penalty functions.
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2.4.1 Maximum machine power
Due to the advancement of CNC machine capacities, the available power of
CNC machines has increased. Maximum machine power was used as a con-
straint to limit feed and cutting speed. MDH [1990] proposed the machining






where kc, Qv, and e represent specific cutting force depending on the workpiece
material, metal removal rate, and machine tool efficiency factor respectively.
2.4.1.1 e, Machine tool efficiency factor
The machine tool efficiency factor was classified depending on the type of
drive. The machine tool efficiency factor is listed in Table 2.1 following the
type of drive. In the case study, 95% was suggested as an efficiency factor.
Table 2.1: e, Machine tool efficiency factor (MDH [1990])
Type of Drive e Type of Drive e
Direct Belt Drive 0.90 Geared Head Drive 0.70 - 0.80
Back Gear Drive 0.75 Oil Hydraulic Drive 0.60 - 0.90
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2.4.1.2 Qv, Metal removal rate
Qv, metal removal rate was defined by MDH [1990]
Qv = frarada =
zaradaftV
πd
with N = V
πd
(2.35)
where ft, z, arad, a, and V represent the feed, tooth number of each tool, radial
depth of each cut, axial depth of each cut, and cutting speed of each operation




The machining power of each operation should not exceed the available motor
power, Pm. Therefore, the power constraint can be written as
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2.4.2 Surface finish requirements
Surface finish, Ra can be used to examine the general quality of a machined
surface. Generally, higher production costs would be higher to produce a
smooth surface on a workpiece. During machining operation, surface finish is
affected by feed, the diameter of a cutter, type of milling operation, run-out of
cutter forces, tool conditions, and spindle run-out. Among the variables, feed
proved to have the highest effect on surface finish. Gains in the contact area
between the workpiece and the cutting tool with increased feed and depth of
cut are accompanied by increasing surface roughness (Trung-Thanh Nguyen
[2019]). In case of a perpendicular tooth, the arithmetic average value of






and for the face milling
Ra = 0.318
ft
tan(la) + cot(ca) (2.40)
where la and ca represents the lead angle of a tool and clearance angle of a
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tool respectively. Required surface finish, Ra must not exceed the maximum
attainable surface finish, Ra(at) under the conditions.
Therefore, surface finish for end milling becomes
c5ft






and for face milling,






In the case of a round tooth, surface finish in milling is also affected by a lot of
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factors not present in turning, and these factors result mainly from differences
in tooling and process kinematics. For face milling, surface finish depends on
an insert radius and effective feed. In the feed direction, the average surface
finish can be calculated approximately by using formulas. As regards round
tooth, the arithmetic value of surface finish in face milling can be represented





Required roughness, Ra must not surpass maximum attainable surface fin-
ish, Ra(at) under the conditions. Therefore, surface finish for the round tool
becomes
c7ft
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2.4.3 Cutting forces
In the machining process, sufficient cutting forces should be applied in order to
overcome the resistance of the material. M.Subramanian et al [2013] found that
a chip cross-sectional area by increasing feed and depth of cut are accompanied
by increasing cutting forces. High cutting speed has a minor effect on cutting
forces when low feed and axial depth of cut used. Cutting force is the most
important criteria when examining machining performance. The total cutting
force applied to a cutting tool is the result of tangential, feed, and radial forces.
Figure 2.1: Cutting Forces Applied to an end mill
The total cutting force, Fc resulting from machining operation must not exceed
the permitted cutting force, Fc (per). Permitted values of cutting forces have
been introduced by tool manufacturers for different tools. These force values
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are determined from Equation (2.48), due to calculating forces experimentally.
FC = (FT 2 + FF 2 + FR2)1/2 (2.48)
Where FF , FT , and FR represent feeding forces, tangential forces, and radial
forces respectively (Kaczmarek, J [1976]). It is difficult to create a single
equation to describe cutting forces, FC because it is not possible to measure
all the component. Cutting forces are usually calculated by multiplying chip
cross-sectional area and exponent values. Approximately, the total cutting
force equation can be defined by
FC = kcaftz (2.49)
where kc value is the specific cutting force of a workpiece. Total cutting force,
FC resulting from machining operation must not exceed permitted cutting
force, Fc (per). Therefore, the constraint of cutting force can be defined by
kcaftz ≤ FC (per) (2.50)
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This equation can be simplified by
c8ft ≤ 1 (2.51)
where
c8 = kcaz/FC (per) (2.52)
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2.5 General equation
In order to find maximum profit rate, an appropriate combination of cutting
speed and feed should be determined between unit cost and time. The objec-
tive equation is defined as:





































where x1i = Vi and x2i = fi, cutting speed and feed are examined as design
variables in the objective equation. The objective equation is subject to
g1(x) = c4x1x2 − 1 ≤ 0 (2.54)
g2(x) = c5x22 − 1 ≤ 0 for end milling (2.55)
g2(x) = c6x2 − 1 ≤ 0 for face milling (2.56)
g3(x) = c8x2 − 1 ≤ 0 (2.57)
g4(x) = x1 ≥ 0 (2.58)
g5(x) = x2 ≥ 0 (2.59)
Equation (2.53) is combined with penalty functions represented by Equation
(2.54) through Equation (2.59). K. Kumar et al [2019] described the penalty
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function approach. The penalty function approach can handle both convex
and non-convex constraints. The constraints are converted to unconstrained
form by
F (x) = f(x) + Pen ∗
m∑
i=1
P (g1(x), g2(x), g3(x), g4(x), g5(x))2 (2.60)
where f(x), Pen represent the objective equation and the penalty parameter
respectively, and P (g1(x), g2(x), g3(x), g4(x), g5(x)) is the penalty functions.
The penalized objective function is that the unpenalized objective function
plus the square of each penalty value. For this paper, an initial guess is taken
within the feasible cutting parameters. The solution improves and reaches the
true constrained optimum point when a penalty parameter, Pen increased. In
this study, in several trials, if the penalty parameter was greater than 1, the
effect of changing the penalty parameter on the outcome was negligible.
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2.6 Case study
A case study suggested by Tolouei and Bidhendi [1996] was used to optimize
machining processes with the Nelder-Mead simplex method. Machining op-
erations are conducted with a type of machine and constant values listed in
Table 2.2 and Table 2.3. Permitted machine power and machine tool efficiency
factor are given by a CNC machine, and machining parameters are determined
by the mechanical properties of a workpiece and cutting tools.
Table 2.2: Parameters for case study (Tolouei and Bidhendi [1996])
Machine tool data:
Type: Vertical CNC milling machine Pm = 8.5 kW, e = 95%
Material data of the workpiece:
Quality: 10L50 leaded steel. Hardness = 225 BHN
The case study consists of five milling operations and three cutting tools.
Machining operations for the case study are conducted following five milling
operations listed in Table 2.6.
Operation Operation Tool a k Ra Fc (per)
No. Type Number (m) (m) (µm) (N)
1 Face milling 1 0.01 0.45 2 156,449.4
2 Corner milling 2 0.005 0.09 6 17,117.74
3 Pocket milling 2 0.01 0.45 5 17,117.74
4 Slot milling 3 0.01 0.032 - 14,264.78
5 Slot milling 3 0.005 0.084 1 14,264.78
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Table 2.3: Constants for case study (Tolouei and Bidhendi [1996])
Cmat = $0.50
Co = $0.0242 per sec
Cl = $0.0075 per sec
cs = 0.566 for HSS tool (m/s)
cs = 1.667 for carbide tool (m/s)
g = 0.14
n = 0.15 for HSS tools
n = 0.3 for carbide tool
Sp = $25
ts = 120 sec
ttc = 30 sec
kc = 1800 (MPa)
Kp = 2240 (W)
W = 1.1
w = 0.28
Table 2.4: Tools data for case study (Tolouei and Bidhendi [1996])
Tool Tool Quality YTS d CL z Price SD Helx la ca
No Type (MPa) (m) ($) (m) angle
1 Face mill Carbide 0.05 2 6 49.50 0.025 15 45 5
2 Corner mill HSS 1035 0.01 6 4 7.55 0.01 45 0 5
3 Pocket mill HSS 1035 0.012 5 4 7.55 0.01 45 0 5
Leaded steel is used as material for the workpiece. A carbide tool material
is selected for the face mill, and High-Speed Steel (HSS) is used as material
for the end mill. For face milling operation, half of a cutting tool diameter
was used as a radial depth of cut. For all milling operations, the overtravel
distance of a milling cutter was defined as 70% of each cutting tool diameter.
Empirical values for surface finish requirements and maximum cutting force
are listed in Table 2.4, and these values will be used for exterior constraints.
The geometry of the case study is shown in Figure 2.2.
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3.1 Behavior of the objective function
On the following section, profit rate, unit time, and unit cost are inspected
where the objective equations are verified using a feed of 0.3×10−3 (m/tooth).
The objective function is considered face milling, corner milling, pocket, and
two slot millings suggested by the case study. Specific constant values sug-
gested by the case study, such as travel length, cutting tool type, and labor
cost etc are utilized.
3.1.1 Total milling operation
Figure 3.1: Profit rate of the total milling operations vs cutting speed
Unit cost and profit in Figure 3.1 denote the behavior concerning cutting
speed over five milling operations. Unit cost includes costs of setting up, raw
material, actual work, over the lifetime of a tool, and switching tools. The unit
cost increased gradually with increased cutting speed up to $12. Profit line
in Figure 3.1 gradually increased up to 10 (m/s) and significantly decreased
beyond that. It was observed that high cutting speed results in increasing
costs of over the lifetime of tools.
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Figure 3.2: Unit time of the total milling operations vs cutting speed
Unit time in Figure 3.2 indicates the behavior with respect to cutting speed
over five milling operations. The sum of unit time dramatically decreased with
increasing cutting speed. This is due to the decreased machining time in unit
time. The following section will examine each operation independently.
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3.1.2 Step milling without constraints
Figure 3.3: Cost of the step operation vs cutting speed
Figure 3.4: Time of the step operation vs cutting speed
Unit cost for step milling significantly decreased up to 15 (m/s) and slightly
increased beyond 25 (m/s) as shown in Figure 3.3. In Figure 3.4, unit time for
step milling decreased dramatically with cutting speed up to 15 (m/s). This
is due to the use of low feed used for step milling.
57
Chapter 3: Results
3.1.3 Corner milling without constraints
Figure 3.5: Cost of the corner operation vs cutting speed
Figure 3.6: Time of the corner operation vs cutting speed
In the corner milling, the unit cost of the corner operation decreased for cutting
speed up to 13 (m/s) and increased beyond 17 (m/s) as shown in Fig 3.5. Unit
cost is calculated based on the cost of actual work and tool changing.
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3.1.4 Pocket milling without constraints
Figure 3.7: Cost of the pocket operation vs cutting speed
Figure 3.8: Time of the pocket operation vs cutting speed
In the pocket, with an increase in cutting speed to 15 (m/s), the unit cost
decreased, then dramatically increased when cutting velocity is beyond 17




3.1.5 Slot1 milling without constraints
Figure 3.9: Cost of the slot1 operation vs cutting speed
Figure 3.10: Time of the slot1 operation vs cutting speed
Unit cost of slot1 and slot2 milling operation decreased up to 6 (m/s) and in-
creased for 15 (m/s) to 30 (m/s). These slot operations show similar behavior,
this is due to the use of the same tool.
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3.1.6 Slot2 milling without constraints
Figure 3.11: Cost of the slot2 operation vs cutting speed
Figure 3.12: Time of the slot2 operation vs cutting speed
Unit cost and time of each operation show similar behavior depending on
cutting speed, regardless of machining operation. Overall graphs explain the
flow of unit cost and time corresponding to cutting speed.
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3.2 Profit rate based on modified machining time and tool life
Profit rate, unit cost, and unit time will be recalculated using redefined ma-
chining time and tool life. In this section, I will present how the optimum
parameters are affected by both initial feed and cutting speed value using the
simplex method. An initial feed value will be varied from one-fourth of the
maximum feed value to maximum feed value, which is derived based on the
surface finish value denoted in Table 3.1 proposed by Tolouei and Bidhendi
[1996].
Table 3.1: Maximum guess for feed







From Table 3.2 to 3.13, initial cutting speed and feed are chosen within
the maximum feed indicated in Table 3.1. For step process, feed increased
by 0.000013 (m/tooth) at each trial from 0.000013 (m/tooth) to 0.0000781
(m/tooth). In the case of corner process, feed increased by 0.000145 (m/tooth)
at each trial from 0.000145 (m/tooth) to 0.000868 (m/tooth). For pocket pro-
cess, feed is varied by 0.00013 (m/tooth) from 0.00013 (m/tooth) to 0.000793
(m/tooth), and feed used for slot process increased by 0.000065 (m/tooth)
from 0.000065 (m/tooth) to 0.0003886 (m/tooth). At each trial, cutting speed




Table 3.2: Trial 1 based on the random initial guess
Initial guess After optimization
Operation Vi fi Vo fo
type (m/s) (m/tooth) (m/s) (m/tooth)
step 0.67 0.000013 0.67 0.0000302
corner 0.67 0.000145 0.67 0.000145
pocket 0.67 0.000132 0.67 0.000132
slot1 0.67 0.000065 0.67 0.000065
slot2 0.67 0.000065 0.67 0.000065
Table 3.3: Optimum result of Table 3.2
Unit time Unit cost Profit rate
(s) ($) ($/s)
1117.9 35.94 -0.009
Table 3.4: Trial 2 based on the random initial guess
Initial guess After optimization
Operation Vi fi Vo fo
type (m/s) (m/tooth) (m/s) (m/tooth)
step 0.83 0.000026 0.83 0.000026
corner 0.83 0.000290 0.27 0.000290
pocket 0.83 0.000264 0.83 0.000264
slot1 0.83 0.000130 0.83 0.000130
slot2 0.83 0.000130 0.83 0.000130
Table 3.5: Optimum result of Table 3.4





Table 3.6: Trial 3 based on the random initial guess
Initial guess After optimization
Operation Vi fi Vo fo
type (m/s) (m/tooth) (m/s) (m/tooth)
step 1.00 0.000039 1.00 0.000039
corner 1.00 0.000435 0.33 0.000435
pocket 1.00 0.000396 1.00 0.000396
slot1 1.00 0.000195 1.00 0.000195
slot2 1.00 0.000195 1.00 0.000195
Table 3.7: Optimum result of Table 3.6
Unit time Unit cost Profit rate
(s) ($) ($/s)
679.2 22.03 0.004
Table 3.8: Trial 4 based on the random initial guess
Initial guess After optimization
Operation Vi fi Vo fo
type (m/s) (m/tooth) (m/s) (m/tooth)
step 1.17 0.000052 1.17 0.000052
corner 1.17 0.000580 0.38 0.000580
pocket 1.17 0.000528 1.17 0.000528
slot1 1.17 0.000260 1.17 0.000260
slot2 1.17 0.000260 1.17 0.000260
Table 3.9: Optimum result of Table 3.8





Table 3.10: Trial 5 based on the random initial guess
Initial guess After optimization
Operation Vi fi Vo fo
type (m/s) (m/tooth) (m/s) (m/tooth)
step 1.33 0.000065 1.33 0.000065
corner 1.33 0.000725 1.33 0.000236
pocket 1.33 0.000660 1.33 0.000660
slot1 1.33 0.000325 1.33 0.000325
slot2 1.33 0.000325 1.33 0.000325
Table 3.11: Optimum result of Table 3.10
Unit time Unit cost Profit rate
(s) ($) ($/s)
421.2 13.85 0.026
Table 3.12: Trial 6 based on the random initial guess
Initial guess After optimization
Operation Vi fi Vo fo
type (m/s) (m/tooth) (m/s) (m/tooth)
step 1.5 0.000078 1.5 0.000078
corner 1.5 0.000870 0.49 0.000870
pocket 1.5 0.000792 1.5 0.000792
slot1 1.5 0.000390 1.5 0.000390
slot2 1.5 0.000390 1.5 0.000390
Table 3.13: Optimum result of Table 3.12





From Table 3.2 to Table 3.13, the simplex method is employed when cutting
speed and feed are varied. These optimum process parameters were obtained
by conducting the experimental comparison where cutting speed and feed are
varied from Table 3.2 to Table 3.13. The highest profit rate obtained is 0.33
($/s). Based on the trend of profit rate variation, overall profit rates indicated
from Table 3.2 to Table 3.13 were smaller than the profit rate obtained from
Tolouei and Bidhendi [1996] because of the lower feed value.
3.2.1 Global initial guesses
From Table 3.15 to Table 3.40, the simplex method will be conducted when
cutting speed is varied at each operation, and optimum feed found by Tolouei
and Bidhendi [1996] was used. The maximum cutting speed indicated in Table
3.14 is limited by machine power constraint using optimum feed found by
Tolouei and Bidhendi [1996].
Table 3.14: Maximum cutting speed based on optimum feed based on Tolouei
and Bidhendi [1996]









Table 3.15: Trial 7 based on the optimum feed found by Tolouei and Bidhendi
[1996]
Initial guess After optimization
Operation Vi fi Vo fo
type (m/s) (m/tooth) (m/s) (m/tooth)
step 0.167 0.0000781 0.167 0.0000781
corner 0.167 0.000214 0.167 0.0000214
pocket 0.167 0.000179 0.167 0.0000179
slot1 0.167 0.000198 1.67 0.0000198
slot2 0.167 0.000383 0.167 0.0000388
Table 3.16: Optimum result of Table 3.15
Unit time Unit cost Profit rate
(s) ($) ($/s)
1353.38 43.4 -0.0136
Table 3.17: Trial 8 based on the optimum feed found by Tolouei and Bidhendi
[1996]
Initial guess After optimization
Operation Vi fi Vo fo
type (m/s) (m/tooth) (m/s) (m/tooth)
step 0.33 0.0000781 0.33 0.0000781
corner 0.33 0.000214 0.33 0.0000214
pocket 0.33 0.000179 0.109 0.0000179
slot1 0.33 0.000198 0.33 0.0000198
slot2 0.33 0.000383 0.33 0.0000388
Table 3.18: Optimum result of Table 3.17





Table 3.19: Trial 9 based on the optimum feed found by Tolouei and Bidhendi
[1996]
Initial guess After optimization
Operation Vi fi Vo fo
type (m/s) (m/tooth) (m/s) (m/tooth)
step 0.5 0.0000781 0.5 0.0000781
corner 0.5 0.000214 0.5 0.0000214
pocket 0.5 0.000179 0.163 0.0000179
slot1 0.5 0.000198 0.5 0.0000198
slot2 0.5 0.000383 0.5 0.0000388
Table 3.20: Optimum result of Table 3.19
Unit time Unit cost Profit rate
(s) ($) ($/s)
591.13 19.24 0.01
Table 3.21: Trial 10 based on the optimum feed found by Tolouei and Bidhendi
[1996]
Initial guess After optimization
Operation Vi fi Vo fo
type (m/s) (m/tooth) (m/s) (m/tooth)
step 0.67 0.0000781 0.67 0.0000781
corner 0.67 0.000214 0.67 0.0000214
pocket 0.67 0.000179 0.217 0.0000179
slot1 0.67 0.000198 0.67 0.0000198
slot2 0.67 0.000383 0.67 0.0000388
Table 3.22: Optimum result of Table 3.21





Table 3.23: Trial 11 based on the optimum feed found by Tolouei and Bidhendi
[1996]
Initial guess After optimization
Operation Vi fi Vo fo
type (m/s) (m/tooth) (m/s) (m/tooth)
step 0.83 0.000078 0.83 0.0000781
corner 0.83 0.000214 0.83 0.0000214
pocket 0.83 0.000179 0.272 0.0000179
slot1 0.83 0.000198 0.83 0.0000198
slot2 0.83 0.000383 0.83 0.0000388
Table 3.24: Optimum result of Table 3.23
Unit time Unit cost Profit rate
(s) ($) ($/s)
438.7 14.4 0.024
Table 3.25: Trial 12 based on the optimum feed found by Tolouei and Bidhendi
[1996]
Initial guess After optimization
Operation Vi fi Vo fo
type (m/s) (m/tooth) (m/s) (m/tooth)
step 1.0 0.000078 1.0 0.0000781
corner 1.0 0.000214 1.0 0.0000214
pocket 1.0 0.000179 1.0 0.0000179
slot1 1.0 0.000198 0.3 0.0000198
slot2 1.0 0.000383 1.0 0.0000388
Table 3.26: Optimum result of Table 3.25





Table 3.27: Trial 13 based on the optimum feed found by Tolouei and Bidhendi
[1996]
Initial guess After optimization
Operation Vi fi Vo fo
type (m/s) (m/tooth) (m/s) (m/tooth)
step 1.17 0.000078 1.17 0.0000781
corner 1.17 0.000214 1.17 0.0000214
pocket 1.17 0.000179 1.17 0.0000179
slot1 1.17 0.000198 1.17 0.0000198
slot2 1.17 0.000383 1.17 0.0001264
Table 3.28: Optimum result of Table 3.27
Unit time Unit cost Profit rate
(s) ($) ($/s)
373.3 12.3 0.034
Table 3.29: Trial 14 based on the optimum feed found by Tolouei and Bidhendi
[1996]
Initial guess After optimization
Operation Vi fi Vo fo
type (m/s) (m/tooth) (m/s) (m/tooth)
step 1.33 0.000078 1.33 0.0000781
corner 1.33 0.000214 1.33 0.0000214
pocket 1.33 0.000179 1.33 0.0000179
slot1 1.33 0.000198 1.33 0.0000198
slot2 1.33 0.000383 1.33 0.0001264
Table 3.30: Optimum result of Table 3.29





Table 3.31: Trial 15 based on the optimum feed found by Tolouei and Bidhendi
[1996]
Initial guess After optimization
Operation Vi fi Vo fo
type (m/s) (m/tooth) (m/s) (m/tooth)
step 1.5 0.000078 1.5 0.0000781
corner 1.5 0.000214 1.5 0.0000214
pocket 1.5 0.000179 1.5 0.0000179
slot1 1.5 0.000198 1.5 0.0000198
slot2 1.5 0.000383 1.5 0.0000126
Table 3.32: Optimum result of Table 3.31
Unit time Unit cost Profit rate
(s) ($) ($/s)
337.9 11.2 0.041
Table 3.33: Trial 16 based on the optimum feed found by Tolouei and Bidhendi
[1996]
Initial guess After optimization
Operation Vi fi Vo fo
type (m/s) (m/tooth) (m/s) (m/tooth)
step 1.67 0.0000781 1.67 0.0000781
corner 1.67 0.000214 1.67 0.0000214
pocket 1.67 0.000179 1.67 0.0000179
slot1 1.67 0.000198 1.67 0.0000198
slot2 1.67 0.000383 1.67 0.0001264
Table 3.34: Optimum result of Table 3.33





Table 3.35: Trial 17 based on the optimum feed found by Tolouei and Bidhendi
[1996]
Initial guess After optimization
Operation Vi fi Vo fo
type (m/s) (m/tooth) (m/s) (m/tooth)
step 1.83 0.0000781 1.83 0.0000781
corner 1.83 0.000214 1.83 0.0000214
pocket 1.83 0.000179 1.83 0.0000179
slot1 1.75 0.000198 1.75 0.0000198
slot2 1.83 0.000383 1.83 0.0001264
Table 3.36: Optimum result of Table 3.35
Unit time Unit cost Profit rate
(s) ($) ($/s)
313.9 10.5 0.046
Table 3.37: Trial 18 based on the optimum feed found by Tolouei and Bidhendi
[1996]
Initial guess After optimization
Operation Vi fi Vo fo
type (m/s) (m/tooth) (m/s) (m/tooth)
step 2.00 0.0000781 0.65 0.0000781
corner 2.00 0.000214 2.00 0.0000214
pocket 1.95 0.000179 1.95 0.0000179
slot1 1.75 0.000198 1.75 0.0000198
slot2 1.82 0.000383 1.81 0.000388
Table 3.38: Optimum result of Table 3.37






Although the same simplex coefficients were employed each time, optimum
process parameters are varied according to the initial guess. The simplex
method will be tried with local values. In this work, α = 1.5, β = 0.75,
γ = 2.75, ρ = 0.75, and σ = 0.5 are used as the best coefficient taken from
Fan and Zahara [2003]. They found the best coefficients by conducting the
experimental comparison when one coefficient is varied each time, and the
remaining parameters are kept at the values suggested by Nelder and Mead
[1965]. As a result of the previous sections, comparing the results with the
optimum cutting speed and feed values resulted in a higher profit rate due
to more active cutting speed changes with the optimum feed. Regarding the
cutting speed, when the initial guess was used with the same cutting speed
regardless of milling operation, the optimal profit rate could not be achieved.
In this subsection, a local cutting speed proposed by MDH [1990] for each
operation was used as the initial guess.
Table 3.39: An initial guess taken from MDH [1990]
Initial guess After optimization
Operation Vi fi Vo fo
type (m/s) (m/tooth) (m/s) (m/tooth)
step 2.17 0.0000781 2.17 0.0000781
corner 0.83 0.000214 0.83 0.000214
pocket 1.95 0.000179 1.95 0.000179
slot1 0.67 0.000198 0.67 0.000198
slot2 0.67 0.000383 1.55 0.000388
Table 3.40: Optimum result of Table 3.39
Unit time Unit cost Profit rate
(s) ($) ($/s)
304 10.1 0.05
Optimum machining parameters listed in Table 3.40 were found by the Nelder-
Mead simplex method with the constraints where initial cutting speed was cho-
sen from MDH [1990] for each operation, and optimum feed found by Tolouei
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and Bidhendi [1996] was used. In Table 3.39, cutting speed of slot2 milling
increased when comparing the initial guess. The maximum profit rate indi-
cated in Table 3.40 was found when the Nelder-Mead simplex method was
employed with the local guess. As a result of this, when the Nelder-Mead
simplex method was employed, the profit rate achieved was 19% higher than
the maximum profit rate obtained by the method of feasible direction.
Table 3.41: Unit cost, unit time and profit rate
Unit time Unit cost Profit rate
(s) ($) ($/s)
Feasible direction (Tolouei and Bidhendi [1996]) 328.8 11.35 0.042
Nelder-Mead simplex with the global initial guess 304 10.1 0.05
According to the trend of the profit rate, the highest profit rate found is 0.05
($/s) by Table 3.40, and the profit rate of the feasible direction method is
0.042 ($/s). Through random, global, and local guesses, a maximum profit
was found in the area close to the initial guess of each milling operation.
When the simplex method was utilized, it is shown that an initial guess for
each operation has a significant effect on the result.
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3.3 The method of feasible direction vs the Nelder-Mead simplex
method
To compare the optimizing performance between the method of feasible direc-
tion and the Nelder-Mead simplex method, the Nelder-Mead simplex method
was employed with machining time and tool life equations used by Tolouei and
Bidhendi [1996]. In this work, simplex coefficients found by Fan and Zahara
[2003] are α = 1.5, β = 0.75, γ = 2.75, ρ = 0.75, and σ = 0.5. These co-
efficients are obtained by conducting the experimental comparison where one
coefficient is varied each time, and the remaining parameters are kept at the
values suggested by Nelder and Mead [1965]. Through several trials indicated
from Table 3.2 to Table 3.39, a best initial guess denoted in Table 3.39 is
utilized to compare the optimizing performance using the machining time and
tool life equation used by Tolouei and Bidhendi [1996].
Table 3.42: Trial 20 based on the local guess
Initial guess After optimization
Operation Vi fi Vo fo
type (m/s) (m/tooth) (m/s) (m/tooth)
step 2.17 0.0000781 2.17 0.0000781
corner 0.83 0.000214 0.83 0.000214
pocket 1.95 0.000179 1.95 0.000179
slot1 0.67 0.000198 0.67 0.000198
slot2 0.67 0.000383 1.55 0.000388
Table 3.43: Results of each operation
Operation Feature Tool Cost Machining time Tool changing time Setup time
No. type No ($) (s) (s) (s)
1 step 1 7.46 69.6 30 120
2 corner 2 0.12 4.0 30 0
3 pocket 2 0.32 10.13 0 0
4 slot1 3 1.02 2.27 30 0
5 slot2 3 0.04 1.32 0 0
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Where different cutting speeds were tested with the simplex method, the higher
profit rate was obtained than the profit rate found by Tolouei and Bidhendi
[1996].
Table 3.44: Unit cost, unit time and profit rate
Unit time Unit cost Profit rate
(s) ($) ($/s)
Feasible direction (reference) 324 11.35 0.042
Nelder-Mead simplex with a local guess 297.3 8.96 0.055
The unit time indicated in Table 3.44 is the sum of all machining time, tool
changing time, and setup time listed in Table 3.43. Unit cost indicated in
Table 3.44 is the sum of all costs listed in Table 3.43. The maximum profit
rate indicated in Table 3.44 was found when the Nelder-Mead simplex method
was employed a local guess. As a result of this, the Nelder-Mead simplex
method found an improved solution with the local point as an initial guess
and obtained optimum machining parameters. In conclusion, when the Nelder-
Mead simplex method was employed, the profit rate achieved was 31% higher
than the maximum profit rate obtained by the method of Feasible direction.
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3.4 Profit rate based on modified machining time and tool life
The case study proposed by Tolouei and Bidhendi [1996] was used by Ali R,
Yildiz [2013], Abhishek, A [2015], Deepak, U [2011], Gomez, M and Jurado,
F [2015], Abhishek, A [2015], and Zhibo Zhai et al [2015] utilizing different
optimization methods. In this section, unit time, unit cost, and profit rate were
recalculated by changing only the modified machining time and tool life using
the proposed optimum cutting speed and feed to examine the effects. This is
the reason that they did not consider the overtravel distance in the machining
time equation, the overtravel distance of a milling cutter on a workpiece should
be considered to check operating conditions and tool position. In the tool life
equation used by Tolouei and Bidhendi [1996], chip cross-sectional area, A
should have been calculated by aftz, and G, slenderness ratio also should have
been defined by G = a/ftz respectively.
3.4.1 Profit rate based on the machining handbook (reference)
Optimum cutting speed and feed taken from MDH [1990] are listed in Table
3.45. For each milling operation, unit cost and unit time, listed in Table 3.46,
are obtained by using optimum process parameters indicated in Table 3.45.
Table 3.45: Optimum variables recommended by the machining handbooks
Operation Feature Tool a Vhb fhb
No. type No. (m) (m/s) (m/tooth)
1 step 1 0.01 1.33 0.000078
2 corner 2 0.005 0.4 0.000025
3 pocket 2 0.01 0.33 0.000013
4 slot1 3 0.01 0.33 0.000025
5 slot2 3 0.005 0.4 0.000038
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Table 3.46: Results of each operation by the handbook recommendation
Operation Feature Tool Cost Machining time Tool changing time Setup time
No. type No ($) (s) (s) (s)
1 step 1 9.1253 122.0891 30 120
2 corner 2 2.415 76.1836 30 0
3 pocket 2 26.2569 828.293 0 0
4 slot1 3 2.3994 45.6913 30 0
5 slot2 3 1.8162 57.2927 0 0
The unit time indicated in Table 3.47 is the sum of all machining time, tool
changing time, and setup time listed in Table 3.46. Unit cost indicated in
Table 3.47 is the sum of all costs listed in Table 3.46.
Table 3.47: Unit cost, unit time and profit rate
Unit time Unit cost Profit rate
(s) ($) ($/s)
1339.55 42.0128 -0.013
The profit rate obtained by Tolouei and Bidhendi [1996] is 0.0118 ($/s), but
the profit rate indicated in Table 3.47 is -0.013 ($/s) when modified machining
time and tool life were used. This is due to the fact that machining time




3.4.2 Optimum parameters by the method of feasible direction (ref-
erence)
Optimum cutting speed and feed found by Tolouei and Bidhendi [1996] are
listed in Table 3.48. For each milling operation, unit cost and unit time, listed
in Table 3.49, are obtained by using optimum process parameters indicated in
Table 3.48.
Table 3.48: Optimum variables by the method of feasible direction
Operation Feature Tool a Vfd ffd
No. type No. (m) (m/s) (m/tooth)
1 step 1 0.01 1.6858 0.000078
2 corner 2 0.005 1.0543 0.000214
3 pocket 2 0.01 0.917 0.000179
4 slot1 3 0.01 0.791 0.000248
5 slot2 3 0.005 0.712 0.000388
Table 3.49: Results of each operation by the method of feasible direction
Operation Feature Tool Unit cost Machining time Tool changing time Setup time
No. type No ($) (s) (s) (s)
1 step 1 8.3161 96.5609 30 120
2 corner 2 0.107 3.3765 30 0
3 pocket 2 0.6932 21.8667 0 0
4 slot1 3 1.0125 1.941 30 0
5 slot2 3 0.0999 3.1523 0 0
The unit time indicated in Table 3.50 is the sum of all machining time, tool
changing time, and setup time listed in Table 3.49. Unit cost indicated in
Table 3.50 is the sum of all costs listed in Table 3.49.
Table 3.50: Unit cost, unit time and profit rate





3.4.3 Profit rate based on the simplex method (reference)
Optimum cutting speed and feed taken from Alin Resiga [2018] are listed in
Table 3.51. For each milling operation, unit cost and unit time, listed in Table
3.52, are obtained by using optimum process parameters indicated in Table
3.51.
Table 3.51: Optimum variables recommended by Alin Resiga [2018]
Operation Feature Tool a VAlin fAlin
No. type No. (m) (m/s) (m/tooth)
1 step 1 0.01 0.8467 0.000186
2 corner 2 0.005 0.8313 0.000207
3 pocket 2 0.01 0.8 0.000197
4 slot1 3 0.01 0.8 0.000186
5 slot2 3 0.005 0.776 0.000176
Table 3.52: Results of each operation by Alin Resiga [2018]
Operation Feature Tool Cost Machining time Tool changing time Setup time
No. type No ($) (s) (s) (s)
1 step 1 7.81 80.63 30 120
2 corner 2 0.14 4.43 30 0
3 pocket 2 0.722 22.78 0 0
4 slot1 3 1.03 2.59 30 0
5 slot2 3 0.20 6.38 0 0
The unit time indicated in Table 3.53 is the sum of all machining time, tool
changing time, and setup time listed in Table 3.52. Unit cost indicated in
Table 3.53 is the sum of all costs listed in Table 3.52.
Table 3.53: Unit cost, unit time and profit rate





3.4.4 Profit rate based on the PSO Algorithm (reference)
Optimum cutting speed and feed taken from Deepak, U [2011] are listed in
Table 3.54. For each milling operation, unit cost and unit time, listed in Table
3.55, are obtained by using optimum process parameters indicated in Table
3.59.
Table 3.54: Optimum variables found by Deepak, U [2011]
Operation Feature Tool a VPSO fPSO
No. type No. (m) (m/s) (m/tooth)
1 step 1 0.01 1.99 0.0004
2 corner 2 0.005 0.98 0.00031
3 pocket 2 0.01 0.67 0.00041
4 slot1 3 0.01 0.63 0.00027
5 slot2 3 0.005 0.66 0.00036
Table 3.55: Results of each operation by Deepak, U [2011]
Operation Feature Tool Cost Machining time Tool changing time Setup time
No. type No ($) (s) (s) (s)
1 step 1 5.76 15.96 30 120
2 corner 2 0.0806 2.54 30 0
3 pocket 2 0.4203 13.26 0 0
4 slot1 3 1.022 2.25 30 0
5 slot2 3 0.1152 3.64 0 0
The unit time indicated in Table 3.59 is the sum of all machining time, tool
changing time, and setup time listed in Table 3.55. Unit cost indicated in
Table 3.59 is the sum of all costs listed in Table 3.55.
Table 3.56: Unit cost, unit time and profit rate





3.4.5 Profit rate based on the Genetic Algorithm (reference)
Optimum cutting speed and feed taken from Abhishek, A [2015] are listed in
Table 3.57. For each milling operation, unit cost and unit time, listed in Table
3.58, are obtained by using optimum process parameters indicated in Table
3.57.
Table 3.57: Optimum variables recommended by Abhishek, A [2015]
Operation Feature Tool a VGA fGA
No. type No. (m) (m/s) (m/tooth)
1 step 1 0.01 2.00 0.000264
2 corner 2 0.005 0.694 0.000255
3 pocket 2 0.01 0.676 0.000401
4 slot1 3 0.01 0.517 0.000446
5 slot2 3 0.005 0.7385 0.000362
Table 3.58: Results of each operation by Abhishek, A [2015]
Operation Feature Tool Cost Machining time Tool changing time Setup time
No. type No ($) (s) (s) (s)
1 step 1 6.02 24.06 30 120
2 corner 2 0.1365 4.31 30 0
3 pocket 2 0.494 15.58 0 0
4 slot1 3 1.65 1.00 30 0
5 slot2 3 0.103 3.26 0 0
The unit time indicated in Table 3.59 is the sum of all machining time, tool
changing time, and setup time listed in Table 3.58. Unit cost indicated in
Table 3.59 is the sum of all costs listed in Table 3.58.
Table 3.59: Unit cost, unit time and profit rate





3.4.6 Profit rate based on the Modified Shuffled Frog-Leaping Al-
gorithm (reference)
Optimum cutting speed and feed taken from Gomez, M and Jurado, F [2015]
are listed in Table 3.60. For each milling operation, unit cost and unit time,
listed in Table 3.61, are obtained by using optimum process parameters indi-
cated in Table 3.60.
Table 3.60: Optimum variables recommended by Gomez, M and Jurado, F
[2015]
Operation Feature Tool a VMSFLA fMSFLA
No. type No. (m) (m/s) (m/tooth)
1 step 1 0.01 1.98 0.0004
2 corner 2 0.005 0.67 0.0004996
3 pocket 2 0.01 0.67 0.0005000
4 slot1 3 0.01 0.596 0.0005000
5 slot2 3 0.005 0.661 0.0004999
Table 3.61: Results of each operation by Gomez, M and Jurado, F [2015]
Operation Feature Tool Cost Machining time Tool changing time Setup time
No. type No ($) (s) (s) (s)
1 step 1 5.76 16.00 30 120
2 corner 2 0.072 2.28 30 0
3 pocket 2 0.3413 10.77 0 0
4 slot1 3 0.992 1.28 30 0
5 slot2 3 0.084 2.64 0 0
The unit time indicated in Table 3.62 is the sum of all machining time, tool
changing time, and setup time listed in Table 3.61. Unit cost indicated in
Table 3.62 is the sum of all costs listed in Table 3.61.
Table 3.62: Unit cost, unit time and profit rate






Through various trials, optimum parameters are indicated in Table 3.39 cor-
responding milling operations. On the following part, penalty functions will
be inspected according to optimum parameters.
3.5.1 Maximum machine power constraint based on the optimum
parameters
Table 3.63: Penalty value of the maximum machine power
Operation Vo fo Constraint value
type (m/s) (m/tooth) (c4V ft)
step 2.17 0.000078 6125
corner 0.83 0.000214 2142.5
pocket 1.95 0.000179 8420.7
slot1 0.67 0.000198 3200.4
slot2 1.55 0.000388 7254.3
Penalty values of the maximummachine power are listed in Table 3.63. c4V ft0.8
should not exceed 8500 (W ) to meet maximum machine power proposed by
Tolouei and Bidhendi [1996]. According to the penalty value calculated, all
optimum process parameters met maximum power constraint.
3.5.2 Surface finish requirements
Table 3.64: Constraint value of the surface finish requirements
Operation Vo fo Constraint value
type (m/s) (m/tooth) (µm)
step 2.17 0.000078 1.9
corner 0.83 0.000214 0.36
pocket 1.95 0.000179 0.26
slot1 0.67 0.000198 0.26
slot2 1.55 0.000388 0.99
Constraint values of surface finish requirements are listed in Table 3.64. A
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constraint function for step milling is c6V ft, and it should not exceed 2 (µm).
Another constraint function for end milling is c5V ft2, and it also should not
exceed the surface finish requirements. According to the constraint value in-
dicated in Table 3.64, all optimum process parameters met the surface finish
requirements constraint. For the slot1 milling operation, the maximum attain-
able surface finish was not proposed by Tolouei and Bidhendi [1996].
3.5.3 Cutting forces
Table 3.65: Constraint value of the permitted cutting forces
Operation Vo fo Constraint value
type (m/s) (m/tooth) (c8ft)
step 2.17 0.000078 84240
corner 0.83 0.000214 7704
pocket 1.95 0.000179 12888
slot1 0.67 0.000198 14256
slot2 0.67 0.000388 13968
A constraint function for cutting forces is c8ft, and it should not exceed the
permitted cutting forces. Constraint values of cutting forces are listed in Table





In this paper, the Nelder-Mead simplex method was used to find maximum
profit rate of milling operations by identifying optimum process parameters
without violating any constraints.
Table 4.1: Unit cost, unit time and profit rate
Profit rate
($/s)
Handbook recommendation (Tolouei and Bidhendi [1996]) 0.012
Feasible direction (Tolouei and Bidhendi [1996]) 0.044
Cuckoo search (Ali R, Yildiz [2013]) 0.047
PSO Algorithm (Deepak, U [2011]) 0.048
Hybrid Differential Evolution (Ali R, Yildiz [2013]) 0.047
Genetic Algorithm (Abhishek, A [2015]) 0.064
Modified Shuffled Frog-Leaping (Gomez, M and Jurado, F [2015]) 0.047
Teaching-Learning-Nased Optimization (Zhibo Zhai et al [2015]) 0.047
Nelder-Mead simplex with local guess 0.05
As a result of this, the Nelder-Mead simplex method found a profit rate of 0.05
($/s) with a local point as an initial guess and obtained optimum machining
parameters for each operation did not violate constraint equations. If an initial
guess was much lower or higher than the optimal point, an insufficient solution
would be found. Therefore, when the Nelder-Mead simplex method is applied,
a wide arrange of starting point must be tried.
The profit rate found by Abhishek, A [2015] using the Genetic Algorithm is
higher than the profit rate obtained by the Simplex method. The reason for
this result is expected to be higher surface finish requirement value than that
suggested by Tolouei and Bidhendi [1996]. For the face milling, an optimum
feed of 0.000264 (m/tooth) was suggested by Abhishek, A [2015], but if the
surface finis requirement of 2 (µm) was considered, the optimum feed should
be below than 0.000079 (m/tooth). In conclusion, when the Nelder-Mead
simplex method was employed, the profit rate achieved was 19% higher than
the maximum profit rate obtained by Tolouei and Bidhendi [1996].
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