The current paper is devoted to the study of traveling wave solutions of the following parabolic-parabolic chemotaxis system,
where u(x, t) represents the population density of a mobile species and v(x, t) represents the population density of a chemoattractant, and χ represents the chemotaxis sensitivity.
In an earlier work ( [32] ) by the authors of the current paper, traveling wave solutions of the above chemotaxis system with τ = 0 are studied. It is shown in [32] that for every 0 < χ < b 2 , there is c * (χ) such that for every c > c * (χ) and ξ ∈ S N −1 , the system has a traveling wave solution (u(x, t), v(x, t)) = (U (x · ξ − ct; τ ), V (x · ξ − ct; τ )) with speed c connecting the constant solutions ( We prove in the current paper that for every τ > 0, there is 0 < χ * τ < b 2 such that for every 0 < χ < χ * τ , there exist two positive numbers c * * (χ, τ ) > c * (χ, τ ) ≥ 2 √ a satisfying that for every c ∈ (c * (χ, τ ) , c * * (χ, τ )) and ξ ∈ S N −1 , the system has a traveling wave solution (u(x, t), v(x, t)) = (U (x · ξ − ct; τ ), V (x · ξ − ct; τ )) with speed c connecting the constant solutions ( 
Introduction
At the beginning of 1970s, Keller and Segel (see [20] , [21] ) introduced systems of partial differential equations of the following form to model the time evolution of the density u(x, t) of a mobile species and the density v(x, t) of a chemoattractant, u t = ∇ · (m(u)∇u − χ(u, v)∇v) + f (u, v), x ∈ Ω τ v t = ∆v + g(u, v), x ∈ Ω (1.1)
complemented with certain boundary condition on ∂Ω if Ω is bounded, where Ω ⊂ R N is an open domain; τ ≥ 0 is a non-negative constant linked to the speed of diffusion of the chemical; the function χ(u, v) represents the sensitivity with respect to chemotaxis; and the functions f and g model the growth of the mobile species and the chemoattractant, respectively. In literature, (1.1) is called the Keller-Segel model or a chemotaxis model. Since the works by Keller and Segel, a rich variety of mathematical models for studying chemotaxis has appeared (see [3] , [9] , [10] , [16] , [19] , [29] , [37] , [38] , [39] , [41] , [45] , [46] , [47] , [48] , [49] , [50] , [51] , and the references therein). In the current paper and the further coming papers, we will investigate various dynamical aspects of the following parabolic-parabolic Keller-Segel systems, u t = ∆u − χ∇(u∇v) + u(a − bu), x ∈ R N τ v t = ∆v − v + u, x ∈ R N . (1.2)
Note that, in the absence of the chemotaxis (i.e. χ = 0), the first equation of (1.2) becomes
which is referred to as Fisher or KPP equation due to the pioneering works by Fisher ([11] ) and Kolmogorov, Petrowsky, Piscunov ( [22] ). Among important solutions of (1.3) are traveling wave solutions of (1.3) connecting the constant solutions a/b and 0. It is well known that (1.3) has traveling wave solutions u(t, x) = φ(x − ct) connecting √ a and has no such traveling wave solutions of slower speed (see [11, 22, 43] ).
Moreover, the stability of traveling wave solutions of (1.3) connecting a b and 0 has also been studied (see [8] , [34] , [40] , etc.). The above mentioned results for (1.3) have also been well extended to reaction diffusion equations of the form, u t = ∆u + uf (t, x, u), x ∈ R N , (1.4) where f (t, x, u) < 0 for u ≫ 1, ∂ u f (t, x, u) < 0 for u ≥ 0 (see [4, 5, 6, 7, 12, 13, 24, 25, 27, 30, 31, 35, 36, 43, 44, 52] , etc.). Similar to (1.3), traveling wave solutions connecting the constant solutions (a/b, a/b) and (0, 0) are among most important solutions of (1.2). However, such solutions have been hardly studied. The objective of the current paper is to study the existence of traveling wave solutions connecting (a/b, a/b) and (0, 0). A nonnegative solution (u(x, t), v(x, t)) of (1.2) is called a traveling wave solution connecting (a/b, a/b) and (0, 0) and propagating in the direction ξ ∈ S N −1 with speed c if it is of the form (u(x, t), v(x, t)) = (U (x · ξ − ct), V (x · ξ − ct)) with lim z→−∞ (U (z), V (z)) = (a/b, a/b) and lim z→∞ (U (z), V (z)) = (0, 0).
Observe that, if (u(x, t), v(x, t)) = (U (x · ξ − ct), V (x · ξ − ct)) (x ∈ R N , t ≥ 0) is a traveling wave solution of (1.2) connecting (a/b, a/b) and (0, 0) and propagating in the direction ξ ∈ S N −1 , then (u, v) = (U (x − ct), V (x − ct)) (x ∈ R) is a traveling wave solution of
is a traveling wave solution of (1.2) connecting (a/b, a/b) and (0, 0) and propagating in the direction ξ ∈ S N −1 . In the following, we will then study the existence of traveling wave solutions of (1.5) connecting (a/b, a/b) and (0, 0). Observe also that, (u, v) = (U (x−ct), V (x−ct)) is a traveling wave solution of (1.5) connecting (a/b, a/b) and (0, 0) if and only if (u, v) = (U (x), V (x)) is a stationary solution of the following parabolic-parabolic chemotaxis system, 6) and (u, v) = (U (x), V (x)) is also a stationary solution of the following parabolic-elliptic chemotaxis system,
Clearly, (1.6) and (1.7) have same stationary solutions. In this paper, to study the existence of traveling wave solutions of (1.5), we study the existence of constant c's so that (1.7) has a stationary solution (U (x), V (x)) with (U (−∞), V (−∞)) = (a/b, a/b) and (U (∞), V (∞)) = (0, 0). To this end, we first prove the following two theorems on the global existence of classical solutions of (1.7) and the stability of constant solution (a/b, a/b), which are of independent interest. Let
is uniformly continuous in x ∈ R and sup x∈R |u(x)| < ∞} equipped with the norm u ∞ = sup x∈R |u(x)|. For any 0 ≤ ν < 1, let
|x−y| ν . Note that, for fixed c, it can be proved by the similar arguments as those in [33] that for any u 0 ∈ C b unif (R) with u 0 ≥ 0, there is T max (u 0 ) ∈ (0, ∞] such that (1.7) has a unique classical solution (u(x, t; u 0 ), v(x, t; u 0 )) on [0, T max (u 0 )) with u(x, 0; u 0 ) = u 0 (x). Furthermore, if
for every t ≥ 0. Next, we consider the existence and nonexistence of traveling wave solutions of (1.5). Note that, when τ = 0, the following result is proved in [32] .
• For any given 0 < χ < b 2 , let µ * (χ) be defined by
.
Then for any c > c * (χ), (1.5) with τ = 0 has a traveling wave solution (u, v) = (U (x − ct; τ ), V (x − ct; τ )) with speed c connecting the constant solutions (
In this paper, we prove the following theorems on the existence and nonexistence of traveling wave solutions of (1.5) with τ > 0.
Theorem C. For every τ > 0, there is 0 < χ * τ < b 2 such that for every 0 < χ < χ * τ , there exist two positive numbers 0 < c * (χ, τ ) < c * * (χ, τ ) satisfying that for every c ∈ (c * (χ, τ ) , c * * (χ, τ )), (1.5) has a traveling wave solution (u, v) = (U (x − ct; τ ), V (x − ct; τ )) with speed c connecting the constant solutions ( 
where µ is the only solution of the equation
and lim
(ii) For given τ > 0 and χ ≥ 0, let (c * min (χ, τ ), c * max (χ, τ )) be the largest subinterval of (0, ∞) such that (c * (χ, τ ), c * * (χ; τ )) ⊂ (c * min (χ, τ ), c * max (χ, τ )) and for any c ∈ (c * min (χ, τ ), c * max (χ, τ )), (1.5) has a traveling wave solution connecting (a/b, a/b) and (0, 0) with speed c. By Theorems C and D, for 0 < χ < χ * τ ,
It remains also open whether c * min (χ, τ ) = 2 √ a and whether c * max (χ, τ ) = ∞. The first question is about whether the chemotaxis increases the minimal wave speed and the second question is about whether the chemotaxis prevents the existence of traveling wave solutions with large speeds. It is of great theoretical and biological interests to investigate these two questions.
Because of the lack of comparison principle, the proofs of Theorems C is highly non trivial. Note that very few results are known about the dynamics of solutions of (1.2) when a > 0, b > 0 and τ > 0 for initial data which are bounded and uniformly continuous. To our best knowledge, there is no existing results on the stability of the trivial solution (
This makes the study of traveling wave solutions of (1.2) more complicated.
Our first key step toward the proof Theorem C is the relationship between traveling wave solutions of (1.5) and stationary solutions of (1.7). We have that (u, v) = (U (x − ct), V (x − ct)) is traveling wave solution of (1.5) connecting (a/b, a/b) and (0, 0) if and only if (u, v) = (U (x), V (x)) is a stationary solution of (1.7) connecting (a/b, a/b) and (0, 0). This observation leads to the study of the dynamics of solutions to (1.7). Concerning (1.7), we first establish Theorem A, which provides, for given c, sufficient conditions for the existence global classical solutions. Next, we establish Theorem B, which provides, for given c, sufficient conditions for the stability of the constant solution ( a b , a b ) with respect to positive perturbations for (1.7). The proof of Theorem C involves the proof of the existence of c such that (1.7) has stationary solutions connecting (a/b, a/b) and (0, 0). The proof of which is based on the construction of a bounded convex non-empty subset of C b unif (R), called E µ,τ (C 0 ) (see (3.6)), and a continuous and compact function U : E µ,τ (C 0 ) → E τ,µ (C 0 ). Any fixed point of this function, whose existence is guaranteed by the Schauder's fixed theorem, becomes a stationary solution of (1.7) connecting (a/b, a/b) and (0, 0). The construction of the set E τ,µ (C 0 ) itself is also based on the construction of two special functions. These two special functions are sub-solution and sup-solution of a collection of parabolic equations. The proof of Theorem D utilizes some principal eigenvalue theory for elliptic equations.
In our future works, we plan to study local/global existence of classical solutions, asymptotic behaviors, and spatial spreading speeds of classical solutions of (1.2) with τ > 0 for nonnegative, bounded and uniformly continuous initial. These questions are very important in the understanding of dynamics of (1.2). When τ = 0, we refer the reader to [33] and the references therein.
It should be mentioned that there are several studies of (1.2) on bounded domains (see [48] and the references therein). When Ω is a convex bounded domain, it is known that when the logistic damping coefficient is large enough, then the constant solution ( ) is stable (see [48] ). It should be also pointed out that there are many studies on traveling wave solutions of several other types of chemotaxis models, see, for example, [1, 2, 15, 18, 23, 26, 28, 42] , etc. In particular, the reader is referred to the review paper [42] .
The rest of this paper is organized as follows. Section 2 is to study the dynamics of the induced parabolic-elliptic chemotaxis system (1.7) and prove Theorems A and B. Section 3 is to establish the tools that will be needed in the proof of Theorem C. It is here that we define the two special functions, which are sub-solution and sup-solution of a collection of parabolic equations, and the non-empty bounded and convex subset E τ,µ (C 0 ). In section 4, we study the existence and nonexistence of traveling wave solutions and prove Theorems C and D.
Dynamics of the induced parabolic-elliptic chemotaxis system
In this section, we study the global existence of classical solutions of (1.7) with given nonnegative initial functions and the stability of the constant solution (a/b, a/b) of (1.7), and prove Theorems A and B.
For fixed c, it can be proved by the similar arguments as those in [33] that for any
Observe that, (1.7) is equivalent to
, and let
, let v(x, t; u) be the solution of the second equation in (2.1). Then for every u ∈ E(u 0 , T ), x ∈ R, t ≥ 0, we have that
and
u(x + τ cs, t)dzds
Using the fact that
For given u ∈ E(u 0 , T ), letŨ (x, t; u) be the solution of the initial value problem
Since u 0 ≥ 0, comparison principle for parabolic equations implies thatŨ (x, t) ≥ 0 for every
Hence, comparison principle for parabolic equations implies that
whereũ is the solution of the ODE
Since b − χ > 0, the functionũ(·, u 0 ∞ ) is defined for all time and satisfies 0 ≤ũ(t,
b−χ } for every t ≥ 0. This combined with (2.6) yield that
Note that the second inequality in (2.7) follows from the fact
Following the proof of Lemma 4.3 in [32] , we can prove that the mapping E(u 0 , T ) ∋ u →Ũ (·, ·; u) ∈ E(u 0 , T ) has a fixed pointŨ (x, t; u) = u(x, t). Note that ifŨ (·, ·, u) = u, then (u(·, ·), v(·, ·; u)) is a solution of (1.7). Since u(·, ·; u 0 ) is the only solution of (1.7), thus u(·, ·, u 0 ) = u(·, ·). Hence, it follows from (2.7) that for any T > 0,
This implies that T max (u 0 ) = ∞. Inequalities (1.8) and (1.9) follow from (2.8)
In the next result, we prove the stability of the positive constant solution (a/b, a/b) of (1.7).
Proof of Theorem B.
Thus, we have that
Therefore, comparison principle for parabolic equations implies that
where U l (t) is the solution of the ODE
Since inf x u 0 (x) > 0, we have that U l (t) > 0 for every t ≥ 0. Thus
Next, let us defineū
Then for any ǫ > 0, there is T ǫ > 0 such that
Note that for every x ∈ R and t ≥ 0 we have that
Thus it follows from (2.10) and (2.11) that
Using again (2.11), for every x ∈ R and every t > 0, we have that
Combining (2.10) and (2.13), for every x ∈ R and t ≥ T ε , we obtain that
Similarly, combining (2.10) and (2.13), for every x ∈ R and t ≥ T ε , we obtain that
Thus, using inequalities (2.12) and (2.15), we have that
Thus, comparison principle for parabolic equations implies that
where U ε (t) is the solution of the ODE
Since u(·, T ε ; u 0 ) ∞ > 0 and b − χ > 0, we have that U ε (t) is defined for all time and satisfies
Letting ε tends to 0 in the last inequality, we obtain that
This is impossible since a > 0. Hence (a − χu + χτ c
Next, using again inequalities (2.12) and (2.14), we have that
From (2.9) we know that inf x∈R u(x, T ε , u 0 ) > 0. Thus, using the fact b − χ > 0, we have that U ε is defined for all time and satisfies lim t→∞
It follows from inequality (2.17) and (2.19) that
Which is equivalent to 
Super-and sub-solutions
In this section, we will construct super-and sub-solutions of some related equations of (1.7), which will be used to prove the existence of traveling wave solutions of (1.7) in next section. Throughout this section we suppose that a > 0 and b > 0 are given positive real numbers.
Note that, for given c, to show the existence of a traveling wave solution of (1.5) connecting ( 
Note that for every fixed τ > 0 and 0 < µ < min{ √ a, 1+τ a (1−τ ) + }, 1 + τ µc µ − µ 2 > 0 and the function ϕ τ,µ is decreasing, infinitely many differentiable, and satisfies
Since ϕ τ,µ is decreasing, then the functions U 
and takes the value zero at a µ,μ,d :=
From the choice of d, it follows that 0 ≤ U
unif (R) for every 0 < δ < 1. Finally, let us consider the set E τ,µ (C 0 ) defined by
It should be noted that U − τ,µ,C 0 and E τ,µ (C 0 ) all depend onμ and d. Later on, we shall provide more information on how to choose d andμ whenever τ , µ and C 0 are given.
For every u ∈ C b unif (R), consider
where
It is well known that the function V (x; u) is the solution of the second equation of (1.
Then the following hold :
(1) There is a positive real numberC 0 > 0,C 0 =C 0 (τ, µ, χ), such for every C 0 ≥C 0 , and for every u ∈ E τ,µ (C 0 ), we have that U (x, t) = C 0 is supper-solutions of (3.7) on R × R.
(2) For every C 0 > 0 and for every u ∈ E τ,µ (C 0 ), U (x, t) = ϕ τ,µ (x) is a supper-solutions of (3.7) on R × R.
(4) LetC 0 be given by (1), then for every
To prove Theorem 3.1, we first establish some estimates on V (·; u) and V ′ (·; u).
It follows from (3.8), that
unif (R) with V (·; u) ≥ 0 and
Combining this with inequality (3.10), we obtain that
The next Lemma provide a pointwise estimate for |V (·; u)| whenever u ∈ E τ,µ (C 0 ).
Hence it is enough to prove that V (·; U
For every x ∈ R, we have that
Thus, we have
Next, we present a pointwise estimate for |V ′ (·; u)| whenever u ∈ E τ,µ (C 0 ).
unif (R) be the corresponding function satisfying the second equation of (1.7). Then
(3.14)
for every x ∈ R and every u ∈ E τ,µ (C 0 ).
Proof. Let u ∈ E τ,µ (C 0 ) and fix any x ∈ R.
The Lemma is thus proved.
Proof of Theorem 3.1. For every U ∈ C 2,1 (R × R + ), let
(1) First, using inequality (2.4), we have that
Observe that τ cµ
, it follows from inequality (3.17) that for every C 0 ≥C 0 , we have that L(C 0 ) ≤ 0. Hence, for every C 0 ≥C 0 , we have that U (x, t) = C 0 is a super-solution of (3.7) on R × R.
(2) It follows from Lemma 3.3 and (3.9) that
is also a super-solution of (3.7) on R × R.
it follows from Lemma 3.3 and (3.9) that
, which is again equivalent to
Since A 1 > 0, thus for x ∈ O, we have
Note also that, by (3.9),
Furthermore, we have that U
whenever x ∈ O and µ <μ < min{ √ a, 2 ) > 0. Thus, it follows from (3.9) that
Hence, for 0 < δ ≪ 1, we have that
is a sub-solution of (3.7) on R × R.
Traveling wave solutions
In this section we study the existence and nonexistence of traveling wave solutions of (1.7) connecting ( 
Proof of Theorem C
In this subsection, we prove Theorem C. To this end, we first prove the following important result. In order to prove Theorem 4.1, we first prove some lemmas. These Lemmas extend some of the results established in [32] , so some details might be omitted in their proofs. The reader is referred to the proofs of Lemmas 3.2, 3.3, 3.5 and 3.6 in [32] for more details.
In the remaining part of this subsection we shall suppose that (3.9) holds andμ is fixed, whereμ satisfies
Furthermore, we choose C 0 =C 0 and d = d 0 (τ, µ, χ,C 0 ) to be the constants given by Theorem 3.1 and to be fixed. Fix u ∈ E τ,µ (C 0 ). For given u 0 ∈ C b unif (R), let U (x, t; u 0 ) be the solution of (3.7) with U (x, 0; u 0 ) = u 0 (x). By the arguments in the proof of Theorem 1.1 and Theorem 1.5 in [33] , we have U (x, t; U + τ,µ,C 0 ) exists for all t > 0 and U (·, ·; U
. Then for every u ∈ E τ,µ (C 0 ), the following hold.
Then by comparison principle for parabolic equations and Theorem 3.1(1), we have
Similarly, note that U + τ,µ,C 0 (x) ≤ ϕ τ,µ (x). Then by comparison principle for parabolic equations and Theorem 3.1(2) again, we have
, (ii) follows from comparison principle for parabolic equations.
Let us define U (x; u) to be
By the a priori estimates for parabolic equations, the limit in (4.2) is uniform in x in compact subsets of R and U (·; u) ∈ C b unif (R). Next we prove that the function u ∈ E τ,µ (C 0 ) → U (·; u) ∈ E τ,µ (C 0 ).
for every u ∈ E τ,µ (C 0 ), t ≥ 0, and 0 < δ ≪ 1.
)) > 0 for all t ≥ 0. Then by comparison principle for parabolic equations, we have that
Then by comparison principle for parabolic equations again,
The lemma then follows. 
for every u ∈ E τ,µ (C 0 ), t ≥ 0 and 0 ≤ δ ≪ 1, where
This implies that U
. Then for every u ∈ E τ,µ (C 0 ) the associated function U (·; u) satisfied the elliptic equation,
Proof. The following arguments generalized the arguments used in the proof of Lemma 4.6 in [32] to cover the case τ > 0. Hence we refer to [32] for the proofs of the estimates stated below. Let {t n } n≥1 be an increasing sequence of positive real numbers converging to ∞. For every n ≥ 1, define U n (x, t) = U (x, t + t n ; u) for every x ∈ R, t ≥ 0. For every n, U n solves the PDE
Let {T (t)} t≥0 be the analytic semigroup on C b unif (R) generated by ∆ − I and let X β = Dom((I − ∆) β ) be the fractional power spaces of I − ∆ on C b unif (R) (β ∈ [0, 1]). The variation of constant formula and the fact that
(4.5)
Let 0 < β < 1 2 be fixed. There is a positive constant C β , C β = C β (N ) such that
Therefore, for every T > 0 we have that
Hence it follows that sup n≥1,t≥0
Next, for every t, h ≥ 0 and n ≥ 1, we have that
10)
It follows from inequalities (4.8), (4.9), (4.11), (4.10) and (4.12), the functions U n : [0, ∞) → X β are uniformly bounded and equicontinuous. Since X β is continuously imbedded in C b,ν unif (R) for every 0 ≤ ν < 2β (See [17] ), therefore, the Arzela-Ascoli Theorem and Theorem 3.15 in [14] , imply that there is a functionŨ (·, ·; u) ∈ C 2,1 (R × (0, ∞)) and a subsequence {U n ′ } n≥1 of
But U (x; u) = lim t→∞ U (x, t; u) and t n ′ → ∞ as n → ∞, henceŨ (x, t; u) = U (x; u) for every x ∈ R, t ≥ 0. Hence U (·; u) solves (4.4).
for any given u ∈ E τ,µ (C 0 ), (4.4) has a unique bounded non-negative solution satisfying that
The proof of Lemma 4.6 follows from [32, Lemma 3.6]. We now prove Theorem 4.1.
Proof of Theorem 4.1. Following the proof of Theorem 3.1 in [32] , let us consider the normed linear space E = C b unif (R) endowed with the norm
For every u ∈ E τ,µ (C 0 ) we have that
Hence E τ,µ (C 0 ) is a bounded convex subset of E. Furthermore, since the convergence in E implies the pointwise convergence, then E τ,µ (C 0 ) is a closed, bounded, and convex subset of E. Furthermore, a sequence of functions in E τ,µ (C 0 ) converges with respect to norm · * if and only if it converges locally uniformly convergence on R. We prove that the mapping E τ,µ (C 0 ) ∋ u → U (·; u) ∈ E τ,µ (C 0 ) has a fixed point. We divide the proof in two steps.
Step 1. In this step, we prove that the mapping E τ,µ (C 0 ) ∋ u → U (·; u) ∈ E τ,µ (C 0 ) is compact.
Let {u n } n≥1 be a sequence of elements of E τ,µ (C 0 ). Since U (·; u n ) ∈ E τ,µ (C 0 ) for every n ≥ 1 then {U (·; u n )} n≥1 is clearly uniformly bounded by C 0 . Using inequality (4.6), we have that
for all n ≥ 1 where M 1 is given by (4.7). Therefore there is 0 < ν ≪ 1 such that
for every n ≥ 1 whereM 1 is a constant depending only on M 1 . Since for every n ≥ 1 and every x ∈ R, we have that U (x, t; u n ) → U (x; u n ) as t → ∞, then it follows from (4.14) that
for every n ≥ 1. Which implies that the sequence {U (·; u n )} n≥1 is equicontinuous. The Arzela-Ascoli's Theorem implies that there is a subsequence {U (·; u n ′ )} n≥1 of the sequence {U (·; u n )} n≥1 and a function U ∈ C(R) such that {U (·; u n ′ )} n≥1 converges to U locally uniformly on R. Furthermore, the function U satisfies inequality (4.15) . Combining this with the fact U
for every x ∈ R and n ≥ 1, by letting n goes to infinity, we obtain that U ∈ E τ,µ (C 0 ).
Step 2. In this step, we prove that the mapping E τ,µ (C 0 ) ∋ u → U (·; u) ∈ E τ,µ (C 0 ) is continuous. This follows from the arguments used in the proof of Step 2, Theorem 3.1, [32] Now by Schauder's Fixed Point Theorem, there is U ∈ E τ,µ (C 0 ) such that U (·; U ) = U (·). Then (U (x), V (x; U )) is a stationary solution of (2.1) with c = c µ . It is clear that
We claim that lim
For otherwise, we may assume that there is x n → −∞ such that U (x n ) → λ = a b as n → ∞. Define U n (x) = U (x + x n ) for every x ∈ R and n ≥ 1. By observing that U n = U (·; U n ) for every n, hence it follows from the step 1, that there is a subsequence {U n ′ } n≥1 of {U n } n≥1 and a function U * ∈ E µ such that U n ′ − U * * → 0 as n → ∞. Next, it follows from step 2 that (U * , V (·; U * )) is also a stationary solution of (2.1).
Claim. inf x∈R U * (x) > 0. Indeed, let 0 < δ ≪ 1 be fixed. For every x ∈ R, there N x ≫ 1 such that x + x n ′ < x δ for all n ≥ N x . Hence, It follows from Remark 4.4 that
Letting n goes to infinity in the last inequality, we obtain that U − τ,µ,C 0 ,δ (x δ ) ≤ U * (x) for every x ∈ R. The claim thus follows.
Since 0 < µ < min{ √ a, 
Next, for every 0 < χ < χ * τ defineμ * * (χ; τ ) and E χ;τ bỹ 17) and
We note that
We also note that 19) and that the set E χ,τ has at most finitely many elements. It follows from (4.16) and (4.19) that for every χ < χ * τ , E χ,τ is nonempty. Hence, for every χ < χ * τ , there is n = n(χ, τ ) ∈ N and 0 < µ 1 χ;τ < · · · < µ n χ;τ < µ τ with
Let us set µ 0 χ;τ = 0 and µ 1+n(χ,τ ) χ,τ = µ τ . It follows from (4.19) that for every χ < χ * τ , we have µ 1 χ,τ ≤μ * * (χ; τ ). Note that the function (0 , µ τ ) ∋ µ → µ+τ cµ
1+τ µcµ−µ 2 has constant sign on each of the open intervals (µ i χ,τ , µ i+1 χ,τ ), i = 1, · · · , n(χ, τ ). Since n(χ; τ ) is finite, and the intervals (0 , µ 1
) partition (0 , µ τ ) into disjoint sets, then there is at least one 1 ≤ i ≤ n(χ; τ ), such thatμ * * (χ, τ ) ≤ µ i+1 χ,τ , and
Let i * be the largest i satisfying (4.20) . For every χ < χ * τ , define
Thus, it follows from (4.22) that 0 ≤ µ * * (χ; τ ) < µ * (χ; τ ) ≤ µ τ for every 0 < χ < χ * τ . Finally, for every 0 < χ < χ * τ , we set c * (χ; τ ) = c µ * (χ;τ ) , and c * * (χ; τ ) := c µ * * (χ;τ ) .
We claim now that for every 0 < χ < χ * τ , and c ∈ (c * (χ; τ ) , c * * (χ; τ )), (1.5) has a traveling wave solution connecting ( a b , a b ) and (0, 0) with speed c. Indeed, let c ∈ (c * (χ; τ ) , c * * (χ; τ )) be given. Since the function (0 , µ τ ] ∋ µ → c µ is strictly decreasing, there is a unique µ * * (χ; τ ) < µ(c) < µ * (χ; τ ) such that c = c µ(c) . Observe that µ(c) and χ satisfy (3.9). Thus it follows from Theorem 4.1 that (1.5) has a traveling wave solution (u(x, t), v(x, t)) = (U (x − c µ t), V (x − c µ t)) satisfying It then follows that
Finally, we consider the limits of χ * τ , c * (χ; τ ), and c * * (χ; τ ) as τ → 0+. From the definition of m τ , we have that
On the other hand, we have that
Hence we have that lim τ →0+ m τ = 1, which implies that lim τ →0+ χ * τ = b 2 . For every 0 < χ < b 2 , let µ * (χ) be given by
Note that µ * (χ) < 1 for every 0 < χ < b 2 . Let 0 < χ < b 2 be given. Using the fact that the function (0, min{
1−µ 2 is increasing, we obtain that
where the limit is uniform in any closed interval of (0, min{ √ a, 1}). It then follows that
This implies that lim 23) and hence µ * (χ; τ ) = µ τ and c * (χ; τ ) = 2 √ a.
Proof of Theorem D
In this subsection, we prove Theorem D. To do so, we first prove the following two lemmas. 
(2) Let c and L be as in (1) . Let λ D (L; b 1 , b 2 ) be the principal eigenvalue of (1) then follows. Theorem D is thus proved.
