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ABSTRACT 
A generalization of companion matrices is presented as the starting point for 
developing a unified algebraic method to get matrix representations for generalized 
Bezoutians. Special cases are discussed. In particular, well-known formulas for Hankel 
and Toeplitz Bezoutians are obtained; also, new matrix representations are given, for 
example in a basis of orthogonal polynomials, using corresponding Christoffel-Darboux 
formulas. 
1. INTRODUCTION 
To introduce the concept of a Bezoutian, we associate with any complex 
matrix 
A = [a,j]~-l;;pl 
the bivariate polynomial of C[ X, y ] 
rr-I m-l 
A(x, y) := C C ajixiyj, 
i = 0 j = 0 
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which we call generating function of A. We are given an s X t matrix w 
(s, t Q n). The n X n matrix B is called generalized o-Bezoutian (of Bezout 
rank r) if its generating function admits the representation 
(l-1) 
for some pi E CntsP’, q, E Cn+tpl (i = 1,. . . , r>. For 
0 -1 1 0 
w = wfI := [ = ‘= 1 0 1 or w wT [ 0 -1 1 
the matrix B with the generating function (1.1) is just a (generalized) Hankel 
or Toeplitz Bezoutian, respectively. In particular, in case w = wH, r = 2, and 
p, = -q,, q2 = p, we get the “classical” Hankel Bezoutian, the history of 
which was the subject of [2O]. Lander [Id] observed that inverses of Hankel 
(or Toeplitz) matrices are “classical” Hankel (or Toeplitz) Bezoutians. 
In [19, 7, 161 matrix representations using triangular Toeplitz matrices for 
“classical” Toeplitz Bezoutians were given. The application of these formulas 
leads to effective algorithms for the sohition of Toeplitz systems, especially if 
fast Fourier techniques are used. Recently Ammar and Gader [I] presented 
matrix representations for “classical” Toeplitz Bezoutians using circulant 
matrices. 
In the Toeplitz and Hankel case the generalization (1.1) of the “classical” 
Bezoutian concept is due to [15]. The concept of an o-Bezoutian with 
r < s + t - 2 was introduced in connection with w-structured matrices in 
[lo] and [12]. In particular, in [lo] it was established that the inverse of the 
sum of Toeplitz and a Hankel matrix is an w-Bezoutian for 
r 0 -1 0 w = q.+H := 1 0 0 -1 1.  0 
In [ll] matrix representations for wT+ IT- Bezoutians were given, which mainly 
use triangular Toeplitz matrices. In [12, 131 the case that w is a regular 2 X 2 
matrix was considered. Matrix representations for corresponding w-Bezou- 
tians were presented in [I7]. 
Moreover, in [I21 it was noted that only for w of rank 2 it can be expected 
that the inverse of an w-structured matrix is Bezoutian-like. But to get 
inversion formulas for w-structured matrices was one important reason for 
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dealing with the topic of this paper. So the main part of the considerations 
are concerned with the case that the rank of w is equal to 2. In Section 3 for 
this case we present a unified algebraic approach to get matrix representa- 
tions of generalized w-Bezoutians (with respect to certain basis systems) 
using product sums of polynomials of generalized companion matrices. Let us 
note that the concept of ‘f-companion matrices” (Definition 2.2) was sug- 
gested by H. Wimmer. It includes as special cases the generalizations of 
companion matrices considered in [S, 2, 51. 
In Section 4 we deal with the special case w E G_Y(C”) and show how 
the formulas of [19, 7, 11 are obtained in the Toeplitz and Hankel case. More 
special cases for Toeplitz Bezoutians were discussed in [9]. In Section 5 we 
present matrix representations of (generalized) Hankel Bezoutians in a basis 
corresponding to pol,ynomials satisfying a three-term recurrence relation. As 
far as we know, these formulas are new. For example, in the case of 
Chebyshev polynomials we get a formula involving polynomials p of the 
matrix S, r)(S) := p,l + p,S + 1.. +p,,S”, where S denotes the tridiagonal 
12 X 12 matrix 
To justify adding further matrix representations for Hankel (Toeplitz) Be- 
zoutians to the long list of known formulas we take into account numerical 
aspects, in particular, some recent results concerning discrete Fourier-sine 
and Fourier-cosine transformations [I8], which have (compared with fast 
Fourier transformations) the advantage of real computation and can be used 
here to establish a fast inversion algorithm for Hankel (Toeplitz) matrices. 
This will be done in a forthcoming paper. 
To prove the main results we need some algebraic assertions concerning 
the solution of congruences in the ring C[ r, z/l which are put together in 
Section 2. 
Finally, let us note that we are going to prepare a paper dedicated to the 
special case of wr.+ ,,-Bezoutians. 
2. PRELIMINARIES 
In all what follows we denote by C” the n-dimensional complex space 
and by C[n; xl c C[ x.1 the linear set of all polynomials in the variable x of 
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degree less than 72. Moreover, a(x) E C[n + 1; xl, b(y) E C[n + 1; y] are 
always monk polynomials of degree 71, and (a>,(b) are the ideals of C[xl, 
Cl y 1 generated by a(x), b( y>, respectively. By (a, b) the ideal of C[ X, y] 
generated by n(x) and b( y> is denoted. For p(x, y) E Cl X, y 1 we write 
deg p < (m, n) to designate that the degree of p(x, y) is in x less than m 
and in y less than n. Let the polynomial system f := {fi(x>}; be a basis of 
C[n; xl. Then by Zf[ ] x we denote the vector of polynomials 
Zf[ x] := [f](X) ... fn( x)]‘. 
In case f is the canonical basis f = {rip ‘}; we write I[ X] instead of Zf[ xl. 
DEFINITION 2.1. 
polynomial 
For a complex matrix A = [uij]~-’ i-i the bivariate 
A’f.g)( x, y) := zf[ x]‘AZ”[ y] E C[ x, y] 
is referred to as the (f, g)-generating function of A. 
As already noted, in case f := lx”- ‘>r, g := { y ‘- ‘}; we write simply 
A( x, y) := I[ ~]rAl[ y] 
and call A(x, y) g enerating function of A. Let x .I? be the basis transforma- 
tion matrices 
FZ[ x] = Zf[ x], g’l[yl = WYI. (2.1) 
Then, clearly A’A P’(x, y> is just the generating function of FTAS’, i.e. 
Acfag)( x, y) = (F’A.F)( X, y>. 
DEFINITION 2.2. The n x n matrix Cf(u) defined by 
~f( u)Zf[ X] = xZf[ X] mod (u) (2.2) 
is called the f-companion matrix of the polynomial u(x). 
GENERALIZED COMPANION MATRICES 
Clearly, for the powers of Cf(a) it follows from (2.2) that 
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[c,(~)]~z~[x] =x~Z~[X] mod(u) (k = 1,2,...). (2.3) 
Moreover, let us note that in case a(x) = xn + un_l~n-l + ... +a,~ + a, 
and f = c := {xi-‘}; or f = g := {x’--I};, we get the usual companion 
matrices 
[ 
0 1 
C(a) = CP(a) := . . 
-a, . . 
1 
-a ,1- 1 
c^(“) = CC(a) := I 
. . 
0 
-a r, - 2 
an_2 . . . 
0 
. . . -*. 
1 
a n-1 I 
1 ’ (2.4) 
-a0 
1. 
(2.5) 
0 
REMARKA2.1. It is easily established that Cf(a) = FC(n)F’. In particu- 
lar we get C(a) =~%(a)&, where 
0 
&=: I 
0 . . . 0 1 
0 0 1 0 
.: 
0 1 0 0 
1 0 . . . 0 ;. I 0 
Now, we are given a polynomial o(x, y) E C[ X, y] with deg w = (s - 
1, t - 1) (1 < s, t < n). We assume that there exist polynomials a(r), b(y) 
of degree n and basis systems f := {f2( r)}; of C[ n; X] and g := { gi( y)}; of 
C[n; y] such that the congruence 
Zf[ $Z"[ y] = 
fn+lbk"+l(Y) -fn+2(+5l+dY) mod (a b) (2 (_) 
4x, Y) 
is satisfied for certain polynomials 
.fi~+j(~) E c[xl, gn+j(Y) E '[Yl (j = 1,2). 
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We are going to discuss for which polynomials pi(x), gi(y) (i = 1, . . . , r-1 the 
matrix 
A = 2 pi(Cf(a))“yi(C~(b)) (2.7) 
i=l 
is the matrix representation (with respect to the basis systems f and g) of an 
w_Bezoutian. We need the following assertions. 
LEMMA 2.1. Assume that w(x, y) is not a divisor of any nonzero 
c(x, y) E (a, b) with 
degc < (n + s - l,n + t - 1). 
Let d(x, y) be a polynomial with deg d < (n + s - 1, n + t - l), and 
suppose that w(x, y) divides d(r, y). Then the congruence 
w(x,y)B(x,y) =d(x,y)mod(a,b) (2.8) 
has the unique solution B(x, y> = d(x, y)/w(x, y) mod (a, b). 
Proof. Let B(r, y) be a solution of (2.8) with deg B < (n, n). That 
means there exists a polynomial c( x, y) E (a, b) such that 
4x, y)W, y) - d(x, y) = c(x, y). 
Since w(x, y) divides d(x, y), we conclude that w(x, y) divides c(x, y). 
Obviously, 
degc<(n+s-l,n+t-1). 
Hence, the latter equality implies c(x, y) = 0, and the lemma is proved. n 
LEMMA 2.2. Let 
Assume that 
w(xk> Yj) # o (k=l,..., 12, j=l,..., n). (2.9) 
GENERALIZED COMPANION MATRICES 1.57 
Then there does not exist any nonzero polynomial B(r, y) with deg B < (n, n) 
such that c(x, y) := w(x, y)B(x, y) is in (a, h). 
Proof. For a nonzero B(r, y> with deg B < (n, n) let c(x, y) = 
w(x, y)B(x, y> be in (a, b). Then (cf. [4]) *( L x, y) admits the representation 
4x, Y> = g(x> Y>a(x) + h(x, y)b(y) + a(~, y)a(x)h(y), 
where deg cx < (s - 1, t - 11, deg g < (s - 1, n + t - 11, deg h < (n + s 
- 1, t - 1). Consequently, 
W( X, yj)B( x, r/,) = g( x, Yj)a( x). 
In view of (2.9) and since deg B(x, y.) < n for each j, at most n - 1 of the 
n factors x - xk (k = 1,. . . , n> divide w(x, y,)B(x, yj). Thus, g(r, yj) = 0 
for all x and j = l,..., n. Consequently, there exists a polynomial g<x, y) 
such that 
g(x> Y) = i(X> YP(YL degg < (s - 1,t - 1). 
Analogously, one can show that h(r, y) can be represented as follows: 
h(x, y) = L(x, y)a(x), degA < (s - 1,t - 1). 
We obtain 
W(X, y)B(x, Y) = [g(x, y) + L(x, y) + a(~, y)]a(s)b( y). 
We choose now a number y. f y3 (j = 1,. . . , n) so that w(x,, yo) # 0 for 
k = l,..., n and B(x, yO> + 0. Clearly, 
where G(r, yO) := g(x, yO) + L<x, yO) + (Y(x, y,,) is a polynomial of x with 
deg ~5 < s - 1. Taking into account that all zeros of the polynomial w( x, yO) 
are different from xk for k = 1,. . . , n and deg B < n, it is impossible that 
x - xk divides W(X, yO)B(x, yo) for all k = 1,. . . , n. Consequently, 
6(x, ya) = 0 for all X. Since infinitely many numbers y. of this kind exist, 
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this leads to &(x, y) = 0, and thus c(x, y) = 0, which contradicts B(x, y) 
f 0. W 
PROPOSITION 2.1. Let the assumption of Lemma 2.2 be satisfied and let 
A be the n x n matrix (2.7). Zf there exist polynomials 
Pij( x, E C[ n + S; x], Ytj(Y) E ‘In + t; Yl 
such that 
_L+j( ‘) Pi(x) E P,j( ‘) mod (‘) 
4n+j(Y)4i(Y) E 4ij(Y) mod(b) 1 
(j = 1,2; i = 1,2 ,..., 7-) 
(2.10) 
and 
W( X, y) &ides C( X, y) := 2 [ pil( x)qil( y> - piz( x)qiz( y)] 1 (2.11) 
i=l 
then A’f,g)(x, y) is just the generating function of an w-Bezoutian B (of 
Bezout rank 2r), 
X(x, Y> 
A'f,g)( x, y) = B(x, y) = o(x. y) . 
Proof. Due to Definition 2.2 we have 
and 
If[ xlTcf( a)“ = xZf[ x]’ mod (u) 
Cg( b)Zg[ y] = yZ”[ y] mod (b). 
Consequently, for B(x, y) = Zf[ xlTAZg[ y] we get 
B(x, Y> = ~f[~l”~g[~l c p,(x)y,(y> mod(a,b). 
i=l 
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According to (2.6) this leads to the congruence 
4x, Y)B(X, Y> = [fn+l(al+l(Y) -fn+2(x>gn+2(Y)l 
x i Pi(X)%(Y) mod (u, h). 
i=l 
Taking (2.10) into account, this means, in view of Lemma 2.1 and Lemma 
2.2. that 
B(x, y> = 
x.(x, Y) 
4x, Y) 
mod(a,b). (2.12) 
Since, per assumption, both sides of (2.12) are polynomials of degree less 
than n in x and y, this congruence is in fact an equality, and the proposition 
is proved. n 
3. THE CASE rank o = 2 
In all what follows we shall consider the special cases for which the 
assumption 
rank w = 2 (3.1) 
is satisfied. The assumption (3.1) 1s obviously equivalent to the existence of 
two pairs of linearly independent vectors ($r, $J, 1 I+!J~, +J such that 
w = +,*I,’ - 42G (3.2) 
Such a representation of w is called a rank decomposition of o. We choose 
now n(x) and b(y) as divisors of degree n of 
k&y x) - z&y x) and u+!J;‘( y) - uIcl,“( y), 
respectively, where k, 1, u, v are complex numbers with 
6 := ku - Iv # 0. (3.3) 
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Let the polynomials J(x) E C[n; x], gi(Y> E C[n; y] defined by 
f,(x) = +~-‘(x)+;-~(x) mod(u) 
gi( y) = @f-‘( y)C’( y) mod (b) 1 
(i = 1,2 )...) n) (3.4) 
be linearly independent. We choose the systems 
s:= {fx r)}I’, g := ki( Y)K 
as a basis of C[ n; x 1, C[ n; y 1, respectively. Now, 
Zf[~l“z”[Yl = k [~I(X)~I(Y)lI-l[~e(“)9e(Y)l 
i=l 
(3.5) 
mod (a, b) 
and, since W(X, y> = $~~(x)Icll(Y) - d’~(‘)@z(Y)’ 
Zf[x]'Z"[yJ = 
KY+K(Y) - #c(X)G(Y) 
4x, Y) 
mod (u, b). (3.6) 
Thus, the congruence (2.6) is satisfied, where 
fn+j('> = +y(‘>> gn+j(Y) = e"(Y) (j = 1,2). 
LEMMA 3.1. Assume that 
g5,( x) and c$,( x) are coprime. (3.7) 
Then, for each p(x), there exists a unique c(x) E C[n; x] such that the 
following congruences are satisfied: 
4;(x)@(x) =kp(x) mod(a), (3.8) 
$~(x)@(x) =Zp(x) mod(u). (3.9) 
Proof In case k = 0 the coprimeness of 4,“(x) and a(x) is clear. 
Consequently, for each p(x) the solution F(x) E C[n; x] of (3.9) is unique 
and obviously satisfies (3.8). With the same arguments we get in case 1 = 0 a 
unique solution 6(x> of (3.8) which clearly satisfies (3.9). 
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Suppose now kl # 0. In this case the coprimeness of &“(x) and a(x) for 
i = 1,2 follows from the assumption (3.7). Moreover, we have, per definition 
of a(r), 
Z+;(x) = k&(x) mod(a). 
These facts lead to 
kZp(x) =Z+F(x)F(x) =k&(x)$(x)mod(a). 
Thus, the lemma is proved. 
Analogously, the following is shown. 
LEMMA 3.2. Assume that 
h( y> and llr,( Y) ure coprime. (3.10) 
Then the congruences 
IcllY )G( Y) = u4( Y) mod(b), (3.11) 
rclz”( YM Y) = “d Y) Inod (b) (3.12) 
have a (unique) solution G(y) E C[n; y]. 
LEMMA 3.3. Let the assumptions (3.7) and (3.10) he satisfied, and let 
u(x), b( y) be defined us above. Then w( 2, q) # 0 for all zeros x’ of u(x) and 
all zeros ij of b( y). 
Proof. Let x’ and 9 be arbitrarily chosen zeros of u(x) and b(y), 
respectively. Then, due to the definition of u(x), b( y>, we have 
k4;( 2) - I+,“( 2) = 0, zLl&y tj) - l&y ij) = 0. (3.13) 
Consequently, 
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In view of (3.3) without loss of generality we may assume ku # 0. Then we 
have 
where lv/ku z 1. We distinguish three cases. 
Firstly, we consider the case Iv # 0. According to (3.13) 4:(x’) = 0 leads 
to &J(Z) = 0, and vice versa. Thi,; contradicts the coprimeness of 4, and 
&. Thus, c#+(:) # 0 f or i = 1,2. Analogously we get ei( jj) # 0 (i = 1,2). In 
this way we prove that 
which means that ~(2, 4) # 0. 
Secondly, if, for example, 1 = 0 and v # 0, we have C+,(Z) = 0, which 
leads to 4,(x’) # 0 m view of (3.7). Moreover, we get @r(q) # 0, since 
otherwise ~+!~,(ij) = 0, which contradicts (3.10). So we have proved that 
w(Z, y> # 0. 
Thirdly, we consider the case 1 = 0, v = 0. According to (3.13) this leads 
to &(X> = 0 and I,!Q( q) = 0. Taking (3.7) and (3.10) into account, 4,(x’) and 
I+!J~( 9) both have to be nonzero, which means ~(2, 4) # 0. n 
THEOREM 3.1. Suppose that (3.2) is a rank decomposition of o satisfy- 
ing (3.7) and (3.101, a(x), b(y) are as above, and f, g are defined by (3.4), 
(3.5) form a basis of C[n; xl, C[n; yl, respectively. Let B be the w-Bezoutian 
with the generating function 
B(x, y) = 
where pi E Cn+‘-l, qi E Cnttp’. Then 
B =9-‘A25’. 
where z 5’ are defined in (2.1) and 
(3.14) 
(3.15) 
A = i ,$ fii(Cf(a))‘Gi(Cg(b)), 
2=1 
GENERALIZED COMPANION MATRICES 163 
with F,(x) and Gi( y> being solutions of (3.8), (3.9) and (3.11) (3.12) for 
p(x) = p,(x) and y( y> = qi( y) (i = 1,2,. . . , r), respectively, and 6 being 
defined in (3.3). 
Proof The theorem is proved if we show that the (f, g)-generating 
function of A is equal to B(x, y), i.e. 
A’fJ)( x, y) = B( x, y). (3.16) 
Since, obviously, the assumptions of Proposition 2.1 are satisfied, (3.16) 
follows, in principle, by Proposition 2.1. Let us recall the main steps. Clearly, 
I’[ x]~AZ'[ y] = $ ,k (ei(Cf( u))Z’“[ x])‘l‘?i(Cg(b))‘g[ YI> 
z=l 
which according to (2.3) is congruent to 
ili[x]‘.lg[y] ~~i(x)~i(y)mod(u,b). 
i=l 
Consequently, taking (3.6) into account, we get 
x iI $i(")4i( Y> mod (u, b). (3.17) 
i=l 
Due to the definition of @i(x)yi(y), and 6, the congruence (3.17) leads to 
w( x, y>(lf[ x]“Az”[ y]) 5 f: pi(x)yi( y) mod(a, b). 
i=l 
From Lemma 2.2, Lemma 3.3, and (3.14) it becomes clear that the latter 
congruence leads to the equality (3.16). W 
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4. THE SPECIAL CASE w E GA?(C?‘) 
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We consider now the case 
w= ; ;; 
[ 1 a, P, y> 6 E c, as - yp # 0. (4.1) 
Fora=-6=1andp=y=Oweget w=o,,andfora=S=Oand 
P= -y= lweget w= wH introduced in Section 1. Assume that 
define a rank decomposition of w: 
Clearly, the assumptions (3.7) and (3.10) are always satisfied. For arbitrary 
w E G9(C2) one can find a decomposition (4.2) satisfying b,h, = 0 and 
d,d, = 0. In this case the polynomial systems f = (fi<x>};, g = {gE(y)}; 
defined by 
fi( x) := (a, + blX)2-1(up + b2X)- ‘I gi( y) := (Cl + d, y)l-i(c2 + d,y)“+ (i = 1,2 ,..., n) (4.3) 
form a basis in C[n; x], C[lz; y], respectively. Let us consider as an example 
the case 
b, = 0, d, = 0. (4.4) 
Since in this case b,d, f 0, we may put 
u(x) := (a2 + b,x)” - I, b(y) := (cZ + d,zJ” - 0, (4.5) 
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where 
vl 
#y := 1 - - # 0. 
a;lc; 
THEOREM 4.1. Suppose that (4.2) is a rank decomposition of o satisfy- 
ing (4.4). Let B be the o_Bezoutian with the generating function 
1 
B(.r,y) = i Pi(x)qi(Y)' a + px + yy + 6xy i=, (4.6) 
Then 
B =F’AZ?‘?, 
where x g are defined by (2.11, (4.31, and 
Proof. Apply Theorem 3.1 to the special case considered here. 
Let us discuss now the Toeplitz case 
(4.7) 
n 
1 0 
w=6+= 
[ 1 0 -1 * 
We choose the following rank decomposition: 
4,(x> = ti,( y) = 1, 4%(x> = x, MY> = Y* 
So we have f= {x”~‘};, g = (y”-‘}; and a(x) = xn -I, b(y) = y” - 0 
with 1 - vl ; 0. 
COROLLARY 4.1. 
generating function 
Let B be the generalized Toeplih-Bezoutian with the 
B(x, y) = 
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Then B =/Ax, where /is defined in Remark 2.1 and 
(4.8) 
with $a> as introduced in (2.5). 
A formula of the type (4.8) can also be found in [6, 91. Moreover, there it 
is discussed how to get the known matrix representations for “classical” 
Toeplitz Bezoutians. In particular, the Gohberg-Semencul formulas [7] follow 
from (4.8) if we choose u = I = 0; Ammar-Gader formulas [l] were obtained 
by choosing u = 1, E = 0, or o = 1, 1 = - 1. Clearly, the Hankel case can be 
considered as well. 
Matrix representations for “classical” w-Bezoutians, o of the form (4.1) 
have been already presented in [17] by using transformations to Hankel and 
Toeplitz Bezoutians. To make the results of this paper more comparable with 
those ones of [I7], we are going to rewrite (4.7) in the language used there. 
For this, let us introduce Mobius matrices. We associate with any regular 
complex 2 X 2 matrix 
the linear fractional function x(x) = (ax + b)/(cx + d) mapping C, = C 
U {w) onto itself, and the operator M,( x) acting in C” according to 
Gw x)dW = PC Xb))(~ + dY* 
The matrix of the operator M,( x) with respect to the canonical basis in C” is 
denoted again by M,(x) and is referred to as the Mobius matrix. Consider 
the basis system 
h := {(ax + b)“-l(cx + d)n-i}~, 
and define the basis transformation matrix +%? as in (2.1) byZ?[x] = Ih[r]. 
Since on the other hand 
M,( x)‘Z[ x] = I[ x( x)](cx + d),-l = Zh[ x], 
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we get #= M,( x)r. Temporarily introduce A, 5 as the following matrices: 
Then (4.7) can be written as follows: 
where Cf(u) = A4,(~)rC(a)M,(~~‘) and Cg(b) = M,,( O~C(~)M,( t-‘), 
Moreover, since 
a + px 
w(x,y) =0 iff y=+(x) := -yf, 
the condition (2.11) is equivalent to 
2 [ pjl( X)(“n+l( +)4il)(') - p,,(x)(M,*+l(~)qiz)(r)l = O’ 
5. 
i=l 
MATRIX REPRESENTATIONS FOR GENERALIZED HANKEL 
BEZOUTIANS WITH RESPECT TO A BASIS CORRESPONDING 
TO ORTHOGONAL POLYNOMIALS 
Here we choose a basis system f := (fi(x)}y of C[n; xl, where the f,(x) 
^ . 
satisfy a three-term recursion 
Pi-J-l(X) + (%l - x>fi(x) + w-i+,(~) = 0 (i = 1,2 >...> n) 
(5.1) 
with oi, &EC, p,=O,f,(x)=l, /?,>O forj=l,..., n. For some 
77 E C we put 
%J(4 := PJn+l(~) - rlf,(x). 
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Taking (5.1) into account, we state that 
mod (a,). 
This means that the f-companion matrix Cf(aV,), is tridiagonal. 
Let us recall the following property of the zeros of orthogonal polynomi- 
als, which is known as the 
SEPARATION THEOHEM([$ Theorem 5.31. The zeros of fn< x) and f,, + ,( x) 
mutually separate each other. That is, denoting by x,!~ (i = 1,. . . , n> the 
zeros of fn< xl, 
X n+l,i < xni < Xn+l,i+l (i = l,...,n). 
Using this assertion, we can prove the following. 
LEMMA 5.1. The polynomials fn(x> and a,(x) are coprime. In case 
q z 0 this is also true for the polynomials fn+ ,( x> and a,(x). 
Proof. In case 77 = 0, the coprimeness of fi,< x> and u?(x) is obvious 
from the separation theorem. Suppose now 77 z 0, and assume that there is 
an x0 such that f,,< x0) = 0 and av( x0> = p, fil + 1(x,,) = 0. This is a contra- 
diction to the separation theorem. Analogously the coprimeness of fn+ ,(x) 
and a,(x) in case IJ # 0 is shown. H 
Since, obviously, 
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it is clear that for each p(x) there exists a unique c(x) E C[ n; x] such that 
the following congruences are satisfied (compare Lemma 3.1): 
fn+l(X)C(X) = w(x) mod@,), 
fn(x>F(x) = kid”) mow%J 
Furthermore, we need the following equality, which is well known as the 
Christoffel-Darboux formula in the theory of orthogonal polynomials: 
1 fn+l(X)fn(Y) -fn(r)f7L+1(Y) lf[ x]‘Zf[ y] = p (5.2) 
,L X-Y 
Now we are in a position to prove the following assertion. 
THEOREM 5.1. Let B be the Hankel-Bezoutian with 
function 
B(x, y) = - l i Pi(X)%(Y), 
x-yi=1 
the generating 
(5.3) 
pi(x) E C[n + 1; xl, qi( y) E C[n + 1; yl, and let 77, v be complex num- 
bers, 77 # v. Then B = F’w where 
A= 
and ci, Gi are solutions of 
f,(X)Pi(X) = &Pi(X) mod(%J) 
fn(‘)4i(‘\:) E Pn4i(‘) mod (av) 1 
(i = 1,2 ,..., r). (5.4) 
Proof. First of all we show that the assumption (2.9) is satisfied. Since 
w(r,y) =x--y> a =a,, b =a, (v# v), 
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we have to show that a,(x) and a,(x) have no common zero. Let x0 be such 
that a,(~,> = a,(~,) = 0, which is 
P,,fn+1(%) - vfn(xo) = Pn”L+I(XO) - Vfn(X”> = 0. 
Clearly, the latter means that x,, is a zero of fn< x) and also of fn + ,( x), which 
contradicts the separation theorem. 
Using (5.2) and (5.4) we show that 
A(f,f)( x, y) = B( x, y) 
in an analogous manner as in the proof of Theorem 3.1. n 
We discuss the case CY_ i = 0, pi = 1 (i = 1, . . . , n). The recursion (5.1) 
defines the shifted Chebyshev polynomials of the second kind orthogonal 
with respect to the interval [ - 2,2]. Put 77 = 1, v = 0, and denote 
0 
s’:=s+ ! [o . . . [1 0 0 11, 1 
where S is defined in (1.2). Then the Hankel Bezoutian B with the 
generating function (5.3) looks as follows: 
i=l 
where ci( x), qi( X) are introduced in (5.4) and F is a triangular matrix, which 
realizes the basis transformation of the canonical basis into the basis f 
corresponding to Chebyshev polynomials. In particular, we obtain the follow- 
ing. 
THEOREM 5.2. Let B be the “classical” Hankel Bezoutian with the 
generating function 
B(” y) = p(x)dy) - q(‘)p(y) 
X-Y 
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(5.5) 
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Then B admits the matrix representation 
B =9-‘[ @(S)?‘#) - @(S)Tf@7. 
REMARK 5.1. Because matrices of the form p(S), $<s’> can be diagonal- 
ized by means of discrete orthogonal polynomial transformations, the formula 
(5.5) can be used to develop fast inversion algorithms for Hankel matrices. As 
already mentioned above, we are going to present the details in a forthcoming 
paper. 
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