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Abstract
We study sparse generalized inversesH of a rank-r real matrix A. We give a construction for reflexive generalized inverses having at
most r2 nonzeros. For r = 1 and for r = 2 with A nonnegative, we demonstrate how to minimize the (vector) 1-norm over reflexive
generalized inverses. For general r, we efficiently find reflexive generalized inverses with 1-norm within approximately a factor of
r2 of the minimum 1-norm generalized inverse.
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1. Introduction
Generalized inverses are a key tool in matrix algebra and
its applications. In particular, the Moore-Penrose (M-P) pseu-
doinverse can be used to calculate the least-squares solution of
an over-determined system of linear equations and the 2-norm
minimizing solution of an under-determined system of linear
equations. Sparse optimization aims at finding sparse solutions
of optimization problems, often for computational efficiency in
the use of the output of the optimization. There is a tradeoff
between finding an optimal solution and a sub-optimal sparse
solution, and sparse optimization focuses on balancing the two.
In this spirit, [1] developed left and right sparse pseudoinverses.
[2] introduced and analyzed various sparse generalized inverses
based on relaxing some of the “M-P properties”.
Notation: In what follows, for succinctness, we use vector-
norm notation on matrices; so we write ‖H‖1 to mean ‖vec(H)‖1
and ‖H‖max to mean ‖vec(H)‖max. We use I for an identity ma-
trix and J for a square all-ones matrix, sometimes indicating the
order with a subscript. Matrix dot product is indicated by 〈·, ·〉.
1.1. Pseudoinverses
When a real matrix A ∈ Rm×n is not square or not invertible,
we consider generalized inverses of A (see [6]). The most well-
known generalized inverse is the M-P pseudoinverse, indepen-
dently discovered by E.H. Moore and R. Penrose. If A = UΣV⊤
is the real singular value decomposition of A (see [3], for ex-
ample), then the M-P pseudoinverse of A can be defined as
A+ := VΣ+U⊤, where Σ+ has the shape of the transpose of the
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diagonal matrix Σ, and is derived from Σ by taking reciprocals
of the non-zero (diagonal) elements of Σ (i.e., the non-zero sin-
gular values of A). The M-P pseudoinverse, a central object in
matrix theory, has many concrete uses.
We seek to define different tractable sparse generalized in-
verses, based on the the following fundamental characterization
of the M-P pseudoinverse.
Theorem 1 ([5]). For A ∈ Rm×n, the M-P pseudoinverse A+ is
the unique H ∈ Rn×m satisfying:
AHA = A (P1)
HAH = H (P2)
(AH)⊤ = AH (P3)
(HA)⊤ = HA (P4)
So, the unique H satisfying P1+P2+P3+P4 is the M-P pseu-
doinverse.
We note that not all of the M-P properties are needed for a
generalized inverse to exactly solve key problems:
Proposition 2 (see [2]). If H satisfies P1 and P3, then x := Hb
(and of course A+b) solves min{‖Ax − b‖2 : x ∈ R
n}.
Proposition 3 (see [2]). If H satisfies P1 and P4, and b is in
the column space of A, then Hb (and of course A+b) solves
min{‖x‖2 : Ax = b, x ∈ R
n}.
1.2. Generalized inverses
We are interested in sparse matrices, so P1 is particularly im-
portant to enforce, because the zero-matrix (completely sparse)
always satisfies P2+P3+P4. Following [7], we call:
• any H satisfying P1 a generalized inverse;
• any H satisfying P1+P2 a reflexive generalized inverse;
• any H satisfying P1+P2+P3 a normalized generalized in-
verse.
By Proposition 2, every normalized generalized inverse
solves least-squares problems.
We have the following key property.
Theorem 4 ([7, Theorem 3.14]). If H is a generalized inverse
of A, then rank(H) ≥ rank(A). Moreover, a generalized inverse
H of A is a reflexive generalized inverse if and only if rank(H) =
rank(A).
2. Sparse generalized inverses and a construction
We are interested in sparse generalized inverses. Finding
a generalized inverse (i.e., solution of P1) with the minimum
number of nonzeros subject to various subsets of P2, P3, and P4
(but not all of them) is hard. So we take the standard approach
of minimizing ‖H‖1 to induce sparsity, subject to P1 and vari-
ous subsets of P2, P3, and P4 (but not all of them). From this
point of view, we see that P1, P3 and P4 are linear constraints,
hence easy to handle, while P2 is non-convex quadratic, and so
rather nasty. Because of this, we are particularly interested in
situations where a 1-norm minimizing generalized inverse H is
a reflexive generalized inverse; that is, when
min {‖H‖1 : P1} = min {‖H‖1 : P1 + P2} .
First, we give a recipe for constructing a somewhat-sparse
generalized inverse of A. In particular, if rank(A) = r, then we
construct a reflexive generalized inverse of A having at most r2
nonzeros.
Theorem 5. For A ∈ Rm×n, let r := rank(A). Let A˜ be any
r × r nonsingular submatrix of A. Let H ∈ Rn×m be such that its
submatrix that corresponds in position to that of A˜ in A is equal
to A˜−1, and other positions in H are zero. Then H is a reflexive
generalized inverse of A.
Proof. Without loss of generality, we may assume that A˜ is the
north-west block of A, so
A =
(
A˜ B
C D
)
,
and
H =
(
A˜−1 0
0 0
)
.
It is a simple computation to verify that HAH = H. Further-
more,
AHA =
(
A˜ B
C CA˜−1B
)
.
We have that rank(A) = rank(A˜)+ rank(D−CA˜−1B), where D−
CA˜−1B is the Schur complement of A˜ in A. Therefore rank(D−
CA˜−1B) = 0, and so D = CA˜−1B, and therefore, AHA = A. So,
we conclude that H is a reflexive generalized inverse of A.
3. Exact solution
It is useful to have an explicit formulation of
min {‖H‖1 : P1} = min {‖H‖1 : AHA = A} as a linear-
optimization problem (P) and its dual (D):
(P) min 〈J, T 〉 ; dual var.
subject to:
T − H ≥ 0 ; U
T + H ≥ 0 ; V
AHA = A . W
(D) max 〈A,W〉 ;
subject to:
U + V = J ; T
− U + V + A⊤WA⊤ = 0 ; H
U,V ≥ 0 .
More compactly, we can see (D) also as:
max
{
〈A,W〉 : ‖A⊤WA⊤‖max ≤ 1
}
.
3.1. Rank 1
Next, we demonstrate that when rank(A) = 1, construction
of a 1-norm minimizing generalized inverse can be based on
our construction from Theorem 5. So, in this case, a 1-norm
minimizing generalized inverse can be chosen to be a reflexive
generalized inverse.
Theorem 6. Let A be an arbitrary rank-1matrix, which is, with-
out loss of generality, of the form A := rs⊤, where 0 , r ∈ Rm
and 0 , s ∈ Rn. For all j ∈ M := {1, . . . ,m} and i ∈ N :=
{1, . . . , n}, if a ji (= r jsi) , 0, the matrix
H :=
1
r jsi
eie
⊤
j ,
where ei ∈ R
n and e j ∈ R
m are standard unit vectors, is a reflex-
ive generalized inverse of A. Furthermore, if i and j are selected
respectively as i∗ := argmaxi∈N {|si|} and j
∗ := argmax j∈M{|r j|},
then H is a generalized inverse of A with minimum 1-norm.
Proof. By Theorem 5, H satisfies P1 and P2 for every choice
of i and j. To prove that the minimum 1-norm of H is attained
when i := i∗ and j := j∗, we consider the following linear-
optimization problem, any solution of which is is a generalized
inverse of A with minimum 1-norm.
(P) z := min
∑
i∈N
∑
j∈M
ti j (1)
subject to: (2)
ti j − hi j ≥ 0 , i ∈ N, j ∈ M ; (3)
ti j + hi j ≥ 0 , i ∈ N, j ∈ M ; (4)∑
k∈N
∑
ℓ∈M
apkaℓqhkℓ = apq , p ∈ M, q ∈ N . (5)
2
The dual of (P) is:
(D) z := max
∑
p∈M
∑
q∈N
apqwpq (6)
subject to: (7)
ui j + vi j = 1 , i ∈ N, j ∈ M ; (8)
− ui j + vi j +
∑
p∈M
∑
q∈N
apia jqwpq = 0 , i ∈ N, j ∈ M ; (9)
ui j, vi j ≥ 0 , i ∈ N, j ∈ M . (10)
A feasible solution for (P) is
ti∗ j∗ =
1
|r j∗ ||si∗ |
,
ti j = 0 , if i , i
∗ or j , j∗ (i ∈ N, j ∈ M) ,
hi∗ j∗ =
1
r j∗ si∗
,
hi j = 0 , if i , i
∗ or j , j∗ (i ∈ N, j ∈ M) .
Clearly, ti j = |hi j|, for i ∈ N, j ∈ M. Therefore, (3–4) is satis-
fied. The left-hand side of (5) simplifies to
api∗a j∗qhi∗ j∗ = rpsi∗r j∗ sq
1
r j∗ si∗
= rpsq = apq ,
Therefore (5) is satisfied. Hence the solution is primal feasible.
A feasible solution for (D) can be obtained by setting:
ui j =
1
2
(
1 +
r jsi
|r j∗ ||si∗ |
)
, i ∈ N, j ∈ M ,
vi j = 1 − ui j , i ∈ N, j ∈ M ,
w j∗i∗ =
1
r j∗ |r j∗ |si∗ |si∗ |
,
w ji = 0 , if i , i
∗ or j , j∗ (i ∈ N, j ∈ M) .
It is easy to see that 0 ≤ ui j ≤ 1, because −1 ≤
r jsi
|r j∗ ||si∗ |
≤ 1, and
hence vi j ≥ 0 (for i ∈ N, j ∈ M). We have
vi j − ui j = 1 − 2ui j = −
r jsi
|r j∗ ||si∗ |
.
Next, the left-hand side of (9) simplifies to
−
r jsi
|r j∗ ||si∗ |
+ a j∗ia ji∗w j∗i∗ = −
r jsi
|r j∗ ||si∗ |
+r j∗ sir jsi∗
1
r j∗ |r j∗ |si∗ |si∗ |
= 0.
Therefore (9) is satisfied. Hence the solution is dual feasible.
The objective value of our dual solution is
a j∗i∗w j∗i∗ = r j∗ si∗
1
r j∗ |r j∗ |si∗ |si∗ |
=
1
|r j∗ ||si∗ |
,
which is the objective value of our primal solution.
Therefore, the result follows from the weak-duality theorem
of linear optimization.
3.2. Rank 2
Generally, when rank(A) = 2, we cannot base a 1-norm min-
imizing generalized inverse on our construction from Theorem
5. For example, with
A :=

1 1
1 −1
2 0
 ,
we have a 1-norm minimizing generalized inverse
H :=
(
0 0 1
2
1
2
− 1
2
0
)
.
This H is reflexive as well (because A has full column rank).
We have ‖H‖1 =
3
2
, while all (three) of the (reflexive) general-
ized inverses based on the construction from Theorem 5 have
1-norm equal to 2.
Next, we demonstrate that under a natural but restrictive
condition, specifically if some rows and columns of A can be
multiplied by −1 so that the matrix becomes nonnegative, when
rank(A) = 2, construction of a 1-norm minimizing generalized
inverse can be based on our construction from Theorem 5. So,
in this case of A ≥ 0 and rank(A) = 2, a 1-norm minimizing
generalized inverse can be chosen to be a reflexive generalized
inverse. We note that the rank-2 example above does not satisfy
the condition of our theorem below.
Theorem 7. Let A ∈ Rm×n be a rank-2 matrix such that some
rows and columns of A can be multiplied by −1 so that the
matrix becomes nonnegative. Let A˜ be a nonsingular 2× 2 sub-
matrix of A that minimizes ‖A˜−1‖1 among all such submatrices.
Construct H as per Theorem 5. Then H is a generalized in-
verse of A with minimum 1-norm. Moreover, it is a reflexive
generalize inverse of A.
Proof. First, we demonstrate that without loss of generality, we
can assume that A ≥ 0. Let L and R be diagonal matrices,
with all diagonal entries equal to ±1, so that Aˆ := LAR ≥ 0.
Let Hˆ be any generalized inverse of Aˆ. Then AˆHˆAˆ = Aˆ
⇔ (LAR)Hˆ(LAR) = LAR ⇔ L(LARHˆLAR)R = L(LAR)R ⇔
A(RHˆL)A = A. So Hˆ is a generalized inverse of Aˆ⇔H := RHˆL
is a generalized inverse of A. Because ‖H‖1 = ‖Hˆ‖1, we
can equivalently work with A or Aˆ. We can further see that
HˆAˆHˆ = Hˆ ⇔ Hˆ(LAR)Hˆ = Hˆ ⇔ R(HˆLARHˆ)L = RHˆL ⇔
HAH = H. Therefore, HˆAˆHˆ = Hˆ ⇔ HAH = H. So again,
when considering reflexive generalized inverses, we can equiv-
alently work with A or Aˆ. So, in what follows, we can assume
that A ≥ 0.
We assume without loss of generality that A˜ is in the north-
west corner of A, So we take A to have the form
(
A˜ B
C D
)
.
We may further assume without loss of generality that det(A˜) >
0, interchanging rows if necessary.
Let
W :=
(
W˜ 0
0 0
)
:=
(
A˜−⊤(2I − J)A˜−⊤ 0
0 0
)
.
First, we wish to establish that the objective value of H in (P)
is the same as the objective value ofW in (D). As we know,
A˜−1 =
1
det(A˜)
(
a22 −a12
−a21 a11
)
.
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We have
A⊤W =
(
A˜⊤ C⊤
B⊤ D⊤
) (
W˜ 0
0 0
)
=
(
A˜⊤W˜ 0
B⊤W˜ 0
)
.
Note that A˜⊤W˜ = (2I − J)A˜−⊤. Therefore,
〈A,W〉 = trace(A⊤W) = trace(A˜⊤W˜)
= trace((2I − J)A˜−⊤)
= 2 trace(A˜−⊤) − trace(JA˜−⊤)
= 2
a11 + a22
det(A˜)
−
a11 − a12 − a21 + a22
det(A˜)
=
a11 + a12 + a21 + a22
det(A˜)
= ||A˜−1||1 = ||H||1 .
Next, we will check the dual feasibility ofW, which amounts
to ||A⊤WA⊤||max ≤ 1. We have
A⊤WA⊤ =
(
A˜⊤ C⊤
B⊤ D⊤
) (
W˜ 0
0 0
) (
A˜⊤ C⊤
B⊤ D⊤
)
=
(
A˜⊤W˜A˜⊤ A˜⊤W˜C⊤
B⊤W˜A˜⊤ B⊤W˜C⊤
)
=
(
2I − J (2I − J)A˜−⊤C⊤
B⊤A˜−⊤(2I − J) B⊤A˜−⊤(2I − J)A˜−⊤C⊤
)
.
Clearly ‖2I − J‖max ≤ 1, therefore the north-west block of
A⊤WA⊤ meets the dual-feasibility condition.
Next we consider (2I − J)A˜−⊤C⊤, the north-east block of
A⊤WA⊤. It suffices to check that ‖(2I − J)A˜−⊤γ‖max ≤ 1,
where γ is an arbitrary column of C⊤. We may as well as-
sume that γ is not all zero, because in that case we certainly
have ‖(2I − J)A˜−⊤γ‖max ≤ 1.
We have
(2I − J)A˜−⊤γ =
1
det(A˜)
(
1 −1
−1 1
) (
a22 −a21
−a12 a11
) (
γ1
γ2
)
.
Employing Cramer’s rule, it is easy to check that this is equal
to
1
det(A˜)
(
det(A˜γ/1) − det(A˜γ/2)
det(A˜γ/2) − det(A˜γ/1)
)
,
where
A˜γ/1 :=
(
γ1 γ2
a21 a22
)
and A˜γ/2 :=
(
a11 a12
γ1 γ2
)
.
As rank(A) = 2 and A˜ is nonsingular, we have that
(γ1, γ2) = α(a11, a12) + β(a21, a22),
where
α = det(A˜γ/1)/ det(A˜),
β = det(A˜γ/2)/ det(A˜),
and we do not have α = β = 0 (because we have seen that we
can assume that we do not have γ1 = γ2 = 0, and we have that
A˜ is nonsingular).
In summary, we have
(2I − J)A˜−⊤γ =
(
α − β
β − α
)
. (11)
Considering that A˜ is chosen to minimize ||A˜−1||1 among all
nonsingular 2 × 2 submatrices of A, we have that
||A˜−1||1 ≤ ||A˜
−1
γ/i||1 , (12)
whenever A˜γ/i is nonsingular, for i = 1, 2.
ClaimA+: α > 0⇒ α − β ≤ 1.
Proof. Because we assume A ≥ 0, (12) for i = 1 becomes
a11 + a12 + a21 + a22
det(A˜)
≤
a21 + a22 + (αa11 + βa21) + (αa12 + βa22)
α det(A˜)
.
Simplifying, we obtain
(α − β − 1)(a21 + a22) ≤ 0,
which implies α − β ≤ 1.
ClaimA−: α < 0⇒ α − β < 1.
Proof. Now (12) for i = 1 becomes
a11 + a12 + a21 + a22
det(A˜)
≤
a21 + a22 + (αa11 + βa21) + (αa12 + βa22)
−α det(A˜)
.
Simplifying, we obtain
(1 + α + β)(a21 + a22) ≥ −2α(a11 + a12).
Now, adding −2α(a21 + a22) to both sides, we obtain
(1 − α + β)(a21 + a22) ≥ −2α(a11 + a12 + a21 + a22),
the right-hand side of which is positive, and so we conclude that
α − β < 1.
Claim B+: β > 0⇒ β − α ≤ 1.
Proof. Now (12) for i = 2 becomes
a11 + a12 + a21 + a22
det(A˜)
≤
a11 + a12 + (αa11 + βa21) + (αa12 + βa22)
β det(A˜)
.
Simplifying, we obtain
(1 + α − β)(a11 + a12) ≥ 0,
which implies β − α ≤ 1.
Claim B−: β < 0⇒ β − α < 1.
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Proof. Now (12) for i = 2 becomes
a11 + a12 + a21 + a22
det(A˜)
≤
a11 + a12 + (αa11 + βa21) + (αa12 + βa22)
−β det(A˜)
.
Simplifying, we obtain
(1 + α + β)(a11 + a12) ≥ −2β(a21 + a22).
Now, adding −2β(a11 + a12) to both sides, we obtain
(1 + α − β)(a11 + a12) ≥ −2β(a21 + a22 + a11 + a12),
the right-hand side of which is positive, and so we conclude that
β − α < 1.
ClaimA0: α = 0⇒ 0 < β < 1.
Proof. Certainly α = 0 ⇒ β > 0, because A ≥ 0. We can
further apply Claim B+ and conclude that β = β − α ≤ 1 .
Claim B0: β = 0⇒ 0 < α < 1.
Proof. Certainly β = 0 ⇒ α > 0, because A ≥ 0. We can
further apply ClaimA+ and conclude that α = α − β ≤ 1 .
Therefore, considering (11) and the six claims, we have
‖(2I − J)A˜−⊤γ‖max ≤ 1, and so ‖(2I − J)A˜
−⊤C⊤‖max ≤ 1.
By symmetry, can see that B⊤A˜−⊤(2I − J), the south-west
block of A⊤WA⊤, satisfies ‖B⊤A˜−⊤(2I − J)‖max ≤ 1.
Finally,we consider B⊤A˜−⊤(2I − J)A˜−⊤C⊤, the south-east
block of A⊤WA⊤. We have
‖B⊤A˜−⊤(2I − J)A˜−⊤C⊤‖max
=
1
2
‖B⊤A˜−⊤(4I − 2J)A˜−⊤C⊤‖max
=
1
2
‖B⊤A˜−⊤(4I − 4J + J2)A˜−⊤C⊤‖max
=
1
2
‖B⊤A˜−⊤(2I − J)(2I − J)A˜−⊤C⊤‖max
≤ ‖B⊤A˜−⊤(2I − J)‖max ‖(2I − J)A˜
−⊤C⊤‖max ≤ 1
So we have ‖B⊤A˜−⊤(2I − J)A˜−⊤C⊤‖max ≤ 1, and therefore we
can finally conclude that our constructedW is dual feasible.
Therefore, the result follows from the weak-duality theorem
of linear optimization.
It is natural to wonder whether we can go beyond rank 2,
when A ≥ 0. But the following example indicates that there is
no straightforward way to do this. With
A :=

2 1 0
0 2 1
1 2 0
2 1 1
 ,
we have a 1-norm minimizing generalized inverse
H :=

1
4
− 1
4
0 1
4
0 1
5
2
5
− 1
5
0 3
5
− 4
5
2
5
 .
This H is reflexive (because A has full column rank). We have
‖H‖1 = 3
7
20
, while the four (reflexive) generalized inverses
based on the construction from Theorem 5 have 1-norm equal
to: 5, 4 1
4
, 4, 3 3
5
.
4. Approximation
In this section, for general r := rank(A), we demonstrate how
to efficiently find a reflexive generalized inverse following our
block construction that is within approximately a factor of r2 of
the (vector) 1-norm of the generalized inverse having minimum
(vector) 1-norm.
Definition 8. For A ∈ Rm×n, let r := rank(A). For σ an ordered
subset of r elements from {1, . . . ,m} and τ an ordered subset
of r elements from {1, . . . , n}, let A[σ, τ] be the r × r subma-
trix of A with row indices σ and column indices τ. For fixed
ǫ ≥ 0, if | det(A[σ, τ])| cannot be increased by a factor of more
than 1 + ǫ by either swapping an element of σ with one from
its complement or swapping an element of τ with one from its
complement, then we say that A[σ, τ] is a (1 + ǫ)-local maxi-
mizer for the absolute determinant on the set of r×r nonsingular
submatrices of A.
Theorem 9. For A ∈ Rm×n, let r := rank(A). Choose ǫ ≥ 0,
and let A˜ be a (1 + ǫ)-local maximizer for the absolute deter-
minant on the set of r × r nonsingular submatrices of A. Con-
struct H as per Theorem 5. Then H is a (reflexive) general-
ized inverse (having at most r2 nonzeros), satisfying ‖H‖1 ≤
r2(1 + ǫ)2‖Hopt‖1, where Hopt is a 1-norm minimizing general-
ized inverse of A .
Proof. We will construct a dual feasible solution with objective
value equal to 1
r2(1+ǫ)2
‖H‖1 . By weak duality for linear opti-
mization, we have 1
r2(1+ǫ)2
‖H‖1 ≤ ‖Hopt‖1 .
As in the proof of Theorem 7, we assume without loss of
generality that A˜ is in the north-west corner of A, So we take A
to have the form (
A˜ B
C D
)
.
But notice that we choose A˜ differently than in Theorem 7.
Again, we let
W :=
(
W˜ 0
0 0
)
:=
(
A˜−⊤(2I − J)A˜−⊤ 0
0 0
)
.
We have already seen in the proof of Theorem 7 that 〈A,W〉 =
‖H‖1 . So, it suffices to demonstrate that ‖A
⊤WA⊤‖max ≤ r
2(1+
ǫ)2 (then 1
r2(1+ǫ)2
W is dual feasible).
First we can easily see that
‖A˜⊤W˜A˜⊤‖max = ‖2I − J‖max = 1 ≤ r
2(1 + ǫ)2.
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Next, we consider γ¯ := A˜⊤W˜γ = (2I − J)A˜−⊤γ , where γ is
an arbitrary column of C⊤ . By Cramers’ rule, where A˜i(γ) is A˜
with column i replaced by γ, we have
γ¯ = (2I − J)
1
det(A˜)

det(A˜1(γ))
...
det(A˜r(γ))

=
1
det(A˜)

det(A˜1(γ)) −
∑
i,1 det(A˜i(γ))
...
det(A˜r(γ)) −
∑
i,r det(A˜i(γ))
 .
We have, for j = 1, . . . , r,
|γ¯ j| ≤
r∑
i=1
| det(A˜i(γ))|
| det(A˜)|
≤ r(1 + ǫ) ≤ r2(1 + ǫ)2 ,
because A˜ is a (1+ ǫ)-local maximizer for the absolute determi-
nant.
By symmetry, we can conclude that
‖B⊤W˜A˜⊤‖max ≤ r(1 + ǫ) ≤ r
2(1 + ǫ)2.
Finally, we have
‖B⊤W˜C˜⊤‖max = ‖(B
⊤A˜−⊤)(2I − J)(A˜−⊤C˜⊤)‖max
≤ r2 ‖B⊤A˜−⊤‖max ‖2I − J‖max ‖A˜
−⊤C˜⊤‖max ≤ r
2(1 + ǫ)2 ,
using that A˜ is a (1 + ǫ)-local maximizer for the absolute deter-
minant to conclude that ‖B⊤A˜−⊤‖max ≤ 1+ ǫ and ‖A˜
−⊤C˜⊤‖max ≤
1 + ǫ, and noticing again that ‖2I − J‖max = 1.
We note that in Theorem 9 we could have required the
stronger condition that A˜ globally maximizes the absolute de-
terminant among r × r nonsingular submatrices of A. But we
prefer our hypothesis, both because it is weaker and because
we can find an A˜ satisfying our hypothesis by a simple finitely-
terminating local search. Moreover, if A is rational and we
choose ǫ positive, then our local search is efficient:
Theorem 10. Let A be rational. Choose a fixed ǫ > 0. Then the
number of steps of local search to reach a (1 + ǫ)-local maxi-
mizer of the absolute determinant on the set of r×r nonsingular
submatrices of A is O(poly(size(A)))(1 + 1
ǫ
).
Proof. Let
∆ := max{| det(A˜)| : A˜ is an r × r nonsingular submatrix of A}
and
δ := min{| det(A˜)| : A˜ is an r × r nonsingular submatrix of A}.
So the number of steps k of local search must satisfy (1 + ǫ)k ≤
∆/δ . It is well known that the number of bits to encode ∆ and
δ is polynomial in the number of bits in a binary encoding of A
(see [4], for example). Hence
k =
O(poly(size(A)))
log(1 + ǫ)
≤ O(poly(size(A)))
(
1 +
1
ǫ
)
.
Putting Theorems 9 and 10 together, we get the following
result.
Corollary 11. We have an FPTAS (fully polynomial-time ap-
proximation scheme; see [8]) for calculating a reflexive gen-
eralized inverse H of A that has ‖H‖1 within a factor of r
2 of
‖Hopt‖1 , whereHopt is a 1-normminimizing generalized inverse
of A .
5. Remarks
An interesting issue is whether the analysis of our choice of
A˜ in Theorem 9 is tight — that is, for our choice of A˜, can we
establish a sharper bound than r2 ? Also, is there a better choice
of A˜ in Theorem 9?
Another natural issue is whether we can go beyond rank-2
matrices (see Theorem 7), and with what conditions on A?
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