We prove for outer continuous belief measures defined on compact spaces strong and weak laws of large numbers as Kolmogorov's one for measures. These results contribute to M. Marinacci's (Journal of Economic Theory 84 (1999) 145-195) though with different methods.
Introduction
Since Choquet's ( [4] ) seminal contribution to the study of capacities in potential theory, there is a growing interest for non-additive set functions in various scientific fields such as artificial intelligence, game theory or statistical decision theory. Of particular interest is the theory of evidence ( [18] ), the transferable belief model ( [20] ) based on totally monotone set functions (conjugate of infinite alternated capacities) starting from Dempster's work ( [5] ). In the field of artificial intelligence we can mention the theory of possibilities ( [8] ) and fuzzy sets ( [22] ) based on maxitive set functions. The interest in obtaining limit theorems for sequences of random variables is of primary interest in probability theory and constitutes a strong argument in favour of the frequentist approach to probability theory. The question arises naturally of knowing if such limit theorems can be maintained for non-additive set functions. A positive result is achieved in [12] with a study dedicated to compact spaces. This work is continued through powerful methods on Polish spaces in [13] . Our aim is to obtain similar results for compact spaces for belief measures that satisfy merely outer continuity. An essential feature of our approach which traces back to [19] is that it is based on Choquet's integral representation and relies heavily on [2] 's results which identifies the extreme points of belief measures as filter games. This method has been readily used in previous work of measure theoretic interest in [3] , [15] . The topological approach is made possible by Zhou's work ( [21] ). The structure of the paper is as follows. Section 2 introduces the needed preliminary material, including Choquet's integral representation theorem. Specializing to outer continuous belief measures we obtain the appropriate framework to pursue our study. In section 3 we state and prove for belief measures a weak law of large numbers. The strong law of large numbers is presented in section 4. The final section provides an extension to locally compact spaces.
Definitions, notations and preliminary results
Let Ω be a non empty set and Σ a system of sets with ∅, Ω ∈ Σ. From now on we shall assume that Σ is a multiplicative class i.e. Σ is stable by intersection and union forming. If Σ is a σ-algebra of subsets of Ω, (Ω, Σ) is a measurable space.
We assume from now on that Ω is endowed with an Hausdorff topology which makes it compact. B denotes the Borel σ-algebra. C(Ω) denotes the vector space of (bounded) continuous functions on Ω.
We denote by Σ o the multiplicative class generated by upper sets of continuous functions i.e. A ∈ Σ o if ∃f ∈ C, t ∈ IR such that A = {f ≥ t}. The σ-algebra generated by Σ o denoted by B o is know as the Baire σ-algebra (i.e. the smallest σ-algebra making continuous functions measurable 1 ). If Ω is metrisable then
A real valued set function v on Σ is said to be a set function if v(∅) = 0. A set function is said to be monotone if ∀A,
Given an integer K ≥ 2 a set function v is said to be monotone of order K if
where |I| denotes the cardinal of I. If a set function v is monotone and monotone of order K for all K ≥ 2, v is said to be totally monotone.
Typical examples of outer continuous set functions are given by so called in "cooperative game theory" unanimity games or elementary belief functions : for T ⊂ Ω, T = ∅, let u T be the set function on Σ defined by
These set functions are special cases of filter games 2 i.e., {0, 1}− valued minitive set functions.
The set of outer continuous filter games 3 is strictly larger then the set of unanimity games 4 . We will denote by H o the set of outer continuous and inner regular filter games and by η a generic element. This set functions will play a predominant rôle in the sequel.
Important subclasses of totally monotone set functions are constituted of minitive set functions ( [8] ) and measures. A set function v is said to be minitive if
A set function v is a (finitely additive) measure if it is non-negative and finitely additive i.e., if ∀A,
A {0, 1}− valued set function η is minitive iff the subfamily {A ∈ Σ : η(A) = 1} is a filter.
3 A filter game η is outer continuous if and only if for any weakly decreasing sequence
4 Let P be a diffuse probability measure on a σ-algebra, i.e., P ({ω}) = 0, ∀ω ∈ Ω. Now consider the outer continuous filter game η P defined through η P (A) = 1 iff P (A) = 1. Assume there is T = ∅ such that T ⊂ A whenever P (A) = 1. Pick t ∈ T , since P is diffuse, P (Ω/{t}) = 1 holds, thus Ω/{t} ⊃ T and that is absurd. In fact it is true with any diffuse filter game η, i.e., η(A) = η(A/{ω}), ∀ω ∈ Ω, ∀A ∈ A.
Let v be a totally monotone set function on Σ with Σ ⊃ Σ o and f ∈ C(Ω), the Choquet integral is given through
where the integral under consideration is a Riemann integral. If v is additive, the Choquet integral coincide with standard notions of integral.
A measure v is σ-additive if for all sequences of disjoint sets
where A n ↓ A stands for:
Our choice of defining inner regularity as in [19] through Σ oδ is motived to underline the continuity condition under stake. The choice of the terminology:-inner regular, is motivated by the following observations in Aliprantis-Border ( [1] p.158) about Halmos' Theorem D (p. 221 in [10] ). Let K ∩ B o denote the class of Baire compact set. Take C ∈ Σ oδ , there is a weakly decreasing sequence
As Ω is a compact space from Lemma 4.61 in [1] there are
Thus inner regularity can be stated in a standard way as"tightness"
The connection between inner regularity and outer-continuity can be made precise in the classical additive case (Theorem 9.12 p.338 in [1] ). As K ∩ B o is a compact class, inner regularity implies σ-additivity. However this implication is no longer valid for totally monotone set functions. For this reason we shall work with outer continuous and inner regular totally monotone set functions. 
one to one and onto, moreover Φ is an isomorphism preserving addition and multiplication.
Proof : Let v ∈ T M oc (Σ o ). According to Shafer's Theorem, v * is totally monotone and outer continuous. Let us check that v * is one to one.
We can make V an Hausdorff locally convex topological vector space if we consider its weak topology i.e.,
Proposition 3 V is an Hausdorff locally convex topological vector space.
Proof : Let us consider the family of semi-norms {p f } f ∈C(Ω) where p f : v → | f dv|. This makes V a locally convex topological vector space. We now prove that V is Hausdorff.
Now by upper continuity, for N large enough it holds 
Where ∨, ∧ stand for the usual Sup, Inf operators on functions. And these linear inequalities remain valid when taking nets. Now Φ is continuous with respect to the weak topolgies since for all f ∈ C(Ω), v ∈ Bel oc (Σ o ) we have f dv = f dv * , thus Bel oc ir (B o ) is weak compact too.
In order to obtain a proof of our theorems for totally monotone set functions we shall use a version of Choquet's integral representation theorem (see p.268 in [9] ). Let us recall the setting. Let U be a nonempty compact convex subset of a locally convex Hausdorff vector space L. Denote by A(U) the space of affine continuous functions on U. A function ϕ is said to be affine if ∀x, y ∈ U, ∀λ ∈ [0, 1],
A point x ∈ U is said to be an extreme point of U if ∀ y, z ∈ U, ∀λ ∈]0, 1[, x = λy + (1 − λ)z ⇒ x = y = z. Denote with ex(U) the set of extreme points of U.
Theorem: (Choquet) For every x ∈ U, there is a σ-additive probability m x on ex(U) (with respect to the smallest σ-algebra making all elements of A(U) |ex(U ) measurable) such that for all h ∈ A(U) : 
are totally monotone capacities. As for outer continuity it is immediate. We now prove that they are inner regular. Let B ∈ B o , 
Then for all α ∈ IR, {f ≥ α} ∈ Σ Ho . We now prove that for all α Otherwise if α > 1, {f ≥ α} = {f ≥ α}˜= ∅ and for α ≤ 0, {f ≥ α} = {f ≥ α}˜= H 0 . Hence, {f ≥ α}˜∈ Σ Ho for all α ∈ IR, f ∈ C(Ω). Now consider A ∈ Σ o . There exists f ∈ C(Ω) and t ∈ IR such that A = {f ≥ t} or equivalently
We may now apply Choquet's integral representation theorem to our setting. The second part is an adaptation of Schmeidler's characterization of superadditivity of the Choquet integral ( [16] , see Chap.6 in [6] ).
Theorem 1 Let v be an outer continuous and inner regular belief measure on B o .
Then there exists a unique probability measure m v on σ(Σ o ) such that ∀f ∈ C(Ω),
Moreover, for all f, g ∈ C(Ω)
f + g dv ≥ f dv + g dv and f dv = min{ f dµ : µ ≥ v, µ is a σ-additive probability on B o }.
Proof : Now according to Choquet's theorem there exists some probability measure m v on some σ-algebra Σ Ho on H o such that for any f ∈ C(Ω),
SinceΣ o ⊂ Σ Ho we can take the restriction of
We have by outer continuity,
As in [2] the representing measure m v is uniquely defined through its restriction toΣ o .
For the second part we start with filter games. Let
By construction, f dη = sup{t : η({f ≥ t}) = 1}. Since, η({f ≥ α}) = 1 ⇐⇒ f (η) ≥ α holds for all α ∈ [0, 1], for α = f dη we have η({f ≥ f dη}) = 1. Let f, g ∈ C(Ω), we have η({f ≥ f dη}) = 1 and η({g ≥ gdη}) = 1, by minitivity of η η({f ≥ f dη} ∩ {g ≥ gdη}) = 1 thus η({f + g ≥ f dη + gdη}) = 1 and f + g dη ≥ f dη + gdη follows.
Let v be an outer continuous and inner regular belief measure on B o and f, g ∈ C(Ω). By integration we obtain,
For the last part the proof is standard (e.g. [17] ). Let f 0 ∈ C(Ω) and v a belief measure. Consider the sublinear functional (f → − −f dv), the linear subspace W = V ect(f 0 , 1 Ω ) and the linear functional,
Now according to Hahn-Banach's theorem L admits a linear extensionL to C(Ω). Since (f → − −f dv) is monotone, for f ≤ 0 we have L(f ) ≤ 0 thusL is a monotone linear functional and normalized i.e.L(1 Ω ) = 1. It comes now from Lemma 2 in [21] thatL is represented by a σ-additive probability measure µ L . SinceL(f ) ≥ f dv for all f ∈ C(Ω), by approximation it holds µ L ≥ v on Σ o and by inner regularity to B o . ⊓ ⊔
Weak Law of Large numbers
We adopt a multiplicative notion of independence for random variables. Let f, g be continuous functions. f, g are said to be independent if for all x, y ∈ IR,
Naturally if v is a σ-additive measure this condition is equivalent to the classical one
A sequence {f n } n of measurable is called independent and uniformely bounded if f n , f m are independent for all m, n and there is M ∈ IR such that |f n | ≤ M for all n. We can now enounce the weak law. This result can be found in the topological setting of [12] (Theorem 13 p. 156) under the weaker condition of 2-monotonicity though with equidistribution and a stronger continuity assumption.
Theorem 2 Let v be an outer continuous and inner regular belief measure on A, and {f n } n ⊂ C(Ω) a sequence of independent and uniformely bounded functions. Then for all ǫ > 0,
If moreover the {−f n } n are also pairwise independent functions then
Proof : The proof relies on a direct application of the weak law of large numbers on the probability space (H 0 , σ(Σ o ), m v ). Let {f n } n ⊂ C(Ω) be a sequence of uniformely bounded pairwise independent functions. We may assume after normalization that 0 ≤ f n ≤ 1 for all n. Denote byg the function
We can check that {f n } n is a sequence of uniformely bounded pairwise independent random variables on H 0 . For independence, let x, y ∈ IR then
as for uniform boundedness, for all η ∈ H o , n ∈ IN,
We may apply Tchebitchev's weak law of large numbers to {f n } n . For ǫ > 0, we have
Now by superadditivity, (
Since for all α ∈ [0, 1], η ∈ H 0 , it holds,
we get (
We conclude that,
If moreover the {−f n } n are pairwise independent functions then so are the
Corollary 1 Let v be an outer continuous belief measure on a σ-algebra Σ ⊃ B o for instance Σ = B, and {f n } n ⊂ C(Ω) a sequence of independent and uniformely bounded functions. Then for all ǫ > 0,
Proof : Let v be an outer continuous belief measure on Σ, its inner component (v|Σ o ) * is an outer continuous and inner regular belief measure on B o . Moreover,
Strong Law of Large numbers
We can now specialize to the case of equidistribution and derive the strong law of large numbers. f, g ∈ C(Ω) are said to be identically distributed if for all t ∈ IR,
A sequence {f n } n ⊂ C(Ω) is called independent and identically distributed if f n , f m are independent and identically distributed for all m, n.
Theorem 3 Let v be an outer continuous and inner regular belief measure on B o , and {f n } n ⊂ C(Ω) a sequence of bounded, pairwise independent and identically distributed functions. Then
If moreover the {−f n } n are also pairwise independent and identically distributed random variables then
Proof : The proof relies on a direct application of the strong law of large numbers on the probability space (H 0 , σ(Σ o ), m v ). We have to check first equidistributivity, for all t ∈ IR, n, m ∈ IN, m v ({f n ≥ t}) = m v ({f n ≥ t}˜) = v({f n ≥ t}) = v({f m ≥ t}) = m v ({f m ≥ t}˜) = m v ({f m ≥ t})
Locally compact spaces
We provide in this section a way to extend law of large numbers to locally compact and non-compact spaces. As usual we use Alexandroff's compactification and introduce ∞ the point at infinity which makes Ω ∞ = Ω ∪ {∞} a compact space. Let C ∞ (Ω) denote the space of continuous functions on Ω that are continuous at ∞ i.e. f ∈ C ∞ (Ω) if and only if there exists l ∈ IR such that ∀ǫ > 0, ∃K ∈ K / ∀ω / ∈ K : |f (ω)−l| < ǫ. We can consider the linear isomorhism on C ∞ (Ω) onto C(Ω ∞ ) through Indeed, for allf ∈ C(Ω ∞ ), t ∈ IR it holds, {f ≥ t} = {f ≥ t} ∪ {∞} or {f ≥ t}, ∈ Σ(Ω ∞ ). Now we may apply our previous corollaries 1 and 2 on compact spaces since for all {f n } n ⊂ C ∞ (Ω), if the f n 's are v-independent (and equally v-distributed) then {f n } n ⊂ C(Ω ∞ ) and thef n 's arev-independent (and equallyv-distributed). Naturally the conclusion remains valid if we start with a larger σ-algebra than Σ ∞ for instance B. We could have also only considered continuous functions with compact support and work on the sub σ-algebra B o (Ω) and use the same construction forv.
