A stochastic model for elasticity tensors with uncertain material symmetries  by Guilleminot, Johann & Soize, Christian
International Journal of Solids and Structures 47 (2010) 3121–3130Contents lists available at ScienceDirect
International Journal of Solids and Structures
journal homepage: www.elsevier .com/locate / i jsols t rA stochastic model for elasticity tensors with uncertain material symmetries
Johann Guilleminot *, Christian Soize
Université Paris-Est, Laboratoire Modélisation et Simulation Multi Echelle, MSME UMR8208 CNRS, 5 Bd Descartes, 77454 Marne la Vallée, Francea r t i c l e i n f o
Article history:
Received 31 March 2010
Received in revised form 12 July 2010
Available online 30 July 2010
Keywords:
Elasticity tensor
Material symmetry
Maximum Entropy Principle
Probabilistic model
Uncertainty0020-7683/$ - see front matter  2010 Elsevier Ltd. A
doi:10.1016/j.ijsolstr.2010.07.013
* Corresponding author.
E-mail address: johann.guilleminot@univ-paris-esta b s t r a c t
In this paper, we consider the probabilistic modeling of media exhibiting uncertainties on material sym-
metries. More speciﬁcally, we address both the construction of a stochastic model and the deﬁnition of a
methodology allowing the numerical simulation (and consequently, the inverse experimental identiﬁca-
tion) of random elasticity tensors whose mean distance (in a sense to be deﬁned) to a given class of mate-
rial symmetry is speciﬁed. Following the eigensystem characterization of the material symmetries, the
proposed approach relies on the probabilistic model derived in Mignolet and Soize (2008), allowing
the variance of selected eigenvalues of the elasticity tensor to be partially prescribed. In this context, a
new methodology (regarding in particular the parametrization of the model) is deﬁned and illustrated
in the case of transversely isotropic materials. The efﬁciency of the approach is demonstrated by comput-
ing the mean distance of the random elasticity tensor to a given material symmetry class, the distance
and projection onto the space of transversely isotropic tensors being deﬁned by considering the Riemma-
nian metric and the Euclidean projection, respectively. It is shown that the methodology allows the above
distance to be (partially) reduced as the overall level of statistical ﬂuctuations increases, no matter the
initial distance of the mean model used in the simulations. A comparison between this approach and
the initial nonparametric approach introduced in Soize (2008) is ﬁnally provided.
 2010 Elsevier Ltd. All rights reserved.1. Introduction
The increasing use and modeling of heterogeneous materials
with complex microstructures, such as ﬁber- or nano-reinforced
composites and live tissues, gives rise to many scientiﬁc challenges
deﬁned at various scales. Among these aspects, the macroscopic
modeling of such materials, while trivial at ﬁrst sight, is still a com-
plicated task when the material symmetries of the medium are not
supposed a priori. It is worth noticing that (i) such symmetry prop-
erties are usually assumed for the sake of convenience and/or sim-
plicity (rather than experimentally identiﬁed), and that (ii) all
materials are likely to present a slightly anisotropic behavior
which may or may not be taken into account, depending on
whether the anisotropic contributions are considered as negligible
or not. It should further be pointed out that the question on how to
properly deﬁne material symmetry constraints also arises in the
mesoscale computational modeling and experimental identiﬁca-
tion of random elastic microstructures (see the remark at the end
of this section).
This paper then addresses the stochastic modeling of uncertain
elasticity tensors with unknown material symmetries. No matter
the scale at which the representation is performed, the complex
material can be conceptually ‘‘replaced” as an homogeneous med-ll rights reserved.
.fr (J. Guilleminot).ium whose linear behavior is modeled by a constitutive equation
deﬁned by an overall fourth-order elasticity tensor, denoted by
C, exhibiting uncertainties on the symmetry class to which it
belongs, as well as possible intrinsic randomness (a mesoscopic
modeling resulting in the deﬁnition of the so-called apparent,
stochastic properties (see Hazanov and Huet, 1994; Huet, 1990;
Sab, 1992; Ostoja-Starzewski, 2008) for a detailed discussion and
the deﬁnition of inequalities between the apparent and effective
elasticity tensors). Consequently, the matrix representation
½C 2 Mþ6 ðRÞ (whereMþ6 ðRÞ is the set of all the 6  6 symmetric po-
sitive-deﬁnite real matrices) of the elasticity tensor C has to be
modeled as a random matrix whose probabilistic model must be
constructed. With reference to the fundamental points introduced
above, it should be pointed out at this stage that such a derivation
turns out to be useful (i) in the more general framework of compu-
tational stochastic mechanics, when the randomness arising from
mesoscopic features (see Das and Ghanem, 2009 for an example
of such an application, for instance) or macroscopic uncertainties
on material symmetries may have to be taken into account at the
coarse scale (that is, the scale at which engineering structural
applications are carried out); (ii) in the context of experimental
identiﬁcation, when no a priori assumptions can be made about
the material symmetries exhibited by the microstructure under
consideration, or when such assumptions have to be relaxed.
Such a construction can be achieved within two general sto-
chastic frameworks. A ﬁrst approach, referred to as a parametric
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components of the random matrix [C] and then requires a prior
choice regarding the class of symmetry to which all the realizations
will belong. Clearly, this material symmetry class should include
the expected (or usually assumed) symmetry class and would thus
correspond, in the most general case, to the class of fourth-order
anisotropic elasticity tensors. The parametric approach would then
require the construction of a probabilistic model for 21 statistically
dependent real-valued random variables, so that the joint proba-
bility distribution should be constructed on R21. Such a construc-
tion is clearly intractable in practice, and it should be pointed
out that the complexity of the construction still remains for higher
material symmetries.
An alternative to this modeling relies on the direct construction
of a nonparametric probabilistic model for the matrix-valued ran-
dom variable corresponding to the matrix representation [C]. Such
an approach was ﬁrst introduced for the anisotropic material class
in Soize (2006), Soize (2008) (and experimentally identiﬁed in
Guilleminot et al. (2009) for instance), in a slightly different con-
text. In the sequel, we will refer to this probabilistic model as the
nonparametric probabilistic model for anisotropic media. The con-
struction is based on the use of the Maximum Entropy Principle
(MEP; see Section 3.1) under the following set of constraints:
(i) The usual normalization condition for the probability den-
sity function.
(ii) The constraints induced by the symmetries and positiveness
properties.
(iii) The mean function, which is assumed to be given.
(iv) The constraint related to the existence of the second-order
moment of the inverse matrix norm (allowing, together with
point (ii)), the stochastic non-uniform ellipticity property to
be preserved).
Following a similar methodology, Das and Ghanem (2009) re-
placed constraint (iv) by an uniform ellipticity condition consisting
in introducing a deterministic non-zero lower bound (for the elas-
ticity tensor) which has to be deﬁned and/or constructed. While
these nonparametric probabilistic models beneﬁt from both their
mathematical background and simplicity (and especially regarding
the experimental identiﬁcation, because of a minimal parametriza-
tion), they basically induce anisotropic statistical ﬂuctuations
which cannot be preferably assigned to a set of components of
the random matrix (for instance, with respect to material symme-
tries). This fact was recently pointed out in Ta et al. (2010), where
the authors propose a new class with the nonparametric probabi-
listic approach by adding a new parameter allowing the distance of
the anisotropy class to be measured with respect to the isotropic
symmetry, and to be partly controlled. Such developments are in
the class of the generalized probabilistic approach of uncertainties
(Soize, 2010) corresponding to a coupling between the parametric
probabilistic approach and the nonparametric one. Nevertheless,
for lower material symmetries, such an approach requires the con-
struction of a parametric probabilistic model on a space of high
dimension (5 for transverse isotropy, 9 for orthotropy, etc.).
In this paper, we speciﬁcally address the construction of a prob-
abilistic model and the deﬁnition of a methodology dedicated to
the modeling of an anisotropic elasticity tensor, under the con-
straint that the mean distance of the random elasticity matrix [C]
to a given material symmetry class is speciﬁed. The paper is orga-
nized as follows.
We present, in Section 2, the general framework associated with
material symmetry classes. We introduce distances in the set of
elasticity tensors (from which projections onto the set of elasticity
tensors with given symmetries can be deﬁned), as well as the
eigensystem characterization of material symmetries. In particular,such deﬁnitions will be used in order to deﬁne a set of constraints
on the stochastic eigenvalues of the random elasticity tensor, so
that the (mean) distance to a material symmetry class can be
speciﬁed.
The probabilistic model for symmetric positive-deﬁnite random
matrices verifying a stochastic ellipticity condition (with con-
strained variances on selected eigenvalues), derived in Mignolet
and Soize (2008) and used in this paper, is recalled in Section 3.
A new parametrization is further introduced and the strategy for
simulating independent realizations of the random elasticity ten-
sor is brieﬂy recalled.
The methodology is ﬁnally exempliﬁed in Section 4, where we
consider the case of a symmetry constraint deﬁned with respect
to transverse isotropy. Such an application typically corresponds
to the case of unidirectional composites, for instance. Moreover,
the results obtained by using the proposed approach are compared
with the ones derived from the nonparametric probabilistic ap-
proach for anisotropic media.
Remark: naturally, the constraints on material symmetries con-
sidered in this paper typically hold when dealing with the meso-
scale stochastic modeling of heterogeneous materials, which
have to be modeled as non-homogeneous random media. How-
ever, such a modeling would require the construction of a probabi-
listic model for a tensor-valued random ﬁeld, which is outside the
scope of this work and will be presented in a forthcoming paper.2. Deﬁnition of a distance of an elasticity tensor with arbitrary
material symmetries to the class of elasticity tensors exhibiting
given symmetry properties
2.1. Representation of the elasticity tensor
In the following, we will consider the matrix representation
½C 2 Mþ6 ðRÞ of the fourth-order tensor C (with components Cijk‘)
belonging to the set of elasticity tensors (verifying the usual sym-
metry and positiveness properties), also known as the Kelvin for-
mulation and deﬁned as follows (Mehrabadi and Cowin, 1990):
½C ¼
C1111 C1122 C1133
ﬃﬃﬃ
2
p
C1123
ﬃﬃﬃ
2
p
C1113
ﬃﬃﬃ
2
p
C1112
C2222 C2233
ﬃﬃﬃ
2
p
C2223
ﬃﬃﬃ
2
p
C2213
ﬃﬃﬃ
2
p
C2212
C3333
ﬃﬃﬃ
2
p
C3323
ﬃﬃﬃ
2
p
C3313
ﬃﬃﬃ
2
p
C3312
2C2323 2C2313 2C2312
Sym: 2C1313 2C1312
2C1212
26666666664
37777777775
: ð1Þ
Otherwise stated, the summation on repeated indices is assumed
throughout the paper.2.2. Deﬁnition of distances in the set of elasticity tensors
The question of deﬁning the distance between elasticity tensors
(or equivalently, of ﬁnding the closest approximation of an elastic-
ity tensor with arbitrary symmetry to an elasticity tensor with gi-
ven symmetries) has been largely investigated, especially within
the context of geophysical applications (see Browaeys and Chevrot,
2004 for instance). The calculation of such a distance typically
arises in inverse and/or experimental identiﬁcation, when one
wants to reduce the complexity of a model by best ﬁtting aniso-
tropic measurements to a model with given higher symmetries
(see Fedorov, 1968; Norris, 2006 and the references therein).
Several metrics have been introduced in the literature to quan-
tify the distance between two elasticity tensors. The most widely
used metrics are the Euclidean, Log-Euclidean (Arsigny et al.,
2006) and Riemannian metrics (Moakher, 2006), denoted by dE,
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and C2 by:
dEðC1;C2Þ ¼ kC2  C1k; ð2Þ
dLEðC1;C2Þ ¼ k logðC2Þ  logðC1Þk; ð3Þ
dRðC1;C2Þ ¼ log C1=21 C2C1=21
  : ð4Þ
In addition, we introduce the inner product of two fourth-order
elasticity tensors C and D, and its associated norm, such that:
hC;Di ¼ Cijk‘Dijk‘; kCk ¼ hC;Ci1=2: ð5Þ
The convention stated in Eq. (1) ensures the preservation of the
norm, no matter the representation of the elasticity tensor:
kCk ¼ k½CkF;
where k½CkF ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Trð½C2Þ
q
is the Frobenius norm (or Hilbert–Schmidt
norm) of the real symmetric matrix [C]. Furthermore, the Log-
Euclidean and Riemmanian metrics have the additional property
of invariance by inversion,
dLEðC1;C2Þ ¼ dLEðC11 ;C12 Þ;
dRðC1;C2Þ ¼ dRðC11 ;C12 Þ;
which makes them more attractive than the Euclidean metric when
dealing with elasticity tensors. This property for the Log-Euclidean
and Riemmanian metrics is particularly important when one is
interested in deﬁning the closest approximation (together with its
reference frame) of a tensor belonging to a given symmetry class,
since the result should then be independent on whether the stiff-
ness or compliance tensor is considered.
2.3. Projection onto the set of elasticity tensors with given material
symmetries
Let CSym be a class of elasticity tensors with given symmetries
(isotropy, transverse isotropy, orthotropy, etc.). LetC be a fourth-or-
der elasticity tensorhaving anarbitrary symmetry,with components
Cijk‘ with respect to a given frameR ¼ ð0; e1; e2; e3Þ. We then denote
by CSym ¼ PSymðCÞ the projection of C onto CSym, calculated by using
one of the distance d introduced in the previous section, such that:
CSym ¼ ArgmineC2CSym dðC; eCÞ: ð6Þ
As an example, let CTI be the projection of C onto the set of all the
elasticity tensors exhibiting transverse isotropy with respect to e3.
Using the Euclidean distance dE, it can then be shown that the ma-
trix [CTI] is given by Moakher and Norris (2006):
½CTI ¼
CTI1111 C
TI
1122 C
TI
1133 0 0 0
CTI1111 C
TI
1133 0 0 0
CTI3333 0 0 0
2CTI2323 0 0
Sym: 2CTI2323 0
CTI1111  CTI1122
26666666664
37777777775
;
ð7Þ
where
CTI1111 ¼
1
8
3C1111 þ 3C2222 þ 2C1122 þ 4C1212ð Þ; ð8Þ
CTI1122 ¼
1
8
C1111 þ C2222 þ 6C1122  4C1212ð Þ; ð9Þ
CTI1133 ¼
1
2
C1133 þ C2233ð Þ; ð10Þ
CTI3333 ¼ C3333; ð11Þ
CTI2323 ¼
1
2
C2323 þ C1313ð Þ: ð12ÞIt should be pointed out that such a projection could also be derived
by using either the Log-Euclidean or the Riemannian metric. How-
ever, such projections would require the numerical solving of the
corresponding optimization problem and consequently, would lar-
gely increase the computational time associated in the context of
the probabilistic analysis. For this reason, the Euclidean projection
will be used in this work.
Remark: the closest approximation dCSym of C, as well as its ref-
erence frame dRSym , could be deﬁned as:
d
CSym ¼ PSym eC ½Qopt  ; ð13Þ
in which [Qopt] would be computed by solving the following optimi-
zation problem:
½Qopt ¼ Argmin
½Q 2SOð3Þ
d eeCð½Q Þ;PSym eeCð½Q Þ 	 	; ð14Þ
where d stands either for dLE or dR, SO(3) is the group of all 3-by-3
real orthogonal matrices (with determinant equal +1) and eeCð½Q Þ
would be deﬁned by:eeCð½Q Þijk‘ ¼ ½Q ip½Q jq½Q kr½Q ‘sCpqrs: ð15Þ
Alternatively, Eq. (14) could be formalized by using the matrix rep-
resentation of the elasticity tensor (given by Eq. (1)) and by consid-
ering a parametrization of the orthogonal group SO(6) (see
Mehrabadi et al., 1995). Such a characterization was studied in Buc-
ataru and Slawinski (2009), in which the use of some quantities,
invariant with respect to SO(3) (such as the trace of the second-or-
der symmetric Voigt and dilatation tensors), is proposed so as to
make the minimization procedure easier. Numerical procedures
for estimating such approximations and their reference frames (or
‘‘effective orientations”) have been proposed and successfully ap-
plied in Kochetov and Slawinski (2009c) and Kochetov and Slawin-
ski (2009b), for transversely isotropic and orthotropic tensors,
respectively (see also Kochetov and Slawinski, 2009a). Note ﬁnally
that the question of deﬁning such approximations in the presence
of measurement errors was recently addressed in Bóna (2009).
However, due to the presence of uncertainties which are taken
into account through the probabilistic model inducing statistical
ﬂuctuations, there would not be additional beneﬁt to optimize
the distance with respect to [Q]. Consequently, we will limit the
development in considering the minimization with respect to the
distance (see Eq. (6)).
2.4. Eigensystem characterization of the material symmetry classes
The classiﬁcation of material symmetries has been investigated
by many researchers and was historically based on crystallo-
graphic considerations. Quite recently, other approaches, in which
the elasticity tensors were classiﬁed either by considering the set
of admitted (minor) symmetry planes (see Chadwick et al., 2001;
Cowin and Mehrabadi, 1987) or with respect to symmetry groups
(see Forte and Vianello, 1996; Huo and Del Piero, 1991), were pro-
posed. Both approaches basically result in the deﬁnition of eight
symmetry classes, as shown in Chadwick et al. (2001).
In this work, we follow the second approach and more precisely,
we consider the eigensystem-based coordinate-free characteriza-
tion of the symmetry classes, as deﬁned in Bóna et al. (2007)
(see the references therein for previous applications of this ap-
proach, such as the pioneering work (Rychlewski, 1984) in the case
of transversely isotropic media deﬁned by a known axis). This
characterization allows one to deﬁne coordinate-free conditions
which are necessary and sufﬁcient for the identiﬁcation of the
material symmetry class of a given elasticity tensor. These condi-
tions are formulated through the deﬁnition of the multiplicities
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sponding eigenspaces.
In this framework, it should be noted that (i) the use of the clas-
sical random ensembles from the Random Matrix Theory (Mehta,
2004) (such that GOE, GUE and so on) generally implies all the ran-
dom eigenvalues of the random matrix representation to be of
multiplicity one (no matter the eigenvalue multiplicity orders of
the random matrix mean value), and that (ii) the corresponding
random eigenspaces cannot explicitly be described and con-
strained. It can then be deduced that the distance of each realiza-
tion of the random elasticity tensor to a given (and closest)
symmetry class can be controlled (albeit within a limited extent)
by enforcing the closeness of a few selected random eigenvalues.
Furthermore, while the above classical ensembles of the random
matrices do not allow the mean value of the random eigenvalues
to be speciﬁed, they allow the closeness of several eigenvalues to
be partially controlled by constraining their respective variances.
The present stochastic modeling will thus rely on the probabilistic
model for symmetric positive-deﬁnite random matrices with pre-
scribed variances on several eigenvalues, derived in Mignolet and
Soize (2008) and recalled in the next section.
3. Probabilistic model of random matrix [C]
3.1. Model derivation
The construction of the model relies on the use of the MEP,
introduced in Jaynes (1957a), Jaynes (1957b), Shannon (1948) for
random vectors. We recall that such an approach allows one to
explicitly construct probability distributions using the available
information only, so that no additional bias is introduced by the
probabilistic modeling. The MEP consists in maximizing the mea-
sure of entropy S, deﬁned as:
S ¼ 
Z
Mþ6 ðRÞ
p½Cð½CÞ ln p½Cð½CÞ
 
dC; ð16Þ
with respect to the probability density function p[C], where
[C]´ p[C]([C]) is the probability density function from Mþ6 ðRÞ into
Rþ deﬁning the probability distribution P[C] = p[C] ([C])dC of random
matrix [C] with values inMþ6 ðRÞ. The volume measure dC on the set
MS6ðRÞ of all the symmetric 6  6 real matrices is written as
dC ¼ 215=2Q16i6j66d½Cij (see Soize, 2000). The optimization problem
(16) is solved under the following set of constraints:Z
Mþ6 ðRÞ
p½C ½Cð ÞdC ¼ 1; ð17Þ
E ½Cf g ¼
Z
Mþ6 ðRÞ
½Cp½Cð½CÞdC ¼ ½C; ð18Þ
Z
Mþ
6
ðRÞ
ln detð½CÞð Þp½Cð½CÞdC ¼ b; jbj < þ1; ð19Þ
E ui
T½Cui
 2
 
¼ s2i k2i ; i 2 I # ½1;6; ð20Þ
where det ([C]) and [C]T are the determinant and the transpose of
[C], E{} denotes the mathematical expectation and {(ki,ui)}i are
the eigenvalues and eigenvectors of the mean matrix [C]. The family
fsigi2I is a set of m parameters which are supposed to be either as-
sumed or computed from an experimental inverse identiﬁcation.
The set of constraints deﬁned by Eqs. (17)–(19) basically corre-
sponds to the one previously used and studied in Soize (2000),
Soize (2001). Eq. (17) is the classical normalization condition for
the probability density function, while Eq. (18) means that the
mean matrix is supposed to be known a priori. Eq. (19) impliesthe existence of the second-order moment of the inverse random
matrix norm (see Soize, 2000; Soize, 2001). Finally, the set of con-
straints deﬁned by Eq. (20) allows one to partially prescribe the
variances of m (m 6 6) selected random eigenvalues fkigmi¼1 of [C]
(see Mignolet and Soize, 2008 for a discussion).
Let l0 2 R; ða 1Þ 2 R; ½M1 2 MS6ðRÞ and fs0i 2 Rg6i¼1 be the
Lagrange multipliers associated with the constraints (17)–(20). It
can then be shown that the probability density function
[C]´ p[C]([C]) takes the form:
p½Cð½CÞ ¼ k1 detð½CÞð Þa1 exp tr ½M1T½C
 

X
i2I
s0i u
iT½Cui
 2 !
;
where tr ([C]) is the trace of [C] and k1 is a normalization constant.
Let [U] be the matrix whose columns are the eigenvectors of the
meanmatrix [C] corresponding to the constrained eigenvalues gath-
ered in the diagonal matrix [K]. It can easily be proven that
[C]  [C][U] [K]1[U]T[C] is positive (positive-deﬁnite if m = 0)
and consequently, there is a rectangular n  (n m) real matrix
[D] such that:
½D½DT ¼ ½C  ½C½U½K1½UT½C: ð21Þ
Matrix [D] can be obtained from a singular value decomposition.
The random matrix [C] is next written as:
½C ¼ ½L½G½LT; ð22Þ
where [L] = [[C][U][K]1/2 D]] and [G] is a random matrix whose
probability density function can be readily obtained as:
p½Gð½GÞ ¼ k2 detð½GÞð Þa1 exp tr ½MT½G
 

Xm
i¼1
si½G2ii
 !
; ð23Þ
where k2 is a new normalization constant and the following
changes of variables were performed: ½M ¼ ½LT½M1½L; si ¼ s0ik2i . Fi-
nally, the random matrix [G] is expressed as:
½G ¼ ½H ½HT; ð24Þ
in which [H] is a lower triangular random matrix with probability
density function:
p½Hð½HÞ ¼ k3
Y6
‘¼1
½H5‘þ2a‘‘
 !
 exp tr ½HT½MT½H
 

Xm
i¼1
si
Xi
‘¼1
½H2i‘
 !20@ 1A; ð25Þ
where k3 is an appropriate normalization constant. It can be shown
that [G] is such that
Ef½Gg ¼ ½I6 ð26Þ
and
Ef½G2iig ¼ s2i ; ð27Þ
where [I6] is the 6  6 identity matrix. From Eq. (26), it can be
deduced that [M] is a diagonal matrix, so that the corresponding
Lagrange multipliers can be put into the vectorial form l =
(l1, . . . ,l6) = ([M]11, . . . , [M]66) and Eq. (25) can be written as:
p½Hð½HÞ ¼
Ym
i¼1
k^i½H5iþ2aii
 exp li
Xi
‘¼1
½H2i‘
 !
 si
Xi
‘¼1
½H2i‘
 !20@ 1A

Yn
i¼mþ1
k^i½H5iþ2aii exp li½H2ii
h i

Yn
i¼mþ1
Yi1
‘¼1
k^i‘ exp li½H2i‘
h i
; ð28Þ
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is seen that:
 the terms [H]i‘ are all independent from each other and from
the other elements for i >m and i > ‘, and are normally distrib-
uted with mean 0 and standard deviation 1=
ﬃﬃﬃﬃﬃﬃﬃ
2li
p
. Moreover, it
can be proven that li = 5/2 + a for i >m.
 the terms [H]ii are all independent from each other and from the
other elements for i >m and are distributed according to:p½H
p½Hii ð½HiiÞ ¼ k^i½H
5iþ2a
ii exp li½H2ii
h i
; ½Hii P 0;with li = 5/2 + a.
 for each i ﬁxed in 1, . . . , m, the random variables [H]i‘, for ‘ = 1,
. . . , i are statistically dependent, while the families of random
variables {[H]11}, {[H]21, [H]22}, . . . , {[H]m‘,‘ = 1, . . . ,m} are inde-
pendent. For each i ﬁxed in 1, . . . , m, the joint probability den-
sity function of the random variables [H]i1, . . . , [H]ii is written
as:i1 ;...;½Hii ð½Hi1; . . . ; ½HiiÞ ¼ k^i½H
5iþ2a
ii
 exp li
Xi
‘¼1
½H2i‘
 !
 si
Xi
‘¼1
½H2i‘
 !20@ 1A:Making use of a change of variables, it can also be proven that
the marginal distribution of component [G]ii is:
p½Giið½GiiÞ ¼ ai½G
3=2þa
ii exp li½Gii  si½G2ii
 
; ð29Þ
where [G]ii > 0 (resp. [G]iiP 0) when 3/2 + a is a real positive num-
ber (resp. a positive integer) and ai is a normalization constant.
Let d be the parameter allowing the level of statistical ﬂuctua-
tions of random matrix [G] to be characterized:
d2 ¼ 1
6
E ½G  ½I6k k2F
n o
: ð30Þ
Making use of Eq. (26) and taking advantage of both the algebraic
and probabilistic properties of components [H]i‘, it can further be
shown that:
d2 ¼ 1
6
Xm
i¼1
s2i 
7 ðm=6Þð7þ 2aÞ
5þ 2a : ð31Þ
Finally, we introduce the following measure of statistical ﬂuctua-
tions on the random matrix [C]:
d2C ¼
E ½C  ½Ck k2F
n o
½Ck k2F
: ð32Þ½H0
½H0
½G03.2. Parametrization of the probabilistic model
From the previous sections, it is seen that the probabilistic mod-
el is initially parametrized by a set of 2m + 1 Lagrange multipliers,
namely a, l = (l1, . . . ,lm) and s = (s1, . . . ,sm). However, enforcing
Eq. (26) yields a set of m uncoupled equations in terms of (a,li,si)
(1 6 i 6m) which can be numerically solved for, say, parameter li,
and used to reduce the parametrization to m + 1 parameters. Let
q = 3/2 + a. In the following, we will assume that q is a positive
integer. The system of equations then reads:Z
Rþ
p½Gii ð½GiiÞd½Gii ¼ 1; ð33ÞZ
Rþ
½Giip½Gii ð½GiiÞd½Gii ¼ 1; ð34Þ
for i 2 I and where ½Gii#p½Gii ð½GiiÞ is given by Eq. (29).For small and moderate values of both a and si (typically, a 6 80
and si 6 1000), a closed-form algebraic equation for parameter li
can be readily obtained and used as follows. Proceeding to the
change of variable r ¼ ﬃﬃﬃﬃﬃﬃﬃ2sip ½Gii in Eq. (33), the normalization con-
stant ai is ﬁrst derived as:
ai ¼ ð2siÞ
ðqþ1Þ=2
Cðqþ 1ÞU qþ 12 ; liﬃﬃﬃﬃﬃ2sip
 	
exp
l2
i
8si
  ; ð35Þ
where U (a,x) is the parabolic cylinder function of parameter a and
argument x (see Weber, 1869; Abramowitz and Stegun, 1964). Next,
substituting Eq. (35) in Eq. (34) yields the following equation:
U qþ 3=2;li=
ﬃﬃﬃﬃﬃﬃﬃ
2si
p 
U qþ 1=2;li=
ﬃﬃﬃﬃﬃﬃﬃ
2si
p  ¼ ﬃﬃﬃﬃﬃﬃﬃ2sip
qþ 1 ; ð36Þ
which has to be solved for parameter li. It should be noted that the
resolution of Eq. (36) does not require the normalization constant to
be calculated.
For large values of parameters a and si, Eq. (36) may be tricky to
solve in practice because of numerical inﬁnite values. In this case,
the integralEqs. (33)and(34)have tobesolvednumerically, requiring
thenormalizationconstant tobecalculated foreach trialofparameter
li. This computation can be performed by writing Eq. (33) as:Z
Rþ
exp a0i þ q log ½Gii
  li½Gii  si½G2ii d½Gii ¼ 1; ð37Þ
where log is the Neperian logarithm, a0i ¼ logðaiÞ is a new normali-
zation constant which is used to rescale the integrand and which
may be computed using any optimization algorithm.
3.3. Strategy for simulating realizations of random matrix [C]
The realizations of random matrix [C] can be readily obtained
from the ones of matrix [H], using Eqs. (24) and (22). In the sequel,
Z / Nða; bÞ (resp. Z / Gða; bÞ) means that the random variable Z is
normally (resp. Gamma) distributed with mean value a and stan-
dard deviation b (resp. with parameters a and b).
The terms [H]i‘, with i >m and i > ‘, are easily generated as
Gaussian random variables, with mean 0 and standard deviation
1=
ﬃﬃﬃﬃﬃﬃﬃ
2li
p
(with li = 5/2 + a).
The terms [H]ii, i >m, can be simulated as:
½Hii ¼
ﬃﬃﬃﬃﬃ
Yii
li
s
; ð38Þ
where Yii / Gð3þ a i=2;1Þ and li = 5/2 + a.
An efﬁcient simulation algorithm of the terms [H]i‘, i 6m, has
been proposed in Mignolet and Soize (2008) and is recalled below:
1. Generate the random matrix [H0] whose components are
deﬁned by:ii ¼
ﬃﬃﬃﬃﬃ
Y 0ii
li
s
; Y 0ii / Gð3þ a i=2;1Þ; ð39Þfor i = 1, . . . , m and by:i‘ / N 0;1=
ﬃﬃﬃﬃﬃﬃﬃ
2li
q 
; ð40Þfor i = 1, . . . , m and ‘ = 1, . . . , i  1.
2. Compute the diagonal random matrix [G0] with components:ii ¼
Xi
‘¼1
½H02i‘; i ¼ 1; . . . ;m: ð41Þ3. Generate the terms [G]ii (i = 1, . . . ,m) according to Eq. (29) by
using an algorithm by rejection (see Devroye, 1986) for instance.
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ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
½Gii
½G0ii
s
: ð42ÞTable 1
Euclidean and Riemannian distances to transverse isotropy for the three mean models
[CS], [CM] and [CH].
[CS] [CM] [CH]
dE 0.0537 1.0061 3.6851
dR 0.0036 0.0702 0.22504. Application
In this application, we consider three mean (or nominal) deter-
ministic models, whose elasticity tensors belong to the anisotropic
class and aremore or less close to the transverse isotropy symmetry.
Their respective distances to transverse isotropy will be ﬁrst calcu-
lated. Then, for one of these mean models, we use the presented
probabilistic model and methodology allowing the uncertainties
to be taken into account. These probabilistic models depend on
parameters a and s. We then analyze the dependence of the global
statistical ﬂuctuations and of the mean distance to transverse isot-
ropy with respect to these parameters. Finally, we compare the re-
sults given by this theory with the ones from the nonparametric
probabilistic approach with anisotropic statistical ﬂuctuations.
4.1. Deﬁnition of the mean models and quantiﬁcation of their distances
to the transverse isotropy class
For this application, we will consider three mean models [CS],
[CM] and [CH], respectively corresponding to a small, medium and
large distance to transverse isotropy. They are obtained using a
perturbation of the typical elasticity matrix of a carbon-epoxy uni-
directional composite (with ﬁbers aligned along axis e3) and are
deﬁned as follows (unit is GPa):
½CS ¼
10:1036 0:5391 2:9625 0:0040 0:0071 0:0165
0:5391 10:1061 2:9782 0:0041 0:0070 0:0036
2:9625 2:9782 182:690 0:0197 0:0016 0:0145
0:0040 0:0041 0:0197 14:0339 0:0068 0:0008
0:0071 0:0070 0:0016 0:0068 14:0121 0:0103
0:0165 0:0036 0:0145 0:0008 0:0103 9:5552
2666666664
3777777775
;
½CM  ¼
10:3534 0:6895 2:9143 0:0283 0:0293 0:0004
0:6895 10:5845 3:0054 0:1794 0:2049 0:1017
2:9143 3:0054 183:1239 0:2110 0:0533 0:2894
0:0283 0:1794 0:2110 14:3502 0:3882 0:1864
0:0293 0:2049 0:0533 0:3882 14:5328 0:1060
0:0004 0:1017 0:2894 0:1864 0:1060 10:2945
2666666664
3777777775
;
½CH ¼
10:4270 0:9722 3:4443 0:7987 0:0773 0:3999
0:9722 11:9611 2:5000 1:2461 0:5386 0:1726
3:4443 2:5000 186:1899 0:1625 0:1436 1:4450
0:7987 1:2461 0:1625 16:4521 0:4674 0:3480
0:0773 0:5386 0:1436 0:4674 15:9919 0:6151
0:3999 0:1726 1:4450 0:3480 0:6151 11:0544
2666666664
3777777775
:
We recall that any elasticity matrix exhibiting transverse isotropy
has two eigenvalues of multiplicity two and two eigenvalues of
multiplicity one. Making use of this property, we can obtain a rough
characterization of the distance to transverse isotropy by comput-
ing the eigenvalues of these nominal models, which are:
 Mean model [CS]: k1 = 9.5498, k2 = 9.5709, k3 = 10.5417,
k4 = 14.0102, k5 = 14.0359, k6 = 182.7925.
 Mean model [CM]: k1 = 9.7546, k2 = 10.2847, k3 = 11.0632,
k4 = 14.0443, k5 = 14.8660, k6 = 183.2265.
 Mean model [CH]: k1 = 9.7907, k2 = 11.0559, k3 = 11.8578,
k4 = 15.8393, k5 = 17.2267, k6 = 186.3060.According to the eigensystem characterization of the symmetry
class, the increase of the distance between the eigenvalues k1 and
k2 as well as between k4 and k5 means that the distance to trans-
verse isotropy is higher for [CH] than for [CS]. The distances of the
mean models to transverse isotropy, computed with respect to
both the Euclidean and Riemannian metrics, are given in Table 1.
These results allow the distance value to transverse isotropy to
be correlated with the closeness of the eigenvalues.
4.2. Dependence of the distance to transverse isotropy and of the level
of statistical ﬂuctuations with respect to parameters a and s
In this section, we investigate the capability of the proposed
probabilistic model to describe uncertainties for elasticity tensors
exhibiting material symmetries. For that, we carry out a parametric
analysis of the probabilistic model to evaluate its capacity to gen-
erate realizations almost verifying material symmetries. Below, the
application is limited to the class of transversely isotropic
materials.
Following the previous section, the mean distance to transverse
isotropy may be reduced by enforcing a small variance on the sto-
chastic eigenvalues k1, k2, k4 and k5 (with 0 < k1 6 k2 6 k4 6 k5).
Consequently, the vector s is written as
s ¼ ðs; s;0; s; s;0Þ; ð43Þ
where s is a real positive parameter. In order to be consistent with
the philosophy of the MEP, it should be pointed out here that
enforcing the value of parameter si, i = 1, . . . , m, basically consists
in setting, implicitly, a value of constraint parameter si (see Section
3.1). For each mean model, the matrices [U] and [K], introduced in
Section 3.1, are then respectively deﬁned as:
½U ¼ u1;u2;u4;u5
h i
; ½K ¼
k1 0 0 0
0 k2 0 0
0 0 k4 0
0 0 0 k5
26664
37775: ð44Þ
The mean and coefﬁcient of variation of the six eigenvalues of the
random elasticity matrix are estimated on a set of 2500 realizations
by using mathematical statistics (Serﬂing, 1980). Note that this
number of samples ensures the convergence of the statistical esti-
mates. The mean and coefﬁcient of variation are plotted (in semi-
log scale) on Figs. 1 and 2, for a = 60, mean model [CS] and different
values of s (ranging from 0.1 to 104).
First of all, it is seen that s has a negligible effect on the mean
values of the random eigenvalues, while large values of this param-
eter (typically, sP 104) imply a decrease of 25% (resp. 37%, 44%
and 44%) of the coefﬁcient of variation of k1 (resp. k2, k4 and k5).
Furthermore, it is seen that all the coefﬁcients of variation take
similar values when s tends to 0, which is consistent with the non-
parametric probabilistic approach for the anisotropic class which
may then be recovered. With such a probabilistic model, since all
the eigenvalues still remains stochastic when dC– 0, the coefﬁ-
cients of variation corresponding to the constrained eigenvalues
tend to a constant value (which is different from 0) when s goes
to inﬁnity, which implies that the mean distance to transverse isot-
ropy can only be speciﬁed within a limited range. As expected, the
coefﬁcients of variation of the unconstrained eigenvalues, namely
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Fig. 1. Plot of function s´ E{ki(s)}, for a = 60 and mean model [CS].
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Fig. 2. Plot of function s´ CV{ki(s)}, for a = 60 and mean model [CS].
50 100 150 200 250 300
0
0.005
0.01
0.015
0.02
λ6
PD
F
Fig. 4. Plot of the PDF of the random eigenvalue k6, for s = 1 (black solid line) and
s = 104 (red solid line). Mean model: [CS]. (For interpretation of the references to
colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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of k3 presents a very small variation which may be due to its close-
ness of the constrained eigenvalues). All these comments can also
be visualized on Figs. 3 and 4, where the probability density func-
tions (estimated by using the kernel density estimation method) of
the stochastic eigenvalues are plotted for s = 1 and s = 104 (using
the mean model [CS]).0 5 10 15 20 25
0
0.2
0.4
0.6
0.8
1
λ
PD
F
Fig. 3. Plot of the PDFs of the random eigenvalues ki, i = 1, . . . , 5, for s = 1 (black
solid line) and s = 104 (red solid line). Mean model: [CS]. (For interpretation of the
references to colour in this ﬁgure legend, the reader is referred to the web version of
this article.)The graph of s´ dC(s) is plotted in Figs. 5 and 6, for different
values of parameters a and s.
It is seen that the level of statistical ﬂuctuations is almost inde-
pendent from parameter s, with a decrease of dC of 1% (resp. 0.8%,
0.8% and 0.7%) for a = 20 (resp. a = 40, 60 and 80) when s runs over
[0.1,104]. Furthermore, this level strongly depends on a: the larger
the parameter a is, the smaller the overall level of ﬂuctuation dC.Fig. 5. Plot of function s´ dC(s) for a = 60 (mean model [CS]).
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Fig. 6. Plot of function s´ dC(s) for several values of parameter a (mean model
[CS]).
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Fig. 7. Plot of function s´ E{dR([C], [CTI])} for a = 60 (mean model: [CS]).
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Fig. 8. Plot of functions s´ E{dR([C], [CTI])} for several values of parameter a (mean
model: [CS]).
Table 2
Reduction of Efk^21g and Efk^24g obtained by using the proposed approach in comparison
with the nonparametric probabilistic approach with anisotropic ﬂuctuations.
[CS] [CM] [CH]
Reduction on Efk^21g (%) 32.2 30.9 25.1
Reduction on Efk^24g (%) 45.7 41.4 38
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level of statistical ﬂuctuations dC. The plots of s´ E {dR([C], [CTI])}
are shown in Figs. 7 and 8, for different values of a (corresponding
then to several levels of ﬂuctuations).
It is seen that no matter the value of a, the mean distance to
transverse isotropy can be reduced by increasing the value of
parameter s. For instance, in the case a = 60 (corresponding to0 0.02 0.04 0.06 0.08 0.1 0.12
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Fig. 9. Plots of dC´ E {(k2  k1)2} (left) and dC´ E{(k5  k4)2} (right), for different initial d
approach with anisotropic ﬂuctuations appears in dashed line, while the proposed appro
legend, the reader is referred to the web version of this article.)dC = 0.15), setting s = 104 yields a reduction of about 7% of the
mean distance. It is also observed that this reduction is all the more
important as the value of parameter a is small, which correspond
to large levels of statistical ﬂuctuations (and accordingly, to large
variances of the eigenvalues).
We can now summarize the results above concerning the use of
the mean distance for characterizing the material symmetries for a
stochastic model of the elasticity tensor. For the mean model [CS]
(close to transverse isotropy), corresponding to the most severe
case, the capability of the proposed probabilistic model to describe
the symmetry classes from anisotropy to transverse isotropy is
high when dC is small. In counterpart, as dC increases, this capabil-
ity decreases due to the repulsion phenomena of the random
eigenvalues, physical phenomena which cannot be avoided. Never-
theless, the proposed probabilistic model allows a signiﬁcant
transverse isotropy to be obtained for the random tensor when
its global statistical ﬂuctuations increase.
4.3. Comparison between the proposed stochastic model and the
nonparametric probabilistic approach for anisotropic materials
In this section, we compare the proposed stochastic model and
the nonparametric probabilistic approach for anisotropic materi-
als. In order to study the two probabilistic models, both of them
are calibrated with respect to the level of statistical ﬂuctuations
dC. The parameter s involved in the proposed analysis is set to
104 (thus yielding a reduction of the mean distance to transverse
isotropy). Let k^1 ¼ k2  k1 and k^4 ¼ k5  k4. Following Sections 2.4
and 4.1, the mean distance to transverse isotropy may be reduced
by imposing small values of the second-order moments Efk^21g and
Efk^24g. The plots of dC#Efk^21g and dC#Efk^24g, obtained by consider-
ing the two probabilistic models, are shown in Fig. 9, for the three
mean models ([CS], [CM] and [CH]) and for reasonable levels of sta-
tistical ﬂuctuations (dC 6 0.12). While the second-order moments
obviously increase together with dC for both the proposed model
and the nonparametric approach with anisotropic ﬂuctuations
(no matter the mean model used in the simulations), it is seen that
the proposed approach allows these moments to be signiﬁcantly0 0.02 0.04 0.06 0.08 0.1 0.12
0
2
4
6
8
10
12
δC
E[
(λ
5 −
 λ
4)
2 ]
istances to transverse isotropy ([CS]: black, [CM]: red, [CH]: blue). The nonparametric
ach appears in solid line. (For interpretation of the references to colour in this ﬁgure
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Fig. 10. Plots of dC´ E{dR([C], [CTI])} for a small (left) and medium (right) range of ﬂuctuation parameter dC and for different initial distances to transverse isotropy ([CS]:
black, [CM]: red, [CH]: blue). The nonparametric approach with anisotropic ﬂuctuations appears in dashed line, while the proposed approach appears in solid line. (For
interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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shown in Fig. 10, for different nominal distances to transverse isot-
ropy and for the two probabilistic approaches.
First of all, it is seen that the mean distance increases together
with the overall level of statistical ﬂuctuations, no matter the nom-
inal model or the considered probabilistic model. Then, for the
three mean models used in the computations, the proposed ap-
proach allows the mean distance to be decreased (in comparison
with the nonparametric model for anisotropic materials), the ob-
tained reduction depending on dC. For mean model [CM], the mean
distance to transverse isotropy can thus be reduced by 7% for
dC  0.4 for instance. It is worth noticing that such a reduction
strongly depends on the choice of the symmetry class with respect
to which the mean distance is constrained, and that transverse
isotropy clearly appears as one of the most severe case. Finally, it
is shown that the mean model has a small effect on the mean dis-
tance to transverse isotropy for non negligible levels of statistical
ﬂuctuations (typically, for dCP 0.3).5. Conclusion
In this paper, we considered the stochastic modeling for elastic-
ity tensors with uncertain material symmetries. The proposed ap-
proach is based on the eigensystem characterization of the
symmetry classes and allows the mean distance of the elasticity
tensor to a given symmetry class to be partially controlled.
Making use of a probabilistic model for positive matrices
proposed recently, we derived and exempliﬁed a methodology,
considering the case of a prescribed distance to transverse isot-
ropy. In particular, it was shown that the mean distance can be
signiﬁcantly reduced in comparison with the nonparametric prob-
abilistic model for anisotropic media. The application presented
has been limited to transverse isotropy (that is the most severe
case for the theory developed) and can easily be applied to any
other class of symmetry.
In addition to its capability to represent different classes of
symmetries, the probabilistic model proposed exhibits more
parameters than the previous stochastic models developed in the
literature (within the general framework of nonparametric proba-
bilistic approaches for anisotropic media) and thus, it turns out to
be especially suitable for the fundamental issue of inverse experi-
mental identiﬁcation under material symmetry uncertainties. It
can also be used as a prior stochastic model for the development
of computational approaches, where the underlying randomnessarising from ﬁne scale features may have to be taken into account
at a coarse scale, for instance.
A natural extension of this work will deal with the derivation of
nonparametric stochastic models for tensor-valued random ﬁelds
under material symmetry constraints. Such developments are of
particular interest for the mesoscale modeling of heterogeneous
random media and are currently under investigation.Acknowledgment
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