It is well known that attention mechanisms can effectively improve the performance of many CNNs including object detectors. Instead of refining feature maps prevalently, we reduce the prohibitive computational complexity by a novel attempt at attention. Therefore, we introduce an efficient object detector called Selective Convolutional Network (SCN), which selectively calculates only on the locations that contain meaningful and conducive information. The basic idea is to exclude the insignificant background areas, which effectively reduces the computational cost especially during the feature extraction. To solve it, we design an elaborate structure with negligible overheads to guide the network where to look next. It's end-to-end trainable and easy-embedding. Without additional segmentation datasets, we explores two different train strategies including direct supervision and indirect supervision. Extensive experiments assess the performance on PASCAL VOC2007 and MS COCO detection datasets. Results show that SSD and Pelee integrated with our method averagely reduce the calculations in a range of 1/5 and 1/3 with slight loss of accuracy, demonstrating the feasibility of SCN.
INTRODUCTION
With the development of deep learning, CNN-based detectors have occupied the dominant position in object detection. We prefer one-stage to two-stage detectors as they are fast and efficient in deploying on the ordinary computer even mobile devices, such as SSD [1] . Even though, developers are often troubled by the expense of massive computational budget that results from the deep and wide architecture. To solve this challenging task, some innovative lightweight CNN models have been proposed in recent years, such as MobileNet [2] , Pelee [3] , which can run inference on ordinary device in real time. What's more, there are many methods to compress models, similar to our purpose, such as structured pruning [4, 5] , knowledge distillation [6, 7] , adaptive inference [8, 9] . Existing object detection models always perform convolution calculation on the whole spatial information, which results in a large amount of computation. An important thing that has been overlooked in the past researches is that people will not look closely at all the goals in front of them, due to the efficient strategy that the human visual system has learned imperceptibly through the superior colliculus (SC) structure [10, 11] . Taking the street scene in Fig. 1(b) as an example, the process of searching for bicycles will only speed up under the influence of SC structure, rather than lose targets just because of the missing surrounding information. Guided by this illuminating observation, it is possible to detect specified objects only relying on the partial but significant information mostly from the foreground. Though DCN [12] uses the deformable convolution with spatial domain offsets to focus on the specific objects instead of the adjacent background, dispensable activations on the background locations will be also calculated. And many works [13, 14, 15] only use attention mechanisms to enhance certain features, which violates the original intention to decrease the size of search spaces.
Our motivation is to avoid the generation of spatial information redundancy and it resembles a sophisticated spatial pruning more in line with the efficient human visual system to some extent. We make two major contributions as follows:
• We propose a new efficient method called SCN to selectively perform convolution according to the generated foreground mask, which is specially tailored to object detection. Our method has the following merits: i) Easy to embed. ii) Almost no accuracy loss.
• We explore some effortless strategies to get the foreground mask, including a hand-crafted extended branch called Selective Module, and two entirely different strategies to train the module without requiring use of segmentation datasets, as described in Section 2.3. SCN is designed to bring down the cost of computation on dispensable spatial locations. Applied to the popular SSD [1] , an overview of our network structure can be found in Fig. 2 . Few changes have been made to the original framework except an extended branch called Selective Module for predicting saliency maps. Saliency is to filter the visual information and select interesting ones for further processing [10] . In our overall architecture, saliency maps are rapidly generated from the former shallow feature maps and guide the latter layers where to do calculation through masked-convolutions [16] , where we extend saliency as a binary location-guided mask. As an extended branch, the Selective Module is a tiny architecture and shares features with the shallower trunk branch, inspired by Mask R-CNN [17] . We cautiously design this branch so that it won't put the brakes on the execution of the trunk branch. Module details are described in Section 2.2. After capturing the saliency map, subsequent layers adopt the masked-convolution instead of the vanilla convolution to reduce computation cost extremely effectively as outlined in Fig. 3 , which would lose little information on key locations. Moreover, ignored spatial locations will not predict the detection results for decreasing false positives. For a clearer explanation, the process of masked-convolution can be formulated as:
SELECTIVE
x output = wx input (2)
where x input and x output are input and output respectively, w stands for the filter matrix, and m s is the corresponding Fig. 3 . After im2col, the elements in H in × W in rows of the feature matrix represent the features at corresponding spatial location, and then are selected into h × w ones to join calculation by saliency map, as h × w is the number of non-zero entries in saliency map. Finally, uncalculated locations (light olive) in output matrix will be filled into 0 for restoring shape.
saliency map. im2col [18] converts the feature maps into matrix and col2im is the opposite. F(·) and G(·) indicate the selective and the scatter function, respectively. What's more, different size masks need to be generated corresponding to different sizes of feature maps, and our experiments show that using downsampling with stride-convolution from the original size mask is better than simple pooling to perfect adaption because of the training strategy seen in Section 2.3.
Selective module
Selective Module is an essential component of SCN for guiding the network to do lightweight computing. Although it is not a simple matter to get the saliency map, we argue that our elaborate structure with less computational cost can achieve satisfactory results, as illustrated in Fig. 4 . Motivated by [19, 20, 21] , we adopt an encoder-decoder structure as the transformer for pixel-wise segmentation and use deconvolution as the manner of decoder upsampling, attaching skip architecture. Instead of using preprocessing subnetwork, we propose a plug-and-play network branch to generate foreground masks.
The new branch is attached to the shallower trunk branch and shares the bottom-up structure with the trunk to exceedingly reduce the additionally introduced computation, which can almost eliminate the encoder part. However, the semantics of shared feature is insufficient, and the receptive field is not big enough because of fewer strides. To address this problem, we adopt dilated convolution [22] and non-local [14] to expand the receptive field and aggregation context information for better semantics. The number of channels in the Selective Module is quite small compared with the trunk and the convolutions can be replaced by the depthwise separable unit. Selective Module will generate saliency maps from given feature maps, and which feature to be chosen as input is critical. As discussed above, the selected location determines the capability of the encoder network. Embedded too shallow will make it hard to get desired saliency maps. Meanwhile, too deep location hardly reduces computation. Regard to the VGG-16, a backbone with 300 × 300 pixels resolution, we use the 75 × 75 and the 38 × 38 size output feature maps from the Pool2 and the Pool3 layer for embedded location comparison.
Direct supervision or indirect supervision
Direct Supervision. An obvious way to train our proposed Selective Module is to supervise the mask results directly. Of course, we won't use any segmentation datasets for the sake of fairness. All the ground-truth masks are generated from the bounding boxes. Specifically, we regard the areas inside the bounding boxes as foreground mask 1 and the others as background mask 0. Therefore every ground-truth foreground mask is a square block. The mask value denotes the need for further inference. Note that we experimentally expand one stride size around the ground-truth foreground masks, which can mitigate the harm from the deviation of predicted masks and retain some contextual information. In terms of the loss function, in addition to the common classification loss L c and localization loss L l for detection, we regard saliency as foreground segmentation and define a dedicated per-pixel sigmoid cross entropy as saliency mask loss L m for pixel-wise classification to achieve our goals. Then use a threshold function (ψ = 0.5) for converting the probability map to the binary saliency we need. And these three loss functions compose of a multi-task loss function as L = L c + λ 1 L l + λ 2 L m to jointly optimize parameters. L c and L l are identical as the softmax loss and the smooth L1 loss defined in SSD [1] , and the saliency mask loss L m is defined as:
where N denotes the total number of the coordinates in all saliency masks. L ce is the binary cross-entropy loss. m k is the activation of each coordinate in saliency map, and m * k is the corresponding ground-truth mask described above. Like other multi-task loss, λ 1 and λ 2 commonly aim to balance the three terms. Here we simply set λ 1 = λ 2 = 1. Different from the general way, ignored locations won't calculate classification and regression loss to focus the training target on useful foreground locations.
Indirect Supervision. We can also train the Selective Module in an unsupervised fashion [13, 14] . Predicting detection results on each spatial location of specified feature maps is a key characteristic of one-stage detectors [1, 12] , and different gradients flow at different locations during training. Therefore, it's possible to train and make the mask generation most beneficial to the prediction results without explicit supervision.
The supervision signal of the Selective Module comes entirely from the final classification and detection loss. We think this training strategy leads to better accuracy. To prevent the gradient explosion of the crowded connection to the backbone when training, only the gradient in the guided layers close to detection heads will flow back. And multiplying mask with output feature maps instead of masked-convolution is more conducive to gradient flow during the training phase.
EXPERIMENTS

Implementation details
We implement all models on the PyTorch framework with a uniform input resolution of 300 × 300. For a fair comparison, the experiment settings and training strategies are all similar to the original SSD [1] and no additional tricks except adding Batch Normalization for the training convenience. We use the SGD solver with a weight decay of 0.0005 and a momentum of 0.9. First, the models adopt the warm-up strategy for the first 5 epochs. Subsequently, we set the learning rate to 0.01 initially and then use a step decay strategy. The batch size is set to 32. Comparing with the original model, we double the number of iterations to guarantee sufficient training for the introduction of the additional saliency task.
Results on PASCAL VOC
PASCAL VOC dataset consists of natural images with 20 classes. We train all models on the union set of VOC 2007 trainval and VOC 2012 trainval, and test on VOC 2007 test set. Table 1 shows the performance of various embedded locations and supervision strategies, including reduced computational effort, measured in floating point operations (FLOPs), and accuracy indicator. Since different images have different proportions of background, we take the average of lightweight indicators. We can see that indirect supervision leads to higher accuracy, but they tend to be more conservative and don't dare to ignore too much complex background. While the direct supervision strategy is exactly the opposite. It encourages models to boldly ignore the background under the guidance. From another perspective, 38 × 38 location embedding shows exciting results with just 0.1% to 0.2% degradation. While deeper embedded location can reduce more calculations, observed from the comparison of the embedded location.
Design choice
For more intuitive, some illustrative examples of inferred saliency map can be found in Fig. 5 . The upper two rows show the conservatism of the indirect supervision strategy. Without guidance like direct supervision, the network hardly ignores the complicated background, because small objects are possible to hide in them, such as a cow hidden behind the man in the second row of Fig. 5 . Fig. 5 . Visualization results during processing. For each row, we show an input image, two sets of saliency maps and corresponding information scope, where the maps corresponding from indirect supervision and direct supervision, respectively.
Ablation study
As shown in Table 2 , we use 38 × 38 location embedding models as a baseline for ablation study. Results show that models with indirect supervision are more sensitive to the ablation of complicated subcomponents. But contrary to our intuition, they don't pay off under direct supervision. We consider its a confusing effect caused by the redundant and coarse mask supervision generated by the bounding box. As a matter of fact, the coarse ground-truth masks covered a lot of wrong locations, which make the network hesitate at the edge of objects. In other words, there is a contradiction between good structural performance and unreliable supervision so that we can't design an overly complicated module. Fig. 6 . Comparison with other compression strategies on SSD. 
Performance comparison
The comparative methods are as follows: i) Channel reduce. ii) Resolution reduce. iii) Knowledge distillation with mask guided [7] . iv) Channel pruning with LASSO-based channel selection [4, 23] . Fig. 6 shows our accuracy degradation is very slight though the compression degree is general, which demonstrates the potential of our method. All these strategies are not contradictory and can complement each other in practice.
More challenging experiments
In addition to the experiments of SSD on VOC, We further test on Pelee [3] , a SOTA lightweight detector, and on more challenging MS COCO dataset, which contains more images and smaller objects. For the sake of simplicity, we only show the results of direct supervision in Table 3 and the indirect supervision situation is similar. The results are not much worse than SSD on VOC, which demonstrates the robustness of our method to handle more complicated examples.
CONCLUSION
In this paper, we propose an efficient object detection method to eliminate redundant information processing on useless background locations. Experimental results show that our SCN can reduce the computational cost of SSD and Pelee in a range of 1/5 and 1/3 with little accuracy degradation within 2%, including reducing the computational cost of SSD by about 20% only with 0.2% degradation. All these validate the feasibility of our novel method, and it can be easily integrated in not only ordinary detectors but also lightweight detectors.
