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Abstract
We improve results [6, 3, 4, 5] regarding the stability and attractivity of solutions u of a
large class of initial-boundary-value problems of the form


−ε(t)uxxt + utt − C(t)uxx + (a
′+a)ut = F (u), x∈]0,pi[, t>t0,
u(0, t) = 0, u(pi, t) = 0,
(1)
u(x,t0)=u0(x), ut(x,t0)=u1(x), with u0(0)=u1(0)=u0(pi)=u1(pi)=0. (2)
Here t0 ≥ 0, ε ∈ C
2(I,I), C ∈ C1(I,R
¯
+) (with I := [0,∞[) are functions of t, with C(t) ≥
C = const > 0; F (0) = 0, so that (1) admits the null solution u0(x, t) ≡ 0; a′ = const ≥ 0,
a=a(x,t,u,ux,ut,uxx)≥0, ε(t)≥0. In the proof we use Liapunov functionals W depending on
two parameters, which we adapt to the ‘error’ σ.
Key Words: Nonlinear higher order PDE, Stability, Boundary value problems
1 Introduction
The class (1-2) includes (see e.g. the introduction of [6]) equations arising in Superconductor
Theory [8, 1, 2] and in the Theory of Viscoelastic Materials [9]. We generalize theorem 3.1 of [6],
to which we refer also for examples. To formulate the notions of stability and attractivity[10, 7]
we use the distance d(t) :=d(u, ut, t) between u, u
0, where the norm d(ϕ, ψ, t) is defined by
d2(ϕ, ψ, t) :=
∫ pi
0
[ε2(t)ϕ2xx+ϕ
2
x+ϕ
2+ψ2]dx. (3)
ε2 plays the role of a t-dependent weight for ϕ2xx; for ε≡0, d reduces to the norm needed for the
corresponding second order problem. The vanishing of ϕ, ψ in 0, pi implies |ϕ(x)|, ε(t)|ϕx(x)| ≤
d(ϕ, ψ, t) for all x; a convergence w.r.t. d therefore implies a uniform (in x) pointwise convergence
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of ϕ, and also of ϕx if ε(t) 6=0. Throughout the paper t0 ∈ Iκ := [κ,∞[, κ ∈ R
¯
, ξ > 0. For any
function f(t) we denote f = inft>0 f(t), f = supt>0 f(t).
Def. 1.1 u0 is stable if for any σ∈]0, ξ] there exists a δ(σ, t0)>0 such that
d(t0) < δ(σ, t0) ⇒ d(t) < σ ∀t ≥ t0∈Iκ. (4)
u0 is uniformly stable if δ can be chosen independent of t0, δ = δ(σ).
Def. 1.2 u0 is asymptotically stable if it is stable and ∀t0 ∈ Iκ, ν > 0 there exist δ(t0) > 0,
T (ν, t0, u0, u1)>0 such that:
d(t0) < δ ⇒ d(t) < ν ∀t ≥ t0 + T. (5)
Def. 1.3 u0 is uniformly exponential-asymptotically stable if ∃δ,D,E>0:
d(t0) < δ ⇒ d(t) ≤ D exp [−E(t− t0)] d(t0), ∀t ≥ t0∈Iκ. (6)
2 Main assumptions and preliminary estimates
Assumptions I: We assume that there exist constants k≥ 0, h≥ 0, A≥ 0, ω> 0, ρ> 0, µ> 0,
τ >0 such that
F (0)=0, Fz(z) ≤ k+h|z|ω if |z|<ρ. (7)
C>k, C−ε˙≥µ(1+ε), µ+C/2−2k>0, ε¨>−∞. (8)
0 ≤ a≤Adτ (u, ut, t), a′+ε/2>0 (9)
(we are not excluding a′<0). Setting h = 0 in (7) one obtains the analog assumption considered
in Ref.[6] ; the present one is slightly more general as it may be satisfied with a smaller k, what
makes (8)1 weaker, and/or a larger ρ. Upon integration (7) implies for all |ϕ|<ρ
ϕF (ϕ)≤kϕ2 + hω+1 |ϕ|ω+2,
∫ ϕ
0
F (z)dz ≤ kϕ22 + h|ϕ|
ω+2
(ω+1)(ω+2) . (10)
We recall Poincare´ inequality, which easily follows from Fourier analysis:
φ∈C1(]0, pi[), φ(0)=0, φ(pi)=0, ⇒
pi∫
0
φ2x(x)dx ≥
pi∫
0
φ2(x)dx. (11)
We introduce the non-autonomous family of Liapunov functionals[6]
W (ϕ, ψ, t;γ, θ)=
pi∫
0
[
γψ2+(εϕxx−ψ)2+[C(1+γ)+ε(a′+θ)−ε˙]ϕ2x+a′θϕ2+2θϕψ−2(1+γ)
∫ ϕ(x)
0
F (z)dz
]
dx
2
2
depending on two for the moment unspecified positive parameters θ, γ. LetW (t; γ, θ) :=W (u, ut, t; γ, θ).
In Ref. [6] we have found
W˙ =−
pi∫
0
{
εγu2xt+
[
(a+a′)(1+γ)−θ− εa
2
C−ε˙−
θa2
C
]
u2t+ε(C−ε˙)
[
aut
C−ε˙−
uxx
2
]2
+
3ε
4
(C−ε˙)u2xx
+
[
C
(
θ
2−a′
)
+ε¨+(C−ε˙)(a′+θ)−(1+γ)C˙−2εFu
]
u2x
2 +
θC
4 (u
2
x−u2)+ θC4
[
u+ 2aC ut
]2−θuF}dx
Provided |u|<ρ, θ>max{2a′,−a′}, µ(a′+θ)>2k, (11) with φ=ut, u, implies
W˙ ≤−
∫ pi
0
{[
εγ+(a+a′)(1+γ)−θ−a2
(
1
µ
+
θ
C
)]
u2t+
3
4
µε2u2xx+
[
C
(
θ
2
−a′
)
+ε¨
+µ(a′+θ)+[µ(a′+θ)−2(k+h|u|ω)]ε−(1+γ)C˙
]
u2x
2 − θ
(
ku2+ hω+1 |u|ω+2
)}
dx
≤−
∫ pi
0
{[
εγ+(a+a′)(1+γ)−θ−a2
(
1
µ
+
θ
C
)]
u2t+
3µ
4
ε2u2xx+
[
θ
(
µ+
C
2
−2k
)
+ε¨
−(1+γ)C˙+a′(µ−C)+[µ(a′+θ)−2k]ε
]
u2x
2 −hε|u|ωu2x− hθω+1 |u|ω+2
}
dx. (12)
To find an upper bound for W˙ we make Assumption II:
∀γ > 0 ∃t¯(γ)∈ [0,∞[ such that C˙(1 + γ)≤1 for t≥ t¯. (13)
(13) is fulfilled by t¯(γ)≡ 0 if C˙ ≤ 0, by some t¯(γ)≥ 0 if C˙ t→∞−→ 0. (13) implies ε¨≤ 0: ε¨ > 0 would
imply ε˙ ≥ ε¨t+ε˙(0), ε ≥ ε¨t2/2+ε˙(0)t+ε(0) and by (8)2 that C grows at least quadratically with
t, against (13). We choose
θ > θ1 := max
{
2a′, 2kµ −a′, 5−ε¨−a
′(µ−C)
µ+C/2−2k
}
,
γ > γ1(σ) :=
1+θ+ε/2
a′+ε + γ32σ
2τ γ32 :=
A2
(a′+ε)
(
1
µ+
θ
C
)
.
(14)
These definitions respectively imply, provided t > t¯ and d(t)≤σ<ρ,
θ
(
µ+C/2−2k)+[µ(a′+θ)−2k]ε+ε¨−(1+γ)C˙+a′(µ−C) > 4,
εγ+(a+a′)(1+γ)−θ−a2
(
1
µ+
θ
C
)
≥ a′+ a+a′+εa′+ε [(1+θ+ε/2)
+A2
(
1
µ+
θ
C
)
σ2τ
]
−θ−A2
(
1
µ+
θ
C
)
d2τ ≥ 1+a′+ε/2 > 1.
(15)
If 0<d(t)<σ (12), (15) imply for all t ≥ t¯ the upper bound for W˙
W˙ (u, ut, t; γ, θ)≤−η d2(t) +
pi∫
0
h
[
ε|u|ωu2x+
θ
ω+1
|u|ω+2
]
dx
≤
[
−η +h2ω2
(
ε(t)+ θω+1
)
dω(t)
]
d2(t), η :=min
{
1, 34µ
}
.
(16)
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From the definition of W it immediately follows
W (ϕ, ψ, t; γ, θ) =
pi∫
0
1
2
{(
γ−θ2− 1
2
)
ψ2+
(εϕxx− 2ψ)2
4
+
(εϕxx−ψ)2
2
+ε2
ϕ2xx
4
+[C(1+γ)−ε˙+ε(a′+θ)]ϕ2x+(θa′−1)ϕ2+[θψ+ϕ]2−2(1+γ)
∫ ϕ(x)
0
F (z)dz
}
dx.
Using (8)2, (10) and (11) with φ(x) = ϕ(x) we find for |ϕ|<ρ
W ≥
pi∫
0
dx
2
{[
γ−θ2−1
2
]
ψ2+
ε2ϕ2xx
4
+
[
µ+
(
µ+a′+
θ
2
)
ε
]
ϕ2x+
[(
a′+
ε
2
)
θ−1−k+(C−k)γ−2h(1+γ)|ϕ|
ω
(ω+1)(ω+2)
]
ϕ2
}
.
Choosing θ>θ2 :=max
{
θ1,
C+5/4
a′+ε/2
}
, γ≥γ2(σ) :=γ1(σ)+θ2+1 we find
W>
pi∫
0
1
2
{[
γ−θ2− 1
2
]
ψ2+ε2
ϕ2xx
4
+
[
µ+
(
µ+a′+
θ
2
)
ε
]
ϕ2x
+
[
1
4+(1+γ)
(
C−k− 2h|ϕ|ω(ω+1)(ω+2)
)]
ϕ2
}
dx.
By the inequality |ϕ|<d the expression in the last bracket is positive if
d(t) ≤ σ < ρ2 := min
{
ρ,
[
(C−k)(ω+1)(ω+2)/2h]1/ω} .
Hence for d≤σ the last square bracket is larger than 1/4, and we find the lower bound for W
W (ϕ,ψ,t;γ,θ) ≥ χd2(ϕ,ψ,t), χ := 12 min
{
1
4 , µ+
(
µ+a′+ θ2
)
ε
}
>0. (17)
We also recall the upper bound for W proved in [6] for d ≤ σ:
W (ϕ, ψ, t; γ, θ) ≤ [1+γ(σ)] g(t)B2(d). (18)
The map d ∈ [0,∞[→ B(d) ∈ [0,∞[ is continuous and increasing, hence invertible. Moreover,
B(d) ≥ d. Here we have chosen γ and defined
γ ≥ γ3(σ) := γ2(σ)+1+ a′+θµ +(a′+1)θ = γ31 + γ32σ2τ ,
γ31 :=
1+θ
a′+ε+θ
2+2+ a
′+θ
µ +(a
′+1)θ, g(t) :=C(t)− ε˙(t)2 +1>1,
m(r) :=max{|Fζ(ζ)| : |ζ| ≤ r} , B2(d) := [1+m(d)] d2.
(19)
Fixed σ∈]0, ρ2[, if d<σ we find B2(d)≤ [1+m(σ)]d2 and, by (16-18),
W˙ < −lW + nW 1+ω2 ,
n(t) := h2
ω
2
χ1+
ω
2
[
θ
ω+1+ε(t)
]
, l(t, σ) := λ(σ)g(t) , λ(σ) :=
η
[1+m(σ)][1+γ3(σ)]
.
(20)
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λ(σ) is positive-definite and decreasing. By the Comparison Principle [10], W (t)<y(t) for t > t0,
where y(t) solves the Cauchy problem
y˙ = −ly+ny1+ω/2, y(t0) =W0 :=W (t0)
and we have to choose t0 ≥ t¯. As known, the change of variable z = y−ω/2 reduces this Bernoulli
equation to the linear one z˙ = zlω/2−nω/2, which is easily solved to give the following com-
parison equation for W for t>t0:
W (t)<y(t) =W0 e
−λ
t∫
t0
dτ
g(τ)
{
1−W
ω
2
0
ω
2
t∫
t0
n(τ)e
−ωλ2
∫
τ
t0
dτ′
g(τ′)dτ
}− 2
ω
(21)
A sufficient condition for W˙ (t) to be negative is that n/l < W−
ω
2 , namely
n(t)g(t)
λ
< W
−ω2
0 e
ωλ
2
∫
t
t0
dτ
g(τ)
{
1−W
ω
2
0
ω
2
∫ t
t0
n(τ)e
− ωλ2
∫
τ
t0
dτ′
g(τ′) dτ
}
,
or equivalently, after some algebra, that
W
−ω2
0 > s(t; t0, σ),
s(t; t0, σ) :=
n(t)g(t)
λ(σ) e
−ωλ(σ)2
∫
t
t0
dτ
g(τ) + ω2
∫ t
t0
n(τ)e
− ωλ(σ)2
∫
τ
t0
dτ′
g(τ′) dτ.
(22)
Summing up, W (t) is decreasing and fulfills (21) in [t0,∞[ if d(t) < σ and (22) is satisfied for all
t ≥ t0, or equivalently if
S(t0, σ) := sup
[t0,∞[
s(t; t0, σ)<∞, ∆(t0, σ) :=S(t0, σ)W
ω
2
0 <1. (23)
We give upper bounds for s(t;t0,σ), S(t0,σ) using g only: (19)3, (8)2 imply
g= 12 [C−ε˙]+ C2 +1≥ µ2 (1+ε)+C2 +1 ⇒ 0 ≤ n(t) ≤ α1[α2 + g(t)],
where α1 =
h21+
ω
2
µχ1+
ω
2
, α2 =
[
µθ
ω+1−µ−2−C
]
/2. Hence, as announced,
s(t;t0,σ)≤ α1λ [α2+g(t)]g(t)e
−ωλ2
t∫
t0
dτ
g(τ)
+ ω2
t∫
t0
α1[α2+g(τ)]e
−ωλ2
τ∫
t0
dτ′
g(τ′)
dτ
= α1λ [α2 + g(t0)]g(t0) +
α1
λ
∫ t
t0
e
−ωλ2
∫
τ
t0
dτ′
g(τ′) g˙(τ)[α2 + 2g(τ)]dτ
≤ α1λ [α2+g(t0)]g(t0)+ α1λ
[
1
1+γ3(σ)
− ε¨2
]∫ t
t0
e
−ωλ2
∫
τ
t0
dτ′
g(τ′) [α2+2g(τ)]dτ
(24)
where we have integrated by parts and used (13) to get g˙= C˙−ε¨/2≤1/(1+γ3)−ε¨/2. As ε¨≤0, the
second square bracket is positive; the last integral is an increasing function of t as its argument
is positive, whence
S(t0, σ)≤ α1λ [α2+g(t0)]g(t0) + α1λ
[
1
1+γ3(σ)
− ε¨2
]∞∫
t0
e
−ωλ2
∫
τ
t0
dτ′
g(τ′) [α2+2g(τ)]dτ,
5
and S(t0, σ) <∞ for all t0 ≥ 0 if
G(σ) := h
∫∞
0 e
−ωλ(σ)2
∫
τ
0
dτ′
g(τ′) g(τ)dτ <∞. (25)
Let σ′
M
:= sup{σ ∈R
¯
+| G(σ)<∞}. If h = 0, then G(σ)≡ 0, σ′
M
=∞ and any W0 fulfills (23)2.
It is σ′
M
=∞ also if h> 0 and e.g. g(t)≤K ′+K ′′ta with some K ′,K ′′ > 0, 0≤ a < 1; whereas
h>0 and e.g. g(t)≤K ′+Kt with some K ′>0, K∈]0,ωλ(σ)4 [ gives a finite σ′M>0, determined by
λ(σ′M ) = 4K/ω.
The inequality σ′
M
> 0 and (25) imply
∫∞
0
dt
g(t) =∞: in fact, if it were
∫∞
0
dt
g(t) <∞ it would be
e
−ωλ(σ)2
∫
τ
0
dτ′
g(τ′) > L :=e
−ωλ(σ)2
∫
∞
0
dτ′
g(τ′) >0, whence G(σ) > hL
∫∞
0 g(τ)dτ =∞, for all σ>0.
3 Stability and asymptotic stability of the null solution u0
Theorem 3.1 Assume conditions (7-9) and either C˙ ≤ 0 for all t∈ I, or C˙ t→∞−→ 0. u0 is stable
if σ′
M
>0, asymptotically stable if moreover
∫∞
0
dt
g(t) =∞. u0 is uniformly stable and exponential-
asymptotically stable if g <∞.
Proof. We first analyze the behaviour of r2(σ) := σ
2
1+γ3(σ)
= σ
2
1+γ31+γ32σ2τ
. By (19)1 the positive
constants γ31, γ32 are independent of σ, t0. r(σ) is an increasing and therefore invertible map
r : [0, σM [→ [0, rM [, where:
σM=∞, rM=∞, if τ ∈ [0, 1[,
σM=∞ rM=1/√γ32, if τ=1,
σ2τ
M
:= 1+γ31γ32(τ−1) , rM=[
τ−1
1+γ31
]
τ−1
2τ /
√
τγ
1
2τ
32 , if τ >1,
[in the latter case r(σ) is decreasing beyond σM ]. Next, let ξ :=min{ρ, σM , σ′M} if the rhs is finite,
otherwise choose ξ ∈ R
¯
+; we shall consider an “error” σ∈]0, ξ[. We define κ := t¯[γ3(ξ)] and
δ(σ, t0) := min
{
B−1
[
σ
√
χ√
g(t0)(1+γ3(σ))
]
, B−1
[
[S(t0,σ)]
−
1
ω√
g(t0)(1+γ3(σ))
]}
. (26)
δ(σ, t0) belongs to ]0, σ[, because d≤B(d) impliesB−1(d)≤d, whenceB−1
[
σ
√
χ/
√
g(t0)(1+γ3)
]
≤
σ/4, and is an increasing function of σ. t¯(γ) was defined in (13); it is t¯[γ3(σ)]≤κ, as the function
t¯[γ3(σ)] is non-decreasing. Mimicking an argument of [5, 6] we show that for any t0 ≥ κ, σ∈]0, ξ[
d(t0) < δ(σ, t0) ⇒ d(t) < σ ∀t ≥ t0. (27)
Ad absurdum, assume (27) is fulfilled for all t∈ [t0, t1[ whereas d(t1)=σ, with some t1>t0. (23)
is trivially satisfied if h=0; if h>0 it follows from
W0≤ [1+γ3]g(t0)B2
[
d(t0)
]
< [1+γ3(σ)] g(t0)B
2
[
δ(σ, t0)
] ≤ [S(t0, σ)]− 2ω ,
6
where we have used (18), (26) in the first and last inequality. It implies thatW (t) ≡W [u, ut, t; γ3(σ), θ]
is a decreasing function of t in [t0, t1]. Using (17) and again (18), (26) we find the following con-
tradiction with d(t1) = σ:
χd2(t1) ≤W (t1) < W0 < [1+γ3(σ)] g(t0)B2
[
δ(σ, t0)
] ≤ χσ2.
(27) amounts to the stability of u0; if g<∞ we can replace g(t0) by g in the first inequality of
(24) and obtain by integration the stronger inequalities
s(t; t0, σ) ≤ α1λ(σ)
[
α2 + g
]
g ⇒ S(t0, σ) ≤ α1λ(σ)
[
α2 + g
]
g; (28)
because of (28) we find the uniform stability (Def. 1.1) with
δ(σ) := min
{
B−1
[
σ
√
χ√
g(1+γ3(σ))
]
, B−1
[[
α1g
λ(σ) (α2+g)
]
−
1
ω
√
g(1+γ3(σ))
]}
.
Let now δ(t0) :=δ(ξ/2, t0). By (27) we find that, for any t0≥κ, d(t0)<δ(t0) implies d(t)<ξ/2
for all t≥ t0. ChoosingW (t)≡W [u,ut,t;γ3(ξ/2),θ], on one hand (18) becomes W (t)≤ ηg(t)λ(ξ/2)d2(t),
while by (22), (23)
W
ω
2
0 s
(
t;t0,
ξ
2
)
=W
ω
2
0
[
n(t)g(t)
λ(ξ/2) e
−ω2λ(ξ2)
∫
t
t0
dτ
g(τ) + ω2
∫ t
t0
n(τ)e
−ω2 λ(ξ2)
∫
τ
t0
dτ′
g(τ′) dτ
]
≤∆
(
t0,
ξ
2
)
with ∆(t0,ξ/2)< 1, and 1−W
ω
2
0
ω
2
∫ t
t0
n(τ)e
−ω2 λ( ξ2 )
∫
τ
t0
dτ′
g(τ′) dτ ≥ 1−∆(t0,ξ/2)> 0. These inequalities
and (17), (21) imply
d2(t)≤ W (t)χ < W0χ e
−λ
t∫
t0
dτ
g(τ)

1− ω2W ω20
∫ t
t0
n(τ)e
−ωλ2
τ∫
t0
dz
g(z)
dτ


−2
ω
< ηg(t0)d
2(t0)
λχ e
−λ
t∫
t0
dτ
g(τ)
[
1−∆
(
t0,
ξ
2
)]−2
ω
with λ=λ(ξ/2). The condition
∫∞
0
dt
g(t) =∞ implies that the exponential goes to zero as t→∞,
proving the asymptotic stability of u0; if g < ∞ we can replace g(t0), g(τ) by g in the last
inequality and obtain
d2(t) < d2(t0)
ηg
λ(ξ/2)χ exp
[
−λ(ξ/2)
g
(t−t0)
]
[−∆(t0, ξ/2)]−
2
ω ,
proving the uniform exponential-asymptotic stability of u0: set in Def. 1.3
δ=δ (ξ/2, t0) , D=
√
ηg
λ(ξ72)χ
[
1−∆
(
t0,
ξ
2
)]−2
ω
, E= λ(ξ/2)
2g
.
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