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ABSTRACT 
For a Hermitian matrix H with nonsingular principal submatrix A, it is shown 
that the eigenvalues of the Moore-Penrose inverse of the Schur complement (H/A) 
of A in H interlace the eigenvalues of the Moore-Penrose inverse of H. Moreover, if 
H is semidefinite, it is shown that the eigenvalues of (H/A) interlace the eigenvalues 
of H. 
I. INTRODUCTION 
One of the most elegant results in matrix theory was derived for real 
symmetric matrices by Cauchy [2]. Th e result-known as the Cauchy inter- 
lacing theorem-states that the eigenvalues of a real symmetric matrix are 
interlaced by the eigenvalues of any principal submatrix, i.e., any submatrix 
obtained from the original matrix by deleting the same rows and columns. 
The result is usually extended to Hermitian matrices (those complex matrices 
which are equal to their conjugate transpose) via the Courant-Fischer mini- 
max characterization of the eigenvalues of a Hermitian matrix. 
Given a Hermitian matrix H with nonsingular principal submatrix A, the 
question arises whether the eigenvalues of the Schur complement (H/A) of 
A in H also have this interlacing property. In this paper we will show that the 
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eigenvalues of (H/A) d o not interlace the eigenvalues of H in general but 
that this property does hold if H is semidefinite, i.e., Ii is Hermitian and the 
eigenvalues of H are either all nonnegative or all nonpositive. Further, we 
will show that the eigenvalues of (H/A) + interlace the eigenvalues of H+, 
the Moore-Penrose inverse of H. 
II. PRELIMINARIES 
Throughout this paper let M,,(C) denote the set of n X n complex 
matrices, and for M E M,(C), let M * d enote the conjugate transpose of M. 
A matrix M E M,,(C) is said to be unitary if M * = MP ‘. Further, let H,(C) 
denote the set of n X n Hermitian matrices, and for H E H,(C), let 
h,(H), h,(H), , h,(H) denote th e rea er ( 1) ‘g envalues of H. We adopt the 
convention that A,(H) > A2( H) > ... 2 A,,(H). It is well known that if 
H E H,(C), then H = UDU *, where U is unitary and D = diad A,( H ), 
A,(H), . . . , A,( H )). Moreover, if H is positive semidefinite, then the unique 
positive semidefinite square root of H is given by [6, p. 1811 
H112 = Udiag( Jh,o,Jm,...,Jm)~*. 
The precise statement of the Cauchy interlacing theorem for Hermitian 
matrices follows. 
THEOREM 1 [6, p. 2941. Let H E H,(C) have the partitioned form 
H= $ ;, [ 1 (1) 
where A has order r. Then 
Ai( H) a Aj( A) z Ai+n-r( H), i = 1,2 ,..., r. (2) 
Let H E M,(C) and A E M,.(C), where r < n. Then A is said to be 
imbeddable in H if there exists a unitary matrix U of order n such that 
U*HU contains A as a principal submatrix. 
In [3] Fan and Pall proved the following theorem, which is essentially the 
Cauchy interlacing theorem and its converse. 
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THEOREM 2. Let H E M,(C) and A E M,(C), where r < n. Then a 
necessary and suJfficient condition for A to be imbeddable in H is that the 
inequalities (2) are satisfied. 
For H E H,(C), the inertia of H is defined to be the triple In H = 
(n, 6, v), where r = GT( H), 6 = i3( H), and v = v(H > denote the numbers 
of positive, zero, and negative eigenvalues of H, respectively. Normally In H 
is defined to be the triple (7r, V, 8) but we have changed this order to 
facilitate the proofs. If A is a nonsingular principal submatrix of H, then 
there exists a permutation matrix P such that PHP’ has A in the upper left 
corner. Since the eigenvalues of H remain invariant under a similarity 
transformation, we can assume, without loss of generality, that H has the 
partitioned form (1) where A is nonsingular of order r. In this case, the 
Schur complement of A in H, denoted by (H/A), is defined to be (H/A) = 
D - B*A-‘B. Observe that (H/A) is Hermitian also. 
The following inertial theorem for Schur complements of Hermitian 
matrices was proven by Haynsworth in [4]. 
THEOREM 3. Let H E H,,(C) h ave the partitioned form (1) where A is 
nonsingular. Then In H = In A + In (H/A). 
III. MAIN RESULTS 
We will need the following restatement of a result given by Lancaster and 
Tismenetsky [6, p. 3011. As noted by the referees, this result is a special case 
of the Weyl inequalities [5, Theorem 4.3.71. 
THEOREM 4. Let H = H, + H,, where H,, H, E H,(C), and H, is 
positive semidefinite of rank r. Then 
(i> A,(H) 2 A,(H,), i = 1,2 ,..., n, and 
(ii) A,+,(H) 2 A,(H,), i = 1,2,. . . , n - r. 
We first prove that the eigenvalues of a Schur complement of a,semidefi- 
nite Hermitian matrix interlace the eigenvalues of the matrix itself. 
THEOREM 5. Let H E H,(C) be semio!&nite and have the partitioned 
form (1) where A is nonsingular of order r. Then 
A,(H) a Ai(H/A) 2 A,+,(H), i=1,2 ,..., n-r. (3) 
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Proof. First suppose H E H,(C) is positive semidefinite and has the 
partitioned form (1) where A is nonsingular of order r. Then 
0 0 A B = 
0 D - B*A-‘B + 1 [ B* B*A-‘B 1 
= [i (HO/A)] + [Bc!:,2][~112 A+‘~B]. 
Letting 
H1 = [: (Ho/A)] 
and 
B 
I B*A-‘B ’ 
we see that H = H, + H,, where H, is Hermitian and H, is positive 
semidefinite of rank t-. By Theorem 4, hi(H) >, h&H,), i = 1,2,. . . , n, and 
hi(H,) > A,+,(H), i = 1,2,. . . , n - r. Since H is positive semidefinite, A 
and (H/A) are also positive semidefinite. Thus, Ai = Ai( H/A), i = 
1,2, . . . , n - r, since the spectrum of H, consists of the spectrum of (H/A) 
together with r zeros. Thus, (3) holds. 
If H is negative semidefinite, then -H and -A are positive semidefinite 
and thus ((-HI/(-A)) = -D + B*A-lB = --(H/A) is also positive 
semidefinite by Theorem 3. By the first part of the proof, the eigenvalues of 
-(H/A) interlace those of -H. By Theorem 2, -(H/A) is imbeddable in 
-H, or equivalently (H/A) is imbeddable in H. So (3) holds by Theorem 2. 
n 
Note that Theorem 2 and Theorem 5 imply that a Schur complement of a 
semidefinite matrix can be imbedded in the matrix itself. 
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The following example shows that the theorem does not hold for Hermitian 
matrices in general. 
EXAMPLE 1. Consider the symmetric matrix 
H= ’ 2 
[ 1 2 1 
For the submatrix A = [h,, ] = [l], (H/A) = [ - 31 and - 3 does not inter- 
lace the eigenvalues - 1 and 3 of A. Note, however, that the reciprocal of 
-3 does interlace the reciprocals of - 1 and 3. 
The following lemma shows that this interlacing property holds for the 
reciprocals of the eigenvalues of nonsingular Hermitian matrices. 
LEMMA 1. Let the nonsingular matrix H E H,(C) have the partitioned 
form (1) where A is nonsingular of order r. Then 
Ai( H-‘) 2 hi(( H/A)-‘) > A,+,( H-l), i = 1,2,. . .,n -r. (4) 
Proof. It is well known [l] that if H is nonsingular and has the 
partitioned form (1) where A is nonsingular, then 
H_l = A-'+A-' B(H/A)-'B*A-' -A-'B(H/A)-1 
-(H/A)-'B*A-~ 1 (H/A)_' . 
Since H- ’ is Hermitian, the result then follows by Theorem 1. w 
We now extend this result to singular Hermitian matrices by showing that 
if H E H,(C) has the partitioned form (1) where A is nonsingular, then the 
eigenvahres of (H/A) + interlace the eigenvalues of H+. 
For a Hermitian matrix H, let 
i 
Ai:l-i(H), i = 1,2,...,7~, 
A+(H)= 0, i = 7r + 1, 77 + 2, . . . , 77 + 6, 
A- n:m+B+l_i(H), i = ST+ 6+ l,..., n. 
Note that A:(H) 2 Al(H) > **a > AZ(H). We now establish that these 
generalized reciprocals of eigenvalues of H are interlaced by the generalized 
reciprocals of the eigenvalues of the Schur complement of A in H, where A 
is a nonsingular principal submatrix of H. 
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LEMMA 2. Let H E H,(C) have the partitioned form (1) where A is 
nonsingular of order r. Then 
A+(H)> ~+(H/A) > h,',,.(H), i = 1,2 ,..., n -r. (5) 
Proof. Suppose that H E H,(C) has the partitioned form (1) where A is 
nonsingular of order r, In H = (r, 6, v), and In A = (rr, , 0, Y,). Conse- 
quently, In(H/A) = (r - rri, 6, v - vi) by Theorem 3. Let mH denote the 
minimumof{)h,(H>l: A,(H) # O}, an d mA denote the minimum of 11 Ai( A)[}. 
Let E be a positive number smaller than min{m,, mA}, and let H, = H + 
&I,, A, = A + cl,, and D, = D + &I,_,. Since (HE/A,) = D, - B*A;lB, 
we have (Hz/A,) + (H/A) as E + 0. Also, In H, = (71. + 6,0, V) and 
In A, = In A. 
First we will use Lemma 1 to establish that A+( H/A) > A:+,.( H ), 
i = 1,2, , n - r, by considering the following exhaustive cases on the 
index i: 
Case (i). Suppose i + r < r, which implies i < r - r < n - r. Then 
A+( He/A,) = A,[(H,/A,)-‘1 > A,+l.(H;l> = AT+.(H,) > 0 by Lemma 1. 
By continuity (i.e., the eigenvalues of a matrix are a continuous function of 
the elements of the matrix), A+( H/A) > AT+.(H) > 0. 
Case (ii). Suppose rr + 1 < i + r < rr + 6, which implies i =S VT - r + 6 
- rrl + 6. Then At?+.< H) = 0 and A+( H/A) > 0, which implies 
??;IH/A) > A+ (HI = 0. 
Cask (iii). SuppZ.~ rr + S < i + r < 3- + r - QTl +6=7r+zJ,+8<n, 
which implies i < IT - rTTI + 6. Then AT+.(H) < 0 and A+(H/A) > 0, 
which implies A+( H/A) > A,$+ ,( H >. 
Case (iv). Suppose n + S < rr + r - r1 + 6 < i + r < n, which implies 
r - rTT1 + 6 < i < n - r. Then, by Lemma 1 
0 > A’(H,/A,) = Ai[(H,/AJ’] 2 Ai+.(H,-‘) = A,+,,(H,). 
By continuity, 0 > A+( H/A) > A:+.(H) and we have established 
A’( H/A) 2 A:,,(H), i= 1,2 ,..., n-r. 
Next we will show A+(H) > A+( H/A), i = 1,2, , n - r, by consider- 
ing a second set of exhaustive cases on the index i: 
Case (v). Suppose that i < r - rl. Then, by Lemma 1; 
A’( H,) = Ai(H;‘) > A,[( H,/A,)P1] = A+(H,/A,) > 0. 
By continuity, AT(H) > A+( H/A) > 0. 
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Case (vi). Suppose rr - rrl <i<r+6,ThenA+(H)>OandA,?(H/A) 
< 0, which implies AT(H) >, A:( H/A). 
Case (vii). Supp ose n + 6 < i < n - r. Then, by Lemma 1, 
0 > A’( H,) = Ai(H,‘) > A& He/A,)-‘1 = A+( HJA,), 
and by continuity, 0 > h,?(H) > A,?( H/A). Thus, A+(H) >, A+( H/A), 
i = 1,2,. . . , n - r, and so (5) holds. 
For Hermitian matrix with nonsingular principal submatrix we 
of (H/A) + interlace the eigenvalues of 
THEOREM 6. Let H E H,,(C) have the partitioned form (1) where A is 
nonsingular of order r. Then 
Aj( H+) > Ai(( H/A)+ ) > A,+,( H+), i = I,2 >, ..> n - r. (6) 
Proof. Suppose H E H,,(C) has the partitioned form (I) where A is 
nonsingular of order r. Since H and (H/A) are Hermitian, there exists a 
unitary matrix U such that H = UDU *, where D= 
diadA,(H), A,(H),. . , A,(H)), and a unitary matrix V such that (H/A) = 
VEV *, where E = diag(A,(H/A), A\,(H/A), , A,_,(H/A)). It is well 
known that (i) if D = diag(d,, dp, . , d,,) then D’= diadd:, d:, , d,:) 
where d: = d,’ if di # 0 and d+ = 0 if di = 0, and that (ii) if H = UGV, 
where U and V are unitary, then H’= VhGtU*. Thus, H’= UD+U* and 
(H/A)+= VE+V*. NOW, Ai = A+(H), i = 1,2,. , II, and 
A,((H/AjS) = A+( H/A), i = 1,2,. . , n - r, by the definition of AT(H). 
Thus, (6) holds by Lemma 2. n 
Observe that Theorem 2 and Theorem 6 imply that the Moore-Penrose 
inverse of a Schur complement of a Hermitian matrix can be imbedded in the 
Moore-Penrose inverse of the matrix itself. 
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