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1. Постановка задачи
Данная работа является развитием результатов
[1, 2].
Сигнал xt, сообщение на выходе канала переда-
чи zt и сообщение на выходе дискретного канала




т. е. наблюдаемый непрерывный процесс zt облада-
ет фиксированной памятью единичной кратности
(N=1, τ1=τ), а наблюдаемый дискретный канал
η(tm) – с запаздыванием при наличии мгновенной
бесшумной обратной связи по процессу zt.
2 случай:
т. е. наблюдаемый непрерывный процесс zt с запаз-
дыванием, а наблюдаемый дискретный канал η(tm)
обладает фиксированной памятью единичной
кратности (N=1,τ1=τ) при наличии мгновенной
бесшумной обратной связи по процессу zt.
Используемые обозначения: P{⋅} – вероятность со-
бытия; M{⋅} – математическое ожидание; N{a;b} –
плотность нормального распределения с параметра-




Задача: в классе кодирующих функционалов
K={H;G}={h(⋅), g(⋅)}, удовлетворяющих энергети-
ческим ограничениям
найти функционалы h0(⋅) и g0(⋅), обеспечивающие
относительно задачи фильтрации минимальную
ошибку декодирования ∆0(t)=inf∆(t), где
∆(t)=M{[xt–x^(t,z,η)]2}  является ошибкой оценки
фильтрации x^(t,z,η) процесса xt, которая соответству-
ет принятому сообщению {z0
t;η0m} при заданных h(⋅),
g(⋅). Так как при заданных h(⋅) и g(⋅) оптимальной
в среднеквадратическом смысле оценкой фильтрации
является апостериорное среднее µ(t)=M{xt|z0t;η0m}, то
∆0(t)≥M{γ(t)}, где γ(t)≥M{[xt–µ(t)]2|z0t;η0m}. Таким обра-
зом ∆0(t)=infM{γ(t)}.
2. Основные результаты





1) оптимальные кодирующие функционалы h0(⋅),
g0(⋅) имеют представления
(2)
2) оптимальное сообщение {zt
0;η0(tm)} определяется
формулами
3) оптимальное декодирование µ0(t) и минималь-
ная ошибка декодирования ∆0(t) на интервалах
tm≤t<tm+1 определяются уравнениями
с начальными условиями
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Рассматривается задача оптимальной передачи стохастических процессов по непрерывно-дискретным каналам с памятью
и запаздыванием. Доказываются экстремальные свойства оптимальных кодирований в смысле максимизации количества ин-
формации.
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При заданных {h(⋅);g(⋅)}∈Kl на интервалах










Уравнения (3)–(5) получаются как результат ис-
пользования (2) в (6)–(8). Остальные утверждения
Теоремы очевидным образом следуют из Теорем 1
в [1] и [2].





1) оптимальные кодирующие функционалы h0(⋅),
g0(⋅) имеют представления
(13)
2) оптимальное сообщение {zt
0;η0(tm)} определяется
формулами
3) оптимальное декодирование µ0(t) и минималь-
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µ0(tm–0)=limµ(t), ∆0(tm–0)=lim∆(t) при t↑tm.







Начальные условия (15)–(17) получаются как
результат использования (13) в (9)–(11). Осталь-
ные утверждения Теоремы очевидным образом
следуют из Теорем 1 в [1] и [2].
Теорема 3.
1) На классе Kl
1,0={Hl
1;Gl} вида (1) имеет место
свойство
(18)




2) На классе Kl
1,0={Hl




Для tm≤t<tm+1 использование (10) из [1] и (48)
из [2] в (47) из [2] дает, что
(21)
Тогда (19) следует из (51) из [2], (21). Использо-
вание (14) в (50) из [2] дает
(22)
Тогда (20) следует из (49) в [2] и (22).
Заключение
Решена задача оптимальной непрерывно-дис-
кретной передачи диффузионного гауссовского
марковского сигнала по непрерывному каналу
с памятью и дискретному каналу с запаздыванием,
а также по непрерывному каналу с запаздыванием
и дискретному каналу с памятью при наличии бес-
шумной обратной связи. Полученные результаты
могут быть использованы для анализа пропускной
способности каналов в задаче оптимальной пере-
дачи сигналов.
Работа выполнена при поддержке ФЦП «Научные и науч-
но-педагогические кадры инновационной России» на
2009–2013, проект № 14.B37.21.0861.
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