We consider multiple orthogonal polynomials corresponding t o two Macdonald functions (modified Bessel functions of the second kind), with emphasis on the polynomials on the diagonal of the Hermite-Pad6 table. We give some properties of these polynomials: differential properties, a Rodrigues type formula and explicit formulas for the third order linear recurrence relation.
) "' e-. [ By a simple change of variable in (7) we can find the moments of p, which are given by m in particular we see that the n t h moment of po is given by (n!)2.
In [8] A.P. Prudnikov formulated as an open problem the construction of the orthogonal polynomials associated with the weight function p, (and for more general weights, known as ultra-exponential weight functions). In the present paper we will show that it is more natural t o investigate multiple orthogonal polynomials for two Macdonald weights p, and p,+l since for these multiple orthogonal polynomials one has nice differential properties, a Rodrigues formula, and an explicit recurrence relation.
MULTIPLE ORTHOGONAL POLYNOMIALS
We will investigate two types of multiple orthogonal polynomials for the system of weights (p,, p,+l) (v 2 0) on [0, co) with an additional factor z". Let n, m E N and a > -1. Then the type 1 polynomials (A:,,, B: , , ) are such that A: , , is of degree n and BE,, is of degree m, and they satisfy the orthogonality conditions
~~A~, m ( x~p , ( x ) + B~, m~p , + l (~~l~k t a
This gives n + m + 1 linear homogeneous equations for the n + m + 2 unknown coefficients of the polynomials A:,, and B:, , , so that we can find the type 1 polynomials up to a multiplicative factor, which we will fix later. I t will be convenient t o use the notation Type 2 polynomials p:, , are such that p:,, is of degree n + m and satisfies the multiple orthogonality conditions I p:,,(x) p,(x) zkt" dz = 0 k = 0 , 1 , 2 , . . . , n -1 , (13) This means that we distribute the n + m orthogonality conditions over the two weights z a p u and zQpu+l. This gives n + m linear homogeneous equations for the n + m + 1 unknown coefficients of p;,,. For type 2 polynomials we wiU consider monk polynomials, thereby fixing the leading coefficient to be 1 and leaving n + m coefficients to be determined from (13)-(14).
Multiple orthogonal polynomials are related to Hermite-Pad6 simultaneous rational approximation of a system of Markov functions near infinity, (see, e.g., Nikishin and Sorokin [6] and Aptekarev [I] ). In the present situation the functions to be approximated are Type 1 Hermite-Pad6 approximation A,,,, B,,,, and Cn,m such that (Latin type) consists of finding polynomials and type 2 Hermite-Pad6 approximation (German type) is simultaneous rational approximation of (fi, f i ) with a common denominator p,,,, i.e., one wants polynomials p,,,, R,,, and S,,, such that
The polynomials An,,, Bn,m then are precisely the type 1 polynomials A: , , and B,",, and the polynomial pn,m is the type 2 polynomial p:, , .
The numerator C,,, is then given by and for type 2 approximation the numerators are Observe that we can write the system (fl, fi) as
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where f is itself a Markov function which follows from a result by Ismail [3] . Note however that f is a Markov function of a positive measure for which not all the moments exist. Nevertheless we can still say that ( f i , f i ) is a Nikishin system, which guarantees that the polynomials A:,,, B:,, and p;,, all can be computed and their degrees are exactly n , m, and n + m respectively. Furthermore the zeros of q,",,, q,"+,,,, pz,, and P,"+~,, will all be on ( 0 , co).
DIFFERENTIAL PROPERTIES
In this section we will give some differential properties for the type 1 and type 2 multiple orthogonal polynomials. We will only consider the multiple ort hogonal polynomials on the diagonal or close to the diagonal, i.e., when n = m or n = m + 1. These are the most natural and they satisfy interest relations. Theorem 1. For the type 2 multiple orthogonal polynomials we have for every
This means that the differential operator acting on type 2 multiple orthogonal polynomials lowers the degree by one and raises the a by one. This should be compared with the corresponding differential property for Laguerre polynomials (see, e.g., Szegi5 [7, Eq. (5.1.14) on p. 1021). The normalizing constant is different here since Laguerre polynomials are not monic polynomials.
Proof. We begin by using ( 1 3 ) Next we do a similar analysis with ( 1 4 ) , in which we use (9) to find
Integration by parts gives
The integrated terms vanish for k 2 0 and cu > -1 . Working out the derivative of the product then gives
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The second integral is zero for k = 0 , 1 , . . . , n-1 because of the orthogonality ( 1 3 ) ,
( 1 7 ) Now [pE,n]l is a polynomial of degree 2n -1 with leading coefficient 2n (since we normalized the type 2 multiple orthogonal polynomials by taking monic polynomials), and by (16) and ( 1 7 ) it satisfies the orthogonality conditions (13)-(14)
for the type 2 multiple orthogonal polynomial p,QTt,'-l. By unicity we therefore have
[pE,n(z)lJ = ~~P ; : -I ( x ) .
A similar reasoning also gives the result Note however that the analysis does not work when m @ { n , n -1 ) .
There is a similar differential property for type 1 multiple orthogonal polynomials which complements the differential property of the type 2 multiple orthogonal polynomials given in the previous theorem.
Theorem 2. For the type 1 multiple orthogonal polynomials we have for every c u > o
This means that the differential operator acting on z a times the type 1 polynomials raises the degree by one and lowers the a by one. This should be compared with the corresponding differential property for Laguerre polynomials. What we will really prove is that the derivative of z a q & ( z ) is proportional t o x a -' q~;~, , ( z ) (and similarly for the derivative of a a x q,,,_,(x) which is proportional to ~~-~q & l ( x ) ) .
The choice of the proportionality factor one in (18) will fix the normalization which was left unspecified by the homogeneous system of equations (12). Proof. We begin by using ( 1 2 ) , which we can write as ~~p E ,~( z ) ( z~+~) ' d z = 0, k = 0,1,. . . ,272. 0 Integration by parts then gives 03 q:,,(z) z k t a + l 1: -JIzaq:,,(z)llz*+l dz = 0 , i = 0,1,. . . ,2n . 0 The integrated terms will vanish for every a > -1 and k 2 0. For the integrand of the integral we have
Observe that ( a + v ) A&(x) + z (A:,,(z) )'x B;,,(z) is a polynomial of degree at most n + 1 and aB&(z) -A&(x) + z (B,",,(x) )' is a polynomial of degree at most n , so that we can write with polynomials Pn+l and Q, of degree a t most n + 1 and n respectively. We therefore have
In addition t o this, we also have Since q,",, and q,0;:,, are only determined up to a normalizing factor, we can choose the constant equal to one, thereby fixing the normalization. We can repeat the analysis for q,P,n-l with minor changes. In this case we have
is a polynomial of degree at most n and aB&, ( 2 ) -A&1 ( 2 ) + x (B,P,,,-1 ( 2 ) ) ' a polynomial of degree at most n also, the orthogonality gives the required result.
Observe that the reasoning does not work for [zaq&(x)]' when m {n, n-1).
T h e proof also shows that
RODRIGUES FORMULA
As a consequence of Theorem 2 we have the following Rodrigues formula for the type 1 multiple orthogonal polynomials. Similarly, we can use and differentiate it 2k times, to find Choose n = 0 and a = 2k + 1 + fl t o find Replacing P by CY and k by n then gives the required formula.
The Rodrigues formula allows us to compute the type 1 multiple orthogonal polynomials explicitly. There is a relationship between type 1 and type 2 polynomials (which is not typical for the Macdonald weights but holds in general) and this allows us t o compute the type 2 multiple polynomials as well. Indeed, we can write so that we have
Writing the inverse of a matrix as the adjoint matrix divided by the determinant gives where we have used ( 2 1 ) and (12). Furthermore we also have Hence we can conclude that where the constant is the leading coefficient of the polynomial. A similar reasoning using 5 . RECURRENCE RELATION To simplify the notation we put It is known that the sequence Pn(x), n = 0 , 1 , 2 , . . . satisfies a third order recurrence relation of the form (see, e.g., [4] or [ 6 ] ) . Explicit formulas for the recurrence coefficients are given in the following theorem. 
Using the moments ( 1 1 ) this gives
( 2 6 ) This gives a;,,(l) = -2 n ( c~ + 2 n ) ( a + 2 n + v ) , ( 2 7 ) and since 2 n a z + 1 , n ( 1 ) = ( 2 n + 1 ) a;;f,'(l) this also gives Inserting this in ( 2 4 ) gives the requested formula for the recurrence coefficient b2, Next we compare the coefficient of zZn-I in ( 2 3 ) to find
This means that we also need t o know aE,, (2) and ~: +~, , ( 2 ) . Compare the coefficient of 22n-3 and 22n-4 respectively in ( 1 5 ) , then ( 2 n -2 ) a&(2) = 2na:F-, ( 2 ) , ( 2 n -3 ) a:,,-, ( 2 ) = ( 2 n -1 ) a:?:,,-, (2), which combined gives Using ( 2 6 ) this gives aE,n(2) = n ( 2 nl ) ( a + 2 n -1 ) ( a + 2 n ) ( a + 2 n + vl ) ( a + 2 n + v), ( 3 0 ) and since ( 2 n -1 ) a;+1,,(2) = ( 2 n + 1 ) a;$'(2) this also gives Inserting ( 3 0 ) , (31), (27) and the expression for 62, into ( 2 9 ) gives, after some straightforward calculus (or by using Maple) the requested expression for c2,.
Finally, compare the coefficient of x2"-' in ( 2 3 ) , then so that we need a&(3) and ~: +~, , ( 3 ) .
To this end we compare the coefficient of x 2 n -4
and z2"-= respectively in ( 1 5 ) t o find which combined gives which by using ( 1 1 ) and some calculus gives
