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Abstract
In this work, we propose a new Gaussian process regression (GPR) method: physics-informed
Kriging (PhIK). In the standard data-driven Kriging, the unknown function of interest is usually
treated as a Gaussian process with assumed stationary covariance with hyperparameters estimated
from data. In PhIK, we compute the mean and covariance function from realizations of available
stochastic models, e.g., from realizations of governing stochastic partial differential equations so-
lutions. Such a constructed Gaussian process generally is non-stationary, and does not assume a
specific form of the covariance function. Our approach avoids the costly optimization step in data-
driven GPR methods to identify the hyperparameters. More importantly, we prove that the physical
constraints in the form of a deterministic linear operator are guaranteed in the resulting prediction.
We also provide an error estimate in preserving the physical constraints when errors are included in
the stochastic model realizations. To reduce the computational cost of obtaining stochastic model
realizations, we propose a multilevel Monte Carlo estimate of the mean and covariance functions.
Further, we present an active learning algorithm that guides the selection of additional observation
locations. The efficiency and accuracy of PhIK are demonstrated for reconstructing a partially known
modified Branin function and learning a conservative tracer distribution from sparse concentration
measurements.
Keywords: physics-informed, Gaussian process regression, active learning, error bound.
1 Introduction
Gaussian process regression (GPR), also known as Kriging in geostatistics, is a widely used method in
applied mathematics, statistics and machine learning for constructing surrogate models, interpolation,
classification, supervised learning, and active learning [14, 30, 32]. GPR constructs a statistical model of
a partially observed process (could be a function of time and/or space) assuming that its observations are
a realization of a Gaussian process (GP). GP is uniquely described by its mean and covariance function.
In the standard (referred to here as data-driven) GP, usually prescribed forms of mean and covariance
functions are assumed, and the hyperparameters (e.g., variance and correlation length) are computed
from data via negative log marginal likelihood function minimization. There are several variants of GPR,
including simple, ordinary, and universal Kriging [20]. GPR is also closely related to kernel machines in
machine learning, but it includes more information as it provides the uncertainty estimate [36].
In the ordinary Kriging, the data are modeled as a GP with constant mean and a prescribed form of the
stationary covariance function (also known as kernel). The stationarity assumption reduces the number
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of hyperparameters and model complexity. However, many fields are not stationary. Furthermore, even
if the process is stationary, there are many choices of the covariance functions with different smoothness
properties. On the other hand, there are usually not enough data to get an accurate estimate of non-
stationary mean and covariance functions. For example, in the universal Kriging, the mean is modeled
as a polynomial [2], which increases the number of unknown parameters and may lead to non-convex
optimization problems.
In this work, we propose to incorporate physical knowledge in GPR. Therefore, we call this method
the physics-informed Kriging, or PhIK. We assume that partial physical knowledge is available in the
form of a stochastic model, e.g., stochastic partial differential equations (SPDEs) with known boundary
and initial conditions and unknown space-dependent coefficients. In general, it is possible to describe the
partially known solution of a partial differential equation (PDE) on a bounded domain with non-periodic
boundary conditions by a stationary kernel. Some progress has been made to incorporate physical knowl-
edge in kernels, for example, [31, 27] computed kernels for linear and weakly nonlinear (allowing accurate
linearization) ordinary and partial differential equations by substituting a GPR approximation of the
state variables in a governing equation and obtaining a system of equations for the kernel hyperparam-
eters. For complex linear systems, computing kernel in such a way can become prohibitively expensive,
while for strongly nonlinear systems, it may not be possible at all.
On the other hand, computational-physics-based tools for complex nonlinear systems have achieved
a significant degree of maturity and can be run in parallel to obtain solution for ever-increasing number
of degrees of freedom. In modeling complex systems, it is common to treat unknown parameters as
random parameters or random fields. The corresponding (parametric) uncertainty in such systems is
usually estimated using Monte Carlo (MC) simulations (or other sampling strategies) in terms of mean,
standard deviation, probability density function (PDF), or sensitivity. Here, we propose to use MC for
constructing a GP model (i.e., to estimate mean and covariance function) as a way to integrate physical
knowledge in GPR. In addition to making GPR prediction more accurate, this will remove the need for
assuming a specific form of the kernel and solving a costly optimization problem for hyperparameters. A
similar idea is adopted in the ensemble Kalman filter (EnKF) [13] for data assimilation in time-dependent
problems, where the covariance matrix of the PDF of the state vector is represented by an ensemble of
the model outputs.
The cost of estimating mean and covariance depends on the size and complexity of the physical model.
We propose to reduce this cost by using multilevel Monte Carlo (MLMC) [15]. Traditionally, MLMC has
been used to approximate the mean and higher moments of a single point by combining a relatively few
high-resolution simulations with a (larger) number of coarse resolution simulations to compute moments
with the desired accuracy. We extend MLMC for approximating covariance function, a two-point second
moment. Then, we provide error estimates for PhIK and MLMC-based PhIK describing how well physical
constraints are preserved. Moreover, it is straightforward to estimate the mean squared error (MSE) of
the prediction by PhIK, which we use as part of the active learning algorithm for experimental design
(i.e., choosing additional measurement locations).
This work is organized as follows: Section 2 introduces PhIK, the MLMC-based PhIK with theorems
for the error estimates, and the active learning algorithm with a theorem for the learning curve. Section 3
provides two numerical examples to demonstrate the efficiency of the proposed method. Conclusions are
presented in Section 4.
2 Methodology
This section begins by reviewing the general GPR framework [14] and the Kriging method based on the
assumption of stationary GP [1]. Next, we introduce the PhIK and MLMC-based PhIK. Finally, we
present an active learning algorithm based on PhIK.
2.1 GPR framework
We denote the observation locations as X = {x(i)}Ni=1 (x(i) are d-dimensional vectors in D ⊆ Rd) and
the observed state values at these locations as y = (y(1), y(2), · · · , y(N))T (y(i) ∈ R). For simplicity, we
assume that y(i) are scalars. We aim to predict y at any new location x∗ ∈ D. The GPR method assumes
that the observation vector y is a realization of the following N -dimensional random vector that satisfies
2
multivariate Gaussian distribution:
Y =
(
Y (x(1)), Y (x(2)), · · · , Y (x(N))
)T
,
where Y (x(i)) is the concise notation of Y (x(i);ω), and Y (x(i), ω) is a Gaussian random variable defined
on a probability space (Ω,F , P ) with ω ∈ Ω. Of note, x(i) can be considered as parameters for the GP
Y : D × Ω → R, such that Y (x(i)) : Ω → R is a Gaussian random variable for any x(i) in the set D.
Usually, Y (x) is denoted as
Y (x) ∼ GP (µ(x), k(x,x′)) , (2.1)
where µ : D → R and k : D ×D → R are the mean and covariance functions:
µ(x) = E {Y (x)} (2.2)
k(x,x′) = Cov {Y (x), Y (x′)} = E {(Y (x)− µ(x))(Y (x′)− µ(x′))} . (2.3)
The variance of Y (x) is k(x,x), and its standard deviation is σ(x) =
√
k(x,x). The covariance matrix
of random vector Y is defined as
C =
k(x
(1),x(1)) · · · k(x(1),x(N))
...
. . .
...
k(x(N),x(1)) · · · k(x(N),x(N))
 . (2.4)
The prediction at location x∗ is given as
yˆ(x∗) = µ(x∗) + cTC−1(y − µ), (2.5)
where µ = (µ(x(1)), · · · ,x(N))T, and c is a vector of covariance between the observed data and the
prediction:
c = c(x∗) =
(
k(x(1),x∗), k(x(2),x∗), · · · , k(x(N),x∗)
)T
. (2.6)
The MSE of this prediction is
sˆ2(x∗) = σ2(x∗)− cTC−1c. (2.7)
Here, MSE is defined as sˆ2(x∗) = E
{
(yˆ(x∗)− Y (x∗))2}, and sˆ(x∗) is the root mean squared error
(RMSE). Of note, Eq. (2.7) disregards a small term presenting the uncertainty in the estimated mean (see
Eq. (3.1) in [14]). Here, prediction and MSE can be derived from the maximum likelihood estimate (MLE)
method [14]. There are also other routes to obtain yˆ and sˆ. For example, the Bayesian framework requires
maximizing a marginal likelihood, and the result is a posterior distribution y(x∗) ∼ N (yˆ(x∗), sˆ2(x∗)) (see
e.g., [28]). Moreover, to account for the observation noise, one can assume that the noise is independent
and identically distributed (i.i.d.) Gaussian random variables with zero mean and variance δ2, and
replace C with C + δ2I. In this study, we assume that y can be described by a physical model (e.g., a
system of PDEs), and noiseless measurements of y are available. We use the physical model realizations
to estimate k(x,x′) and C. It is straightforward to extend our method to noisy observation cases.
Moreover, we assume that C is invertible. If computed C is not invertible, following the common GPR
approach, one can always add a small regularization term αI (α is a small positive real number) to
C such that it becomes full rank. Adding the regularization term is equivalent to assuming there is a
measurement noise.
2.2 Stationary GPR
In the widely used ordinary Kriging method, a stationary GP is assumed. In this case, µ is set as a
constant µ(x) ≡ µ. Then, the mean of Y is a constant vector 1µ, where 1 is an N × 1 column vector
of ones. Next, it is assumed that k(x,x′) = k(τ ), where τ = x− x′, and σ2(x) = k(x,x) = k(0) = σ2
is a constant. To satisfy these conditions, li (i = 1, · · · , d), the correlation length of y in the i direction,
also must also be a constant. Popular forms of kernels include polynomial, exponential, Gaussian, and
Mate´rn functions. For example, the Gaussian kernel can be written as k(τ ) = σ2 exp
(
− 1
2
‖x− x′‖2w
)
,
where the weighted norm is defined as ‖x− x′‖2w =
d∑
i=1
(xi − x′i
li
)2
.
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Given a stationary covariance function, the covariance matrix C of Y can be written as C = σ2Ψ.
In the MLE framework, the estimators of µ and σ2, denoted as µˆ and σˆ2, are
µˆ =
1TΨ−1y
1TΨ−11
, σˆ2 =
(y − 1µ)TΨ−1(y − 1µ)
N
. (2.8)
The hyperparameters li are estimated by maximizing the concentrated ln-likelihood function: Lc =
−n
2
ln(σˆ2)− 1
2
ln |Ψ|. The prediction of y at location x∗ is
yˆ(x∗) = µˆ+ψTΨ−1(y − 1µˆ), (2.9)
where ψ is a vector of correlations between the observed data and the prediction,
ψ = ψ(x∗) =
1
σ2
(
k(x(1) − x∗), k(x(2) − x∗), · · · , k(x(N) − x∗)
)T
,
and MSE of the prediction is
sˆ2(x∗) = σˆ2
(
1− ψTΨ−1ψ) . (2.10)
A more general approach is to assume a non-stationary covariance function, which is done by modify-
ing a stationary covariance function that potentially increases the number of hyperparameters [24, 25, 6].
However, these methods still need to assume a specific form of the correlation functions according to
experience. The key computational challenge in the data-driven GPR is the optimization step of max-
imizing the (marginal) likelihood. In many practical cases, this is a non-convex optimization problem,
and the condition number of C or Ψ can be quite large. A more fundamental challenge in the data-driven
GPR is that it does not explicitly account for physical constraints and requires a large amount of data
to accurately model the physics. The PhIK introduced in the next section aims to address both of these
challenges.
2.3 PhIK
PhIK takes advantage of the existing domain knowledge in the form of realizations of a stochastic
model of the observed system. As such, there is no need to assume a specific form of the correlation
functions and solve an optimization problem for the hyperparameters. This idea is motivated by many
physical and engineered problems, where approximate numerical or analytical physics-based models are
available. These models typically include random parameters or random processes/fields to reflect the
lack of understanding (of physical laws) or knowledge (of the coefficients, parameters, etc.) of the real
system. Then, MC simulations are conducted to generate an ensemble of state variables, from which the
statistics of these state variables, e.g., mean and standard deviation, are estimated. This ensemble can
be considered as collections of (approximate) realizations of the random field Y that we want to identify.
Therefore, we can estimate the mean of random field Y and covariance matrix of random vector Y from
the MC simulations instead of inferring them from the observations.
Specifically, assume that we have M realizations of Y (x) (x ∈ D) denoted as {Y m(x)}Mm=1. The
mean of Y can be estimated as
µ(x) ≈ µ
MC
(x) =
1
M
M∑
m=1
Y m(x). (2.11)
Similarly, the covariance function is approximated as
k(x,x′) ≈ k
MC
(x,x′) =
1
M − 1
M∑
m=1
(Y m(x)− µ
MC
(x)) (Y m(x′)− µ
MC
(x′)) . (2.12)
Thus, the covariance matrix of Y can be estimated as
C ≈ C
MC
=
1
M − 1
M∑
m=1
(Y m − µ
MC
) (Y m − µ
MC
)
T
, (2.13)
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where Y m = (Y m(x(1)), · · · , Y m(x(N)))T, µ
MC
= (µ
MC
(x(1)), · · · , µ
MC
(x(N)))T. In Eqs. (2.11) and
(2.13), we approximate µ and C using the ensemble instead of MLE as in the data-driven GPR. When
C
MC
is invertible, the prediction at location x∗, is
yˆ(x∗) = µ
MC
(x∗) + cT
MC
C−1
MC
(y − µ
MC
), (2.14)
and the MSE of this prediction is given as
sˆ2(x∗) = σˆ2
MC
(x∗)− cT
MC
C−1
MC
c
MC
, (2.15)
where σˆ2
MC
(x∗) = k
MC
(x∗,x∗) is the variance of data set {Y m(x∗)}Mm=1.
PhIK has several advantages:
• It does not need to assume stationarity of the GP.
• It does not need to assume a specific form of the covariance relation. Thus, the form of the resulting
GP is more flexible.
• It does not need to solve the optimization problem to identify hyperparameters, which can be a
challenging problem often suffering from the ill-conditioned covariance matrix.
• It incorporates physical constraints via the mean and covariance function.
Next, we present a theorem that details how well PhIK prediction preserves linear physical constraints.
Theorem 2.1. Assume that a stochastic model u(x;ω) defined on Rd×Ω satisfies ‖Lu(x;ω)−g(x;ω)‖ ≤
 for any ω ∈ Ω, where L is a deterministic bounded linear operator, g(x;ω) is a well-defined function
on Rd ×Ω, and ‖ · ‖ is a specific norm of a function defined on Rd. {Y m(x)}Mm=1 are a finite number of
realizations of u(x;ω), i.e., Y m(x) = u(x;ωm). Then, the prediction yˆ(x) from PhIK satisfies
‖Lyˆ(x)− g(x)‖ ≤ +
[
2
√
M
M − 1 + σ (g(x;ω
m))
]
· ∥∥C−1
MC
(y − µ
MC
)
∥∥
∞
N∑
i=1
σ(Y m(x(i))), (2.16)
where σ(Y m(x(i))) is the standard deviation of data set {Y m(x(i))}Mm=1 for each fixed x(i), g(x) =
1
M
M∑
m=1
g(x;ωm), and σ(g(x;ωm)) =
(
1
M − 1
M∑
m=1
‖g(x;ωm)− g(x)‖2
) 1
2
.
Proof. The Kriging prediction Eq. (2.5) can be rewritten as the following function form:
yˆ(x) = µ(x) +
N∑
i=1
aik(x,x
(i)), (2.17)
where x ∈ D, ai is the i-th entry of C−1(y − µ). Similarly, the PhIK prediction can be written as
yˆ(x) = µ
MC
(x) +
N∑
i=1
a˜ikMC (x,x
(i)), (2.18)
where a˜i is the i-th entry of C
−1
MC
(y − µ
MC
). We have
‖Lµ
MC
(x)− g(x)‖ =
∥∥∥ 1
M
M∑
m=1
LY m(x)− 1
M
M∑
m=1
g(x;ωm)
∥∥∥ = ∥∥∥ 1
M
M∑
m=1
[LY m(x)− g(x;ωm)]
∥∥∥
≤ 1
M
M∑
m=1
‖LY m(x)− g(x;ωm)‖ ≤ .
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Also,
‖Lk
MC
(x,x(i))‖ =
∥∥∥∥∥ 1M − 1
M∑
m=1
(
Y m(x(i))− µ
MC
(x(i))
)
L
(
Y m(x)− µ
MC
(x)
)∥∥∥∥∥
≤ 1
M − 1
M∑
m=1
∣∣∣Y m(x(i))− µMC (x(i))∣∣∣ ∥∥∥L(Y m(x)− µMC (x))∥∥∥
≤ 1
M − 1
M∑
m=1
∣∣∣Y m(x(i))− µMC (x(i))∣∣∣ ·{∥∥∥LY m(x)− g(x;ωm)− (LµMC (x)− g(x))∥∥∥+ ‖g(x;ωm)− g(x)‖}
≤ 2
M − 1
(
M
M∑
m=1
∣∣∣Y m(x(i))− µMC (x(i))∣∣∣2) 12
+
1
M − 1
( M∑
m=1
∣∣∣Y m(x(i))− µMC (x(i))∣∣∣2) 12( M∑
m=1
‖g(x;ωm)− g(x)‖2
) 1
2
= 2
√
M
M − 1
(
1
M − 1
M∑
m=1
∣∣∣Y m(x(i))− µMC (x(i))∣∣∣2) 12
+
(
1
M − 1
M∑
m=1
∣∣∣Y m(x(i))− µMC (x(i))∣∣∣2) 12( 1M − 1
M∑
m=1
‖g(x;ωm)− g(x)‖2
) 1
2
=
(
2
√
M
M − 1 + σ(g(x;ω
m))
)
σ(Y m(x(i))).
(2.19)
Thus, according to Eq. (2.18):
‖Lyˆ(x)− g(x)‖ ≤ +
[
2
√
M
M − 1 + σ(g(x;ω
m))
]
N∑
i=1
|a˜i|σ(Y m(xi))
≤ +
[
2
√
M
M − 1 + σ(g(x;ω
m))
]
max
1≤i≤N
|a˜i|
N∑
i=1
σ(Y m(xi))
Because maxi |a˜i| =
∥∥C−1
MC
(y − µ
MC
)
∥∥
∞, the conclusion holds.
This theorem holds for various norms, e.g., L2 norm, L∞ norm, and H1 norm. In practice, the
realizations Y m(x) are obtained by numerical simulations and are subject to numerical errors. Thus,
the theorem includes  in the upper bound. It also indicates that the standard deviation of ensemble
member Y m at all observation locations x(i) affects the upper bound of ‖L(yˆ(x))−g(x)‖. If the variance
of Y m(x(i)) is small at every x(i), e.g., when the physical model is less uncertain, the resulting prediction
yˆ(x) will not violate the linear constraint much, i.e., ‖Lyˆ(x) − g(x)‖ is small. Moreover, if g(x;ω)
is a deterministic function g(x), then σ(g(x;ωm)) = 0 in the upper bound (see Eq. (2.16)). Another
important factor for the error bound is maxi |a˜i|, i.e., ‖C−1MC (y − µMC )‖∞. The following corollary
exploits the relation between this term and C
MC
structure.
Corollary 2.2. Given the conditions in Theorem 2.1, we have
‖Lyˆ(x)− g(x)‖ ≤ +
[
2
√
M
M − 1 + σ (g(x;ω
m))
]
· ∥∥C−1
MC
∥∥
2
‖y − µ
MC
‖2
N∑
i=1
σ(Y m(x(i))).
Proof. The eigenvalue decomposition of C
MC
is C
MC
= V
MC
Λ
MC
VT
MC
, where V
MC
VT
MC
= I and Λ
MC
is a diagonal matrix consisting of eigenvalues {λi}Ni=1. Then, C−1MC = VMCΛ−1MCVTMC . Let vMC =
y − µ
MC
‖y − µ
MC
‖2 , and b = V
T
MC
v
MC
. Then ‖b‖2 = 1, and vMC = VMCb. Thus,
C−1
MC
(y − µ
MC
) = V
MC
Λ−1
MC
VT
MC
(‖y − µ
MC
‖2VMCb) = ‖y − µMC‖2VMCΛ−1MCb.
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We denote the i-th row of V
MC
as V
MC
(i, :), and it is clear that ‖V
MC
(i, :)‖2 = 1. Then, using the
Cauchy-Schwarz inequality, we have
|a˜i| = |(C−1MC (y − µMC ))i| = ‖y − µMC‖2
∣∣∣∣ N∑
j=1
(V
MC
(i, :))jbjλ
−1
j
∣∣∣∣
≤ ‖y − µ
MC
‖2‖VMC (i, :)‖2
( N∑
j=1
b2jλ
−2
j
) 1
2
≤ ‖y − µ
MC
‖2 max
1≤j≤N
{λ−1j }‖b‖2 = ‖y − µMC‖2‖C−1MC‖2.
This corollary indicates that the upper bound is affected by the difference between the physical model
output and the observation, i.e., ‖y−µ
MC
‖2, and the reciprocal of the smallest eigenvalue of CMC , i.e.,
‖C−1
MC
‖2. The former depends on the physical model’s accuracy, and the latter is affected by the model
and parametric uncertainty, the GP model properties, and/or observation locations. For example, if the
correlation length is large and the observations cluster, ‖C−1
MC
‖2 can be very large.
In addition, the following corollary describes a special case.
Corollary 2.3. In Theorem 2.1, if g is a deterministic function, i.e., g(x;ω) = g(x), and Lu(x;ω) =
g(x) for any ω ∈ Ω, then Lyˆ(x) = g(x).
Proof. Because LY m(x) = g(x) and Lµ
MC
(x) = g(x) = g(x), we have
Lk
MC
(x,x(i)) = L
[ 1
M − 1
M∑
m=1
(
Y m(x)− µ
MC
(x)
)(
Y m(x(i))− µ
MC
(x(i))
) ]
=
1
M − 1
M∑
m=1
L
(
Y m(x)− µ
MC
(x)
)(
Y m(x(i))− µ
MC
(x(i))
)
= 0
for i = 1, · · · , N . Therefore,
Lyˆ(x) = L
(
µ
MC
(x) +
N∑
i=1
a˜ikMC (x,x
(i))
)
= Lµ
MC
(x) = g(x).
For example, if u(x;ω) satisfies the Dirichlet boundary condition u(x;ω) = g(x), x ∈ ∂DD for any
ω ∈ Ω, then yˆ(x) = g(x),x ∈ ∂DD. Similarly, if u(x;ω) satisfies the Neumann boundary condition,
∂u(x;ω)/∂n = 0,x ∈ ∂DN , then ∂yˆ(x;ω)/∂n = 0,x ∈ ∂DN . Another example is Lu = ∇ · u. Then if
u satisfies ∇ · u(x;ω) = 0 for any ω ∈ Ω, yˆ(x) is also a divergence-free field. In general cases, i.e., g is a
random function and  6= 0, the upper bound in Theorem 2.1 describes how well the physical constraint
is preserved.
Notably, in this work, we use MC simulations to compute covariance because it is a widely used, robust
method. As detailed in the aforementioned theorems using GP statistics estimated by MC method, PhIK
predictions satisfy physical constraints in the form of deterministic linear operators. Other sampling
methods, including quasi-Monte Carlo [23], probabilistic collocation [38], Analysis Of Variance (ANOVA)
[39], and compressive sensing [40], as well as mode reduction methods, e.g., the moment equation method
[33], can be used for estimating state statistics. Depending on the applications, these methods could be
significantly more efficient than MC. It is not difficult to show that conclusions similar to Theorem 2.1
hold if µ(x) and k(x,x′) are approximated using a linear combination of realizations {Y m(x)}Mm=1,
where these realizations are based on a different sampling strategy. However, extending these theorems
to mode reduction methods (where deterministic equations for µ(x) and k(x,x(i)) are derived) is less
obvious and requires further investigation.
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2.4 Estimating statistics using MLMC
The MC method requires a sufficiently large ensemble of Y to accurately estimate the mean and covari-
ance matrix, which, in some applications, can be unpractical to obtain with high accuracy. To address
this issue, we replace the MC approximation of µ(x) and C in Eqs. (2.11) and (2.13) with MLMC
ones. For simplicity, we demonstrate the idea via two-level MLMC. We use Y mL (m = 1, ...,ML) and
Y mH (m = 1, ...,MH) to denote ML low-accuracy and MH high-accuracy realizations of the stochastic
model for the system. We assume that Y mL and Y
m
H are realizations of the GP YL : DL × Ω → R
and YH : DH × Ω → R, respectively, and YH = Y is the GP we want to identify. We also denote
Y (x) = YH(x) − YL(x). For example, DL ⊂ Rd and DH = D ⊆ Rd can be coarse and fine grids in
numerical simulations, respectively. Thus, YL and YH are low- and high-resolution random processes. In
this case, when computing Y , we interpolate YL from DL to DH . To simplify notations, we use YL to
denote both the low-resolution random process on DL and the interpolated random process from DL to
DH in the MLMC formula. The mean of YH(x) is estimated as
E {YH(x)} = µ(x) ≈ µMLMC (x) =
1
ML
ML∑
m=1
Y mL (x) +
1
MH
MH∑
m=1
Y
m
(x). (2.20)
which is the standard MLMC estimate of the mean [15]. In the past, MLMC was used only to estimate
single point statistics, e.g., [3, 4, 5]. Here, we propose an MLMC estimate of the covariance function of
YH(x) based on the following relationship:
Cov {YH(x), YH(x′)} = Cov
{
YL(x) + Y (x), YL(x
′) + Y (x′)
}
= Cov {YL(x), YL(x′)}+ Cov
{
YL(x), Y (x
′)
}
+ Cov
{
Y (x), YL(x
′)
}
+ Cov
{
Y (x), Y (x′)
}
.
(2.21)
Because YL and Y are sampled independently in MLMC, we have
Cov
{
YL(x), Y (x
′)
}
= Cov
{
Y (x), YL(x
′)
}
= 0.
Thus,
Cov {YH(x), YH(x′)} = Cov {YL(x), YL(x′)}+ Cov
{
Y (x), Y (x′)
}
, (2.22)
and the unbiased MLMC approximation of the covariance is
Cov {YH(x), YH(x′)} ≈ kMLMC (x,x′)
=
1
ML − 1
ML∑
m=1
(
Y mL (x)−
1
ML
ML∑
m=1
Y mL (x)
)(
Y mL (x
′)− 1
ML
ML∑
m=1
Y mL (x
′)
)
+
1
MH − 1
MH∑
m=1
(
Y
m
(x)− 1
MH
MH∑
m=1
Y
m
(x)
)(
Y
m
(x′)− 1
MH
MH∑
m=1
Y
m
(x′)
)
.
(2.23)
Finally, the MLMC-based PhIK model takes the form
yˆ(x∗) = µ
MLMC
(x∗) + cT
MLMC
C−1
MLMC
(y − µ
MLMC
), (2.24)
where µ
MLMC
=
(
µ
MLMC
(x(1)), · · · , µ
MLMC
(x(N))
)T
. The matrix C
MLMC
and vector c
MLMC
are approx-
imations of C and c in Eq. (2.6) using Eq. (2.23). The MSE of this prediction is
sˆ2(x∗) = σ2
MLMC
(x∗)− cT
MLMC
C−1
MLMC
c
MLMC
, (2.25)
where σ2
MLMC
(x∗) is computed from Eq. (2.23) by replacing x and x′ with x∗. The following corollary
is a straightforward extension of Theorem 2.1 for PhIK with the mean and covariance obtained from
MLMC.
Corollary 2.4. Assume that {Y mH (x)}MHm=1 and {Y mL (x)}MLm=1 are finite ensembles of approximated real-
izations of stochastic models u
H
(x;ω) and u
L
(x;ω), where ‖Lu
H
(x;ω)−g(x;ω)‖ < 
H
and ‖Lu
L
(x;ω)−
8
g(x;ω)‖ < 
L
for any ω ∈ Ω, and L, ‖·‖, g(x;ω), and g(x) are given in Theorem 2.1. The MLMC-based
PhIK prediction yˆ(x) satisfies
‖Lyˆ(x)− g(x)‖ ≤ C
H

H
+ C
L

L
+ σ(g(x;ωm))
N∑
i=1
a˜iσ(Y
m
L (x
(i))), (2.26)
where
C
H
= 1 + 2
N∑
i=1
a˜i
√
MH
MH − 1σ(Y
m
(x(i))),
C
L
= 2 + 2
N∑
i=1
a˜i
(√
ML
ML − 1σ(Y
m
L (x
(i))) +
√
MH
MH − 1σ(Y
m
(x(i)))
)
,
and a˜i is the i-th entry of C
−1
MLMC
(y−µ
MLMC
) bounded by ‖C−1
MLMC
‖2‖y−µMLMC‖2. Here, σ(g(x;ωm)) is
defined in Theorem 2.1, σ(Y mL (x
(i))) and σ(Y
m
(x(i))) are standard deviation of data sets {Y mL (x(i))}MLm=1
and {Y m(x(i))}MHm=1, respectively.
Proof.
‖LY m(x)‖ = ‖LY mH (x)− LY mL (x)‖ = ‖LY mH (x)− g(x;ωm)− (LY mL (x)− g(x;ωm))‖ ≤ H + L .
We denote µ
L
(x) =
1
ML
∑ML
m=1 Y
m
L (x), and µ(x) =
1
MH
∑MH
m=1 Y
m
(x). According to Eq. (2.20),
µ
MLMC
(x) = µ
L
(x) + µ(x). By construction, ‖Lµ
L
(x)− g(x)‖ ≤ 
L
and ‖Lµ(x)‖ ≤ 
L
+ 
H
. Thus,
‖Lµ
MLMC
(x)− g(x)‖ =
∥∥∥LµL(x)− g(x) + Lµ(x)∥∥∥ ≤ 2L + H .
Following the same procedure in Eq. (2.19), we have∥∥∥∥∥ 1ML − 1
ML∑
m=1
(
Y mL (x
(i))− µ
L
(x(i))
)
L (Y mL (x)− µL(x))
∥∥∥∥∥ ≤
(
2
L
√
ML
ML − 1+σ(g(x;ω
m)
)
σ(Y mL (x
(i))),
and ∥∥∥∥∥ 1MH − 1
MH∑
m=1
(
Y
m
(x(i))− µ(x(i))
)
L
[
Y
m
(x)− µ
∆
(x)
]∥∥∥∥∥ ≤ 2(H + L)
√
MH
MH − 1σ(Y
m
(x(i))).
As such,
‖Lyˆ(x)− g(x)‖ ≤ 
H
+ 2
L
+
(
2
L
√
ML
ML − 1 + σ(g(x;ω
m))
)
N∑
i=1
a˜iσ(Y
m
L (x
(i)))
+ 2(
H
+ 
L
)
N∑
i=1
a˜i
√
MH
MH − 1σ(Y
m
(x(i)))
= σ(g(x;ωm))
N∑
i=1
a˜iσ(Y
m
L (x
(i))) + 
H
(
1 + 2
N∑
i=1
a˜i
√
MH
MH − 1σ(Y
m
(x(i)))
)
+ 
L
[
2 + 2
N∑
i=1
a˜i
(√
ML
ML − 1σ(Y
m
L (x
(i))) +
√
MH
MH − 1σ(Y
m
(x(i)))
)]
.
The bound of a˜i is given in Corollary 2.2 by replacing CMC with CMLMC .
It is uncomplicated to extend the two-level MC to a general L-level MLMC. We present the following
theorem for the L-level (L > 2) MLMC-based PhIK error bounds. The proof of this theorem immediately
follows from Theorem 2.1 and Collorary 2.4.
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Theorem 2.5. Assume that {Y ml (x)}Mlm=1, l = 1, · · · , L are finite ensembles of realizations of stochastic
models ul(x;ω), l = 1, · · · , L. Denote Y l = Yl − Yl−1 for l = 2, · · · , L and Y 1 = Y1. The MLMC-based
PhIK prediction yˆ(x) can be given as
yˆ(x) = µ
MLMC
(x) +
N∑
i=1
a˜ikMLMC (x,x
(i)), (2.27)
where
µ
MLMC
(x) =
L∑
l=0
1
Ml
ML∑
m=1
Y l(x);
k
MLMC
(x,x′) =
L∑
l=0
1
Ml − 1
ML∑
m=1
(
Y
m
l (x)−
1
Ml
ML∑
m=1
Y
m
l (x)
)(
Y
m
l (x
′)− 1
Ml
ML∑
m=1
Y
m
l (x
′)
)
;
and a˜i = (C
−1
MLMC
(y−µ
MLMC
))i, µMLMC = (µMLMC (x
(1)), · · · , µ
MLMC
(x(N)))T, (C
MLMC
)ij = kMLMC (x
(i),x(j)).
Let L, g(x;ω), g(x), and ‖ · ‖ be given as in Theorem 2.1.
1) If g(x;ω) is a deterministic function, i.e., g(x;ω) = g(x), and ul satisfies Lul(x;ω) = g(x) for
any ω ∈ Ω and for l = 1, · · · , L, then Lyˆ(x) = g(x).
2) If Yl satisfies ‖LYl(x;ω)− g(x;ω)‖ ≤ l for l = 1, · · · , L, then
‖Lyˆ(x)‖ ≤
L∑
l=1
Cll + σ(g(x;ω
m))
N∑
i=1
a˜iσ(Y
m
L (x
(i))), (2.28)
where
Cl =

1 + 2
N∑
i=1
a˜i
√
Ml
Ml − 1σ(Y
m
l (x
(i))), l = L;
2 + 2
N∑
i=1
a˜i
(√
Ml
Ml − 1σ(Y
m
l (x
(i))) +
√
Ml+1
Ml+1 − 1σ(Y
m
l+1(x
(i)))
)
, 1 ≤ l < L.
Moreover, a˜i is bounded by ‖C−1MLMC‖2‖y − µMLMC‖2.
An MLMC estimate for variance and higher-order single point (i.e., a fixed x ∈ Rd) statistical
moments was proposed in [3, 4, 5]. We note that the covariance estimate Eq. (2.23) proposed herein also
can be used to estimate variance by setting x′ = x. The systematic convergence analysis of the MLMC
can be found in [15, 3, 7, 4, 5]. Other multifidelity methods, e.g., [16, 44], also can be used as long as
they compute the mean and covariance efficiently.
Moreover, in standard MC, if only a small number of Y realizations {Y m}Mm=1 is available to ap-
proximate C with C
MC
in Eq. (2.13), in addition to having a large statistical error, the matrix C
MC
is
not full rank if N ≥ M . This is because the size of C
MC
is N × N , but its rank is, at most, M − 1.
This is common in practical problems where N is large and M is small due to the computational cost.
Therefore, C
MC
is not invertible, and it is necessary to add a matrix, e.g., αI, to stabilize the algorithm,
where I is the identity matrix and α is a small number. This also can be an issue for other methods
that approximate C using a linear combination of realizations because the rank of such C
MC
also will
be smaller than M . Even when the observation noise is included as C
MC
+ δ2I, a small ensemble {Y m}
will result in a large condition number of the resulting matrix because of the rank deficit if the noise δ
is not large enough. Multifidelity methods such as MLMC can help to alleviate the ill-conditioning issue
by incorporating a sufficiently large low-fidelity (low-resolution) ensemble.
2.5 Active learning
In this context, active learning (e.g., [8, 19, 34, 9]) is a process of identifying locations for additional
observations that minimize the prediction error and reduce MSE or uncertainty. In the GPR framework,
a natural way is to add observations at the locations corresponding to local maxima in s2(x), e.g., [14, 26].
Then, we can make a new prediction yˆ(x) for x ∈ D and compute a new sˆ2(x) to select the next location
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Algorithm 1 Active learning based on GPR
1: Specify the locations X, corresponding observation y, and the maximum number of observation
Nmax affordable. The number of available observations is denoted as N .
2: while Nmax > N do
3: Compute the MSE sˆ2(x) of MLE prediction yˆ(x) for x ∈ D.
4: Locate the location xm for the maximum of sˆ
2(x) for x ∈ D.
5: Obtain observation ym at xm and set X = {X,xm},y = (yT, ym)T, N = N + 1.
6: end while
7: Construct the MLE prediction of yˆ(x) on D using X and y.
for additional observation (see Algorithm 1). Such treatment differs from other sensor placement methods
based on deterministic approximation of unknown fields (e.g., [43, 41]). This selection criterion is based
on the statistical interpretation of the interpolation.
There is a large body of literature in statistics and machine learning on the learning curve that
describes the average MSE over D as a function of N , the number of available observations, e.g., [42, 22,
37, 29]. Both noisy and noiseless scenarios have been studied, and most methods employ the reproducing
kernel Hilbert space (RKHS) technique. Specifically, we assume that D consists of finite discrete points,
e.g., grid points in a numerical model. For readers not familiar with RKHS, we give an estimate of∑
x∈D
sˆ2(x) for noiseless cases without prior knowledge of RKHS.
Theorem 2.6. Assume D = {xj}Qj=1 ⊂ Rd, where integer Q < ∞. We define covariance matrix K of
GP Y (x) ∼ GP(µ(x), k(x,x′)), x,x′ ∈ D as Kij = k(xi,xj). If K is invertible, and we use GPR based
on N locations and corresponding observations {x(i), y(i)}Ni=1 (x(i) ∈ D), the summation of the MSE of
GPR satisfies:
Q∑
j=1
sˆ2(xj) ≥
Q∑
i=N+1
λi, (2.29)
where λ1 ≥ λ2 ≥ · · · ≥ λQ > 0 are eigenvalues of K.
Of note, covariance matrix K is positive defined as we assume it is invertible. Thus, all of the
eigenvalues are positive, and so is K−1. Before we prove this theorem, we introduce some notations and
a lemma. For any matrix A, we use A(i, :) to denote its i-th row and A(:, j) to denote its j-th column.
We use Kj to denote K(:, j), and, because K is symmetric, K
T
j = K(j, :). We use K(i) to denote the
column of K that corresponds to x(i), i.e., K(i) = (k(x1,x
(i)), · · · , k(xM ,x(i)))T. Also, we use ei to
denote the unit vector along the i-th axis, i.e., its entries are zeros except the i-th entry is one. Then,
we have the following lemma:
Lemma 2.7. We define an inner product 〈·, ·〉K : Rd × Rd → R as
〈x,y〉K = xTK−1y. (2.30)
Subsequently, we define a norm as ‖x‖K =
√〈x,x〉K . As such, the projection of Kj onto subspace
span{K(1), · · · ,K(N)}, written as PNKj =
∑N
n=1(aj)nK(n), satisfies
aj = C
−1cj , (2.31)
where aj = ((aj)1, · · · , (aj)N )T, cj = (k(x(1),xj), · · · , k(x(N),xj))T, and C is defined in Eq. (2.4).
Proof. Because K is positive definite, the inner product and the norm are well defined. Then, consider
Jj(a) =
∥∥∥∥∥Kj −
N∑
n=1
anK(n)
∥∥∥∥∥
2
K
,
where a = (a1, a2, · · · , aN )T. The projection is equivalent to minimizing Jj(a), and this is a least squares
problem because N ≤ Q. Therefore,
a = (KN ,KN )
−1
K (KN ,Kj)K, (2.32)
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where KN = (K(1), · · · ,K(N)), and the matrix “inner product” (·, ·)K here is induced by the inner
product 〈·, ·〉K, i.e., (A,B)K = ATK−1B. Notably, if K = I, (A,B)K = ATB, and Eq. (2.32) is the
standard result of the least squares. Because K−1K(i) = e(i), we have K−1KN = (e(1), · · · , e(N)), and
KT(i)K
−1KN = (K(i)(1), · · · ,K(i)(N)). As such, KTNK−1KN = C, and, similarly, (KN ,Kj)K = KTNej =
(K(1)j , · · · ,K(N)j) = cj .
Of note, C is decided only by the observation locations x(i), but c also relies on the prediction location
xj . In particular, when x
∗ = xj in Eq. (2.6), c = cj . We now can complete the proof of Theorem 2.6:
Proof. From Lemma 2.7, we know that for the given Kj ,
(Kj)j − (PNKj)j = Kjj − ((K(1))j , (K(2))j , · · · , (K(N))j)C−1cj
= sˆ(xj) = Kjj − cTj C−1cj = sˆ2(xj).
We can compute another form of the projection by using the orthonormal basis in the subspace span{K(1), · · · ,K(N)}.
Assume that the eigenvalue decomposition of K is K = VΛVT, where VTV = I and Λ is a diagonal
matrix satisfying Λii = λi. Clearly, {vi =
√
λiV(:, i)}Qi=1 is a set of orthonormal basis (orthonormal
with respect to inner product 〈·, ·〉K) in Rd because K−1 = VΛ−1VT. Thus, we can construct a set of
orthonormal basis in span{K(1), · · · ,K(N)} as
v˜i = [v1, · · · ,vQ]bi = VΛ1/2bi, i = 1, · · · , N,
where bTi bj = δij and δij is the Kronecker delta function. We impose an orthonormality requirement on
bi because
δij = 〈v˜i, v˜j〉K = v˜Ti K−1v˜j = bTi Λ1/2VTK−1VΛ1/2bj = bTi bj .
Then, we have
PNKj =
N∑
i=1
〈Kj , v˜i〉Kv˜i =
N∑
i=1
KTj K
−1v˜iv˜i =
N∑
i=1
eTj v˜iv˜i =
N∑
i=1
(v˜i)j v˜i.
Because
Q∑
j=1
sˆ2(xj) =
Q∑
j=1
(
Kjj − cTj C−1cj
)
=
Q∑
j=1
λj −
Q∑
j=1
(PnKj)j ,
we only need to prove that
Q∑
j=1
(PnKj)j ≤
N∑
i=1
λi. (2.33)
This is true because
Q∑
j=1
(PNKj)j =
Q∑
j=1
N∑
i=1
(v˜i)
2
j =
N∑
i=1
Q∑
j=1
(v˜i)
2
j =
N∑
l=1
v˜Ti v˜i =
N∑
i=1
bTi Λbi =
N∑
i=1
 Q∑
j=1
λj(bi)
2
j

=
N∑
i=1
N−1∑
j=1
λj(bi)
2
j +
Q∑
j=N
λj(bi)
2
j
 ≤ N∑
i=1
N−1∑
j=1
λj(bi)
2
j +
N∑
i=1
λN
Q∑
j=N
(bi)
2
j
=
N∑
i=1
N−1∑
j=1
λj(bi)
2
j + λN
N∑
i=1
1− N−1∑
j=1
(bi)
2
j

=
N−1∑
j=1
λj
N∑
i=1
(bi)
2
j + λN
1 + N−1∑
j=1
(
1−
N∑
i=1
(bi)
2
j
)
=
N−1∑
j=1
[
λj
N∑
i=1
(bi)
2
j + λN
(
1−
N∑
i=1
(bi)
2
j
)]
+ λN
≤
N−1∑
j=1
[
λj
N∑
i=1
(bi)
2
j + λj
(
1−
N∑
i=1
(bi)
2
j
)]
+ λN =
N−1∑
j=1
λj + λN =
N∑
j=1
λj .
12
It is straightforward to verify that the equality holds if bi = ei, i = 1, · · · , N . In other words, the equality
holds if span{K(1), · · · ,K(N)} is the same as span{V(:, 1), · · · ,V(:, N)}, i.e., the subspace spanned by
the first N eigvenvalues of K.
This theorem provides the best results one can expect given N observations. Notably, Algorithm 1 is
a greedy algorithm to identify additional observation locations when some observations are available. It
cannot guarantee to identify the optimal new observation locations. More sophisticated algorithms can be
found in literature, e.g., [19, 17], and PhIK is complementary to these methods because it provides the GP.
Also, it is not necessary that the new observations are added one by one. Roughly speaking, if there are
several maxima of sˆ2(x) and they are not clustered (to avoid potential ill-conditioning of C in some cases),
the observations at these locations can be added simultaneously. In this work, we add new observations
one by one in the numerical examples for demonstration purposes. The efficiency of the active learning
algorithm depends on the correlation Cor {Y (x), Y (x′)} = Cov{Y (x), Y (x′)}/(σ(Y (x))σ(Y (x′))). In-
tuitively, if the correlation is large, then adding a new observation will provide information in a large
neighborhood of this location, reducing the MSE in a large region. An extreme example is that when
Cor {Y (x), Y (x′)} ≡ 1 (e.g., the correlation length of the GP is infinite), only one observation is needed
to reconstruct the field. On the other hand, if the correlation is small (e.g., the correlation length of
the GP is small), an observation can only influence a small neighborhood, which will require more ob-
servations to reduce the uncertainty in the prediction of the entire domain. An extreme example of this
scenario is Cor{Y (x), Y (x′)} ≡ 0. Unless we have observations everywhere, the MSE in the prediction
at the locations with no observations is unchanged no matter how many observations we have because
at these locations c = 0 in Eq. (2.7).
3 Numerical examples
We present two numerical examples to demonstrate the performance of PhIK. Both numerical examples
are two-dimensional in physical space. In the first example, we use the MC-based PhIK introduced in
Section 2.3, and in the second example, we employ the MLMC-based PhIK presented in Section 2.4. We
compare PhIK with the ordinary Kriging (in the following, we refer to the ordinary Kriging as Kriging).
In the Kriging method, we tested the Gaussian kernel and Mate´rn kernel. We do not observe significant
difference in the results and only report solutions obtained with the Gaussian kernel.
3.1 Branin function
We consider the following modified Branin function [14]:
f(x, y) = a(y˜ − bx˜2 + cx¯− r)2 + g(1− p) cos(x˜) + g + qx, (3.34)
where
x˜ = 15x− 5, y˜ = 15y, (x, y) ∈ D = [0, 1]× [0, 1],
and
a = 1, b = 5.1/(4pi2), c = 5/pi, r = 6, g = 10, p = 1/(8pi), q = 5.
The contour of f and eight randomly chosen observation locations are presented in Figure 1. The function
f is evaluated on a 41× 41 uniform grid, and we denote the resulting discrete field (a 41× 41 matrix) as
F . We will compare reconstruction of F by different methods, and we denote the reconstructed field as
Fr.
3.1.1 Field reconstruction
We first use Kriging to reconstruct F based on the eight observation data sets. Figure 2(a) presents
the reconstructed field Fr by Kriging, and Figure 2(b) depicts the RMSE of this reconstruction, which
shows the error from the statistical point of view. The difference Fr − F is shown in Figure 2(c), which
quantifies the yˆ deviation from the ground truth. Apparently, this reconstruction deviates considerably
from F in Figure 1, especially in the region [0, 0.5]× [0.5, 1]. This is consistent with Figure 2(b) as the
RMSE is large in this region. This is because there is no observation in this region. We later show that
adding observations guided by active learning increases the reconstruction accuracy.
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Figure 1: Contours of modified Branin function (on 41× 41 uniform grids) and locations of eight obser-
vations (black squares).
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Figure 2: Reconstruction of the modified Branin function by Kriging: (a) reconstructed field Fr; (b)
RMSE sˆ of the reconstruction; (c) difference Fr − F .
Next, we assume that based on “domain knowledge”, f(x, y) is partially known, i.e., its form is
known, but the coefficients b and q are unknown. Then, we treat these coefficients as random fields bˆ
and qˆ, which indicates that the field f is described by a random function fˆ : D × Ω→ R:
fˆ(x, y;ω) = a(y¯ − bˆ(x, y;ω)x¯2 + cx¯− r)2 + g(1− p) cos(x¯) + gˆ + qˆ(x, y;ω)x, (3.35)
where gˆ = 20,
bˆ(x, y;ω) = b
{
0.9 +
0.2
pi
3∑
i=1
[
1
4i− 1 sin((2i− 0.5)pix)ξ2i−1(ω) +
1
4i+ 1
sin((2i+ 0.5)piy)ξ2i(ω)
]}
,
qˆ(x, y;ω) = q
{
1.0 +
0.6
pi
3∑
i=1
[
1
4i− 3 cos((2i− 1.5)pix)ξ2i+5(ω) +
1
4i− 1 cos((2i− 0.5)piy)ξ2i+6(ω)
]}
,
and {ξi(ω)}12i=1 are i.i.d. Gaussian random variables with zero mean and unit variance. We use this
knowledge to compute the mean and covariance function of fˆ by generating M = 1000 samples of ξi(ω)
and evaluating fˆ on the 41 × 41 uniform grid for each sample of ξi(ω). We denote these realizations
of fˆ as {Fˆm}Mm=1. Figure 3 presents the reconstructed field Fr, RMSE, and the difference from the
exact field F . These results are much better than those found by Kriging as both the reconstruction
error and the RMSE are much smaller. More significantly, the RMSE in PhIK is much smaller than
Kiriging in the [0, 0.5]× [0.5, 1] subdomain with no observations. This is because in PhIK, the covariance
matrix is computed by the ensembles of physics-based model. Figure 3(d) shows σ
MC
, the standard
deviation of {Fˆm}Mm=1, i.e., ensemble of “physics-based model” in this case. Note that σMC is a measure
of uncertainty in the physical model fˆ . Figure 3 demonstrates that σ
MC
has a similar pattern as RMSE
(which is a measure of uncertainty in PhIK), but larger magnitude. It demonstrates that PhIK reduces
uncertainty by conditioning the prediction of f on observations.
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Figure 3: Reconstruction of the modified Branin function by PhIK: (a) reconstructed field Fr; (b) RMSE
sˆ; (c) Fr − F ; (d) standard deviation of the ensemble Fˆm, i.e., σMC .
3.1.2 Active learning
After obtaining sˆ2, we use Algorithm 1 to perform active learning by adding one by one new observations
of f at (x, y) where sˆ2 has maximum. Figure 4 displays locations of additional observations and resulting
Kriging prediction. In this figure, the first row is the field Fr reconstructed by Kriging, the second row
shows corresponding errors Fr − F , and the third row presents the Fr RMSE. The three columns
correspond to results with 12, 16, and 20 observations. The initial eight observations are marked as
squares, and added observations are marked as stars. As expected, the reconstruction accuracy increases
as more observations are added, and the uncertainty in the reconstruction decreases (indicated in the third
row). Notably, the active learning algorithm “placed” most observation points on ∂D where the variance
of f is largest. This illustrates that the GPR is more accurate for interpolation than extrapolation,
and most original observations are within the domain. As such, the results are extrapolated toward the
boundary.
Next, we use PhIK combined with active learning. Figure 5 shows the results. The first row shows
Fr, estimated by PhIK, the second row includes Fr−F , and the third row presents sˆ. The three columns
correspond to results with 12, 16, and 20 observations, respectively. The initial eight observations are
marked as squares, and added observations are marked as stars. The accuracy of the reconstruction in
these three columns is close as shown in the second row, and all three are much better than the results
obtained with Kriging in Figure 4. On the other hand, the third row in Figure 5 demonstrates that
the uncertainty in the reconstruction decreases as more observations are available. This indicates that
decrease of sˆ does not necessarily lead to a reduction in the difference between Fr and F .
Figure 6 shows the relative error ‖Fr − F ‖F /‖F ‖F (‖ · ‖F is the Frobenius norm) in Kriging and
PhIK as a function of the observation numbers, where the first eight are the “original” observations
and the rest are added according to the active learning algorithm. With the original eight observations,
the PhIK result (about 8% error) is much better than the Kriging (more than 50% error). As more
observations are added by the active learning algorithm, the error of Kriging decreases almost linearly
to approximately 4% (20 observations). The error of PhIK reduces from 8% to 4% (12 observations).
Adding additional observations does little to improve the accuracy. For 20 observations, the accuracy
of Kriging and PhIK is approximately the same. In both Kriging and PhIK, the accuracy of regression
generally increases with the number of observation points. In Kriging, the accuracy increases because
the accuracy of the mean and covariance estimates increase with the number of observation points. In
PhIK, the mean and covariance are decided by the ensemble Fˆm only. Thus, they are unchanged as
more observations are made available. Of note, f is not a realization of fˆ . Also, it is expected that an
approximation fˆ that provides better mean and covariance approximations will result in more accurate
GPR prediction.
3.2 Solute transport in heterogeneous porous media
In the second example, we consider steady-state flow and advection and dispersion of conservative tracer
with concentration Ce(x, t) in a heterogeneous porous medium with known initial and boundary con-
ditions and the unknown hydraulic conductivity K(x). We assume that measurements of Ce(x, t) are
available at several locations at different times. The flow and transport in porous media can be described
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Figure 4: Reconstruction of the modified Branin function by Kriging via active learning. Black squares
are the locations of the original eight observation, and stars are newly added observations. First row:
reconstructed field Fr; second row: Fr − F ; third row: RMSE sˆ.
by conservation laws, including a combination of the continuity equation and Darcy law:
∇ · [K(x;ω)∇h(x;ω)] = 0, x ∈ D,
∂h(x;ω)
∂n
= 0, x2 = 0 or x2 = L2,
h(x1 = 0, x2;ω) = H1 and h(x1 = L1, x2;ω) = H2,
(3.36)
where D = [0, L1] × [0, L2] = [0, 256] × [0, 128], the unknown conductivity is modeled as the random
log-normally distributed field K(x;ω) = exp(Z(x;ω)) with the known exponential covariance function
Cov{Z(x), Z(x′)} = σ2Z exp(−|x−x′|/lz) with the variance σ2Z = 2, correlation length lz = 5, h(x;ω) is
the hydraulic head, and ω ∈ Ω. The solute transport is is governed by the advection-dispersion equation
[12, 21]:
∂C(x, t;ω)
∂t
+∇ · (v(x;ω)C(x, t;ω)) = ∇ ·
[(
Dw
τ
+α‖v(x;ω)‖2
)
∇C(x, t;ω)
]
, x in D,
C(x, t = 0;ω) = δ(x− x∗),
∂C(x;ω)
∂n
= 0, x2 = 0 or x2 = L2 or x1 = L1,
C(x1 = 0, x2;ω) = 0,
(3.37)
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Figure 5: Reconstruction of the modified Branin function by PhIK via active learning. Black squares
mark the locations of the original eight observations, and stars are newly added observations. First row:
reconstructed field Fr; second row: Fr − F ; third row: RMSE sˆ.
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Figure 6: Relative error of reconstructed modified Branin function ‖Fr−F ‖F /‖F ‖F using Kriging (“◦”)
and PhIK (“”) with different numbers of total observations via active learning.
where C(x, t;ω) is the solute concentration defined on D × [0, T ] × Ω, the solute is instantaneously
injected at x∗ = (50, 64), v(x;ω) = −K(x;ω)∇h(x;ω)/φ is the average pore velocity, φ is the porosity,
Dw is the diffusion coefficient, τ is the tortuosity, and α is the dispersivity tensor with the diagonal
components αL and αT . In the present work, the transport parameters are set to φ = 0.317, τ = φ
1/3,
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Dw = 2.5× 10−5 m2/s, αL = 5 m, and αT = 0.5 m.
We generate M realizations of Z(x) using the SGSIM (sequential Gaussian simulation) code [11] and
solve the governing equations for each realization of K(x) = exp(Z(x)) using the finite volume code
STOMP (subsurface transport over multiple phases) [35] with the grid size 1m × 1m. Both, PhIK and
Kriging independently regress data each time the concentration data are available. Here, we show the
results of PhIK and Kriging at t = 8 days. The ground truth is generated as one of the M solutions of the
governing equations and is shown in Figure 7 with observation locations. We assume that six uniformly
spaced observations are available near the domain boundary, and nine randomly placed observations are
given within the domain D. Because Kriging is known to be less accurate for extrapolation (as illustrated
in the first numerical example), it is common to collect data near the boundary of the domain of interest
in practice, e.g., [10].
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Figure 7: Ground truth of the solute concentration when t = 8 days and observation locations (black
squares).
3.2.1 Field reconstruction
We use the matrix F to denote the ground truth. We first use Kriging to reconstruct F using 15
observations. Figures 8(a) and (d) present the reconstructed field Fr and the error Fr − F . We can
see that Kriging performs poorly as the relative error ‖Fr − F ‖F /‖F ‖F is more than 50%. Next, we
assume that only 10 simulations with grid size 1×1 are available and use them in the MC-based PhIK to
reconstruct F . Specifically, the mean and covariance matrix are computed from Eqs. (2.11) and (2.13)
using ensembles {FˆmH }10m=1 (simulations with grid size 1×1). Figure 8(b) and (e) present Fr and Fr−F ,
respectively. These results are better than the Kriging as the relative error is less than 30%. Finally, we
assume that additional 500 coarse-resolution simulations are available with grid size 4m × 4m and use
MLMC Eqs. (2.20) and (2.23), to approximate the mean and covariance matrix. The reconstructed field
and the difference from the ground truth are presented in Figure 8(c) and (f), respectively. The coarse
simulations significantly improve prediction as the relative error reduces to approximately 14%.
Next, we study how the MLMC-based PhIK’s accuracy depends on the number of high-resolution
simulations MH for the fixed number of low-resolution simulations ML = 500. Figure 9 shows how the
MLMC-based PhIK error ‖Fr − F ‖F /‖F ‖F decreases with increasing MH . For comparison, we also
compute error in the MC-based PhIK for the same number of MH . It is clear that MC-based PhIK is
less accurate than MLMC-based PhIK, especially for small MH . Also, the smaller error in MLMC-based
PhIK is achieved with a smaller computational cost than that of MC-based PhIK. In this example, the
number of degrees of freedom in the low-resolution simulation is 1/16 of that in the high-resolution
simulation. For an implicit scheme for the dispersion operator and an explicit scheme for the advection
operator, according to the CFL condition, the time step in a low-resolution simulation is approximately
four times larger than the time step in a high-resolution simulation. Therefore, the computational cost
of a high-resolution simulation is at least 64 times that of a low-resolution simulation and the cost of
500 low-resolution simulations is less than eight high-resolution ones. Thus, for the considered problem,
the MLMC-based PhIK using 10 high-resolution and 500 low-resolution simulations is less costly than
MC-based PhIK with 18 high-resolution simulations, while its accuracy is better than the latter with 90
high-resolution simulations (as shown in Figure 9). Equally important, the matrix C
MC
(size 15 × 15)
computed from Eq. (2.13) with only 10 high-resolution simulations is not full rank, so we must add
a regularization term αI to C
MC
. As discussed in Section 2.4, MLMC with additional low-resolution
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Figure 8: Reconstructed solute concentration field Fr by Kriging, MC-based PhIK with 10 high-resolution
simulations, MLMC-based PhIK with 10 high-resolution (grid size 1 × 1) simulations and 500 low-
resolution (grid size 4× 4) simulations, and their difference from the exact field Fr − F . Black squares
are the observations.
simulations eliminates the rank deficiency caused by insufficient number of realizations.
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Figure 9: Relative error of solute concentration ‖Fr − F ‖F /‖F ‖F by PhIK using different numbers of
high-resolution simulations (grid size 1×1) only (“◦”) and 500 low-resolution simulations (grid size 4×4)
in addition to different numbers of high-resolution simulations (“”).
3.2.2 Active learning
We now compare the performance of the active learning algorithm based on Kriging and MLMC-PhIK
with ensembles {FˆmH }10m=1 and {FˆmL }500m=1. Because we demonstrated that MLMC-PhIK is more accurate
and less costly than MC-PhIK, we do not use the latter in this comparison.
Figures 10(a) and (b) show sˆ for Kriging, and MLMC-PhIK, both using the initial 15 observations
(locations are denoted by squares). Note that sˆ in MLMC-PhIK is much smaller than that in Kriging
and the locations of local maxima differ. Figure 10(c) depicts the standard deviation of concentration
σ
MLMC
computed from MLMC ensembles using Eq. (2.23) (i.e., the standard deviation not conditioned
on observations). Figures 10(a), (b) and (c) reveals that PhIK has smaller uncertainty than Kriging and
the MLMC ensembles.
Next, we use Algorithm 1 in combination with Kriging (Figure 11) and MLMC-based PhIK (Fig-
ure 12) to add new observations one by one. In these figures, the initial 15 observation locations are
marked as squares and new locations are marked as stars. Figure 11 shows the Kriging predictions and
corresponding Fr −F error and RMSE obtained via Kriging with 18, 24 and 30 observations. Figure 12
presents the same information for MLMC-based PhIK. MLMC-based PhIK consistently outperforms
Kriging as quantitatively confirmed by the comparison in Figure 13. For both methods, the error and
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(a) sˆ of Fr by Kriging
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Figure 10: Solute concentration: (a) RMSE of Fr by Kriging using 15 observations; (b) RMSE of Fr by
MLMC-based PhIK using 15 observations; (c) standard deviation of ensembles estimated by MLMC.
uncertainty decrease with an increasing number of observations. However, there are significant differ-
ences in the results. In Kriging, most new points are added near the boundary, while in MLMC-based
PhIK, new measurements are added inside the domain close to the plume center. This is because the
error in Kriging is dominated by the extrapolation error at the boundary. In MLMC-based PhIK, the
boundary conditions in the physical model provide sufficient information near the boundaries. Conse-
quently, the active learning algorithm explores more information around the plume. As a result, PhIK
achieves higher accuracy than Kriging with a smaller number of observations
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Figure 11: Reconstruction of the solute concentration by Kriging via active learning. Black squares
mark the locations of the original eight observations, and stars are newly added observations. First row:
reconstructed field Fr; second row: Fr − F ; third row: sˆ.
4 Conclusion
In this work, we propose the PhIK method, where the mean and covariance function in the GP model
are computed from a partially known physical model of the states. We also propose a novel MLMC
estimate of the covariance function that, in combination with the standard MLMC estimate of the mean,
leads to significant cost reduction in estimating statistics compared to the standard MC method. The
resulting statistics in PhIK is non-stationary as can be expected for states of many physical systems
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Figure 12: Reconstruction of the solute concentration by MLMC-PhIK via active learning. Black squares
mark the locations of the original eight observations, and stars are newly added observations. First row:
reconstructed field Fr; second row: Fr − F ; third row: sˆ.
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Figure 13: Relative error of reconstructed solute concentration ‖Fr − F ‖F /‖F ‖F of Kriging (“◦”) and
MLMC-based PhIK (“”) using different numbers of total observations via active learning.
due to nonhomogenous initial conditions, boundary conditions, etc. This is different from the standard
“data-driven” Kriging, where the mean and kernel are estimated from data only and usually requires
an assumption of stationarity. In addition, PhIK avoids the need for estimating hyperparameters in the
covariance function, which can be a costly optimization problem.
We prove that PhIK preserves the physical knowledge if it is in the form of a deterministic linear
operator. We also provide an upper error bound in the PhIK prediction in the presence of numerical
errors. These theoretical results indicate that the accuracy of PhIK prediction depends on the physical
model’s accuracy (‖y − µ‖2), numerical error () the physical model’s stochastic properties, and the
selection of observation locations (‖C−1‖2).
We demonstrate that an active learning algorithm in combination with PhIK suggests very different
locations for new observations than the data-driven Kriging and results in significantly more accurate
predictions with reduced uncertainty. Other Kriging methods, e.g., university Kriging, may perform
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better than ordinary Kriging. However, such methods require non-stationary mean or kernel with larger
numbers of hyperparameters, which adds to the difficulty of the optimization problem in identifying
these hyperparameters.
Our method allows model and data convergence without solving complex optimization problems.
Moreover, this method is nonintrusive as it can utilize existing domain codes to compute statistics in
GP. This differs from other “physics-informed” GPR methods, e.g., [18, 31, 26, 27], where physical laws
are used to derive equations for the covariance function, which, in general, must be solved numerically.
Finally, it is worth repeating that the accuracy of PhIK prediction depends on the accuracy of the
physical model.
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