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An attractive feature of magnetic adatoms
and molecules for nanoscale applications is their
superparamagnetism, the preferred alignment of
their spin along an easy axis preventing unde-
sired spin reversal. The underlying magnetic
anisotropy barrier – a quadrupolar energy split-
ting – is internally generated by spin-orbit in-
teraction and can nowadays be probed by elec-
tronic transport. Here we predict that in a much
broader class of quantum-dot systems with spin
larger than one-half, superparamagnetism may
arise without spin-orbit interaction: by attach-
ing ferromagnets a spintronic exchange field of
quadrupolar nature is generated locally. It can
be observed in conductance measurements and
surprisingly leads to enhanced spin filtering even
in a state with zero average spin. Analogously to
the spintronic dipolar exchange field, responsible
for a local spin torque, the effect is susceptible
to electric control and increases with tunnel cou-
pling as well as with spin polarization.
The growing interest in nanomagnets, e.g., magnetic
adatoms1 and single-molecule magnets2 is fueled by
prospects of their application in novel spintronic de-
vices whose functionality derives from their unique mag-
netic features3. A key property of such systems is their
strong magnetic anisotropy leading to magnetic bista-
bility, required for building blocks for nanoscale mem-
ory cells4,5 and non-trivial quantum dynamics, useful
for quantum information processing6,7. In either case,
operational stability of such devices hinges heavily on
the height of the energy barrier opposing the spin rever-
sal. Though recently progress in the control over the
magnetic anisotropy by synthesis8, mechanical strain-
ing9, atomic manipulation10 or electrical gating11 has
been made, achieving of a high spin-reversal barrier still
remains a challenge. Incorporating a nanomagnet into
an electronic circuit may significantly alter its magnetic
properties12–14, but may also be advantageous. One pos-
sible, spintronic route for manipulation of nanomagnets
entails ferromagnetic electrodes and uses the spin torque
due to spin-polarized scattering15 or Coulomb interac-
tion16, magnetic analogs of the proximity effect in super-
conducting junctions. In this article, we present another
route that combines spintronics with molecular mag-
netism: high-spin quantum dots can acquire a significant
magnetic anisotropy that is purely of spintronic origin,
instead of deriving from the spin-orbit interaction, as the
tunneling to ferromagnets induces a local, quadrupolar
exchange field. Besides providing an alternative approach
to electrical manipulation and engineering of superpara-
magnetic nanomagnets, this new quantity is of key im-
portance for the analysis of experiments that probe atoms
or molecules using highly spin-polarized electrodes.
DIPOLAR VS. QUADRUPOLAR EXCHANGE
FIELD
The origin of superparamagnetism, usually dominating
the magnetic behaviour of a nanomagnet, is a magnetic
anisotropy energy barrier. For instance, an adatom with
a spin-degenerate ground multiplet (quenched orbital
moment), is described by the generic spin Hamiltonian2
Heff = BSˆz +DQˆzz, (1)
where Sˆz denotes the component of the total spin (S > 1)
along the z-axis, and Qˆzz = Sˆ
2
z − 13S(S + 1) is a di-
agonal component of the spin-quadrupole moment ten-
sor. Moreover, B and D are dipolar and quadrupolar
fields, respectively. All parameters are in units of en-
ergy (kB = ~ = |e| = 1). If D < 0, the quadrupo-
lar term prefers the axial spin states over the planar
ones, i.e. the spin is aligned with the z-axis but with-
out favouring a particular orientation along it. For spin
S = 1 the corresponding energy splitting is sketched in
Fig. 1a. At temperatures T < |D|, it prevents transi-
tions between the axial spin states via an intermediate
planar state (i.e. spin reversal), while maintaining the
former ones as ground states. This superparamagnetism
is thus of major interest for applications in which the
axial states represent an information bit, and such tran-
sitions are unwanted. On the contrary, the first term
in equation (1), coupling the spin dipole to the exter-
nal magnetic field B (chosen along the z-axis), does in-
troduce a distinction between the ‘up’ and ‘down’ axial
states. The crucial role of the z-axis stems from the sec-
ond term of equation (1). It emerges2 when taking into
account virtual scattering within the ground state mul-
tiplet |g〉 of the adatom through the high-energy excited
state |e〉 at energy ∆, caused by the spin-orbit interaction
Hs-o = λLˆ · Sˆ, see Fig. 1a. Often, only one component of
orbital angular momentum has non-zero matrix elements
due to ligand-field hybridization and an uniaxial intrin-
sic anisotropy along the z-axis is imposed by the negative
D = − 32λ2|〈g|Lˆz|e〉|2/∆. Hence, by probing the ligand
environment, the atomic electrons experience a broken
spin symmetry.
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FIG. 1. The origin of magnetic anisotropy splitting of a high-spin ground multiplet. a, The atomic case, a spin-1
multiplet with quenched orbital moment with virtual spin-orbit scattering into an excited state. b, The spintronic case, a spin-1
quantum dot with virtual electron tunneling into an attached ferromagnet. c, Generic model of a high-spin S = 1 quantum-dot
spin valve (see Methods).
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FIG. 2. Effective exchange fields. (Real-time pertur-
bation theory) a, Dipolar B(ε) and quadrupolar D(ε) ex-
change fields as a function of the quantum dot level position
(−ε ∝ Vg = gate voltage) at zero bias voltage. Parameters:
W = 1 eV, U = 100 meV, Γ/U = 0.01, T/U = 0.05 and
p = 0.5. b, Excitation spectrum of a nanomagnet around
the symmetry point as generated by the magnetic proximity
effect.
In spintronics a very similar situation, depicted in
Fig. 1b, arises in a completely different physical setting
where spin-orbit interaction is negligible. Electrons local-
ized in a high-spin (S > 1/2), spin-isotropic quantum dot
probe the broken spin symmetry in attached ferromag-
nets by virtual charge fluctuations. These fluctuations
result in a spin current, which transfers spin angular mo-
mentum from the electrode to the quantum dot, result-
ing in a spin torque. It can be described by replacing the
externally applied magnetic field in equation (1) by an ef-
fective exchange field. Specifically, we consider the setup
outlined in Fig. 1c: a quantum dot with a triplet ground
state obtained by coupling an orbital level via Heisenberg
interaction (K < 0) to an immobile, spin-one-half impu-
rity, causing a singlet-triplet splitting |K|. The orbital
level is additionally tunnel-coupled to the ferromagnets.
None of the simplifying assumptions made on the im-
purity, namely its immobility and its low spin value, is
crucial for what follows, see Supplementary Information.
The physics can be understood by first ignoring the sec-
ond ferromagnet. Then, the dipolar exchange field B to
the leading order in the tunneling rate Γ decomposes into
a difference of two contributions B0 and B2
17:
B = B0 −B2 and Bn = P
∫ W
−W
dω
2pi
pΓf(ω)
ω − ε− nU/2 , (2)
with P standing for the principal value integral. Here,
f(ω)=
[
eω/T +1
]−1
, and ε is the dot level relative to the
electrochemical potential of the ferromagnet, tunable by
the gate voltage. Furthermore, U is the local Coulomb in-
teraction in the dot, p is the spin polarization of the ferro-
magnet, and W denotes the half-width of the conduction
band. Notably, the exchange field, plotted in Fig. 2a,
depends on the gate voltage in an antisymmetric way,
B(ε) = −B(−ε− U), reversing its sign at the symmetry
point ε = −U/2. The electron- (B0) and hole-type (B2)
fluctuations cancel there, as experimentally observed by
Hauptmann et al.18. This is a generic feature of interact-
ing quantum-dot spin-valves19 if spin-polarization effects
of the ferromagnets dominate20. Approaching the sym-
metry point, deep in the Coulomb blockade, processes of
higher order in Γ become increasingly important. These
are responsible for inelastic tunneling, as well as the
Kondo effect, both being primary experimental tools in
atomic-scale spin detection21–23 and manipulation5. The
interplay of such processes with the exchange field B(ε)
has been analyzed19,24 and experimentally demonstrated
for S = 1/2 molecular25 and carbon-nanotube18,20 quan-
tum dots.
However, for high-spin quantum dots these processes
result in a drastically different situation as we now ex-
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FIG. 3. Spectroscopic features of spintronic anisotropy. (DM-NRG) Dependence of the differential conductance dI/dVb
at Vb = ω, approximated by the equilibrium spectral function A(ω), on the energy ω and the level position ε close to the center
of the Coulomb blockade regime, ε = −U/2. a-b, Spectral function for parallel ferromagnets with spin polarization p = 0.5
coupled to a spin S = 1/2 single-level quantum dot (K = 0) in a, and a spin S = 1 quantum dot (K < 0) in b. Dashed lines
in b represent the gap ∆E (see Fig. 2b and supplementary figure S-2). c-d, For the S = 1 case relevant ω-cross-sections for
several different values of the tunnel coupling Γ (c) and the spin polarization p of the ferromagnets (d) are shown. In both c
and d, the left/right side of the ω-axis corresponds to the regime dominated by the quadrupolar field, |B(ε)|  |D(ε)|, and
the dipolar field, |B(ε)|  |D(ε)|, respectively. Parameters: W = 1 eV, U = 100 meV, K/U = −0.01, T = 0, and in (a)-(b)
Γ/U = 0.03.
plain. For our S = 1 quantum dot example processes of
the order Γ2, apart from inessential renormalization of
B(ε), generate an additional spintronic anisotropy term
of the same form as the second term of equation (1). The
result for the quadrupolar exchange field D(ε) (see Meth-
ods) is plotted in Fig. 2a. It takes a simple, approximate
form in the regime |ε+U/2|  U/2 when we neglect the
excited singlet state at energy |K| and assume a large
band width W  U  T  Γ [as was also done in
deriving equation (2)]:
D(ε) = −B0(ε)∂B0(ε)
∂ε
−B2(ε)∂B2(ε)
∂(−ε) . (3)
The corresponding term in equation (1) generates a
quadrupolar splitting. We find that in the Coulomb
blockade regime this D parameter is negative, i.e. the
energy of the triplet axial spin states |Sz = ±1〉 is low-
ered relative to the planar spin state |Sz = 0〉, as in
Fig. 1b. This is entirely analogous to the uniaxial spin
anisotropy typical to magnetic adatoms or molecules, cf.
Fig. 1a. However, this anisotropy is induced by the prox-
imity of the ferromagnet and displays the characteristic
properties of a spintronic exchange field: it is electrically
tunable by the gate voltage as shown in Fig. 2a, and
scales as D ∝ p2Γ2. It is thus enhanced with increasing
tunnel coupling Γ, similar to the Kondo effect (see be-
low), but in contrast, it is also enhanced with increasing
spin polarization p, which suppresses the Kondo effect.
Importantly, Fig. 2a demonstrates that the quadrupo-
lar field is a symmetric function of the gate voltage,
D(ε) = D(−ε − U), and therefore does not necessarily
vanish at the symmetry point [the electron and hole con-
tributions to equation (3) add up, unlike in equation (2)].
Expanding B(ε) and D(ε) linearly around the symmetry
point,
B(ε) ≈ − 2
pi
pΓ
ε+ U/2
U
(linear), (4)
D(ε) ≈ − 1
pi2
(pΓ)2
U
ln
2W
U
:= D∗ (constant), (5)
we thus obtain an all-spintronic superparamagnet de-
scribed by equation (1) with a constant anisotropy D∗
and a magnetic field that is linearly tunable by the gate
voltage through ε, see Fig. 2b. Close to the symmetry
point, the quadrupolar field dominates over the dipo-
lar one in the gate voltage range |ε + U/2|  δε :=
pΓln(2W/U)/(2pi) proportional to the width Γ of the
low-temperature Coulomb peaks. Accordingly, high-spin
quantum dot spin valves exhibit a tunable interplay of
spintronics and nanomagnetism that is not possible for
low-spin quantum dots. This, in turn, opens the possi-
bility for fast all-electric operations involving the spin,
which are challenging for adatoms and single-molecule
magnets.
SPECTRAL SIGNATURES OF SPINTRONIC
QUADRUPOLAR SPLITTINGS
Based on the perturbative results (4)-(5) we expect a
clear experimental transport signature of the spintronic
quadrupolar field for strong tunnel coupling Γ. The
above considerations are readily extended to the case
of a junction of two ferromagnets with voltage bias Vb
and parallel polarizations (see Methods). The spintronic
fields B and D now also acquire a dependence on the
bias voltage, which is, however, negligible in the situa-
tion under discussion (see Supplementary Information).
In order to address the strong tunneling regime and to
4better estimate the achievable magnitude of D we calcu-
late the equilibrium, spin-resolved local density of states
(LDOS) using the exact density-matrix numerical renor-
malization group (DM-NRG) method. This allows us
to compute transport characteristics, while (i) including
the singlet excited state at finite energy |K| that we ne-
glected so far, and (ii) taking into account the Kondo
effect, which also gains importance with increasing Γ at
low temperature.
To set the stage, we show in Fig. 3a the result for a
spin S = 1/2 quantum-dot spin valve model (obtained
by setting K = 0), successfully used to analyse the spec-
troscopy of the dipolar exchange field18,20. Unlike for
non-magnetic electrodes, a Kondo peak forms only at the
symmetry point where the exchange field B induced by
the ferromagnets vanishes19,24,26. The finite-temperature
precursor of the Kondo peak in Fig. 3a displays the mea-
sured, gate-voltage dependent splitting18.
For a high-spin S = 1 ground state (i.e. K < 0),
instead of a peak, we find in Fig. 3b a pronounced
gap, which linearly increases as the gate voltage is de-
tuned from the symmetry point. This indicates a def-
inite spin excitation, even close to the symmetry point
where the influence of a dipolar exchange field B on the
high-spin quantum dot is negligible. As illustrated in
Fig. 2b, the observed excitation as a function of ε+U/2
is the telltale signature of uniaxial spin anisotropy of the
type predicted by equations (1) and (3). By relating
the gate voltage through equation (4) to the magnetic
field, this signature is seen to coincide with that of in-
trinsic anisotropy discussed theoretically and observed
experimentally in the transport through real magnetic
adatoms and molecules10,11,27. The failure to close the
gap at the symmetry point in Fig. 3b corresponds to a so-
called ‘zero-field splitting’2 of such systems. During the
excitation the spin transits from the lowest axial state
|Sz = ±1〉 into the planar state |Sz = 0〉, see Fig. 2b.
Direct transitions between the axial spin levels are spin-
forbidden and do not show up in Fig. 3b. Importantly,
the different energy units on the left and right ω-axis
in Figs. 3c,d reveal that the DM-NRG gap is indeed of
spintronic origin: it scales with Γ and p as predicted by
equations (4)-(5) for |B|  |D| and |B|  |D|, respec-
tively. We note that only for much stronger coupling the
Kondo effect in Fig. 3b reinstates the characteristics sim-
ilar to that in Fig. 3a. Finally, the quadrupolar gap can
also be extracted from the temperature dependence of
the transport quantities, see supplementary figure S-6.
By attaching the ferromagnets we have thus obtained
an artificial molecular magnet, whose quadrupolar field
D is strong enough to suppress the Kondo effect in a wide
range of parameters, see Supplementary Information.
This is expected from the analysis28–30 of the destruc-
tive effect of intrinsic uniaxial anisotropy on the Kondo
resonance10,11. Notably, here both these effects are gen-
erated by Γ, cf. Fig. 4. This has important experimental
implications: not only does spintronic anisotropy modify
an existing, intrinsic anisotropy barrier (induced by spin-
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FIG. 4. Spin filtering. (DM-NRG) a, Linear conductance
G = G↑ + G↓, b, average spin-quadrupole moment 〈Qˆzz〉
(normalized to its maximal value), c, linear response spin po-
larization of transported electrons, γ = (G↑−G↓)/(G↑+G↓),
shown as a function of the tunnel coupling Γ for various val-
ues of spin polarization p of the ferromagnets at the symme-
try point ε = −U/2. Solid (thin) lines correspond to the
spin S = 1 (S = 1/2) quantum dot. Side diagrams (i)-
(iii) illustrate schematically the competition of the energy
scales of temperature T (dashed lines), spintronic anisotropy
D∗(Γ) (red) and Kondo spin scattering TK
(
Γ, D∗(Γ)
)
(pur-
ple), as found by DM-NRG (see Supplementary Information).
Due to the Γ-dependence, starting from thermal regime (i),
first |D∗(Γ)| rises faster, (ii), and ultimately the Kondo ef-
fect catches up, (iii). Parameters are as in Fig. 3, except for
T = 7.5 · 10−6U ≈ 9 mK, which is smaller than the tempera-
ture needed to resolve the maximally achievable gap 2|D∗(Γ)|
in transport spectra of Fig. 3b (i.e. for Γ values just before
the Kondo effect sets in).
orbit interaction)31, but it can even create such a barrier
from scratch (without spin-orbit coupling), thus generat-
ing the entire observed spin-excitation spectrum. Con-
sequently, care must be taken when using spin-polarized
electrodes to search for signatures of intrinsic superpara-
magnetism: tunneling-renormalization effects, observed
for electronic excitations32, also affect the quantitative
extraction of intrinsic anisotropy parameters, in partic-
ular when the spin polarization becomes significant, as
desired in spintronics, and the tunnel coupling becomes
strong. So far, the parameters were chosen to enable a
comparison of the results obtained by the complemen-
tary methods used. Having established the scaling (5),
we can now give a conservative estimate for the spintronic
anisotropy barrier: it can be as large as 0.04 meV, i.e.
5the gap 2|D∗| is clearly resolvable at T ∼ 230 mK, see
Supplementary Information. This value is comparable
with |D| in the range of tens of µeV for single-molecule
magnets2,11,14, while |D| can reach up to few meV for
some adatoms1,33.
ENHANCED SPIN FILTERING
Finally, the spintronic quadrupolar exchange field can
also be used to enhance the linear-response spin filtering
of electrons transported through a quantum dot with zero
dipolar exchange field and average spin. Fig. 4a presents
the linear conductance (DM-NRG) as function of the tun-
nel coupling Γ for fixed, intermediate temperature at the
symmetry point where 〈Sˆ〉 = 0 (see Supplementary In-
formation). We observe that with increasing spin polar-
ization p of the ferromagnets, the value of Γ for which
the Kondo unitary conductance is reached strongly in-
creases. This shift is caused by the spintronic anisotropy,
evidenced by the finite quadrupolarization 〈Qˆzz〉 > 0 in
Fig. 4b, which arises when |D∗(Γ)|  T – well before
the Kondo effect sets in. Interestingly, the conductance
spin polarization in Fig. 4c shows a corresponding peak
that develops into a 100%-plateau for p close to, yet still
less than 1. But even for 50% polarized ferromagnets
(p = 0.5) the conductance spin polarization can be al-
most doubled if the temperature is further reduced, see
supplementary figure S-8.
This amplification of the conductance spin polariza-
tion is a hallmark of the exchange quadrupolar field:
in a broad, intermediate regime of Γ-values the spin-
tronic anisotropy gap |D∗|  T makes the planar spin
state |Sz = 0〉 inaccessible at low energy, as depicted in
Fig. 4(ii). In consequence, tunneling induced spin-flip
processes between the axial states |Sz = ±1〉 (Kondo ef-
fect) are strongly suppressed, greatly enhancing the con-
ductance spin polarization, see Supplementary Informa-
tion. Such a behaviour is absent in the results for S = 1/2
shown for comparison as thin curves in Fig. 4c: in this
case, spin reversal does not involve a planar state.
This enhanced spin-filtering effect illustrates a promis-
ing synergy of spintronics and nanomagnetism. The spin-
tronic anisotropy may offer new possibilities for combin-
ing tools and insights from these two research fields. As
we show in Supplementary Information, one may envision
to utilize the quadrupolar field as a new means for fast,
electrical control of nanomagnetic memory cells, allowing
even for on-demand bistability. Furthermore, in contrast
to intrinsic anisotropy, the spintronic anisotropy can also
be turned off magnetically by switching the spin-valve to
the antiparallel configuration. Finally, it is interesting
to ask whether spintronic anisotropy may be understood
in a broader context: just as the dipolar exchange field
term in equation (1), expressing the spin torque, can be
seen as a part of the spin(-dipole) current, so, perhaps,
the quadrupolar exchange field term may relate to a spin-
quadrupole current34.
METHODS
The model of a high-spin quantum-dot spin valve in Fig. 1c
consists of a single spin-degenerate orbital level, tunnel-coupled to
two ferromagnets, and involving the local isotropic Heisenberg ex-
change coupling K < 0 to an immobile S = 1/2 impurity. Electron
tunneling through the junctions is assumed to be symmetric and
spin conserving.
Real-time diagrammatic (RTD) perturbation theory
By integrating out the ferromagnets held at different equilib-
ria we obtain a stationary quantum kinetic equation for the re-
duced density operator ρ, ρ˙(t) = 0 = −i[Hdot, ρ] − iΣρ, where Σ
is the zero-frequency kernel expanded formally in powers of Γ. We
rewrite Σρ = [Heff, ρ] + Σ′ρ where Heff is the renormalization of
the Hamiltonian Hdot including both orders Γ and Γ2 which can
be identified diagrammatically and then calculated. See Sec. IIA
of Supplementary Information for a more detailed account. In the
Coulomb blockade regime Hdot reduces to a trivial constant and
Heff is given by equation (1), where D for a single electrode has
the form
D =
Γ2p2
4
Re
∫ W
−W
dω1
pi
dω2
pi
[1− f(ω1)]f(ω2)
ω2 − ω1 + i0(
1
ε− ω1 + i0
+
1
ω2 − (ε+ U) + i0
)2
.
(6)
This was used to plot Fig. 2a. In the limit U  W , the expres-
sion reduces to the analytic result (3), from which equation (5)
follows. As mentioned in the text, one can extend the results
to the case of two electrodes r = L,R, with respective elec-
trochemical potentials µL/R = ±Vb/2: replace in equation (2)
f(ω)→ fr(ω) =
[
e(ω−µr)/T ) + 1
]−1
and sum over r. Equation (3)
remains valid as long as Vb  U . Finally, we recall that the dipolar
exchange field in order Γ vanishes at the symmetry point ε = −U/2,
cf. equation (4) and Fig. 2a. This also holds for irrelevant higher-
order corrections in Γ to B, as the zero average spin, obtained
from DM-NRG calculations at the symmetry point, demonstrates
for any values of p and Γ.
Density-matrix numerical renormalization group
We use the Flexible DM-NRG35 approach to numerically calcu-
late the spin-resolved equilibrium spectral function aσ(ω) [σ =↑, ↓],
referred to also as LDOS, of the orbital level for parallel polariza-
tion of the ferromagnets. From this we compute the spin-resolved
linear-response conductance
Gσ =
2e2
h
pi
Γ(1 + ησp)
2
∫
dω
[
−∂f(ω)
∂ω
]
aσ(ω), (7)
where η↑(↓) = ±1. Moreover, by approximating dI/dVb ∝ A(ω)
at low T and low, but finite bias voltage Vb = ω with the
symmetrized, dimensionless equilibrium spectral function A(ω) =
piΓ
∑
σ(1+ησp)
[
aσ(ω)+aσ(−ω)
]
/2, we can infer useful qualitative
conclusions about the differential conductance, taking into account
known limitations of this approximation. Further details can be
found in Sec. IIB of Supplementary Information.
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In this Supplementary Information we provide a precise formulation of the model used in the
main text (Sec. I), then discuss the application of the employed methods specifically to this model
(Sec. II), expanding the ‘Methods’ section of the main article. Finally, in Sec. III we provide an
extensive discussion of claims and results in the order they appear in the main article. Within
the Supplementary Information references are numbered as, e.g., equation (S-1) and Figure S-1,
whereas regular numbers, e.g., equation (1) and Figure 1, refer to the main article.
I. MODEL
In the main article we illustrate the spintronic generation of anisotropy by analysing the trans-
port properties of a high-spin quantum dot embedded between two ferromagnetic electrodes. The
full Hamiltonian of the system under consideration reads as H = Hdot +Hel +Htun.
The high-spin quantum dot, described by
Hdot = εnˆ+ Unˆ↑nˆ↓ +K sˆ · Sˆimp, (S-1)
is a composite system consisting of a single-level quantum dot coupled to a immobile magnetic
spin-1/2 impurity with ferromagnetic Heisenberg interaction K < 01,2. Here, ε denotes the gate-
tunable energy of a single electron occupying the dot, while U stands for the Coulomb energy
of two electrons with opposite spins when the dot is doubly occupied. Moreover, nˆ =
∑
σ dˆ
†
σ dˆσ
represents the dot’s charge operator, with dˆ†σ (dˆσ) being the creation (annihilation) operator of a
spin-σ electron (σ =↑, ↓) in the dot. Consequently, whenever a single electron resides in the dot,
2its spin (characterised by the operator sˆ) forms a S = 1 ground state with the impurity spin with
the operator Sˆimp.
Such a quantum dot model describes various experimental systems. For instance, it arises in
semiconductor heterostructures, in asymmetrically gated a double quantum dots3 or multilevel
quantum dots4,5. It accounts for the physics observed in gold nanoparticles coupled to a magnetic
impurity6 and also a molecule hyperfine-coupled to an internal, single nuclear spin7. Furthermore,
in nanojunctions, it was demonstrated that the sign and magnitude of K can be electrically tuned
in situ8–10. The crucial feature that the Heisenberg interaction in this model accounts for is
the gap separating the high-spin state from the excited states, irrespective of their nature (i.e.,
with either smaller or larger spin). In transport through an endofullerene molecule the high-spin
ground state was shown to be separated by 0.8 meV from the excitations11, in this case caused by
antiferromagnetic Heisenberg interaction. Molecules with even larger gaps abound in the chemistry
of molecular magnets, where the main synthetic challenge is to generate a high anisotropy D in
high-spin molecules with a large exchange gap. In these systems gaps are caused by a non-trivial
competition between several types of exchange interactions and can be several meV large, e.g.
6 meV for the well-characterized Fe4 class single-molecule magnets
12. Using a ‘bad’ molecular
magnet (i.e., with a large exchange splitting as in Ref. [12], but with negligible D) as a quantum
dot in the setup suggested in this article, can thus also be a good starting point for spintronic
generation of anisotropy. With this broad class of high-spin quantum dot systems in mind we set
in the numerical computations K = −1 meV. We note that larger values of K also facilitate the
comparison with the analytical real-time diagrammatic calculations which are tractable only for
|K| → ∞, see Sec. II A Finally, in Fig. S-7 and its caption we show that the main conclusions
remain qualitatively valid also for smaller magnitudes of the Heisenberg interaction K.
The ferromagnetic metallic electrodes are described by non-interacting itinerant electrons with
energy dispersion εkσ, Hel =
∑
rkσ εkσc
r†
kσc
r
kσ with c
r†
kσ (c
r
kσ) being the creation (annihilation)
operator for the rth electrode (r = L,R), and k denoting an orbital quantum number. For
simplicity, we assume that the electrodes are identical, have parallel spin-polarization vectors, and
are described by a constant spin-dependent density of states (DOS),
∑
k δ(εkσ − ω) ≈ νσ, for|ω| ≤ W , where W is the half-width of the conduction band. We emphasize that here and above
all spin quantum numbers refer to the z-axis taken to in the spin-polarization direction.
Next, electron tunneling processes between the dot and electrodes are accounted for in a standard
way13 by
Htun =
∑
rkσ
trσd
†
σc
r
kσ +H.c., (S-2)
where trσ stands for the tunnel matrix element between the dot and the rth electrode. We assume
that the junctions are symmetric (tLσ = t
R
σ = tσ). In both methods applied below, the overall
effect of the ferromagnetic electrode on the dot can then be included through the hybridization
function ΓLσ = Γ
R
σ ≡ Γσ,
Γσ = piνσ|tσ|2 = Γ
2
(1 + ησp), Γ = Γ↑ + Γ↓, p =
Γ↑ − Γ↓
Γ↑ + Γ↓
(S-3)
where here and below η↑(↓) = ±1, and p is the spin polarization parameter of the electrodes.
Finally, we emphasize the motivation for choosing the model of a single-level quantum dot
ferromagnetically interacting with a spin-one-half, immobile impurity: it is conceptually simple
and allows for an analytical treatment, which complements the rigorous numerical calculations by
providing detailed insight into the novel idea of the quadrupolar field. The model is representative
of a class of systems which share the following crucial ingredients: (i) a high-spin ground state
separated by a finite gap from further excitations, (ii) Coulomb blockade stabilizing the charge
state with the high spin, and (iii) tunnel-coupling to ferromagnets. In our high-spin model the
excitation gap is equal to |K| which is provided by the Heisenberg interaction of the quantum dot
with the impurity spin. At the end of Sec. II A we are in the position to formulate a general physical
argument for the generic nature of this model. Then in Sec. III E, we check by explicit numerical
calculations that our predictions remain valid not only for models in which the immobile impurity
spin is larger than the minimal value Simp = 1/2 [see Fig. S-9(a)-(b) for Simp = 1, 3/2, 2], but also
for the case in which the impurity spin is subject to charge fluctuations [see Fig. S-9(c)-(d)].
3II. METHODS
A. Real-time diagrammatic (RTD) technique
The real-time diagrammatic (RTD) technique provides an analytic description of the high-spin
quantum dot. This approach is based on a kinetic/generalized master equation for its reduced
density operator ρ, incorporating the effect of the environment. This is accomplished by integrating
out the ferromagnets (held at different equilibria with the same temperature T , but different
electrochemical potentials µr). In the stationary limit we obtain the quantum master equation
ρ˙(t) = 0 = −i[Hdot, ρ] − iΣρ with the zero-frequency self-energy (or time-evolution kernel) Σ.
The self-energy superoperator Σ is formally expanded in powers of Γ using the standard real-time
diagrammatic technique (RTD)14–16 (which is equivalent to the Nakajima-Zwanzig approach17).
The calculation of Σ up to the next-to-leading order (Γ2) is carried out most efficiently using a
Liouville-space formulation16 in the form recently given in Ref. [18], which exploits the advantages
of second-quantization in Liouville-Fock space (super-fermions). We have further adapted this ap-
proach to spin-polarized electrodes, obtaining a formulation which at every step of the calculation
is explicitly ‘coordinate-free’, i.e. invariant under changes of both the real-space coordinate system
and the spin-quantization axis. For a simple spin-valve model (i.e. without a quantum dot) this
is described in detail in Ref. [19], and a full account for quantum dot spin-valves will be published
in Ref. [20].
In a second step, we developed a projection technique, which uniquely extracts the part of any
self-energy superoperator Σ that generates a Hamiltonian evolution on the density matrix ρ, that
is, we decompose
Σρ = [Heff, ρ]− +Σ′ρ. (S-4)
Here, Σ′ only incorporates the dissipative, non-Hamiltonian evolution induced by the bath, while
the pure Hamiltonian part of the bath-induced time evolution is solely generated by the commu-
tator with the self-adjoint effective Hamiltonian Heff. The latter can be extracted from the matrix
elements ΣAB = tr
{
A†(ΣB)
}
of the full self-energy by
Heff = 16
∑
A,B∈T
ΣAB [A,B]− + other terms. (S-5)
In the equation above, the first term is the projection of the effective Hamiltonian on the triplet
space and the sum runs over a complete set of operators for the traceless triplet subspace of the
quantum dot Liouville space20: T = { 1√
2
Sˆti}i=x,y,z ∪ {Qˆtij}i,j=x,y,z. The superscript t denotes the
projection P t onto triplet states, Aˆt = P tAˆP t, of the spin-dipole operators Sˆi and spin-quadrupole
operators
Qˆij =
1
2
(
SˆiSˆj + SˆjSˆi
)
− 13 Sˆ2δij , (S-6)
where i, j = x, y, z are their Cartesian components. The ‘other terms’ in equation (S-5) represent
the effective Hamiltonian evolution of the other charge states (empty or doubly occupied level).
Deep inside the Coulomb blockade regime, which is of interest here, only one electron occupies the
tunnel-coupled orbital and contributions from other charge states are negligible. Furthermore, we
excluded the high-lying singlet excitation for the sake of simplicity. We note that the above goes
beyond the standard procedure for calculating renormalization of the subsystem by Lamb-shifts
which only account for the leading order. In spintronics context, we thus extend Refs. [2] and
[21–22] by including not only order Γ but also order Γ2 terms. From a general perspective, the
quadrupolar exchange field is a striking example where the next-to-leading order renormalization
of a subsystem Hamiltonian provides the crucial physics (that even dominates the Kondo effect in
large parameter regimes).
In a third step, we recast equation (S-5) into the form given in the main article as equation (1),
P tHeffP t = BSˆtz +DQˆtzz. (S-7)
Some elaboration on the commutators in equation (S-5) shows that the number of the supermatrix
elements ΣAB needed to compute either of the exchange fields B and D can be greatly reduced.
4This enables a targeted calculation of the exchange fields without computing the full self-energy
Σ. In particular, the quadrupolar field of interest here reads
D =
1
12
∑
i,j,k
(
ΣQˆtijStk
tr
{
Qˆtzz
[
Qˆtij , Sˆ
t
k
]
−
}
+ Qˆtij ↔ Sˆtk
)
. (S-8)
We find the specific self-energy supermatrix element ΣQˆtij Sˆtk
by applying the real-time diagram-
matic technique up to the order Γ2 and obtain
D =
Γ2p2
4
Re
∫ +W
−W
dω1
pi
∫ +W
−W
dω2
pi
[
1− f(ω1)
]
f(ω2)
ω2 − ω1 + i0
(
1
ε− ω1 + i0 +
1
ω2 − (ε+ U) + i0
)2
, (S-9)
which is equation (6) in the ‘Method’ section of the main article. Here, the spin-dependence en-
ters via the spin-dependence of DOS23, i.e. tσ = t. The DM-NRG calculations confirm that the
quadrupolar exchange field scales quadratically with the tunnel coupling Γ and the spin polar-
ization p of the leads at the symmetry point, ε = −U/2, exactly as predicted by equation (S-9),
see Sec. III B 2 for further discussion. The dependence of D⋆ = D(ε = −U/2) on the interaction
energy U for low T ≪ U can be estimated by substituting 2ω1/U = w1 and 2ω1/U = −w1 in
(S-9), and approximating the Fermi functions by step functions. This yields
D∗ = −Γ
2p2
U
C
(
2W
U
)
(S-10)
where to leading order in U/W , we reproduce equation (5) of the main article, since
C(Λ) =
1
2
Re
∫ Λ
0
dw1
pi
∫ Λ
0
dw2
pi
1
w1 + w2 + i0
(
1
1 + w1 + i0
+
1
1 + w2 + i0
)2
=
1
pi2
[
ln(Λ) +O (1)
]
. (S-11)
The numerical evaluation of (S-9) for all level positions ε requires a fourth step. We convert the
double frequency integral into a double summation over Matsubara frequencies by first substituting
x2=ω2/T and x1=−ω2/T and splitting the Fermi functions f(xT ) = g+(x) + g−(x) into their
symmetric part g+(x) = 1/2 and their antisymmetric part g−(x) = − tanh(x/2)/2, respectively.
We then integrate over x1 and x2 using complex integration, closing the integration contour in the
upper half of the complex plane. By virtue of the residue theorem, one can derive the following
relation for the generic type of integrals occurring after these manipulations∫ +R
−R
dx1
∫ +R
−R
dx2 g
q1(x1)g
q2(x2)
1
xi − λ2 + i0
1
x1 + x2 + i0
1
x1 − λ1 + i0
= δq1,−
kR∑
k1,k2
[
−4pi2δq2,−
1
zki − λ2
1
zk1 + zk2
1
zk1 − λ1
+ 2piiδi,1
1
zk1 − λ2
M q2k2
1
zk1 − λ1
]
+O
(
1
R
)
,
where q1, q2 = ± and zk = ipi(2k + 1) are the Matsubara frequencies, and 0 ≤ k ≤ kR =
⌈ R2π − 12⌉ with ⌈x⌉ denoting the smallest integer that is not less than x. We additionally used the
abbreviation
M q2k2 =
1
2
[
q2 ln
(
zk2 + iR
zk2 +R
)
+ ln
(
zk2 −R
zk2 + iR
)]
. (S-12)
The above double Matsubara sums are computed numerically, yielding the plot of equation (6)
shown in Fig. 2(a) of the main article.
Finally, we explain how equation (6) reduces to the analytic result (3) in the large bandwidth
limit W ≫ U , as mentioned in the ‘Method’ section of the article. For this purpose, we expand
the square of the bracketed expression in equation (S-9). In the vicinity of the symmetry point ε =
−U/2, the two cross terms in this expansion are only large if at the same time ω1 = −U/2 and ω2 =
+U/2, at which point, however, the prefactor (ω2−ω1+ i0)−1 is small. The remaining two terms
5contain the square of each of the propagators in the bracketed expression in equation (S-9) and
become maximal if either ω1 = −U/2, without restricting ω2, or ω2 = +U/2, without restricting
ω1. In either case the prefactor (ω2−ω1+i0)−1 can thus become large when ω1 ≈ ω2 and dominate
over the cross-terms, which we therefore neglect.
We then evaluate the remaining integrals by replacing
1
ε0 − ω1 + i0 →
1
ε0 − ω1 + i0 +
1
ω2 − ε0 + i0 =
ω2 − ω1 + i0
(ε0 − ω1 + i0)(ω2 − ε0 + i0) ,
1
ω2 − ε2 + i0 →
1
ω2 − ε2 + i0 +
1
ε2 − ω1 + i0 =
ω2 − ω1 + i0
(ε2 − ω1 + i0)(ω2 − ε2 + i0) ,
(S-13)
where ε0 = ε and ε2 = ε+U . One can show that this does not change the real part of the integral
that is needed. Subsequently canceling the numerator on the right hand side of (S-13) with the
prefactor (ω2 − ω1 + i0)−1 in (S-9), the double frequency integral factorizes into single frequency
integrals. We use that
1
(εn − ω1 + i0)2 = −
∂
∂εn
1
(εn − ω1 + i0) for n = 0, 2, (S-14)
and apply the Sokhotsky’s formula
1
x+ i0
= P
(
1
x
)
− ipiδ(x). (S-15)
As a result, we obtain an approximated version for the quadrupolar field in the limit U ≪W :
D = −
(
B0(ε)
∂B0(ε)
∂ε
+B2(ε)
∂B2(ε)
∂(−ε) +
Γ2p2
4
f(ε)
∂f(ε)
∂ε
+
Γ2p2
4
[
1− f(ε)]∂[1− f(ε)]
∂(−ε)
)
. (S-16)
At low T ≪ U , the terms involving the derivatives of the Fermi functions are exponentially small,
and thus deep in the Coulomb blockade regime they can be neglected, which leads to equation (3)
of the main article. Finally, we note that the order Γ2 corrections to the dipolar exchange field B
can in principle be calculated in the same way, but they are not required, see Sec. III C.
As mentioned in the main paper, one can extend the above results to the case of two electrodes
r = L,R, with respective electrochemical potentials µL/R = ±Vb/2. For this purpose, one replaces
the Fermi function as follows: f(ω)→∑r fr(ω) with fr(ω) = [e(ω−µr)/T ) + 1]−1 in equation (2)
for B in the main article, whereas f(ω2) →
∑
r2
fr2(ω2) and 1 − f(ω1) →
∑
r1
[
1 − fr1(ω1)
]
in
equation (S-9) for D. After substituting the distances to the electro-chemical potentials ωi =
ω′i + µri in all Fermi functions we can proceed with the same steps as sketched above since the
resulting shifts µri in the propagators can be absorbed into the energies ε0 and ε2.
Generic nature of the model. At this point we can formulate a general argument for the generic
nature of the high-spin quantum dot model (S-1) and the new physics arising as compared to
S = 1/2 quantum dots (K = 0). Generally, coupling a quantum dot to ferromagnetic electrodes
leads to a breaking of spin symmetry on the dot. In the ground multiplet of an S = 1 quantum
dot the possible perturbation terms arising in the effective Hamiltonian (1) are represented by
3 × 3 matrices. Apart from a possible trivial scalar coupling amounting to a level shift (which is
zero here), these terms can be classified as a vector operator (the spin operator) coupling to the
dipolar exchange field vector and a traceless rank 2 tensor operator (five independent components
related to spin-quadrupole moments) coupling to the quadrupolar exchange field tensor. The only
simplification that occurs for our model is due to the spin-rotational symmetry with respect to the
z-axis of the (parallel) ferromagnet(s): this implies that only components referring to the z-axis,
denoted by B and D, can occur: Heff = BSˆz +DQˆzz (cf. equation (1) of the main article). For
S = 1 this exhausts all possibilities since higher rank irreducible tensor operators are identically
zero. A similar analysis can be made for the density operator: ρ = 13 1ˆ +
1
2 〈Sˆz〉Sˆz + 〈Qˆzz〉Qˆzz .
The crucial difference between a spin-1/2 and spin-1 system is thus the quadrupolar degree of
freedom, both in the effective Hamiltonian and in the reduced density operator describing its
state. In general, a 3 × 3 Hermitian matrix simply requires more than four basis elements, the
number required for the case of a spin-1/2. For a spin-1 the additional five basis elements form
6the independent components of the quadrupole tensor operator, see also Refs. [2] and [19-20].
One thus expects on general grounds that quadrupolar terms appear (resulting in splitting and
suppression of the Kondo effect, spin-filtering, etc.). Our model indeed displays these effects and is
therefore sufficiently generic for a study of the new concept of spintronic anisotropy. In Sec. III E
we explicitly confirm this by studying various other models.
B. Density matrix numerical renormalization group (DM-NRG)
Using the Flexible DM-NRG24–26 approach we provide a complementary, numerical description
of the high-spin quantum dot. We calculate the spin-resolved equilibrium spectral function aσ(ω)
[σ =↑, ↓] of the quantum dot’s orbital level, which is both coupled to the side spin via the Heisen-
berg interaction and to the ferromagnets via electron tunneling. We will refer to aσ(ω) also as
(spin-resolved) local density of states (LDOS). In the linear-response regime, the conductance of
the system is given by the Wingreen-Meir formula27,28,
G =
2e2
h
pi
∑
σ
2ΓLσΓ
R
σ
ΓLσ + Γ
R
σ
∫
dω
[
−∂f(ω)
∂ω
]
aσ(ω). (S-17)
In the equation above, the hybridization function Γrσ [see equation (S-3)] describes the strength
of the effective coupling due to spin-dependent electron tunnelling processes between the dot and
electrode r = L,R. Moreover, aσ(ω) = − 1π Im〈〈dσ|d†σ〉〉retω is the spin-dependent spectral function
of the dot, with 〈〈dσ |d†σ〉〉retω denoting the Fourier transform of the retarded Green’s function
〈〈dσ |d†σ〉〉rett = −iθ(t)〈{dσ(t), d†σ(0)}〉, where {·, ·} denotes the anticommutator. This leads to the
expression (7) for the spin-resolved linear-response conductance in the ‘Method’ section of the
main article
Gσ =
2e2
h
pi
Γ(1 + ησp)
2
∫
dω
[
−∂f(ω)
∂ω
]
aσ(ω). (S-18)
In order to compute the required spectral function aσ(ω), Wilson’s numerical renormalization-
group method is used29,30 (we use Λ = 2 and we keep 2500 states), which in general allows for
addressing quantum impurity problems in an exact way. First, the model Hamiltonian is subjected
to the canonical transformation31 c
e(o)
kσ = T −1σ
[
t
R(L)
σ cRkσ ± tL(R)σ cLkσ
]
where Tσ =
√|tLσ |2 + |tRσ |2 =√
2|tσ|, taking into account the approximations introduced in Sec. I. The superscript e (o) refers to
the even (odd) combination of the electrodes’ operators. This transformation decomposes the total
Hamiltonian into two independent parts, among which only one, involving the ‘even’ operators of
the electrodes, represents the quantum dot coupled now to a single reservoir of electrons. This is
because the tunnelling Hamiltonian takes the form
Htun =
∑
kσ
Tσd†σcekσ +H.c., (S-19)
with the new effective tunneling matrix element Tσ. This significantly simplifies numerical calcu-
lations by reducing effectively the coupling of the dot to a single conduction-electron channel, the
regime in which high-spin molecular devices usually operate in experiments32,33. Moreover, the
transformation shows that the spin dependence can be taken into account entirely via the matrix
element Tσ23. The conduction band is approximated as being flat in the interval [−W,W ], so that
the DOS becomes νσ ≡ ν = 12W .
The spectral function plays a key role: not only does it fully determine the linear-response
(equilibrium) transport properties reported in the main article, but it also allows one to draw
some qualitative predictions about the system’s behaviour at finite bias voltage. In particular, the
differential conductance of the system at low T and low, finite bias voltage Vb can be approximated
by the symmetrised equilibrium spectral function,
dI
dVb
∝ A(ω = Vb) with A(ω) = piΓ
∑
σ
(1 + ησp)
aσ(ω) + aσ(−ω)
2
. (S-20)
Taking into account known limitations of this approximation34–36, we thus use the spectral func-
tions obtained by means of the DM-NRG approach to infer useful conclusions regarding spectro-
scopic signatures of spintronic anisotropy.
7III. SUPPORTING DISCUSSION AND FURTHER RESULTS
A. Bias dependence of exchange fields
A key point of the analysis of the spectral signatures of the spintronic anisotropy in the following
subsections is that its dependence on the level position ε (controlled by the gate voltage Vg) is very
different from the dependence on the bias voltage Vb. Here we first show that the bias dependence
is in fact negligible for the regimes of interest. This can be done analytically within the RTD
approach, illustrating, however, quite generic arguments.
As explained at the end of Sec. II A we can extend equation (2) and (3) to the case of a junction
with two parallel ferromagnets at electrochemical potentials µr by simple substitutions and adding
summations. The two functions B0 and B2 that make up both B and D [cf. equation (2) and (3)]
then become
Bn =
pΓ
2pi
∑
r=L,R
P
∫ W
−W
dω
f(ω − µr)
ω − ε− nU/2 =
pΓ
2pi
∑
r=L,R
ln
∣∣∣∣ ε− µr + nU/2W + ε+ nU/2
∣∣∣∣ . (S-21)
In the second step we approximated the Fermi function f(ω−µr) by the step function θ(−ω+µr)
since we focus on the regime of deep Coulomb blockade where thermal fluctuations in equa-
tion (S-21) become irrelevant. Assuming |ε + U/2|, Vb ≪ U ≪ W , the leading order terms in
the expansion of the dipolar and quadrupolar exchange fields around the symmetry point in the
variables ε+ U/2 and Vb are respectively given by:
B(ε, Vb) ≈ B(ε)
[
1 +
(
Vb
U
)2]
and D(ε, Vb) ≈ D∗
[
1 +
(
Vb
U
)2]
, (S-22)
where B(ε) = − 4πpΓ ε+U/2U and D∗ = − 4π2 (pΓ)
2
U ln
2W
U are the expressions (4) and (5) discussed
in the main article, extended to the case of two electrodes. This indicates that there are three
compelling reasons to neglect the bias dependence of the exchange fields. First of all, the relevant
bias energy is the large energy scale U , i.e. the bias voltage corrections can generally be neglected
as long as Vb ≪ U . Second, the leading correction to both B and D is quadratic since the linear
term vanishes by cancellation for symmetric bias (see below). There is no competition between a
linear and quadratic dependence as discussed for the dependence on the level position ε. Third,
the ratio of B over D is constant up to the second order in Vb/U , i.e. the relative importance of
the dipolar and quadrupolar fields – of central interest in the main article – is thus affected only
by terms of at least third order:
B(ε, Vb)
D(ε, Vb)
≈ B(ε)
D∗
+O
(
(Vb/U)
3
)
. (S-23)
The above argument can be extended to include an experimentally relevant dependence of the
level position ε on both the gate and bias voltage: as long as the condition ε(Vg, Vb) = −U/2
is maintained, the effect of µL − µR = Vb can be neglected. The non-equilibrium effect of Vb
is thus negligible, whereas the effect of Vb on the level position can be compensated by the
gate voltage. This corresponds to a simple ‘skewing’ of the quadrupole-dominated regions in the
stability diagrams in Fig. S-11(a).
B. Spectroscopic signature of spintronic anisotropy
A central question addressed by the paper is how far into the strong-Γ, low-T regime the RTD
prediction of a quadrupolar term in the effective Hamiltonian (1) of the spin-valve remains valid,
even qualitatively. For this reason we applied the DM-NRG method to the same high-spin model.
However, at present there is no direct way of calculating an effective subsystem Hamiltonian using
this method. Therefore we must resort to carefully inferring the presence of spintronic dipolar and
quadrupolar terms in equation (1) from their effect on quantities that are accessible with DM-
NRG, such as the current and differential conductance, their spin polarization and local quantities
such as the average spin and quadrupole moment.
8The discussion of the question about how the theoretical DM-NRG results demonstrate that
there is an effective non-zero quadrupolar term, naturally ties in with a second, central question
of the main article: How can one experimentally prove – based on the same physical quantities,
but now their measured values – that, e.g., a splitting of a feature in the differential conductance
dI/dVb, is in fact of spintronic origin and not intrinsic (i.e. due to spin-orbit coupling)? In
the following two subsections we will answer both these questions by considering the features in
the DM-NRG local density of states (S-20), a first approximation to the dI/dVb spectrum. We
proceed in two steps: first, we review and discuss how to determine the sign of the underlying D
parameter, and second, we discuss which dependencies on experimental parameters enable one to
identify this parameter as spintronic, i.e. induced by transport, rather than intrinsic.
1. Identification of quadrupolar term from transport spectra
Transport spectroscopy has been successful in accessing spin-1 states as excitations of various
types in quantum dot systems4,5,8,9,32,33,37–40. To this end one plots the differential conductance
dI/dVb as a function of the applied bias voltage and the gate voltage (level position). We first
review how the inelastic cotunneling (or IETS) dI/dVb can reveal a uniaxial anisotropy of the form
(1) for a quantum dot with an S = 1 ground state, regardless of the origin of this anisotropy, either
intrinsic or spintronic. In general, at zero magnetic field the presence of fixed magnetic anisotropy
(D 6= 0) manifests as a splitting of the Kondo resonance41,42 into peaks at the renormalized, finite
excitation energies with logarithmic enhancements40,43,44. For larger values of D the remnants of
the split Kondo peak evolve into inelastic cotunneling steps with slight non-equilibrium overshoot-
ing at the step-edge35,45–48. It was noted experimentally in Ref. [32] that just from these features
the sign of the underlying D parameter cannot be determined easily and that a tunable, external
magnetic field B becomes crucial.
To illustrate how a magnetic field can be employed to distinguish between the so-called ‘easy
axis’ (D < 0) and ‘easy plane’ (D > 0) magnetic anisotropy, we now first ignore the complications
of the Kondo effect (included in our DM-NRG calculations). We discuss the case of a spin S = 1
with intrinsic uniaxial anisotropy [described by equation (1)] and weakly Heisenberg-coupled to
tunneling electrons, see Fig. S-1. The non-linear conductance is obtained using the leading order
perturbation theory (Fermi golden rule) and a master equation, for details see Refs. [46–48]. In
Fig. S-1(a) we show that in the absence of an external magnetic field the inelastic cotunneling
spectra are qualitatively the same for both signs of D. Then, an external magnetic field engenders
qualitative differences, see Fig. S-1(b), due to the Zeeman splitting of the ground and the excited
state, respectively, as Fig. S-1(c) demonstrates. Specific to the case D < 0 is that the increase of
the external field Bz along the spin’s easy axis is accompanied by an increase of the gap without
splitting the excitation. To identify unambiguously the sign of the magnetic anisotropy constantD,
one thus needs to investigate the evolution of the spectral signatures as a function of the magnetic
field Bz. Experimentally, such a behaviour was indeed observed for magnetic adatoms
49–51 as well
as single-molecule magnets35,52,53 in a real, external magnetic field54.
In the case of interest in the manuscript, both the anisotropy and magnetic field are of spintronic
origin. As a result, the exchange field B, equation (2), can be tuned approximately linearly with
the gate voltage around ε = −U/2 and is always collinearly aligned with the anisotropy axis (both
the direction ofB and the axes ofD are set by parallel axes of the magnetic moments of electrodes).
The theoretical DM-NRG gap ∆E shown in Fig. 3(b) of the main article and in Fig. S-2(b), displays
a linear increase without any additional splitting, see the caption of Fig. S-2(b) for details on the
determination of ∆E. This confirms that we have an ‘easy-axis ’ anisotropy (D < 0) underlying the
DM-NRG calculations. Clearly, this identification can also be made in an experimental situation
if the differential conductance resembles Fig. 3(b). Particularly interesting from the experimental
point of view is that the direction of the easy axis of the spintronic anisotropy is known from the
ferromagnets’ polarizations and is controllable by a strong, externally applied (real) magnetic field
that reorients the ferromagnets’ polarization and is then switched off. This stands in contrast to
intrinsic spin-orbit induced anisotropy, which relies on the orientation of single-molecule magnet
on a surface or the detailed atomic structure surrounding an adatom.
In the theoretical DM-NRG calculations, we can furthermore independently infer the sign of D
from the sign of the positive value of 〈Qˆzz〉 plotted in Fig. 4(b) of the main article: an elementary
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FIG. S-1. Spectral signatures of the anisotropy sign: Inelastic cotunneling spectra, i.e. differential
conductance dI/dVb vs. bias voltage Vb, for two different signs of the intrinsic magnetic anisotropy con-
stant corresponding to so-called ‘easy axis’ (D < 0) and ‘easy plane’ (D > 0) magnetic anisotropy. For
illustration we use |D| = 50 µeV . The inflection points in dI/dVb associated with magnetic resonances are
easily identified using the shown second derivatives of the current I . (a) Zero magnetic-field temperature
dependence. (b) Low-temperature magnetic-field dependence. (c) Dependence of the spin’s energy spec-
trum on an external magnetic field Bz along the easy axis with color arrows denoting exchange-tunneling
induced transitions and associated transition energies. (d) Direct comparison between the cases of ‘easy
axis’ and ‘easy plane’ magnetic anisotropy. Note that in (a)-(b) and (d) the dashed lines serve as a guide
for eyes. The color of each guiding line corresponds to the color of the arrow indicating the transition in
sketch (c).
calculation shows that it is a direct consequence of having a negative anisotropy term D < 0 in
the effective Hamiltonian.
Finally, it should be noted that transverse magnetic anisotropy (not present here) can be distin-
guished by known different additional signatures: an exotic Kondo effect56,57 at zero bias voltage
and field and weak non-equilibrium effects within the gap, see supporting information of Ref. [35].
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FIG. S-2. Gate-voltage dependence of spin excitations: To trace the gate-voltage position of the
excitation in A(ω) shown in Fig. 3(a)-(b) in the main article, we plot here the energy derivative dA(ω)/dω.
(a) The case of spin S = 1/2 [K = 0 in equation (S-1)]. At the symmetry point ε = −U/2 one finds
a Kondo peak, which splits approximately linearly due to the exchange field B(ε) with the gate-voltage
detuning, cf. equation (4). Note that the peak can be identified by the black boundary between the red
and green features with the latter ones marking the inflection points. (b) The case of spin S = 1 [K < 0
in equation (S-1)]. Now, at the symmetry point one can see a pronounced gap, instead of the peak. The
finite energy spin excitation, indicated by the inflection point (the red and green features), shifts to higher
energies with the ε-detuning from the symmetry point. Because there is no excitation shifting towards
smaller energies we conclude that an ‘easy axis’ magnetic anisotropy is present, as explained in Fig. S-1.
The white dashed lines mark the numerically exact position of the inflection point, i.e. the extremal value
of dA(ω)/dω.
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FIG. S-3. Spintronic properties of spin excitations: Scaling of the spin-excitation gap ∆E =
|D(ε)|+ |B(ε)| [see Fig. S-2(b)] calculated with DM-NRG. (a) Scaling with the tunnel coupling Γ for given
spin polarization p. (b) Scaling with the spin polarization p for fixed tunnel coupling Γ. According to
the RTD calculations [cf. equations (4)-(5)]: B(ε) ∝ pΓ and D(ε) ∝ (pΓ)2. Indeed, at the symmetry
point ε = −U/2 where B = 0 (bullets) scaling typical for D dominates, whereas for a sufficiently large
ε-detuning from the symmetry point (squares) scaling characteristic to B prevails. The continuous lines
are quadratic and linear fits to the numerical data, respectively. The inflection points were obtained from
the curves shown in Fig. 3(c) and (d) of the main article.
2. Spintronic origin of quadrupolar field
Once a quadrupolar gap with a negative signature of D has been identified, one may conclude its
spintronic origin by checking the three following properties, two of which are plotted in Fig. S-3.
1. Γ-dependence: The scaling of the energy axis in Fig. 3(c) [compare with Fig. S-3(a)] reveals
that the DM-NRG gap indeed scales with Γ as predicted by equations (4)-(5). Experimen-
tally, this should appear as a clear dependence on the electrode distance in scanning-probe
experiments, as well as in two- and three-terminal mechanically controllable molecular junc-
tions58–60.
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2. p-dependence: According to Fig. 3(d) [compare with Fig. S-3(b)] the DM-NRG gap scales
as predicted with the electrodes’ spin polarization p. Experimentally, this may be tested
conveniently in scanning-probe experiments where greater material/technique flexibility of
the magnetic tip’s preparation is available at the moment61.
3. ε-dependence: In general, the gate voltage dependence of the exchange fields are their most
characteristic feature. For the dipolar exchange field B this dependence was clearly mapped
out experimentally62. The gate voltage-dependence of D, however, becomes pronounced in
the regime where B dominates over D, as shown in Fig. 2(a) of the main article. An external
magnetic field Bext is required to access the values of D(ε) for ε 6= −U/2, see discussion of
equation (S-31) below.
C. Vanishing of dipolar exchange field and average spin at the symmetry point
Next, we elaborate on the vanishing of the dipolar exchange field at the symmetry point. The
dipolar exchange field was first obtained for the non-equilibrium spin-dynamics21 of spin-valves
and subsequently also in the case of the Kondo effect63,64. One of the key features of this exchange
field is that it exhibits quantum interference between electron and hole tunneling processes, which
results in a vanishing of the field at the symmetry point ε = −U/2 at zero bias. It relies on the
electron-hole symmetry properties of the composite system of quantum dot plus ferromagnets23.
In general, depending on the large-scale energy-dependence of the density of states of the fer-
romagnets, this compensation point can shift. Though these considerations concerned low-spin
S = 1/2 quantum-dot spin valves, they in principle apply in order Γ also to a S = 1 system22, cf.
equation (2).
Earlier NRG calculations23,63,65 have already demonstrated that for S = 1/2 higher-order Γ
corrections indeed preserve the above property of B. Thus, the cancellation of the dipolar exchange
field at the symmetry point is a generic feature of interacting quantum dot spin-valves if the effects
of spin polarization dominate over those due to the magnetization of ferromagnets, see Ref. [66].
Our DM-NRG calculations indicate that this also remains true for S = 1, i.e. we find that for
ε = −U/2 the average spin is exactly zero:
〈Sˆz〉 = 0 for ε = −U/2, (S-24)
whereas 〈Sˆx〉 = 〈Sˆy〉 = 0 follows from symmetry with respect to spin-rotations about the common
spin-polarization axis of the ferromagnets (i.e. the z-axis). Note that if an effective dipolar field
B was present at the symmetry point, it would certainly split the Kondo resonance in Fig. S-4(b).
Moreover, an extensive parameter scan confirms that at ε = −U/2 this does not take place for
any set of parameters Γ, U , p. This holds despite the added complexity due to the quadrupolar
exchange field.
D. Competition between spintronic anisotropy and Kondo effect
As it was mentioned in the main article, the Kondo effect in Fig. 3(b) reinstates the character-
istics similar to those of a S = 1/2 system shown in Fig. 3(a), but only for large tunnel coupling
Γ. Here we discuss this competition with the superparamagnetism in detail, controlled by the
experimental parameters T and Γ.
Despite the zero average spin at the symmetry point ε = −U/2 [cf. equation (S-24)], a quantum
dot with a spin S > 1/2 can still be found to have a non-paramagnetic state. This non-trivial
superparamagnetic spin-state is characterized by
〈Qˆzz〉 > 0 for ε = −U/2. (S-25)
In Fig. S-4 we discuss the appearance of this superparamagnetism in the energy (bias) dependence
as the tunnel coupling is varied. Then, in Fig. S-5 we show a full (T,Γ)-diagram. As mentioned
in the main article (but not shown there), the spintronic anisotropy can also be determined from
its signatures in the temperature dependence of various measurable quantities. This is illustrated
in Fig. S-6. In all these figures three regimes can be distinguished, denoted by (i)-(iii) as in Fig. 4
and its caption in the main article.
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FIG. S-4. Comparison of spectral functions for a low- and high-spin quantum-dot spin-valve:
Spectral function A(ω) at the symmetry point ε = −U/2 for (a) spin S = 1/2 [K = 0 in equation (S-1)]
and (b) S = 1 [K < 0 in equation (S-1)]. In both cases sufficiently large tunnel coupling Γ results in a
zero-bias Kondo peak between the Hubbard peaks around ω ≈ ±U . However, only for S = 1/2 the Kondo
peak persists for arbitrarily small Γ, albeit with an exponentially vanishing width. For S = 1, on the other
hand, this does not hold as the bottom panel demonstrates, where we plot relevant zoom-ins of (a) and (b),
using a logarithmic energy scale. We normalize A(ω) to A(0), the spectral function at the smallest energy
resolvable by the DM-NRG (i.e. at ω ∼ T ). Note that A(0) depends on Γ. One now clearly distinguishes
only two regimes for S = 1/2 in (c) but three regimes for S = 1 in (d). (i) Paramagnetic regime: Initially,
for small Γ we have T & |D∗(Γ)| and TK(Γ), so that A(ω) is a featureless elastic tunneling curve. (ii)
Superparamagnetic regime: In (d) for intermediate Γ-couplings a quadrupolar gap arises, scaling as ∝ Γ2,
for which the spectral function at finite energy ω & |D∗(Γ)| is large relative to A(0). This regime is missing
in (c). (iii) Kondo screened regime: Ultimately, for large Γ there is a Kondo peak at low energy and the
situation reverses, i.e. A(ω) < A(0), see plots (a)-(b). As in Fig. S-2 the dashed line in (d) indicates
the position of the inflection point of A(ω), being the measure of the quadrupolar gap ∆E = |D∗|. To
illustrate all possible regimes in a single calculation we assumed T/W = 10−9.
(i) Paramagnetic regime: Initially, for small tunnel coupling Γ all energy scales fall below
temperature T ,
T & |D∗(Γ)| and TK
(
Γ, D∗(Γ)
)
, (S-26)
with TK(Γ, D
∗(Γ)) denoting the Kondo temperature (see below), and the spin behaves as an
(isotropic) paramagnet, i.e. 〈Sˆz〉 = 0 and 〈Qˆzz〉 = 0.
(ii) Superparamagnetic regime: For a given, finite temperature T the superparamagnetic
regime, where 〈Qˆzz〉 > 0, is reached upon increasing the tunnel coupling Γ from zero when
|D∗(Γ)| & T and TK
(
Γ, D∗(Γ)
)
, (S-27)
i.e. the quadrupolar gap exceeds the thermal energy scale T . The condition |D∗(Γ)| = T
defines the sloped boundary between (i) and (ii) in Fig. S-5. The DM-NRG calculations
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FIG. S-5. Competition between spintronic anisotropy and Kondo effect: The linear transport
through an S = 1 quantum dot spin-valve tuned to the symmetry point ε = −U/2 is presented for p = 0.5.
Various physical observables that distinguish the different magnetic regimes, cf. Fig. S-4, are shown
plotted as functions of (Γ, T ). The dashed lines are merely a guide for eyes, and have exactly the same
relative position on all the plots to enable direct comparison of plots (a)-(d). (a) The linear conductance
G = G↑ + G↓ shows a transition to the Kondo regime (iii). For high temperatures, T & |D∗(Γ)|, the
boundary depends on T . Below this threshold, however, the boundary becomes vertical, i.e. T -independent
and its position is determined by the condition |D∗(Γ)| ∼ TK
(
Γ, D∗(Γ)
)
. (b) The linear conductance G –
now normalized to its low-temperature value G0 ≡ G(T/U = 10−8) – additionally reveals the opening-up
of the quadrupolar gap, which shows up as the border between regimes (i) and (ii). (c) The quadrupole
moment 〈Qˆzz〉 (normalized to its maximal value) also shows a transition to the superparamagnetic regime
(ii) along the sloped line where T ∼ |D∗(Γ)|. Note that above the ‘cusp’ of regime (ii) in this figure
the transition to the Kondo regime in plot (a) becomes T -dependent. (d) The current spin polarization
γ = (G↑ − G↓)/(G↑ + G↓) allows one to most clearly distinguish the paramagnetic regime (i). As noted
in the caption of Fig. 4 of the article, lower temperatures are required to obtain enhanced spin filtering
as compared to having a finite quadrupole moment: compare the boundaries of regime (ii) in (d) and (c),
respectively. See also Sec. III F and the caption of Fig. S-10. The comparison with corresponding values
for the S = 1/2 case shown in Fig. 4(c) of the main article demonstrates that the system behaves as a
free spin.
confirm that this line shifts up uniformly when increasing the spin polarization of electrodes
p [see the center panel of Fig. S-6], while it shifts down upon raising the Coulomb energy U
[see the right panel of Fig. S-6], as predicted by equations (S-29) and (S-30) below.
(iii) Kondo screened regime: On the other hand, Kondo exchange processes tend to destroy
the superparamagnetic state. For the situation of interest here the singlet state at energy
∼ |K| plays no role. We note that the triplet-singlet excitation can be identified as a bright
spot in the left-hand side corner of Fig. S-5(b). As explained in the caption of Fig. S-6, the
Kondo scale TK then depends not only on Γ, U (as usual
68) and the spin polarization p63,69,
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FIG. S-6. Influence of Coulomb interaction and spin polarization on the spintronic super-
paramagnetism: Left panel : Dependence of relevant horizontal cross-sections of plots in Fig. S-5 for
the indicated value of temperature T on the Coulomb interaction U . It shows that the increase of U
results in the shift of the onset of the plateaus in (b)-(c) towards larger values of Γ, which corresponds
to the decrease of D. On the other hand, the drop of the plateaus and concomitant saturation of the
conductance in (a) prove that the Kondo temperature is also a function of D, i.e. TK
(
Γ, U,D∗(Γ, U)
)
.
Otherwise the onset of the Kondo effect, determined simply by |D∗(Γ, U)| = TK(Γ, U), would occur at
a fixed ratio of Γ/U . Recall that for the symmetric single-impurity Anderson model67 with S = 1/2:
T
(1/2)
K (Γ, U) =
1
2
√
ΓUexp
[−piU/(4Γ)]. Center panel : (d)-(g) Temperature dependence of the same quan-
tities as above, i.e. vertical cuts through the corresponding plots in Fig. S-5, shown for different values
of spin polarization p. Conductance and current spin polarization data are normalized to their values
at temperature T = 10−5 K. In the conductance a low-temperature (Kondo enhanced) peak appears at
T = |D∗|, which for very high spin polarization p turns into a step due to the loss of Kondo correlations.
Plot (e) shows that this feature indeed agrees with the onset of the quadrupole moment induced by the
quadrupolar field. The spin-filtering enhancement by the quadrupolar field, discussed in Fig. 4 of the
main article, also shows up in the temperature dependence of the current spin-polarization γ in panel (f).
Finally, plot (g) confirms the scaling with the polarization p given by equation (5) of the main article,
but now for the T -dependent signatures. Right panel : Analogous to the center panel, except that the
dependence on the Coulomb interaction U is now shown.
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but also on the anisotropy splitting D∗(Γ), which in turn depends on Γ. In consequence, as
a function of Γ, the Kondo regime is thus reached only when Γ satisfies the equation:
TK
(
Γ, D∗(Γ)
)
& |D∗(Γ)|. (S-28)
The distinguishing feature of this condition is that, as long as equation (S-27) holds, it
is independent of temperature T , which corresponds to the vertical (ii)-(iii) boundary in
Fig. S-5. The DM-NRG calculations furthermore confirm that the Γ-position of this vertical
line shifts to the right side when increasing spin polarization p as predicted by equations (S-29)
and (S-30) below, see Fig. S-10: in those cases the Kondo exchange processes are suppressed
(as is known from earlier studies63).
E. Estimation of experimentally achievable spintronic anisotropy
In the main article we restricted the parameters employed for calculating Figs. 2-4 to enable
comparison of results obtained by the two complementary methods that we use, the RTD technique
(Sec. II A) and DM-NRG approach (Sec. II B). Here we present estimations of the experimentally
achievable energy scale for D∗ corresponding to the symmetry point ε = −U/2. We start from
the relation (5) extended to the case of two electrodes, i.e.
|D∗RTD| ≈ ηRTD × p2
Γ
U
Γ with ηRTD ≈ 0.41× ln
(
2W
U
)
. (S-29)
The logarithmic factor is only valid for U ≪W and provides an enhancement, i.e. ln(2W/U) > 1.
Using the DM-NRG we can calculate the gap |D∗| for arbitraryW/U . Since the dependence onW
is very weak (logarithmic) we now discuss the parameter dependence for the fixed ratioW/U = 10
used in the main article. Using the DM-NRG we find numerically that
|D∗NRG| ≈ ηNRG × p2
Γ
U
Γ with ηNRG ≈ 0.037. (S-30)
The coefficient ηNRG has been obtained by fitting the above equation (with error less than 1%)
to the data points (bullets) in S-3(b), and for comparison ηRTD ≈ 1.21. The difference in the
coefficients is expected for various reasons: (i) Equation (S-29) neglects a correction of the first
order relative to ln(2W/U) [see equation (S-11)] which tends to decrease |D∗|; (ii) In the RTD
calculation we excluded the singlet excited state, which further reduces |D∗|. Equation (S-29) thus
presents an upper bound in the limit of weak tunnel-coupling. The |K| dependence is explored in
Fig. S-7, recovering D∗ = 0 for K = 0 as expected (S = 1/2 case). (iii) Estimation of |D∗| from
the DM-NRG results is based on the low-energy inflection point of the spectral function, which
gives a lower bound to |D∗| [see discussion of equation (S-31) below].
The achievable magnitude of the quadrupolar gap |D∗| then relies essentially on two factors
whose experimental values we discuss now:
1. Junction parameters Γ and U : The maximal achievable tunnel coupling Γ is probably
the most tunable parameter of all and as a rule it increases as the dimension of a quantum
dot device is reduced. Notably, the ratio U/Γ, larger than 2 in typical experiments, is quite
similar for a wide range of quantum dots with drastically different absolute values of Γ. For
instance, in semiconductor quantum dots5,39,70–75 Γ . 0.5 meV and U hardly ever exceeds
a few meV. In carbon-nanotube quantum dots62,66,76–78 Γ and U can vary in a significantly
broader range with U even reaching tens of meV79,80 (typically U ≈ 5− 20 meV/L[µm]81,82
depending on the length L of the nanotube captured between the contacts). In molecules
and adatoms one expects that U achieves values on the eV scale, and this can indeed be
observed9,83–85. However, the proximity to metal electrode surfaces not only increases Γ,
but also leads to significant diminishing of molecular energy scales due to image charge and
polarization effects86. For this reason, molecular quantum dots can also show rather low U
values depending on junction details87, e.g., U ∼ 30−40 meV and Γ ∼ 6−35 meV (depending
on the charging state) in Ref. [88]. A strong dependence of the transport gap (the effective
HOMO-LUMO gap to which U contributes) on the electrode spacing has been demonstrated
in three terminal mechanically-controlled break junctions58–60. Thus, large values of tunnel
coupling Γ with restricted ratios of Γ/U can be achieved in nanoscale quantum dots and
make them attractive for generating spintronic anisotropy.
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FIG. S-7. Influence of the Heisenberg interaction on the spintronic anisotropy: Spectral
function A(ω) at the symmetry point ε = −U/2 shown as a function of the strength of the ferromagnetic
Heisenberg interaction |K|, with other parameters the same as in Fig. 3(b) of the main article, the white
arrow indicating the value of |K| used there. The dashed lines mark the position of peaks associated
with (A) the triplet-singlet excitation at energy |K| and (B) the quadrupolar gap |D∗|. Our spintronic
mechanism allows for an anisotropy parameter whose magnitude |D∗| increases with the triplet-singlet
excitation gap |K|: the better defined the high spin is, the more anisotropic it becomes. By adjusting
the tunnel coupling (Γ) and polarization (p) the anisotropy |D∗| can be made a sizeable fraction of |K|.
This adjustment involves a non-trivial dependence of the interplay with the Kondo effect, see in Sec. IIID.
We note that for any anisotropic spin system, either real single-molecule magnets/adatoms, or spintronic
single-molecule magnets introduced in our article, it is of no use to have an anisotropy value |D∗| close
to or larger than |K|: in this case |K| becomes the limiting factor for applications (spin-flips destroy the
large spin), rather than |D∗| (large spin is reoriented). Finally, we also note that increasing the gap |D∗|
to the excited spin state – even when this state is already out of reach – is advantageous since it enhances
the spintronic anisotropy further.
2. Electrode spin-polarization p: The maximal value of the spin-polarization factor p2
in equations (S-29) and (S-30) presents the limiting factor for achieving large spintronic
anisotropy. Naively, one may expect it to be set by the type of material used for fabricating
electrodes. In general, for metallic ferromagnetic metals89,90 one can find p ∼ 0.4−0.6, while
for half-metallic ferromagnets (e.g., some Heusler compounds, zinc-blend structure materials,
and some magnetic oxides) at low temperature p can be even larger, reaching in principle the
limit of p ∼ 1, see Chap. 5 of Ref. [91]. However, low-temperature experiments on junctions
involving magnetic electrodes turned out to be challenging, reporting lower values of p: in
experiments with carbon nanotubes p ≈ 0.1 for contacts made from PdIn alloy66, p ≈ 0.2
for PdNi alloy92 or pure Ni62,93, and p ≈ 0.3 for Co94. In addition to material properties, in
junctions created with a scanning probe the spin polarization of the tip can also be modified
by different methods of preparation61. For instance, for tips from bulk ferromagnetic metal,
such as Fe, a spin polarization p ≈ 0.4−0.5 has been observed (and half of that value for Cr).
On the other hand, spin polarizations of the order of 0.3 for a single magnetic apex atom (Fe
or Mn) and 0.4 for multiple atoms attached to the tip apex (in external magnetic field) have
been found hitherto51. This method has been suggested95 to be able to produce p ≈ 0.8.
Clearly, here there is room for improvement and promising routes have been suggested.
Next, in order to estimate the maximal achievable magnitude of |D∗| we need to investigate
the non-trivial dependence of the spintronic anisotropy on tunnel coupling Γ and the Coulomb
interaction U . Fig. S-8 shows that due to the competition of the Kondo effect and the spintronic
anisotropy, discussed in Sec. III D, the perturbative enhancement of |D∗| with increasing Γ and
decreasing U , as predicted by equation (S-29), is stopped as soon as the Kondo effect is restored.
This leads to a saturation of |D∗| at the following approximate value, read off from Fig. S-8(b)-(c),
|D∗| = 0.02− 0.04 meV for K = −1 meV, W = 1 eV, and p = 0.9, (S-31)
which cannot be overcome by further tuning of Γ and U . Note that for higher (lower) values of p the
Kondo effect is additionally suppressed (enhanced) and the saturation valueD∗ of is higher (lower).
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FIG. S-8. Estimation of experimentally achievable spintronic anisotropy: Dependence of the
quadrupolar gap ∆E = |D∗| on the Coulomb interaction U for several values of tunnel coupling Γ and
large spin polarization p = 0.9. The gap ∆E is extracted from the DM-NRG spectral function A(ω)
in the same way as in Fig. S-3. (a) An example of the evolution of the spectral function with U : the
quadrupolar feature in the inelastic tunneling can take the form of a stepped curve, a Kondo-enhanced
peak or a combination of both. Note that the meaning of A(0) is the same as in Fig. S-4. (b) The gap ∆E
extracted from the low-energy inflection point. (c) Peak position ωp of the quadrupolar spectral feature.
(d) Peak height normalized to the zero-energy value A(0) (cf. caption Fig. S-4). The inflection point in
(b) provides the safest and most robust measure of the quadrupolar gap, since it tends to underestimate
the magnitude |D∗| and it is always present, in contrast to the peak, which may vanish, especially for
small U , see plot (d). Since in many cases the step and peak width are comparable with the size of the
gap |D∗|, there is a substantial difference in these two measures of the quadrupolar splitting.
Increasing (decreasing) |K| also enhances (suppresses) |D∗|. The value (S-31) is promising in view
of the values obtained for state-of-the-art single-molecule magnets used in transport experiments,
e.g., |D| ≈ 0.056 meV for a Fe4 molecule embedded in a three-terminal device geometry35,55
or |D| ≈ 0.06 meV for a Mn12 molecule grafted on an insulating BN monolayer on Rh and
studied by means of scanning tunneling spectroscopy53. Such experiments are challenging since
molecular magnets often lose their magnetic anisotropy when deposited on a metal surface as
required for device applications53,96–98. In our spintronic approach the anisotropy is generated
(rather than lost) when a high spin system is incorporated into a spin-valve device structure.
Individual magnetic adatoms, which have been studied on various substrates99, display a much
wider range of the D parameter values. In particular, their uniaxial anisotropy constant can be
as small as for single-molecule magnets (e.g., |D| ≈ 0.04 meV for a Mn adatom deposited on
an insulating Cu2N layer
50,100), but it can also reach significantly larger values of the order of
few meV (e.g., |D| ≈ 1.55 meV for a Fe adatom100 or |D| ≈ 2.75 meV for a Co adatom49 –
both deposited on an insulating Cu2N layer, and the latter one exhibiting the ‘easy-plane’ type
anisotropy). The above conservative estimate for the spintronic quadrupolar gap corresponds to
an anomalous inelastic cotunneling gap at the symmetry point of 2|D∗| = 80 µeV, which through
kBT ∼ 80/4 µeV = 20 µeV translates to a temperature T ∼ 230 mK. For this temperature the
gap should be clearly visible. In high-resolution experiments (using, e.g., lock-in techniques) we
expect weaker signatures to appear already at higher temperatures. Note that in our estimate we
accounted for a 4kBT broadening of the Fermi-Dirac distribution of electrons, as well as for the
factor 2 in front of |D∗|, the relevant splitting being that between the spectral function peaks at
Vb = ω = ±|D∗|, as indicated in Fig. 3(b) of the main article.
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FIG. S-9. Generic nature of the model: higher spin values and charge fluctuations of the
impurity: (a) Dependence of the spectral function A(ω) at the symmetry point ε = −U/2 on energy ω
for models with different values of the impurity spin Simp. Coloured dots mark the position of inflection
points (blue dots) and peaks (red dots) of A(ω) [which is a symmetric function of ω]. As previously, we
use the inflection points as a conservative estimate of the quadrupolar gap ∆E = |D∗|. Note that the
black (top) curve in (a) is a cross-section of Fig. 3(b) of the main article. (b) Dependence of the inflection
point energy position on the impurity spin Simp. (c) Same as (a) but for the model of a two-level quantum
dot with two orbitals equally coupled to a single ferromagnetic electrode, assuming for simplicity equal
inter- and intra-dot charging energies equal to a large value of U . (d) The normalized spectral function
A(ω)/A(0) for the two-level quantum dot shows the same quantitative behaviour as Fig. S-4(d) for an
immobile impurity Simp = 1/2: we superimposed the white dashed line indicating the inflection point
of the latter figure. The only difference arises in the tunnel-coupling regime corresponding to a small
portion of the dashed line extending beyond the red boundary of the yellow region. In order to facilitate
the comparison between different cases the same parameters as in Fig. 3(b) of the main article were used
for (a)-(b), while for (c) only a smaller value of the tunnel coupling Γ had to be employed to avoid the
mentioned earlier onset of the Kondo effect.
In order to complete the discussion of achievable magnitudes of |D∗|, we also address how
robust the quadrupolar gap is to modifications of the model. We first consider how the |D∗| is
affected by the spin value of the impurity Simp. For this purpose, we compare the quadrupolar
gap at the symmetry point ε = −U/2 obtained for a minimal-spin (Simp = 1/2) impurity in
Fig. 3(b) of the main article with cases for Simp = 1, 3/2 and 2, see Fig. S-9(a). This corresponds
to a total high-spin ground state with S = 3/2, 2 and 5/2, respectively. We find that with
increasing Simp the size of the gap |D∗| also grows, see Fig. S-9(b). Furthermore, our simple
model can also be extended to encompass the case of a two-level quantum dot, i.e. by replacing
the immobile impurity with a second orbital level for a mobile electron. Intra- and inter-level
charging energies (both taken equal to U) ensure that in the doubly-occupied charge state a single
electron resides in each level, and their spins are assumed to be coupled by the same ferromagnetic
Heisenberg interaction101, see Fig. S-9(c). In this model the impurity is thus subject to the most
extreme perturbation due to charge fluctuations. Nevertheless, our calculations confirm the general
expectation that the quadrupolar gap should appear in any type of system with a well-separated
high-spin ground state. In fact, the gap is exactly the same as for the immobile impurity model
[compare Figs. S-4(d) and S-9(d)]. The only effect of the charge fluctuations is that the Kondo
effect kicks in somewhat earlier, cf. Fig. S-9(d), as evidenced by the significant augmentation of
the peaks at the quadrupolar gap in Fig. S-9(c).
We emphasize that our above estimate is still conservative in the following four respects:
1. We used the inflection point of the spectral function to extract the magnitude of the
quadrupolar D∗ parameter, instead of the peak due to Kondo-enhancement of the inelastic
tunneling that overestimates |D∗| (see caption of Fig. S-8).
2. For simplicity we have assumed a half-bandwidth W of 1 eV as a reference energy scale.
Clearly, larger magnitudes of D∗ can be achieved when all parameters are rescaled: for a
λ-times larger bandwidth, the value at which D∗ saturates is λ-times larger as well.
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FIG. S-10. Temperature dependence of spin-anisotropy spin-filtering: Each figure shows hor-
izontal cuts through Fig. S-5(a),(c)-(d) and how they develop with changing spin-polarization p of the
ferromagnets. Parameters are as in Fig. 4 of the main article, except for the temperature (indicated in top
figure for each column). (a) Linear conductance G, (b) average spin-quadrupole moment 〈Qˆzz〉 (normal-
ized to its maximal value), (c) linear response spin polarization of transported electrons, γ, as a function
of the tunnel coupling Γ. Note that the spin-filtering effect vanishes at a temperature scale that is smaller
than the scale at which the quadrupolarization 〈Qˆzz〉 is suppressed, see for example the evolution of the
orange curves.
3. We used a minimal value of the impurity spin Simp = 1/2 and therefore the smallest total
spin S = 1 larger than 1/2. For larger total spins S > 1 the spintronic anistropy gap is
larger.
4. Finally, we note that what is estimated above is the minimal magnitude of the negative D
parameter achieved at the symmetry point, i.e. D∗ = D(ε = −U/2), see Fig. 2 in the main
article. One may expect larger magnitudes of D to be accessible when an external magnetic
field Bext is used to compensate the dipolar exchange field B. As shown in Ref. [66], this
shifts the symmetry point to values of ε close to the SET resonances where D(ε) has a larger
magnitude while still being negative, see Fig. 2(a). A theoretical analysis of this is, however,
beyond the scope of the present study.
F. Spin-filtering effect
We now discuss the enhancement of the current spin-polarization in Fig. 4 due to the spin-
tronic quadrupolar field and show the temperature-evolution of that figure. First of all, a gen-
eral indication that the spin-filtering is due to the quadrupolar field stems from the fact that
this field is always absent for S = 1/2, since in this case Qˆzz ≡ 0, i.e. a spin-1/2 system
does not ‘support’ a quadrupolar moment. To be more precise, the crucial difference between
spin-1/2 and spin-1 system is the quadrupolar degree of freedom Qˆzz, both in the effective
Hamiltonian (1), Heff = BSˆz + DQˆzz, and in the reduced density operator describing its state
ρ = 13 1ˆ +
1
2 〈Sˆz〉Sˆz + 〈Qˆzz〉Qˆzz, cf. discussion at the end of Sec. II A.
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Second, the side panel (ii) of Fig. 4 of the main article illustrates the effective scheme of S = 1
energy levels in the superparamagnetic regime. The spintronic anisotropy barrier |D∗| suppresses
tunneling-induced spin-flip transitions between the axial states |Sz = ±1〉 and the planar state
|Sz = 0〉, which effectively leads to decoupling of the former two states. In linear response to
the bias voltage an asymmetry develops which at low T ≪ |D∗| immediately leads to a complete
domination of one spin-channel for scattering through the high-spin quantum dot. This high
sensitivity to the bias has been discussed in Ref. [48] for intrinsic anisotropy, see in particular Fig. 2
of that reference (compare black dashed and solid lines of the bottom plots). This asymmetry is
lifted as soon as the Kondo scale exceeds |D∗| and the both channels start playing a role, reducing
ultimately the spin polarization of current to zero. In consequence, it is the possibility of ‘taking
out’ the intermediate planar state |Sz = 0〉 that prevents the high spin S ≥ 1 from reversing and
thereby allows it to act as a perfect spin-filter. A low-spin S = 1/2, in contrast, can always be
flipped.
This picture is confirmed by the temperature dependence of the spin-filtering discussed above in
Fig. S-5 and Fig. S-6. In Fig. S-10 we show cross-sections of these figures in the same fashion as in
Fig. 4 of the main article to illustrate the temperature evolution of that figure. As T is increased,
the values of Γ required to achieve superparamagnetism [|D∗(Γ)| ≥ T , cf. equation (S-27)] grows,
to the point where T and |D∗(Γ)| coincide with the Kondo scale and the superparamagnetic state
disappears (see Sec. III D), see for example the evolution of the orange curve (p = 0.25) in the
plot for 〈Qˆzz〉 in Fig. S-10 when the temperature is increased from the left to the right column.
As noted in the caption of Fig. 4 of the article, the spin-filtering effect vanishes at a temperature
scale that is smaller than the scale at which the quadrupolarization 〈Qˆzz〉 is suppressed. There
is thus a range of temperatures for which the quadrupolar gap stays intact but the spin filtering
effect vanishes. See also the caption of Fig. S-5(d).
G. On-demand bistability: writing and storing spin
In this section we comment on the electrical control offered by the spintronic dipolar and
quadrupolar exchange fields B and D, mentioned at the end of the main article. It was ex-
perimentally demonstrated by Hauptmann et al.62 that electrical gating can be used to switch a
spin S = 1/2 using the dipolar exchange field on a carbon-nanotube quantum dot by tuning from
one side of the symmetry point to the other. This type of electric control over the exchange field
allows for much faster spin operations than with external magnetic fields . However, by tuning to
the symmetry point at ε = −U/2 the written spin could not be safely stored after switching off
the exchange magnetic field: at this point the Kondo effect, another consequence of the tunneling
coupling to the ferromagnets, strongly perturbs the spin by resonant spin-exchange processes. Our
results show that by simply increasing the length of the spin of the quantum-dot to S = 1, while
keeping the same basic device setup, a well-defined regime around the symmetry point is created
where a spintronic magnetic anisotropy barrier protects the spin from environmental perturba-
tions. In Fig. S-11 we schematically depict the stability diagram, as mapped out in Ref. [62],
and indicate the quadrupolar-protected regime that is bounded by conditions on the gate-voltage,
|ε+ U/2| ≪ δε = pΓ ln(2W/U)/pi = pi|D∗|U/(4pΓ) , and on the bias voltage |Vb| ≪ |D∗|.
Keeping a fixed low bias |Vb| ≪ |D∗| the spin can thus be rapidly switched by electrically
gating from a neutral ‘store’ point (ε = −U/2) to ‘write’ a spin ‘up’ (ε < −U/2 − δε) or ‘down’
(ε > −U/2+ δε), and then returned to the ‘store’ regime where |B| ≪ |D∗| but neither the Kondo
effect nor any other perturbations on energy scales less than |D∗| can affect it. We emphasize that
both this writing and storing functionality is ‘built-in’ by simply connecting a quantum dot with
S = 1 to ferromagnets. This is a striking illustration that cotunneling processes may in fact lead
to interesting new functionality (superparamagnetism), instead of just being a limiting factor in
device operation104 (charge noise).
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FIG. S-11. Writing and storing spin: (a) Schematic stability diagram of the high-spin valve, i.e. a
gate- and bias-voltage plane, where for simplicity we take ε = −Vg. Indicated are the Coulomb blockade
boundaries (black diamond edges), the excitation energy positions of the high-spin valve [green lines, cf.
Fig. 3(c) of the main article], and – for completeness – the singlet inelastic cotunneling and connected
SET excitation at |Vb| = |K| (dark green lines). (b) Corresponding energy diagram along the zero-bias
line in (a). At the ‘store’ point the written axial spin states |Sz = ±1〉 are energetically degenerate, while
protected by the quadrupolar gap |D∗| against undesired spin reversal via the planar spin state |Sz = 0〉.
Note that for clarity in both schematics the energy scales are exaggerated.
H. Magnetic switching of spintronic anisotropy, interplay with spin-orbit induced
anisotropy and TMR effect
We finally investigate what happens when we switch the ferromagnets’ spin-polarization vectors
from the parallel (P) to the antiparallel (AP) configuration. Importantly, the spintronic anisotropy
vanishes for the AP configuration as the contributions from the two electrodes cancel each other:
the quantum dot then effectively couples to a non-magnetic electrode.105 One can thusmagnetically
switch off the spintronic anisotropy by reversing the relative alignment of the polarization vectors
of the spin-valve device.
This magnetic tunability – in addition to the electric tunability – is a key feature that could
possibly be utilized to distinguish the spintronic anisotropy experimentally from the intrinsic
anisotropy generated by spin-orbit coupling. So far, we focussed our discussion of the quadrupolar
gap entirely on nanoscopic systems in which the intrinsic spin anisotropy is negligible. However,
the natural question what happens when both spintronic (D) and intrinsic (DSO) anisotropies
are present is a complicated one. Here we merely illustrate the importance of their interplay, we
add to equation (S-1) an intrinsic spin anisotropy term DSO
(
sz + S
z
imp
)2
with the same signature
as the spintronic one, DSO 6 0. Since the intrinsic anisotropy is not affected by the magnetic
configuration of the spin-valve, when changing from the P to the AP orientation one expects
distinctive features in the conductance that signal the coexistence with the spintronic anisotropy,
which is only present in the P case. The experimentally relevant quantity to identify changes in
transport properties of a system in the two magnetic configurations of electrodes is the tunnel
magnetoresistance factor (TMR), defined as
TMR =
GP −GAP
GAP
with GP/AP = G
P/AP
↑ +G
P/AP
↓ , (S-32)
where GP/AP (G
P/AP
σ ) is the linear conductance (for spin σ =↑, ↓).
In Fig. S-12(a) we present the TMR, calculated using the DM-NRG, as a function of tem-
perature for indicated values of the intrinsic anisotropy DSO. For the case of pure spintronic
22
(d)
(e)
(a)
Parallel
Temperature T/U
(b)
10
-8
10
-6
10
-4
(c)
Antiparallel
Temperature T/U
S
p
in
-q
u
a
d
ru
p
o
le /
3
)
h
2
m
o
m
e
n
t
(×
1
0
-3
2
e
2
/h
)
C
o
n
d
u
c
ta
n
c
e
 G
 
T
M
R
Temperature T/U
DSO = 0
DSO/U = − 10
-6
DSO/U = − 10
-5
DSO/U = − 10
-4
DSO/U = − 5 × 10
-4
-1
-0.5
0
0.5
1
10
-8
10
-6
10
-4
10
-2
T    1K
4
6
8
10
12
14
16
0
0.2
0.4
0.6
0.8
1
10
-2
10
-8
10
-6
10
-4
10
-2
10
20
30
40
10
-8
10
-6
10
-4
10
-2
FIG. S-12. Interplay of spintronic and spin-orbit induced (intrinsic) spin anisotropy: The
tunnel magnetoresistance factor TMR = (GP−GAP)/GAP is shown in (a) as a function of temperature T at
the symmetry point ε = −U/2 for several values of the intrinsic uniaxial spin anisotropy constant DSO. In
the lower panel, the linear conductance G = G↑+G↓ (b,d), and the quadrupole moment 〈Qˆzz〉 normalized
to its maximal value (c,e) are presented for parallel (left column) and antiparallel (right column) magnetic
configuration of the system. Note that in the pure spintronic limit (DSO = 0) the quadrupole moment
is exactly zero in the antiparallel configuration [black curve in (e)]. Except for the values of DSO, the
temperature T and the polarization p = 0.75 all parameters are the same as for Fig. 3(b) in the main
article.
anisotropy (DSO = 0, black curves in Fig. S-12), the TMR is a monotonic function of temperature
with a smooth step appearing around the temperature where thermal excitations across spintronic
quadrupolar gap |D∗| are frozen out. This corresponds to a steep drop of the conductance with de-
creasing temperature in the P configuration, see Fig. S-12(b), and coincides with the appearance
of a finite average quadrupole moment 〈Qˆzz〉, see Fig. S-12(c). On the contrary, the conduc-
tance for the AP orientation does not prominently change at this energy scale, besides showing a
smooth increase when the temperature is lowered, see Fig. S-12(d). This reflects the absence of a
quadrupolar field in this case, as evidenced by the zero average quadrupole moment106 〈Qˆzz〉 for
all temperatures, see Fig. S-12(d).
Clearly, upon introducing intrinsic anisotropyDSO 6= 0 the TMR shows a pronounced qualitative
change: upon lowering T the TMR now shows an additional stepwise increases followed by a
saturation at a value larger than the TMR value for DSO = 0. Since the intrinsic anisotropy exists
in both the P and the AP configuration, the conductance reaches a plateau for low temperatures in
both cases with, however, different saturation temperatures due to the presence of the spintronic
anisotropy only in the P configuration. The corresponding energy scale for the P configuration
is set by the combination of intrinsic and spintronic anisotropy, whereas in the AP configuration
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the latter is absent. This characteristic two-step behaviour of the TMR, distinctly exemplified,
e.g., by the orange curve in Fig. S-12(a), allows the spintronic anisotropy to be detected even in
the presence of an intrinsic one of comparable magnitude. We note that for reasons of consistency
we have used the theoretically-motivated parameters of the main article. As mentioned there,
achievable values of the spintronic anisotropy are conservatively estimated to reach values as large
as 0.04 meV and the temperature scales in Fig. S-12 will change accordingly, see Sec. III E.
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