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Stochastic Processing Networks (SPNs) have been studied in heavy-traffic in the literature under the so-
called Complete Resource Pooling (CRP) condition. Under this condition, they behave like a single server
queue. When the CRP condition is not satisfied, heavy-traffic results are known only in the special case of
an input-queued switch and bandwidth-sharing network.
In this paper, we consider a queueing system called ‘generalized switch’, that includes several SPNs. The
primary contribution is to present the steady-state mean of certain linear combinations of queue lengths
in the heavy-traffic limit under the MaxWeight scheduling algorithm. We also present a negative result,
that using the Drift method, it is not possible to obtain the remaining linear combinations. We do this by
presenting an alternate view, in terms of a system of linear equations. Finally, we use this system of equations
to obtain upper and lower bounds on all linear combinations of queue lengths.
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1. Introduction.
Resource allocation problems arise in a variety of settings such as wireless networks, wired networks,
data centers, cloud computing, ride hailing systems, call centers etc. One way to analyze them
is to study delay, using tools from queueing theory. In such case they are modeled as Stochastic
Processing Networks (SPNs). For example, see the survey by Williams [31]. A major challenge is
that analysis of such queueing models is usually not tractable in general settings, and so asymptotic
analysis is a popular approach. Heavy-traffic analysis is an asymptotic approach where the system
is loaded very close to its capacity, and the corresponding queueing (delay) behavior of various
resource allocation algorithms is studied.
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2Heavy-traffic limits have been obtained in a wide variety of systems using a program based on
fluid limits, diffusion limits and Reflected Brownian Motion (RBM) processes. Examples of these
are presented by Harrison [11]. In this approach, the queueing process is scaled appropriately, and
the limiting fluid or diffusion process is studied. The limit of a diffusion scaled process is shown
to converge to an RBM process. Typically this RBM lives in a lower dimensional subspace. This
phenomenon is known as State Space Collapse (SSC), and this makes the heavy-traffic analysis
tractable since one can study a lower dimensional RBM. Several systems where the state space
collapses to a line (i.e. to a one dimensional subspace) have been extensively studied in the literature
using this approach. Examples of the use of this program are the work of Harrison [9], Harrison
[10],Williams [30], Harrison and López [12], Stolyar [27] and Gamarnik and Zeevi [6]. Typically this
happens when there is a unique outer normal vector to the point of the boundary of the capacity
region that is being approached in heavy-traffic. Such systems are said to satisfy the Complete
Resource Pooling (CRP) condition. For a formal definition of the CRP condition, the reader is
referred to the work of Stolyar [27] and Mandelbaum and Stolyar [22], for example. Intuitively, as
shown by Harrison and López [12] and Dai and Lin [4], this means that in the heavy-traffic limit,
there is a single bottleneck resource and, hence, the queueing system behaves as a single server
queue. Under the CRP condition, in the diffusion limit one obtains an RBM on a line, which is
well understood. However, as proved by Kang and Williams [16], a major challenge is in using this
program for queueing systems where the CRP condition is not satisfied (i.e., when there are multiple
resources that are simultaneously in heavy-traffic), because one needs to solve for the steady-state
distribution of a RBM in a multidimensional subset of Rn, and this is not known in general. The
focus of this paper is to study systems that do not satisfy the CRP condition.
According to Shah et al. [25] and Kang and Williams [16], one of the simplest queueing systems
where the CRP condition is not satisfied is an input-queued switch, and it has been a focus of study
in the SPN literature since it serves as a guiding example to study more general systems that do not
satisfy CRP. Recently, the Drift method was developed by Eryilmaz and Srikant [5] as an alternate
way to study heavy-traffic limits of queueing systems, based on a generalization of the bound by
Kingman [17] in a G/G/1 queue. The Drift method was used to characterize the heavy-traffic scaled
sum of queue lengths in input-queued switches by Maguluri and Srikant [20] and Maguluri et al.
[19].
In order to study SPNs when the CRP condition is not met, in this paper we consider a very
general queueing model, called the ‘generalized switch’, that subsumes several different (single-hop)
SPNs and was first proposed by Stolyar [27]. The generalized switch is a discrete time queueing
system with a finite number of servers and a finite number of queues with its own arrival process.
Once packets arrive, they wait in line until they are processed by one of the servers. The servers
3interfere with each other, so there is a set of constraints on the service rates that must be satisfied in
each time slot. Therefore, in each time slot a scheduling problem must be solved in order to decide
which servers should be active and at which rate. Also, there are external factors that influence the
set of feasible service rate vectors at each time. We group these factors in a single variable, called
channel state. This channel state varies with time, and we model it as a random process which is
independent of the arrival and the queue length processes. Particular cases of the generalized switch
are ad hoc wireless networks, wireless networks in presence of fading, input-queued switches (such
as the ones studied by McKeown et al. [23]), virtual machine placement for cloud computing (such
as the systems studied by Maguluri et al. [21]) and parallel server systems.
In this paper we study the generalized switch operating under MaxWeight scheduling algorithm,
which we describe in detail in Section 2.1. MaxWeight algorithm was first proposed by Tassiulas
and Ephremides [28] in the context of down-link in wireless base stations, and was later applied
to a variety of queueing systems, including the generalized switch. For example, see the work by
Stolyar [27], Gupta and Shroff [7] and Meyn [24]. MaxWeight algorithm is known to be throughput
optimal, i.e. it keeps the system stable for all arrival rates in the capacity region. The focus of this
paper is to study the generalized switch operating under MaxWeight in the heavy-traffic limit.
The generalized switch has been studied under the CRP condition using the diffusion limits
approach by Stolyar [27] and using the Drift method by Eryilmaz and Srikant [5]. In this paper, we
focus on the case when the CRP condition is not met, and so SSC occurs to a multi-dimensional
subspace. Also, we assume that the arrival process to each queue is a sequence of independent and
identically distributed (i.i.d.) random variables, but we do not require that these sequences are
independent of each other.
The first contribution of this paper is to exactly characterize the heavy-traffic scaled mean of
certain linear combinations of the queue lengths in steady-state under the MaxWeight algorithm.
Moreover, we obtain lower and upper bounds on these mean of linear combinations of queue lengths
that are valid in all regimes (not necessarily heavy-traffic), but are tight in heavy-traffic regime.
From this result we can easily obtain the heavy-traffic limit of the mean sum of scaled queue lengths
in an input-queued switch with correlated arrivals, which was not known. This result is interesting by
itself, because the input-queued switch had been studied in the past only under independent arrivals
assumption, by Maguluri and Srikant [20] and Maguluri et al. [19]. However, in real applications
the arrivals to different queues are correlated, as shown by Benson et al. [1] and Kandula et al. [15],
for example. Also, we study the case of full-dimensional SSC, i.e. when the dimension of the state
space is not reduced in the heavy-traffic limit. It turns out that in this case the correlation among
arrival processes is not relevant for the heavy-traffic limit. One example of a queueing system that
4satisfies this condition is a parallel servers system. We present all these cases as corollaries of the
main theorem of Section 2.
We use the Drift method to establish these results and work directly with the original queueing
system, without a fluid or diffusion scaling. We establish SSC in terms of certain moment bounds
using a Lyapunov drift argument. By definition of steady-state, the drift of any function with finite
expectation is zero. We pick a quadratic test function and set its drift to zero in steady-state to
obtain the result. The choice of this test function is important in the Drift method. We use the
norm of the projection of the queue lengths vector into the space of the SSC as our test function,
which was also used by Eryilmaz and Srikant [5], Maguluri and Srikant [20], Maguluri et al. [19]
and Wang et al. [29]. In this paper we use this method in a discrete time system, but it can be also
used in continuous time systems. For example, Wang et al. [29] use the Drift method in the context
of a bandwidth sharing network, which operates in continuous time.
Given that we obtain only certain linear combinations of mean queue lengths in steady-state,
a natural question is to obtain all the linear combinations. This is equivalent to obtaining each
of the individual mean queue lengths. The second contribution of this paper is a negative result
showing that it is not possible to obtain all the linear combinations by using the Drift method with
polynomial test functions. We do this by presenting a different way of thinking about the Drift
method. In the Drift method, the test function was chosen carefully so that certain terms involving
unused service cancel out. In contrast, one can consider these terms as new unknowns that need
to be solved for. We then consider all possible quadratic test functions and show that we have an
under-determined system of linear equations, thus establishing a limitation of the Drift method.
Using higher degree polynomial test functions will not resolve this issue because that will lead
to more unknowns (higher moments) and more equations, while maintaining an under-determined
system of equations all the time.
This system of equations presents an alternate view of the Drift method, and it explains its
success. While it is known that it is notoriously hard to solve the stationary distribution of a multi-
dimensional RBM, it has been a little surprising that simple drift based arguments give the mean
of sum of the queue lengths in several systems, such as the ones studied by Maguluri and Srikant
[20], Maguluri et al. [19] and Wang et al. [29]. The system of equations shows that due to the
difficulty of the underlying problem, it is not possible to get all the mean queue lengths individually.
However, because of the structure of the system of equations, it is possible to obtain certain linear
combinations. In the case of input-queued switch and the bandwidth sharing system, the sum of the
queue lengths was one of the linear combinations that is easy to obtain. This point of view in terms
of the system of equations not only explains why the Drift method has worked, but also shows its
limitations and that there are major challenges to be overcome.
5The third contribution of the paper is to obtain lower and upper bounds on the steady-state
mean of an arbitrary combination of queue lengths. We do this by formulating a Linear Program
(LP) using the under-determined system of equations. We present numerical results in the case of
Bernoulli arrivals, for values of traffic intensity. For simplicity of exposition, we do this only in the
special case of an input-queued switch, and the same approach can be generalized to the case of a
generalized switch.
1.1. Notation
In this subsection we introduce the notation we will use along the paper. We use [n] to denote the
set of integer numbers between 1 and n, both included. For example, [4] = {1,2,3,4}. We use R to
denote the set of real numbers, R+ the set of nonnegative real numbers, Rn to denote the set of
n-dimensional vectors with real elements and Rn+ to denote the set of n-dimensional vectors with
nonnegative elements. We use bold letters to denote vectors and non bold letter with a subscript
to denote their elements. For example, x ∈ Rn has elements xi ∈ R for all i ∈ [n]. We write x =
(x1, x2, . . . , xn) for convenience, but we treat vectors as column unless otherwise stated. Given two
vectors x and y, we write 〈x,y〉 to denote the dot product between x and y, and ‖x‖ to denote
the euclidean norm, i.e. ‖x‖=√〈x,x〉. For a matrix A, we write AT to denote its transpose. Given
two matrices A and B, we write A ◦B to denote the Hadamard’s product between A and B, i.e.
the matrix that results from multiplying term by term the elements of A and B. For example, if
A=
 a1,1 a1,2 a1,3a2,1 a2,2 a2,3
a3,1 a3,2 a3,3
 and B =
 b1,1 b1,2 b1,3b2,1 b2,2 b2,3
b3,1 b3,2 b3,3
,
then
A ◦B =
 a1,1b1,1 a1,2b1,2 a1,3b1,3a2,1b2,1 a2,2b2,2 a2,3b2,3
a3,1b3,1 a3,2b3,2 a3,3b3,3
.
Let In be the identity matrix of n×n. We use e(i,n) to denote the ith canonical vector in Rn, i.e. a
vector with a 1 in the ith element and zeros in all other entries. When the dimension is clear from
the context we omit the superscript n. With this notation, we may write the identity matrix as
In =
[
e(1,n) e(2,n) · · · e(n,n)].
Given two random variables X and Y , we denote E [X] the expected value of X, Var [X] the
variance of X and Cov (X,Y ) the covariance between X and Y . Given an event E, we denote P [E]
the probability of E.
We use
(
n
k
)
to denote the binomial coefficient, i.e.
(
n
k
)
= n!
k!(n−k)! . Given x ∈ R, the symbol dxe
represents the smallest integer which is greater than or equal to x, also known as ceiling function.
For two integers k and n, where n≤ k, we write kmod n to denote the mod function, i.e. kmod n
is the remainder after dividing n by k. For example, 5 mod 3 = 2.
62. Generalized Switch Under Multi-dimensional State Space Collapse.
In this section we compute bounds on linear combinations of the queue lengths of a generalized
switch operating under MaxWeight, and we prove that they are tight in heavy-traffic. To compute
these limits we use the Drift method, which consists of two main steps: (1) Prove State Space
Collapse (SSC) and (2) Compute asymptotically tight bounds. We additionally compute a universal
lower bound for a linear combination of the queue lengths. The organization of this section is as
follows. In Section 2.1 we define the model formally, in Section 2.2 we compute a universal lower
bound, in Section 2.3 we prove SSC, and in Section 2.4 we state the main theorem of this section
and we use it to compute heavy-traffic limits in queueing systems that are special cases of the
generalized switch. The proof of the theorem is presented in Section 4.1.
2.1. Generalized switch model.
In this section we describe the model in detail and we state stability results that have been proved
in the literature.
Consider n queues operating in discrete time. For each i∈ [n], let {ai(k) : k≥ 1} be a sequence of
i.i.d. random variables such that ai(k) is the number of arrivals to the ith queue in time slot k. For
each i∈ [n] let λi 4=E [ai(1)], and Amax be a finite constant such that ai(1)≤Amax with probability
1 for all i ∈ [n]. Let Σa be the covariance matrix of the vector a(1). The servers interfere with
each other, so in each time slot a set of interference constraints must be satisfied. Let si(k) be the
potential number of jobs from queue i that can be processed in time slot k, i.e. the number of jobs
from queue i that would be processed if there were enough jobs in line. Let ui(k) be the unused
service in queue i in time slot k, that is, the difference between the potential service and the number
of packets that are actually processed from queue i in time slot k.
There are conditions of the environment that affect the interference constraints, and we group
them in a single random variable called channel state. In other words, given the channel state,
the set of interference constraints is known and it may change if the channel state changes. Let
{M(k) : k≥ 1} be a sequence of i.i.d. random variables, such that M(k) is the channel state in time
slot k. LetM be the state space of the channel state and let ψ be the probability mass function of
M(1), i.e. for each m ∈M we define ψm 4= P [M(1) =m]. For each m ∈M, define S(m) as the set
of feasible service rates in channel state m, that is, the set of vectors that satisfy the interference
constraints in channel state m. We assume that if x∈ S(m) for some m∈M, then x−xie(i) ∈ S(m)
for all i∈ [n]. In other words, for each m∈M the set S(m) contains the projection on the coordinate
axes of all its vectors. We assume that M is a finite set and that for each m ∈M the set S(m) is
finite. Therefore, there exists a finite constant Smax such that si(1)≤ Smax with probability 1 for all
i∈ [n].
7In each time slot a scheduling problem must be solved to decide which queues will be served and
at which rate. If queue i is not scheduled to receive service in time slot k, then si(k) = 0. In our
model, the order of events in one time slot is as follows. First, the channel state is observed; second,
a schedule is selected; third, arrivals occur and, at the end of each time slot, jobs are processed
according to the selected schedule. Hence, the dynamics of the queues are as follows. For each k≥ 1
and i∈ [n] we have
qi(k+ 1) = qi(k) + ai(k)− si(k) +ui(k). (1)
In each queue, unused service is nonzero only when the respective potential service rate is greater
than the number of packets available (packets in line + arrivals) and, in such case, the queue is
empty in the next time slot. Therefore, for each i ∈ [n] the following equation is satisfied with
probability 1
qi(k+ 1)ui(k) = 0 ∀k≥ 1 ∀i∈ [n]. (2)
However, if i 6= j, then qi(k+ 1)uj(k) is not necessarily zero.
In this paper we consider the generalized switch operating under MaxWeight algorithm, which
means that in each time slot the schedule with the longest total weighted queue length is selected,
where the weights vectors are the feasible service rate vectors. Formally, if M(k) =m then
s(k)∈ arg max
x∈S(m)
〈q(k),x〉, (3)
and ties are broken at random.
It was proved by Eryilmaz and Srikant [5] that the capacity region of this queueing system is
C =
∑
m∈M
ψmConvexHull
(S(m)) (4)
=ConvexHull
({∑
m∈M
ψmx
(m) :x(m) ∈ S(m) ∀m∈M
})
(5)
and that MaxWeight algorithm is throughput optimal, i.e. the generalized switch operating under
MaxWeight is positive recurrent for all λ in the interior of C, where λ= (λ1, . . . , λn).
Since the setsM and S(m) are finite for all m∈M, the capacity region C is a polytope (bounded
polyhedron) in Rn+. Then, we can describe it as the intersection of finitely many half-spaces. Let L
be the minimum number of half-spaces that is needed to describe C and, for each ` ∈ [L], let c(`)
and b(`) be the parameters that define the `th half-space. Then,
C = {x∈Rn+ : 〈c(`),x〉 ≤ b(`) , `= 1, . . . ,L} , (6)
8Since for each m ∈M the set S(m) contains the projection of its elements on the coordinate axes,
the capacity region C is coordinate convex. Then, without loss of generality we can assume c(`) ≥ 0
and b(`) > 0 for all `∈ [L]. For ease of exposition, we also assume ‖c(`)‖= 1 for all `∈ [L]. For each
`∈ [L], let F (`) be the `th facet of C, i.e. F (`) 4= {x∈ C : 〈c(`),x〉= b(`)}.
Observe that the schedules selected by MaxWeight algorithm do not necessarily belong to the
capacity region C. This can be seen from Equations (3) and (4), because ψm ≤ 1 for all m ∈M.
However, the expected service rates vector does belong to the capacity region. This is what we
formally prove in the next lemma.
Lemma 1. Consider a generalized switch operating under MaxWeight as described above. Then,
Eq [〈q(k),s(k)〉] = max
x∈C
〈q,x〉,
where Eq [ · ] 4=E [ · |q(k) = q].
Proof of Lemma 1. Since s(k) is selected using MaxWeight algorithm, we have
Eq [〈q(k),s(k)〉] =Eq
[
max
x∈S(M(k))
〈q(k),x〉
]
(a)
=
∑
m∈M
ψm max
x∈S(m)
〈q,x〉
(b)
= max
x∈C
〈q,x〉,
where (a) holds because the channel state process is independent of the queue lengths process; and
(b) holds by definition of the capacity region C provided in equation (4). 
For technical reasons that will be apparent in Section 2.4, we introduce the following definition.
For each ` ∈ [L] and m ∈M define the maximum c(`)-weighted service rate available when channel
state is m as
b(m,`) = max
x∈S(m)
〈c(`),x〉. (7)
Observe that c(`) and b(m,`) define a half-space that passes through the boundary of
ConvexHull
(S(m)), but this half-space does not necessarily define a facet of ConvexHull (S(m)).
For each ` ∈ [L], let {B`(k) : k ≥ 1} be a sequence of i.i.d. random variables, independent of the
queue lengths and arrival processes, that satisfies P
[
B`(1) = b
(m,`)
]
= ψm. The processes B`(k) are
correlated across `, and we let ΣB be the correlation matrix.
We model heavy-traffic as follows. We fix a vector ν in the boundary of C and we consider a set
of generalized switches operating under MaxWeight as described above, parametrized by ∈ (0,1).
The heavy-traffic limit is the limit as  ↓ 0 and, as  gets small, the vector of mean arrival rates
9approaches ν. Formally, we parametrize the queueing system in the following way. We let q()(k),
a()(k), s()(k) and u()(k) be the vectors of queue lengths, arrivals, potential services and unused
services, respectively, in time slot k, in the system parametrized by . The parametrization is such
that the vector of mean arrival rates is λ() = E
[
a()(1)
]
= (1− )ν. Therefore, λ() belongs to the
interior of C for each  ∈ (0,1) and, as  ↓ 0, the arrival rates vector λ() approaches the boundary
of the capacity region at the point ν.
Heavy-traffic analysis of the generalized switch has been performed in the past using the diffusion
limits approach by Stolyar [27] and the Drift method by Eryilmaz and Srikant [5]. However, in both
cases the analysis is under the assumption that SSC occurs into a one-dimensional subspace, i.e.
when the vector ν is in the interior of a facet of the capacity region C. In this paper, we focus on the
case when the vector ν lives in the intersection of facets. Define P =
{
`∈ [L] : ν ∈F (`)}, that is, P is
the set of indexes of all the facets that intersect at ν. Observe that if P has only one element we are
under the CRP condition, and our results in this case agree with the results obtained by Eryilmaz
and Srikant [5]. In this paper we focus on the case where P can have more than one element.
For each  ∈ (0,1), let q() be a steady-state random vector such that the Markov chain{
q()(k) : k≥ 1} converges in distribution to q() as k ↑∞. Since MaxWeight is throughput optimal,
the Markov chain
{
q()(k) : k≥ 1} is positive recurrent for each  ∈ (0,1), so q() is well defined.
Let a() be a steady-state vector with the same distribution as a()(1). Then, E
[
a()
]
= λ() and
for each i ∈ [n] we have a()i ≤ Amax with probability 1. Let Σ()a be the covariance matrix of the
vector a(). Let M and B` be steady-state random variables with the same distribution as M(1)
and B`(1), respectively. Let s()
4
= s(q(),M) be the vector of potential service in steady-state and
u()
4
=u(q(),M,a()) be the vector of unused service. Define
(
q()
)+ 4
= q() +a()−s() +u() as the
vector of queue lengths one time slot after q() is observed, given that the vectors of arrivals and
potential service are a() and s(), respectively.
In Section 2.3 we will prove that the state space collapses into the cone K that we describe below.
In other words, we show that the vector of queue lengths can be approximated by a vector in K in
heavy-traffic. Let K be the cone generated by {c(`) : `∈ P} and H be the subspace generated by
the same set of vectors. Formally,
K=
{
x∈Rn+ : x=
∑
`∈P
ξ`c
(`) , ξ` ≥ 0 ∀`∈ P
}
. (8)
and H=
{
x∈Rn :x=
∑
`∈P
ξ`c
(`) , ξ` ∈R ∀`∈ P
}
A pictorial example in the case of n= 3 of the capacity region C and the cone K is presented in
Figure 1. Let P˜ ⊂ P be a set of indexes such that the set
{
c(`) : `∈ P˜
}
is linearly independent, and
10
Figure 1 Example of capacity region C and cone K.
let C =
[
c(`)
]
`∈P˜ be a matrix where the columns are a linearly independent subset of the vectors
that generate the cone K. Observe that the columns of C generate the subspace H.
2.2. Universal Lower Bound.
In this section we compute a universal lower bound for certain linear combinations of the vector of
queue lengths. The bound is universal in the sense that it remains valid for all scheduling policies.
Proposition 1. Consider a generalized switch parametrized by ∈ (0,1), as described in Section
2.1. Let z ∈ K with z 6= 0 and for each ` ∈ P let r(`) ≥ 0 be such that z =∑`∈P r(`)c(`). Then, for
each ∈ (0,1) we have
E
[〈z,q()〉]≥ 1
2〈z,ν〉
(
zTΣ()a z+
∑
`∈P
(
r(`)
)2
σ2B`
)
− f(),
where f() =
bmax
∑
`∈P r
(`)
2
− 〈z,ν〉
2
is o
(
1

)
(i.e. lim↓0 f() = 0) and bmax = maxm∈M,`∈P b(m,`).
In the proof of Proposition 1 we construct a single server queue with queue length process{
Φ()(k) : k≥ 1} in the following way. We let α()(k) = 〈z,a()(k)〉 be the number of arrivals in time
slot k and β(k) be the potential service, where P
[
β(k) =
∑
`∈P r
(`)b(m,`)
]
= ψm for each m ∈M.
Then, it is easy to see that Φ()(k) is stochastically smaller than 〈z,q()(k)〉. Therefore, a lower
bound for the expected value of Φ()(k) in steady-state is also a lower bound to E
[〈z,q()〉]. The
last step in the proof is to compute such lower bound, which we do by setting to zero the drift of
VULB(Φ) = Φ
2. In this proof it is essential that the weights r(`) are non-negative to obtain a lower
bound, which is the reason why z ∈H is not enough and we require z ∈K. We provide the details
of the proof in Appendix A.1.
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2.3. State Space Collapse.
We prove that, as the state space collapses into the cone K defined in (8) in the heavy-traffic analysis.
For each  ∈ (0,1), let q()‖K(k) be the projection of q()(k) on K and q()⊥K(k)
4
= q()(k) − q()‖K(k).
Similarly, define q()‖H(k) as the projection of q
()(k) onH and q()⊥H(k) 4= q()(k)−q()‖H(k). We know the
Markov chain {q()(k) : k≥ 1} is positive recurrent for each ∈ (0,1), so by definition of projection we
also have that {q()‖K(k) : k≥ 1}, {q()⊥K(k) : k≥ 1}, {q()‖H(k) : k≥ 1} and {q()⊥H(k) : k≥ 1} are positive
recurrent for each ∈ (0,1). Then, we define q()‖K, q()⊥K, q()‖H and q()⊥H as steady-state vectors which are
limit in distribution of
{
q
()
‖K(k) : k≥ 1
}
,
{
q
()
⊥K(k) : k≥ 1
}
,
{
q
()
‖H(k) : k≥ 1
}
and
{
q
()
⊥H(k) : k≥ 1
}
,
respectively. In the next proposition we state SSC formally.
Proposition 2. Given a vector ν in the boundary of C and  ∈ (0,1), consider a generalized
switch operating under MaxWeight, parametrized by  as described in Section 2.1 and let P ={
`∈ [L] : ν ∈F (`)}. Let δ > 0 be such that δ ≤ b(`) − 〈c(`),ν〉 for all ` ∈ [L] \ P if [L] \ P 6= ∅, and
δ= 1 if [L] \P = ∅. If  < δ
2‖ν‖ , then for each t= 1,2, . . . there exists a constant Tt such that
E
[
‖q()⊥H‖t
]
≤E
[
‖q()⊥K‖t
]
≤ Tt
SSC is a consequence of Proposition 2 for the following reason. As  ↓ 0, ∥∥q()∥∥ goes to infinity
(this can be easily concluded from Theorem 1). Therefore, Proposition 2 implies that as  gets small,
we can approximate q() ≈ q()‖K because all the moments of
∥∥∥q()⊥K∥∥∥ are bounded.
To prove Proposition 2 we use Lemma 2. This lemma is a corollary of the results proved by Hajek
[8], and the version we present here was first stated by Eryilmaz and Srikant [5].
Lemma 2. For an irreducible and aperiodic Markov Chain {X(k) : k≥ 1} over a countable state
space X , suppose Z :X →R+ is a Lyapunov function. Define the drift of Z at x as
∆Z(x)
4
=
[
Z (X(k+ 1))−Z (X(k)) ]1{X(k)=x}. (9)
Thus, ∆Z(x) is a random variable that measures the amount of change in the value of Z in one
time slot, starting from state x. If the following conditions are satisfied
(C1) There exists η > 0 and τ <∞ such that
E [∆Z(x) |X(k) = x]≤−η for all x∈X with Z(x)≥ τ
(C2) There exists D<∞ such that
P [|∆Z(x)| ≤D] = 1 for all x∈X
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Then, there exist θ? > 0 and C? <∞ such that
limsup
k→∞
E
[
eθ
∗Z(X(k))
]
≤C∗
Further, if the Markov chain {X(k) : k≥ 1} is positive recurrent, then {Z(X(k)) : k≥ 1} converges
in distribution to a random variable Z for which
E
[
eθ
∗Z
]
≤C∗,
which directly implies that the moments of Z exist and are finite.
We only present a sketch of the proof of Proposition 2, since it is similar to the case of an input-
queued switch and a generalized switch under the CRP condition, which were developed by Maguluri
and Srikant [20] and Eryilmaz and Srikant [5], respectively. We present the details in Appendix A.2
for completeness.
Sketch of proof of Proposition 2. For ease of exposition, we omit the dependence on  of the
random variables in this proof. First observe that K⊂H by definition. Therefore, for all t= 1,2, . . .
we have
∥∥∥q()⊥H∥∥∥t ≤ ∥∥∥q()⊥K∥∥∥t with probability 1. This proves the first inequality.
To prove the second inequality, we introduce the following notation. Let
V (q)
4
= ‖q‖2, V‖(q) 4= ‖q‖K‖2, V⊥(q) 4= ‖q⊥K‖2 and W⊥(q) 4= ‖q⊥K‖.
We use Lemma 2 with Lyapunov function Z(q) = W⊥(q). We first prove that condition (C2) of
Lemma 2 is satisfied. Using triangle inequality, properties of projection and the definition of each
variable we obtain ∣∣∆W⊥(q)∣∣≤ 2√nmax{Amax, Smax} with probability 1. (10)
Therefore, if we let D= 2
√
nmax{Amax, Smax} we have that condition (C2) is satisfied. The details
to obtain Inequality (10) are provided in Appendix A.2.1.
Now we prove that condition (C1) is satisfied. We start with an observation that was first used
by Eryilmaz and Srikant [5]. Note that W⊥(q) =
√‖q⊥K‖2 and f(x) =√x is a concave function.
Then, using the definition of concave functions and reorganizing terms we have
∆W⊥(q)≤ 1
2‖q⊥K‖
(
∆V (q)−∆V‖(q)
)
. (11)
We bound the conditional expectation of the terms in the brackets separately. We start with
Eq [∆V (q)]. Since the scheduling problem is solved with MaxWeight algorithm, we obtain
Eq [∆V (q)]≤ ζ1− 2〈q,ν〉− 2δ
∥∥q⊥K∥∥, (12)
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where ζ1 = n(A2max + S2max). The details of the proof of Inequality (12) are presented in Appendix
A.2.2. To bound the second term in (11) we use properties of projection. We present the details in
Appendix A.2.3. We obtain
Eq
[
∆V‖(q)
]≥−2〈q‖K,ν〉. (13)
Then, replacing (12) and (13) in (11) we obtain
Eq [∆W⊥(q)]≤ 1
2
∥∥q⊥K∥∥ (ζ1− 2〈q,ν〉− 2δ∥∥q⊥K∥∥+ 2〈q‖K, ν〉)
=
ζ1
2
∥∥q⊥K∥∥ − δ+ ∥∥q⊥K∥∥ (〈q‖K,ν〉− 〈q,ν〉)
(a)
=
ζ1
2
∥∥q⊥K∥∥ − δ+ ∥∥q⊥K∥∥ (−〈q⊥K,ν〉)
(b)
≤ ζ1
2
∥∥q⊥K∥∥ − δ+ ‖ν‖
where (a) holds because q = q‖K+ q⊥K; and (b) holds by Cauchy-Schwarz inequality. Therefore, if
≤ δ
2‖ν‖ we have
Eq [∆W⊥(q)]≤ ζ1
2
∥∥q⊥K∥∥ − δ2 .
Further, if
∥∥q⊥K∥∥≥ 2ζ1δ we have Eq [∆W⊥(q)]≤− δ4 . This verifies condition (C1) with η = δ4 and
τ = 2ζ1
δ
. 
2.4. Asymptotically tight bounds.
In Section 2.3 we proved SSC into the cone K, which implies SSC into the subspace H. In this
section we use the SSC result to find asymptotically tight bounds to the expected value of a linear
combination of the queue lengths in steady-state. More specifically, we use Proposition 2 to prove
the following theorem.
Theorem 1. Given a vector ν in the boundary of C, let P = {`∈ [L] : ν ∈F (`)}. Consider a set
of generalized switches operating under MaxWeight, indexed by the heavy-traffic parameter ∈ (0,1)
as described in Section 2.1. Then, for any vector w ∈∩`∈PF (`) we have∣∣∣∣E [〈q(),w〉]− 121T (H ◦Σ()a )1+ 121T ((CTC)−1 ◦ΣB)1
∣∣∣∣≤K(), (14)
where K() converges to 0 as  ↓ 0 and H 4=C(CTC)−1CT is the projection matrix into H. Further,
suppose Σ()a →Σa component wise as  ↓ 0. Thus,
lim
↓0
E
[〈q(),w〉]= 1
2
(
1T (H ◦Σa)1+1T
(
(CTC)−1 ◦ΣB
)
1
)
(15)
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The proof of Theorem 1 is presented in Section 4.1. In the rest of this section we analyze the result
and we prove corollaries in the case of queueing systems that are special cases of the generalized
switch.
First observe that Equation (14) gives bounds that are valid for all regimes, not necessarily heavy-
traffic. Additionally, it shows that the queue lengths grow to infinity as the traffic intensity grows
(i.e. as  ↓ 0).
Also, if we observe the limit (15), we notice that the right hand side has two terms: one cor-
responding to randomness in the arrival process, and the other one to randomness in the service
process. Since the potential service rates vector is selected using MaxWeight algorithm, it is not
actually random once queue lengths and channel state are observed. However, the channel state
is a random variable and it defines the feasible set where MaxWeight is solved. Hence, the second
term in (15), which includes a covariance matrix related to channel state, can be interpreted as
randomness of the service process.
A third observation is that, in order to project on the subspaceH generated by the cone K, we had
to drop the vectors c(`) with ` ∈ P that are linearly dependent, because the columns of the matrix
C are a linearly independent subset of the vectors that generate K. Clearly, the cone generated by
the columns of C is not equal to K. However, projecting on the subspace H is sufficient, and we do
not need to worry about these linearly dependent vectors that we dropped.
In the next remark we write (15) in different ways.
Remark 1. Equation (15) can be also written as
lim
↓0
E
[〈q(),w〉]=1
2
 n∑
i=1
n∑
j=1
〈e(i),e(j)‖H〉(Σa)i,j +
∑
`1∈P˜
∑
`2∈P˜
(CTC)−1`1,`2(ΣB)`1,`2
 (16)
=
1
2
(
Trace
(
HΣTa
)
+Trace
(
(CTC)−1ΣTB
))
, (17)
where we use subscript ‖H to denote projection on the subspace H, (Σa)i,j is the element (i, j) of
the covariance matrix Σa for each i, j ∈ [n], and (ΣB)`1,`2 is the element (`1, `2) of the covariance
matrix ΣB for each `1, `2 ∈ P˜ .
In some cases, projection of a vector on H is known in closed form, and is simpler to work with
rather than the projection matrix. For example, in the case of a completely saturated input-queued
switch, Maguluri and Srikant [20] directly compute the projections, but writing down the projection
matrix is more involved.
Proof of Remark 1. If we expand the products on the right hand side of Equation (15) we obtain
1
2
(
1T (H ◦Σa)1+1T
(
(CTC)−1 ◦ΣB
)
1
)
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(a)
=
1
2
 n∑
i=1
n∑
j=1
hi,j(Σa)i,j +
∑
`1∈P˜
∑
`2∈P˜
(CTC)−1`1,`2(ΣB)`1,`2

(b)
=
1
2
 n∑
i=1
n∑
j=1
(
e(i)
)T
He(j)(Σa)i,j +
∑
`1∈P˜
∑
`2∈P˜
(CTC)−1`1,`2(ΣB)`1,`2

(c)
=
1
2
 n∑
i=1
n∑
j=1
〈e(i),e(j)‖H〉(Σa)i,j +
∑
`1∈P˜
∑
`2∈P˜
(CTC)−1`1,`2(ΣB)`1,`2
 ,
where (a) holds by definition of Hadamard’s product; (b) holds by definition of the canonical vectors
e(i) and by definition of matrix product; and (c) holds by definition of inner product and because
He(j) is the projection of e(j) on the subspace H.
The proof of (17) holds by properties of Hadamard’s product and trace, and we omit it. 
Observe that the bounds presented in Proposition 1 and Theorem 1 are for different linear com-
binations of the vector of queue lengths. In Proposition 1 the vector of weights is z ∈ K and in
Theorem 1 it is w ∈∩`∈PF (`). In the next remark we give sufficient conditions to obtain bounds to
the same linear combination of the queue lengths in both results.
Remark 2. Let A be a matrix with columns c(`) for `∈ P and bP be a vector with elements b(`)
for ` ∈ P . Observe that the column space of A is equal to the column space of C, but the columns
of A may be linearly dependent. In fact, if the columns of A are linearly independent, then A=C.
Then, if there is no solution to
xTATA≥ 0 , xTbP < 0, (18)
Proposition 1 and Theorem 1 give bounds to the same linear combination of the queue lengths.
Proof of Remark 2. We can obtain bounds to the same linear combination of the queue lengths
if there exists a vector y ∈K∩ (∩`∈PF (`)). This condition is equivalent to finding a solution for
AATy= bP , y≥ 0. (19)
By Farkas’ lemma (Theorem 4.6 in the book by Bertsimas and Tsitsiklis [3], for example), Condition
(19) is equivalent to prove that there is no solution to (18). 
In the next corollary we consider the case of full-dimensional SSC, i.e. where the cone K has
dimension n. Examples of systems that experience full dimensional SSC are the so-called N -system
(which was studied by Shi et al. [26], for example) and the parallel servers system that we introduce
in Corollary 3.
Corollary 1. Consider a set of generalized switches operating under MaxWeight, parametrized
by  ∈ (0,1) as described in Theorem 1. Let P , P˜ and ν be as in Theorem 1 and suppose the cone
K is n-dimensional. Let σ2ai = (Σa)i,i for each i∈ [n] and σa be a vector with elements σai . Then,
lim
↓0
E
[〈q(),w〉]=1
2
(
‖σa‖2 +1T
(
(CTC)−1 ◦ΣB
)
1
)
.
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Observe that the answer does not depend on the covariance between different arrival processes. In
other words, in the case of full-dimensional SSC the heavy-traffic limit is not affected by correlation
between arrivals to different queues.
Proof of Corollary 1. Since the cone K is n-dimensional, then H is an n-dimensional subspace
of Rn and, therefore, H = Rn. This implies that the projection matrix H is the identity matrix.
Hence,
1T (H ◦Σa)1=1T (I ◦Σa)1=
n∑
i=1
σ2ai = ‖σa‖
2
,
where we used definition of Hadamard’s product and definition of Euclidean norm. 
In the next corollary we provide the heavy-traffic limit of a linear combination of the queue lengths
when the arrival process to different queues are independent.
Corollary 2. Consider a set of generalized switches operating under MaxWeight, parametrized
by  ∈ (0,1) as described in Theorem 1. Let P , P˜ and ν be as in Theorem 1 as well. Additionally,
suppose that the arrival processes to different queues are independent of each other and for each
i∈ [n] let (σ()ai )2 =Var[a()i ]. If lim↓0 σ()ai = σai for all i∈ [n], then
lim
↓0
E
[〈q(),w〉]= 1
2
(∥∥∥(σa)‖H∥∥∥2 +1T ((CTC)−1 ◦ΣB)1) ,
where σa is an n-dimensional vector with σai as its i
th element, for all i ∈ [n]; and (σa)‖H is the
projection of σa on H.
Proof of Corollary 2. In this case we use Equation (16). We obtain
lim
↓0
E
[〈q(),w〉]=1
2
(
n∑
i=1
n∑
j=1
〈e(i),e(j)‖H〉 (Σa)i,j +1T
(
(CTC)−1 ◦ΣB
)
1
)
(a)
=
1
2
(
n∑
i=1
〈e(i),e(i)‖H〉σ2ai +1T
(
(CTC)−1 ◦ΣB
)
1
)
(b)
=
1
2
(∥∥∥(σa)‖H∥∥∥2 +1T ((CTC)−1 ◦ΣB)1)
where (a) holds because arrivals are independent and, therefore, the covariance matrix Σa is a
diagonal matrix; and (b) holds because 〈e(i),e(i)‖H〉 is the ith element of e(i)‖H and by definition of
projection. 
In the next corollary we show that an n-dimensional parallel servers system can be modeled as a
generalized switch, even if the channel state and the interference constraints are not explicit from
the context. We completely define the queueing system in the statement of the corollary to avoid
confusion, and we show how it fits in the generalized switch model in the proof.
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Corollary 3. Consider a system with n separate queues. Let {sˆ(k) : k≥ 1} be a sequence of
i.i.d. random vectors, such that sˆi(k) is the potential service in queue i in time slot k. Let µ=E [sˆ(1)]
and Σs be the covariance matrix of sˆ(1). Suppose the vector sˆ(1) has finite state space and that
sˆi(1) ≤ Smax with probability 1 for all i ∈ [n]. Let {a(k) : k≥ 1} be defined as in Section 2.1 and
be independent of the service process {sˆ(k) : k≥ 1}. Suppose mini∈[n] µi > 0 and let  ∈ (0,1) be the
heavy-traffic parameter. We parametrize the system in the following way. For each  ∈ (0,1) and
each i ∈ [n], let the arrival process to the system be {a()(k) : k≥ 1}, which is a sequence of i.i.d.
random vectors with mean λ() =E
[
a()(1)
]
= (1− )µ and covariance matrix Σ()a . Further, suppose
Σa = lim↓0 Σ()a component-wise. Then,
lim
↓0
E
[
n∑
i=1
µiq
()
i
]
=
1
2
n∑
i=1
(
σ2ai +σ
2
si
)
,
where σ2ai = (Σa)i,i and σ
2
si
= (Σs)i,i for each i∈ [n].
The system presented in Corollary 3 is a special case of the case presented in Corollary 1, as
will be shown in the proof. Also, if n= 1 we recover Kingman’s bound from this corollary. Now we
present the proof.
Proof of Corollary 3. The capacity region of this queueing system is
C = {x∈Rn+ : xi ≤ µi , i∈ [n]} .
Then, in order to write it in the form of Equation (6) we set L = n, and for each i ∈ [n] we set
c(i) = e(i) and b(i) = µi. Therefore, the matrix C is the identity matrix, which implies that the
projection matrix H is also equal to the identity matrix.
Let P = [n]. Then, ∩`∈PF (`) = {µ}. Therefore, the left hand side of Equation (15) yields
lim
↓0
E
[
n∑
i=1
µiq
()
i
]
Also, since the projection matrix satisfies H = I, the first term on the right hand side of (15)
yields
1
2
1T (H ◦Σa)1=1
2
1T (I ◦Σa)1= 1
2
n∑
i=1
σ2ai .
In order to obtain the second term in the right hand side of (15), we consider the following
interpretation of the channel state. LetM be an enumeration of the elements of the state space of
sˆ(1), and s(m) be its mth element for each m ∈M. For each m ∈M, let the set of feasible service
rates vector in channel state m be
S(m) = {s(m)}∪{s(m)− s(m)i e(i) : i∈ [n]} ,
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i.e. the set S(m) contains s(m) and its projection on the coordinate axes. We assume that MaxWeight
breaks ties by choosing maximal schedules. Then, if the channel state is m then the service rates
vector is always s(m). With this assumption we lose some generality because arrivals occur after
deciding the optimal schedule. However, we are interested in heavy-traffic analysis so this slight loss
of generality does not affect our result. Then, the probability mass function of the channel state ψ
satisfies ψm
4
= P
[
sˆ(1) = s(m)
]
for each m∈M.
By definition of b(m,`) in Equation (7) and by definition of the sets S(m) and the vectors c(`) above,
we obtain that for each `∈ [n] we have
b(m,`) =〈c(`),s(m)〉= 〈e(`),s(`)〉= s(m)` .
Then, for each `∈ [n] the random variable B`(1) is such that P
[
B`(1) = s
(m)
`
]
=ψm and E [B`(1)] =
µ`. Therefore, the vectors (B1(1), . . . ,Bn(1)) and sˆ(1) have the same distribution. Hence, (ΣB)i,j =
Cov [sˆi, sˆj]. Then, the second term in the right hand side of (15) becomes
1
2
1T
(
(CTC)−1 ◦ΣB
)
1
(a)
=
1
2
1T (I ◦ΣB)1
(b)
=
n∑
i=1
σ2si ,
where (a) holds because C = I; and (b) holds by definition of Hadamard’s product and because the
diagonal of ΣB contains the variance of sˆi(1) for each i∈ [n]. 
Another corollary to Theorem 1 is provided in Section 3, where we present the heavy-traffic limit
of scaled sum of queue lengths in an input-queued switch (see Corollary 4).
3. Performance Analysis of the Input-queued Switch Using the Drift Method.
In this section we show that the Drift method with polynomial test functions does not provide all the
information that is necessary to compute the moments of all linear combinations of the scaled queue
lengths in systems that do not satisfy the CRP condition. We do this by presenting an alternate
view of the Drift method.
In Section 2 we used V (q) =
∥∥q‖H∥∥2 as test function to obtain bounds on certain linear combi-
nations of the queue lengths in a generalized switch. This choice of test function was first proposed
by Maguluri and Srikant [20], and the main reason to use it is that the term T4 consisting of the
‘qu’ terms (i.e., cross terms between the queue length and the unused service) converges to zero
in the heavy-traffic limit. All of queueing theory in some sense is to get a handle on the unused
service terms, and the Drift method handles these terms by making sure that they ‘cancel out’ in
heavy-traffic, using SSC and our choice of test function. In this section, instead of trying to cancel
out the ‘qu’ terms, we consider them as unknowns and try to solve for them along with the mean
queue lengths. We will see that this is impossible even if we use all possible quadratic test functions.
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For simplicity of exposition, we present this result in the context of an input-queued switch,
which is one of the simplest queueing systems that experience multi-dimensional SSC and it is a
special case of the generalized switch. The organization of this section is as follows. In Section 3.1
we describe the model in detail and specify how it fits in the generalized switch model, in Section
3.2 we present the main result of this section, in Section 3.3 we use this result to compute bounds
on the first moment of linear combinations of the scaled queue lengths and in Section 3.4 we discuss
how to generalize this approach to other queueing systems that experience multidimensional SSC.
3.1. Input-queued switch model and heavy-traffic results.
In this section we specify the model of an input-queued switch as a special case of the generalized
switch, and we provide results for the heavy-traffic limit of the mean queue lengths as corollary to
the main result in Section 2.4.
The Drift method has been used to perform heavy-traffic analysis of the input-queued switch
operating under MaxWeight by Maguluri and Srikant [20] in the case of a completely saturated
switch and by Maguluri et al. [19] for an incompletely saturated switch. However, in both cases the
arrivals to different queues are assumed to be independent. In this paper we focus on the completely
saturated case, and we obtain results that do not require the independence assumption. We start
specifying the model.
Consider a system with N 2 queues operating in discrete time. There are N input ports, N output
ports, and there is a different queue for each input/output pair. Each of these pairs has its own
arrival process and all arriving packets have the same size, which is equal to one time slot. The
service process must satisfy the following feasibility constraints. In each time slot, at most one packet
can be transmitted from each input port, and each output port can process at most one packet.
We can think of this system as a matrix of input/output pairs, where rows represent inputs and
columns represent outputs. Then, the constraint described above can be also stated as follows. In
each time slot, at most one queue can be active (i.e. processing jobs) in each row and each column.
This model corresponds to a generalized switch with n = N 2 queues, where the channel state
is constant over time. As mentioned above, the input-queued switch has a natural matrix-shape
interpretation. Maguluri and Srikant [20] and Maguluri et al. [19] represent the vectors of queue
lengths, arrivals and services as N ×N matrices, but they treat them as vectors. Specifically, they
compute dot products and norms as if these matrices were vectors. In this paper, however, we will
write them as column vectors to be consistent with the notation we introduced in Section 2. We
enumerate the elements of the vectors row by row. For each i∈ [n] we have that qi(k) is the number
of packets in line in input port
⌈
i
N
⌉
, waiting for service from output (imod N) if i is not a multiple
of N , and output N otherwise. Similarly for the vectors of arrivals, potential service and unused
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Figure 2 Illustration of queue length vector in input-queued switch.
(a) 2× 2 switch.
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service. In Figure 2 we show how we build the vectors in the case of N = 2 (Figure 2a) and N = 3
(Figure 2b).
For ease of exposition in the rest of this section, we introduce the following notation. For each
i∈ [N 2] let
row(i)
4
=
{(⌈
i
N
⌉
− 1
)
N + j : j ∈ [N ]
}
\ {i}
col(i)
4
=
{
j ∈ [N 2] : i mod N = j mod N} \ {i}
other(i)
4
=
[
N 2
] \ (row(i)∪ col(i)∪{i})
. (20)
In words, the set row(i) contains the index of all elements in the same row as i, except by i; col(i)
contains the index of the elements in the same columns as i, except by i; and other(i) contains all
indexes that do not correspond to the same row or column as i, or i itself.
We explicitly know the feasibility constraints in the input-queued switch. Then, we can compute
the set of feasible service rates vectors S and the capacity region C. We obtain
S =
{
x∈ {0,1}n :
N∑
i=1
xN(j−1)+i ≤ 1 ∀j ∈ [N ] and
N∑
j=1
xN(j−1)+i ≤ 1 ∀i∈ [N ]
}
and
C =ConvexHull(S)
=
{
x∈Rn+ :
N∑
i=1
xN(j−1)+i ≤ 1 ∀j ∈ [N ] and
N∑
j=1
xN(j−1)+i ≤ 1 ∀i∈ [N ]
}
. (21)
Then, the number of hyperplanes that define the capacity region is L = 2N , the right hand side
parameters are b(`) = 1 for all `∈ [2N ], and the left hand side vectors c(`) are defined as follows.
c(`) =

N∑`
i=N(`−1)+1
e(i) , if `∈ [N ]∑
i∈{i′:i′ mod N=` mod N}
e(i) , if `∈ [2N ] \ [N ]
.
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Completely saturated switch means that the vector ν that we approach in heavy-traffic satisfies
all the inequalities in (21) at equality. Formally, ν satisfies the following constraints
〈c(`),ν〉= b(`) ∀`∈ [2N ].
Then, the set P that contains the indexes of the inequalities that ν satisfies at equality is P =
[2N ]. If ν does not satisfy all the inequalities at equality, it is said that the switch is incompletely
saturated. We do not study the incompletely saturated case in this paper, but the same analysis for
an incompletely saturated 2× 2 switch was performed by Hurtado-Lange and Maguluri [13].
Recall that the cone K where SSC occurs is the cone generated by the vectors c(`) with `∈ P . In
this case, since P = [2N ] and since we explicitly know the vectors c(`), it can be easily proved that
the cone K can be described as
K=
x∈RN2+ : xi = 1N ∑
j∈row(i)∪{i}
xj +
1
N
∑
j∈col(i)∪{i}
xj − 1
N 2
N2∑
j=1
xj
 . (22)
The proof of this claim is just algebra, and we omit it for ease of exposition. In this case, it can be
also proved that the subspace H generated by the cone K satisfies K=H∩RN2+ .
We now prove a corollary of Theorem 1, in which we obtain the heavy-traffic limit of the scaled sum
of queue lengths in a completely saturated switch with correlated arrival processes. This corollary
by itself is a contribution of this paper because, to the best of our knowledge, the input-queued
switch had been studied in the past only under independent arrivals assumption. However, it is
known that in data centers this is not satisfied and, in fact, hot-spots are frequently observed, as
shown by Benson et al. [1] and Kandula et al. [15].
Corollary 4. Let ν be an N 2-dimensional vector that satisfies 〈c(`),ν〉 = b(`) for all ` ∈ [2N ]
for c(`) and b(`) as defined above. Consider a set of N ×N input-queued switches as described above,
parametrized by ∈ (0,1) as described in Theorem 1. For each i∈ [N 2], let σ2ai = Σi,i. Then,
lim
↓0
E
 N2∑
i=1
q
()
i
= 1
2N
N2∑
i=1
(2N − 1)σ2ai + (N − 1) ∑
j∈row(i)∪col(i)
(Σa)i,j −
∑
j∈other(i)
(Σa)i,j
 .
Before providing the proof of Corollary 4 we state one more result, in which we consider an input-
queued switch with independent arrival processes. We reproduce the result proved by Maguluri and
Srikant [20] as a corollary of Theorem 1.
Corollary 5. Consider a set of N × N input-queued switches operating under MaxWeight,
parametrized by  ∈ (0,1) as described in Corollary 4. Further, assume that the arrival processes to
different queues are independent. Then,
lim
↓0
E
 N2∑
i=1
q
()
i
=(1− 1
2N
) N2∑
i=1
σ2ai .
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The proof of Corollary 5 is easy after considering Corollary 4, since it yields after noticing that
under the independent arrivals assumption, (Σa)i,j = 0 for all i 6= j. Another proof was done by
Maguluri and Srikant [20], where the drift of V‖H(q) =
∥∥q‖H∥∥2 is explicitly set to zero. Now we prove
Corollary 4.
Proof of Corollary 4. In this proof we use Remark 1. We first compute e(i)‖H for each i ∈ [N 2].
For any vector y ∈RN2+ we have y‖H has elements
y‖Hj =
1
N
∑
j′∈row(j)∪{j}
yj′ +
1
N
∑
j′∈col(j)∪{j}
yj′ − 1
N 2
N2∑
j′=1
yj′ ∀j ∈ [N 2].
Then, for each i∈ [N 2] the vector e(i)‖H has elements
e
(i)
‖Hj =

2N−1
N2
, if j = i
N−1
N2
, if j ∈ row(i) or j ∈ col(i)
− 1
N2
, if j ∈ other(i)
∀j ∈ [N 2].
Using this expression in Remark 1 we immediately obtain the result. 
3.2. System of equations to compute linear combinations of the first moment of
scaled queue lengths.
In this section we show that the Drift method with polynomial test functions is not sufficient to
compute all linear combinations of the first moment of the scaled queue lengths in queueing systems
that do not satisfy the CRP condition. To prove that, we show that the use of polynomial test
functions yields an under-determined system of equations.
In the Drift method, one of the key challenges is to get a handle on the unused service. In general,
when one sets to zero the drift of a polynomial test function in steady-state, terms of the form
qi(k+ 1)uj(k) arise. The idea is to use a test function that captures the geometry of SSC so that
we can show that all the qi(k+ 1)uj(k) terms are small. Therefore, the choice of the test function
is important, and the region into which SSC happens must be used in this choice. The quadratic
test function, V (q) = ‖q‖H‖2 has been successfully used by Eryilmaz and Srikant [5], Maguluri and
Srikant [20], Maguluri et al. [19] and Wang et al. [29] to obtain the mean sum of the queue lengths,
similarly to Theorem 1. Typically one uses polynomial test functions of degree (m+1) to get bounds
on the expected value of mth powers of queue lengths. Therefore, in order to obtain bounds on the
mean queue lengths, one must use quadratic test functions. In order to get all linear combinations of
the queue lengths, one can search through all the quadratic test functions, and this is equivalent to
searching through all the quadratic monomials. The following theorem presents the result of using
all quadratic monomial test functions.
For ease of exposition, in this section we prove our result in the case of N = 2 and independent
arrivals, i.e. in the case of a 2× 2 input-queued switch with independent arrivals. We present the
result for an N ×N input-queued switch with independent arrivals in Appendix B.
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Theorem 2. Consider a set of 2×2 input-queued switches operating under MaxWeight, indexed
by ∈ (0,1) as described in Corollary 5. Let (Σ()a )i,i = σ()ai and suppose lim↓0 σ()ai = σai for all i∈ [4].
Then, the following system of equations is satisfied
lim
↓0
E [q1]
=
9σ2a1 +σ
2
a2
+σ2a3 +σ
2
a4
16
+
1
2
lim
↓0
E
[
q+1 (u2 +u3)
]− 1
2
lim
↓0
E
[(
q+2 + q
+
3
)
u4
] (23)
lim
↓0
E [q2]
=
σ2a1 + 9σ
2
a2
+σ2a3 +σ
2
a4
16
+
1
2
lim
↓0
E
[
q+2 (u1−u3 +u4)
] (24)
lim
↓0
E [q3]
=
σ2a1 +σ
2
a2
+ 9σ2a3 +σ
2
a4
16
+
1
2
lim
↓0
E
[
q+3 (u1−u2 +u4)
] (25)
lim
↓0
E [q1 + q2]
=
3σ2a1 + 3σ
2
a2
−σ2a3 −σ2a4
8
+
1
2
lim
↓0
E
[
q+1 (3u2−u3)
]
+
1
2
lim
↓0
E
[
q+2 (3u1 +u3)
]
+
1
2
lim
↓0
E
[
q+3 u4
]
(26)
lim
↓0
E [q1 + q3]
=
3σ2a1 −σ2a2 + 3σ2a3 −σ2a4
8
+
1
2
lim
↓0
E
[
q+1 (−u2 + 3u3)
]
+
1
2
lim
↓0
E
[
q+2 u4
]
+
1
2
lim
↓0
E
[
q+3 (3u1 +u2)
]
(27)
lim
↓0
E [q2 + q3]
=
σ2a1 − 3σ2a2 − 3σ2a3 +σ2a4
8
+
1
2
lim
↓0
E
[
q+2 (u1 + 3u3 +u4)
]
+
1
2
lim
↓0
E
[
q+3 (u1 + 3u2 +u4)
]
,
(28)
where we omitted the dependence on  of the variables for ease of exposition.
The proof of Theorem 2 is presented in Section 4.2. Observe that Theorem 2 yields a system of
6 equations and 11 variables, where the variables are
lim
↓0
E [q1] , lim
↓0
E [q2] , lim
↓0
E [q3]
lim
↓0
E
[
q+1 u2
]
, lim
↓0
E
[
q+1 u3
]
lim
↓0
E
[
q+2 u1
]
, lim
↓0
E
[
q+2 u3
]
, lim
↓0
E
[
q+2 u4
]
lim
↓0
E
[
q+3 u1
]
, lim
↓0
E
[
q+3 u2
]
, lim
↓0
E
[
q+3 u4
]
.
Therefore, it cannot be solved uniquely. However, a specific linear combination of the scaled queue
lengths can be obtained, as shown in the next Corollary.
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Corollary 6. Consider a set of 2× 2 input-queued switches as described in Theorem 2. Then,
lim
↓0
E [q2 + q3] =
3
8
(
σ2a1 +σ
2
a2
+σ2a3 +σ
2
a4
)
Proof of Corollary 6. Consider the following linear combination of the equations in Theorem 2:
(23)+ (24)+ (25)− 1
2
(26)− 1
2
(27)+
1
2
(28).
Then, reorganizing terms we obtain the result. 
Corollary 6 can be also obtained as a consequence of Corollary 5 in the following way.
Alternative proof of Corollary 6. From Corollary 5 for N = 2 we know
lim
↓0
E [q1 + q2 + q3 + q4] =
3
4
(
σ2a1 +σ
2
a2
+σ2a3 +σ
2
a4
)
. (29)
From SSC as proved in Proposition 2 and by definition of the cone K in Equation (22) we also
know that for all i∈ [4] we have
lim
↓0
E
[
q‖Hi
]
= lim
↓0
E [qi] ,
where q‖Hi is the ith element of q‖H. Also, one interpretation of the cone K presented by Maguluri
and Srikant [20] is that for each vector in K, all schedules have the same weight in MaxWeight
algorithm. This can be easily verified by definition of the cone K in (22). Then,
q‖H1 + q‖H4 = q‖H2 + q‖H3. (30)
Putting everything together we obtain the result in Corollary 6. 
In Theorem 2 we prove that setting to zero the drift of all monomials of degree 2 leads to a
system of 6 equations in 11 variables. Therefore, the solution is not unique. However, Maguluri and
Srikant [20] and Maguluri et al. [19] obtain the limit of specific linear combinations of the scaled
queue lengths. These linear combinations can be obtained because some of the variables cancel out.
However, to obtain other linear combinations of the expected heavy-traffic scaled queue lengths we
need to actually work with all the variables of the system of equations. Therefore, we need additional
equations. To better understand this argument, consider a tandem queue system with memoryless
inter arrival and service times in any (not necessarily heavy) traffic. We know that the steady-state
joint distribution is product of two geometrics, and can be obtained using reversibility arguments.
Using the drift approach described above, we get 3 equations in 4 unknowns. However, in addition
to the drift arguments, if we use reversibility to separately prove that the queues are independent
in steady-state and impose it as an additional condition, we can solve for all the unknowns.
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3.3. Bounds on linear combinations of the scaled queue lengths in heavy-traffic.
In Section 3.2 we presented a linear system of equations that the vector of queue lengths must
satisfy in heavy-traffic. In this section we use this system of equations to obtain bounds on linear
combinations of the expected scaled queue lengths in heavy-traffic. A similar approach was studied
by Kumar and Kumar [18] and Bertsimas et al. [2], where an under-determined set of linear systems
of equations was obtained and linear programming was used to obtain bounds. However, the focus
in those papers was on queueing networks under fixed arrival and service rates, as opposed to the
heavy-traffic analysis in the current paper.
In the next theorem we provide an upper and a lower bound for the heavy-traffic limit of the
expected value of any linear combination of the queue lengths in a 2× 2 input-queued switch.
Theorem 3. Consider the equations
v1− w1−w2 +w5 +w8
2
=
9σ2a1 +σ
2
a2
+σ2a3 +σ
2
a4
16
(31)
v2− w3 +w4−w5
2
=
σ2a1 + 9σ
2
a2
+σ2a3 +σ
2
a4
16
(32)
v3− w6 +w7−w8
2
=
σ2a1 +σ
2
a2
+ 9σ2a3 +σ
2
a4
16
(33)
v1 + v2− 3w+w2− 3w3−w4−w8
2
=
3σ2a1 + 3σ
2
a2
−σ2a3 −σ2a4
8
(34)
v1 + v3 +
w1− 3w2−w5− 3w6−w7
2
=
3σ2a1 −σ2a2 + 3σ2a3 −σ2a4
8
(35)
v2 + v3− w3− 3w4−w5−w6− 3w7−w8
2
=
σ2a1 − 3σ2a2 − 3σ2a3 +σ2a4
8
(36)
− v1 + v2 + v3 ≥ 0 (37)
−w1 +w7 ≥ 0 (38)
−w2 +w4 ≥ 0 (39)
and define P 4= {(v,w)∈R3+×R8+ :Equations (31)-(39) are satisfied}. For α∈R3, define
f(α)
4
= min{〈α,v〉 : ∃w such that (v,w)∈P}
and f(α) 4= max{〈α,v〉 : ∃w such that (v,w)∈P} .
Then,
f(α)≤ lim
↓0
E
[〈α,q()〉]≤ f(α), (40)
where  and q() are defined as in Theorem 2. Furthermore, for any B ∈R+
P
[
lim
↓0
〈α,q()〉 ≥B
]
≤ f(α)
B
. (41)
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Proof of Theorem 3. For ease of exposition we omit the dependence on  of the variables. Let
v1 = lim
↓0
E [q1] , v2 = lim
↓0
E [q2] , v3 = lim
↓0
E [q3]
w1 = lim
↓0
E
[
q+1 u2
]
, w2 = lim
↓0
E
[
q+1 u3
]
w3 = lim
↓0
E
[
q+2 u1
]
, w4 = lim
↓0
E
[
q+2 u3
]
,
w5 = lim
↓0
E
[
q+2 u4
]
, w6 = lim
↓0
E
[
q+3 u1
]
,
w7 = lim
↓0
E
[
q+3 u2
]
, w8 = lim
↓0
E
[
q+3 u4
]
.
Then, the proof of (40) follows from Theorem 2 because the set P represents the system of
equations presented there together with non-negativity constraints for all the variables. In particular,
inequalities (37)-(39) represent non-negativity constraints associated to q4. These must be considered
because, even though q4 does not appear in the system of equations explicitly, there are underlying
constraints of the system related to q4 that affect its performance. Specifically, using Equation (30)
and the definition of the variables above, we obtain that the inequalities
lim
↓0
E [q4]≥ 0 , lim
↓0
E
[
q+4 ui
]≥ 0 ∀i∈ {1,2,3}
can be rewritten as (37), (38), (39) and w3 +w6 ≥ 0 but the last inequality is implied by w3 ≥ 0 and
w6 ≥ 0, so we do not write it in the definition of P.
Also, from Markov’s inequality we know
P
[
lim
↓0
〈α,q()〉 ≥B
]
≤ lim↓0 E
[〈α,q()〉]
B
≤ f(α)
B
,
where the last inequality holds by (40). 
Theorem 3 gives explicit bounds for all linear combinations of the expected scaled queue lengths.
Similar linear programs can be written to obtain bounds on higher moments, and consequently
tighter tail probabilities.
In the rest of this section we present numerical results to compare the bounds that we obtain
from the linear program presented in Theorem 3 with the mean values we obtain from simulation.
We test four different objective functions, viz. lim↓0 E [qi] for i∈ {1,2,3} and lim↓0 E [q2 + q3]. We
use the last function because in this case the system of equations has a unique solution, as shown
in Corollary 6.
For simplicity, we assume that arrivals to each queue are Bernoulli processes with mean λ()i =
1−
2
for all i∈ [4]. We take ∈ {0.01,0.05,0.1} to evaluate performance under different traffic intensities.
In the case of = 0.01 we ran the simulation for 5 · 108 time slots and for the other values of  we
ran it for 2 ·108 time slots. The reason is that, for smaller , it takes more time to reach steady-state.
In both cases we compute the mean value of the variables considering the last 20,000 time slots.
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Table 1 Numerical results for LP with objective function lim↓0 E
[
q
()
2 + q
()
3
]
.
 Solution to LP Mean from simulation Confidence interval Error
0.01 0.375 0.401 (0.244, 0.557) 6%
0.05 0.374 0.343 (0.155, 0.531) 9%
0.10 0.371 0.331 (0.121, 0.540) 12%
Table 2 Numerical results for individual queue lengths.
Value of  Minimum Maximum
Simulation
Mean q1 Mean q2 Mean q3
0.05 0.062 0.312 0.165 0.167 0.176
0.10 0.062 0.309 0.161 0.171 0.160
We present our results in Tables 1 and 2. In Table 1 we present the right hand side of the
expression proved in Corollary 6 and results from the simulation. Specifically, we show the mean
value of 
(
q
()
2 + q
()
3
)
, a confidence interval constructed by adding and subtracting the standard
deviation to the mean value, and the percentage error of the solution of the system of equations
with respect to the simulation.
Observe that in Table 1 the solution to the linear program is always in the confidence interval
obtained from simulation, even in the case of = 0.1 which may be considered high for heavy-traffic.
The error is increasing with respect to , but it is below 15% in all cases.
In Table 2 we compute a lower and an upper bound to the mean individual queue lengths,
and we compare these results with the mean value of q1, q2 and q3 obtained from simulation.
The reason to present only one optimal value for all the queue lengths is that solving the linear
program presented in Theorem 3 with objective function E
[
q
()
i
]
gives the same optimal value for
all i= 1,2,3, because of the symmetric arrival pattern.
Observe that for all the cases presented in Table 2, the mean obtained by simulation is between
the lower and upper bound obtained solving the LP. The bounds are not necessarily tight, but they
can be computed very fast as opposed to the mean values obtained from simulation.
3.4. Generalization to other queueing systems and higher moments.
In this section we focused on a 2× 2 input-queued switch in heavy-traffic. We chose this system
because it is one of the simplest queueing systems where the CRP condition is not satisfied. However,
the same approach can be applied to any queueing system where the CRP condition is not met,
which is what we discuss in this subsection. Specifically, we focus on a generalized switch with n
queues, where SSC occurs into a d-dimensional subspace.
Eryilmaz and Srikant [5] showed how to compute the moments of ‖q‖H‖ using the Drift method
in queueing systems that satisfy the CRP condition. In this case, setting to zero the drift of V (q) =
‖q‖H‖m+1 in steady-state and using SSC allows to compute themth moment because of the following
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reason. When one sets to zero the drift of V (q), terms of the form q+‖Hiu‖Hi arise and, since q
+
‖H
and u‖H belong to the same one-dimensional subspace, these terms can be approximated by q+i ui,
which is zero by definition of unused service.
On the other hand, if the CRP condition is not satisfied, then q lives in a d-dimensional sub-
space, where d > 1. In this case, for each i, q+‖Hiu‖Hi cannot be approximated by q
+
i ui because the
vectors q+‖H and u‖H live in a d-dimensional subspace. Therefore, in heavy-traffic we only have the
approximation (with some abuse of notation) q+‖Hiu‖Hi ≈ q+i (uk1 +uk2 + · · ·+ukd), where k1, . . . , kd
represent the d dimensions that characterize SSC. In other words, crossed-terms arise exactly as the
‘qu’ terms in Theorems 2 and 4 for the input-queued switch. In the following analysis we present
the number of equations and variables that appear in a general queueing system with d-dimensional
SSC.
In order to obtain themth moment of the queue lengths, we should construct a system of equations
that yields from setting to zero the drift of all monomials of degree m+ 1. Since SSC occurs into a
d-dimensional subspace, we need to consider all possible monomials of degree m+ 1 in d variables.
Setting to zero the drift of each monomial will lead to an equation, so we will have
(
m+d
d−1
)
equations.
Now we count the number of ‘new’ variables with respect to the system of equations that arises
after setting to zero the drift of monomials of degree k, for all k≤m. We say a variable is ‘new’ for
the system of equations that arises after setting to zero the monomials of degree m+ 1 if it does
not appear in any system of equations of degree k < m+ 1. Observe that there are two types of
‘new’ variables that do not vanish in the heavy-traffic limit. On one hand, we have the heavy-traffic
limit of the expected value of products of the elements of q‖H and, on the other hand, we have
the heavy-traffic limit of the expected value of the product between the elements of q‖H and of
the vector of unused service. We will call them the ‘q’ variables and the ‘qu’ variables, respectively.
Specifically, the ‘q’ variables are all monomials of degree m in d variables, so there are
(
m+d−1
d−1
)
‘q’
variables. The ‘qu’ that do not vanish in heavy-traffic are of degree m in ‘q’ and degree 1 in ‘u’.
Also, the element corresponding to the unused service vector has to be different to the elements of
the vector of queue lengths because the product between the queue length and the unused service
of the same queue is zero by definition of unused service. Therefore, for each element of u‖H we
need to consider all possible combinations of ‘q’s, i.e. all monomials of degree m in d− 1 variables.
Therefore, there are d
(
m+d−2
d−2
)
‘qu’ variables. Thus, in total we have
(
m+d−1
d−1
)
+ d
(
m+d−2
d−2
)
variables
and this number is larger than the number of equations.
Summarizing, if we use the method introduced in this section to compute the mth moment of
the queue lengths of a queueing system that experiences d-dimensional SSC, we obtain a system of
equations of
(
m+d
d−1
)
equations and
(
m+d−1
d−1
)
+ d
(
m+d−2
d−2
)
variables. Therefore, it is under-determined.
In other words, we need extra equations to find a unique solution to this system of equations.
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This analysis shows that the issues illustrated in Theorem 2 arise in any queueing system with
multidimensional SSC.
4. Proof of Theorems 1 and 2
In this Section we present the proof of the main theorems of Sections 2 and 3.
4.1. Proof of Theorem 1.
We first introduce notation, then we present the lemmas that we use in the proof, and finally we
present the proof of the theorem. For ease of exposition, we present the proof of the lemmas in
Appendix C.1. We will use the notation Em [ · ] = E
[ · ∣∣M =m], and we omit the dependence on 
of the variables in the proofs to simplify the notation in the computations.
We start with the lemmas.
Lemma 3. Let ` ∈ P and m ∈M. Then, there exists ν(m) ∈ S(m) such that b(m,`) = 〈c(`),ν(m)〉.
This implies that, for each `∈ P , b(`) =E [B`].
We present the proof of Lemma 3 in Appendix C.1.1. Recall that for each ` ∈ P , if the channel
state is m, then b(m,`) is the maximum weight of a c(`)-weighted service rate in S(m). As  gets closer
to zero, we know that λ() gets closer to ν and SSC implies that the vector of queue lengths can be
approximated by its projection on K. In other words, as  ↓ 0 the vector of queue lengths can be well
approximated by a conic combination of the vectors c(`) with `∈ P . Therefore, since the scheduling
problem is solved using MaxWeight algorithm, and given that the channel state is m, one should
expect that 〈c(`),s〉 = b(m,`) for ` ∈ P with high probability. In the next lemma we formalize this
intuition.
Lemma 4. For each m∈M and `∈ P define
pi(m,`)
4
= P
[〈c(`),s〉= b(m,`) ∣∣M =m] .
Then, 1−pi(m,`) is O().
We present the proof of Lemma 4 in Appendix C.1.2. Now we prove Theorem 1. The main idea
of the proof is to set to zero the drift of V‖H(q) =
∥∥q‖H∥∥2 in steady-state and use SSC to compute
bounds that are tight in heavy-traffic.
Proof of Theorem 1. Let V‖H(q) =
∥∥q‖H∥∥2. Before setting to zero its drift we need to make sure
that E
[∥∥q‖H∥∥2] is finite. This result can be proved as follows. We first use Lemma 2 with Lyapunov
function Z(q) = ‖q‖2 to prove that E
[
‖q‖2
]
is finite. Then, since projection is non expansive we
have E
[∥∥q‖H∥∥2] ≤ E[‖q‖2] and, therefore, E[∥∥q‖H∥∥2] is also finite. We omit the details of the
proof for ease of exposition. Setting to zero the drift of V‖H(q) we obtain
0 =E
[∥∥∥q+‖H∥∥∥2−∥∥q‖H∥∥2]
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=E
[∥∥∥q+‖H−u‖H+u‖H∥∥∥2−∥∥q‖H∥∥2]
=E
[∥∥∥q+‖H−u‖H∥∥∥2 +∥∥u‖H∥∥2 + 2〈q+‖H−u‖H, u‖H〉−∥∥q‖H∥∥2]
(a)
=E
[∥∥q‖H+a‖H− s‖H∥∥2−∥∥u‖H∥∥2 + 2〈q+‖H,u‖H〉−∥∥q‖H∥∥2]
=E
[∥∥a‖H− s‖H∥∥2 + 2〈q‖H, a‖H− s‖H〉−∥∥u‖H∥∥2 + 2〈q+‖H, u‖H〉] (42)
where (a) holds by the dynamics of the queues presented in Equation (1) and by definition of norm
and inner product. Let
T1 4= 2E
[〈q‖H,s‖H−a‖H〉] , T2 4=E[∥∥a‖H− s‖H∥∥2] , T3 4=E[∥∥u‖H∥∥2] and T4 4= 2E[〈q+‖H, u‖H〉] .
Then, reorganizing terms in (42) we obtain
T1 = T2−T3 + T4.
We compute each term separately. We start with T1.
T1 =2E
[〈q‖H,s‖H−a‖H〉]
(a)
=2E
[〈q‖H,s−a〉]
(b)
=2E
[〈q‖H,ν〉]+E [〈q‖H,s−ν〉] ,
(c)
=2E
[〈q‖H,ν〉]+O(√) (43)
where (a) holds by the orthogonality principle; (b) holds because E [a] = (1− )ν and because a is
independent of the vector of queue lengths; and (c) holds by Claim 1 stated below.
Claim 1. Consider a set of generalized switches as described in Theorem 1. Then,∣∣E [〈q‖H,s−ν〉]∣∣ is O(√).
Before computing T2 we prove Claim 1.
Proof of Claim 1. We condition on the channel state. Then, we have
E
[〈q‖H,s−ν〉]= ∑
m∈M
ψmEm
[〈q‖H,s−ν(m)〉]
(∗)
=
∑
m∈M
ψmEm
[
〈q‖H,s−ν(m)〉1{〈c(`),s〉6=b(m,`)}
]
,
where ν(m) is defined as in Lemma 3. Equality (∗) holds because q‖H =
∑
`∈P˜ ξ˜`c
(`) for ξ˜` ∈ R for
all `∈ P˜ (by definition of projection on the subspace H) and if the channel state is m we have
〈c(`),s−ν(m)〉1{〈c(`),s〉=b(m,`)} =
(
b(m,`)−〈c(`),ν(m)〉)1{〈c(`),s〉=b(m,`)} = 0,
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where the last equality holds by definition of ν(m).
It suffices to show that Em
[
〈q‖H,s−ν(m)〉1{〈c(`),s〉6=b(m,`)}
]
is O(
√
) because ψ= (ψm)m∈M is a
probability mass function and, therefore, each ψm is bounded.
First observe that q= q‖H+ q⊥H = q‖K+ q⊥K. Then,
〈q‖H,s−ν(m)〉= 〈q‖K,s−ν(m)〉+ 〈q⊥K− q⊥H,s−ν(m)〉.
Therefore,
Em
[
〈q‖H,s−ν(m)〉1{〈c(`),s〉6=b(m,`)}
]
=Em
[
〈q‖K,s−ν(m)〉1{〈c(`),s〉6=b(m,`)}
]
+Em
[
〈q⊥K− q⊥H,s−ν(m)〉1{〈c(`),s〉6=b(m,`)}
]
(44)
We prove that each term in (44) is O(
√
). For the first term first observe
Em
[
〈q‖K,s−ν(m)〉1{〈c(`),s〉6=b(m,`)}
]
≤ 0
because q‖K =
∑
`∈P ξ`c
(`) with ξ` ≥ 0 for all `∈ P (since the projection is on the cone K) and
〈c(`),s−ν(m)〉= 〈c(`),s〉− b(m,`) ≤ 0
by definition of ν(m) and b(m,`). Then, we have
0≥Em
[
〈q‖K,s−ν(m)〉1{〈c(`),s〉6=b(m,`)}
]
(a)
=Em
[
〈q,s−ν(m)〉1{〈c(`),s〉6=b(m,`)}
]
−Em
[
〈q⊥K,s−ν(m)〉1{〈c(`),s〉6=b(m,`)}
]
(b)
≥−Em
[
〈q⊥K,s−ν(m)〉1{〈c(`),s〉6=b(m,`)}
]
(45)
(c)
≥−
√
E
[
‖q⊥K‖2
]
Em
[
‖s−ν(m)‖2 1{〈c(`),s〉6=b(m,`)}
]
(d)
≥ −
√
T2Em
[
‖s−ν(m)‖2 1{〈c(`),s〉6=b(m,`)}
]
where (a) holds because q‖K = q − q⊥K by definition; (b) holds by MaxWeight as described in
Equation (3) and because ν(m) ∈ S(m); (c) holds by Cauchy-Schwarz inequality; and (d) holds by
SSC in Proposition 2.
The last step to prove that the first term in (44) is O(
√
) is to prove that
Em
[∥∥s−ν(m)∥∥2 1{〈c(`),s〉6=b(m,`)}] is O(). We have
0≤Em
[∥∥s−ν(m)∥∥2 1{〈c(`),s〉6=b(m,`)}]
(a)
=Em
[∥∥s−ν(m)∥∥2∣∣∣ 〈c(`),s〉 6= b(m,`)](1−pi(m,`))
(b)
≤n (S2max +V 2max) (1−pi(m,`))
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(c)
=O(), (46)
where Vmax = maxm∈M,i∈[n] ν
(m)
i is a finite constant. Equality (a) holds by definition of pi(m,`) in
Lemma 4; inequality (b) holds because s and ν(m) are vectors with bounded elements; and (c) holds
by Lemma 4.
The proof that the second term in (44) is O(
√
) holds by linearity of dot product, Cauchy-Schwarz
inequality and Equation (46). 
Now we compute T2. Expanding the product we obtain
T2 =E
[∥∥a‖H− s‖H∥∥2]
=E
[∥∥a‖H∥∥2]+E[∥∥s‖H∥∥2]− 2E [〈a‖H, s‖H〉] . (47)
We compute each term in (47) separately. In this computation we use the projection matrix H,
and we denote hi,j its element (i, j) for each i, j ∈ [n]. For the first term we have
E
[∥∥a‖H∥∥2]=E[‖H a‖2]
(a)
=E
[
aTHTHa
]
(b)
=E
[
aTHa
]
(c)
=
n∑
i=1
n∑
j=1
hi,jE [aiaj]
(d)
=
n∑
i=1
n∑
j=1
hi,jCov [ai, aj] +
n∑
i=1
n∑
j=1
hi,jE [ai]E [aj]
(e)
=
n∑
i=1
n∑
j=1
hi,jCov [ai, aj] + (1− )2
n∑
i=1
n∑
j=1
hi,jνiνj
(f)
=1T
(
H ◦Σ()a
)
1+ (1− )2νTHν (48)
where (a) holds by definition of norm; (b) holds because H is a projection matrix and, therefore,
H =HT =H2; (c) holds by definition of matrix multiplication; (d) holds by definition of covariance;
(e) holds because E [ai] = λ()i = (1 − )νi for each i ∈ [n]; and (f) holds by definition of matrix
multiplication and Hadamard’s product.
For the second term in (47) we obtain
E
[∥∥s‖H∥∥2]=E [‖Hs‖2]
=E
[
sTHs
]
(a)
=E
[
sTC(CTC)−1CTs
]
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(b)
=
∑
`1∈P˜
∑
`2∈P˜
(CTC)−1`1,`2E
[〈c(`1),s〉〈c(`2),s〉]
=
∑
`1∈P˜
∑
`2∈P˜
(CTC)−1`1,`2
∑
m∈M
ψmEm
[〈c(`1),s〉〈c(`2),s〉] (49)
where (CTC)−1`1,`2 is the element (`1, `2) of the matrix (C
TC)−1 for each `1, `2 ∈ P˜ . Here, (a) holds
because H = C(CTC)−1CT by definition of projection matrix; (b) holds by definition of matrix
multiplication and because CTs is a vector with elements 〈c(`),s〉 for `∈ P˜ .
We compute Em
[〈c(`1),s〉〈c(`2),s〉] for each m∈M. We obtain
Em
[〈c(`1),s〉〈c(`2),s〉]=Em [(〈c(`1),s〉− b(m,`1)) 〈c(`2),s〉]+ b(m,`1)Em [〈c(`2),s〉] .
But ∣∣Em [(〈c(`1),s〉− b(m,`1)) 〈c(`2),s〉]∣∣
=
∣∣Em [(〈c(`1),s〉− b(m,`1)) 〈c(`2),s〉∣∣ 〈c(`1),s〉 6= b(m,`1)] (1−pi(m,`1))∣∣
=O(), (50)
where the last equality holds because
(
1−pi(m,`1)) is O() by Lemma 4 and all the elements in the
conditional expectation are bounded. Then, we have
Em
[〈c(`1),s〉〈c(`2),s〉]=b(m,`1)Em [〈c(`2),s〉]−O()
=b(m,`1)b(m,`2) +Em
[〈c(`1),s〉− b(m,`2)]−O()
=b(m,`1)b(m,`2)−O(),
where the last equality can be obtained similarly to (50). Then, we obtain∑
m∈M
ψmEm
[〈c(`1),s〉〈c(`2),s〉]
=
∑
m∈M
ψmb
(m,`1)b(m,`2)−O()
(a)
=E
[
B`1B`2
]−O()
(b)
=(ΣB)`1,`2 + b
(`1)b(`2)−O()
(c)
=(ΣB)`1,`2 + 〈c(`1),ν〉〈c(`2),ν〉−O()
where (ΣB)`1,`2 is the element (`1, `2) of the covariance matrix ΣB Here (a) holds by definition of
expected value; (b) holds by definition of covariance and because b(`) =E
[
B`
]
for all `∈ P˜ ; and (c)
holds because ν ∈F (`) for all `∈ P˜ . Plugging this result in (49) we obtain
E
[∥∥s‖H∥∥2]
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=
∑
`1∈P˜
∑
`2∈P˜
(
CTC
)−1
`1,`2
(ΣB)`1,`2 +
∑
`1∈P˜
∑
`2∈P˜
(
CTC
)−1
`1,`2
〈c(`1),ν〉〈c(`2),ν〉−O()
=1T
(
(CTC)−1 ◦ΣB
)
1+νTHν −O(), (51)
where the last equality holds by definition of Hadamard’s product and matrix multiplication.
Now we compute the last term in (47). We obtain
−2E [〈a‖H,s‖H〉]=− 2E [〈Ha,Hs〉]
(a)
= − 2E [aTHTHs]
(b)
=− 2E [aTHs]
(c)
=− 2(1− )νTE [Hs] .
where (a) holds by definition of inner product; (b) holds because H is a projection matrix and,
therefore, H =HT =H2; and (c) holds because a is independent of s and E [a] = λ() = (1− )ν.
Recall that H =C (CTC)−1CT and that the vector CTs has elements 〈c(`),s〉 with `∈ P˜ . Also, for
`∈ P˜ we have
E
[〈c(`),s〉]= ∑
m∈M
ψmEm
[〈c(`),s〉]
=
∑
m∈M
ψmb
(m,`) +
∑
m∈M
ψmEm
[〈c(`),s〉− b(m,`)]
(a)
=b(`) +
∑
m∈M
ψmEm
[(〈c(`),s〉− b(m,`))∣∣ 〈c(`),s〉 6= b(m,`)] (1−pi(m,`))
(b)
=〈c(`),ν〉−O(),
where (a) holds by Lemma 3 and by definition of pi(m,`) in Lemma 4; and (b) holds because ν ∈F (`),
because
(
1−pi(m,`)) is O() and c(`), s and b(m,`) are bounded.
Then,
−2E [〈a‖H,s‖H〉]=−2(1− )νTHν +O() (52)
Therefore, replacing (48), (51) and (52) in (47) we obtain∣∣T2− (1T (H ◦Σ()a )1+1T ((CTC)−1 ◦ΣB)1+ 2νTHν)∣∣=O() (53)
Now we compute T3. We obtain
0≤T3 =E
[∥∥u‖H∥∥2]
(a)
≤
∑
`∈P
E
[〈c(`),u〉2]
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(b)
≤nSmaxCmax
∑
`∈P
E
[〈c(`),u〉]
where Cmax = max
`∈P,i∈[n]
{
c
(`)
i
}
and it is a finite constant. Here, (a) holds because the vectors c(`) are not
necessarily orthogonal for all `∈ P ; and (b) holds because, by definition of unused service, we know
u≤ s with probability 1 and s≤ 1Smax with probability 1 as well. To compute
∑
`∈P E
[〈c(`),u〉]
we set to zero the drift of Vl(q) =
∑
`∈P 〈c(`),q〉. We obtain
0 =E
[∑
`∈P
〈c(`),q+〉−
∑
`∈P
〈c(`),q〉
]
=E
[∑
`∈P
〈c(`),a− s+u〉
]
where the last equality holds by definition of q+ and by the dynamics of the queues presented in
Equation (1). Rearranging terms we obtain∑
`∈P
E
[〈c(`),u〉]=∑
`∈P
E
[〈c(`),s〉]−∑
`∈P
E
[〈c(`),a〉]
=
∑
`∈P
E
[〈c(`),s〉]−∑
`∈P
〈c(`), (1− )ν〉.
But ∑
`∈P
E
[〈c(`),s〉]
=E
[∑
`∈P
(〈c(`),s〉− b(`))]+∑
`∈P
b(`)
(a)
=
∑
`∈P
∑
m∈M
ψmEm
[(〈c(`),s〉− b(m,`))∣∣ 〈c(`),s〉 6= b(m,`)] (1−pi(m,`))+∑
`∈P
〈c(`),ν〉
=
∑
`∈P
〈c(`),ν〉−O(),
where (a) holds because 〈c(`),ν〉= b(`) for all `∈ P . Then,∑
`∈P
E
[〈c(`),s〉]=∑
`∈P
〈c(`),ν〉−O().
Therefore, ∑
`∈P
E
[〈c(`),u〉]=∑
`∈P
b(`) (54)
and this implies
T3 =O() (55)
The last step is to prove that
|T4|=O(
√
). (56)
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We provide the proof in Appendix C.1.3. Putting equations (43), (53), (55) and (56) together we
obtain ∣∣∣∣E [〈q(),w〉]− 12 (1T (H ◦Σ()a )1 +1T ((CTC)−1 ◦ΣB)1)∣∣≤K().
To complete the proof for all w ∈ ∩`∈PF (`) define w⊥ 4=w − ν and observe that 〈c(`),w⊥〉 = 0
because both ν,w ∈F (`) for all `∈ P . Then,
〈q‖H,ν〉= 〈q‖H,w−w⊥〉= 〈q‖H,w〉= 〈q,w〉.
where the last equality holds because w ∈∩`∈PF (`) and because q‖H = q−q⊥H. This completes the
proof. 
Clearly, the above result and proof are much more general and more involved than the proof in the
special case of an input-queued switch developed by Maguluri and Srikant [20] and Maguluri et al.
[19]. The bound in Theorem 1 is expressed in terms of a general projection of the second moments
of arrival and service processes onto the space H. We would like to point out a couple of conceptual
differences from the proof in the case of input-queued switch. Firstly, in the proof of asymptotic
upper bounds in an input-queued switch, the scheduling policy is not used. This means that for an
input-queued switch, any scheduling policy that exhibits SSC also has the same asymptotic upper
bounds. In our proof here, we use the scheduling policy to upper bound the term T1 in (45). Thus,
we may not claim that any scheduling policy that exhibits SSC in Proposition 2 satisfies the bound
in Theorem 1. Secondly, while SSC into the cone K was established by Maguluri and Srikant [20] and
Maguluri et al. [19] in the case of an input-queued switch, only the weaker result about collapse into
the space H was used to obtain heavy-traffic queue length bounds. In contrast, we use the collapse
into the cone K in the proof of Theorem 1 to lower bound the term T1. Both these differences are
due to the fact that s‖H is a constant for all maximal schedules s∈ S in the case of an input-queued
switch, whereas in the case of the generalized switch this is not necessarily true.
4.2. Proof of Theorem 2
For ease of exposition, in this proof we use subscript ‖ instead of ‖H, since we only use projection
on the subspace H and not on the cone K.
Proof of Theorem 2. We know that SSC occurs into a subspace of dimension 2N −1 = 3. There-
fore, 3 variables are necessary to compute the most general quadratic polynomial. In fact, we know
q‖4 = q‖2 +q‖3−q‖1. Then, we only need to consider the variables q‖1, q‖2 and q‖3. The most general
quadratic polynomial with these variables is
V (q) =α1q
2
‖1 +α2q
2
‖2 +α3q
2
‖3 +β1q‖1q‖2 +β2q‖1q‖3 +β3q‖2q‖3,
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where αi, βi ∈R for all i∈ [3].
Setting to zero the drift of V (q) is equivalent to setting to zero the drift of each monomial
separately. Then, we set to zero the drift of the following 6 test functions:
V1(q) = q
2
‖1, V2(q) = q
2
‖2, V3(q) = q
2
‖3,
V4(q) = q‖1q‖2, V5(q) = q‖1q‖3 and V6(q) = q‖2q‖3.
Before setting to zero the drift of Vi(q) for i∈ [6] observe that, by definition of the cone K in (22)
we have for any vector y ∈R4
y‖1 =
y1 + y2
2
+
y1 + y3
2
− y1 + y2 + y3 + y4
4
=
3y1 + y2 + y3− y4
4
(57)
y‖3 =
y1 + y2
2
+
y2 + y4
2
− y1 + y2 + y3 + y4
4
=
y1 + 3y2− y3 + y4
4
(58)
y‖3 =
y3 + y4
2
+
y1 + y3
2
− y1 + y2 + y3 + y4
4
=
y1− y2 + 3y3 + y4
4
. (59)
Then, since the switch is completely saturated we have
E
[
a‖i
]
=
1− 
2
+
1− 
2
− 2(1− )
4
=
1− 
2
∀i∈ [4] (60)
and since s is a maximal schedule we have
s‖i =
1
2
+
1
2
− 2
4
=
1
2
∀i∈ [4]. (61)
We first set to zero the drift of V1(q). We obtain
0 =E
[(
q+‖1
)2
− q2‖1
]
=E
[(
q+‖1−u‖1 +u‖1
)2
− q2‖1
]
=E
[(
q+‖1−u‖1
)2
+u2‖1 + 2
(
q+‖1−u‖1
)
u‖1− q2‖1
]
(∗)
= E
[(
q‖1 + a‖1− s‖1
)2−u2‖1 + 2q+‖1u‖1− q2‖1]
=E
[(
a‖1− s‖1
)2
+ 2q‖1
(
a‖1− s‖1
)−u2‖1 + 2q+‖1u‖1] , (62)
where (∗) holds by (1) and reorganizing terms. We compute each term separately. For the first term
we have
E
[(
a‖1− s‖1
)2]
(a)
=E
[(
a‖1− 1
2
)2]
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(b)
=Var
[
a‖1
]
+
(
E
[
a‖1
])2
+
1
4
−E [a‖1]
=Var
[
a‖1
]
+
(
E
[
a‖1
]− 1
2
)2
(c)
=Var
[
3a1 + a2 + a3− a4
4
]
+
2
4
(d)
=
9
(
σ()a1
)2
+
(
σ()a2
)2
+
(
σ()a3
)2
+
(
σ()a4
)2
16
+
2
4
, (63)
where (a) holds by equation (61); (b) holds by definition of variance and reorganizing terms; (c)
holds by definition of a‖1 in Equation (57) and by Equation (60); and (d) holds because the arrival
processes to different queues are independent. For the second term we obtain
2E
[
q‖1
(
a‖1− s‖1
)] (a)
=2E
[
q‖1
(
a‖1− 1
2
)]
(b)
=2E
[
q‖1
](
E
[
a‖1
]− 1
2
)
(c)
=− E [q‖1] , (64)
where (a) holds by Equation (61); (b) holds because the arrival processes are independent of the
queue lengths; and (c) holds by Equation (60).
For the third term, observe
0≤E [u2‖1]≤E[∥∥u‖∥∥2] .
But Maguluri and Srikant [20] proved that E
[∥∥u‖∥∥2] is O(). Therefore,
E
[
u2‖1
]
is O(). (65)
Now we compute the last term. By definition of q‖ and q⊥ we have
2E
[
q+‖1u‖1
]
=2E
[
q+1 u‖1
]− 2E [q+⊥1u‖1] .
Claim 2. Consider the queueing system described in Theorem 2. Then,
E
[
q+⊥1u‖1
]
is O(
√
).
The proof of Claim 2 is presented in Appendix C.2.1. Then,
2E
[
q+‖1u‖1
]
=2E
[
q+1 u‖1
]
+O(
√
)
(a)
=
1
2
E
[
q+1 (3u1 +u2 +u3−u4)
]
+O(
√
)
(b)
=
1
2
E
[
q+1 (u2 +u3−u4)
]
+O(
√
)
where (a) holds by Equation (57); and (b) holds by Equation (2).
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Claim 3. Consider the queueing system described in Theorem 2. Then,
E
[
q+1 u4
]
=E
[
q+2 u4
]
+E
[
q+3 u4
]
+O(
√
).
The proof of Claim 3 is presented in Appendix C.2.2. Therefore, we obtain
2E
[
q+‖1u‖1
]
=
1
2
E
[
q+1 (u2 +u3)
]− 1
2
E
[
q+2 u4
]− 1
2
E
[
q+3 u4
]
+O(
√
) (66)
Replacing Equations (63), (64), (65) and (66) in (62), and reorganizing terms we obtain
E
[
q‖1
]
=
9
(
σ()a1
)2
+
(
σ()a2
)2
+
(
σ()a3
)2
+
(
σ()a4
)2
16
+
1
2
E
[
q+1 (u2 +u3)
]− 1
2
E
[
q+2 u4
]− 1
2
E
[
q+3 u4
]
+
2
4
+O(
√
).
Taking the limit as  ↓ 0 in both sides we obtain Equation (23). The proof of Equations (24) and
(25) hold similarly, after setting to zero the drift of V2(q) and V3(q) respectively.
To obtain Equation (26) we set to zero the drift of V4(q). After similar manipulation as above,
we obtain
0 =E
[
q+‖1q
+
‖2− q‖1q‖2
]
=E
[
q‖1
(
a‖2− s‖2
)
+ q‖2
(
a‖1− s‖1
)]
+E
[(
a‖1− s‖1
) (
a‖2− s‖2
)]
+E
[
q+‖1u‖2 + q
+
‖2u‖1−u‖1u‖2
]
.
(67)
We compute term by term. For the first term we have
E
[
q‖1
(
a‖2− s‖2
)]
=− 
2
E
[
q‖1
]
, (68)
where we used that s‖2 = 12 and independence of the arrivals and queue lengths processes. Similarly,
for the second term we obtain
E
[
q‖2
(
a‖1− s‖1
)]
=− 
2
E
[
q‖2
]
. (69)
For the third term we have
E
[(
a‖1− s‖1
) (
a‖2− s‖2
)]
(a)
=E
[(
a‖1− 1
2
)(
a‖2− 1
2
)]
(b)
=Cov
[
a‖1, a‖2
]
+E
[
a‖1
]
E
[
a‖2
]− 1
2
E
[
a‖1
]− 1
2
E
[
a‖2
]
+
1
4
(c)
=Cov
[
3a1 + a2 + a3− a4
4
,
a1 + 3a2− a3 + a4
4
]
+
2
4
(d)
=
3
(
σ()a1
)2
+ 3
(
σ()a2
)2− (σ()a3 )2− (σ()a4 )2
16
+
2
4
(70)
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where (a) holds by Equation (61); (b) holds by definition of covariance and reorganizing terms; (c)
holds by Equations (57), (58) and (60); and (d) holds because the arrival processes to different
queues are independent.
For the fourth term we have
E
[
q+‖1u‖2
]
(a)
= E
[
q+1 u‖2
]−E [q+⊥1u‖2]
(b)
= E
[
q+1 u‖2
]
+O(
√
)
(c)
=
1
4
E
[
q+1 (u1 + 3u2−u3 +u4)
]
+O(
√
)
(d)
=
1
4
E
[
q+1 (3u2−u3 +u4)
]
+O(
√
)
(e)
=
1
4
E
[
q+1 (3u2−u3)
]
+
1
4
E
[
q+2 u4
]
+
1
4
E
[
q+3 u4
]
+O(
√
), (71)
where (a) holds by definition of q‖ and q⊥; (b) holds by an argument similar to the proof of Claim
2; (c) holds by Equation (58); (d) holds by Equation (2); and (e) holds by Claim 3.
Similarly, for the fifth term we have
E
[
q+‖2u‖1
]
=
1
4
E
[
q+2 (3u1 +u3−u4)
]
+O(
√
). (72)
For the sixth term we have
0≤E [u‖1u‖2] (∗)≤√E [u2‖1]E [u2‖2]
≤
√
E
[∥∥u‖∥∥2]E[∥∥u‖∥∥2]
=E
[∥∥u‖∥∥2]
where (∗) holds by Cauchy-Schwarz inequality. Also, Maguluri and Srikant [20] showed that
E
[∥∥u‖∥∥2] is O(). Therefore,
E
[
u‖1u‖2
]
is O(). (73)
Replacing Equations (68), (69), (70), (71), (72) and (73) in (67), and reorganizing terms we obtain
E
[
q‖1
]
+ E
[
q‖2
]
=
3
(
σ()a1
)2
+ 3
(
σ()a2
)2− (σ()a3 )2− (σ()a4 )2
8
+
2
2
+O(
√
)
+
1
2
E
[
q+1 (3u2−u3)
]
+
1
2
E
[
q+3 u4
]
+
1
2
E
[
q+2 (3u1 +u3)
]
.
Taking the limit as  ↓ 0 in both sides we obtain Equation (26). The proof of Equations (27) and
(28) hold similarly, after setting to zero the drift of V5(q) and V6(q), respectively. This completes
the proof of Theorem 2. 
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5. Conclusion.
In this paper, we study a generalized switch operating under the MaxWeight algorithm in heavy-
traffic when the CRP condition is not satisfied. We obtain an exact expression for certain linear
combinations of mean queue lengths in steady-state. The tool we use to obtain this result is the
Drift method, after establishing a multi-dimensional state-space collapse. This result generalizes the
results obtained by Maguluri and Srikant [20] and Maguluri et al. [19] in the case of an input-queued
switch when CRP condition is not met, to the case of a much richer queueing model.
In the proof of Theorem 1 we only use MaxWeight algorithm to prove SSC and to compute the
term T1. Then, adapting our result to other scheduling algorithms only requires to prove these steps.
Performing these proofs is one line of future work.
We also present an alternate view of the Drift method, and use it to argue that it is not possible
to obtain all the individual mean queue lengths even if one uses all polynomial test functions. We
also formulated an linear program to obtain lower and upper bounds on the individual mean queue
lengths in heavy-traffic and we presented numerical results.
Obtaining all the individual mean queue lengths in heavy-traffic is future work. One way to do
this is to obtain other constraints to add to the under-determined system of equations. An alternate
approach is to use a wider class of test functions, such as the exponential test functions that were
recently used by Hurtado-Lange and Maguluri [14]. Solving this question will help to solve higher
moments of the scaled queues lengths, which is a major open question because it would imply to
find the joint distribution of the scaled queue lengths in heavy-traffic.
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Appendix A: Details of Proofs in Section 2.
A.1. Proof of Proposition 1.
Proof of Proposition 1. We compute the lower bound by comparing 〈z,q()(k)〉 to the single server queue
that we describe below. For each k ≥ 1, let α()(k) 4= 〈z,a()(k)〉 be the number of arrivals in time slot k
and β(k) be the potential service in time slot k. We define β(k) as a random variable with probability mass
function
P
[
β(k) =
∑
`∈P
r(`)b(m,`)
]
=ψm,
for each m∈M.
Let Φ()(k) be the number of jobs in the system at the beginning of time slot k and χ()(k) the unused
service in time slot k. We assume that in each time slot, arrivals occur before service. Then, for each k ≥ 1
we have
Φ()(k+ 1) = Φ()(k) +α()(k)−β(k) +χ()(k). (74)
Before computing the lower bound we need to make sure that the Markov chain
{
Φ()(k) : k≥ 1} is positive
recurrent for each ∈ (0,1). To do that we show that E [β(k)−α()(k)]> 0 for all ∈ (0,1). By definition of
α()(k) we have
E
[
α()(k)
]
=E
[〈z,a()(k)〉]
=(1− )〈z,ν〉 (75)
where the last equality holds because E
[
a()
]
= (1− )ν.
By definition of β(k) and using Lemma 3 we obtain
E [β(k)] =
∑
`∈P
r(`)b(`)
(a)
=
∑
`∈P
r(`)〈c(`),ν〉
(b)
=〈z,ν〉, (76)
where (a) holds because ν ∈F (`) for all `∈ P ; and (b) holds by definition of z.
Then, from Equations (75) and (76) we obtain
E
[
β(k)−α()(k)]= 〈z,ν〉,
which is a positive number. Let Φ
()
be a steady-state vector to which
{
Φ()(k) : k≥ 1} converges in distri-
bution as k ↑∞.
Observe that, by definition of b(m,`) we have β(k) is stochastically greater than 〈z,s(k)〉 for all k ≥ 1.
Therefore, Φ()(k) is stochastically smaller than 〈z,q()(k)〉, and we have
E
[〈z,q()〉]≥E[Φ()] .
45
Let α() = 〈z,a()〉, β be a steady-state random variable with the same distribution as β(1) and χ() 4=
χ(Φ
()
, α(), β) be a random variable that represents unused service in steady-state. Let
(
Φ
()
)+ 4
= Φ
()
+
α()−β+χ() be the queue length one time slot after Φ() is observed, given that there are α() arrivals and
that β is the potential service. In the rest of this proof we omit the dependence on  of the variables for ease
of exposition.
Using Lemma 2 it can be easily proved that E
[
Φ
2
]
<∞. Then, we set to zero the drift of V (Φ) = Φ2 in
steady-state, and we obtain
0 =E
[(
Φ
+
)2
−Φ2
]
=E
[(
Φ
+−χ+χ
)2
−Φ2
]
(a)
=E
[(
Φ +α−β)2−χ2−Φ2]
(b)
=E
[
α2
]
+E
[
β
2
]
− 2E [α]E [β]− 2E [Φ]E [α−β]−E [χ] (77)
where (a) holds after extending the product, using Equation (74) and because Φ
+
χ = 0 by definition of
unused service; and (b) holds after expanding the product and using independence of the arrival, service and
queue lengths processes.
We compute the terms in (77) one by one. We already established that E [α] = (1− )〈z,ν〉 and E [β]=
〈z,ν〉. Now we compute the quadratic terms.
By definition of α we have
E
[
α2
]
=E
( n∑
i=1
ziai
)2
=
n∑
i=1
n∑
j=1
zizjE [aiaj ]
(a)
=
n∑
i=1
n∑
j=1
zizjCov [ai, aj ] +
n∑
i=1
n∑
j=1
zizjE [ai]E [aj ]
(b)
=zTΣ()a z+ (1− )2〈z,ν〉2
where (a) holds by definition of covariance; and (b) holds by definition of covariance matrix and because
E [a] =λ() = (1− )ν.
For the service process, by definition of variance we obtain
E
[
β
2
]
=
∑
`∈P
(
r(`)
)2
σ2B` + 〈z,ν〉2,
where the last equality holds because ν ∈F (`) for all `∈ P and by definition of z.
For the last term we find a bound. By definition of unused service, we have χ≤ β with probability 1. Then,
E
[
χ2
]≤E [βχ]
(a)
≤bmax
(∑
`∈P
r(`)
)
E [χ]
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(b)
=bmax
(∑
`∈P
r(`)
)
E
[
β−α]
(c)
=〈z,ν〉bmax
(∑
`∈P
r(`)
)
,
where (a) holds by definition of β and bmax; (b) holds because E [χ] =E
[
β−α], which can be easily proved
by setting to zero the drift of Vl(Φ) = Φ; and (c) holds by Equations (75) and (76).
Putting everything together in Equation (77) and rearranging terms we obtain the result. 
A.2. Details of Proof of Proposition 2.
In this Section we present the proof of the inequalities that we did not prove in Proposition 2.
A.2.1. Proof of Inequality (10).
Proof of Inequality (10). By definition of drift, we have∣∣∆W⊥(q)∣∣=∣∣W⊥(q(k+ 1))−W⊥(q(k))∣∣1{q(k)=q}
=
∣∣∣∥∥∥q⊥K(k+ 1)∥∥∥−∥∥∥q⊥K(k)∥∥∥∣∣∣1{q(k)=q}
(a)
≤
∥∥∥q⊥K(k+ 1)− q⊥K(k)∥∥∥1{q(k)=q}
(b)
=
∥∥q(k+ 1)− q(k)− (q‖K(k+ 1)− q‖K(k))∥∥1{q(k)=q}
(c)
≤
(∥∥∥q(k+ 1)− q(k)∥∥∥+ ∥∥∥q‖K(k+ 1)− q‖K(k)∥∥∥)1{q(k)=q}
(d)
≤2
∥∥∥q(k+ 1)− q(k)∥∥∥1{q(k)=q}
(e)
=2
∥∥∥q+a(k)− s(k) +u(k)− q∥∥∥1{q(k)=q}
=
2
√√√√ n∑
i=1
∣∣ai(k)− si(k) +ui(k)∣∣2
 1{q(k)=q}
(f)
≤2√nmax{Amax, Smax} with probability 1,
where (a) holds by triangle inequality; (b) holds by definition of q⊥K; (c) holds by triangle inequality; (d)
holds because projection on the cone K is non expansive; (e) holds by the dynamics of the queues presented
in equation (1); and (f) holds because ai(k)≤Amax with probability 1 and si(k)≤ Smax for all i ∈ [n] and
all k≥ 1. 
A.2.2. Proof of Inequality (12).
Proof of Inequality (12). We bound the conditional drift of V (q). We obtain
Eq [∆V (q)]
=Eq
[∥∥q(k+ 1)∥∥2−∥∥q(k)∥∥2]
=Eq
[∥∥q(k+ 1)−u(k) +u(k)∥∥2−∥∥q(k)∥∥2]
=Eq
[∥∥q(k+ 1)−u(k)∥∥2 +∥∥u(k)‖2 + 2〈q(k+ 1)−u(k), u(k)〉−∥∥q(k)∥∥2]
(a)
=Eq
[∥∥q(k) +a(k)− s(k)∥∥2− ∥∥u(k)∥∥2−∥∥q(k)∥∥2]
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=Eq
[∥∥q(k)‖2 + ∥∥a(k)− s(k)∥∥2 + 2〈q(k),a(k)− s(k)〉−∥∥u(k)‖2−∥∥q(k)∥∥2]
(b)
≤Eq
[∥∥a(k)− s(k)∥∥2]+ 2Eq [〈q(k), a(k)− s(k)〉] (78)
where (a) holds by the dynamics of the queues presented in Equation (1) and because, by definition of inner
product we have 〈q(k + 1),u(k)〉 =∑ni=1 qi(k + 1)ui(k) = 0 (by equation (2)) and 〈u(k),u(k)〉 = ∥∥u(k)∥∥2;
and (b) holds because Eq
[∥∥u(k)∥∥2]≥ 0 by definition of norm.
We bound the terms in (78) separately. First, observe
Eq
[∥∥a(k)− s(k)∥∥2]=Eq [ n∑
i=1
(
ai(k)− si(k)
)2]
=Eq
[
n∑
i=1
(
a2i (k) + s
2
i (k)− 2ai(k)si(k)
)]
≤n(A2max +S2max), (79)
where the inequality holds because 2ai(k)si(k)≥ 0 with probability 1 for all i∈ [n] and all k≥ 1; and because
0≤ ai(k)≤Amax with probability 1 and 0≤ si(k)≤ Smax for all i∈ [n] and all k≥ 1. Let ζ1 4= n(A2max+S2max).
On the other hand,
Eq [〈q(k), a(k)− s(k)〉] =〈q,λ()〉−Eq [〈q(k),s(k)〉]
(a)
= 〈q, (1− )ν〉−max
x∈C
〈q,x〉
=− 〈q,ν〉+ min
x∈C
〈q,ν −x〉
≤− 〈q,ν〉+ 〈q,ν −x∗〉, (80)
for any x∗ ∈ C. Here, equality (a) holds by definition of λ() and by Lemma 1.
We pick x∗ = ν+ δ
2‖q⊥K‖q⊥K. Before proceeding with the proof, we show that such x
∗ ∈ C. To do that, we
show that 〈c(`),x∗〉 ≤ b(`) for all `∈ [L]. We have two cases. If `∈ P , then
〈c(`),x∗〉=〈c(`),ν〉+ δ‖q⊥K‖
〈c(`),q⊥K〉
(a)
= 〈c(`),ν〉
(b)
=b(`)
where (a) holds because 〈c(`),q⊥K〉= 0 for all ` ∈ P , by the orthogonality principle; and (b) holds because
ν ∈⋂
`∈P F (`).
If [L] \ P 6= ∅ and ` ∈ [L] \ P we have 〈c(`),ν〉< b(`). Then, for each ` /∈ P there exists δ(`) > 0 such that
ν+ δ
(`)
2‖q⊥K‖q⊥K ∈ C. Then, since there are finitely many hyperplanes defining C, we can pick δ = min`∈[L]\P
{
δ`
}
.
Then, Equation (80) yields
Eq [〈q(k), a(k)− s(k)〉]
≤− 〈q,ν〉+ 〈q,ν −
(
ν +
δ∥∥q⊥K∥∥q⊥K
)
〉
=− 〈q,ν〉+ δ∥∥q⊥K∥∥ 〈q,q⊥K〉
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=− 〈q,ν〉+ δ‖q⊥K‖, (81)
where the last equality holds because q= q‖K+ q⊥K and 〈q‖K,q⊥K〉= 0. Then, using (79) and
(81) in (78) we obtain
Eq [∆V (q)]≤ ζ1− 2〈q,ν〉− 2δ
∥∥q⊥K∥∥

A.2.3. Proof of Inequality (13).
Proof of Inequality (13). We have
Eq [∆V‖(q)]
=Eq
[∥∥q‖K(k+ 1)∥∥2−∥∥q‖K(k)∥∥2]
=Eq
[〈q‖K(k+ 1) + q‖K(k), q‖K(k+ 1)− q‖K(k)〉]
=Eq
[∥∥q‖K(k+ 1)− q‖K(k)∥∥2]+ 2Eq [〈q‖K(k), q‖K(k+ 1)− q‖K(k)〉]
(a)
≥2Eq
[〈q‖K(k), q‖K(k+ 1)− q‖K(k)〉]
(b)
=2Eq
[〈q‖K(k), q(k+ 1)− q(k)〉]− 2Eq [〈q‖K(k), q⊥K(k+ 1)− q⊥K(k)〉]
=2Eq
[〈q‖K(k), a(k)− s(k) +u(k)〉]− 2Eq [〈q‖K(k),q⊥K(k+ 1)〉]+ 2Eq [〈q‖K(k), q⊥K(k)〉]
(c)
≥2Eq
[〈q‖K(k), a(k)− s(k)〉]
=2〈q‖K, (1− )ν〉− 2Eq
[〈q‖K(k), s(k)〉]
=− 2〈q‖K,ν〉+ 2Eq
[〈q‖K,ν − s(k)〉] (82)
where (a) holds because Eq
[∥∥q‖K(k+ 1)− q‖K(k)∥∥2]≥ 0; (b) holds because q‖K(k) = q(k)−q⊥K(k) for all k≥
1; (c) holds because, since q‖K(k)≥ 0 and u(k)≥ 0 by definition, then 〈q‖K(k),u(k)〉 ≥ 0, 〈q‖K(k),q⊥K(k)〉= 0
because they are orthogonal by definition, and 〈q‖K(k),q⊥K(k+ 1)〉 ≤ 0 because q‖K(k) belongs to the cone
K and q⊥K(k+ 1) belongs to the polar cone of K, defined as K◦ 4= {y ∈Rn : 〈x,y〉 ≤ 0 ∀x∈K}.
Since q‖K(k) is the projection of q(k) on K, there exist coefficients ξ` ≥ 0 with `∈ P such that
q‖K(k) =
∑
`∈P
ξ`c
(`).
Then,
Eq
[〈q‖K, ν − s(k)〉]=∑
`∈P
ξ`Eq
[〈c(`),ν〉− 〈c(`),s(k)〉]
(a)
=
∑
`∈P
ξ`
(
b`−〈c(`),arg max
x∈C
〈q,x〉〉
)
(b)
=
∑
`∈P
ξ`
(
b(`)−〈c(`),x〉)
(c)
≥
∑
`∈P
ξ`(b
(`)− b(`)) = 0
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for some x ∈ C. Here, (a) holds because ν ∈⋂
`∈P F (`) and by Lemma 1; (b) holds for some x ∈ C because
C is a closed and bounded set, so the maximum is attained in C; and (c) holds because, since x ∈ C, then
〈c(`),x〉 ≤ b(`) for all `∈ [L].
Therefore, equation (82) yields
Eq [∆V‖(q)]≥−2〈q‖K,ν〉

Appendix B: Generalization of Theorem 2 to N ×N input-queued switch.
For ease of exposition, in this section we use the matrix-shape interpretation of the switch. With a slight
abuse of notation, we adhere to the letter that we used in Section 3 and we use two subscripts, one for the
input port and one for the output port. For example, qi,j(k) is the number of packets in line at input port i
and output port j, for i, j ∈ [N ].
Before presenting the theorem we introduce the following notation. For i, j ∈ [N ], define
[N ]i
4
= [N ] \ {i} and [N ]i,j 4= [N ] \ {i, j}
Theorem 4. Consider a set of input-queued switches operating under MaxWeight, indexed by  ∈ (0,1)
as described in Corollary 5. Further, for all i, j ∈ [N ] let σ()i,j 4= Var
[
a
()
i,j
]
and assume σ2i,j = lim↓0
(
σ
()
i,j
)2
.
Then, the following system of equations is satisfied, where we omit the dependence on  of the variables by
ease of exposition.
〈q‖,p〉=
n∑
i=1
q‖i,i ∀p∈ S. (83)
lim
↓0
E
[
q1,j
]
=
1
2N3
(2N − 1)2σ21,j + (N − 1)2
 ∑
i′∈[N]1
σ2i′,j +
∑
j′∈[N]j
σ21,j′
+ ∑
i′∈[N]1
∑
j′∈[N]j
σ2i′,j′

+
1
N
lim
↓0
E
(N − 1)
 ∑
i∈[N]1
q+1,jui′,j +
∑
j′∈[N]j
q+1,ju1,j′
− ∑
i′∈[N]1
∑
j′∈[N]j
q+1,jui′,j′

∀j ∈ [N ]
(84)
lim
↓0
E
[
qi,1
]
=
1
2N3
(2N − 1)2σ2i,1 + (N − 1)2
 ∑
i′∈[N]i
σ2i′,1 +
∑
j∈[N]1
σ2i,j′
+ ∑
i∈[N]i
∑
j′∈[N]1
σ2i′,j′

+
1
N
lim
↓0
E
(N − 1)
 ∑
i′∈[N]i
q+i,1ui′,1 +
∑
j′∈[N]1
q+i,1ui,j′
− ∑
i′∈[N]i
∑
j′∈[N]1
q+i,1ui′,j′

∀i∈ [N ]1
(85)
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lim
↓0
E
[
q1,1 + qi,1
]
=
(N − 1)
N3
(2N − 1) (σ21,1 +σ2i,1)+ (N − 1) ∑
i∈[N]1,i
σ2i′,1−
∑
j′∈[N]1
σ21,j′ −
∑
j′∈[N]1
σ2i,j′

+
1
N3
∑
i′∈[N]1,i
∑
j∈[N]1
σ2i′,j′
+
1
N
lim
↓0
E
(2N − 1)q+1,1ui,1 + (N − 1)
 ∑
i′∈[N]1,i
q+1,1ui′,1 +
∑
j′∈[N]1
q+1,1ui,j′

+
1
N
lim
↓0
E
(2N − 1)q+i,1u1,1 + (N − 1)
 ∑
i′∈[N]1,i
q+i,1ui′,1 +
∑
j′∈[N]1
q+i,1u1,j′

− 1
N
lim
↓0
E
 ∑
i′∈[N]i
∑
j′∈[N]1
q+1,1ui′,j′ +
∑
i′∈[N]1
∑
j′∈[N]1
q+i,1ui′,j′

∀i∈ [N ]1
(86)
lim
↓0
E
[
q1,j + q1,m
]
=
(N − 1)
N3
(2N − 1) (σ21,j +σ21,m)+ (N − 1) ∑
j′∈[N]j,m
σ21,j′

− (N − 1)
N3
 ∑
i′∈[N]1
σ2i′,j −
∑
i′∈[N]m
σ2i′,m
+ 1
N3
∑
i′∈[N]1
∑
j′∈[N]j,m
σ2i′,j′
+
1
N
lim
↓0
E
(2N − 1)q+1,ju1,m + (N − 1)
 ∑
i′∈[N]1
q+1,jui′,m +
∑
j′∈[N]j,m
q+1,ju1,j′

+
1
N
lim
↓0
E
(2N − 1)q+1,mu1,j + (N − 1)
 ∑
i′∈[N]1
q+1,mui′,j +
∑
j′∈[N]j,m
q+1,mu1,j′

− 1
N
lim
↓0
E
 ∑
i′∈[N]1
∑
j′∈[N]m
q+1,jui′,j′ +
∑
i′∈[N]1
∑
j′∈[N]j
q+1,mui′,j′

∀(j,m)∈A1
(87)
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lim
↓0
E
[
qi,1 + ql,1
]
=
(N − 1)
N3
(2N − 1) (σ2i,1 +σ2l,1)+ (N − 1) ∑
i′∈[N]i,l
σ2i′,1

− (N − 1)
N3
 ∑
j′∈[N]1
σ2i,j′ −
∑
j′∈[N]1
σ2l,j′
+ 1
N3
∑
i′∈[N]i,l
∑
j′∈[N]1
σ2i′,j′
+
1
N
lim
↓0
E
(2N − 1)q+i,1ul,1 + (N − 1)
 ∑
i′∈[N]i,l
q+i,1ui′,1 +
∑
j′∈[N]1
q+i,1ul,j′

+
1
N
lim
↓0
E
(2N − 1)q+l,1ui,1 + (N − 1)
 ∑
i′∈[N]i,l
q+l,1ui′,1 +
∑
j′∈[N]1
q+l,1ui,j′

− 1
N
lim
↓0
E
 ∑
i′∈[N]l
∑
j′∈[N]1
q+i,1ui′,j′ +
∑
i′∈[N]i
∑
j′∈[N]1
q+l,1ui′,j′

∀(i, l)∈A2
(88)
lim
↓0
E
[
q1,j + qi,1
]
=
1
N3
−(2N − 1) (σ21,j +σ2i,1)+ (N − 1)2σ21,1 + ∑
i′∈[N]1,i
∑
j′∈[N]1,j
σ2i′,j′

− (N − 1)
N3
 ∑
i∈[N]1
σ2i′,j +
∑
j′∈[N]1,j
σ21,j′ +
∑
i′∈[N]1,i
σ2i′,1 +
∑
j′∈[N]1,j
σ21,j′

+
1
N
lim
↓0
E
(2N − 1)q+1,jui,1 + (N − 1)
 ∑
i′∈[N]i
q+1,jui′,1 +
∑
j′∈[N]1
q+1,jui,j′

+
1
N
lim
↓0
E
(2N − 1)q+i,1u1,j + (N − 1)
 ∑
i′∈[N]1
q+i,1ui′,j +
∑
j′∈[N]j
q+i,1u1,j′

− 1
N
lim
↓0
E
 ∑
(i′,j′)∈[N]i×[N]1\{(1,j)}
q+1,jui′,j′ +
∑
(i′,j′)∈[N]1×[N]j\{(i,1)}
q+i,1ui′,j′

∀i, j ∈ [N ]1
(89)
where P is the set of N ×N permutation matrices and
A1 ={(x, y)∈ [N ]× [N ] : y≥ x+ 1}
A2 ={(x, y)∈ [N ]× [N ] : y≥ x+ 1 , 2≤ x≤N − 1} .
Equation (83) is one interpretation of SSC, which says that all the schedules have the same weight in the
cone K. Observe that in Theorem 2 we did not have an equation of the form of (83). However, we used this
condition in the proof to obtain a system of equations (see Claim 3). In this case, we decided to write it as
an equation to make explicit the use of SSC.
Appendix C: Details of the proof of Theorems 1 and 2
We provide the details of the proof of the theorems.
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C.1. Details of the proof of Theorem 1.
We prove the lemmas we use in the proof of Theorem 1.
C.1.1. Proof of Lemma 3.
Proof of Lemma 3. First, recall ν ∈ C and, by definition of the capacity region we have
C =
∑
m∈M
ψmConvexHull
(S(m)) .
Then, since each S(m) is finite, for each m∈M there exists ν(m) ∈ S(m) such that
ν =
∑
m∈M
ψmν
(m)
Also, by definition of the `th hyperplane, for each `∈ P we have
b(`) = max
x∈C
〈c(`),x〉
=
∑
m∈M
ψmmax
{〈c(`),x〉 :x∈ConvexHull (S(m))}
(a)
=
∑
m∈M
ψm max
x∈S(m)
〈c(`),x〉
(b)
=
∑
m∈M
ψmb
(m,`)
where (a) holds because the objective function of the maximization is linear and, therefore, the optimal
solution is an extreme point of ConvexHull
(S(m)), which must be an element of S(m) by definition of convex
hull; and (b) holds by definition of b(m,`). This proves that b(`) =E
[
B`
]
.
Observe that the last equality also implies that 〈c(`),ν(m)〉= b(m,`) for all m∈M, for the following reason.
First, by definition of b(m,`) we know 〈c(`),ν(m)〉 ≤ b(m,`). Also, if there exists m∗ ∈M with 〈c(`),ν(m∗)〉<
b(m
∗,`), then ∑
m∈M
ψm〈c(`),ν(m)〉<
∑
m∈M
ψmb
(m,`).
But
〈c(`),ν〉=
∑
m∈M
ψm〈c(`),ν(m)〉 and b(`) =
∑
m∈M
ψmb
(m,`).
Therefore, we got a contradiction because ν ∈⋂
`∈P F (`) and, hence, 〈c(`),ν〉= b(`). 
C.1.2. Proof of Lemma 4.
Proof of Lemma 4. For ease of exposition, we omit the dependence on  of the variables. Define
γ(m)
4
= min
{
b(m,`)−〈c(`),x〉 : 〈c(`),x〉< b(m,`), for `∈ P, x∈ S(m)} .
Observe that, for eachm∈M we have γ(m) > 0 because each S(m) is a finite set and, therefore, b(m,`)−〈c(`),x〉
cannot be arbitrarily close to zero.
From stability, for each `∈ P we have
E
[〈c(`),s〉]≥E [〈c(`),a〉] .
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Then, using Lemma 3, we obtain that for each m∈M
Em
[〈c(`),s〉]≥E [〈c(`),a〉]
=(1− )〈c(`),ν(m)〉
=(1− )b(m,`)
On the other hand, by definition of pi(m,`) we have
Em
[〈c(`),s〉]= pi(m,`)b(m,`) + (1−pi(m,`)) Em [ 〈c(`),s〉∣∣ b(m,`) 6= 〈c(`),s〉]
Putting these two results together we obtain
(1− )b(m,`) ≤ b(m,`)pi(m,`) + (1−pi(m,`)) Em [〈c(`),s〉 ∣∣ b(m,`) 6= 〈c(`),s〉] (90)
Also, by definition of γ(m) we have
Em
[〈c(`),s〉 ∣∣ b(m,`) 6= 〈c(`),s〉]≤ b(m,`)− γ(m).
Replacing this in Inequality (90) and rearranging terms we obtain
1−pi(m,`) ≤ b
(m,`)
γ(m)
.
Since the sets P and S(m) for eachm∈M are finite, there exists bmax = maxm∈M, `∈P{b(m,`)} and bmax <∞.
Therefore, we have 1−pi(m,`) is O(). 
C.1.3. Proof of Equation (56).
Proof of Equation (56). We compute bounds on T4. To do that we use the same approach that is used
by Eryilmaz and Srikant in [5]. For each `∈ P , let L(`)+ 4=
{
i∈ [n] : c(`)i > 0
}
and define
c˜(`) =
(
c
(`)
i
)
i∈L(`)
+
, q˜
(`)
= (qi)i∈L(`)
+
and u˜
(`)
= (ui)i∈L(`)
+
.
Then,
0≤
∣∣∣∣T42
∣∣∣∣= ∣∣E [〈q+‖H, u‖H〉]∣∣
(a)
=
∣∣∣∣∣E
[
〈
∑
`∈P
〈c(`),q+〉c(`),
∑
`∈P
〈c(`),u〉c(`)〉
]∣∣∣∣∣
=
∣∣∣∣∣E
[
〈
∑
`∈P
〈c˜(`),
(
q˜
(`)
)+
〉c˜(`),
∑
`∈P
〈c˜(`), u˜(`)〉c˜(`)〉
]∣∣∣∣∣
=
∣∣∣∣E[〈(q˜(`)‖H)+ , u˜(`)‖H〉]∣∣∣∣
=
∣∣∣∣E[〈(q˜(`))+ , u˜(`)‖H〉− 〈(q˜(`)⊥H)+ , u˜(`)‖H〉]∣∣∣∣
=
∣∣∣∣E[〈(q˜(`))+ , u˜(`)− u˜(`)⊥H〉− 〈(q˜(`)⊥H)+ , u˜(`)‖H〉]∣∣∣∣
(b)
=
∣∣∣∣E[〈(q˜(`)‖H)+ +(q˜(`)⊥H)+ , −u˜(`)⊥H〉− 〈(q˜(`)⊥H)+ , u˜(`)‖H〉]∣∣∣∣
(c)
=
∣∣∣∣E[−〈(q˜(`)‖H)+ , u˜(`)⊥H〉− 〈(q˜(`)⊥H)+ , u˜(`)〉]∣∣∣∣
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(d)
=
∣∣∣∣E[−〈(q˜(`)⊥H)+ , u˜(`)〉]∣∣∣∣
≤
√√√√E[∥∥∥∥(q˜(`)⊥H)+∥∥∥∥2
]
E
[∥∥∥u˜(`)∥∥∥2]
where (a) holds by definition of the projection on H; (b) holds by equation (2) and because
(
q˜
(`)
)+
=(
q˜
(`)
‖H
)+
+
(
q˜
(`)
⊥H
)+
; (c) is obtained reorganizing terms; (d) holds because
(
q˜
(`)
‖H
)+
and u˜
(`)
⊥H belong to or-
thogonal subspaces; and (f) holds by Cauchy-Schwarz inequality. Observe
E
[∥∥∥∥(q˜(`)⊥H)+∥∥∥∥2
]
≤E
[∥∥q+⊥H∥∥2]≤ T2
and
0≤E
[∥∥∥u˜(`)∥∥∥2]
=
∑
i∈L(`)
+
E
[
u˜2i
]
(a)
≤
∑
`∈P
∑
i∈L(`)
+
c˜
(`)
i
c˜
(`)
i
E
[
u˜2i
]
≤Smax
c˜min
∑
`∈P
∑
i∈L(`)
+
c˜
(`)
i E [u˜i]
=
Smax
c˜min
∑
`∈P
E
[
〈c˜(`), u˜(`)〉
]
(b)
=
Smax
c˜min
∑
`∈P
E
[〈c(`),u〉]
(c)
=O()
where c˜min = min
`∈P,i∈[n]
{c˜(`)i } and |P | is the cardinality of set P . Inequality (a) holds because the terms in the
summation are all non-negative; (b) holds by definition of c˜(`); and (c) holds by Equation (54). This proves
that T4 =O(
√
). 
C.2. Details of the proof of Theorem 2.
We prove the claims we made in the proof of Theorem 2.
C.2.1. Proof of Claim 2
Proof of Claim 2. Observe
E
[
q+⊥1u‖1
]≤E [∣∣q+⊥1∣∣ |u‖1|]
≤E
[
4∑
i=1
∣∣q+⊥i∣∣ |u‖i|
]
(a)
≤
√
E
[
‖q⊥‖2
]
E
[
‖u‖‖2
]
(b)
≤
√
T2
√
E
[
‖u‖‖2
]
,
55
where (a) holds by Cauchy-Schwarz inequality; and (b) holds by Proposition 2. Similarly,
E
[
q+⊥1u‖1
]≥−E [∣∣q+⊥1∣∣ |u‖1|]≥−√T2√E[‖u‖‖2].
Then, ∣∣E [q+⊥1u‖1]∣∣≤√T2√E[‖u‖‖2]
and E
[
‖u‖‖2
]
is O(). This proves the claim. 
C.2.2. Proof of Claim 3
Proof of Claim 3. We use Claim 2. We obtain
E
[
q+1 u4
]
=E
[
q+‖1u4
]
+O(
√
)
(a)
=E
[(
q+‖2 + q
+
‖3− q+‖4
)
u4
]
+O(
√
)
(b)
=E
[(
q+2 + q
+
3 − q+4
)
u4
]
+O(
√
)
(c)
=E
[(
q+2 + q
+
3
)
u4
]
+O(
√
)
where (a) holds by SSC; (b) holds by Claim 2; and (c) holds by Equation (2). 
