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Abstract.  Currently,  Social 
Networking Sites (SNSs) expand 
internet  users’  relationships  and 
their businesses.  Despite the huge 
benefits gained by SNS users, the 
huge  amount  of  information 
exchanged  by  different  users 
makes  SNSs  an  easy  target  for 
privacy  threats.  The  goal  of  this 
paper  is  to  explain  how 
information  disclosure  to 
adversaries will be minimized by 
using  integrated  algorithm.  This 
study takes the advantages of K-
anonymity  algorithm  and  l-
diversity algorithm then evaluated 
the effectiveness of the combined 
strengths.  The  result  shows  that 
the proposed algorithm increases 
the  level  of  privacy  for  SNSs 
users  by  anonymizing  and 
diversifying  disclosed 
information.  
 
 
Keywords:  Online  Social 
Network, Privacy, K-Anonymity, 
𝑙-Diversity and anonymizing 
 
1  INTRODUCTION  TO  SOCIAL 
NETWORKS 
 
Web-based services which allow users to 
make  profiles,  share  information  such  as 
photos, interests, activities and go through 
others information and activities is called 
Online  Social  Networks  or  Social 
Networking Sites [1]. Based on the nature 
of activities that occurs in social networks, 
they can be categorized into various types. 
Since  social  network  site  encompasses 
huge amount of information, it is a suitable 
environment  for  attackers  to  mine. 
Although  social  network  sites  provide 
benefits  to  people,  they  are  exposed  to 
security  threats  and  their  privacy  is 
compromised.  
 
The open nature of World Wide Web, the 
huge  amount  of  information  and 
anonymity  of  attackers  in  online 
communities make social network sites a 
very  lucrative  target  for  online  rebels 
ranging  from  a  simple  online  stalker  to 
government-backed  online  espionage  [2]. 
Furthermore,  Boyd  claimed  that  people 
seems  to  exhibit  trust  in  online  social 
network  sites  more  than  offline 
communities  whereby  they  reveal  more 
personal information.  
 
In  recent  years,  social  networks  have 
become drastically popular by all range of 
people  in  terms  of  demographics  and 
education  level,  Researchers  repeatedly 
warned  communities  about  the  inherent 
danger of online social networks [3].Some 
major works was done to increase security 
of  social  networks,  spreading  awareness 
about  online  threats  among  users  in 
preserving  anonymity  of  users  in  online 
sites [4].  
 
This  paper  starts  with  an  introduction  of 
social networks and their privacy threats. 
The  third  section  discusses  the  related 
works on privacy threats of social network. International Journal of Digital Information and Wireless Communications  (IJDIWC) 1(1): 32-40  
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The  chosen  algorithm  for  this  study  is 
proposed  and  explained  in  section  four. 
Section  five  then  proceeds  with  the 
evaluation  of  the  proposed  algorithm. 
Conclusion and future works are portrayed 
in the last two sections. 
 
 
2  PRIVACY  THREATS  OF  SOCIAL 
NETWORKS 
As  social  network  sites  become  more 
popular,  the  emphasis  is  on  their  design 
and capabilities in enhancing privacy [5]. 
In  other  words,  in  the  development  of 
social  network  sites,  the  privacy  and 
security  have  not  the  precedence  by 
design. Hasib typically categorized threats 
on SNS into four groups naming privacy 
related  threats,  SNS  Variants  of 
Traditional  Network  and  Information 
Security  Threats,  Identity  Related  threats 
and  social  threats.  Table  1,  depicts  the 
threats in SNSs. 
 
Table 1. Threats of Social Network Sites 
 
Threats  Threats Sample 
1.  Privacy 
Related 
Threats 
 
 
 
  Digital  Dossier  of 
Personal Information 
  Face Recognition 
  Content-based  Image 
Retrieval 
  Image  Tagging  and 
Cross-profiling 
  Difficulty  of 
Complete  Account 
Deletion  
 
 
2.  SNS  Variants 
of  Traditional 
Network  and 
Information 
  Spamming  
  Cross  Site  Scripting, 
Viruses and Worms 
  SNS Aggregators 
Security Threats 
 
3.  Identity 
Related Threats 
  Phishing 
  Information Leakage 
  Profile  squatting 
through Identity theft 
4. Social Threats    Stalking 
  Corporate Espionage 
 
 
All these four main groups of threats can 
be further categorized into subgroups: 
 
A.  Privacy Related Threats 
 1. Digital Dossier of personal                      
     Information                         
           2. Face Recognition 
           3. Content-based Image    
               Retrieval  profiling 
           4. Difficulty of Complete Account  
               Deletion 
 
B.  SNS Variants of Traditional  
      Network and Information Security       
      Threats 
 
            1. Spamming 
            2. Cross Site Scripting, Viruses and       
                Worms 
            3. SNS Aggregators 
 
 C.  Identity Related Threats  
           1. Phishing 
           2. Information Leakage 
           3. Profile squatting through Identity  
               Theft 
 
 D.  Social threats 
           1. Stalking 
           2. Corporate Espionage 
 
 
 
 
 
3 RELATED WORKS  
 
Unfortunately,  there  are  not  very 
comprehensive  relate  works  about International Journal of Digital Information and Wireless Communications  (IJDIWC) 1(1): 32-40  
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increasing  privacy  in  social  networks  by 
researchers.    Vendor  companies  such  as 
Facebook  or  MySpace  on  their  own 
network  did  most  of  enhancements.  
However,  these  enhancements  attracted 
lots  of  negative  critics  as  they  seems  to 
make  configurations  more  complicated 
and even intentionally lead users in a way 
to reveal more information to public [6].  
 
The  more  online  social  networking  sites 
become  popular,  the  more  important  the 
notion of anonymization of their data gets. 
Algorithms  such  as  K-Anonymity 
previously  used  by  large  organizations 
such as The United States Census Bureau 
to  anonymize  gathered  data  saved  in 
micro-data chips but some recent incidents 
shows  the  importance  of  using  these 
algorithms in SNSs.  
 
In  an  experiment  by  Narayanan  and 
Shmatikov  [7],  they  managed  to  identify 
two persons out of around half a million 
users  of  Netflix  through  their  publicly 
released  anonymized  data  regarding 
ratings  of  movies.  Netflix  released  those 
ratings  as  an  experiment  helping 
researchers find the best method for movie 
recommendation. Although the records do 
not have any identifier, i.e. social security 
number, or Name, but using their heuristic 
method and cross-referencing with Internet 
Movie  Database  (IMDB)  reviews,  they 
managed to de-anonymize data. It is worth 
to  mention  those  records  were  only  a 
subset around 12.5 percent of total records 
at that time.  
 
The aforementioned incident was only one 
of  many  incidents  happened  recently. 
After  American  online  released  over  20 
million  anonymized  search  queries  for 
around 600,000 people, it turned out that 
lots  of  identifiers  such  as  credit  card 
numbers,  social  security  numbers,  and 
contact information can be extracted from 
them [8]. 
 
Jones and Soltren [9] created some threat 
scenarios,  and  then  by  applying  URL 
hacking  technique,  they  wrote  a  python 
script to download each user’s profiles and 
extract  personal  information.  They  saved 
online information in those pages to find 
out  how  much  information  in  those 
profiles is available to public.  Their study 
focused on four universities to which they 
could  download  and access  72% of total 
registered  users’  profiles.  This  showed 
how  easily  users’  profile  on  SNS 
information could be accessible. 
.  
Machanavajjhala  et  al.  [10]  worked  on 
attacks  that  can  break  the  anonymity  of 
data.  They  suggested  two  methods: 
homogeneity  of  data  and  background 
knowledge.  They  proposed  a  new 
algorithm in order to rectify this problem 
that  is  known  as  𝑙  –Diversity.  However, 
Byun et al. [11] introduced an optimized 
method for k-anonymity and named it as 
k-member  model  in  order  to  rectify  the 
huge information loss from  k-anonymity. 
Adu-Oppong and Gardiner [12] proceed in 
developing an application to automatically 
find  social  circles  around  each  user  and 
group his/her friends into them in order to 
increase privacy.  
 
More current, Ford et al. [13] for the first 
time  migrate  the  k-anonymity  that  is 
normally  used  for  micro-data  privacy 
protection  into  online  social  networks.  
They categorized attributes as  identifiers, 
quasi-identifiers and sensitive attributes. In 
their algorithm, they used the previous k-
anonymity  algorithm  and  extend  it  to  p-
sensitivity.  While  records  in  this  method 
are  k-anonymous,  they  are  p-sensitive  as 
well,  and  as  a  result  some  sensitive 
attributes  are  more  secured  than  quasi-
identifiers against re-identification.  
 
The  previous  study  showed  that  there  is 
lack  of  security  protection  on  users’ 
information  in  SNSs.  Their  study  mostly 
focuses on Anonymization of data by use 
of k-anonymity algorithm, regardless of its International Journal of Digital Information and Wireless Communications  (IJDIWC) 1(1): 32-40  
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vulnerability to  attacks. Hence this  study 
will  address  the  integrated  algorithm 
which  is  a  combination  of  k-anonymity 
and  𝑙  –Diversity  algorithms  in  order  to 
protect users’ information.  
 
 
4 PRIVACY ALGORITHM 
 
Based on the related works in the previous 
section,  there  are  different  privacy 
methods  and  algorithms  in  order  to 
anonymize  users’  data.  Among  these 
algorithms,  k-anonymity  is  the  best 
algorithm  for  anonymizing  against  re-
identification  based  on  the  nature  of  its 
method of the records clustering [14].  In 
order  to  improve  the  k-anonymity,  𝑙  –
Diversity  algorithm  can  be  used  as 
suggested by Machanavajjhala et al.  
  
The  combination  of  k-anonymity  and  𝑙-
diversity  algorithms  can  make  an 
integrated algorithm which is proposed in 
this paper.  Social network will be divided 
into some clusters in which the number of 
records  is  equal  or  bigger  than  k.  The 
records in one cluster should have the most 
similarity  in  attributes.  In  the  integrated 
algorithm the clustering will be done base 
on  k-anonymity  that  will  describe  in 
details  in  section  4.1.  Generalization  is 
required in order to anonymize the values. 
The generalization will be done on quasi-
identifiers.  
 
The  k-anonymized  records  can  be 
compromised  by  two  types  of  attacks 
background  knowledge  and  homogeneity 
of data. Suppose that in one cluster with 
k=  4  records  all  the  quasi-identifiers  are 
the same and in the sensitive attributes we 
have  two  hobbies  smoking  and  drinking 
alcohols. For example, if Alice knows that 
Bob  is  in  that  cluster  based  on  quasi-
identifiers (homogeneity of data) and Alice 
saw  Bob  when  he  was  buying  alcohol 
(background knowledge), she can directly 
get  all  the  information  about  Bob.  The 
integrated  algorithm  will  diversify  the 
sensitive  attributes  to  cover  this 
vulnerability of k-anonymity. Diversifying 
is  based  on  the  number  of  𝑙  in  order  to 
have  𝑙  number  of  diversified  sensitive 
attributes for k-similar attributes by using 
𝑙-diversity  algorithm  which  is  further 
explained in section 4.2.  
 
4.1    K-Anonymity Algorithm 
 
The  idea  of  k-anonymity  is  backed  by 
partitioning the social network graph [15]. 
The  goal  is  to  divide  a  social  network 
graph  into  some  clusters  where  count  of 
records  (persons) in  that  cluster with  the 
same  quasi-identifiers  is  equal  or  bigger 
than  “k”.    In  this  way,  this  technique 
reduces the chance of matching records to 
pinpoint a person tremendously. 
 
The  k-anonymity  algorithm  is  the  first 
algorithm  that  we  implement.  Based  on 
this algorithm the social network will be 
divided  into  different  clusters.  The  users 
which are known as records that have most 
similar  quasi-identifiers  attributes  which 
can be mixed in order to reach the attacker 
to the individual will be placed in the same 
cluster.  As  a  result  of  this  method  of 
clustering  less  generalization  is  required 
due to the enhancement of data quality.  
 
The  clusters  should  encompass  all  the 
records of social network but there is no 
limitation  for  the  number  of  them.  The 
process of clustering of this algorithm is to 
move among all records and find the most 
similar  ones;  place  them  in  the  same 
cluster. It will consider that place at least k 
records in each cluster. In the case that less 
than k records remain out of the cluster, it 
will look  for the most similar records  in 
the  clusters  and  place  the  rest  in  them. 
Each cluster can contain at least k records 
and at most 2k-1 records. 
 
In  k-anonymity  algorithm,  generalization 
is  the  main  action  that  needs  to  be 
performed in order to make users’ identity 
anonymous [14]. Replacing the values of International Journal of Digital Information and Wireless Communications  (IJDIWC) 1(1): 32-40  
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attributes with other related values that are 
in  their  domain  is  generalization. 
Mitigating  the  accuracy  of  the  data  to 
harden  the  access  to  the  data  for 
unauthorized  users  is  the  goal  of 
generalization.  There should be limitation 
for  generalization  as  extreme 
generalization will reduce the value of the 
data and make the data unusable [15]. 
 
The domain of each attributes is defined as 
a taxonomy tree. Each taxonomy tree has 
different  layers  and  branches.  There  are 
two  types  of  attributes  numerical  and 
categorical. In order to generalize numeric 
attributes we can consider their values as 
intervals and for categorical attributes set 
of  related  values  can  be  set  out.  The 
information  loss will be reduced and the 
generalization will be more accurate based 
on  these  taxonomy  trees.  As  we  move 
towards the root in each tree the possibility 
of identifying the individual will decrease. 
 
 
  
 
Figure 1: Taxonomy Tree of Age 
 
The  attributes  of  each  record  can  be 
categorized  into  three  groups.  Identifiers 
are  those  attributes  which  are  known  to 
public such as Name. Quasi-identifiers are 
attributes  that  may  be  known  by  others 
such  as  social  security  number  or  age. 
Sensitive attributes which are very private 
and personal such as disease or hobby.   
Initially,  identifiers  attributes  should  be 
removed  from  the  set.  Secondly, 
generalization  should  be  performed  on 
quasi-identifiers  based  on  the  taxonomy 
trees.  Taxonomy  trees  with  branches  are 
profitable and let generalization to pass on 
with less information loss. But in the flat 
taxonomy tree we will face some problem 
for generalization. In this case in order to 
generalize the records, the attributes can be 
just  suppressed  and  as  a  result  of  this 
suppression  the  information  loss  will 
increase. 
 
As generalization increase the information 
loss will increase.  This will happen due to 
less information that will be given because 
of  high  generalization.    Taxonomy  trees 
with  more  levels  can  prevent  the 
enhancement  of  information  loss.    Thus, 
applying  taxonomy  trees  with  deeper 
hierarchies will improve the generalization 
and as a consequence will submit the best 
and usable result.   
 
The distance between data in each cluster 
should  be  calculated  to  achieve  the 
dissimilarities among them and to compute 
information  loss.  These  calculations  help 
us to perform better generalization in order 
to reach to k-anonymity. The main metric 
for  measuring  the  distortion  of  data  is 
information loss that for each cluster it will 
be calculate separately and at last the sum 
of all will give the total information loss 
that this amount should be less than fixed 
value.  The  fixed  value  will  define  by 
administrator and it should be bigger than 
zero. 
 
4.2   𝑙 – Diversity Algorithm 
 
𝑙 –Diversity is a complementary method to 
k-anonymized records and it dictates that 
in  each  k-anonymized  graph,  each  k 
similar generalized records should have 𝑙 
number of diversified sensitive attributes. 
The  𝑙-diversity  algorithm  will  replace 
sensitive attribute with 𝑙 well-represented 
sensitive values. The entropy of our data 
set  should  be  at  least  log  (𝑙)  in  order  to 
perform  the  𝑙  –diversity.  The  adversary 
needs to have 𝑙-1 background knowledge International Journal of Digital Information and Wireless Communications  (IJDIWC) 1(1): 32-40  
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to ignore 𝑙-1 sensitive value and gain the 
exact sensitive attribute.  
 
The complexity of 𝑙-diversity depends on a 
number  of  sensitive  attributes.  It  means 
that  by  enhancement  of  the  sensitive 
attributes the complexity of 𝑙-diversity will 
increase. So large data is required in order 
to perform diversifying; and each sensitive 
attribute  should  be  well-represented  by 
others sensitive values. In order to lessen 
the  access  to  the  sensitive  attribute  by 
background  knowledge,  enhancing  the  𝑙 
value has a significant role as it requires 
more information to reach to the attribute 
directly.   
 
𝑙-diversity is the second algorithm that the 
author  implements  on  the  result  of  the 
previous  algorithm.  The  k-anonymity 
algorithm  results  can  reveal  information 
positively or negatively to the adversary’s 
background  knowledge.  Positive 
disclosure is  when the  adversary directly 
gains  the  sensitive  attribute  from  k-
anonymity  result.  Negative  disclosure  is 
when  the  adversary  easily  erased  the 
sensitive attribute. Generally the exposed 
information  shouldn’t  give  the  adversary 
lots  of  information  more  than  the 
background knowledge. 
 
The  significant  role  of  𝑙-diversity  is  on 
sensitive attributes. It does not execute any 
action  with  non-  sensitive  attributes 
opposed to k-anonymity algorithm which 
works  on  non-sensitive  attributes. 
Sensitive attributes are those attributes that 
the  values  of  them  must  be  hiding  from 
adversary  to  prevent  their  access  to  any 
user.  
 
The main difference between K-anonymity 
and 𝑙 – Diversity algorithms is on how the 
clustering is done. The clustering has only 
one  phase  in  the  k-anonymity  which  is 
partitioning  population  based  on  the 
similarity of quasi-identifiers. The lowest 
information  loss  as  well  as  keeping  data 
anonymous  is  the  main  measurement  for 
the successfulness of this algorithm.  
 
The  way  clustering  works  is  that  it 
essentially prepares the population and sort 
them based on quasi identifiers similarity.  
For instance, when there are two sensitive 
attributes,  diversity  should  be  applied  in 
both of them that inherently increase the 
information  loss  metric.    The  heuristic 
workaround  is  to  combine  two  sensitive 
values and make one combined sensitive 
value.    Table  2  depicts  an  example  of 
combining the sensitive attributes. 
 
 
Table 2.   Combination of sensitive attributes 
 
Sensitive 1  Sensitive 2  Combined 
Sensitive Values 
Cigarettes  Skin Cancer  Cigarettes;Skin 
Cancer 
Wine  AIDS  Wine; AIDS 
Whisky  Cholera  Whisky; Cholera 
Opiate  Skin Cancer  Opiate; Skin Cancer 
Cigarettes  Malaria  Cigarettes; Malaria 
 
 
The next phase is to group rows based on 
combined sensitive values. The idea is to 
group  rows  based  on  combined  sensitive 
values and then select  𝑙  number of rows 
with  distinct  combined  sensitive  values 
from  each  group  to  satisfy  𝑙  –diversity 
condition.  In  this  section  the  clustering 
will start and the values will be sort again 
in  each  group  based  on  the  similarity  of 
quasi-identifiers.  
 
Rows next to each other are more similar 
from  rows  far  from  each  other  in  each 
group and lead to lower information loss if 
they be in one cluster.  For instance, if the 
application  needs  to  satisfy  K=10 
anonymity,  and  L=5  diversity,  it  starts 
from  the  first  group  and  put  the  first  5 
available rows in one cluster to maximize 
the  similarity  of  quasi  identifiers  in  one 
group. For the next 5 rows needs to be put 
in the cluster it selects one (and only one) 
row  from  each  next  cluster.  For  the 
remaining items that the total members of International Journal of Digital Information and Wireless Communications  (IJDIWC) 1(1): 32-40  
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them  are  less  than  K  they  will  be 
distributed  to  the  clusters  at  the  end.  
Moreover, for some of the records that can 
break the diversity condition, they will be 
reported  at  the  end  of  this  phase  to  the 
user.    
 
The integrated algorithm can be useful in 
protecting  users  from  re-identification  by 
advertisement,  research  agencies  and 
governmental agencies. This algorithm can 
be used on online social network sites as a 
default,  so  the  users’  information  and 
privacy will be more secure. 
 
5 INFORMATION LOSS 
 
In  general,  there  are  two  types  of  data 
numerical and categorical. Calculating the 
distance  between  numeric  attributes  are 
much  easier  than  categorical  attributes. 
Based on Byun et al. representing numeric 
attributes as an interval [x, y] in which x < 
y is normally used in order to generalize 
the data. The difference of maximum and 
minimum values in domain will represent 
by D which for each values vi, vj ∈ D and 
the  final  distance  between  two  numeric 
values will be measured as below:  
 
δ (v1, v2) = |v1 – v2| / |D| (1) 
The distance between categorical attribute 
can be calculated based on taxonomy trees. 
If Λ(x, y) considered as a lowest branch of 
x and y and H® the height of the tree, the 
distance  between  two  categorical  values 
can be measured as below: 
 
δ (v1, v2) = H(Λ(vi, vj ))/ H(TD) (2) 
The  final  distance  between  two  records 
can  be  calculated  by  summation  of  both 
numerical  and  categorical  values  as 
following formula:  
 
(3) 
Ni indicates numeric attributes domain and 
Cj indicates categorical attributes domain. 
ri  indicates  the  value  of  attribute. 
manifest the distance. 
The  information  loss  that  is  the  main 
metric can be calculated as below:  
 
(4) 
 
  is  the  number  of  records,  first  sigma 
part  calculate  numeric  attributes  and 
second  sigma  calculate  categorical 
attribute.    Total  information  loss  will  be 
measured as following: 
(5) 
The author calculates the information loss 
for  3  model  of  k-anonymity  in  order  to 
compare  the  results.  The  results  depicts 
that the improved k-anonymity in compare 
with  the  conventional  k-anonymity  has 
less  information  loss,  so  this  can 
guarantees that the new algorithm is more 
useful in anonymizing the data. Based on 
table 3, as an example the information loss 
for  conventional  algorithm  with  14 
records,  k=4  and  8  quasi-identifiers  is 
300.5. 
 
On the other hand as it is shown in table 3, 
the amount of information loss depends on 
the  number  of  the  quasi-identifiers.  This 
means  that  as  the  number  of  quasi-
identifiers  increase  the  information  loss 
will increase. For example as it is shown in 
table  below  for  two  improved  algorithm 
with  12records  and  k=4,  the  information 
loss is different based on the number of the 
quasi-identifiers. The information loss for 
the one with 8 quasi-identifiers is 81.8 and 
for the other one with 3 quasi-identifiers is  
31.8. This result is normal because as we 
have more quasi-identifiers we require  International Journal of Digital Information and Wireless Communications  (IJDIWC) 1(1): 32-40  
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doing more generalization that will cause 
the enhancement of information loss.  
 
Table 3. Information Loss  
Algorithm  Number of 
Records 
K  Number of quasi-
identifiers 
Information Loss 
Conventional  14  4  8  300.5 
Improved  12  4  8  81.8 
Improved  12  4  3  31.8 
 
 
6 LEVEL OF PRIVACY SECURITY 
OF INTEGRATED ALGORITHM 
 
The  main  goal  of  this  paper  is  to 
anonymize data and this will be done by 
generalization.  As  generalization  will 
cause distortion in data there should be a 
metric  for  measuring  the  distortion  in 
order to improve it. The information loss is 
the main metric in order to calculate the 
amount of distortion. 
 
The amount of information loss in the k-
anonymity part of the integrated algorithm 
depicts  that  the  result  is  more  optimized 
than  any  previous  type  of  k-anonymity 
algorithm.  However  when  this  k-
anonymity  combined  with  the  l-diversity 
in order to implement integrated algorithm 
the  information  loss  will  increase 
somehow.  
 
As there is no metric to compare the result 
of integrated algorithm with, we cannot be 
sure that it will not be useful,  especially 
when  we  can  overcome  two  types  of 
attacks  on  the  k-anonymity  by  adding  l-
diversity.  And  also  the  records  are  more 
secure in integrated algorithm as they have 
𝑙 number of diversified sensitive attributes. 
As  the  number  of  𝑙  increase,  the 
probability of reaching to the exact records 
will  decrease.  The  following  Figure  
depicts the reduction of probability based 
on the number of 𝑙.  
 
 
 
 
Figure 2: The security in K+L 
 
7 CONCLUSIONS  
 
In this paper we depict the effectiveness of 
proposed  algorithm.    In  the  k-anonymity 
part of this algorithm the information loss 
become less than information  loss in  the 
conventional k-anonymity algorithm and it 
happens  due  to  better  method  for 
generalization.    In  the  𝑙-diversity  part, 
diversifying  the  records  blocked  the  two 
type of attack that can compromise the k-
anonymity.  The  integrated  algorithm  is 
able  to  protect  users’  information  from 
attackers’ access by anonymizing them, so 
accessing  to  information  is  not  possible 
directly for adversaries.  Hence, this paper 
had  proven  that  anonymizing  plus 
diversifying information can more secure 
the privacy of users. 
 
 
 
8 FUTURE WORKS 
 
Although  generalization  in  𝑙-diversity  is 
similar to k-anonymity, the attributes that 
they  focus  on  are  different.    Thus  the 
information  loss  in  𝑙-diversity  may 
increase  a  bit  in  compare  with  k-
anonymity.  Adding new algorithm such as International Journal of Digital Information and Wireless Communications  (IJDIWC) 1(1): 32-40  
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t-closeness  could  be  helpful  in  order  to 
reduce  the  information  loss  on  the 
proposed  algorithm  (k+𝑙).  Specifying 
which  attributes  can  be  categorized  as 
quasi-identifiers  is  somehow  difficult. 
Finding  a  new  method  to  give  values  to 
attributes  to  calculate  the  probability  of 
rectifying  attributes  when  they  combined 
together as quasi-identifiers and improving 
diversifying by increasing the number of 
sensitive  attributes  are  subjects  of  future 
work.  
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