Abstract. We study the algebra underlying symbolic protocol analysis for protocols using Diffie-Hellman operations. Diffie-Hellman operations act on a cyclic group of prime order, together with an exponentiation operator. The exponents form a finite field: this rich algebraic structure has resisted previous symbolic approaches. We define an algebra that validates precisely the equations that hold almost always as the order of the cyclic group varies. We realize this algebra as the set of normal forms of a particular rewriting theory. The normal forms allow us to define our crucial notion of indicator, a vector of integers that summarizes how many times each secret exponent appears in a message. We prove that the adversary can never construct a message with a new indicator in our adversary model. Using this invariant, we prove the main security goals achieved by UM, a protocol using Diffie-Hellman for implicit authentication. , appear to be out of reach of known symbolic techniques. Indeed, for these protocols, computational techniques have led to arduous proofs after which controversy remains [27, 29, 30, 33] . In this paper, we develop algebraic ideas that allow us to give rigorous proofs of security goals such as authentication and confidentiality in a symbolic model. Moreover, our techniques also help identify the security goals that the protocol does not achieve.
Despite vigorous research in symbolic analysis of security protocols, many limitations remain. While systems such as NPA-Maude [21] , ProVerif [8] , AVISPA [3, 5] , CPSA [36] , and Scyther [16] are extremely useful, great ingenuity is still needed-as for instance in [31] -for the analysis of protocols that use fundamental cryptographic ideas such as Diffie-Hellman key agreement [17] , henceforth, DH. Moreover, important protocols, such as the implicitly authenticated key-agreement protocol MQV [7] , appear to be out of reach of known symbolic techniques. Indeed, for these protocols, computational techniques have led to arduous proofs after which controversy remains [27, 29, 30, 33] . In this paper, we develop algebraic ideas that allow us to give rigorous proofs of security goals such as authentication and confidentiality in a symbolic model. Moreover, our techniques also help identify the security goals that the protocol does not achieve.
DH protocols work in a cyclic group of prime order q, which we will write multiplicatively, using an agreed-upon generator g. For a particular session, A and B choose random values x, y respectively, raising a base g to these scalar powers:
They can then each compute the value (g y ) x = g xy = (g x ) y as a new shared secret for A, B. The Decisional Diffie-Hellman assumption (DDH) says that, in suitable groups, any observer who has observed neither x nor y, cannot distinguish g xy from the g z we would get from a randomly chosen z. This basic protocol-while secure against a passive adversary, who observes messages, but can neither create them nor alter (or misdirect) messages of compliant principals-is, however, vulnerable to an active attacker. The adversary chooses his own values w, g w , substituting g w for the values each participant should receive. Then the two participants will end up with different keys, g xw and g
yw , unfortunately each shared with the attacker. One idea to avoid this man-in-the-middle attack is for each of the principals A and B to maintain a long-term secret value. We will write A's long term secret as a, and B's as b. They publish the long term public values Y A = g a , Y B = g b , having a certificate authority certify the bindings to A and B. Now any pair of participants may each use the long term public value of the other-and their own long term secrets-to compute the same fresh secret, in such a way that no principal other than A or B can. The "Unified Model" UM of Ankney, Johnson, and Matyas [2] is an example. A and B send only the messages shown in Eqn. 1. For clarity, the value B receives, purportedly from A, will be called R A . A receives the value R B , purportedly from B. Without adversary interference, R A = g x and R B = g y . Letting h(x) be a hash function, A and B compute their keys:
obtaining the shared value h(g ab g xy ) if R A = g x and R B = g y . We will present a technique for proving authentication and confidentiality results about protocols such as this.
The heart of this paper develops a well-behaved rewriting theory for DH values, which yields a powerful tool for symbolic analysis. The challenge for such a theory derives from the fact that, since we are operating in a cyclic group of prime order, the exponents form a field. Although UM uses only the field multiplication, some protocols (including MQV) also use the field addition. This is challenging for rewriting-based approaches to protocol analysis since the theory of fields does not admit an axiomatization using equations, or even conditional equations. The standard axiomatization uses negation to say that 0 has no multiplicative inverse; to see that there can be no conditional-equational axiomatization, note that the category of fields is not closed under products. This paper makes the following contributions:
1. We define an order-sorted equational theory AGˆwhose models include all fields. We equip AGˆwith a rewrite system modulo associativity and commutativity (AC), and show that this system is terminating and confluent modulo AC: an equation s = t is derivable in AGˆif and only if s and t rewrite to the same normal form modulo AC. The free algebra over this rewrite system offers a natural DH message algebra. (Section 1.) 2. We show, via a model-theoretic argument using ultraproducts, that AGĉ aptures uniform equality in the theory of finite fields. Namely, if s = t is an equation that is valid in the field F q of characteristic q for infinitely many q, then AGˆproves s = t. In particular, AGˆproves every equation that is valid in F q aymptotically as q increases. (Section 2.) 3. We use AGˆto prove Thm. 12, the indicator theorem, a symbolic analogue to the computational Diffie-Hellman assumption (CDH). It states that the adversary cannot obtain a new exponentiated value t xy without access either to x, or to y, or to some value that already included t xy . Thm. 12 gives a proof method in AGˆthat avoids unification. (Section 3.) 4. We apply the indicator theorem within the strand space framework (introduced in Section 4) to prove that UM meets its authentication and confidentiality goals (construed as trace properties). We also explain why it does not meet another goal, resisting impersonation attacks. (Section 5.)
Elsewhere, we apply our method to more challenging protocols, e.g. MQV [18] .
Related Work. Within the symbolic model, there has been substantial work on some aspects of DH, starting with Boreale and Buscemi [9] , which provides a symbolic semantics [1, 22, 34] for a process calculus with algebraic operations for DH. Their symbolic semantics is based on unification. Indeed, symbolic approaches to protocol analysis have relied on unification as a central part of their reasoning. Goubault-Larrecq, Roger, and Verma [24] use a method based on Horn clauses and resolution modulo AC, providing automated proofs of passive security. Maude-NPA [20, 21] is also usable to analyze many protocols involving DH, again depending heavily on unification. Tamarin [15] offers a new approach to analysis, also relying on unification.
All of these approaches model the multiplication in the exponents, but do not explicitly model the addition. This suffices for many protocols, but not for protocols such as Menezes-Qu-Vanstone MQV [7] and Cremers-Feltz CF [14] , in which the ring structure in the exponents is used in the protocol definition. Indeed, even in protocols which use only the multiplicative structure, the adversary may choose to use the ring or field properties. The richer theory is needed to prove no new attacks can arise.
This field structure combines poorly with the heavy reliance of previous approaches on unification. Unifiability is undecidable in the theory of rings, by the unsolvability of Hilbert's tenth problem. There are, however, many related theories for which undecidability is not known, for instance the diophantine theory of the rationals [6] ; see the beautiful paper by Kapur, Narendran, and Wang [28] .
Küsters and Truderung [31] finesse this issue by rewriting protocol analysis problems. The original problems use an AC theory involving exponentiation. They transform it into a corresponding problem that does not require the AC property, and so can work using standard ProVerif resolution [8] . Their approach covers a surprising range of protocols, although, like [13] , not Implicitly Authenticated Diffie-Hellman protocols such as MQV.
Another contrast between this paper and previous work is our uniform treatment of security goals (see Figs. 2-3 ). Our methods are applicable to confidentiality, authentication, and further properties such as forward secrecy.
Meadows and Pavlovic [35] , cf. [11] , do not explicitly represent the algebra. Instead, they offer a family of authentication axioms. Each axiom in the family expresses a limitation on the adversary by saying that some receptions can be only explained only by actions of regular principals. Such an axiom may be justified by a computational principle such as CDH. While this method leads to illuminating results, it appears to sidestep a foundational question about the algebraic structures in which these axioms are satisfied. our paper is a complementary attempt to fill in information about these models.
Our adversary model is active. For passive attacks, there has been some work on computational soundness for Diffie-Hellman, with Bresson et al. [10] giving an excellent treatment.
An Equational Theory of Messages
By DH-structure we mean a cyclic group G of prime order q, together with an exponentiation operator. The exponents E are integers modulo the prime q, which form a field of characteristic q. In cryptographic applications G is often taken to be a subgroup of the multiplicative group of integers modulo a prime p, where q divides p − 1; sometimes G is a prime-order subgroup of the group of points over an elliptic curve.
Our challenge is to define an equational theory that captures the relevant algebra of DH structures, with a notion of reduction that supports modeling messages as normal forms. By the Decisional Diffie-Hellman assumption, an adversary cannot retrieve the exponent x from a value g x that a regular participant has constructed. Our formalism reflects this limitation by not including a logarithm function in the signature of DH-structures.
Our strategy for handling the fact that the field of exponents in a DH structure cannot be axiomatized by equations is as follows. We work with a sort G for base-group elements and a sort E for exponents. The novelty is that we enrich E by adding a subsort N ZE. Its intended interpretation is the non-0 elements of E, and it does not include 0 in any interpretation.
The device of approximating "non-zero" reflects a philosophy of capturing uniform capabilities algebraically. For instance no term which is a sum e 1 + e 2 is syntactically of sort N ZE because each finite field has finite characteristic and so there are instantiations of the variables in e 1 + e 2 driving the term to 0. On the other hand, we will want to ensure that N ZE is closed under multiplication; this is the role of the operator * * below.
We show in this section that AGˆadmits a confluent and terminating notion of reduction. In section 2 we prove Thm. 9 that describes the sense in which AGĉ aptures the equalities that hold in almost all finite prime fields. Definition 1. The order-sorted signature Σ(AGˆ) has the sorts G, E, and N ZE, with N ZE a subsort of E with operators:
and axioms (writing exp(t, e) as t e ):
is an abelian group; 2. (E, +, 0, −, * , 1) is a commutative ring with identity; 3. Exponentiation makes G a right E-module with identity, i.e.
(a
We extract an AC rewrite system from AGˆby orienting the non-AC equations, using additional equations derivable from AGˆto join critical pairs:
Definition 2. Let R be the set of rewrite rules given by the natural orientation of the equations in Definition 1, other than associativity and commutativity, together with the additional rules presented in Table 1 . The rewrite relation → AGî s rewriting with R modulo the associativity and commutativity equations.
Theorem 3. The reduction → AGˆi s terminating and confluent modulo AC.
Proof. Termination can be established using the AC-recursive path order defined by Rubio [37] with a precedence in which exponentiation is greater than inverse, which is in turn greater than multiplication (and 1). This has been verified with the Aprove termination tool [23] . Then confluence follows from local confluence, which is established via a verification that all critical pairs are joinable. This result has been confirmed with the Maude Church-Rosser Checker [19] .
Terms that are irreducible with respect to → AGˆa re called normal forms. The following taxonomy of the normal forms will be crucial in what follows, most of all in the definition of indicators, Definition 10. The proof is a routine simultaneous induction over the size of e and t. By G-variables and E-variables, we mean variables of those types.
At sort E Lemma 4. 1. If e : E is a normal form then e is a sum m 1 + . . . + m n where (i) each m i is of the form ±(e 1 * . . . * e k ) where k ≥ 0, (ii) no e i is of the form i (e j ), and (iii) each e i is one of x and i (x), with x an E-variable. When n = 0, e is the ring element 0; when k = 0, m i is the ring element 1.
We call terms of the form ±m i irreducible monomials. 2. If t : G is a normal form then t is a product t 1 · . . . · t n , for n ≥ 0 where (i) no t i is of the form inv (t j ), and (ii) each t i is one of:
, with v a G-variable, and e : E an irreducible monomial. When n = 0, t = id.
2 Uniform Equality and the Completeness of AGÎ n this section we justify the use of AGˆ, specifically the use of AGˆ-normal forms to model messages. Since the axioms of AGˆare clearly true in all DHstructures, any theorem of AGˆholds in all DH-structures. Theorem 9 gives us a strong converse, namely that every equation that holds in infinitely many DHstructures is a theorem of AGˆ. If fact we show how to construct a single structure M D that is "generic" for all DH-structures: An equation s = t is holds in M D if and only if it holds in infinitely many DH-structures.
Algebraically isomorphic DH-structures can have very different computational properties. Indeed, the prime field F q presented as the group of integers mod q can be viewed as a DH-structure where the base group is the additive group of F q and exponentiation is multiplication. The discrete log problem in this structure is computationally tractable. However, F q is isomorphic to a subgroup of order q of the multiplicative group of integers modulo some prime p. There, the discrete log problem may be intractable. We focus on algebraic equations between terms in DH-structures; the absence of the log operator in our signature models the fact that our intended models are those in which discrete log is intractable.
First, we observe that the field of scalars, i.e. the exponents, carries all the algebraic information in a model of AGˆ.
Definition 5. Let F be a field. We define the model M F of theory AGˆto be as follows. The sorts E and G are each interpreted as the domain of F ; the sort N ZE is interpreted as the set of non-0 elements of E. The operations of E are interpreted just as in F itself. The group operation · in G is taken to be + from E, thus id and inv are taken to be 0 and −. Exponentiation is multiplication: a e is interpreted as a * e.
For each field F , M F satisfies all of the equations in AGˆ. It is easy to check the following.
Lemma 6. Every DH-structure is isomorphic to some M Fq , where F is the prime field of order q.
The key device for reasoning about uniform equality across DH-structures is the notion of ultraproduct, cf. e.g. [12] . We let the variable D range over non-principal ultrafilters over the set of prime numbers. The crucial facts about ultraproducts for our purposes are: (i) a first-order sentence is true in an ultraproduct if and only if the set of indices at which it is true is a set in D;
(ii) every infinite set belongs to some non-principal ultrafilter; (iii) when D is non-principal, every set whose complement is finite is in D.
Definition 7. Let D be a non-principal ultrafilter over the set of prime numbers and let F D be the ultraproduct structure
F D is a field, since each F q satisfies the first-order axioms for fields, and has characteristic 0, since each equation 1 + . . . + 1 = 0 is false in all but finitely many F q .
When F is the additive group of rational numbers then M F = M Q is of special interest to us. The proof of the following lemma is in Appendix A.
Lemma 8. 1. The structure M Q can be embedded as a submodel in any M D . 2. If s and t are distinct normal forms then it is not the case that M Q |= s = t.
Our main result is that AGˆis complete for uniform equality, in the following sense:
Theorem 9. For each pair of G-terms s and t, the following are equivalent
If s reduces to s and t reduces to t , with s , t irreducible, then s and t are identical modulo associativity and commutativity of ·, +, and * .
Proof. It suffices to establish the cycle of entailments 1 implies 2 . . . implies 7 implies 1. The first four of these steps are immediate, as is the fact that 7 implies 1. The fact that 5 implies 6 follows from Lemma 8, item 1. To conclude 7 from 6, use Lemma 8, item 2.
The results of Theorem 9 hold as well for equations between E-terms. Given terms e and e , form the equation g e = g e . It is provable iff e = e is provable, and is true in a given model M iff e = e is.
The model M Q is convenient: this single model, based on a familiar structure, witnesses uniform equality faithfully. The models M D satisfy another striking property. It follows from results of Ax [4] that a first-order sentence in the language of rings/fields is true in a given M D if and only if it is true in all but a finite set of finite fields. Moreover this theory is decidable. So the structures M D are attractive for closer study of the "uniform" properties of DH-structures.
Indicators
We Example:
If e is N -free, then Ind N (t e ) = Ind N (t), because no new occurrences of Nvariables are created in passing from t to t e .
Definition 11. Let T = {t 1 , . . . , t k } be a set of terms. The set Gen(T ) generated by T is the least set of terms including T and closed under applications of function symbols.
Functions cannot cancel to reveal a v i ∈ N , which leads to our main theorem.
Theorem 12 (Indicator Theorem). Let N be a vector of N ZE-variables and let T be a set of terms where each e : E ∈ T is N -free. Then 1. every e ∈ Gen(T ) of sort E is N -free, and 2. if u ∈ Gen(T ) is of sort G and z ∈ Ind N (u), then for some t ∈ T , z ∈ Ind N (t).
Proof. By induction on operations used to construct terms from elements of T . The main cases are for 2., when (i) u = u 1 · u 2 or (ii) u = t e , where t, u 1 , u 2 and e are irreducible terms in Gen(T ). First, if u = u 1 · u 2 , then u is a product t 1 · . . . · t n , and each factor t i is of the form v, inv (v), v e , or inv (v e ) and comes from u 1 or u 2 . Thus, the normal form of this term results by canceling any pair of factors, one from u 1 and one from u 2 that are inverses of each other. No new E-subterms are created, so no new indicator vectors are created, and our assertion holds.
Otherwise u = t e . Since e is in Gen(T ), we know inductively that e is N -free. It suffices to show that Ind N (t e ) = Ind N (t). Letting t be in normal form, t e is (t 1 ) e · . . . · (t n ) e . However, as we just observed, Ind N (t e i ) = Ind N (t i ).
This "conservation of indicators" principle essentially restricts adversary behavior; Theorem 15 below makes this precise in the strand-space setting.
Strands and Indicators
We will now adapt the strand space theory [25, 38] to the case where the messages include a free algebra over AGˆ. A strand is a sequence of local actions called nodes, each of which is:
-a message transmission, written • →; -a message reception, written • ←; or -a neutral node •. Neutral nodes are local events in which a principal consults or updates its local state [26] .
If n is a node, and the message t is transmitted, received, or coordinated with the state on n, then we write t = msg(n). We sometimes write +t = msg(n) and −t = msg(n) when n is respectively a transmission or reception node. Double arrows indicate successive events on the same strand, e.g.
•
⇒ • ⇒ •.
A protocol Π is a set of strands, called the roles of the protocol. We assume every protocol contains a specific role, called the listener role, consisting of a single reception node n =→ •. Listener strands provide "witnesses" when msg(n) has been disclosed, aiding in specifying confidentiality properties. A regular strand for Π means an instance of one of the roles of Π.
Adversary strands consist of zero or more reception nodes followed by one transmission node. The adversary obtains the transmitted value as a function of the values received; or creates it, if there are no reception nodes. All values that the adversary handles are received or transmitted; none are silently obtained from long-term state. Allowing the adversary to use neutral nodes-or strands of other forms-provides no additional power. (See Defn. 13.)
Messages. The messages transmitted and received on • nodes, and obtained from long-term state on neutral nodes •, form an abstract algebra. The message algebra MA includes as basic values:
-Elements of the free algebra over AGˆbuilt from the infinite sets of Evariables V E and G-variables V G ; we denote this algebra by Free(AGˆ), -Disjoint infinite sets of names, symmetric and asymmetric keys, and texts.
The elements of the algebra Free(AGˆ) are equivalence classes of terms. However, the results in Section 1 say that each class has a canonical representative, namely an AC normal form modulo → AGˆ. This justifies a syntactic approach, particularly in our treatment of indicators in Thm. 15 .
We assume that some of the asymmetric keys are of the form pk(A) and vk(A), where A ranges over names, denoting the public encryption and signature verification key of A. We also assume that asymmetric keys are equipped with an inverse operation; for instance, pk(A) −1 is A's private decryption key. The parameters of an AGˆnormal form are the V E and V G variables occurring in it. The parameter of a value pk(A) or vk(A) is A. For all other basic values a, the parameter of a is a. MA is closed under the constructors:
-Pairing, where the pair of t 1 and t 2 is written t 0 t 1 ; -Encryption, where the encryption of t 0 using t 1 as key is written {|t 0 |} t1 .
As constructors, the operations are free, yielding equal results only when the arguments are equal: {|t 0 |} t1 = {|t 2 |} t3 implies t 0 = t 2 and t 1 = t 3 , etc. We regard hashes and digital signatures as coded using (deterministic) encryption: the hash h(t) = {|t|} K0 , where K 0 is an asymmetric encryption key to which no one knows the inverse. We will always assume that K
The parameters of a pair, encryption, digital signature, or hash are the union of the parameters of its immediate subterms.
A parameter represents a "degree of freedom" in describing executions, which can be instantiated or restricted. It may also represent an independent choice, as A's choice of a group element x to build g x is independent of B's choice of y.
Ingredients and origination. A value t 1 is an ingredient of another value t 2 , written t 1 t 2 , if t 1 contributes to t 2 via concatenation or as the plaintext of encryptions: is the least reflexive, transitive relation such that:
By this definition, t 2 {|t 1 |} t2 implies that (anomalously) t 2 t 1 . For basic values a, b, we have a b iff a = b. Thus, the ingredient relation is much coarser than the "occurs in" relation.
A value t originates on a transmission node n if t msg(n), so that it is an ingredient of the message sent on n, but it was not an ingredient of any message earlier on the same strand. That is, m ⇒ + n implies t msg(m). A basic value is uniquely originating in a bundle B if there is exactly one n ∈ node(B) at which it originates. Freshly chosen nonces or DH values g x are typically assumed to be uniquely originating. A basic value is non-originating if there is no n ∈ node(B) at which it originates. An uncompromised long term secret (e.g. a private decryption key) is assumed to be non-originating. Because adversary strands receive their arguments as incoming messages, an adversary strand that decrypts a message receives its key as a message, which must originate somewhere. The set of non-originating values is denoted non; the set of uniquely originating values is denoted unique.
In DH protocols unique origination and non-origination are used in tandem. When a compliant principal generates a random x and transmits g x , the former will be non-originating and the latter uniquely originating. A probabilistic implementation of the (non-probabilistic) unique-and non-origination randomly chooses values from large sets, with overwhelming probability of faithfulness.
Adversary model The adversary strands are defined: Definition 13. 1. A strand +a, having one transmission node, is an adversary strand if a is a parameter or a constant id, 1, 0. 2. A strand −t ⇒ +f (t), having a reception node and a transmission node, is an adversary strand if f is any of the unary functions inv , i , −, pk, sk, h.
3. A strand −t 1 ⇒ −t 2 ⇒ +g(t 1 , t 2 ), having two reception nodes and a transmission node, is an adversary strand if g is any of the binary functions
Importantly, there is no adversary strand executing the asymmetric key inverse function K −1 , nor any logarithm operation. This adversary model suggests a game between adversary and system: 1. The system chooses a security goal Φ, involving secrecy, authentication, key compromise, etc., as in Figs. 2-3 . 2. The adversary proposes a potential counterexample A consisting of regular strands with equations between values on the nodes, e.g. an equation between session keys as computed by two participants. 3. For each message reception node in A, the adversary chooses a recipe, intended to produce an acceptable message, using the strands of Def. 13. The adversary may use earlier transmission events on regular strands to build messages for subsequent reception events. These recipes determine a set of equalities between the values computed by the adversary and the values t "expected" by the recipient (i.e. acceptable to the recipient). They are the adversary's proposed equations. 4. The adversary wins if his proposed equations are valid in M Fq , for infinitely many primes q; or equivalently, by Theorem 9, valid for all primes q.
This game may seem too challenging for the adversary. First, it wins only if the equations are valid, i.e. true for all instances of the variables. Second, the adversary must choose how to generate all the messages, its adversary strategy, before seeing any concrete bitstrings, or indeed learning the prime q. These objections motivate work on computational soundness. The hardness of DDH suggests that, when an equation is not valid, it is hard to obtain a satisfying instance. Moreover, the adversary should acquire no advantage from seeing the values g x etc. However, precise results will require reduction arguments.
Executions are bundles. We formalize protocol executions by bundles. A bundle is a directed, acyclic graph. Its vertices are nodes on some strands (which may include both regular and adversary strands). Its edges include the succession edges n 1 ⇒ n 2 , as well as communication edges written n 1 → n 2 . Such a dag B = (V, E ⇒ ∪ E → ) is a bundle if it is causally self-contained, meaning:
-If n 2 ∈ V and n 1 ⇒ n 2 , then n 1 ∈ V and (n 1 , n 2 ) ∈ E ⇒ ; -If n 2 ∈ V is a reception node, then there is a unique transmission node n 1 ∈ V such that msg(n 2 ) = msg(n 1 ) and (n 1 , n 2 ) ∈ E → ; -Precedence B for B, defined to be (E ⇒ ∪ E → ) * , is a well-founded relation.
Indicators and the adversary. We justify now our central technique, that the adversary cannot generate messages with new indicators. We will write 0 for the all zero vector, i.e. the origin. We will also write 1 v for the v th basis vector . . . , 0, . . . , 1, . . . , 0, . . . .
d(P, P ) = keyrec P P K Fig. 1 . UM Initiator and Responder Strands Definition 14. Let N be a vector of NZE-variables. If a is a name, symmetric key, asymmetric key, or text, then its indicator set Ind N (a) = {0}, the singleton of the origin. Ind N (t 0 t 1 ) = Ind N (t 0 ) ∪ Ind N (t 1 ).
A basic value a is non-originating before n in bundle B if, for all n B n, a does not originate at n . The indicator basis IB B (n) of node n, where n is a node of B, is the set (ordered in some conventional way):
{a ∈ Params(B) : a of sort E is non-originating before n}.
Theorem 15 (Indicator Theorem for Strands).
Let n be an adversary transmission node of B, and let N be a sequence of elements drawn from IB B (n). If v ∈ Ind N (msg(n)) and v = 0, then there is a regular transmission node n ≺ B n in B such that v ∈ Ind N (msg(n )).
Proof. Let T R be the set of messages transmitted on a regular node m ≺ n, and let T M be the set of parameters and constants transmitted on one-node adversary strands ≺ n. By induction on adversary actions, msg(n) ∈ Gen(T R ∪ T M ). T R and T M are N -free, by the definition of IB. So Theorem 12 applies. Since t : G ∈ T M implies Ind N (t) = {0}, we conclude that every non-zero indicator in u comes from a message in T R , as desired.
Analyzing the Unified Model
Regular participants in the UM protocol [2] act as initiators and responders as shown in Figure 1 . We specify, for the initiator A:
1. A retrieves from its secure storage its principal name A, its long term secret a, and its public certificate c A . 2. A chooses an ephemeral parameter z ∈ V E to instantiate x, sending R A = g z . 3. A receives some R B , which it checks to be a non-trivial group element, i.e. a value of the form g y for some y = 0, 1 mod q. 4. It receives a certificate c B associating Y B with B's identity. How the participant determines what name B to require in this certificate, or how it determines which cas to accept, is implementation-dependent.
A computes
, depositing a key record into its local database, so that K may be used as a session key between A and B.
In clause 2, A chooses z freshly. A never sends z as an ingredient in any message, only g z , and the adversary cannot find a strategy to guess the same value z, we model z as non-originating, and g z as uniquely originating. In other Implicitly Authenticated Diffie-Hellman protocols, other key computations may be used instead of Eqn. 2. A responder B behaves correspondingly. The syntax of Fig. 1 entails that no regular node n ever transmits a product t 1 · t 2 as a (normal form) ingredient of any message, t 1 · t 2 msg(n).
Regular initiator and responder strands that choose that parameters x, y transmit only messages g x , g y , where
Ind a,b,x,y g x = {1 x } and Ind a,b,x,y g y = {1 y }.
Strands with other choices transmit the zero vector 0 relative to this x, y basis. In case 2, Ind a,b,x,y (Y ) = {1 a }. However, the key K has indicators
Here, the regular principals transmit only messages with basis vectors 1 v or 0 as indicators, but the key has two non-zero entries in its two indicators. Cryptographically, DH ensures that the choices of the principals always contribute in a non-cancellable way to the result. An analogue is:
Lemma 16 (Contributive Parameters). Let B be a UM-bundle, and s be an initiator or responder strand with long term secret a and ephemeral value x:
Proof. Since h(·) and are constructors, a or x can cancel only if s receives a value R B or Y b with indicator −1 for a or x, resp. Hence there is some earlier node m on which some message with indicator −1 was transmitted, and let m 0 be a minimal such node.
However, by the definitions, m 0 is not a regular node, which transmit only values with non-negative indicators. By Thm. 15, m 0 cannot be an adversary node either, when x ∈ non B or a ∈ non B resp. Key Secrecy and Impersonation. In Fig. 2 we present the core idea of key secrecy. Suppose that the upper strand s is an initiator or responder run that ends by computing session key K. Moreover, suppose that a listener strand is present, which receives K. Then, if the long term secrets a, b ∈ non, this diagram cannot be completed to a bundle B. This holds even without the freshness assumptions on regular initiator and responder strands. It includes bundles in which we add any number of regular strands, so long as these particular long-term secrets a, b ∈ non. Other principals' long term keys may be freely compromised or not.
Security Goal 17 (Key Secrecy) Suppose B is a bundle with a, b ∈ non B , and s is an initiator or responder strand with long term secret parameter a and long term peer public value Y = g b . Then B does not contain a listener • ← K.
Theorem 18. UM achieves the security goal of key secrecy.
Proof. Suppose instead that • ← K is in B, so some node transmits K.
Computing indicators using the basis a, b by applying Lemma 16 to both a and b, K has indicator 1, 1 . By Thm. 15, some regular node transmits a message with indicator 1, 1 . But regular strands transmit only values with indicators 0 and, in certificates, 1 a , 1 b , relative to basis a, b .
Curiously, resistance to impersonation attacks concerns the same diagram, Fig. 2 , although with different assumptions. An impersonation attack is a case in which the adversary, having compromised B's long term secret b, uses it to obtain a session key K, while causing B to have a session yielding K as session key. If B's session uses Y A = g a , where a is the uncompromised long term secret of A, then the adversary has succeeded in impersonating A to B. By contrast, it is hopeless-when b is compromised-to try to prevent the adversary from impersonating B to others.
Security Goal 19 (Impersonation Resistance) Suppose B is a bundle with a, x ∈ non B , and s is an initiator or responder strand with long term secret parameter a ephemeral value x. Then B does not contain a listener • ← K.
This goal trades off a long term secret for an ephemeral value. UM does not achieve it. Its key K = h(g ab g xy ) has indicators { 1, 0 , 0, 1 } in the basis a, x , suggested by our assumptions. Thus, Theorem 15 buys us nothing.
Example 20
The adversary can impersonate A to B by supplying its own g z , as B supplies g y ; it computes K = h(g ab g zy ) by raising A's public g a to the compromised value b, and raising g y to its own ephemeral value z.
Implicit Authentication. Implicit authentication takes two forms [7, 27, 32] . The essential common idea is expressed in Figure 3 . It shows two strands that compute the same session key K. One has parameters [A, B , . . .] second (B , B) . The authentication property is that the participants agree on each other's identities, so that the responder has the correct opinion about the initiator's identity and vice versa. That is, we want A = A and B = B whenever the computed keys agree. Stronger and weaker implicit key authentication properties differ in what non-compromise assumptions they make. The stronger property is that A = A and B = B whenever a, b ∈ non. A weaker assertion is that A = A and B = B whenever a, b, a ∈ non. The additional non-compromise assumption is about a , the long term secret of the principal E that B thinks he is communicating with [7, 18, 32] . MQV satisfies only this weaker form [27] . We focus on the stronger property here.
Authentication depends on the certification protocol, which ensures proof of possession. Rather than representing it, we characterize it by an assumption:
Assumption 21 If c P msg(n) for n ∈ node(B), then c P = [[ cert g e P ]] sk(CA) for some E-value e = 0, 1, and either:
1. there exists n ∈ B with e msg(n), or else 2. (i) e ∈ V E is a parameter, and
] sk(CA) msg(n ) for any n ∈ node(B), then P = P .
Clause (1) holds when e is generated by the adversary; clause (2) applies when e is chosen by a compliant principal. In the latter case, we also have that B = B. In the former case, n d lies on an adversary strand. It must result from multiplying the values b and c, since no regular strand transmits a message with any product as an ingredient. But this contradicts b ∈ non(B). Symmetrically, A = A.
Future work. We will apply these methods to more challenging protocols [18] . We will also study their computational soundness. A tool implementation approach is to represent AGˆand protocols using it in geometric logic; modelfinding can generate counterexamples or establish their absence. An alternative approach is integration with Tamarin [15] . AGˆappears to extend to represent bilinear pairings.
