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Abstract
Feature selection has been widely used in classification for improving classifi-
cation accuracy and reducing computational complexity. Recently, evolutionary
computation (EC) has become an important approach for solving feature selec-
tion problems. However, firstly, as the datasets processed by classifiers become
increasingly large and complex, more and more irrelevant and redundant fea-
tures may exist and there may be more local optima in the large-scale feature
space. Therefore, traditional EC algorithms which have only one candidate so-
lution generation strategy (CSGS) with fixed parameter values may not perform
well in searching for the optimal feature subsets for large-scale feature selection
problems. Secondly, many existing studies usually use only one classifier to e-
valuate feature subsets. To show the effectiveness of evolutionary algorithms for
feature selection problems, more classifiers should be tested. Thus, in order to
efficiently solve large-scale feature selection problems and to show whether the
EC-based feature selection method is efficient for more classifiers, a self-adaptive
parameter and strategy based particle swarm optimization (SPS-PSO) algorith-
m is proposed in this paper using multiple classifiers. In SPS-PSO, a represen-
tation scheme of solutions and five CSGSs have been used. To automatically
adjust the CSGSs and their parameter values during the evolutionary process,
a strategy self-adaptive mechanism and a parameter self-adaptive mechanism
are employed in the framework of particle swarm optimization (PSO). By using
the self-adaptive mechanisms, the SPS-PSO can adjust both CSGSs and their
parameter values when solving different large-scale feature selection problems.
Therefore, SPS-PSO has good global and local search ability when dealing with
these large-scale problems. Moreover, four classifiers, i.e., k-nearest neighbor
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(KNN), linear discriminant analysis (LDA), extreme learning machine (ELM),
and support vector machine (SVM), are individually used as the evaluation
functions for testing the effectiveness of feature subsets generated by SPS-PSO.
Nine datasets from the UCI Machine Learning Repository and Causality Work-
bench are used in the experiments. All the nine datasets have more than 600
dimensions, and two of them have more than 5,000 dimensions. The experimen-
tal results show that the strategy and parameter self-adaptive mechanisms can
improve the performance of the evolutionary algorithms, and that SPS-PSO
can achieve higher classification accuracy and obtain more concise solutions
than those of the other algorithms on the large-scale feature problems selected
in this research. In addition, feature selection can improve the classification
accuracy and reduce computational time for various classifiers. Furthermore,
KNN is a better surrogate model compared with the other classifiers used in
these experiments.
Keywords: Particle Swarm Optimization, Feature Selection, Large-scale
Problems, Self-adaptive, Classification.
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1. Introduction
Feature selection, as an important technique in machine learning and data
mining, has been widely studied over the last two decades [1]. The fields of
application of feature selection include credit rating [2], cancer diagnosis [3],
image classification [4], intrusion detection [5], medical technology [6], and so5
on.
Usually, many irrelevant and redundant features exist in the datasets which
the classifiers deal with. In order to reduce the computational cost and increase
classification accuracy, feature selection is commonly used. Feature selection
can improve the classification accuracy and simplify the classification tasks.10
However, with the advent of the Big Data Era, the processing of the large-scale
(high-dimensional) datasets has become unavoidable, and the computational
time increases exponentially with the increase of the number of features. Given
a dataset with n features, if n is small, the total number of feature subsets is also
small. Thus, the optimal feature subset can even be obtained via an exhaustive15
search. However, as n becomes larger, it would reach a point where it would no
longer be possible to enumerate all feature subsets. Therefore, it has become
necessary to design efficient algorithms for finding small, high-quality feature
subsets for large-scale problems [7].
Over the past few decades, many heuristic feature selection methods have20
been proposed. Among them, sequential forward selection (SFS) [7] and se-
quential backward selection (SBS) [7] are two typical approaches. These two
methods first start from either an empty set or a complete set then continually
add or remove features to optimize the feature subset. The disadvantage of SFS
and SBS is that the features that have already been added or removed can no25
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longer be removed or added again. Actually, some features are not completely
independent, i.e., they are interrelated with each other. Later on, to overcome
this disadvantage, a plus-l minus-r selection method (LRS) [8] was proposed.
This approach can mitigate the aforementioned issue with SFS and SBS, but it
still cannot overcome the issue of the algorithms easily falling into local optima.30
Sequential floating forward selection (SFFS) [9] and sequential floating back-
ward selection (SFBS) [10] were then designed based on LRS. Although these
heuristic methods can greatly reduce the time complexity compared to that of
exhaustive search, they tend to be easily trapped into local optima because of
their fixed searching strategies.35
Many kinds of evolutionary computation (EC) techniques have been devel-
oped in the past several decades and are widely used in real-world applications
because they can find the best possible solution(s) within acceptable periods
[1]. Some of these methods have been employed for solving the feature selec-
tion problems [1, 12, 13]. For example, the following algorithms have been40
used for feature selection problems: binary dragonfly algorithm [14], grasshop-
per optimization approach with evolutionary population dynamics [15], whale
optimization approach [16], binary slap swarm algorithm [17], binary slap swar-
m algorithm with asynchronous updating rules and a new leadership structure
[18], whale optimization algorithm with simulated annealing [19], genetic algo-45
rithm (GA) [20, 21, 2], artificial bee colony [22, 23], differential evolution (DE)
[24], ant colony optimization [25], water drop algorithm [26], lion’s algorithm
[27], grey wolf optimizer [28], shuffled frog leaping algorithm [29], brain storm
optimization [30], particle swarm optimization (PSO) [31], and so on.
Because of the stochastic nature of EC techniques, they can more easily es-50
cape from local optima compared with heuristic methods. Therefore, they can
more easily obtain the global optimal solutions. However, the solution space
of a feature selection problem increases dramatically with the increase of the
number of features; meanwhile, the number of irrelevant and redundant features
may also grow rapidly, and they may generate many local optima in this huge55
solution space. These local optima bring big challenges to the EC techniques
in finding the global optimum. Furthermore, most EC techniques can achieve
good performance only on small-scale feature selection problems. For large-
scale feature selection problems, the issue of falling into local optima becomes
more prominent. In addition, different datasets may have different character-60
istics. These characteristics require the EC techniques to have the ability to
adaptively adjust their candidate solution generation strategies (CSGSs) and
the parameters associated with these CSGSs.
The self-adaptive mechanism of EC has attracted much attention to re-
searchers over the last decade, and many EC methods with self-adaptive mech-65
anisms have been proposed. In general, the EC algorithms with self-adaptive
mechanisms can adjust their CSGS(s) or parameter(s) automatically during the
evolution process. There are several self-adaptive evolutionary algorithms pre-
sented in the literature [32, 33, 34, 35, 36, 37, 38, 39]. For example, Wang et
al. proposed a self-adaptive learning based particle swarm optimization (SLP-70
SO) [33]. In SLPSO, a probability model is designed to simultaneously adopted
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four PSO based search strategies. Besides, Li et al. proposed another self-
learning particle swarm optimizer to deal with different complex problems, and
they have proved the superior performance of the self-adaptive evolutionary al-
gorithm by assessing their algorithm on 45 test functions and two real-world75
problems [34]. Similarly, Xue et al. [39] proposed a self-adaptive artificial bee
colony with symmetry initialization (SABC-SI). In SABC-SI, a novel popula-
tion initialization method based on half space and symmetry is designed; such
a method can increase the diversity of initial solutions. Furthermore, several
different self-adaptive PSO algorithms have also been proposed and they have80
been employed to solve different real-world problems, such as the economic dis-
patch problem [35], multidimensional knapsack problem [36], shop scheduling
problem [37], etc. For all of the algorithms previously mentioned, the self-
adaptive mechanisms have been effectively applied into the EC methods, and
the superiority of the EC algorithms with self-adaptive mechanisms has been85
proven in the aforementioned studies. To the best of our knowledge, although
many self-adaptive EC algorithms have been proposed, these algorithms are
rarely used to solve feature selection problems. Recently, a self-adaptive PSO
using the strategy self-adaptive mechanism has been developed for solving fea-
ture selection problems [40]. However, this existing work lacked the use of the90
parameter self-adaptive mechanism. Therefore, in this research, the parameter
self-adaptive mechanism is also introduced into EC algorithms for solving the
feature selection problems; t is combined with the strategy self-adaptive method
to further enhance the performance of EC in different evolution stages. A strat-
egy and parameter self-adaptive based EC algorithm is expected to be better95
able to avoid falling-into-local-optima when solving feature selection problems,
especially for large-scale problems. PSO, which was proposed by Eberhart and
Kennedy in 1995 [41], is a simple and very powerful optimizer [31]. Recently,
PSO and its variations are being widely employed for solving the feature selec-
tion problems, and many PSO-based approaches have shown promising results100
[42, 43, 44, 3, 45]. Thus, within the framework of PSO, a new self-adaptive pa-
rameter and strategy based particle swarm optimization (SPS-PSO) algorithm
is proposed in this research. The algorithm has the parameter and strategy
self-adaptive mechanisms which try to make the algorithm more adaptable to
different feature selection problems. In addition, to investigate whether the105
feature selection approach works well for different classifiers, four classifiers, in-
cluding the k-nearest neighbor (KNN) [46], latent dirichlet allocation (LDA)
[47], support vector machine (SVM) [48, 49], and extreme learning machine
(ELM) [50], are employed as evaluation functions, respectively. To assess the
performance of the proposed algorithm on large-scale feature selection problem-110
s, nine datasets from the UCI Machine Learning Repository [51] and Causality
Workbench [52] are used, and all these datasets have more than 600 dimensions,
with two of them having more than 5,000 dimensions. The main contributions
of this research are listed as follows:
115
(1) A self-adaptive parameter and strategy based particle swarm optimization
(SPS-PSO) algorithm is proposed for feature selection problems. This algorithm
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employs the strategy self-adaptive mechanism and the parameter self-adaptive
mechanism at the same time to improve the ability of the algorithm to search
for optimal solutions and to adapt to different feature selection problems.120
(2) This study involves feature selection problems with large-scale dimensions,
in contrast with most previous studies, which are performed using small-scale
problems. This research deals with the nine datasets with more than 600 di-
mensions, including two datasets with more than 5,000 dimensions.125
(3) Unlike most of the existing approaches which usually use only one clas-
sifier to evaluate feature subsets, in this research, four different classifiers, i.e.,
KNN, LDA, SVM, and ELM, are tested as evaluation functions, respectively.
130
The rest of the paper is organized as follows: Section 2 introduces the pro-
posed SPS-PSO algorithm, including five CSGSs and the detailed steps of the
strategy self-adaptive method and parameter self-adaptive method. Section 3
presents the information of the datasets and the parameter values used for the al-135
gorithms, and it also describes the purpose of the two stages of the experiments.
Section 4 reports the results and analyses them from multiple perspectives. Fi-
nally, Section 5 concludes the paper and proposes future research directions.
2. Self-adaptive Parameter and Strategy based Particle Swarm Op-
timization (SPS-SPO)140
In SPS-PSO, multiple CSGSs are self-adaptively used. Similarly, the pa-
rameters of CSGSs are flexible and can be adjusted automatically according
to different problems during the evolution process. This section focuses on de-
scribing the proposed algorithm and the necessary techniques for solving feature
selection problems.145
2.1. Representation of Solutions
The goal of feature selection is to select a suitable feature subset from avail-
able features. For each feature, there are two statuses: selected or unselected.
To conveniently represent feature subsets, we transform the feature selection
problem into a combinatorial optimization problem. A D-dimensional vector B150
is used to represent a solution, where each value of a dimension in B belongs
to {0, 1}. If the value of a dimension in B is 1, it indicates that the corre-
sponding feature is selected, whereas 0 indicates that the corresponding feature
is unselected.
In fact, a D-dimensional vector BI consisting of continuous values is firstly155
generated to represent each particle in the initial population of PSO. A threshold
θ (0 < θ < 1) is then used to map BI to B as in [53]. If the value of a dimension
in BI is greater than θ, the corresponding dimension in B will be set to 1, and
to 0 otherwise.
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2.2. Initialization and Update Mechanisms160
In [53], Xue et al. proposed three new initialization methods for PSO to
solve the feature selection problems, and they have found the most promising
initialization method. In this research, the same initialization method as in [53]
is employed. Furthermore, in [53], four new mechanisms are designed for up-
dating pbest (personal best) and gbest (global best) [41], where pbest represents165
the best solution of a particle, and gbest represents the global best solution so
far within the population. Because the second method has been proven to be
more efficient than the others in [53], the second update strategy is used in this
research.
2.3. Candidate Solution Generation Strategies(CSGSs)170
The proposed SPS-PSO algorithm uses the following five CSGSs. These
CSGSs have been proven to be effective in [53, 54, 33, 55].
1) The CSGS in [53] is used, and it is described as follows:














where t represents the tth iteration in the evolutionary process. D is the di-175
mensionality of the search space and d ∈ D represents the dth dimension. w
is an inertia weight. xti,d represents the d
th dimension of the current particle’s
position. vti,d ∈ [−vmax, vmax] represents the velocity of the ith particle in the
current iteration t. c1 and c2 are acceleration constants. r1 and r2 are random
values uniformly distributed in the range of [0, 1]. pi,d and pg,d represent the180
dth elements of personal best solution and global best solution, respectively.
2) The position update strategy proposed in [54] is used in SPS-PSO as one
CSGS. It is described as follows:
xt+1i,d = r1 ∗ x
t





where xta,d and x
t
b,d are position vectors of two random particles. The veloc-
ity update method and other variables have the same meaning as described185
previously.
3) Estimation-based velocity update strategy from [56] is used in SPS-PSO
as one CSGS. It is described as follows:
c =
























where N (0, 1) and C (0, 1) represent two numbers randomly generated by the190
Gaussian distribution and Cauchy distribution, respectively. meanti,d is set to
be the same as in Ref. [57]. The position update method and other variables
have the same meaning as described previously.
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4) The velocity update strategy from [55] is used in SPS-PSO as one CSGS.
It is described as follows:195





where fi = [fi (1) , fi (2) , ..., fi (d)] defines which pbest should be used by the
current particle. pbestfi(d) can be the corresponding dimensionality of any par-
ticle’s pbest including its own pbest. The position update method and other
variables have the same meaning as described previously.
5) The strategy from [56] is used in SPS-PSO as one CSGS. It is described200
as follows:
vt+1i,d = w ∗ vti,d + 0.5∗c1 ∗ r1 ∗
(
pbestfi(d) − xti,d+pg,d − xti,d
)
, (7)
where the position update method and other variables have the same meaning
as described previously.
2.4. Strategy Self-adaptive Mechanism
In the strategy self-adaptive mechanism, each CSGS is assigned a selection205
probability. The selection probability of each CSGS is increased or decreased
based on its performance in the evolution process. Two main problems should
be considered here: (1) which CSGS should be selected, and (2) how to update
the selection probabilities according to the performance of the CSGS?
An update cycle is set for all CSGSs, and in each cycle, the selection prob-210
ability for each CSGS is fixed. If a CSGS successfully improves a solution, i.e.,
the new solution generated by this CSGS is better than the old one, the strat-
egy selection probability of this CSGS will be increased; otherwise, it will be
decreased. At the beginning of the algorithm, all CSGSs are assigned the same
initial selection probability, which is set to 1/Nq, where Nq is the number of215
CSGSs in the strategy pool. The sum of all probabilities of CSGSs is 1. Pq
is then used to represent the selection probability of the qth (q = 1, 2, 3, ..., Nq)
strategy.
The roulette wheel method [58] is used to select a CSGS based on the se-
lection probabilities. The selected CSGS is then used by the current particle220
to generate a new solution. The newly generated solution is then evaluated
by a classifier, and the update mechanism mentioned in Section 2.1 is utilized
to decide whether to update pbest and gbest. Subsequently, this information
(whether the new solution is better than the original one) is recorded by the
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
Nps×Nq
and nfF lag =

0 0 · · · 0









where Nps is the number of particles, and Nq is the number of CSGSs.
For example, at some point, the qth strategy is selected for the ith particle.
If the new solution is better than the old one, then nsF lagi,q will be set to
7
1; otherwise, nfF lagi,q will be set to 1. If the evolution of the current gener-230
ation is completed, the sum of each column from nsF lagi,q and nfF lagi,q is
calculated, respectively. The results are then recorded as two elements, Sk,q
and Fk,q (k = 1, 2, ..., Ng, q = 1, 2, ..., Nq), as shown in Formula (9), where Ng
represents the number of generations in a cycle, indicating that the selection
probability will be updated once Ng generations are completed, and Sk,q means235
the number of successful evolutions that the qth strategy has in the kth gen-
eration. Meanwhile, the matrices nsF lagNps×Nq and nfF lagNps×Nq are reset
according to Formula (8) after the selection probabilities are updated, so that
new information can be recorded in the next cycle.
S =

0 0 · · · 0
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After the process is repeated for Ng generations, the total number of suc-240
cesses and failures of all CSGSs during the Ng generations is calculated, and
the selection probability of each CSGS is updated. First, sum each column from
S and F in Formula (9) is calculated to get the total number of successful in-
stances or failed instances of each CSGS during the whole Ng generations, and
the results are recorded as S1q . If the total number of successful evolution of a245
CSGS is 0, i.e., the value of S1q is 0, a small enough value ε is assigned to S
1
q .







ε, if S1q = 0
S1q , otherwise
(11)
Then, S2q is divided by their total number of times that a strategy was selected,
as shown in Formula (12). This step is designed to obtain the probability that250
a given CSGS succeeds in Ng generations of evolution. This probability will
determine the likelihood of the CSGS being selected in the next cycle. At the
same time, to guarantee that the summed probabilities of all CSGS is 1, S3q is
normalized; the calculation process is shown in Formula (13). Finally, pq refers



















Algorithm 1: The Self-adaptive Mechanism for SPS-PSO
Input: the number of fitness evaluations (NFE), current number of
fitness evaluations (cFE), population size (Nps), the number of
strategies (Nq), pq =
1
Nq
(q = 1, 2, 3, ..., Nq), Ng = 10,
cur iter = 0, flag iter = 0;
Output: gbest
1 while cFE < NFE do
2 i = 0;
3 for i < Nps do
4 Select a CSGS from the strategy pool based on the selection
probabilities using the roulette wheel method to get the new
particle xnewi and its fitness;
5 if xnewi is better than xi then
6 nsF lagi,q = 1;
7 if xnewi is better than pbest then
8 Replace pbest with xnewi ;
9 if xnewi is better than gbest then





15 nfF lagi,q = 1;
16 end
17 cFE = cFE + 1;
18 Replace xi with x
new
i ;
19 i = i+ 1;
20 end
21 cur iter = cur iter + 1;
22 Calculate the sum of each column in nsF lagi,q and record it in
SNg×Nq ;
23 Calculate the sum of each column in nfF lagi,q and record it in
FNg×Nq ;
24 Reset nsF lagi,q and nfF lagi,q to zero matrices;
25 if cur iter − flag iter = Ng then
26 Use SNg×Nq and FNg×Nq to update pq (q = 1, 2, 3, ..., Nq);
27 Reset SNg×Nq and FNg×Nq to zero matrices;




2.5. Parameter Self-adaptive Mechanism
Parameter adaptation has been used in many EC algorithms. Qin et al. [59]
proposed a self-adaptive differential evolution (SaDE) algorithm, in which the
trial vector generation strategies and their related control parameter values are260
gradually adapted to a given problem. In addition, Fan et al. [60] proposed a
self-adaptive differential evolution algorithm with zoning evolution of control pa-
rameters and adaptive mutation strategies (ZEPDE). The overall performance
of ZEPDE is better than those of other similar algorithms for solving optimiza-
tion problems, especially when the test function has a higher dimensionality.265
In this research, in order to improve PSO for feature selection problems, the
parameter adaptation mechanism is introduced and further developed into the
proposed algorithm.
2.5.1. Parameter Initialization
In the self-adaptive process for parameters, a parameter starts from an ini-270
tial value, and after undergoing the process, finally reaches its optimal value,
which can make the corresponding CSGS perform well in the optimization pro-
cess. In [59], a parameter self-adaptive mechanism is employed in a differential
evolution (DE) algorithm, and all the parameters are given the same initial
value. However, in SPS-PSO, it is not suitable for all parameters to have the275
same initial value. Because the appropriate range of each parameter may vary
considerably, evolution will take more time if the initial value of a parameter is
far from its optimal values. At the same time, because of the increase in gap
between the initial value and the optimal value, the probability that the param-
eter falls into local optima also greatly increases. In this case, the parameters280
have a greater probability of falling into the local optima instead of reaching
their global optimal value(s).
To improve the performance of CSGSs through adjusting their parameters in
SPS-PSO, it is necessary to make the parameters reach their optimal values more
quickly while reducing their probability of falling into local optima. Although285
the specific optimal parameter value is not determined, each parameter can be
given a good enough value that will serve as the initial value. Therefore, the
initial value for each parameter is set individually. More specifically, the initial
value of each parameter is set to a value that is proven to result in a good
performance.290
2.5.2. Parameter Update Procedure
The traditional PSO algorithm uses fixed parameter values. A good set of
parameters can improve the performance of the algorithm [59]. For a specific
problem, the parameters can reach the optimal values that can make the CSGSs
perform well. In SPS-PSO, the Gaussian transformation is used to adjust the295
parameter values to better values.
In SPS-PSO, to make the parameters more quickly approach the suitable
values that would cause the corresponding CSGSs to generate better solutions
(i.e., with higher classification accuracy and smaller solution sizes), values from
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existing literature were assigned to be the initial values for the parameters.300
PVMNp =
[
P1 P2 · · · PNp
]
, where Np is the total number of parameters
of all the CSGSs, and Pn is the n
th parameter in PVMNp . At the beginning of
a generation, all parameter values are set using Formula (14).
PVMemory =
 P1 P2 · · · PNpP1 P2 · · · PNp




If a strategy is chosen to generate a particle, its parameter values will be se-
lected from the corresponding elements in PVMemoryNps×Np . For example,305
if the ith particle selects CSGS 1 to generate a new particle, then the need-
ed parameters are taken out from the ith row and corresponding columns in
PVMemoryNps×Np . The new parameters values are then generated from the
old ones through Gaussian transformation, in which the initial value is used
as the mean value while the standard deviation is 0.3. These newly generated310
parameter values will be used to generate a new particle. If the new particle
performs better than the old one, these new parameter values will replace the
corresponding old values in PVMemoryNps×Np . After a generation of evolu-
tion, the mean values of all columns of PVMemoryNps×Np are calculated and
then recorded in TempPVMNg×Np .315
TempPVM =
 TP1 TP2 · · · TPNpTP1 TP2 · · · TPNp




Ng is set as an evolutionary cycle. After every Ng generations, the new param-
eter values that are used in the next cycle will be generated by counting the
values in all TempPVMNg×Np . The counting method is to get the average val-
ue of each generation for every parameter in TempPVMNg×Np , i.e., the mean
value of every column in TempPVMNg×Np is calculated. These new parameter320
values will replace PVMNp and will be used in the next evolution cycle. In the
evolution process, each of the related parameter values are gradually adapted
by learning the valid values that they generated before. In this process, the
algorithm can adaptively determine more suitable parameter values according
to different stages of the search process.325
3. Experiments
In this section we present the experimental methods. Nine datasets with
more than 600 dimensions were used to perform the experiments. To inves-
tigate whether the evolutionary computation based feature selection method
is effective and to test the performance of SPS-SPO for feature selection, two330
groups of experiments were conducted. In the two groups of experiments, four
classifiers and four other evolutionary algorithms were employed. The detailed
descriptions about the datasets, experimental methods, and parameter settings
are given as follows.
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Algorithm 2: The Parameter Update Procedure
Input: The number of fitness evaluations (NFE), current number of fitness
evaluations (cFE), population size (Nps),
PVMNp =
[
P1 P2 · · · PNp
]
, cur iter = 0, flag iter = 0;
1 while cFE < NFE do
2 Set PVMNp to PVMemoryNps×Np ;
3 i = 0;
4 for i < Nps do
5 Get the parameters needed from PVMemoryNps×Np , and generate a
new parameter value pi by Gaussian transformation;
6 Generate a new particle with the corresponding CSGS and pi;
7 if xnewi is better than xi then
8 PVMemoryi,n = pi;
9 end
10 i = i + 1;
11 cFE = cFE + 1;
12 end
13 cur iter = cur iter + 1;
14 Calculate the mean of each column in PVMemoryNps×Np and record it in
TempPVMNg×Np ;
15 Replace PVMNp with TempPVMl,Np (l = cur iter − flag iter);
16 if cur iter − flag iter = Ng then
17 Calculate the mean of each column in TempPVMyNps×Np and replace
PVMNp ;
18 Reset TempPVMemoryNps×Np to zero matrix;




Table 1: The detailed Information of Datasets
ID Datasets NoE NoF NoC
DS1 isolet5 1559 617 26
DS2 MultipleFeaturesDigit 2000 649 10
DS3 CNAE 1080 856 9
DS4 reged01 500 999 2
DS5 tied 750 999 4
DS6 marti 500 1024 2
DS7 MicroMass 360 1300 2
DS8 gisette valid 1000 5000 2
DS9 drivFaceD 606 6400 3
3.1. Datasets335
The datasets used in the experiments are chosen from the University of Cali-
fornia Irvine (UCI) Machine Learning Repository [51] and Causality Workbench
[52], as shown in Table 1. Among them, DS 1, DS 2, DS 3, DS 6, DS 7, DS 8,
and DS 9 are from UCI whereas DS 4 and DS 5 are from Causality Workbench.
To assess the performance of SPS-PSO on large-scale feature selection problems,340
the dimensions of all datasets are greater than 600. A brief description of all
datasets is shown in Table 1.
In Table 1, “DSn” represents the nth dataset, NoE means the number of
examples, NoF represents the number of features (dimensions), and NoC is the
number of classes. Furthermore, all the datasets were divided into training345
sets and test sets. Among them, the training sets account for 70%, while the
remaining 30% is used as test sets. For the classifiers, 3-fold cross-validation is
used to obtain the classification accuracy.
3.2. Algorithms and Classifiers for Comparison
Two groups of experiments were performed: (1) Different classifiers may350
have different levels of performance when being used in feature selection prob-
lems. When different classifiers are used as evaluation functions, the accuracy
and sizes of the solutions obtained by SPS-PSO may also be different, too. To
prove that this proposed method is effective for more classifiers, four different
classifiers, namely KNN [46], LDA [47], SVM [49], and ELM [50], were used as355
evaluation functions for SPS-PSO, respectively. To investigate the performance
of different EC algorithms, a relatively suitable classifier was used as the final
evaluation function. (2) To further show the superiority of the SPS-PSO algo-
rithm compared with the other four EC techniques, four EC algorithms, namely
PSO [41], GA [61], DE [62], and SaDE [59], were used as comparison algorithms360
for the same classifier, which was KNN.
3.3. Parameter Settings
Detailed information on the parameter settings of SPS-PSO is given in Ta-
ble 2, where θ is a threshold used to determine whether the feature should be
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Table 2: Parameter Values of SPS-PSO
Operating parameters Initial values of parameters
θ NFE Ng Nps PV1 PV2 PV3 PV4 PV5
0.6 100,000 10 100 1.49445 1.49445 1.49618 1.49618 0.7298
selected. NFE represents the maximum number of fitness evaluations. Ng is365
the number of the leaning periods, which is the number of generations between
two update cycles. Nps represents the number of the particles, and PVn shows
the initial parameter values for CSGSs. At the same time, the parameter values
of the compared algorithms are set to be the same as those used in their orig-
inal references. The parameter values of the four different classifiers are set as370
follows: KNN: number of neighbors K=3; LDA: type is diagLinear; ELM: the
number of hidden layer nodes is 100, and the kernel function is sigmoid func-
tion; SVM: the kernel function is RBF, the loss function C=1, and the gamma
function G=0.07.
To compare the performance of different algorithms as fairly as possible,375
NFE was used as stop criteria, and the same NFE = 100, 000 was used for
each comparison algorithm. The qualities of the final solutions obtained by the
different algorithms were compared. Meanwhile, to obtain more valuable and
statistical conclusions, each experiment was repeated 26 times.
4. Results and Analysis380
The experimental results are shown in Tables 3∼8. In these tables, “mean”
represents the average value of the accuracy or the size of the final solution
obtained by each algorithm, and “std” represents the standard deviation. In
Table 5 and Table 8, the %-column lists the proportion of features that is reduced
by an algorithm from the complete feature sets. A statistical significance test385
(T-test) with a confidence level of 95% is employed [63]. Therefore, the symbol
“+” means that the benchmark method is better than the corresponding method
with a significant difference, “-” means that the benchmark method is worse
than the corresponding method with a significant difference, and “=” means
that there is no significant difference between the benchmark method and the390
corresponding method. The symbols are followed by the p values from the
statistical significance test. Taking Table 4 as an example, “+” indicates that
KNN is better than ELM with a significant difference, and “=” indicates that
there is no significant difference between KNN and ELM.
4.1. Comparison of the Four Classifiers395
Table 3 and Table 4 show the classification accuracy of SPS-PSO on the
training sets and test sets with the four types of classifiers: KNN, LDA, SVM,
and ELM. Table 5 shows the solution sizes (the number of finally selected fea-
tures) obtained by SPS-PSO on the training sets when the four classifiers are
used as evaluation functions, respectively.400
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Table 3: CLASSIFICATION ACCURACY OF THE FOUR CLASSIFIERS USING SPS-PSO
ON TRAINING SETS
Datasets
KNN LDA SVM ELM
mean std mean std mean std mean std
DS 1
9.06E-01 7.30E-03 9.41E-01 2.70E-03 9.36E-01 4.10E-03 8.79E-01 1.12E-02
-,<0.001 -,<0.001 +,<0.001
DS 2
9.79E-01 1.10E-03 9.93E-01 1.00E-03 1.17E-01 0 8.04E-01 4.70E-03
-,<0.001 +,<0.001 +,<0.001
DS 3
9.30E-01 5.20E-03 9.63E-01 2.50E-03 8.04E-01 4.10E-03 9.42E-01 4.60E-03
-,<0.001 +,<0.001 -,<0.001
DS 4
9.94E-01 2.00E-03 9.97E-01 0 8.97E-01 0 9.26E-01 2.80E-03
-,<0.001 +,<0.001 +,<0.001
DS 5
9.94E-01 5.10E-03 9.99E-01 9.00E-04 1.00E+00 0 9.51E-01 2.36E-02
-,<0.001 -,<0.001 +,<0.001
DS 6
8.95E-01 2.40E-03 6.33E-01 5.50E-03 8.89E-01 0 8.88E-01 3.50E-03
+,<0.001 +,<0.001 +,<0.001
DS 7
9.85E-01 5.30E-03 1.00E+00 8.00E-04 5.93E-01 5.17E-02 9.28E-01 1.14E-02
-,<0.001 +,<0.001 +,<0.001
DS 8
9.73E-01 3.50E-03 9.83E-01 5.30E-03 5.09E-01 0 8.51E-01 5.40E-03
-,<0.001 +,<0.001 +,<0.001
DS 9
9.85E-01 1.40E-03 8.86E-01 4.20E-03 9.10E-01 0 9.54E-01 2.30E-03
+,<0.001 +,<0.001 +,<0.001
Table 4: CLASSIFICATION ACCURACY OF THE FOUR CLASSIFIERS USING SPS-PSO
ON TEST SETS
Datasets
KNN LDA SVM ELM
mean std mean std mean std mean std
DS 1
8.25E-01 1.32E-02 8.76E-01 1.21E-02 7.21E-01 2.22E-02 7.50E-01 1.66E-02
-,<0.001 +,<0.001 +,<0.001
DS 2
9.48E-01 5.90E-03 9.78E-01 3.60E-03 1.21E-01 1.60E-03 9.36E-01 6.10E-03
-,<0.001 +,<0.001 +,<0.001
DS 3
8.13E-01 2.88E-02 8.85E-01 1.86E-02 1.92E-01 2.16E-02 7.25E-01 4.15E-02
-,<0.001 +,<0.001 +,<0.001
DS 4
8.94E-01 2.02E-02 9.45E-01 1.70E-02 8.47E-01 0 8.60E-01 1.94E-02
-,<0.001 +,<0.001 +,<0.001
DS 5
9.36E-01 1.58E-02 9.74E-01 7.70E-03 9.21E-01 1.56E-02 8.79E-01 2.03E-02
-,<0.001 +,<0.001 +,<0.001
DS 6
8.48E-01 1.04E-02 5.54E-01 4.32E-02 8.67E-01 0 8.50E-01 9.90E-03
+,<0.001 -,<0.001 =,0.45
DS 7
7.89E-01 4.07E-02 8.39E-01 3.15E-02 5.29E-01 3.23E-02 7.04E-01 3.77E-02
-,<0.001 +,<0.001 +,<0.001
DS 8
8.96E-01 1.36E-02 9.22E-01 1.18E-02 5.20E-01 0 8.74E-01 1.54E-02
-,<0.001 +,<0.001 +,<0.001
DS 9
9.17E-01 6.90E-03 7.92E-01 4.84E-02 8.79E-01 0 9.14E-01 7.60E-03
+,<0.001 +,<0.001 =,0.11
It can be seen from Table 3 that KNN is better than SVM on 7 training sets
with significant difference, and that KNN is better than ELM on 8 training sets
with a significant difference. Similarly, it can be seen from Table 4 that KNN
outperforms SVM on 8 test sets with a significant difference, whereas KNN
outperforms ELM on 7 test sets with a significant difference. Table 4 also shows405
that KNN outperforms SVM and ELM in terms of classification accuracy on
most training sets and test sets. From Table 3 and Table 4 we can see that KNN
outperforms LDA on only 2 training sets and 2 test sets, respectively, i.e., the
classification accuracy of LDA is higher than that of KNN on most training sets
and test sets. It would therefore seems that LDA is better. However, evaluation410
in terms of classification performance is only one of the two objectives of this
study. Thus, it is necessary to further analyze the sizes of the final solutions.
From Table 5 we see that feature selection can reduce most of the features
for all the classifiers. For example, it can reduce 70%-80% features for KNN.415
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Table 5: The SOLUTION SIZEs OF THE FOUR CLASSIFIERS USING SPS-PSO ON
TRAINING SETS
Datasets
KNN LDA SVM ELM
mean std % mean std % mean std % mean std %
DS 1
1.56E+02 1.10E+01 74.73 1.55E+02 1.07E+01 74.86 1.46E+02 9.81E+00 76.29 1.04E+02 1.65E+01 83.13
=,0.72 -,<0.001 -,<0.001
DS 2
1.71E+02 2.16E+01 73.66 1.59E+02 9.47E+00 75.52 1.71E+02 2.52E+01 73.59 2.75E+02 4.06E+01 57.62
-,0.008 =,1 +,<0.001
DS 3
2.54E+02 3.02E+01 70.28 3.03E+02 3.21E+01 64.65 1.33E+02 8.22E+00 84.48 1.95E+02 1.92E+01 77.25
+,<0.001 -,<0.001 -,<0.001
DS 4
1.96E+02 3.85E+01 80.41 1.13E+02 2.17E+01 88.72 1.45E+01 5.76E+00 98.55 2.89E+02 4.69E+01 71.05
-,<0.001 -,<0.001 +,<0.001
DS 5
1.89E+02 2.57E+01 81.13 2.33E+02 4.56E+01 76.66 1.13E+02 5.82E+00 88.70 1.36E+02 4.20E+01 86.40
+,<0.001 -,<0.001 -,<0.001
DS 6
3.04E+02 3.81E+01 70.35 3.47E+02 4.54E+01 66.15 1.53E+01 5.14E+00 98.50 3.46E+02 5.96E+01 66.23
+,<0.001 -,<0.001 +,0.002
DS 7
3.21E+02 2.87E+01 75.31 2.43E+02 3.41E+01 81.28 7.11E+01 1.75E+01 94.53 3.01E+02 4.10E+01 76.83
-,<0.001 -,<0.001 =,0.033
DS 8
1.26E+03 1.14E+02 74.87 1.17E+03 7.00E+01 76.58 2.49E+02 4.13E+01 95.01 1.29E+03 1.63E+02 74.14
-,<0.001 -,<0.001 =,0.41
DS 9
1.88E+03 2.51E+02 70.67 1.84E+03 2.43E+02 71.33 3.25E+02 5.07E+01 94.92 1.71E+03 1.83E+02 73.33
=,0.53 -,<0.001 -,0.004
This indicates that feature selection is an effective method for simplifying the
classification systems. It can be seen from Table 5 that SVM achieves the s-
mallest solution sizes on eight datasets. However, the classification accuracy of
SVM on the training and test sets are too low on DS 2, DS 7, and DS 8. The
accuracy of SVM on training sets DS 2, is only 11.7%, in particular. This re-420
sults indicates that SVM is unstable. It seems that KNN, LDA, and ELM have
advantages in terms of the solution size. It can be seen from Table 5 that, LDA
only reduced 64% and 66% of all features on DS 3 and DS 6, respectively, and
ELM only reduced 57% and 66% of all features on DS 2 and DS 6, respectively.
By contrast, KNN can consistently reduce more than 70% of all features on all425
training sets. Besides, the standard deviation of KNN is slightly smaller than
those of LDA and ELM. Therefore, although KNN is not the best classifier on
all datasets, its performance is the most stable. The experimental results reveal
that SPS-PSO can achieve good performance for feature selection when differ-
ent classifiers are used as evaluation functions, respectively. In addition, it can430
be concluded that feature selection is an effective approach for improving the
performance of classification systems. Nevertheless, some different classification
results are different when different classifiers are employed. In the four classi-
fiers, KNN’s performance is more stable, although the solution size obtained is
not as good as SVM and the classification accuracy is not as good as that of435
LDA, KNN performs the most stably among the four classifiers, i.e., KNN can
consistently reduce more than 70% features while ensuring a good classification
accuracy. Thus, KNN is chosen as the final classifier for comparing SPS-PSO
with the other EC algorithms.
4.2. Comparison of SPS-PSO with Other EC Algorithms440
Table 6 and Table 7 show classification accuracy of SPS-PSO and the other
EC algorithms on training sets and test sets, respectively. Meanwhile, Table
8 shows the final solution sizes on training sets obtained by SPS-PSO and the
other algorithms.
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It can be observed from Table 6 that the classification accuracy of SPS-445
PSO is higher than that of PSO on 8 training sets with a significant difference.
Similarly, SPS-PSO is better than GA, DE, and SaDE on 7, 9, and 9 datasets,
respectively. On DS 6 and DS 9, GA has a higher classification accuracy than
that of SPS-PSO. However, the difference between them is so small that it can
even be neglected. Besides, considering the significant difference, SPS-PSO is450
the same as that of GA on DS 6. All in all, the performance of SPS-PSO in
terms of classification accuracy on the training sets is better than those of the
other EC algorithms. It can be seen from Table 7 that SPS-PSO is obviously
better than the other EC algorithms with a significant difference on the test sets.
It can be observed from Table 8 that the solutions obtained by SPS-PSO are455
much smaller than those obtained by the other EC algorithms on all datasets
with a significant difference. On these nine datasets, SPS-PSO removed over
70% of the features. Particularly, SPS-PSO can remove over 80% of features
on DS 3 and DS 4. To sum up, SPS-PSO can remove a significant number of
redundant and irrelevant features. According to Tables 6∼8, it can be observed460
that SPS-PSO can not only reduce the sizes of the solutions but also obtain
higher classification accuracy compared with other algorithms. Therefore, the
strategy and parameter self-adaptive mechanisms are very effective techniques
for improving the performance of evolutionary algorithms on large-scale feature
selection problems.465
4.3. Convergence Performance of the EC Methods on the Training Sets
Fig.1 and Fig.2 illustrate the convergence performance of SPS-PSO and the
other EC algorithms on the nine training sets in terms of classification accura-
cy and solution sizes (it is noted that the scales along Y axis are different for
different graphs).To produce graphs that can be read more clearly, the conver-470
gence performance curves on the nine datasets are provided in Fig.1 and Fig.2
separately.
Table 6: CLASSIFICATION ACCURACY OF METHODS ON TRAINING SETS(KNN)
Data sets
PSO GA DE SaDE SPS-PSO
mean std mean std mean std mean std mean std
DS 1
8.52E-01 8.00E-03 8.32E-01 6.70E-03 8.04E-01 3.70E-03 8.11E-01 4.20E-03 9.06E-01 7.30E-03
+,<0.001 +,<0.001 +,<0.001 +,<0.001
DS 2
9.75E-01 1.30E-03 9.71E-01 1.90E-03 9.67E-01 1.10E-03 9.68E-01 1.10E-03 9.79E-01 1.10E-03
+,<0.001 +,<0.001 +,<0.001 +,<0.001
DS 3
8.71E-01 1.71E-02 8.78E-01 1.40E-02 8.19E-01 9.40E-03 8.17E-01 9.10E-03 9.30E-01 5.20E-03
+,<0.001 +,<0.001 +,<0.001 +,<0.001
DS 4
9.71E-01 7.20E-03 9.49E-01 8.90E-03 9.39E-01 2.20E-03 9.44E-01 2.80E-03 9.94E-01 2.00E-03
+,<0.001 +,<0.001 +,<0.001 +,<0.001
DS 5
9.53E-01 1.14E-02 9.39E-01 8.00E-03 9.07E-01 3.70E-03 9.16E-01 3.00E-03 9.94E-01 5.10E-03
+,<0.001 +,<0.001 +,<0.001 +,<0.001
DS 6
8.95E-01 1.40E-03 8.95E-01 3.20E-03 8.92E-01 1.40E-03 8.92E-01 2.10E-03 8.95E-01 2.40E-03
=,1 =,1 +,<0.001 +,<0.001
DS 7
9.72E-01 1.40E-03 9.54E-01 1.09E-02 9.33E-01 4.80E-03 9.39E-01 6.70E-03 9.85E-01 5.30E-03
+,<0.001 +,<0.001 +,<0.001 +,<0.001
DS 8
9.57E-01 6.40E-03 9.54E-01 3.00E-03 9.47E-01 1.60E-03 9.49E-01 1.70E-03 9.73E-01 3.50E-03
+,<0.001 +,<0.001 +,<0.001 +,<0.001
DS 9
9.84E-01 1.20E-03 9.85E-01 1.80E-03 9.83E-01 1.10E-03 9.83E-01 1.10E-03 9.85E-01 1.40E-03
+,0.004 =,1 +,<0.001 +,<0.001
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Table 7: CLASSIFICATION ACCURACY OF METHODS ON TEST SETS(KNN)
Data sets
PSO GA DE SaDE SPS-PSO
mean std mean std mean std mean std mean std
DS 1
7.83E-01 1.98E-02 7.59E-01 2.03E-02 7.53E-01 1.38E-02 7.50E-01 1.66E-02 8.25E-01 1.32E-02
+,<0.001 +,<0.001 +,<0.001 +,<0.001
DS 2
9.44E-01 8.00E-03 9.38E-01 6.00E-03 9.38E-01 8.00E-03 9.36E-01 6.10E-03 9.48E-01 5.90E-03
+,0.031 +,<0.001 +,<0.001 +,<0.001
DS 3
7.60E-01 4.74E-02 7.85E-01 2.86E-02 7.43E-01 3.27E-02 7.25E-01 4.15E-02 8.13E-01 2.88E-02
+,<0.001 +,<0.001 +,<0.001 +,<0.001
DS 4
8.66E-01 1.92E-02 8.58E-01 1.26E-02 8.64E-01 2.02E-02 8.60E-01 1.94E-02 8.94E-01 2.02E-02
+,<0.001 +,<0.001 +,<0.001 +,<0.001
DS 5
8.86E-01 1.51E-02 8.90E-01 1.54E-02 8.74E-01 1.31E-02 8.79E-01 2.03E-02 9.36E-01 1.58E-02
+,<0.001 +,<0.001 +,<0.001 +,<0.001
DS 6
8.57E-01 1.15E-02 8.47E-01 9.50E-03 8.48E-01 1.16E-02 8.50E-01 9.90E-03 8.48E-01 1.04E-02
-,0.002 =,0.7 =,1 =,0.45
DS 7
6.88E-01 4.86E-02 6.93E-01 3.78E-02 6.86E-01 5.03E-02 7.04E-01 3.77E-02 7.89E-01 4.07E-02
+,<0.001 +,<0.001 +,<0.001 +,<0.001
DS 8
8.83E-01 9.80E-03 8.82E-01 1.45E-02 8.79E-01 1.44E-02 8.74E-01 1.54E-02 8.96E-01 1.36E-02
+,<0.001 +,<0.001 +,<0.001 +,<0.001
DS 9
9.12E-01 1.04E-02 9.16E-01 1.00E-02 9.18E-01 1.00E-02 9.14E-01 7.60E-03 9.17E-01 6.90E-03
+,0.032 =,0.65 =,0.65 =,0.11
Table 8: SOLUTION SIZE OF METHODS ON TRAINING SETS (KNN)
Datasets
PSO GA DE SaDE SPS-PSO
mean std % mean std % mean std % mean std % mean std %
DS 1
1.72E+02 1.87E+01 72.20 3.48E+02 3.34E+01 43.67 2.51E+02 1.41E+01 59.32 2.33E+02 1.36E+01 62.27 1.56E+02 1.10E+01 74.73
+,<0.001 +,<0.001 +,<0.001 +,<0.001
DS 2
1.98E+02 1.80E+01 69.45 3.38E+02 5.41E+01 47.86 2.64E+02 1.25E+01 59.34 2.56E+02 1.22E+01 60.54 1.71E+02 2.16E+01 73.66
+,<0.001 +,<0.001 +,<0.001 +,<0.001
DS 3
3.91E+02 6.21E+01 54.35 6.79E+02 3.73E+01 20.64 6.70E+02 9.74E+01 21.71 4.76E+02 1.73E+02 44.41 2.54E+02 3.02E+01 70.28
+,<0.001 +,<0.001 +,<0.001 +,<0.001
DS 4
2.91E+02 3.94E+01 70.90 4.84E+02 8.46E+01 51.59 4.01E+02 1.46E+01 59.82 3.79E+02 1.99E+01 62.10 1.96E+02 3.85E+01 80.41
+,<0.001 +,<0.001 +,<0.001 +,<0.001
DS 5
3.31E+02 6.95E+01 66.86 4.83E+02 7.03E+01 51.64 4.03E+02 1.66E+01 59.66 3.87E+02 1.65E+01 61.27 1.89E+02 2.57E+01 81.13
+,<0.001 +,<0.001 +,<0.001 +,<0.001
DS 6
3.14E+02 4.78E+01 69.36 5.23E+02 9.67E+01 48.88 4.13E+02 5.21E+01 59.67 3.95E+02 2.25E+01 61.40 3.04E+02 3.81E+01 70.35
=,0.37 +,<0.001 +,<0.001 +,<0.001
DS 7
4.12E+02 2.73E+02 68.31 7.34E+02 1.65E+02 43.57 5.21E+02 1.89E+01 59.92 5.02E+02 2.10E+01 61.37 3.21E+02 2.87E+01 75.31
=,0.08 +,<0.001 +,<0.001 +,<0.001
DS 8
1.69E+03 1.24E+02 66.27 2.71E+03 4.50E+02 45.88 2.01E+03 5.30E+01 59.80 1.95E+03 5.23E+01 60.96 1.26E+03 1.14E+02 74.87
+,<0.001 +,<0.001 +,<0.001 +,<0.001
DS 9
1.91E+03 9.42E+01 70.11 3.23E+03 5.30E+02 49.47 2.57E+03 7.26E+01 59.82 2.48E+03 6.59E+01 61.23 1.88E+03 2.51E+02 70.67
+,0.54 +,<0.001 +,<0.001 +,<0.001
Through a comparison of the convergence curves of these algorithms, it is
found that the performance levels of the four algorithms are relatively close at
the beginning, because all the algorithms use the same initialization method.475
At the early stages of the algorithms, SPS-PSO converges significantly faster
than PSO, GA, DE, and SaDE. At the later stages, the convergence of the five
algorithms is significantly reduced. Through observations on the convergence
curves in terms of the classification accuracy and solution sizes, SPS-PSO out-
performs the other four algorithms on all the datasets except DS 6 and DS 9.480
On DS 6 and DS 9, although the classification performance levels of SPS-PSO
and GA are similar, the solution size curves of GA converged very early and
quickly stopped. Similarly, although the convergence curve of PSO is relatively
close to that of SPS-PSO, it does not perform as well as SPS-PSO in terms
of the final classification accuracy and solution sizes. Feature selection can be485
seen as an optimization problem that requires both high classification accuracy
and small solution size. When compared with SPS-PSO, the other four EC
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Figure 1: The classification accuracy and solution sizes of different algorithms on training sets





Figure 2: The classification accuracy and solution sizes of different algorithms on training sets
(DS 7- DS 9). 20
algorithms cannot optimize the classification accuracy and the solution size as
well for large-scale feature selection problems at the same time. The other EC
algorithms fall into local optima more easily. In addition, if NFE is set to a490
small number, a solution with lower quality will be obtained. If NFE is set
to a big number, a better solution, or even the best solution, can be obtained.
Therefore, there is a trade-off between computation time and performance. This
trade-off can be made by adjusting the value of NFE.
5. Conclusions and Future Work495
In this research, in order to effectively solve large-scale feature selection
problems, the strategy and parameter self-adaptive mechanisms were introduced
into PSO, and a new algorithm named SPS-PSO was designed. Furthermore,
in order to investigate the effect of feature selection for different classifiers, four
classifiers, i.e., KNN, LDA, SVM, and ELM, are used as evaluation functions for500
SPS-PSO. Experimental results on nine datasets show that the feature selection
technique is effective for improving the classification accuracy and reducing the
calculation time when different classifiers are used as evaluation functions. It is
also demonstrated that SPS-PSO can achieve higher classification accuracy and
smaller solution sizes than those of the other four EC methods on large-scale505
feature selection problems. This result indicates that the adaptive mechanisms
can significantly improve the performance of EC methods on feature selection
problems. In future work, we will try to further improve the efficiency of SPS-
PSO, and more classifiers will be used as evaluation functions for SPS-PSO to
further assess its application potential.510
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