This paper presents a novel model of a supervised machine learning approach for classification of a dataset. The model depends on a feature selection (dimensionality reduction) method that is based on pattern-based subspace clustering technique. Then this clustering technique is applied to the dataset to perform the classification of the data. This approach is a non-statistical technique that supports most of the requirements that have been discussed recently like dimensionality reduction using multivariate feature selection method, threshold independence and handling of missing data. The approach tends to handle these requirements altogether which not the case in other classification models as discussed in this paper. Another distinguishing point in this model is its dependence on the variation of the values of relative features among different objects. Experimental results on synthetic and real datasets show that approach outperforms the existing methods in both efficiency and effectiveness.
Introduction:
Data mining tasks can be classified into two categories: descriptive like clustering techniques and predictive like classification techniques. Descriptive mining tasks characterize the general properties of the data in the database. Predictive mining tasks perform inference on the current data in order to make predictions [1] . Classification is a widely used technique in various fields, including data mining, whose goal is to classify a large set of objects into predefined classes, described by a set of attributes, using supervised learning methods. Classification algorithms output formats are a knowledge representation schemes like decision rules and decision trees. These decision rules are then applied to classify the objects [2] . Examples of basic techniques for data classification like how to build decision tree classifiers, Bayesian classifiers, Bayesian belief network, rule based classifiers, Back propagation (a neural network technique) and more recent approaches to classification like support vector machines, genetic algorithm and fuzzy logic techniques [3, 4] . Many attempts have been made in the last decades to design hybrid systems for pattern classification by combining the merits of individual techniques [5] . Most approaches perform dimension reduction as a preprocessing of the data then apply classification method afterwards. Feature selection is one of the important and frequently used techniques in data preprocessing of data mining algorithms [6] . Feature Selection is a process of an attribute selection method in decision tree for splitting attributes (find the features the best divide the training data) then used in some studies to reduce the high dimensionality of the feature space [8] . More about Dimensionality reduction will be discussed later in this paper. On the other hand, clustering analysis is a procedure to partition a set of objects into a number of subsets (each subset is referred to as a cluster), each of which contains only objects as similar as possible, based on a certain pre-specified similarity metric. Up to date, a number of methods have been developed to find clusters in full feature space [9] . These approaches are effective and efficient over low-dimensional datasets. However, as the dimension increases, their performance deteriorates sharply due to the curse of dimensionality, to overcome this difficulty, we may consider using feature (or attribute) selection techniques like frequent pattern-based clustering [3] . A number of recent approaches adopted a semi-supervised model for classification. These approaches first apply unsupervised, flat clustering algorithms (k-mean clustering) to cluster all instances (training and testing data) in the dataset, and then use the resulting clustering solution to add additional instances to the training set [10] . Also this movement from clustering to classification model appear in Learning Vector Quantization (LVQ) which is based on a standard Self Organizing Maps with input vectors {x} and weights vector (representatives) {wj} where input data points have associated class information. This Proceedings of the 7 th ICEENG Conference, 25-27 May, 2010 EE236 -3 allows us to use the known classification labels of the inputs to find the best classification label for each wj. SOM algorithm aim to map continuous input space into a low dimensional spatially discrete output space (feature map). SOM algorithm first set an initial weight vectors wj and for each input sample x of D features, the Euclidean distance dj(x) is calculated as in formula (1)
then for weight wj with the minimum dj(x), the corresponding weight is updated by the following formula (2)
This procedure repeated iteratively (with a decreasing learning rate η(t)) until the map is become not changing [11] . The standard LVQ has drawbacks like the instability behavior in the case of overlapped data and the strong dependence on the initial positions of the representatives [12] .
The idea of LVQ approach in transition from clustering to classification model is similar to the approach discussed in this paper. The approach is a classification model that is based on a standard clustering technique which pattern-based clustering technique. The new factor is that the input data have associated class information. This allows us to use the known classification labels of the inputs to find the best classification label for each pattern. There are many techniques that is based in clustering but they failed to support some of the requirements of classification as discussed in this paper.
In the next section pattern-based subspace clustering is explained. In section 3 and 4, Dimensionality reduction methods and missing data techniques are discussed to show which type we are going to use in our approach. The problems we need to handle in the proposed approach is declared in section 5. The section 6 and 7 shows the proposed model and the experimental results. A discussion about the contribution of proposed model and the future work is explored in section 8
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Pattern-based Subspace Clustering:
To illustrate pattern-based clustering, we give an example in Fig. 1 . Fig. 1a is a dataset consists of five objects with five attributes. Fig. 1b shows the values of the objects in full space (five attributes), where no obvious pattern is visible. However, if we just select attributes {a, b, d, e} as in Fig. 1c for objects {2, 3, 5}, we can observe the following pattern: for all the three objects, from attribute a to attributes b; d and e, the values first go down, and then up and finally down. We can assign these three objects into the same subspace cluster as they show similar pattern. Likewise, similar patterns may exist with other objects in other subspaces [3] . a  B  C  D  e   1  80  36  55  38  42  2  35  18  26  38  17  3  98  84  45  100  80  4  63  86  72  55  83  5  56  40  50  63 To tell whether two objects in D exhibit a coherent pattern in a given subspace S, it is essential to describe how coherent the objects are on these attributes. The following definitions serve this purpose.Definition: Given two objects u, v  D and δ > 0, we say that there exists a coherent pattern between u and v in subspace S, if formula (3) and (4) are true. Objec t2
Attribute Objects
Objec t3
Objec t4
Objec t5
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To tell whether two objects in D exhibit a coherent pattern in a given subspace S, it is essential to describe how coherent the objects are on these attributes. The following definitions serve this purpose.Definition: Given two objects u, v  D and δ > 0, we say that there exists a coherent pattern between u and v in subspace S, if formula (3) and (4) are true. Subspace S is defined by the set of bounded dimensions (or subspaces), in which objects u and v have a similar shifting pattern. That is to say, if the rank of the two objects on two arbitrary attributes in S is less than a user-specified threshold d, we say that the two objects have a coherent pattern, as illustrated in Fig. 2 . The minimal variation of object v on attributes i, j is Δ, while the maximal variation of u is Δ + δ, and the difference is less than δ. If all pairs of attributes in S satisfy this, u, v have coherent pattern.
Figure (2): A coherent pattern between two objects
In this paper a novel approach is proposed for attribute selection inferred from the frequent pattern-based clustering algorithm. 
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Dimensionality Reduction:
Dimensionality reduction can be provided by feature selection and by feature extraction. Feature extraction method creates a subset of new features by combination of existing features, while feature selection method chooses a subset of all features that is more informative (more relevant to the target class). Both are utilized as a preprocessing stage for classification to improve its accuracy, reduce memory space and processing time required for classification and to reduce the cost of gathering data, noting that irrelevant features could be represented as a noisy feature that could decrease the accuracy of the classification process [13] .
An example of feature extraction methods is Independent Component Analysis ICA and Principal Component Analysis PCA. ICA removes the redundancy in features by making them as much independent from each other as possible [14] . In PCA, the new variables are linear combination of the original features, chosen to capture as much as the original variance as possible [15] .
On the other hand feature selection methods are divided into two types: univariate and multivariate feature selection methods. Univariate methods evaluate the relevance of features individually where it provides the discriminatory power (ability of the feature to discriminate between different classes) of the feature [13] , each feature is considered individually at a time. An example of univariate methods is CHI Square method and Mutual information MI method [16] which measures the dependency between each feature f and the target class c Where f and c are independent if: P(f, c) = P(f) P(c). MI is calculated as follows in formula (5):
MI is used later in [13] in another form to improve the discrimination between confusable classes (enlarge the separation between the correct class and other competing class). Such that for a feature X, the discriminating information for class Ci versus class Cj is measured as follows in formula (6) I i (X) = ∫P i (X) log P i (X)/P j (X) dX (6) Where Pi(X) and Pj(X) are the probability density functions of class Ci and class Cj for sample X. And the total averaged information for discriminating class Ci from class Cj
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Multivariate methods consider a subset of features together. Some researches on classification techniques show the implementation of a statistical approach for creating a classifier and identifying a small number of relevant features simultaneously [17] . Other methods depend on the creation of the covariance matrix and corresponding eign values and eign vectors created in the PCA method [18] . Another example [19] is the correlation based feature selection which is a pair-wise feature selection method depends on the correlation coefficient between two features fi and fj using σij which is calculated as follows in formula (8):
Feature selection method is mainly used an evaluation function to evaluate the important degree of feature to the target class. Usually, the assessed value is calculated first, then the feature which is assessed value is lower than setted threshold are removed. These methods are known as filter methods where they are independent on the predictor. In practice, people often use their experience to set an initial value, then debug threshold repeatedly according to the classification results [20] . This method is defined as wrapper feature selection method, which uses any machine learning algorithm as a black box, and search the space of all possible feature subsets to build a predictor with optimum performances. An example of Forward selection is [21] which uses Information gain to select best features then use KNN and SVM to evaluate the selected features. Wrapper methods have many types like sequential forward selection and sequential backward elimination. Forward selection starts with the single most informative feature and iteratively adds the next most informative features in a greedy fashion [22] .
The approach proposed in this paper uses multivariate wrapper feature selection method. 
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Missing Data Techniques:
Statisticians have identified three classes of missing data. The easiest situation is when data are missing completely at random (MCAR) where the probability that a variable is missing is the same for every record. If the probability that a value is missing depends only on the value of other variables, we say that it is missing at random (MAR). If the missingness depends on the missing value, data are not missing at random (NMAR), where missingness of 'Y-variable' is conditional on some other 'X-variable' observed in the data set, and this is a problem for many statistical MDTs. This happens, for instance, when we collect data with a sensor which is not able to detect values over a particular threshold. The easiest way to obtain a complete data set from an incomplete one is to erase missing items. If we do not want to lose data and perhaps information, we may try to guess missing items. This process is generally called imputation, for example mean imputation and most common attribute value (mode) imputation, but they have been compared against other MDTs where they usually regarded as bad methods by statisticians, because the standard deviation of the sample is underestimated even when data are MCAR [23, 24] .
The work in [25] also divides the missingness mechanisms according to the target to be predicted. Informative occurs when the fact that a value is missing provides information about a classification target. Non-informative occurs when the distribution of missing values is the same for all the classes of values.
The approach proposed in this paper uses the deletion of missing data approach when the data is not informative.
Problem formulation:
Problems of Data classification can be summarized in this paper into six issues: Dealing with continuous data, the curse of dimensionality, The Univariate / Multivariate feature selection problems, the dependence on threshold, the existence of noise and missing data and finally Rule Extraction difficulty.
Continuous Data
Some Classification techniques like decision trees tend to perform better when dealing with discrete/categorical features [4] . One of the difficult problems in classification is to handle quantitative data appropriately [26] , thus, it is often necessary to transform a Proceedings of the 7 th ICEENG Conference, 25-27 May, 2010 EE236 -9 continuous attribute into a categorical attributes using discretization process [2, 27] . Also Gini index which is used for classification (Decision tree classification) in attribute selection, biases multivalued attributes, also tends to favor tests that result in equal sized partitions and purity in all partitions, the technique in [28] tries to solve these problems by making a change in the attribute selection technique.
The curse of dimensionality
One of the important problems facing the development of a practically usable classifier is the high number of features (curse of dimensionality), where some of them may be irrelevant to the classification or redundant [29] . Feature selection methods is usually preferred for such problem rather than feature extraction methods like PCA, as it is problematic when there are a large number of irrelevant features that could mask the real classes (or clusters) [1] . Beside in PCA, the number of features transformed is predefined (user dependent) that could result in misclassification.
Multivariate feature selection problem Univariate approaches are simple and fast, therefore appealing and popular. However, they assume that the features are independent [30] . Bayes belief models, as an example, will be computationally intractable unless an independence assumption (often not true) among features is imposed. One of the approaches who try to solve this problem is [31] where the proposed technique aim to extract patterns from the input models and combine them with the decision tree to give interpretable rules. Several limitations restrict the use of multivariate approaches. Firstly, they are prone to overtraining, especially in p>>n (many features and few samples) settings. Secondly, they may be computationally expensive, which prevents them from being applied to a large feature space [32, 33] .
The dependence on threshold
The threshold is an important factor in many feature selection methods. However, the threshold is very difficult (non-trivial) to determine. An inappropriate threshold value may result in too many or too few patterns, with no coverage guarantees [10] . In theory, there is no good solution. The existing approaches depend on a debugging scope that is often too great to be easy to determine the threshold [20] .
Missing Data
There exist many techniques to manage data with missing items, but no one is absolutely better than the others. Different situations require different solutions. As Allison says, "the only really good solution to the missing data problem is not to have any [23] . The study in [35] perform analysis on the performance of ANN in case of missing data and replaces the missing value by the normal value, but it faces a limitation which is excluding the cases of missing more than one value.
Rule Extraction
Finally the rule extraction methods may be difficult in some classification methods like in neural network.
The technique proposed, depends on pattern based subspace clustering as way to solve some of the above problems.
The Proposed model: Pattern-based classification:
In this paper, the proposed model a new classification model to face five main challenges. 1-Solves the problem of dimensionality. 2-Handles continuous data in a better performance. 3-Finds the threshold value used pattern-based classification automatically. 4-Handles missing data partially. 5-Uses multivariate feature selection method to deal with feature-feature dependence.
The model is based on a frequent pattern-based subspace clustering technique. The selected data set is of a given and known class so we will use the definition of the Pattern-based subspace cluster but in a reverse order, as we are sure that there is a coherent pattern in this dataset (since they are in the same class) but we are going to use the definition to extract the set of attributes (subspace) S that includes the coherent pattern.
Briefly, the model works as follows: In the training phase of this approach we determine the frequent patterns appears for each class and determine the features (attributes) that produce such patterns according to different values of delta. Then in the testing phase we use these patterns for the selected features only to determine whether the tested object in the class corresponding to these patterns or not. According to the minimum error percentage value, the delta value and the used patterns are selected to be used for the classification of objects of the required class.
For example, in the training phase, patterns are evaluated and sorted as in fig 3 then difference between values of the attributes of 9 and 15 is δ, and find the error percentage, then make the test for the first 2 patterns and so on until we find the minimum error percentage
Figure (3): Selection of some patterns (four) with the least delta values
The steps of the proposed model in the following pseudo code in figure, fig 4: 
Algorithm of the Proposed Module
 int NumOfTraining //number of objects in the training set of class x.  int NumOfTesting //number of objects in the testing set of objects in different classes including class x. The steps of the proposed model in details:
Use the training dataset to evaluate the patterns that exist in class 1. In the frequent Pattern-based subspace cluster, the set of objects is unknown and the set of attributes is given while in this definition the set of attributes is unknown and the set of objects is given [3, 36] .
So the definition will be changed as follows:
Given two objects u and v in D, and these two objects are in a class 1, we have the attributes i, j is in the space S, dij is calculated as in formula (9).
If the trend of change from ui to uj is opposite to that from vi to vj, for example if ui > uj while vi < vj then this ij pattern is excluded by setting the dij by -1.
Find the maximum dij values in a matrix of size ixj calculated in step one where there are different dij for each pair of objects in the same class. Then sort these values as in figure 4 in a single dimension array after removing the dij values of -1.
Figure (4): Sorted Delta values for all patterns (58 pattern out of 164) after removing patterns of -1
Then the model starts by testing the testing set objects, that contains objects related and not related to the needed class, using the first smallest pattern ij, where delta δ = dij equals to its value in the sorted array. We use the original definition of the pattern-based subspace cluster to classify other testing objects by proving the correctness of the definition in formula 7 and 8.
Given two objects u, v in D and δ> 0, we say that there exists a coherent pattern between u and v in subspace S, if the formulas (10) and (11) are true:
The model repeats the test for 2 patterns using the delta dij of the second pattern and so on for 3 patterns using the delta dij of the third pattern and the method is repeated until the number of patterns used reaches the size of the sorted array or the error percentage is zero. Then returns back the (list of pattern) and the delta used that shows the minimum error percentage and minimum number of patterns. Note that after this step the used threshold δ is not user defined any more as in figure 5 , the least number of patterns of 
Figure (5): Error percentage after using delta values of each pattern
Finally if the accuracy of the results is good enough we can use it for the rest of the dataset. If the rank of two arbitrary objects on two attributes is less than a threshold δ, we say that the two attributes are in the set of attributes (Subspace) S.
Later on we could use the testing objects and the training objects together, so that the coherent between both the known and unknown could show the class of the tested objects.
Experiments and Results:
We apply such model within bioinformatics (Gene classification) and medical data set (Thrombosis disease classification).
Gene Classification
Data mining methods have been widely applied in bioinformatics to analyze gene functions, gene regulations, cellular processes, and subtypes of cells. Gene Classification is one important issue in gene expression data analysis because it is a basis for prediction of the function of unknown genes and much work on gene microarray analysis indicates that high correlation may exist between gene expression patterns and diseases patterns [37] . In fact, the expression levels of two closely related genes may rise and fall synchronously in response to some environmental stimuli. Unfortunately, conventional distance functions can not model this similarity effectively
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We perform an experimental study on the efficiency and effectiveness of our model with a yeast gene expression matrix with 17 conditions (attributes or features) and 40 genes which is a part of a bigger matrix [38] . We know previously 22 genes that have the similar characteristics, ten of these set is going to be used as a training data and 12 in 31 objects which are the testing set.
The results appears from our model is The classification time is 0.02 seconds 35 patterns out of 161 patterns appear to be used to find out correlated objects as in figure 4 and figure 5 to the required class with error percentage is 16,6% where the delta evaluated and used is 110.0.
Thrombosis disease classification
On the other hand, we test our model on a database collected at Chiba University hospital from the outpatient clinic of the hospital on collagen diseases (are auto-immune diseases). A thrombosis is one of the most important and severs complications in collagen diseases. It is important to detect and predict the possibilities of its occurrence. Domain experts are very much interested in discovering regularities behind patients' observations [39] . Thrombosis has four main levels or degrees, which 0 (negative or no thrombosis), 1 (positive and the most severe one), 2(positive and sever) and 3(positive and mild).
We perform an experimental study on 2 sets only of data which are of 0 and 1 degrees of thrombosis. We worked on 12 cases of 16 attributes (tests) of patients of thrombosis of degree 1. Then we test resulted patterns and delta value on 5 cases where the first 3 cases have thrombosis of level one. 17 patterns appear to be used to find out correlated objects as in figure 6 and figure 7 to the required class with error percentage is 33.3% where the delta evaluated and used is 7.3. 
Images of hand-segmented classification
Another application on this model is a continuous data collected from University of Massachusetts [40] . The subset of segmentation data is a randomly drawn instance from a database of seven outdoor images. The images were hand-segmented to create a classification for every pixel. The number of training data is 40 instances each of 19 continuous attributes. We classify only two classes out five defined classes in this data which are grass and path classes, the results appears to be of 0 % error percentage and the classification time is 0.04 seconds. The goal of any classification model is to generate more certain, precise and accurate system result in a good performance. A comparison on the accuracy of prediction and the time of classification should take place with other models to prove the strength of our model. We use six different models which Bayesian Network (BN), Naïve Bayesian Network, Decision table, BFTree, IB1 and classification via clustering models. Bayesian Networks is a graphical model for probability relationships among a set of variable features. Decision trees are trees that classify instances by sorting them based on feature values, a BFTree is type of decision tree that uses a best first method of determining its branches (shi-2007) [27] . A lazy model-based algorithm focus its effort on classifying the particular event in question, and would also return a rationale that may help the person interpret the validity of the prediction, IB1 (which uses the nearest instance for final prediction) is used because it represents the core and simplest lazy learning method [41] . The following 
Contribution:
Beside classification accuracy and time complexity of each model the six characteristics or requirements maintained above should be considered for any classification technique. Our model tries to support most of these requirements. Dealing with continuous data: The approach deals with continuous data without the need of discritization. The curse of dimensionality: The approach uses the concept used in pattern based clustering algorithm that enables it to determine the patterns that are hidden between the features of each class to remove features that are irrelevant and noisy. The model uses a Multivariate feature selection method where the idea that distinguishes it from other Multivariate approaches that it depends on the trend of variation of values among different features of object which is required in real life cases. One of the approaches that tries to apply this is PCA as it uses the covariance to measure the variation of pair of features (I, j) together as appears in formula (12) .
Where M is the number of objects in training space and μi and μj is the means of the features i and j respectively. The problem of the usage of covariance is that it depends on the deference between each feature value and the mean value of the feature for all objects. In real life cases, this may not be applicable, as in some cases, a feature value that differs from the mean or mode value could be normal. For example in medical life some people have their blood pressure higher than the normal case while they are Proceedings of the 7 th ICEENG Conference, 25-27 May, 2010 EE236 -19 healthy and suffers from no disease. The independence on threshold where the approach is a wrapper method that is a forward feature selection method. It solves a problem that appears in the pattern based clustering model and all the classification models that use the clustering algorithms which is the dependence on the user in determining the threshold value for selecting the feature. It is built on a hypothesis that if features are sorted according its relevance to the a certain class (with putting into consideration the correlation between feature) is fully correct, and classification is performed using the first attribute, then performed using the first two attributes, and so on until you select all the attributes. Then the error in classification should be decreasing until a certain point (threshold) then start to decrease. This could appear clearly in the following figure (9) . This is proved experimentally in this paper where it is clear in figure (5) and figure (6) when applying the proposed model on Gene dataset and thrombosis dataset respectively.
The existence of noise and missing data. The model should use a complete data set in training while in testing the classification depends only on the features selected (informative features). If the missing data is not informative (not of the selected features), then it won't affect the classification and it will be simply ignored. If the missing data is informative the object will be deleted, but we are going to make an imputation of this case in future work. Finally Rule Extraction difficulty, which is considered also as a future work.
There is an extremely large literature on classification learning, including the use of clustering to augment classification. But most of these methods have a deficiency that they fail to handle all of these features altogether. For example methods that use 
Conclusion And Future Work:
There are various approaches to determine the performance of classifiers. The performance can most simply be measured by counting the proportion of correctly predicted examples in an unseen test dataset and the time of the learning and testing methods of each model. Although or perhaps because many methods of ensemble creation have been proposed, there is as yet no clear picture of which method is better. The proposed approach handles most of the discussed requirements of data classification techniques in a single model. Some models uses the clustering algorithm like pattern based clustering model to select a part of the features in high dimension data, then uses the selected features in a known classification model like decision trees and Bayesian networks. However the proposed model uses a concept in the clustering model itself to make the classification of the data. A comparison is made with six different classification models according to the accuracy of performance and the time of learning. Our model proves its efficiency and its competency according these criteria. Missing or incomplete data is a usual drawback in many real-world applications of pattern classification. Our planned future work is to find an appropriate missing data imputation for informative data in our model and to find a way for rule extraction.
