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ABSTRACT
We present the 850 µm polarization observations toward the IC5146 filamentary cloud taken using the Submillimetre Common-
User Bolometer Array 2 (SCUBA-2) and its associated polarimeter (POL-2), mounted on the James Clerk Maxwell Telescope
(JCMT), as part of the B-fields In STar forming Regions Observations (BISTRO). This work is aimed at revealing the magnetic
field morphology within a core-scale (. 1.0 pc) hub-filament structure (HFS) located at the end of a parsec-scale filament. To
investigate whether or not the observed polarization traces the magnetic field in the HFS, we analyze the dependence between the
3observed polarization fraction and total intensity using a Bayesian approach with the polarization fraction described by the Rice
likelihood function, which can correctly describe the probability density function (PDF) of the observed polarization fraction for
low signal-to-noise ratio (SNR) data. We find a power-law dependence between the polarization fraction and total intensity with
an index of 0.56 in AV ∼ 20–300 mag regions, suggesting that the dust grains in these dense regions can still be aligned with
magnetic fields in the IC5146 regions. Our polarization maps reveal a curved magnetic field, possibly dragged by the contraction
along the parsec-scale filament. We further obtain a magnetic field strength of 0.5±0.2 mG toward the central hub using the
Davis-Chandrasekhar-Fermi method, corresponding to a mass-to-flux criticality of ∼ 1.3±0.4 and an Alfvénic Mach number of
<0.6. These results suggest that gravity and magnetic field is currently of comparable importance in the HFS, and turbulence is
less important.
Keywords: radio continuum: ISM — Polarization — ISM: individual objects (IC5146) — ISM: magnetic fields
— ISM: structure — stars: formation
41. INTRODUCTION
Observations over the last few decades have revealed that
stars predominately form within magnetized and turbulent
molecular clouds (Crutcher 2012). How magnetic fields
regulate star formation, however, is still poorly understood.
Theoretical works have suggested that magnetic fields could
be important in supporting molecular clouds, suppressing the
star formation rate (e.g., Nakamura & Li 2008; Price & Bate
2008), and removing angular momentum (e.g., Mestel 1985;
Mouschovias & Paleologou 1986). Nonetheless, measure-
ments of magnetic field morphologies and strength are still
too rare to test these theories (Tamura et al. 1987; Tamura &
Kwon 2015; Kwon et al. 2015, and references therein).
Recently, much attention has been drawn to filamentary
molecular clouds, which are suggested as the key progenitors
of star formation (André et al. 2010). Li et al. (2013) found
that the intercloud media magnetic fields, traced by optical
polarimetry, were often oriented either parallel or perpendic-
ular to the filamentary clouds. Based on the recent Planck
data, Planck Collaboration et al. (2016) showed that the rel-
ative orientations between magnetic fields and filamentary
density structure changed systematically from parallel to fil-
aments in low column density areas to perpendicular in high
column density areas, with a switch point at NH ∼ 1021.7cm−2.
The observed alignment between magnetic fields and fila-
ments is consistent with theoretical works suggesting that
magnetic fields play an important role in guiding the grav-
itational or turbulence-driven contraction and also support-
ing filaments from contraction along the filament major axis
(e.g., Nakamura & Li 2008; Busquet et al. 2013; Inutsuka et
al. 2015).
Within dense filamentary clouds, morphological configu-
rations named “Hub-Filament structures” (HFSs) are com-
monly seen. Such structures consist of a central dense hub
(NH2 > 10
22 cm−2) with several converging filaments sur-
rounding the hub (Myers 2009; Li et al. 2014). The cen-
tral hubs of HFSs often host most of the star formation in a
filamentary cloud, and hence are the potential sites for clus-
ter formation. Observations found that converging filaments
connecting HFSs often have similar orientations and spac-
ings (Myers 2009). Polarization observations toward the
HFS G14.225-0.506 found that its converging filaments are
perpendicular to the large-scale magnetic fields (Busquet et
al. 2013; Santos et al. 2016). To explain these features, theo-
retical works have suggested that HFSs are formed via layer
fragmentation of clouds threaded by magnetic fields. In this
model, the local densest regions collapse quickly and form
dense hubs, then the surrounding material tends to fragment
along magnetic field lines and become parallel layers, since
the gravitational instability grows faster along the magnetic
fields (Nagai et al. 1998; Myers 2009; Van Loo et al. 2014).
Kinematic analyses have shown that the surrounding fila-
ments within HFSs might indeed be infalling material (e.g.,
Liu et al. 2015; Juárez et al. 2017; Yuan et al. 2017), at-
tributed either to accretion flows attracted by the dense hubs
(e.g., Friesen et al. 2013; Kirk et al. 2013) or to gravitation-
ally collapsing filaments (e.g., Pon et al. 2011, 2012). As
an example, spiral arm-like converging filaments with sig-
nificant velocity gradients were revealed in G33.92+0.11 us-
ing ALMA, supporting the idea that these filaments were ec-
centric accretion flows preserving high angular momentum
and were previously fragmented from a rotating clump (Liu
et al. 2012, 2015). In this point of view, the formation of
HFSs is dominated by gravity, and magnetic fields are merely
dragged by the accretion flows. Therefore, the magnetic field
morphologies are parallel to the converging filaments and
different from the larger scale magnetic fields, which have
been seen in NGC 6334 V via SMA polarimetry (Juárez et
al. 2017). Since most of the current HFS formation models
were based on the large-scale magnetic field morphologies,
it is still challenging to explain how the observed infalling
features evolve at smaller scale. Hence, more observations
on the scale of HFS are essential to complete evolutionary
models.
Submillimeter dust polarization is commonly used to mea-
sure the magnetic field morphology. Whether or not sub-
millimeter polarization can really trace the dust grains in
dense clouds, however, is still in debate. Current radiative
torque dust alignment (RATs) theory (Lazarian et al. 1997;
Lazarian & Hoang 2007a; Hoang & Lazarian 2009) sug-
gests that dust grains in high-extinction regions cannot be
efficiently aligned with magnetic fields due to the lack of ra-
diation fields. Observationally, polarization efficiency (PE),
defined as a ratio of absorption polarization percentage to vi-
sual extinction AV , is commonly used to evaluate whether or
not dust grains within clouds could be aligned. Past observa-
tions found that the polarization efficiency in high-extinction
regions decreases with AV by a power-law index of -1, indi-
cating that the polarization only comes from the surface of
the clouds (e.g., Jones et al. 2015; Andersson et al. 2015),
and also support the prediction of the RATs theory. Never-
theless, some observations do show flatter PE–AV relations
(e.g., Jones et al. 2016; Wang et al. 2017), suggesting that the
dust grains in dense regions do contribute polarization. It is
still unclear what mechanism can efficiently align dust grains
in high-extinction regions and what environment the mecha-
nism requires. More measurements of polarization efficiency
in different environments are needed to settle this debate.
The IC5146 system is a nearby star-forming region in
Cygnus, consisting of an HII region, known as the Cocoon
Nebula, and a long dark cloud extending from the HII region.
The distance of the IC5146 cloud is ambiguous. Harvey et
al. (2008) estimated a distance of 950 pc based on the com-
5parison of zero-age main sequence among the Orion Nebula
Cluster and the B-type members of IC5146. In contrast, Lada
et al. (1999) derived a distance of 460+40−60 pc by comparing the
number of foreground stars, identified by near-infrared ex-
tinction measurements, to those expected from galactic mod-
els. Dzib et al. (2018) estimated a distance of 813± 106 pc
based on the Gaia second data release (Gaia Collaboration et
al. 2018) parallax measurements toward the embedded young
stellar objects (YSOs) within the Cocoon Nebula. In this pa-
per, we assume a default distance of 813±106 pc for consis-
tency.
The Herschel Gould Belt Survey (André et al. 2010) re-
vealed a complex network of filaments within the IC5146
dark clouds (Arzoumanian et al. 2011): several diffuse sub-
filaments extend from its main filamentary structures, and
two HFSs are located at the ends of the main filaments. The
main filament is a known active star-forming region, where
more than 200 YSOs have been identified with Spitzer (Har-
vey et al. 2008; Dunham et al. 2015). The variety of filamen-
tary features in the IC5146 system suggests it as an ideal tar-
get for investigating the formation and evolution of these fil-
aments (Johnstone et al. 2017). Wang et al. (2017) (hereafter
WLE17) measured the optical and near-infrared starlight po-
larization across the whole IC5146 cloud, and showed that
the large-scale magnetic fields are uniform and perpendicu-
lar to the main filaments, suggesting that the large-scale fil-
aments were formed under strong magnetic field condition.
Since the large-scale magnetic fields have been well probed,
the IC5146 system is an excellent target to perform further
submillimeter polarimetry to reveal the role of the magnetic
field to smaller scales.
In this paper, we report the 850 µm polarization obser-
vations toward the brightest HFS in the IC5146 system
taken with Submillimetre Common-User Bolometer Array
2 (SCUBA-2, Holland et al. 2013) and its associated po-
larimeter (POL-2, Friberg et al. 2016; Bastien et al. 2019),
mounted on the James Clerk Maxwell Telescope (JCMT), as
part of the B-fields In STar forming Regions Observations
(BISTRO) (Ward-Thompson et al. 2017; Kwon et al. 2018;
Soam et al. 2018; Pattle et al. 2018). The target HFS has a
physical size less than∼ 1.0 pc and a total mass of∼ 100 M
(Harvey et al. 2008), lower than the commonly seen parsec-
scale HFS such as NGC1333 or IC348, and thus hereafter we
named our target as “core-scale HFS” to distinguish it from
other HFSs with much larger physical scale. In Section 2,
we address the details of our observations and data reduc-
tion. In Section 3, we discuss the magnetic field morphology
revealed by the polarization map, and we present an anal-
ysis of the dependency between polarization efficiency and
AV , the magnetic field morphology, and magnetic strength.
Our interpretations of the observed polarization data are dis-
cussed in Section 4. A summary of our conclusions is given
in Section 5.
2. OBSERVATIONS
2.1. Data Acquisition and Reduction Techniques
Our polarimetric continuum observations toward the
IC5146 dark cloud system were carried out between 2016
May and 2017 April. The observed field targeted the bright-
est HFS located at the eastern end of the IC5146 main fil-
ament, as shown in Figure 1. We performed 20 sets of 40-
minute observations toward the IC5146 region with τ225GHz
ranging from 0.04 to 0.07.
The POL-2 observations were made using POL-2 DAISY
scan mode (Friberg et al. 2016; Bastien et al. 2019), pro-
ducing a fully sampled circular region of 11 arcmin diame-
ter. Within the DAISY map, the noise is uniform and lowest
in the central 3 arcmin diameter region, and increases to the
edge of the map. The POL-2 data were simultaneously taken
at 450 µm with a resolution of 9.6 arcsec and at 850 µm
with a resolution of 14.1 arcsec. The 450 µm data are not
reported in this paper since the 450 µm instrumental polar-
ization model has been only recently commissioned.
The IC5146 data were reduced in a three-stage process
using pol2map1, a script recently added to the SCUBA-2
mapmaking routine SMURF (Berry et al. 2005; Chapin et al.
2013).
In the first stage, the raw bolometer timestreams for each
observation are converted into separate Stokes Q, U , and I
timestreams using the process calcqu.
In the second stage, an initial Stokes I map is created from
the I timestream from each observation using the iterative
map-making routine makemap. For each reduction, areas of
astrophysical emission are defined using a signal-to-noise-
ratio (SNR) based mask determined iteratively by makemap.
Areas outside this masked region are set to zero after each
iteration until the final iteration of makemap (see Mairs et
al. 2015 for a detailed description of the role of masking
in SCUBA-2 data reduction). Convergence is reached when
successive iterations of the mapmaker produce pixel values
which differ by < 5% on average. Each map is compared to
the first map in the sequence to determine a set of relative
pointing corrections. The individual I maps are then coadded
to produce an initial I map of the region.
In the third stage, the final Stokes I, Q, and U maps are
created. The initial I map described above is used to gen-
erate a fixed SNR-based mask for all further iterations of
makemap. The pointing corrections determined in the sec-
ond stage are applied during the map-making process. In this
stage, skyloop, a variant mode of makemap, is invoked. In
1 http://starlink.eao.hawaii.edu/docs/sc22.pdf
63% Polarization
Figure 1. The IC5146 field observed in BISTRO overlaid on the Herschel 250 µm image. The blue solid circle represents the field of view
of the POL-2 850 µm polarimetry observations, and the dashed circle indicates the inner 3′ region with the best sensitivity. The green vectors
show the optical and infrared polarization measurements (Wang et al. 2017). The white circle at the bottom right corner shows the Herschel
250 µm FWHM beam size. We note that the Cocoon Nebula is about 1◦ to the east of this field.
this mode, rather than each observation being reduced con-
secutively as is the standard method, one iteration of the map-
maker is performed on each of the observations. At the end of
each iteration, all the maps created are coadded. The coadded
maps created after successive iterations are compared, and
when these coadded maps on average vary by < 5% between
successive iterations, convergence is reached. Using skyloop
typically improves the mapmaker’s ability to recover faint ex-
tended structure, at the expense of additional memory usage
and processing time. The mapmaker was run three times suc-
cessively to produce the output I, Q, and U maps from their
respective timestreams. The Q and U data were corrected for
instrumental polarization (IP) using the final output I map
and the latest IP model (January 2018) (Friberg et al. 2016,
2018).
In all pol2map instances of makemap, the polarized sky
background is estimated by doing a principal component
analysis (PCA) of the I, Q, and U timestreams to identify
components that are common to multiple bolometers. In the
first run of makemap (stage 2), the 50 most correlated compo-
nents are removed at each iteration. In the second run (stage
3), 150 components are removed at each iteration, resulting
in smaller changes in the map between iterations and lower
noise in the final map.
The output I, Q, and U maps were calibrated in units of
Jy/beam, using a flux conversion factor (FCF) of 725 Jy/pW
– the standard 850µm SCUBA-2 FCF multiplied by 1.35 to
account for additional losses due to POL-2 (Dempsey et al.
2013, Friberg et al. 2016).
Finally, a polarization vector catalogue was created from
the coadded Stokes I, Q, and U maps. To improve the sensi-
tivity, we binned the coadded Stokes I, Q, and U maps into
12′′ pixels, and the binned data reached rms noise levels of
1.1 mJy beam−1 for Stokes Q and U .
We calculated the polarization fractions and orientations in
the 12′′ pixel map. We debiased the former with the asymp-
totic estimator (Wardle & Kronberg 1974) as
P =
1
I
√
(U2 +Q2)−
1
2
(δQ2 + δU2), (1)
where P is the debiased polarization percentage, and I, Q, U ,
δI, δQ, and δU are the Stokes I, Q, U , and their uncertainties.
The uncertainty of polarization fraction was estimated using
δP =
√
(Q2δQ2 +U2δU2)
I2(Q2 +U2)
+
δI2(Q2 +U2)
I4
. (2)
The polarization position angle (PA) was calculated as:
PA =
1
2
tan−1(
U
Q
), (3)
and its corresponding uncertainties were estimated using:
δPA =
1
2
√
(Q2δU2 +U2δQ2)
(Q2 +U2)2
. (4)
7The magnetic field orientations used in this paper were as-
sumed to be PA+90◦.
2.2. CO Contamination
The SCUBA-2 850 µm waveband covers the wavelength of
the CO (J=3-2) rotational line, and thus our measured contin-
uum flux could be affected by CO line emission (e.g., Drabek
et al. 2012; Coudé et al. 2016). Furthermore, the CO (J=3-2)
rotational line is known to be polarized via the Goldreich–
Kylafis effect (Goldreich & Kylafis 1981, 1982). For exam-
ple, the typical polarization fraction of CO (J=3-2) could be
. 3% in dense clouds and outflows (Ching et al. 2016), cal-
culated using the formulation in Deguchi & Watson (1984)
and Cortes et al. (2005). The polarization angle of CO line is
either parallel or perpendicular to the magnetic fields depend-
ing on optical depth and the relative angle between magnetic
fields and gas velocity fields (Cortes et al. 2005). If a typical
polarization fraction of 2% for CO (J=3-2) is assumed, the
polarized intensity from the line would be only 0.02–0.14%
of the total 850 µm flux, which is insignificant compared to
the uncertainties of polarization, & 0.2–0.5%, in the central
hub.
The CO contamination in total intensity might also de-
crease the observed polarization fraction. Johnstone et al.
(2017) calculated the fraction of CO (J=3-2) line emission to
the total flux in the JCMT 850 µm waveband toward several
clumps in the IC5146 system. The fraction of CO (J=3-2) to
total flux in our target region is mostly ∼ 1–3%, but a higher
fraction of ∼ 7% was found in the central hub. Hence, the
CO contamination would reduce the measured polarization
fraction by a factor of 1–7%. Nevertheless, this effect is in-
significant to our analysis since the SNRs of our polarization
detections are typically only ∼2-4.
3. RESULTS AND ANALYSIS
3.1. Magnetic Field Morphology
We show the observed magnetic field orientations traced
by POL-2 850 µm polarization, with pixel size of 12′′, over-
laid on the Stokes I map, with pixel size of 4′′, in Figure 2.
We selected the 139 vectors with I/δI > 10 to ensure that the
selected data are associated with the target core-scale HFS.
Montier et al. (2015a) suggest that the uncertainty in Stokes
I may enhance the bias in polarization fraction for data with
I/δI < 10, and thus our I/δI > 10 selection criterion could
exclude these biased data. Among these I/δI > 10 data, 30
of them have 2 < P/δP < 3 and 42 of them have P/δP > 3.
In order to better probe the magnetic fields, we further added
the P/δP > 2 criterion to exclude the samples with higher
uncertainties in PA, and the final selected samples have a
maximum δPA of 12.7◦ and a mean δPA of 8.5◦. Figure 3
shows the zoom-in polarization map toward the HFS and our
final selected samples. We note that the CO contamination
in Stokes I only has insignificant effect on our sample selec-
tion. If assuming the CO contamination in total intensity is
7% everywhere, as the worst case, the number of P/δP > 2
vectors would only decrease to 68 from 72.
The Stokes I map shows a central massive clump in which
three filaments intersect. The observed morphology is con-
sistent with the typical hub-filament structure. The central
massive clump hosts ∼ 80% of the total intensity within the
system, and thus we recognize the central massive clump as
the hub of the HFS. Three filaments are identified extending
from the central hub to the north, east and south. The mag-
netic field revealed by our polarization map seems to have
small angular dispersion, but also shows change of orienta-
tions from the north to the south.
To compare the magnetic fields in the observed HFS with
the large-scale magnetic fields shown in Figure 1, we plot a
histogram of the position angles (PAs) of the local magnetic
fields from POL-2 and WLE17 data within our field of view
(diameter of 11′) in Figure 4 with a bin size of 10◦ that is
close to our mean δPA of 8.5◦.
The PA histogram of our data shows two major compo-
nents separated by a dip at 10◦. The PA > 10◦ component
has a mean PAs of 37◦ and a PA dispersion of 15◦, which
is similar to the large scale magnetic fields (28±21◦). In
contrast, the PA < 10◦ component has a mean PAs of -27◦
and a PA dispersion of 27◦. The PA difference of 64◦ be-
tween the two components is much greater than the PA dis-
persion for large-scale magnetic fields and also our mean ob-
servational uncertainty (8.5◦), suggesting that the observed
magnetic field morphology is significantly different from the
large-scale magnetic fields.
Figure 5 shows the locations of these two components. To
represent the major axis of the main filament, we plotted the
yellow dashed line that shows the direction across the inten-
sity peaks of the two clumps along the parsec-scale filament.
This major axis has a orientation of -73◦, and roughly sepa-
rates the spatial distribution of the two magnetic field orien-
tation components. Within the HFS, the red and green com-
ponents tend to distributed in the northern and southern half
of the HFS; the tendency, however, is reversed in the western
clump. In addition, the orientation perpendicular to the main
filament (17◦) is also close to the dip between the two compo-
nents. These features favor the possibility that the magnetic
fields in the HFS is curved along the main filament. In con-
trast, the WLE17 data only show a major peak (28◦) in the
PA histogram, which is roughly perpendicular to the large-
scale filament but with a ≈ 10◦ offset in PA. A minor com-
ponent peaked at ≈ -75◦ is also shown by our data; however,
this component is diffusely distributed over the area, and thus
more vectors are needed to reveal these structures.
3.2. Polarization Efficiency
8SNR>3
2<SNR<3 2% Polarization
20% Polarization
Figure 2. B-field orientation map sampled on a 12′′ grid shown on the 850 µm dust continuum map, sampled on a 4′′ grid, of IC5146 region.
The vectors are selected by I/δI > 10 and P/δP> 2, and rotated by 90◦ to represent magnetic field orientations. The yellow and black vectors
show the greater-than-3σ and 2–3σ polarization detections. The green vectors represent the H-band starlight polarization. The white circle at
the top right corner shows the POL-2 850 µm beam size of 14 arcsec. The zoom-in to the red box is shown in Figure 3
To investigate whether or not our polarization data trace
the dust grains in high-extinction regions, we plot the 850
µm emission polarization fraction Pemitvs. AV in Figure 6. To
reveal the complete Pemit–AV distribution, this figure includes
all the data with I/δI > 10, and the data points are color-
coded based on their SNR of Pemit .
To estimate the AV , we calculated the τ850µm from the ob-
served 850µm intensity using I850µm = τ850µmB(Tdust), assum-
ing that the dust emission is optically thin at 850µm. We
used the dust temperature B(Tdust) derived in Arzoumanian et
al. (2011) via fitting the Herschel data at five wavelengths
with a modified blackbody function assuming a dust emis-
sivity index of 2. The dust temperature map and the Stokes I
map were both resampled on a 12′′ grid to match our polar-
ization catalogue. The τ850µm was converted to AV using the
RV = 3.1 extinction curve in Weingartner & Draine (2001).
We note that the extinction curve may vary at dense regions
due to grain growth. If RV changes from 3.1 to 5.5 within the
91% Polarization
SNR>3
2<SNR<3
NIR/Optical
Figure 3. Same as Figure 2, but zoom into the HFS region. The vectors are plotted with constant lengths to emphasize their orientations.
observed regions, we would underestimate the Pemit vs. AV
slope by 10%.
The Pemit are equivalent to the extinction polarization per-
centages divided by the optical depth (Pext /τλ) in the optically
thin case (Andersson et al. 2015), and so is proportional to
the polarization efficiency (PE, defined as Pext /AV ). Thus,
the observed Pemit vs. AV slope is equivalent to the PE vs. AV
slope.
We further plotted in Figure 6 the PE vs. AV revealed by
WLE17 optical and infrared polarization data, to show how
PE varies in low AV regions. The PE at 850 µm are in the
form of Pext,850/τ850, and the PE obtained in H-band are rep-
resented by Pext,H/AV . Thus, a scaling factor
Pext,850
Pext,H
· AVτ850 is
required to convert the PE at the two wavelengths, which is
determined by the unknown dust properties (Andersson et al.
2015). Via matching the fitting results of PE vs. AV rela-
tion in H-band (WLE17) and in 850 µm bands (described in
Section 3.3) at AV = 20 mag, we found a scaling factor of
48.3, which we used to match the two data sets. This scal-
ing factor is not a universal constant, as discussed by Jones
et al. (2015), and varies with physical conditions in different
clouds.
3.3. Polarization Efficiency–AV Dependence
To determine the Pemit vs. AV slope, the conventional ap-
proach is to apply a least-squares power-law fit to data se-
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Figure 4. Histogram of the magnetic field orientations. The col-
ored histogram shows the 850 µm polarimetry data, and the blue
histogram represents the optical/infrared data. The bin size of the
histograms is set to 10◦, similar to our typical uncertainties in PA.
The PA=0◦ corresponds to north and PA = +90◦ is east. Our data
show two major components with mean PA of -27◦ (red) and 37◦
(green), separated by a dip at≈ 10◦, and a minor component peaked
at -75◦ (gray). The black solid and dashed vertical lines label the
orientation parallel and perpendicular to the large-scale filament, re-
spectively, and the perpendicular orientation is consistent with the
dip between the observed two components.
lected by a SNR cut in Pemit . Following this approach, we
fitted the P/δP > 2 and > 3 data with a power-law func-
tion. The best fit functions are shown in Figure 6 by blue
and green dashed lines, and the best fit power-law indices are
−1.02± 0.02 and −1.08± 0.02, respectively. Nevertheless,
since Figure 6 shows that the Pemit–AV distribution is signif-
icantly truncated by the SNR cut, and also the best fit trends
are very similar to the truncated boundary, it raises doubts on
whether or not the fitting is biased by the sample selection.
We investigated how the sample selection biased on P/δP
affects the fitting to Pemit vs. AV distribution by performing
Monte Carlo simulations of data sets with underlying Pemit
vs. AV function and randomly generated measurement errors
in Appendix A. We found that the fitted power-index would
be dominated by the SNR cut and approaches −1 rather than
the true underlying value, if the Pemit vs. AV distribution is
significantly truncated by the applied P/δP selection crite-
ria. Hence, to obtain an unbiased power-index, it is recom-
mended to include the low P/δP data, so that a complete
probability density function (PDF) of Pemit can be recov-
ered. Nevertheless, the use of low P/δP data would break the
Gaussian PDF assumption (Wardle & Kronberg 1974; Vail-
lancourt 2006), required for least-squares fit, and therefore
 10° < PA < 90°
-40° < PA < 10°
-90° < PA < -60°
Figure 5. The polarization vectors of the three components shown
in Figure 4. The green, red, and gray vectors are associated with
the components with 10◦ < PA < 90◦, −50◦ < PA < 10◦, and
−90◦ < PA < −60◦, respectively. The white contours show the H2
column densities of (0.5, 1, 1.5, and 3)×1021 cm−2 (Arzoumanian
et al. 2011), indicating the morphology of the large-scale filament.
The yellow dashed line shows the direction across the intensity peak
of the two clumps along the large-scale filament (PA=-73◦), which
we used to represent the major axis of the large-scale filament. The
vectors from the two major components tend to distribute in the up-
per and bottom half of the system and are separated by the dashed
line, which favors the possibility that the magnetic field is dragged
by the large-scale main filament. The vectors from the minor com-
ponent seem to be randomly distributed over the area, which are
probably small-scale structures that we cannot resolve.
we turn to use a Bayesian approach to fit the observed Pemit
vs. AV distribution.
We used a Bayesian approach to apply a non-Gaussian
PDF and fit the observed Pemit vs. AV trend with a power-
law model. The Bayesian statistical framework provides a
model fitting tool based on probability theory (see detailed
introduction in Jaynes & Bretthorst 2003). The general form
of the Bayesian inference is
P(θ|D) = P(θ)P(D|θ)
P(D)
(5)
or
Posterior =
Prior×Likelihood
Evidence
, (6)
where D is the observed data and θ represents the model pa-
rameters. The posterior P(θ|D) describes the probability of
the model parameters matching the given data, which is in
what we are interested. The evidence P(D) is the probability
of obtaining the data, which mainly serves as a normaliza-
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Figure 6. Polarization efficiency versus AV . The green, blue, and
black points represent the POL-2 data with SNR greater than 3, be-
tween 2 and 3, and less than 2, respectively. The optical extinc-
tion of POL-2 data is derived from total intensities Iµ = τBµ(T )
with temperatures derived in Arzoumanian et al. (2011) using the
Herschel data. The green and blue dashed lines show the best least-
square fitting to the SNR > 3 and 2 < SNR < 3 data with indices
of -1.08 and -1.03, respectively. The magenta points are the mean
H-band polarization efficiency, observed across the whole IC5146
cloud system (Wang et al. 2017). The Pemit (for POL-2) and PE (for
H-band) values are shown in right and left y-axis, respectively. The
magenta line represents the best fit for the H-band data (Wang et al.
2017), and the red line shows the prediction from the mean poste-
rior for our data (Section 3.3). These two fitting results are offset by
a factor of 48.3 at AV = 20 mag, due to the wavelength-dependent
optical depth of the aligned dust grains, which we use to scale and
match the two data sets.
tion factor for the posterior. The prior P(θ) serves as the ini-
tial guessed probability of the model parameters based on our
prior knowledge. The likelihood P(D|θ) describes how likely
it is for a given model parameter set to match the observed
data.
Assuming the measurements in Stokes Q and U have
similar and Gaussian distributed noise, the probability den-
sity function of the observed polarization fraction has been
known to follow the Rice distribution (Rice 1945; Wardle &
Kronberg 1974; Simmons & Stewart 1985; Quinn 2012)
F(P|P0) = P
σ2P
exp
[
−
P2 +P20
2σP2
]
I0
(
PP0
σ2P
)
, (7)
where P is the observed polarization fraction, P0 is the real
polarization fraction, σP is the uncertainty in polarization
fraction, and I0 is the zeroth-order modified Bessel function.
The likelihood function of polarization measurements is de-
fined as:
L(P0) =
n∏
i=1
F(Pn|P0), (8)
where Pn represents the nth measurement.
To perform the fit to the Pemit vs. AV trend using a Bayesian
approach, we assumed the following power-law model such
that
P0 = βA−αV , (9)
where α and β are the free model parameters, and AV is the
observed visual extinction. The uncertainty in the polariza-
tion fraction is
σP = σQU/I. (10)
Here, the I is the observed total intensity, and the σQU is a
free model parameter describing the dispersion in Stokes Q
and U , which has contributions both from the instrumental
uncertainty and the intrinsic dispersion due to source proper-
ties. We then simply used uniform priors within reasonable
limits as:
P(α) =
Uni f orm 0< α < 20 otherwise
P(β) =
Uni f orm 0< β < 4000 otherwise
P(σQU ) =
Uni f orm 0< σQU < 100 otherwise.
(11)
The Bayesian model fitting was performed with the Python
Package PyMC3 (Salvatier et al. 2016) via a Markov Chain
Monte Carlo method using the Metropolis-Hastings sam-
pling algorithm. The 12 arcsec pixel data were used for the
fitting to ensure that each measurement is independent.
The derived posterior of each model parameter is shown in
Figure 7, and the 95% highest posterior density (HPD) inter-
val of each parameter is plotted to represent the uncertainty.
The 95%, 68%, and 50% confidence regions (CR) predicted
by the posterior distribution in Pemit vs. AV space is shown in
Figure 8, assuming a dust temperature of 13 K. Since the er-
ror distribution of P is asymmetric and also varies with P/σP
and AV , the predicted P vs. AV is not simply a straight line on
a logarithmic scale, even though the input model is a power-
law. Almost all the data points are well within the 95% con-
fidence regions predicted by the posterior.
The derived α has a mean value of 0.56 with a 95% con-
fidence interval from 0.22 to 0.83. The α derived by the
Bayesian method is less steeper than the α ≈ 1.0 derived
from the conventional approach, confirming that the conven-
tional method is biased (see Figure 6). The α range of 0.22–
0.83 includes the index of 0.25± 0.06 obtained from near-
infrared polarization data in AV of 3–20 mag regions (see
Wang et al. 2017), and thus no significant difference in polar-
ization efficiency was found between AV < 20 mag and AV =
20–300 mag regions (Figure 6). In addition, the fitted σQU of
1.78 mJy beam−1 is greater than our estimated instrumental
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Figure 7. PDF of the model parameters derived using Bayesian model fitting to our 12 arcsec data. The 95% highest posterior density (HPD)
intervals are plotted to represent the uncertainties. The derived α has a mean of 0.56 and a 95% confidence interval from 0.22–0.83. The α
value much lower than 1 suggests that the dust grains in AV ∼ 20–300 mag can still be aligned with magnetic fields.
Figure 8. The comparison between the Bayesian posterior predic-
tion and the observations. The green, blue, and black points rep-
resent the POL-2 data with SNR greater than 3, between 2 and 3,
and less than 2, respectively. The black line and colored regions
show the mean, 95%, 68%, and 50% confidence regions, predicted
by the posterior shown in Figure 7, assuming a dust temperature of
13 K. Since the polarization error distribution is non-Gaussian and
changes with AV , the expected mean polarization is not simply a
straight line on the logarithmic scale.
noise of 1.1 mJy beam−1, which indicates a significant intrin-
sic dispersion in polarization efficiency.
The value of α smaller than unity indicates that the extinc-
tion polarization fraction (Pext=τPemit) increases with column
density. Since the extinction polarization fraction is defined
as tanh(∆τ ) (Jones 1989), where ∆τ is the differential op-
tical depth between two polarization directions, the increase
of extinction polarization fraction indicates a higher amount
of aligned dust grains. Hence, our results suggest that the
dust grains in the IC5146 dense regions can still be aligned
with magnetic fields. The α of ∼ 0.5 is also predicted by
the simulations based on radiative torque alignment theory
(e.g Whittet et al. 2008) in low density regions, where the
radiation field is sufficiently strong to align dust grains.
Three possibilities could explain why the dust grains
within these dense regions can still be aligned. First, since
our target is an active star-forming region, the embedded
young stars could be the sources of radiation needed to align
the dust grains in dense regions. Second, WLE17 found
that the dust grains in IC5146 have significantly grown from
the diffuse ISM. These large dust grains could be aligned
more efficiently by the radiation with longer wavelengths,
which can penetrate the dense regions (Lazarian & Hoang
2007a; Hoang & Lazarian 2009). Third, the mechanical
torques due to infalling gas and outflows in the star-forming
regions could possibly align the dust grains in the absence
of a radiation field (Lazarian & Hoang 2007b; Hoang et al.
2018). These possibilities will be further investigated in up-
coming BISTRO papers probing the polarization efficiency
in different environments.
3.4. Orientation of Clumps and Magnetic Fields
To investigate whether or not magnetic fields influence the
clump fragmentation within the IC5146 HFS, we examined
the correlation between the magnetic field orientations and
the clump morphologies. Based on the JCMT 850 µm Gould
Belt Survey data, Johnstone et al. (2017) identified eight sub-
millimeter clumps within the regions where we had polariza-
tion detections (Figure 9). To represent the orientation of
each clump, we used our total intensity map, and performed
a 2D-Gaussian fit to each clump to find the position angles of
its FWHM major axis. The 2D-Gaussian fit had typical ori-
entation uncertainties of ∼ 10◦. The obtained clump orien-
tations are listed in Table 1 and plotted over the polarization
map in Figure 9.
To estimate the local magnetic field orientation within each
clump, we calculated the mean magnetic field orientations by
averaging the data within 3×3 pixels at the clump intensity
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Figure 9. The clumps identified by the JCMT Gould Belt survey (Johnstone et al. 2017) overlaid on our polarization map. The image shows
the 850 µm continuum emission. The black contours and circles represent the boundaries and the emission peaks of the identified clumps,
respectively. The yellow vectors show the orientation of the major axis for each clump. The green diamonds and yellow boxes label the Class
0/I and II/III YSOs identified in Dunham et al. (2015), respectively.
peaks. The size of 3×3 pixels is comparable to the typical
radius of these clumps (≈20–40′′, see Table 1), and so the
average represents the mean magnetic field orientation over
the dense center of these clumps. In addition, The 3×3 pixels
also provide an estimation of orientation dispersion, which
were used as the uncertainties of the averaged orientations;
if only one vector was obtained for a given clump, the in-
strumental uncertainty would be used. To handle the ±180◦
ambiguity, the mean and dispersion of the magnetic field PAs
were calculated in a new coordinate system, where the PA
dispersion were minimized, and the calculated results were
converted back to the standard coordinate system.
The derived local magnetic field orientations versus the
clump orientations are plotted in Figure 10. The compari-
son between the clump axis and the magnetic field orienta-
tions in the clump is limited by the small number of statis-
tics. Nevertheless, there appears to be a tendency that the
observed clumps are likely either parallel or perpendicular to
the mean magnetic field orientation within ∼20◦, as shown
in Figure 10. The upcoming BISTRO data would provide
a much bigger sample set from various systems to statisti-
cally confirm this tendency. If the tendency is real, it would
suggest that the magnetic fields are a key factor in the frag-
mentation of these clumps. We note that clumps 43 and 52
only contain two polarization vectors which are almost per-
pendicular to each other, and thus the mean magnetic field
orientations are not meaningful for these two cases. Since
the orientation of these two clumps are still parallel to one of
the vectors and perpendicular to the other, these two clumps,
however, are still consistent with the tendency.
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Table 1. Geometric and Polarization Properties of the Clumps
IDa Total Massa Major Axis Minor Axis Re f f Clump Orientation B-field PApeakb σNT αvir = MvirMclump
c αvir,B
(M) (arcsec) (arcsec) (arcsec) (deg) (deg) (km s−1)
42 11±3 51±2 33±2 43±2 14±10 134.8±28.5 0.25±0.01 0.9±0.2 ...
43 2.0±0.5 29±1 16±1 22±1 4±10 100.1±6.6 0.12±0.01 1.4±0.3 ...
45 0.77±0.18 37±3 16±1 24±2 174±10 0.7±9.5 0.18±0.02 5.1±1.0 ...
46 6.4±1.6 26±2 23±1 24±2 25±10 51.5±19.7 0.21±0.03 0.7±0.1 ...
47 85±20 40±2 36±2 38±2 86±10 21.0±2.7 0.36±0.12 0.2±0.1 0.2–1.0d
48 6.0±1.5 35±3 25±1 30±3 164±10 -4.1±1.6 0.14±0.01 0.7±0.1 ...
50 0.97±0.24 29±1 18±1 23±1 9±10 13.6±11.4 ... ... ...
52 7.6±1.9 31±2 17±1 23±2 135±10 64.7±40.7 0.29±0.01 0.9±0.2 ...
53 1.7±0.4 34±3 18±1 24±3 140±10 -19.7±10.1 ... ... ...
aThe clumps ID and mass were obtained from Johnstone et al. (2017) but the masses were scaled to a distance of 813±106 pc.
bMean magnetic field orientation averaged using the 3×3 pixels at the intensity peaks.
c The virial masses of clumps were calculated considering the support from thermal pressure and turbulence.
d If the inclination angle of the magnetic field with respect to the line of sight is greater than 15◦.
We further plot in Figure 10 the mean large-scale magnetic
field orientation, 28◦, obtained from WLE17. Only Clump
47 has a magnetic field orientation similar to the large-scale
magnetic fields within 20◦. All other clumps are aligned ei-
ther parallel or perpendicular with the local magnetic field
and show no significant correlation with the large-scale mag-
netic fields. Hence, these clumps are more likely formed after
the local magnetic fields were distorted by the process of the
clump formation.
3.5. Magnetic Field Strength in IC5146
The Davis-Chandrasekhar-Fermi (DCF) method (Davis
1951; Chandrasekhar & Fermi 1953) is commonly used to
evaluate the magnetic field strength from dust polarizations.
The DCF method assumes that turbulent kinematic energy
and the turbulent magnetic energy are in equipartition, and
hence the magnetic field strength can be estimated using
Bpos = Q
√
4piρ
σv
δφintrinsic
, (12)
where δφ is the intrinsic angular dispersion of the magnetic
fields, σv is the velocity dispersion, ρ is the gas density, and
Q is a factor accounting for the complicated magnetic field
and inhomogeneous density structure. Ostriker et al. (2001)
suggested that Q = 0.5 yields a good estimation of magnetic
field strength on the plane of sky if magnetic field angular
dispersion is less than 25◦.
3.5.1. Magnetic Field Angular Dispersion
Figure 10. The comparison of orientations between clumps and
magnetic fields. The clump orientations are obtained from 2D-
Gaussian fits to the CO-subtracted intensity, and the magnetic field
orientations are averaged from the polarization detection within the
3×3 pixels at the clump intensity peak. The gray dashed line labels
the mean PA of the large-scale magnetic field from WLE17 data.
The magenta region represents where the orientation of clumps and
magnetic fields are equal, and the green regions show where the ori-
entation of clumps and magnetic fields are perpendicular. All our
clumps are close to either magenta or green regions.
We used the 12′′ pixel polarization data to calculate the
magnetic field angular dispersion to ensure that all vectors we
used are independent measurements. To avoid small number
statistics (less than 10 vectors), we only perform the angu-
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lar dispersion estimation using the polarization vectors (45
vectors) within the central hub (Clump 47) (Figure 9).
The DCF method requires an estimation of magnetic field
distortion caused by turbulence, and the underlying magnetic
field geometry might bias the estimation. Thus, we calcu-
lated the magnetic field angular dispersion in a local area
to avoid the angular dispersion contribution from the large-
scale nonuniform magnetic field geometry. Specifically, we
selected each 24′′×24′′ box (i.e. the width of 2 indepen-
dent beams), and calculated the mean and the correspond-
ing sum of squared differences (SSD=
∑n
i=1(P¯A−PAi)
2) of the
PA using the, at most, 9 vectors within each box. The SSD
from all boxes were averaged with inverse-variance weight-
ing, and the square root of the mean SSD was taken as the
observed angular dispersion. Next, the mean instrumental
uncertainties (δφins) of 8.0◦ were removed from the observed
angular dispersion (δφobs) to obtain the intrinsic dispersion
(δφintrinsic) via
δφ2intrinsic = δφ
2
obs − δφ
2
ins. (13)
With these corrections, the calculated δφintrinsic for clump 47
is 17.4◦±0.6◦.
3.5.2. Velocity Dispersion
To estimate the velocity dispersion, we used the C18O (J =
3-2) spectral data taken by Graham (2008) with the JCMT
HARP receiver (Buckle et al. 2009). CO and its isotopomers
are well mixed with H2 and are commonly used to trace the
gas kinematics. The C18O (J = 3-2) line, in particular, is
expected to trace gas with volume density up to ∼ 105 cm−3
(e.g., Di Francesco et al. 2007), which is comparable to the
densities of our target field. In addition, the C18O (J = 3-
2) line is likely optically thin in this field (Graham 2008),
and so it traces the kinematics of all the gas in the clump.
Therefore, we assumed that the C18O (J = 3-2) line width can
well represent the gas velocity dispersion in our observing
regions.
The C18O data reveals, at least, three velocity components
within the central hub, peaked at 3.7, 4.1, and 4.5 km s−1.
Because the three components have very similar velocities,
and also multiple YSOs have been identified in the central
hub by Harvey et al. (2008), the multiple components are
possibly structures within the hub, instead of foreground or
background components. We performed a multi-component
Gaussian fit to estimate the C18O (J = 3-2) line width, using
the python package PySpecKit (Ginsburg & Mirocha 2011).
We only accepted the fitted Gaussian components with am-
plitudes larger than 5 σ. To estimate the thermal velocity
dispersion, we adopted a gas kinematic temperature (Tkin) of
10±1 K which is the same as the excitation temperature es-
timated from 13CO (J = 3-2) line in Graham (2008), leading
to
√
kBTkin
mC18O
= 0.05±0.01 km s−1. The thermal velocity disper-
Table 2. Derived magnetic field Strength of the Clump 47
ID σNT δφ nH2 Bpos λ
(km s−1) (deg) (cm−3) (mG)
47 0.36±0.12 17.4±0.6 (9.8±2.4)×105 0.5±0.2 1.3±0.4
NOTE—The magnetic field strength estimated using DCF method. σNT , δφ,
nH2 , Bpos, and λ represent the velocity dispersion, magnetic field angular
dispersion, H2 volume density, plane of sky magnetic field strength, and
mass-to-flux ratio, respectively.
sions were then removed from the fitted line widths to obtain
the non-thermal velocity dispersions via
σ2NT = σ
2
obs −
kBTkin
mC18O
(14)
where σNT is the non-thermal velocity dispersion, σobs is the
observed C18O Gaussian line width, and mC18O is the molec-
ular weight. The inverse-variance weighted mean of the σobs
and σNT of all velocity components over the central hub was
0.37 and 0.36 km s−1, respectively, and the dispersion of σobs
of 0.12 km s−1 among the central hub was used as its uncer-
tainty.
3.5.3. Volume Density
Johnstone et al. (2017) estimated the total mass of the
clumps within the IC5146 cloud using JCMT 850 µm data
assuming a distance of 950 pc. The derived total masses of
the central hub were scaled down to a distance of 813±106
pc and are listed in Table 1. We assume that the thickness of
the hub is equal to the geometric mean of the observed major
and minor axis, obtained from 2D-Gaussian fit listed in Ta-
ble 1, and the uncertainty of the thickness is assumed to be
the difference between the observed major and minor axis.
The mean volume density of the hub is then estimated using
its total mass and ellipsoid volume. The calculated H2 vol-
ume densities (nH2 ) for Clump 47 are 9.8±2.4× 105 cm−3.
We note that our estimated radius is underestimated due to
the unknown inclination angle (i) of the clump, and thus the
volume densities we estimated here are only upper limits.
3.5.4. Magnetic Field Strength and Mass-to-Flux Ratio
Using Equation 12 and the quantities estimated above (Ta-
ble 2), the plane-of-sky magnetic field strength (Bpos) is esti-
mated to be 0.5±0.2 mG. To evaluate the relative importance
of magnetic fields and gravity in the central hub, we calculate
the mass-to-flux critical ratio via
λobs =
(M/Φ)obs
(M/Φ)cri
, (15)
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where the observed mass-to-flux ratio is
(M/Φ)obs =
µmHNH2
Bpos
, (16)
where µ=2.8 is the mean molecular weight per H2 molecule,
and the (M/Φ)cri is the critical mass-to-flux ratio defined as
(M/Φ)cri =
1
2pi
√
G
(17)
(Nakano & Nakamura 1978). Due to the unknown inclina-
tion of the clumps, the observed mass-to-flux ratio λobs is
also only an upper limit. Crutcher (2004) suggested that a
statistically average factor of 13 could be used to estimate the
real mass-to-flux ratio accounting for the random inclinations
for an oblate spheroid core, flattened perpendicular to the ori-
entation of the magnetic field. Since we have shown that the
central clump is elongated with its major axis perpendicular
to the local magnetic field, we adopt a factor of 13 to estimate
the mass-to-flux ratio via
λ =
1
3
λobs. (18)
The estimated mass-to-flux ratio for the central clump is
1.3± 0.4. The DCF method often tends to overestimate the
magnetic field strength, since the effect of integration over
the telescope beam and along the line of sight might smooth
out part of the magnetic field structure, resulting in an under-
estimated angular dispersion (Heitsch et al. 2001; Ostriker
et al. 2001; Crutcher 2012). In addition, our target region
has a complicated velocity structure, and therefore the mea-
sured velocity dispersion might have contributions from gas
accretion or contraction motions instead of only isotropic tur-
bulence, also leading to an overestimated magnetic strength.
Hence, our estimation of the mass-to-flux ratio only repre-
sents a lower limit. A mass-to-flux ratio & 1.0 suggests that
the central hub is super-critical, and that magnetic fields and
gravity are comparably important at sub-parcsec scale.
3.5.5. Angular Dispersion Function
Hildebrand et al. (2009) developed an alternative method
to improve the DCF method using an polarization angular
dispersion function to accurately extract the turbulent com-
ponent from the polarization data. Houde et al. (2009) further
generalized the angular dispersion function method (here-
after ADF method) by including the effect of signal inte-
gration along the thickness of the clouds and over the tele-
scope beam. In this section, we test whether or not the mag-
netic field strength estimated using the ADF method is sig-
nificantly different from our estimation in Section 3.5.4.
The ADF method assumes that the magnetic fields in
clouds are combinations of ordered large-scale component
B0 and turbulent component Bt , and the ratio of these two
components determines the intrinsic polarization angular dis-
persion that
δφintrinsic =
[ 〈B2t 〉
〈B20〉
] 1
2
, (19)
where 〈...〉 denotes an average. Hence, the DCF equation
(Equation 12) can be written as
Bpos =
√
4piρ σv
[ 〈B2t 〉
〈B20〉
]− 12
. (20)
The detailed derivation given by Hildebrand et al. (2009)
and Houde et al. (2009) shows that the ratio of turbulent to
magnetic energy can be estimated from the angular disper-
sion function using the following equation:
1− 〈cos[∆Φ(`)]〉 ' 1
N
〈B2t 〉
〈B20〉
(1− e−`
2/2(δ2+2W 2))+a`2, (21)
where ∆Φ(`) is the difference in the polarization angle mea-
sured at two positions separated by a distance `. The quan-
tities δ and a are unknown parameters, representing the tur-
bulent correlation length and the first order Taylor expansion
of the large-scale magnetic field structure. The quantity W
is the telescope beam radius, which is 7.3 arcsec at 850 µm.
The quantity N is the number of turbulent cell observed along
the line of sight and within the telescope beam, and can be
estimated from:
N = ∆′
δ2 +2W 2√
2piδ3
, (22)
where ∆′ is the effective cloud thickness, which is assumed
to be the clump effective radius. Via fitting the above equa-
tion to the observed 1− 〈cos[∆Φ(`)]〉 vs. ` distribution, the
three unknown parameters δ, 〈B
2
t 〉
〈B20〉
, and a can be derived
We applied the ADF method to estimate the magnetic field
strength in Clump 47 using the same selected polarization
vectors as in Section 3.5.1. We calculated the cos[∆Φ(`)] and
` from each pair of the polarization vectors within the Clump
47, and the results are averaged in bins of width ` = 12 arcsec
to estimate the angular dispersion function 1− 〈cos[∆Φ(`)]〉
vs. `. The calculated angular dispersion function is plotted
in Figure 11. We fitted the observed angular dispersion func-
tion using Equation 21 and Equation 22, and the best fitting
parameters are shown in Table 3. The obtained turbulent to
magnetic energy ratio 〈B
2
t 〉
〈B20〉
is 0.33±0.04, suggesting that the
turbulent magnetic field component is weaker than the or-
dered large-scale magnetic field. With the previously derived
gas velocity and the volume density (Table 2), the magnetic
field strength is estimated to be 0.5±0.2 mG, which is con-
sistent with our estimation using the DCF method (0.5±0.2
mG) within the uncertainties.
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Figure 11. The angular dispersion function 1 − 〈cos[∆Φ(`)]〉 as a
function of the distance `. The mean ∆Φ(`) was calculated in bins
of 12 arcsec. The green dashed line shows the best fit of Equation 21
to the data.
Table 3. Magnetic field Strength of Clump 47 using the ADF
method
Fit Result Derived Quantities
δ
〈B2t 〉
〈B20〉
a N Bpos
(arcsec) (arcsec−2) (mG)
14.1±4.2 0.33±0.04 (1.5±0.3)×10−5 1.7±0.5 0.5±0.2
3.5.6. Alfvénic Mach Number
The turbulent Alfvénic Mach number (MA) describes the
relative importance of magnetic fields and turbulence, and
hence it is a key factor in most of cloud evolution models
(e.g., Padoan et al. 2001; Nakamura & Li 2008). In the sub-
Alfvénic case (MA ≤ 1), magnetic fields are strong enough
to regulate turbulence, and cause an organized magnetic field
and cloud structure. In the super-Alfvénic case (MA > 1),
the turbulence can efficiently change the magnetic field mor-
phology, and the magnetic field morphology is expected to
be random.
The Alfvénic Mach number can be estimated from the an-
gular dispersion of the magnetic field if the same assumptions
as for the DCF method are made. In doing so, the definition
of the Alfvénic Mach number
MA =
σNT
VA
=
σNT
√
4piρ
B
(23)
can be combined with the equation of the DCF method
(Equation 12), yielding
MA =
δφ · sinθ
Q
, (24)
where θ is the inclination of the magnetic fields, with respect
to the line of sight, so that Bpos = Bsinθ. For Q = 0.5, the
obtained magnetic field angular dispersion 17◦ corresponds
to MA of 0.6sinθ, and hence the central hub is likely sub-
Alfvénic.
3.6. Gravitational Stability of Clumps
In this section, we use the virial analysis to investigate
whether or not thermal pressure, turbulence, and magnetic
fields are sufficient to support clumps against gravity. If a
clump with uniform density is supported by only thermal
pressure and turbulence, the virial mass (Mvir) is
Mvir =
5Re f f
G
(σ2NT + c
2
s ) (25)
(Bertoldi & McKee 1992; Pillai et al. 2011; Liu et al. 2018),
where Re f f is the geometric mean of major and minor radius,
and cs = 0.19 km s−1 is the sound speed for a kinematic tem-
perature of 10 K and mean molecular weight. Virial mass is
the maximum mass of a stable clump with the support from
kinematic and thermal energy. Hence, a clump mass greater
than the virial mass, or a virial parameter (αvir = Mvir/Mclump)
less than unity, indicates that the clump is gravitational un-
stable. We calculate the virial parameter of each clump and
list the results in Table 1. Except for the Clump 43 and 45,
most of the clumps have αvir less than unity, suggesting that
thermal pressure and turbulence are insufficient to support
the clump against gravity. Hence, these clumps require addi-
tional support from magnetic fields to stop gravitational col-
lapse.
If support from magnetic fields is taken in to account, the
virial mass of a clump becomes
MBvir =
5Re f f
G
(σ2NT + c
2
s +
V 2A
6
) (26)
(Bertoldi & McKee 1992; Pillai et al. 2011; Liu et al. 2018),
where the additional term V
2
A
6 stands for the support from
magnetic field pressure. We have estimated an Alfvénic
Mach number of 0.6sinθ for Clump 47 in Section 3.5, which
corresponds to an Alfvénic velocity of 0.64/sinθ. With sup-
port from magnetic fields, the αvir of Clump 47 becomes 0.2–
1.0 for a θ of 15◦–90◦ and greater than unity if θ < 15◦.
Hence, if the direction of magnetic field is not very close to
the line of sight, Clump 47 is likely gravitationally unstable,
which is consistent with the existence of YSOs in the central
hub (Harvey et al. 2008). In addition, the presence of YSOs
in the Clump 47 indicates a density structure more compli-
cate than our simple assumption, which could further reduce
the virial mass (Sanhueza et al. 2017) and thus this clump
could be even more unstable than our estimation.
4. DISCUSSION
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4.1. The Origin of the Core-Scale HFS
In Section 3, we show that the magnetic field orientation
around the HFS have two major components, tending to dis-
tributed in the northern and southern part of the system. The
two components can be explained by either a curved mag-
netic field or a foreground/background component overlaid
on uniform magnetic field. Nevertheless, since the C18O (J
= 3-2) spectral data taken by Graham (2008) shows that all
components in the HFS are within a narrow velocities range
(∼ 3–5 km s−1), the first possibility is favored, unless the
foreground/background component coincidentally has a ve-
locity very similar to the HFS.
The curved magnetic field could be originated by an uni-
form large-scale magnetic field dragged by the contraction of
the large-scale main filament. The dragging along the major
axis of the large-scale filament would cause the single peak in
large-scale magnetic field broadened and spilt into two peaks,
and thus the center of the splitting shown in the histogram
(∼ 15◦) is consistent with the orientation perpendicular to the
large-scale filament. In addition, the spatial distribution ten-
dency of the two components can also be explained, since the
contraction along the major axis would lead to an axisymmet-
ric pattern. The feature that parsec-scale magnetic fields are
perpendicular to filaments but modified by core collapsing
in smaller scale has been found in other filamentary clouds,
such as Serpens South (Sugitani et al. 2011), Orion A (Pattle
et al. 2017) and W51 (Koch et al. 2018).
Supercritical main filaments are expected to fragment
along their major axis and trigger star formation (e.g., André
et al. 2010; Pon et al. 2011; Miettinen 2012; André et al.
2014; Clarke et al. 2016), which could be a possible origin
of the observed HFS. The main filament connected to our
observed HFS has a supercritical mass per unit length (152
M pc−1, Arzoumanian et al. 2011), and the submillimeter
clumps identified in Johnstone et al. (2017) also indicate that
some filament fragmentation has already taken place.
Some theoretical work suggests that fragmentation of fil-
aments with aspect ratios greater than 5 tends to first be-
gin at their ends, where the edge-driven collapsing mode is
more efficient than the homologous collapse mode over the
whole filament (Pon et al. 2011, 2012). In contrast, the cen-
tralized collapse mode is more important in shorter filaments
with high initial density perturbations or no magnetic support
(Seifried & Walch 2015). The edge-driven collapsing mode
is consistent with the HFSs found at the end of the main fila-
ment in the IC5146 cloud. In addition, Graham (2008) found
the gas velocity within the main filament increases from the
center to both ends, based on 13CO and C18O line observa-
tions. The velocity gradient suggests that the gas within the
main filament is likely fragmented towards the two massive
HFSs at the ends.
Figure 12. Schematic for the magnetic field within an accretion
flow, modeled in Gomez et al. (2018). The magnetic field is bent
by the ram pressure of the flow, and eventually reaches a stationary
stage that the ram pressure balances the magnetic field tensor. The
relative strength of the two forces determines the curvature radius
and angle, Rc and α, by Equation 27. This figure is adapted from
the Figure 5 in Gomez et al. (2018) with permission.
The center-to-ends filament fragmentation picture might
seem inconsistent with the observed magnetic field morphol-
ogy, which shows a pattern of end-to-center contraction. The
curved magnetic field morphology, however, might be shaped
at an early evolutionary stage, when the filament was still
contracting and accumulating mass until its density was suf-
ficiently high to trigger fragmentation. In addition, the global
end-to-center contraction and the local center-to-end frag-
mentation could be occurring simultaneously but at different
scales, as suggested by hierarchical gravitational fragmenta-
tion models (Gómez & Vázquez-Semadeni 2014; Gomez et
al. 2018).
To explore the magnetic field morphology within collaps-
ing clouds, Gomez et al. (2018) simulated molecular clouds
undergoing global, multi-scale gravitational collapse. In this
simulation, the magnetic fields would be dragged by the grav-
itational contraction, but eventually reach a stationary state
in which the ram pressure of the flow balances the magnetic
tension. Hence, the model predicts a random magnetic field
morphology on parsec scales and a “U-shape” magnetic field
within the filaments following the equation(
vl
vA
)2
= 2sin(2α), (27)
where vl is the gas velocity along the filaments, vA is the
Alfvénic velocity, and the α is the angle between the mag-
netic field line and the direction perpendicular to the filament,
illustrated in Figure 12. Although the predicted large-scale
random magnetic field morphology is inconsistent with the
uniform magnetic fields shown by WLE17 data, a “U-shape”
magnetic field within the filaments has been observed in our
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Figure 13. A cartoon illustrates the possible formation scenario of the core-scale HFSs. (a) The parsec-scale filaments first form via the
contraction and fragmentation along magnetic fields. (b) As the parsec-scale filaments become magnetically and thermally supercritical, the
filaments fragment along their major axis, and the most massive components form at the end of filaments. At the same time, the magnetic
fields are dragged by the filament contraction. (c) The massive fragment at the end of parsec-scale filament further fragments along the curved
magnetic fields, and forms a core-scale HFS with orientation parallel or perpendicular to the local magnetic field instead of primordial field.
POL-2 data, suggesting that this model might be important
when the filaments become dense enough.
The observed α is∼30◦, estimated by the two components
shown in the PA histogram (Figure 4), so vl/vA is expected
to be 1.3 by Equation 27. We assume that the vl is approxi-
mately the velocity difference along the filament around the
central hub. The line of sight C18O centroid velocity of the
central hub (clump 47) is ∼ 4.1 km s−1, and the western
clump 42 has a centroid velocity of ∼ 3.8 km s−1. Hence,
the velocity difference along the filament between clumps 42
and 47 is 0.3/cosφ km s−1, where φ is the inclination an-
gle of filament with respect to the line of sight. With the
Alfvénic velocity of 0.64/sinθ estimated in Section 3.5, the
observed vl/vA is ∼ 0.5sinθ/cosφ. Due to the unknown in-
clination angle, we can only speculate that the model expec-
tation would be correct if the filament is nearly perpendicular
to the line of sight (φ > 67◦).
Based on our observed magnetic field morphologies, we
propose a three-stage scenario to explain the origin of the
observed HFS, illustrated in Figure 13. In the first stage,
the large-scale magnetically subcritical filaments are first
formed with dynamically important magnetic fields as de-
scribed in strong magnetic field filament formation mod-
els (e.g., Nakamura & Li 2008; Van Loo et al. 2014), and
these filaments appear perpendicular to a uniform large-scale
magnetic field, as revealed by WLE17 data. In the second
stage, the large-scale filaments accumulate mass via accre-
tion along magnetic field lines or filament mergers (e.g., Li
et al. 2010; André et al. 2014), and eventually become mag-
netically and thermally supercritical. The contraction of su-
percritical filaments would bend the uniform primordial mag-
netic fields, similar to the case in Orion A (Pattle et al. 2017).
In the third stage, the dense clumps within filaments, often
at the ends of filaments, would tend to fragment along mag-
netic fields and form second generation filaments with hub-
filament morphologies, because density perturbations paral-
lel to the magnetic fields grow faster than those perpendicular
to the fields(e.g., Nagai et al. 1998; Van Loo et al. 2014). The
collapse of the cores within the second generation filaments
is also regulated by the bent magnetic fields, and so the cores
are oriented either parallel or perpendicular to local magnetic
fields, as shown in Figure 10, and are less correlated to the
primordial magnetic field.
4.2. The Alignment between Local Magnetic Fields and
Clumps
Stars form predominantly from high column density fila-
ments (André et al. 2010). Although most filaments are ei-
ther oriented parallel or perpendicular to the large-scale mag-
netic fields (Li et al. 2014; Planck Collaboration et al. 2016),
only a few young stars have been observed with hourglass
magnetic field morphologies which favors a star formation
scenario where the core collapse is regulated by strong mag-
netic fields (e.g., Girart et al. 2006; Rao et al. 2009; Tang et
al. 2009). As a counterexample, ALMA polarization obser-
vations toward the embedded source Ser-emb 8 show chaotic
magnetic fields (Hull et al. 2017), indicating that this star
was formed under weak magnetic field conditions. This dif-
ference poses the question of how physical scales and envi-
ronments generally determine the role of magnetic fields in
star formation.
To address the role of magnetic fields in star formation,
the SMA polarization survey toward massive cores (Zhang
et al. 2014) revealed that magnetic fields on the core scale
(0.1–0.01 pc) are mostly either parallel or perpendicular to
the magnetic fields on the parsec scales. Li et al. (2015) fur-
ther analyzed the magnetic field morphologies in NGC 6334
on the 100 pc to 0.01 pc scales, and found that local mag-
netic fields on all these scales are either parallel or perpen-
dicular to the local cloud elongation. Both these results sug-
gest that magnetic fields are dynamically important during
the collapse and fragmentation of clouds, possibly guiding
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the contraction of filaments and cores. Koch et al. (2014)
further used a large sample set (50 sources) to examine the
bimodal distribution of the relative orientation between the
magnetic fields and the density structures, and found that the
distribution is more scattered than those in previous surveys,
although a bimodal distribution cannot be ruled out.
In Section 3.4, we find a tendency that the clumps within
the observed HFS have orientations parallel or perpendicular
to the local magnetic fields (at 0.1–0.01 pc scale). The lo-
cal magnetic fields in many of these clumps, however, have
orientations 30–60◦ different from the parsec scale magnetic
field, which is inconsistent with the findings of Zhang et
al. (2014) and Li et al. (2015). The inconsistent cases are
mainly clumps within the extending filaments, which fol-
low the orientation of the curved magnetic fields (see Sec-
tion 4.1). These clumps are much fainter than those in the
central hub, which possibly explains why they were missed
in previous surveys. Nevertheless, since we still found the
orientations of these clumps to be well coupled with the host
filaments and the local magnetic fields, our results support
the idea that magnetic fields are important in regulating the
core and filament collapse on spatial scales of 0.01-0.1 pc.
5. CONCLUSIONS
This paper presents the first-look results of SCUBA-
2/POL-2 observations at 850 µm towards the IC5146 fil-
amentary clouds as part of the BISTRO project. Our ob-
servations reveal the magnetic field morphology within a
core-scale Hub-Filament Structures (HFS) located at the end
of a parsec-scale filament. From the analysis of these data,
we find:
1. The observed polarization fraction is found to vary
with Stokes I following a power-law with an index
of ≈ 0.56, which suggests that dust grains in this AV
∼20–300 mag range can be still aligned with magnetic
fields.
2. The observed polarization map shows that the mag-
netic field of the HFS on core-scales (∼ 0.05–0.5 pc) is
more organized than random. The core-scale magnetic
field is likely inherited from a larger scale magnetic
field that has been dragged by contraction along the
parsec-scale filament.
3. The submillimeter clumps within the observed core-
scale HFS tend to be aligned with local magnetic
fields, i.e., they are oriented within 20◦ of being either
parallel or perpendicular to the local magnetic field
direction. This trend may suggest that the core-scale
HFS formed after the parsec-scale filament became
magnetically supercritical, and the magnetic fields
have been dynamically important during the formation
and the following evolution of the core-scale HFS.
4. We propose a scenario to explain the formation of the
core-scale HFS: the parsec-scale filaments first form
under a strong and uniform magnetic field, and started
to fragment and locally bend the magnetic field as
they becomes magnetically supercritical. The massive
clump, formed at the end of the parsec-scale filament,
further fragments under the strong magnetic fields and
becomes the core-scale HFS.
5. Using the Davis-Chandrasekhar-Fermi method, the
magnetic strength within the central hub is estimated to
be 0.5±0.2 mG, and the mass-to-flux ratio is 1.3±0.4
for D = 813 pc. The Alfvénic Mach number estimated
using the magnetic field angular dispersion is <0.6.
These estimates suggests that gravity and magnetic
fields is comparably important in the current core-
scale HFS, and that turbulence is less important.
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APPENDIX
A. BIAS ON DETERMINATION OF P VS. I RELATION
In this section, we use the simulated data to investigate the two possible sources of bias in the estimation of the P–I relation. The
first bias source is the selection criteria P/δP> 2. Since the uncertainty in the polarization fraction has the following dependence
on total intensity of
δP≈ δQ
I
∝ I−1, (A1)
assuming δQ ≈ δU , the selection criteria would truncate the observed P–I distribution by a boundary of P = 2δP ∝ I−1. Hence,
the selection criteria could cause an artificial trend of P∝ I−1 to arise, leading to the erroneous conclusion that the dust cannot be
aligned with magnetic fields. This bias source could be avoided simply by including the low SNR data.
The second bias source is the non-Gaussian PDF of the observed polarization fraction. As shown in Section 3.3, the PDF of
the observed polarization fraction follows the Rice distribution (Equation 7). The Rice distribution can be approximated as a
Gaussian when P/δP ' 4, but it becomes more asymmetric as P/δP decreases (Vaillancourt 2006). The misuse of a Gaussian
PDF on Rice distributed data would cause the polarization fraction to be overestimated. Furthermore, the bias is anticorrelated
with the SNR of P, as well as I, and steepen the measured slope. The commonly used debiasing methods, e.g., the asymptotic
estimator, however, could help remove the bias in the high P/δP domain, but the PDF of the debiased polarization fraction
would be still non-Gaussian (Montier et al. 2015b). To avoid this bias source, using an appropriate PDF, instead of a Gaussian
assumption, to analyze the observed polarization fraction is recommended.
We performed Monte Carlo simulations to generate a set of polarization data with a given P–AV relation, and tested how the
measured relation is affected by the bias sources discussed above. To simulate the observed polarization data, we first generated a
10000-element set of AV values distributed uniformly in logarithm where the polarization fraction of each element was determined
by the underlying power-law
P∝ A−0.7V . (A2)
For simplicity, we assumed all polarization vectors have PAs of 0◦, and we calculated the Stokes Q and U values for each pair
of (AV , P). Here we directly used AV magnitude as the intensity unit. We also added Gaussian-distributed noise with σ = 1.5 AV
mag to both Stokes Q and U , and calculated the debiased polarization fraction from the noise-included Stokes Q and U . The
simulated P vs. AV distribution is plotted in Figure 14 (a). A least-squares power-law fit to the simulated data returns an index of
0.725±0.002, similar to our input value.
To investigate how the first bias source (selection criteria) affects the P–AV relation, we applied selection criteria P/δP > 2
and P/δP > 3 to the simulated data, as shown in Figure 14 (b). It is clearly shown that the P–AV distribution is trunctaed by the
applied selection criteria, and the least-squared fits here return power-law indices of 0.796±0.002 and 0.850±0.003 for the data
selected by P/δP> 2 and P/δP> 3, respectively, suggesting that such selection criteria would significantly steepen the measured
slope.
To test how the second bias source (non-Gaussianity when P/δP is low) affects the P–AV relation, we generated another
simulated data set with five times higher noise in Stokes Q and U than our original data set. Figure 14 (c) shows the P–AV
distribution from both the simulated data with original and higher noise. The simulated data with higher noise show a steeper
trend, which mainly results from the positive bias in the low AV or low P/δP regimes. A power-law index of 0.950±0.006 for
the high noise set was obtained by the least-squared fitting, significantly higher than the 0.725±0.002 derived from the original
set. These examples show that the two bias sources both could steepen the measured P–I relation, we would further explore how
significant the effects are in a much wider parameter space in our following paper Pattle et al. (2019).
To test whether or not our Bayesian model, as described in Section 3.3, can avoid the bias due to the non-Gaussianity. We
fit the same higher noise simulated data set with our Bayesian model. The derived PDFs of each model parameter are shown in
Figure 15. All the derived model parameters are consistent with our input values, and the mean posterior suggests an α of 0.75,
which is much more accurate than the α of 0.95 derived from least-squared fitting. In addition, the possibility of an asymmetric
PDF is considered in the Bayesian model, and hence it provides a more realistic uncertainty estimation.
Facility: JCMT
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Figure 14. Monte Carlo simulations to show the possible bias for fitting the P–I relation using P∝ I−α. (a) The simulated data assuming
P∝ I−0.7 with moderate noise of 1.5 mag in Stokes Q and U . The least-squared fitting could recover the α of∼ 0.7. (b) Sample selection criteria
of P/δP > 2 (blue) and P/δP > 3 (green) were applied to the simulated data. The derived α of the selected data using least-squared fitting
become much higher than input model. (c) The green points represent the simulated data with 5 times higher noise. The derived α for the high
noise set using least-squared fitting is almost 1.
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Figure 15. The PDF of model parameters obtained from the Bayesian fitting to the simulated data with high noise (Figure 14 green points). The
mean values and 95% highest posterior density (HPD) regions are labeled in each panel. All the results are consistent with our input model.
Software: Aplpy (Robitaille & Bressert 2012), Astropy (Astropy Collaboration et al. 2013), NumPy (Van Der Walt et al.
2011), PyMC3 (Salvatier et al. 2016), PySpecKit (Ginsburg & Mirocha 2011), SciPy (Jones et al. 2001), Starlink (Currie et al.
2014)
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