THE ELLIPTIC THREEFOLD y 2 = x 3 + 16s 6 + 16t 6 − 32(t 3 s 3 + t 3 + s 3 ) + 16
Introduction
In this paper we study the elliptic threefold associated with (1) y 2 = x 3 + 16s 6 + 16t 6 − 32(t 3 s 3 + t 3 + s 3 ) + 16.
This equation defines a singular threefold T in A 4 , which is birational to an elliptic 3-fold X. Since an elliptic 3-fold X is smooth and projective (by definition) we have to apply several transformations in order to obtain X. For more on this see [5, Section 4] .
At the same time, we can consider (1) as the equation for an elliptic curve E/Q(s, t). The groups E(Q(s, t)) and E(Q(s, t)) are isomorphic to the group of rational sections of the elliptic fibration on X and the subgroup of rational sections that can be defined over Q, respectively.
One can find several points on E(Q(s, t)): For example, P 1 := (−4s, 4(t 3 − s 3 − 1)) is a point on E(Q(s, t)). Using the symmetry in s and t of (1) we find additional points P 2 := (−4t, 4(s 3 −t 3 −1)) and P 3 := (−4ts, 4(1−s 3 −t 3 )). Finally, using the complex multiplication on E we find three additional independent points ωP 1 , ωP 2 , ωP 3 , where ω is the complex multiplication of the elliptic curve E, i.e., we multiply the x-coordinate with a fixed third root of unity.
We listed so far six points and they turn out to be independent, i.e., they define a rank 6 subgroup of E(Q(s, t)). Using the methods of Hulek and the author [5] we concluded in [6] that rank E(Q(s, t)) = 6. So we have found explicit generators for a finite index subgroup of E(Q(s, t)) and we could stop at this point. However, we would like to provide a different proof for the fact that rank E(Q(s, t)) = 6.
As in the papers [5, 6] we start by using that rank E(Q(s, t)) + 1 equals the rank of
for a certain threefold Y in the weighted projective space P(2, 3, 1, 1, 1). In our case it turns out that Σ := Y sing consists of 9 singularities, all of which are of type D 4 . Such a singularity is isolated and weighted homogeneous. A method due to Dimca [2] yields that the 4th cohomology group with support in Σ, H 4 Σ (Y ), is pure of type (2, 2) and the same holds for H 4 (Y ). Hence rank E(Q(s, t)) = h 4 (Y ) − 1.
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We provide a different method to calculate h 4 (Y ) than in [5, 6] . In [5] we used
and we indicated a method to explicitly calculate the map ψ. This means that we can represent ψ (with respect to some choice of basis) as a matrix M and then calculate rank M . In the present example this is still feasible and we obtain a 21 × 9 matrix. Using a computer one easily calculates the rank of a matrix of this size. However, if the number of singularities increases, or if the degree of the equation increases, then the size of the matrix also increases and this leads rapidly to matrices that are quite big. In [4] Van Geemen and Werner provided a different approach for computing h 4 (Y ). For a nodal hypersurfaces X in P 4 , they first related the Betti numbers of X with the Betti numbers of a fixed resolution of singularitiesX. Since the Euler characteristic of X andX only depends on the degree of X and the number of double points, and since the h i (X) are known for i = 2, 3, 4 we get a linear relation between h 2 , h 3 and h 4 . Poincaré duality yields h 2 = h 4 . Hence to determine all the Betti numbers it suffices to determine h 4 . Let E be the exceptional divisor ofX → X and let p be a prime of good reduction ofX such that Frob p acts as multiplication by p on H 2 et (E, Q ℓ ) (i.e., all singularities of Y are defined over F p and at each singularity the tangent cone is isomorphic to P 1 × P 1 rather than a twist of P 1 × P 1 ). The Lefschetz trace formula yields
Now #X(F p ) can be determined by a naive point count with a computer. All other quantities, except for h 4 , are known. This inequality yields a lower and an upper bound for h 4 , and if p is sufficiently large these bounds differ by less than 1, hence h 4 is the unique integer in that particular interval. It is easy to check that the arguments of Van Geemen and Werner can be extended to hypersurfaces X in weighted projective 4-space, admitting a resolution of singularitiesX such that the exceptional divisor E is a union of rational surfaces. This includes all hypersurfaces with at most isolated ADE-singularities.
We slightly extend this method. The main difference with Van Geemen and Werner is that we work with the rigid cohomology of Y rather than theétale cohomology ofỸ . In an upcoming paper we prove that our method can be extended to hypersurfaces (Y, p) such that H 4 p (Y ) has a Hodge structure of Tate type. One can easily provide examples where this holds, but where Van Geemen-Werner does not work. It should be said that the method of Hulek and the author works for an even bigger class of varieties: e.g., it works for hypersurfaces such that the cokernel of
is a Hodge structure of Tate type. From a theoretical point of view, it should be remarked that the method presented in this paper and the method of Van Geemen and Werner work only over number fields, whereas the method of Hulek and the author works for any variety defined over the complex numbers.
The hypersurface Y
Let K be either a subfield of the complex numbers or a finite field not of characteristic 2 or 3, such that K contains a primitive third root of unity ω. Consider . Actually these 9 singularities are dual to the 9 cusps of C. Since a cusp has local equation t 2 + s 3 it turns out that Y has local equation −y 2 + x 3 + t 2 + s 3 at each singular point, i.e., Y has 9 D 4 -singularities.
Remark 2.2. Since the curve C is a sextic with 9 cusps, it is the dual of a smooth cubic. The 9 singularities correspond with the 9 flexes on the smooth cubic. The sextic C is the dual curve of z 
Proof. Setting z 1 = 1 and moving (0, 0, 0, ω i ) to (0, 0, 0, 0) yields a local defining polynomial for Y :
Suppose for the moment that K ⊂ C. Since this singularity is semi-weighted homogeneous it follows from Dimca's work that the local cohomology
where S is the (quasi-smooth) surface y 2 = x 3 − 64s 3 + 144ω i t 2 in P(2, 3, 2, 3). If K is a field of positive characteristic then we can obtain similar results. In a neighborhood of P we have that (Y, P ) is given by −y 2 +x 3 −64s 3 +144t 2 = 0. Hence Y \ {P } is locally a K * -bundle over S ⊂ P(2, 3, 2, 3). As in characteristic zero it follows then from the Leray spectral sequence that H Setting s 1 = 4s, t 1 = 12t one finds that S is isomorphic to the surface −y 2 + x 3 − s This reduces the problem to the case K = C. By the work of Griffiths and Steenbrink [8] we know that the second primitive cohomology is isomorphic with degree 2 part of the Jacobian ring of the defining equation (with deg(s 1 ) = deg(x) = 2 and deg(y) = deg(t ) = 3). The Jacobian ring is isomorphic to R[x, y, s 1 , t 1 ]/(x 2 , y, s 2 1 , t 1 ), and the degree 2 part is generated by x and s hence is two-dimensional. Hence
Lemma 2.6. Suppose K is a finite field with q elements (and q ≡ 1 mod 3). Then Frob q acts as multiplication by q on the rigid cohomology group H 2 (S).
Proof. Since t 2 1 − y 2 factors over F q in two distinct factors we have that S is isomorphic to the surface t 1 y + x 3 − s 2) 18 .
Calculating h i (Y ) and rank E(Q(s, t))
In this section H • refers to the de Rham cohomology of Y C if K is a number field, and to rigid cohomology if K is a finite field. All exact sequence are either exact sequences of mixed Hodge structures or exact sequence of Q q -vector spaces with Frobenius action. The cohomology groups H i (Y ) come with a weight filtration, we use Gr
to indicate the graded pieces of this filtration. Suppose for the moment that K is a number field, and p is a prime not lying over 2 or 3. LetỸ be a minimal resolution of singularities of Y (i.e., blowing up the D 4 -singularity once, and then blowing up the resulting three A 1 -singularities.) An easy calculation shows thatỸ has good reduction modulo p, henceỸ Fp is a resolution of singularities of Y Fp .
Assume again that K is either a number field or a finite field not of characteristic 2 and 3, and K contains a primitive root of unity. The above discussion shows that if K is not of characteristics 2 or 3 then Y has a resolution of singularities.
Let E be the exceptional divisor ofỸ → Y . In the following, we denote Σ = Y sing and
Proof. SinceỸ is smooth, a standard argument involving Poincaré duality and the Gysin exact sequence yields that
. The resolution of a D 4 -singularity is well-known. The exceptional divisor is a union of rational surfaces. From this it follows easily that H i (E) = 0 for i = 0, 2, 4.
Lemma 3.2. The exact sequence of the pair (Y, Y * ) induces the following exact sequence
Proof. Since Y has isolated singularities one has that h i Σ = 0 for i = 3, 4, 6. Hence a part of the sequence of the pair (Y, Y * ) reads
From the Lefschetz hyperplane theorem [3, Theorem B22] it follows that H 2 (Y ) = Q(−1). A standard argument as in [2] shows that
is pure of weight 4. Since Y is compact, the group H 3 (Y ) has no elements of weight ≥ 4. Hence we obtain the following exact sequence: 
Moreover one has the so-called Mayer-Vietoris exact sequence for the discriminant square [7, Corollary 5.37] . Part of this sequence is the following
There is an exact sequence
Proof. It suffices to prove Gr
. Then the proposition follows from (2) .
Substituting
Combining this with the dualized version of (4) it follows that
Since Y * is smooth, one has that Gr 
, we obtain (after dualizing and twisting) that Denote with w 3,k = dim Gr
. Since E is a union of rational surfaces, not intersecting in curves, it follows that H 2 (E) is pure of weight 2. SinceỸ is smooth it follows that H 3 (Ỹ ) is pure of weight 3. The following exact sequence is part of the Mayer-Vietoris exact sequence for the discriminant square
From this it follows that w 3,k = 0 for k = 2, 3. Hence h 3 (Y ) = w 2,3 + w 3,3 .
Lemma 3.5. Remark 3.7. The original method of Van Geemen and Werner used primes that are slightly bigger. That p = 7 suffices follows from the fact that w 3,3 = 0. This latter fact implies that the upper and lower bound coincide for every prime p ≡ 1 mod 3.
Collecting everything we get: and rank E(Q(s, t)) = 6.
Remark 3.9. In the introduction we gave six independent points in E(Q(s, t)) yielding a finite index subgroup. A standard specialization argument (as in [6] ) shows that E(Q(s, t)) is torsion free.
