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Abstract：Distributed approach is a very effective method to improve 
training efficiency of reinforcement learning.  In this paper, we propose a 
new heuristic distributed architecture for deep reinforcement learning (DRL) 
algorithm, in which a PSO based network update mechanism is adopted to 
speed up learning an optimal policy besides using multiple agents for 
parallel training.  In this mechanism, the update of neural network of each 
agent is not only according to the training result of itself, but also affected by 
the optimal neural network of all agents.  In order to verify the 
effectiveness of the proposed method, the proposed architecture is 
implemented on the Deep Q-Network algorithm (DQN) and the Deep 
Deterministic Policy Gradient algorithm (DDPG) to train several typical 
control problems.  The training results show that the proposed method is 
effective. 
Keywords: Distributed reinforcement learning, PSO, gradient descent，
control problem 
 
1. Instruction 
 
Reinforcement learning is about an agent interacting with the environment, learning an 
optimal policy by trial and error. In recent years, with the continuous improvement of 
computer performance and the emergence of deep reinforcement learning algorithms, 
reinforcement learning has made remarkable achievement in the fields of video games, chess 
and card games, navigation and control of physical systems. However, as the learning 
problems becomes more and more complex, it will take a lot of computational cost for the 
traditional single-agent reinforcement learning algorithms to find the optimal strategy in a 
training process. For example, it took 12-14 days on a GPU to train the DQN algorithm on a 
single Atari game [1]. This problem limits the application of reinforcement learning in a 
certain degree. 
 
The method to accelerate training has always been an important research direction in 
reinforcement learning. There have been several effective methods for training speed-up, for 
example, Transfer learning [2,3], Curriculum Learning [4] and Distributed learning. Among 
these method, Distributed learning is a commonly used speed-up method. Unlike the other 
two methods, Distributed Learning is based on the idea of parallel computing and it can speed 
up the training with a small change to the existing reinforcement learning algorithm. In the 
existing study on Distributed reinforcement learning, the mainstream method to accelerate 
training is increasing the sampling speed by means of parallel computing [5,6]. In these 
methods, multiple separate actor-learner threads are used to sample data and compute 
gradients. The gradients are asynchronously sent to a central parameter server, which is used 
to update the parameters. The updates parameters of the value function or behavior policy are 
sent to the actor-learners at fixed intervals. It is true that this method can really accelerate the 
training, but it still has deficiencies. For example, the learning of the strategy only depends on 
the main thread (central parameter server), which limits the agent's exploration of the strategy 
space. Since the complex problems often have large state and action space, if the training 
  
method does not have strong strategic space exploration, it is very difficult to achieve the 
optimal strategy. 
 
In this paper, we propose a distributed reinforcement learning architecture with strategic 
space exploration capabilities. This architecture uses three main components: parallel explorer 
agents that learn the optimal strategy; parallel supervise agents to test the optimal strategy and 
a parameter server that is used to store the optimal strategy. Each explorer agent compares the 
results of the current execution policy with the results of the optimal strategy during training. 
If the former performs better than the latter, the model parameters (the parameters of the 
neural network in DQN and DDPG later) corresponding to the former are uploaded and used 
to update the optimal network parameters stored in the parameter server. In our architecture, 
the update method of the parameters of the explorer agents draws on the update method of 
particles in PSO, that is, it will be affected by the global optimal model parameters, which 
allows the explorer agents to learn from each other while ensuring independent exploration. 
Since the training process of reinforcement learning is random, in order to ensure the 
authenticity and effectiveness of the optimal strategy, the supervise agents will evaluate the 
optimal model parameters and decide whether to update the global optimal model parameters 
in the parameter server according to the test results. They will also compute the corresponding 
weight of the global optimal model parameters used in the update equation of the explorer 
agents. This approach is very helpful in avoiding the blindness of updates. 
 
We used our architecture to implement the DQN and DDPG and experimentally validate the 
performance of these new algorithm across various control problems, such as Inverted 
Pendulum, Inverted Double Pendulum, Reacher, Hopper and so on. The results show that our 
approach can improve training speed and average scores. 
 
2. Related Work 
 
Long training time has been one of the obstacles that have plagued the large-scale application 
of reinforcement learning technology. In order to improve the training speed, researchers have 
done a lot of work, among which the research on distributed reinforcement learning 
technology is one of the main directions of related work. Related work has produced many 
excellent results in recent years. We will briefly introduce these works below. 
 
Kretchmar [7] proposes a Parallel Reinforcement Learning (PRL) approach, which allows 
agents learn in parallel on the same single agent RL task and share experience. When training 
different numbers of agents learning in parallel, the author demonstrates that the PRL 
approach outperforms a single learner and it can decrease the training time taken to converge 
to the optimal policy. 
 
Barrett [8] describes a parallel version of Q-Learning for cloud resource allocation 
applications and finds that the time taken to learn optimal control policies is greatly reduced 
by paralleling the learning process. 
 
Grounds et al.[9] proposed a parallel reinforcement learning architecture based on linear 
fitting. Under this architecture, agents will learn separately in different simulation 
environments，and the convergence towards the optimal policy will be accelerated by 
periodically exchanging information extracted from the weights of their approximators. 
 
Nair[5]et al. proposed a distributed algorithm for deep reinforcement learning, which uses 
multiple agents to run in parallel to generate more data sets, collects gradients of all agents 
through a central parameter server, and then uses these gradients to update the weight vector 
of the Q-network online. This approach is similar to the work of Dean et al. [10] in supervised 
learning. Compared with the work of Mnih et al. [1], this algorithm achieved better results in 
  
Atari 2600 games. Based on the work of Nair [5] et al., Mnih [6] et al. proposed 
Asynchronous Methods for Deep Reinforcement Learning, in which Asynchronous advantage 
actor-critic (A3C) algorithm can obtain optimal training results on multiple reinforcement 
learning training problems. Subsequently, some researchers[11-15] proposed various 
improved A3C algorithms based on the work of Mnihet al. Different from our method, in the 
above distributed approaches based on asynchronous architecture, most of them use multiple 
actors to traverse different states in an asynchronous way to increase the sampling speed. The 
policy used by the actors responsible for sampling is a replica of the network, which leads to 
the lack of strategy exploration capabilities. 
 
Salimans[17] proposes a different approach to distributing reinforcement learning.  He 
applies the parallelization to a direct search method called evolution strategy (ES), which 
enables efficient exchange of information between the workers since they doesn’t need to 
share the gradient updates. When training Atari games on 720 CPUs the authors reported that 
after 1 h of training the agents were able to achieve scores comparable to the ones achieved 
by the agents trained for 24 h with a single CPU using A3C.  
 
Iima et al. [18] proposed the swarm reinforcement learning method based on PSO. Different 
from us, they did not combine PSO and deep reinforcement learning effectively. They simply 
use the PSO algorithm to update the parameters after the original AC algorithm updates the 
parameters, which leads to the low efficiency of the affecting and learning among agents, and 
it is difficult to generalize to most deep reinforcement learning algorithms. 
 
3. Approach 
 
3.1 Particle Swarm Optimization 
Particle Swarm Optimization (PSO) [23-27] algorithm is a population-based stochastic 
optimization heuristic.  Generally, PSO can operate on any kind of search space. A particle 
is a moving point in an n-dimensional space. Besides the position ( )pxi  and velocity ( )pvi , 
at each iteration p, the particle i  will remember the local best position ( )pyi  in the search 
space it has visited so far and the global best position ( )pyglobal  other particles (including 
itself) have visited so far. 
 
Let ( )pxi  represents the position of particle i  at iteration p . The position of this particle 
in next iteration is achieved by adding the velocity vector vi p( )  to the position in current 
iteration: 
 ( ) ( ) ( )11 ++=+ pvpxpx iii  (1) 
 
The velocity is calculated as follows: 
 ( ) )]()([)()]()([)()(1 2211 pxpyprcpxpyprcpvpv ijglobaljjijijjijij −+−+=+ ω  (2) 
where )( pvij  and )(pxij  are the velocity and position of particle i in dimension j, ω is the 
inertia weight factor, c1 and c2 sensitivities to the local best position and global best position 
respectively and r1j and r2j are random values from 0 to 1.  
 
3.2 Distributed Reinforcement Learning combined PSO 
 
The distributed reinforcement learning algorithm is an effective method to improve the 
efficiency of reinforcement learning. In this paper we propose a distributed architecture for 
  
deep reinforcement learning combined with PSO in order to solve the insufficient exploration 
problem for the existing distributed RL framework. This architecture can be applied to the 
deep RL algorithms (for example DQN, DDPG and PPO) of which value function or behavior 
policy can be represented by a function approximator such as a neural network. Since our 
distributed architecture inherits the PSO algorithm to explore the state and action space by 
randomly generating multiple particles, namely the explorer agents in this paper, this 
architecture have better strategic space exploration ability. 
 
Our architecture, shown in Figure 1, contains the following components.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Explorer agents: 
In our distributed framework, all the explorer agents will learn the optimal strategy using the 
same RL algorithms, such as DQN or DDPG. Each agent samples and updates parameters 
separately. In order to improve exploration, we combine the PSO in the process of generating 
explorer agents and updating the neural network parameters. The positions of these agents are 
initialized randomly and they select actions using different value function or behavior policy. 
They also update their own parameters of the value function or behavior policy under the 
effect of other explorer agents. The explorer agents update the parameters of neural network, 
which is used to fit the value or policy function uses the following update function: 
 )()( oldoldnew rcL θθθαθθ θ −⋅⋅+∇⋅+=
∗  (3) 
in which θold and θnew are the parameters of the network before and after update;  is 
the gradient of loss function;  is the optimal parameters of the network; α is the learning 
rate; r is random values from 0 to 1; c is the weight of optimal parameters which will also 
update during the training. Observing the above function, we can find that the new update 
function will allow the explorer agent have independent learning ability as well as learning 
from others, which is very helpful for learning the optimal strategy. The experiment results in 
the fifth chapter also verify this. 
 
Supervise agents:  
In Equation 3, the value of weight c and optimal parameters of the network  are critical to 
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improve the efficiency of distributed learning. However, the knowledge of the environments 
used in the task is complex and unknown. The optimal parameters of the network  can 
only be obtained by comparing the results of agents under different neural network 
parameters. Since the training itself is random, the authenticity of parameters  are 
difficult to guarantee. If the parameters  are not the best and we choose a large weight c, 
it will cause the agents to update in a wrong direction. What’s more, at the beginning of 
training, explorer agents can only achieve very low scores, so the learning from others has 
little positive effect. At this time, we hope that they mainly learn from themselves, which 
means we want the weight c to be lower. To solve these problem, we introduce the supervise 
agents in our distributed architecture. The supervise agents will load the possible optimal 
neural network parameters  uploaded by the explorer agents and then sample and 
calculate the total return. If the total return of the supervise agents under parameters  is 
greater than the return obtained by the agents using the current optimal neural network 
parameters , the optimal parameters  will be updated, otherwise they will not be 
updated. To further evaluate the parameters , the supervise agents will keep testing the 
current optimal neural network parameters  before the explorer agents find the next 
possible optimal neural network parameters . Whenever there is a larger total return, the 
temporary variable x responsible for recording will add 1. When x is larger than the threshold 
b, the weight c in Equation 3 will be updated using the following function: 
 )200/arctan( bxc =  (4) 
in which the weight c ranging from 0 to pi/2 is a bounded function on x. 
 
The introduction of the supervise agent can effectively avoid the blindness of the agents’ 
learning from each other and avoid the free-fall decrease, which is proved by our following 
experiment. What’s more, optimal neural network parameters  will be updated quickly at 
the beginning of training since the agents can only achieve low scores. This will keep the 
weight c very small, thus ensure that the agents mainly learn by themselves at this stage. 
 
Parameter Server： 
In the distribute frame of this paper, parameter server is responsible for the communication 
between explorer agents and supervise agents. The possible optimal neural network 
parameters  obstained by explorer agents will be compared with the optimal neural 
network parameters  stored in the parameter server. If parameters  are greater than 
the current optimal neural network parameters , the optimal parameters  will be 
updated using parameters . 
 
4. Algorithem 
 
In the previous section, we introduced the main content of the distributed reinforcement 
learning architecture presented in this article. Then we use distributed DQN and distributed 
DDPG as examples to introduce the specific implementation process of the architecture. 
 
4.1 Distribute DQN 
 
DQN is a very effective reinforcement learning algorithm [1], in which there are two 
Q-networks involved in training: current Q-network and target Q-network. Their network 
parameters are θ and θˆ . During training, the DQN algorithm updates θ by minimizing the 
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loss function: 
 ]))|,()ˆ|,(max[()( 2θθγθ asQasQrEL
a
−ʹ′ʹ′+=
ʹ′
 (5) 
γ ∈ [0, 1] is the discount factor determining the agent’s horizon, θ is the parameters of the 
Q-network and θˆ  is the network parameters used to compute the target.  Differentiating the 
loss function with respect to the weights, we arrive at the following gradient:  
 )]|,())|,()ˆ|,(max[()( θθθγθ θθ asQasQasQrEL
a
∇−ʹ′ʹ′+=∇
ʹ′
 (6) 
 
By substituting the gradient into Equation (3), an updated equation for the distributed DQN 
current Q-network network parameter θ can be obtained. 
The pseudocode for Distribute DQN is shown in Algorithms 1 and 2: 
Algorithm 1 Parallel DQN – pseudocode for each explorer agent thread: 
Initialise replay memory D to size P. 
Initialise action-value function );,( θasQ  with weights θ . 
Initialise target action-value function )ˆ;,(ˆ θasQ  with weights θˆ =θ  . 
for episode=1 to M do 
 Initialise the start state to 1s . 
 for t=1 to T do 
With probability ε  take a random action ta  or else ( )θ;,maxarg asQa at = . 
  Execute action ta  in emulator and observe reward tr  and next state 1+ts . 
  Store ( )ttttt sras θ,,,, 1+  in D 
  Update θ *  and c  from the parameter server. 
  Sample random mini-batch from D. 
  Set ( )⎪⎩
⎪
⎨
⎧
ʹ′+
=
+ʹ′
θγ ˆ,,ˆmax 1 asQr
r
y
iat
t
t  
Calculate the loss ( ) ( )( )2;, θθ tttt asQyL −= .   
  If globalt yy ≥  then 
   tglobal yy =   
   send θt  to the Parameter Server 
  end if 
  Compute gradients with respect to the network parameters θ . 
  Calculate θθθ −=Δ *global . 
  Update parameters θ  using equation 1. 
  Every C steps reset Qˆ =Q  . 
 end for 
end for 
 
Algorithm 2 Parallel DQN – pseudocode for each supervise agent thread: 
Initialise replay memory D to size P. 
for episode=1 to M do 
 if θθ =−!  then 
Initialise action-value function );,( θasQ  with weights −θ .  
  Clear counter 0=x . 
 end if 
 Initialise the start state to s1  . 
  
 for t=1 to T do 
Execute action ( )θ;,maxarg asQa at =  in emulator and observe reward tr  and 
next state 1+ts  . 
  Calculate tepisodeepisode rrr +← . 
  s = st+1  
 end for 
 if globalepisode rr ≥  then 
  x← x +1;c = arctan x / 200b( ) . 
  if bx >  then 
   Sent θ  and c  to the parameter server. 
   globalepisode rr = . 
  end if 
 end if 
end for  
 
 
4.2 Distribute DDPG 
 
DDPG [19] is a deterministic policy gradient reinforcement learning algorithm based on DPG 
[20] and DQN, which includes four neural networks: actor network )( µθµ s , critic network 
),( QasQ θ  and two target network, which is the copy of actor and critic network. The actor 
network is a parameterized actor function which specified the current policy by 
deterministically mapping states to a specific action. Critic network is learned using the 
Bellman equation as in Q-learning. And target network are used for calculating the target 
values. In Distribute DDPG frame, the actor and critic networks use the methods given in 
Section 3 for the update of network parameter, while the weight of target network is still 
updated with “soft” target updates. 
 
The pseudocode for Distribute DDPG is shown in Algorithms 3 and 4: 
Algorithm 3 Parallel DDPG – pseudocode for each worker thread: 
Randomly initialize critic network Q(s, a| θQ) and actor network µ(s| θµ) with weights θQ andθ µ . 
Initialize target network !Q  and µ′ with weights θQ′=θQ, θµ′=θµ.  
Initialise replay memory D to size P. 
for episode=1 to M do 
 Initialize a random process N  for action exploration. 
 Receive initial observation state s1 . 
 for t=1 to T do 
Select action at = µ st |θ µ( )+ Nt  
Execute action at  and observe reward rt and next state st+1 . 
Store ( )Qtttttt sras θθ µ ,,,,, 1+  in D. 
Update *Qθ , *µθ  and c  from the parameter server. 
Sample random mini-batch of N transitions ( )Qiiiiii sras θθ µ ,,,,, 1+  from D. 
Set ( )( )Qiiii ssQry ʹ′ʹ′++ ʹ′ʹ′+= θθµγ µ ||, 11  . 
Calculate the loss ( )( )2;,1 ∑ −= i Qiii asQyNL θ .  
  
For i=1 to N do 
   If globali yy ≥  then 
    iglobal yy =   
    send θi
µ  and Qiθ  to the Parameter Server 
   end if 
  end for 
  Compute gradients with respect to the critic network parameters Qθ . 
  Calculate QQQglobal θθθ −=Δ
* . 
  Update critic network parameters Qθ  using equation 1. 
  Computer gradient with respect to the actor network parameters µθ : 
( ) ( ) ( )∑ ∇∇≈∇ ==
i
ssass
Q
a iii
sas
N
J ||||,1 ,
µ
θµθ
θµθ µµ  
  Calculate µµµ θθθ −=Δ *global . 
   Update critic network parameters θ µ  using equation 1. 
Update the target networks: 
( ) QQQ ʹ′ʹ′ −+← θττθθ 1  
( ) µµµ θττθθ ʹ′ʹ′ʹ′ −+← 1  
end for 
end for 
 
Algorithm 4 Parallel DDPG – pseudocode for each master thread: 
Initialise replay memory D to size P. 
for episode=1 to M do 
 if QQ θθ =−! then 
Initialise critic network ( )QasQ θ|,  and actor network ( )µθµ |s  with 
weights −Qθ  and  −µθ  from the parameter server. 
  Clear counter x = 0 . 
 end if 
 Initialise the start state to s1 . 
 for t=1 to T do 
Select action ( )µθµ |tt sa =  in emulator and observe reward tr  and next 
state st+1  . 
  Calculate tepisodeepisode rrr +← . 
  1+= tss  
 end for 
 if globalepisode rr ≥  then 
  ( )bxcxx 2/arctan;1 =+← . 
  if bx >  then 
   Sent Qθ , µθ  and c  to the parameter server. 
   globalepisode rr = . 
  end if 
 end if 
end for  
 
  
5. Experiment 
 
To verify the effectiveness of our distribution reinforcement learning frame, we apply the 
proposed frame to DQN and DDPG and test these distribution version algorithms in two 
simulators, Classic control and MuJoCo [21] of Gym. We focus here on demonstrating that 
the proposed distribution reinforcement learning frame can increase learning rates, improve 
the policy learned compared to a standard reinforcement agent. 
 
5.1 Distribute DQN 
DQN is a very effective value-based reinforcement learning algorithm. It, however, spends a 
long training time for complicate problem. In order to verify the proposed distribution frame 
can speed up the leaning process and improve the policy learned, we conduct two control 
tasks, CartPole and Acrobot, using distributed DQN in Classic control simulator of Gym. The 
training results is depict in Figure 2. In all experiments, the learning rate is set as 0.01. The 
distributed DQN have 31 explorer agents, which all have the same architecture with original 
DQN, and one supervise agent. As shown in Figure 2, during the training, the distributed 
DQN score rises much faster than the original DQN, and a better score can be achieved. In 
addition, we can also observe that the distributed DQN converges faster than the original 
DQN, and the score is also more stable. In summary, the distributed architecture presented in 
this paper can be used for value-based reinforcement learning algorithms. 
 
 
 
5.2 Distribute DDPG and PPO 
DDPG is a very effective policy-based reinforcement learning algorithm, and it is ideal for 
solving reinforcement learning problems with continuous motion spaces. Like the DQN 
algorithm, the training time is too long when training complex problems. In order to verify the 
proposed distribution frame can speed up the leaning process of DDPG and improve the 
policy learned, we conduct four control tasks, which are in Mujoco of Gym. The training 
results is shown in Figure 2. In all experiments, there are the same architecture of DDPG that 
is similar with P. Lillicrap et al.[19] and the number of explorer agents and supervise agents 
are 31 and 1 in the distributed DDPG. Besides, we used Adam [22] for learning the neural 
network parameters with a learning rate of 10-4 and 10-3 for the actor and critic respectively. 
In order to increase the optimal exploration ability, we assign different learning rates to each 
explorer agent, which are between [10-5, 10-2]. As shown in Figure 3, the distributed DDPG 
scores during training are rising much faster than the original DDPG and can achieve better 
scores. In addition, we can also observe that the distributed DDPG converges faster than the 
original DDPG, and the training score is also more stable. In summary, the distributed 
Fig. 2. Learning speed comparison for DQN and the new distributed DQN on 
Classic control. 
 
  
architecture presented in this paper can be used in the policy-based reinforcement learning 
algorithm. 
 
5.3 Explorer agent and Supervise agent 
From the results above, the distributed reinforcement learning architecture presented in this 
paper is very helpful for speeding up training and improving training results. Next, this 
section will study how the two major parts of the architecture, the numbers of explorer agents 
and the supervise agent, speed up and improve the training. 
 
 
Fig. 3. Learning speed comparison for DDPG and the new distributed DDPG on 
MuJoCo 
Fig 4. Learning speed and reward comparison for DDPG and the new 
distributed DDPG on MuJoCo. 
  
Explorer agent：  
From the introduction of the architecture in this paper, the explorer agents will randomly 
search for the optimal strategy from different positions in the strategy space during the 
training, and use the currently found optimal strategy to affect the search direction of the 
agents. It can be known that as the number of agents increases, the scope of exploration that 
agents can cover increases as well, which plays an active role in accelerating the training 
speed and improving the training results. Figure 4 shows the results of training four tasks 
using the distributed DDPG with different number of explorer agents.  Observing the results, 
we can find that for the same problem, the training time will decrease and the training score 
will increase as the number of explorer agents increase. 
 
Supervise agent：  
It can be seen from the above that the role of the supervise agent in the training is to verify the 
global optimum and calculate the weight c corresponding to the global optimal parameters.  
During the training, if any explorer agent finds a potential better policy, the supervise agent 
will directly load the neural network parameters corresponding to that policy and verify 
whether the policy can obtain higher scores.  Figure 5 shows the score of the supervise agent 
of distributed DDPG in three tasks.  As shown in this figure, the score of the supervise agent 
will fluctuate greatly, which indicates that the parameters uploaded by the explorer agent to 
the supervise agent are not always a good policy.  Thus the mechanism of the supervise 
agent can avoid these bad parameters being used for the update of other explorer agents. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
6. Conclusion 
 
In this paper, we have introduced a heuristic distributed architecture combined Particle 
Swarm Optimization for reinforcement learning. This architecture is composed of explorer 
agents, supervise agents and parameter server, and these three parts are responsible for 
optimal strategy learning, optimal strategy testing, and data communication respectively. 
Compared to other distributed architecture, the architecture of this paper has a better ability to 
explore strategic space. The final part of the article not only verifies that the method 
effectively improves the training speed and the training results, but also verifies that the 
architecture is applicable to both value-based and policy-based reinforcement learning 
methods. As a result, the architecture proposed in this paper is a distributed reinforcement 
learning architecture with strong versatility. In addition, the research in this paper also shows 
that the inclusion of heuristic optimization algorithm in reinforcement learning can really 
improve the learning ability of the algorithm, but how to make full use of the heuristic 
optimization algorithm still has many problems worth studying. 
 
 
Fig 5. Learning reward of supervise agent. 
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