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APPLICATIONS OF ALGEBRAIC COMBINATORICS TO
ALGEBRAIC GEOMETRY
DAVID KAZHDAN AND TAMAR ZIEGLER
Dedicated to the memory of Tonny Springer
Abstract. We formulate a number of new results in Algebraic Geometry
and outline their derivation from Theorem 2.4 which belongs to Algebraic
Combinatorics. Theorem 7.3 is new, while complete proofs of other results are
in [7] and [8].
1. Introduction
Let K be a field. It will be important to distinguish between an algebraic
variety X defined over K and the set X := X(K) of K-points of X. We denote by
A the affine line which is an one-dimensional algebraic variety whose K-points
are K. To a K-vector space V one canonically associates an algebraic K-variety
V such that V(K) = V . To a family P¯ = {P1, . . . , Pc} of polynomials on V one
associates a morphism P¯ : V → Ac. For any t¯ ∈ Kc we associate a subscheme
Ft¯(P¯ ) := P¯
−1(t¯) ⊂ V. We write XP¯ := P¯
−1(0).
Definition 1.1. (1) Let P be a polynomial of degree d on a K-vector space
V. We define the rank r(P ) as the minimal number r such that P can be
written in the form P =
∑r
i=1QiRi, where Qi, Ri are polynomials on V
of degrees < d.
(2) For a family P¯ = {Pi}1≤i≤c of polynomials on V we define the rank r(P¯ )
as the minimal rank of polynomials Pa¯ :=
∑c
i=1 aiPi, a¯ ∈ k
c \ {0}.
Example 1.2. If P : V → K is a non-degenerate quadratic form then dim(V )/2 ≤
r(P ) ≤ dim(V ).
We show that morphisms P¯ : V→ Ac for families of sufficiently high rank pos-
sess a number of nice properties for fields of characteristic > |d¯| := maxi deg(Pi).
In particular we show that these morphisms are flat and that their fibers are
complete intersections with rationally singularities.
In the case of fields of small characteristic we have to replace the rank r(P¯ ) by
the non-classical rank rnc(P¯ ).
Definition 1.3. Let P be a polynomial of degree d on a K-vector space V .
The second author is supported by ERC grant ErgComNum 682150.
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(1) We denote by P˜ : V d → k the multilinear symmetric form given by
P˜ (h1, . . . , hd) := ∆h1 . . .∆hdP : V
d → k, where ∆hP (x) := P (x + h) −
P (x).
(2) We define the non-classical rank (nc-rank) rnc(P ) to be the rank of P˜ .
(3) For a family P¯ = {Pi}1≤i≤c of polynomials on V we define the nc-rank
rnc(P¯ ) as the minimal nc-rank of polynomials Pa¯ :=
∑c
i=1 aiPi, a¯ ∈ k
c \
{0}.
Remark 1.4. (1) If char(k) > d then r(P ) ∼ rnc(P ).
(2) In low characteristic it can happen that P is of high rank while P˜ is of
low rank.
Example 1.5. Let K be a field of characteristic 2,V = An and P (x1, . . . , xn) =∑
1<i<j<k<l≤n xixjxkxl is of rank ∼ n, but of nc-rank 3, (see [15]).
We will denote finite fields by k and general fields by K.
1.1. Acknowledgement. We thank U. Hrushovski for his help with simplifying
the proof of Theorem 6.2.
2. The main tool
Definition 2.1. Let k := Fq, let V be a k-vector space and P¯ : V → k
c be a
map. We define
(1) Ft¯(P¯ ) := {v ∈ V |P¯ (v) = t¯}, t¯ ∈ k
c.
(2) νP¯ : k
c → C is the function given by νP¯ (t¯) := |Ft¯(P¯ )|/q
dim(V )−c.
(3) A map P¯ is s-uniform if |νP¯ (t¯)− 1| ≤ q
−s for all t¯ ∈ kc.
Lemma 2.2. Let P¯ = {P1, . . . , Pc}, Pi : V → k be a family of maps such that
all the maps Pa¯ :=
∑c
i=1 aiPi, a¯ ∈ k
c \ {0} are s-uniform. Then the map P¯ is
(s− c)-uniform.
Proof. We start the proof with the following general well known result.
Let A be a finite commutative group and Ξ be the group of characters χ : A→
C⋆. For a function f : A→ C we define fˆ(χ) = 1/|A|
∑
a∈A χ(a)f(a)).
Claim 2.3.
∑
χ∈Ξ fˆ(χ)χ(−a0) = f(a0) for any a0 ∈ A.
Let A = kc We fix a non-trivial additive character ψ : k → C⋆ and associate
with any a¯ ∈ kc a character χa¯ : k
c ∈ C⋆ by χa¯(t¯) = ψ(< a¯, t¯ >) where <,>:
kc × kc → k is the natural pairing. The map a¯ → χa¯ is a bijection between A
and the group Ξ of characters of A.
The Fourier transform of the function ν is given by νˆ(χa¯) = q
−c
∑
t¯∈kc ν(t¯)χ(t¯) =
q−dim(V )
∑
v∈V ψ(Pa¯(v)). Since, by the assumptions of Lemma, maps Pa¯ are s+ c-
uniform for all a¯ 6= 0 we see that |νˆ(χa¯)| ≤ q
s+c for a¯ 6= 0.
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As follows from Claim 2.3 we have |νˆ(χa¯)| ≤ q
−s for a¯ 6= 0. On the other hand
Claim 2.3 shows that
νP¯ (b¯) =
∑
a¯∈kc
ψa¯(−b¯)νˆP¯ (a¯) = 1 +
∑
a¯∈kc\0
ψa¯(−b¯)νˆP¯ (a¯)
for all b¯ ∈ kc. So |νP¯ (b¯)− 1| ≤ q
−s

The following result from Algebraic Combinatorics, (see [13] and [5]).
Theorem 2.4. There exist explicitly definable functions e(d), a(d) > 0 such that
or any d the following holds. Let V be a Fq-vector space. Then any polynomial
P : V → k of degree d is s-uniform if rnc(P ) ≥ e(d)s
a(d).
Remark 2.5. (1) This result from Algebraic Combinatorics the corner stone
of our work.
(2) A weaker form of this result which shows the existence of functions αd(r),
limr→∞, αd(r) = ∞ such that polynomials P : V → k of degree d are
αd(r(P )) uniform was proven earlier in [2].
(3) The effectiveness of lower bound for rnc(P ) is important for some of our
results.
(4) We provide a proof of a generalization of the result in [2] in the Appendix.
(5) The theorem was proved for partition rank, but as shown in [7] the par-
tition rank is proportional to the nc-rank.
Question 2.6. Could one assume that a(d) = 1?
Definition 2.7. For d¯ = (d1, . . . , dc) we denote by r(d¯) the minimal number r
such that (in notations of Theorem 2.4) we have ed′r
αd′ ≥ c+ 2 for all d′ ≤ |d¯|.
The following result, to which we often refer, follows immediately for Lemma
2.2 and Theorem 2.4.
Theorem 2.8 (Uniform). Let P¯ = {P1, . . . , Pc} be a family of polynomials of
degree d¯ and of nc-rank r ≥ r(d¯) we have |aP¯ (t¯)− q
−c| ≤ q−(c+2) for all t¯ ∈ kc.
3. Irreducibility of fibers
In this section we show a derivation of the following result from Theorem 2.8.
Theorem 3.1. For any fieldK and a family P¯ = {P1, . . . , Pc}, Pi ∈ K[x1, . . . , xn]
of degrees d¯ and nc-rank ≥ r(d¯) all the fibers Ft¯(P¯ ) := P¯
−1(t¯) ⊂ An, t¯ ∈ Kc are
irreducible varieties of dimension n− c.
Proof. As well known (see Krull’s principal, [11]) any irreducible component Y
of Ft¯(P¯ ) is of dimension ≥ (n− c). So it is sufficient to show that varieties Ft¯(P¯ )
are irreducible and of dimension ≤ (n− c).
We first consider the case when K is a finite field when we can use the following
result (see [10]).
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Let k := Fq, kl := Fql, X be an m-dimensional algebraic variety defined over k
and c(X) be the number of irreducible components of X of dimension m (consid-
ered as a variety over the algebraic closure k¯ of k). We define τl(X) :=
|X(kl)|
qml
, l ≥ 1.
Lemma 3.2. There exists u ≥ 1 such that liml→∞ τlu(X) = c(X).
To prove Theorem 3.1 in the case when K = Fq we observe that Lemma 3.2
and Theorem 2.8 imply that dim(Ft¯(P¯ )) = n− c and c(Ft¯(P¯ )) = 1.
Now we consider the case when K is an algebraic closure of Fq. Since K =⋃
Fqn we may assume that t¯ ∈ F
c
qn . So dim(Ft¯(P¯ )) = n − c and c(Ft¯(P¯ )) = 1.
Therefore Theorem 3.1 is proven in the case when K is an algebraic closure of a
finite field.
We start the reduction of the general case of Theorem 3.1 to the case when K
is an algebraic closure of a finite field with a reformulation.
Definition 3.3. Let d¯ = (d1, . . . , dc) and n ≥ 1. A field K has the property
⋆(n, d¯) if for any family P¯ = {Pi}
c
i=1 of polynomials Pi ∈ K[x1, . . . , xn] of de-
grees di and nc-rank ≥ r(d¯) all varieties Ft¯, t¯ ∈ K
c are irreducible of dimension
dim(V )− c.
Claim 3.4 (n). All fields have the property ⋆(n, d¯).
Proof. It is clear that it is sufficient to prove this claim for algebraic closed fields.
Our proof of Claim 3.4(n) uses the following result from Model theory (see [12]).
Claim 3.5. Let T be the theory of algebraically closed fields. Then any first
order property in T true for algebraic closure of finite fields is true for all algebraic
closed fields.
Since ⋆(n, d) is a first order property in T , Claim 3.4(n), n ≥ 1 are proven.

Since the constant r(d¯) does not depend on n, the validity of Claim 3.4(n) for
all n ≥ 1, implies the validity of Theorem 3.1. 
4. Universal
Definition 4.1. A family P¯ = {Pi}1≤i≤c of degree d¯ = (d1, . . . , dc) of polynomials
on a K-vector space V is m-universal if for any family Q¯ = {Qi}1≤i≤c of poly-
nomials Qi ∈ K[x1, . . . , xm] of degrees d¯ there exists an affine map φ : K
m → V
such that Qi = Pi ◦ φ for 1 ≤ i ≤ c.
Theorem 4.2 (Universal). There exists a function R(d¯, m) such that any family
P¯ of polynomials degree d¯ and nc-rank ≥ R(d¯, m) is m-universal where K is a
field which is either finite or algebraically closed.
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Proof. To simplify notations we only consider the case when c = 1 and therefore
P¯ = P . Let W be the vector space of affine maps φ : Km → V and L be the
vector space of polynomials Q ∈ K[x1, . . . , xm] of degree ≤ d. Choose a basis
λi, i ∈ I of the dual space to L. For any polynomial P of degree d on V we define
the map R¯ : W → KI given by φ→ {Ri(φ)}i∈I . We have to show the surjectivity
of the map R¯(P ). This surjectivity follows immediately from the following result
(see Claim 3.11 in [7]).
Claim 4.3. For any r there exists h(r, d,m) such that the nc-rank of R¯(P ) is
≥ r for any polynomial P on V of nc-rank ≥ h(r, d,m).

5. Weakly polynomial functions
We start the next topic with a couple of definitions.
Definition 5.1. (1) Let K be a field, V be a K-vector space and X a subset
of V . A function f : X → K is weakly polynomial of degree ≤ a, if for
any affine subspace L ⊂ X the restriction of f on L is a polynomial of
degree ≤ a.
(2) An algebraic K-subvariety X ⊂ V satisfies the condition ⋆a if any weakly
polynomial function of degree ≤ a on X is a restriction of a polynomial
function of degree ≤ a on V .
The following example demonstrates the existence of cubic surfaces X ⊂ K2
which do not have the property ⋆1 for any field K 6= F2.
Example 5.2. Let V = K2, Q = xy(x − y). Then X = X0 ∪ X1 ∪ X2 where
X0 = {v ∈ V |x = 0}, X1 = {v ∈ V |y = 0}, X2 = {v ∈ V |x = y}. The function
f : X → K such that f(x, 0) = f(0, y) = 0, f(x, x) = x is weakly linear but one
can not extend it to a linear function on V .
Definition 5.3. For e ≥ 1 we say that a field K is e-admissible if K⋆ contains
the subgroup C of size > e.
Theorem 5.4 (Extension). There exists an S = S(a, d) such that any hypersur-
face Y ⊂ V of degree d and nc-rank ≥ S satisfies the condition ⋆a if K is an
ad-admissible field which is either finite or algebraically closed.
Remark 5.5. (1) The main difficulty in a proof of Theorem 5.4 is the non-
uniqueness of an extension of f to a polynomial on V in the case when
a > d.
(2) An analogous statement is true for weakly polynomial functions on subsets
XP¯ = {Pi}
c
i=1 where P¯ is a family of a sufficiently high nc-rank.
Proof. We fix the degree d of P . The proof consists of two steps. In the first step
we construct a family Xm ⊂ Vm of hypersurfaces of degree d and nc-rank ≥ m
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defined over Z such that subsets Xm := Xm(K) ⊂ Vm satisfy the condition ⋆a for
all ad-admissible fields. In the second step we derive the general case of Theorem
5.4 from this special case.
5.1. The first step.
Definition 5.6.
(1) W := Ad and µ : W→ A is the product µ(x1, . . . , xd) :=
∏d
j=1 x
j .
(2) Vm := W
m and Qm(w1, . . . , wm) :=
∑m
i=1 µ(wi),
(3) Xm = XQm .
Proposition 5.7.
(1) rnc(Qm) ≥ m.
(2) For any ad-admissible field K the subvariety Xm(K) ⊂ Vm(K) has the
property ⋆a.
Proof. The inequality rnc(Qm) ≥ m follows immediately from Lemma 16.1 of
[14].
To outline a proof of the second statement we introduce a number of definitions.
We fix m and write X instead of Xm. Since our field K is ad-admissible the group
K⋆ contains a finite subgroup C isomorphic to Zad.
Definition 5.8.
(1) W1 := {(x
1, . . . , xd) ∈ W |xi = 1, i ≥ 2}.
(2) L :=Wm1 ∩X .
(3) H ⊂ Cd ⊂ (K⋆)d is the kernel of the product map µC : C
d → C. The
group H acts on W by (c1, . . . , cd)(x1, . . . , xd) = (c1x1, . . . , cdxd).
(4) Θ is the group of characters θ : Hm → K⋆.
(5) We write elements of Vn in the form v = (w1, . . . , wn), 1 ≤ i ≤ n, wi ∈
W. The group Hm acts on Xm ⊂ Vm by (h1, . . . , hm)(w1, . . . , wm) =
(h1w1, . . . , hmwm).
(6) Pwa (X) ⊂ k[X ] is the subspace of weakly polynomial functions of degree
≤ a on X .
(7) Pa(X) ⊂ P
w
a (X) is the subspace of functions f : X → k which are
restrictions of polynomial functions on V of degree ≤ a.
(8) For denote by Pwa (X)
θ ⊂ Pwa (X),Pa(X)
θ ⊂ Pa(X), θ ∈ Θ the subspaces
θ-eigenfunctions.
Since C ⊂ K⋆ we have direct sum decompositions Pwa (X) = ⊕θ∈ΘP
w
a (X)
θ and
Pa(X) = ⊕θ∈ΘPa(X)
θ. Therefore for a proof of Proposition 5.7 it is sufficient to
show the equality Pwa (X)
θ = Pa(X)
θ for θ ∈ Θ.
Fix f ∈ Pwa (X)
θ. Since L ⊂ V is a linear subspace the restriction f|L extends
to a polynomial on V . So (after the subtraction of a polynomial) we may assume
that f|L ≡ 0. We show that any weakly admissible function f ∈ P
w
a (X)
θ vanishing
on L is identically 0. So f ∈ Pa(X)
θ. 
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5.2. The second step. The proof of the general case of Theorem 5.4 is based
on the following result.
Proposition 5.9. There exists a function r(d, a) such that the following holds.
Let K be a field which is either finite or algebraically closed, V a K-vector space,
P a polynomial of degree d and W ⊂ V an affine subspace such that nc-rank of
the restriction of P on W is P ≥ r(d, a). Then any weakly polynomial function
f on X of degree ≤ a such that f|X∩W extends to a a polynomial on W of degree
≤ a is a restriction of a polynomial of degree a on V .
Proof. After a subtraction of a polynomial from f we may assume that f|X∩W ≡ 0.
Using the induction on the codimension of W we reduce the Proposition to the
case whenW ⊂ V is a hyperplane. We fix a direct sum decomposition V =W⊕K
and denote by t : V → K the projection. Our proof is by induction in a.
The function g˜ := f/t is defined on X \X ∩W . We start with a construction
of an extension of g˜ to a function g X . Given a point y ∈ X ∩W consider the
set L of lines L ⊂ X such that L ∩ W = {y}. Since f is weakly polynomial,
the restriction fL is a polynomial pL(t) vanishing at 0. We define gL(y) as the
value of pL(t)/t at 0. It is clear that the following two results imply the validity
of Proposition 5.9.
Claim 5.10. Under the conditions of Proposition 5.9 There exist g(y) ∈ k such
that |L−|/|L| < 1/q where L− = {L ∈ L|gL(y) 6= g(y}).
We extend g˜ to a function on X whose values on y ∈ X ∩W are equal to g(y).
Claim 5.11. The function g : X → k is weakly polynomial of degree a− 1.

Now we can finish the proof of Theorem 5.4. Fixm such that rnc(Xm) ≥ r(d, a).
Let R(d,m) be as Theorem 4.2. I claim that for any admissible field K which is
is either finite or algebraically closed, any hypersurface Y ⊂ V of degree d and
nc-rank ≥ R(d,m) satisfies ⋆ka. Really, let f be a weakly polynomial function on
X = XP of degree ≤ a where P : V → K is a polynomial of degree d of nc-rank
≥ R(d,m). Since rnc(P ) ≥ R(d,m) there exists an affine map φ : K
m → V
such that P ◦ φ = Qm. It is clear that the function f ◦ φ is a weakly polynomial
function on Xm of degree ≤ a. Therefore it follows from Proposition 5.7 that the
restriction of f on Im(φ)∩X extends to a polynomial on Im(φ). It follows now
from Proposition 5.9 that f extends to a polynomial on V .

6. Nullstellensatz
Let k be a field and V be a finite dimensional k-vector space. We denote by
V the corresponding k-scheme, and by P(V ) the algebra of polynomial functions
on V defined over k.
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For a finite collection P¯ = (P1, . . . , Pc) of polynomials on V we denote by J(P¯ )
the ideal in P(V ) generated by these polynomials, and by XP¯ the subscheme of
V defined by this ideal.
Given a polynomial R ∈ P(V), we would like to find out whether it belongs
to the ideal J(P¯ ). It is clear that the following condition is necessary for the
inclusion R ∈ J(P¯ ).
(N) R(x) = 0 for all k-points x ∈ XP¯ (k).
Proposition 6.1 (Nullstellensatz). Suppose that the field k is algebraically closed
and the scheme XP¯ is reduced. Then any polynomial R satisfying the condition
(N) lies in J(P¯ ).
We will show that the analogous result hold for k = Fq if XP¯ is of high nc-rank.
From now on we fix a degree vector d¯ = (d1, . . . , dc) and write D :=
∏c
i=1 di.
We denote by Pd¯(V) the space of d¯-families of polynomials P¯ = (Pi)
c
i=1 on V
such that deg(Pi) ≤ di.
Theorem 6.2. There exists and an effective bound r(d¯) > 0 such that for any
finite field k = Fq, of characteristic > d, any larger than rnc(d¯) and any polyno-
mial R of degree a such that q > aD, the vanishing condition (N) implies that R
lies in the ideal J(P¯ ).
Proof. We start with the following rough bound (see [4]).
Lemma 6.3. Let P¯ = {Pi}
c
i=1 ⊂ Fq[x1, . . . , xn] be a family of polynomials of
degrees di, 1 ≤ i ≤ c such that the variety X ⊂ A
n is of dimension n − c. Then
|X(Fq)| ≤
∏c
i=1 diq
n−c.
For a convenience a reader we reproduce the proof.
Proof. Let F be the algebraic closure of Fq. Then X(Fq) is the intersection of
X with hypersurfaces Yj, 1 ≤ j ≤ n defined by the equations hj(x1, . . . , xn) = 0
where hj(x1, . . . , xn) = x
q
j − xj .
Let H1, . . . , Hn−c be generic linear combinations of the hj with algebraically in-
dependent coefficients from an transcendental extension F ′ of F and Z1, ...,Zc+1 ⊂
An be the corresponding hypersurfaces.
Intersect successively X with Z1,Z2, . . . . Inductively we see that for each j ≤
n−c, each component C of the intersection X∩Z1∩· · ·∩Zj has dimension n−c−j.
Really passing from j to j+1 for j < n−c we have dim(C) = n−c−i > 0. So not
all the functions hj vanish on C. Hence by the genericity of the choice of linear
combinations {Hj} we see that Hj+1 does not vanish on C and therefore Zj+1∩C
is of pure dimension n− c− j − 1. Thus the intersection X∩Z1 ∩ · · · ∩Zn−c has
dimension 0. By Bezout’s theorem we see that |X∩Y1 ∩ . . .Yn−c| ≤
∏c
i=1 diq
n−c.
Since X(Fq) = X ∩ Z1 ∩ · · · ∩ Zn ⊂ X ∩ Y1 ∩ · · · ∩ Yn−c we see that |X(Fq)| ≤∏c
i=1 diq
n−c. 
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Now we can finish the proof of Theorem 6.2. Let R ∈ Fq[x1, . . . , xn] be a
polynomial of degree a vanishing on the set X(Fq). Suppose that R does not lie
in the ideal generated by the Pi, 1 ≤ i ≤ c. Then the variety Z cut out by the Pi
and R has pure codimension c + 1 and the sum of the degrees of it components
is at most the product aD = d1 . . . dc. As follows from Theorem 2.8 there exists
an effective bound r(d¯) > 0 such that the condition rnc(P¯ ) ≥ r(d¯) implies the
inequality |XP¯ (Fq)| ≥ q
dim(V )−c/2.
On the other hand we Lemma 6.3 shows that |Z(Fq)| ≤ Dq
dim(V )−c−1. But we
assumed that X(Fq) = Z(Fq). This construction shows that R belongs tom the
ideal generated by the Pi, 1 ≤ i ≤ c. 
7. Rational singularities
Definition 7.1. Let X be a normal irreducible variety over a field of characteristic
zero and a : X˜ → X a resolution of singularities. We say that X has rational
singularities if Rai⋆(OX˜) = {0} for i > 0.
Remark 7.2. This property of X does not depend on a choice of a resolution
a : X˜→ X.
Theorem 7.3. There exists a function r(d¯), d¯ = (d1, . . . , dc) such that the fol-
lowing holds.
Let P¯ = {Pi}
c
i=1 ⊂ C[x1, . . . , xn] be a family of polynomials of degrees di, 1 ≤
i ≤ c of rank ≥ r(d¯). Then the variety XP¯ has rational singularities.
Proof. To simplify the exposition we assume that d¯ = {d}. So P¯ = {P} where
P ∈ C[x1, . . . , xn] is a homogeneous polynomial of degree d.
We first consider the case when P ∈ K[x1, . . . , xn] where K/Q is a finite
extension. In this case there exists an infinite set S of prime ideals in OK such
that
(1) for any π ∈ S the completion OKπ of OK at π is isomorphic to Zp where
p = char(OK/π),
(2) P ∈ OKπ[x1, . . . , xn] and
(3) the reduction Pˆ ∈ Fp[x1, . . . , xn] is of rank r(P ).
We fix π ∈ S such that p > the degree of P .
As follows from Theorem A of [1], the inequality
(⋆)|
X(Z/pmZ)
pm(n−1)
− 1| ≤ p−1/2, m ≥ 1
would imply that that the variety XP has rational singularities.
Definition 7.4. (1) We fix l ≥ 1 and write Al = Z/p
lZ.
(2) For a map P : An → A and a ∈ A we write ν(a) := p(1−n)l|P−1(a)|.
(3) A map P is s-uniform if | ν(a)
pnl−l
− 1| ≤ p−s.
(4) Ξ is the group of additive characters χ : A→ C⋆.
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(5) For χ ∈ Ξ we denote by d(χ) the smallest number d such that χ|pdA ≡ 1.
(6) Ξd ⊂ Ξ is the subset of characters χ such that d(χ) = d.
(7) For χ ∈ Ξ we define b(P, χ) := p−nl
∑
v∈An χ(P (v)) = p
−nl
∑
a∈A ν(a)χ(a).
Claim 7.5. If |b(P ;χ)| < p−sd(χ) for all χ ∈ Ξ then P is (s− 2)-uniform.
Proof. The proof is completely analogous to the proof of Lemma 2.2. 
We see that the validity of Theorem 7.3 in the case when P ∈ K[x1, . . . , xn]
where K/Q is a finite extension is implied by the following result which is proven
in the next section.
Proposition 7.6. There exists a function r(d, s) such that for any polynomial
P : Anl → Al of degree d with the reduction Pˆ : F
n
p → Fp for p > d of rank
≥ r(d, s) we have |b(P ;χ)| < p−sd(χ) for all χ ∈ Ξd.
In the rest of this section show how to derive the general case of Theorem 7.3
from the case when P ∈ K[x1, . . . , xn] where K/Q is a finite extension.
Definition 7.7. Let a : X → Y be a morphism between complex algebraic
varieties such that all the fibers Xy are normal and irreducible. We write Y =
Y(C) and denote by Ya ⊂ Y the subset of points y such that the fiber Xy has
rational singularities.
Claim 7.8. If a be a projective morphism defined over Q then the subset Ya ⊂ Y
is also defined over Q.
Proof. The proof is by induction in d = dim(Y ). Suppose that Claim is known
in the case when the dimension of the base is < d. Let t be the generic point of
Y and Xt the fiber of X over t. Fix a resolution b˜ : X˜t → Xt over the field k(t)
of rational functions on Y . Then there exists a non-empty open subset U ⊂ Y
such that b := b˜|(a◦b)−1U is a resolution of of XU := a
−1(U). Since by definition
Ya ∩ U = {u ∈ U |Rb
i
⋆(OX˜)u = {0}} for all i > 0. Since the sheaves Rb
i
⋆(OX˜) are
coherent we see that the subset Ya ∩U is defined over Q. On the other hand, the
inductive assumption implies that Ya ∩ (Y \ U) is defined over Q. 
Now we can finish a proof of Theorem 7.3 in the general case. Consider the
trivial fibration aˆ : An × Y → Y where Y ⊂ Pnd is the variety of polynomials of
degree d on An and of rank ≥ r(d). Let X ⊂ An×Y be the hypersurface such that
a−1(P ) ∩ X = XP and a : X→ Y be the restriction of aˆ onto X. As follows from
Theorem 3.1 and Proposition IIIC of [14] all fibers of a are irreducible and normal.
For a proof of Theorem 7.3 we have to show that Ya = Y . The validity of Theorem
7.3 in the case when P ∈ K[x1, . . . , xn], where K/Q is any finite extension, shows
that any point of Y defined over a finite extension K of Q belongs to Ya. Since
the subset Ya of Y is is defined over Q we see that Ya = Y . 
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8. padic-bias-rank
Let Vl = A
N
l , and P : Vl → Al be of degree d. We denote by Pˆ its reduction
mod p. Let χ : Al → C
⋆ be the character χ(a) = e(a/pl) = e2πia/p
l
. We assume
that p > d.
Proposition 8.1. Let χ : Al → C
⋆ be a primitive character. For and s > 0,
there exists r = r(d, s) such that if Pˆ is of rank > r then |b(P ;χ)| < p−sl.
Proposition 8.1 will follow from the following more general result:
Proposition 8.2 (B). For and s > 0, there exists r = rB(d, s) such that for any
polynomial S of degree < d, any m if Pˆ is of rank > r then∣∣Ex∈V d
l
e
(
P (x)/pl + S(x)/pm
)∣∣ < p−sl.
Proof. We will need the following lemma which we prove in the Appendix.
Lemma 8.3. Let s > 0. There exists rl(d, s) be such that if Pˆ is of rank > rl(d, s)
then for any polynomial S of degree < d, any m we have∣∣Ex∈V d
l
e
(
P (x)/pl + S(x)/pm
)∣∣ < p−ls.
Since p > d we have P (x) = P˜ (x, . . . , x)/d! where P˜ (h1, . . . , hd) is the sym-
metric tensor associated with P define by P˜ = ∆hd . . .∆h1P , where ∆hf(x) =
f(x + h) − f(x). It suffices then to prove the theorem for multilinear symmet-
ric function. We will from now on assume that P : V dl → Al is a multilinear
symmetric function.
From Lemma 8.3 we have that for Pˆ of rank > r1(d, s) we have any S of degree
< d, any m, ∣∣Ex∈V d1 e(Pˆ (x)/p+ S(x)/pm)∣∣ < p−s.
For any function f : V dl → T, we define the Ud Gowers norms:
‖e(f)‖Ud =
(
Ex,h1,...,hd∈V dl
e(∆hd . . .∆h1f)
)1/2d
.
It is well known that the Ud norms for a monotone sequence ‖e(f)‖U1 ≤
‖e(f)‖U2 ≤ . . .. Furthermore if P is a symmetric degree d multilinear function,
then
‖e(Pˆ /p)‖2
d
Ud
=
(
Ex∈V d1
e(Pˆ (x)/p)
)d!
.
We prove Proposition 8.2 by induction on d, l. Let P be so that Pˆ is of rank
> c(d, s) where
c(d, s) = max
{
max
a≤d
ra(a, s), r1
(
d, 2d
(
rB(d− 1, 2s+ 1) + 2ds+ 1
))}
.
For any d and l ≤ d this is known (by definition of ra(a, s)). So we assume l > d.
Suppose the Proposition 8.2 holds for all degree a polynomials 1 ≤ a < d, and
for degree d polynomials it holds for d < j < l. Suppose the proposition does not
hold for l. Then there exits a degree d multilinear polynomial P : V dl → Al, of
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rank > c(d, s) and some polynomial S : V dl → Al of degree < d and m ∈ N such
that: ∣∣Ee(P (x)/pl + S(x)/pm)∣∣ ≥ 1/pls.
From this it follows that
1
p2ls
≤
∣∣Ex∈V d
l
e
(
P (x)/pl + S(x)/pm
)∣∣2
= Ex,y∈V d
l
e
(
(P (x+ y)− P (x))/pl + (S(x+ y)− S(x))/pm)
)
= Et∈V d1 Ey∈V dl :y≡t(p)Ex∈V dl e
(
(P (x+ y)− P (x))/pl + (S(x+ y)− S(x))/pm
)
Fix t and consider the inner average: by shift invariance in x we have
at = Ey∈V d
l
:y≡t(p)Ex∈V d
l
e
(
(P (x+ y)− P (x))/pl + (S(x+ y)− S(x))/pm
)
= Ex∈V d
l
Ey,y′∈V d
l
:y≡t(p),y′≡0(p)
e
(
(P (x+ y′ + y)− P (x+ y′))/pl + (S(x+ y′ + y)− S(x+ y′))/pm
)
= Ex∈V d
l
∣∣Ey≡t(p)e((P (x+ y))/pl + S(x+ y))/pm)∣∣2
By the induction hypothesis this is ≤ 1
p2(l−d)s
: indeed we have∣∣Ey≡t(p)e((P (x+ y))/pl + S(x+ y))/pm)∣∣
=
∣∣Ey∈V d
l
,y≡0(p)e
(
(P (x+ t+ y))/pl + S(x+ t+ y))/pm
)∣∣
=
∣∣Ey∈V d
l−1
e
(
(P (x+ t + py))/pl + S(x+ t+ py))/pm
)∣∣
=
∣∣Ey∈V d
l−1
e
(P (y)
pl−d
+
S(y)
pm−d
+
Sx,t(py))
pm
+
Rx,t(py))
pl
)∣∣
(if d > m the second term does not exist) where Rx,t(py) is of degree ≤ (d − 1)
in y. By the induction hypothesis the latter is ≤ 1
p(l−d)s
.
Claim 8.4. Suppose Et∈E |at| ≥
1
p2ls
and |at| ≤
1
p2(l−d)s
then for 1
2p2ds
|E| many t
we have that |at| ≥
1
2p2ls
.
Proof. Let F be the set where |at| ≥
1
2p2ls
. We have that
1
p2ls
|E| ≤
∑
t∈E
|at| ≤
∑
t∈F
1
p2(l−d)s
+
∑
t∈E−F
1
2p2ls
Rearranging we get
|E| ≤ |F |(p2ds − 1/2) + |E|
1
2
,
so that |F | ≥ |E|
2(p2ds−1/2)
. 
We obtain that for ≥ 1
2p2ds
|V d1 | many t ∈ V
d
1 we have that∣∣Ey∈V d
l
:y≡t(p)Ex∈V d
l
e
(
(P (x+y)−P (x))/pl+(S(x+y)−S(x))/pm
)∣∣ ≥ 1
2p2ls
≥
1
pl(2s+1)
.
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Now ∆yP is of degree < d so the induction on the degree ∆tPˆ is of rank <
rB(d− 1, 2s+ 1).
This implies that for ≥ 1
2p2ds
|V d1 | many t ∈ V
d
1 , if y ≡ t(p) then∥∥Ex∈V d
l
e
(
(Pˆ (x+ y)− Pˆ (x)
)
/p
)∥∥
Ud−1
≥
1
prB(d−1,2s+1)
But this now implies that
Et∈V d1
∥∥Ey∈V d
l
:y≡t(p)Ex∈V d
l
e
(
(Pˆ (x+ y)− Pˆ (x))/p
)∥∥
Ud−1
≥
1
prB(d−1,2s+1)p2ds+1
But LHS is bounded by
‖e(Pˆ (x)/p)‖2Ud ≤ ‖e(Pˆ (x)/p)‖Ud ≤
∣∣Ex∈V1e(Pˆ (x)/p)∣∣1/2d
and we are given that Pˆ is of rank > r1
(
d, 2d
(
rB(d − 1, 2s + 1) + 2ds + 1
))
,
contradiction. 
9. appendix
We use the notation of Section 8. We modify the argument in [2] to obtain the
following claim1:
Lemma 9.1. Let s > 0. There exists rl(d, s) be such that if Pˆ is of rank > rl(d, s)
and p > d then for any polynomial S of degree < d, any m we have∣∣Ex∈V d
l
e
(
P (x)/pl + S(x)/pm
)∣∣ < p−ls.
Proof. Let q = pl, and P : V = V dl → Al a polynomial of degree d . Let
eq(t) = e
2πt/q. Denote µ = |Ex∈V e(P (x))|.
We assume that
q−s ≤ |Ex∈V e(P (x) + qS(x)/p
m)| ≤ ‖Ex∈V e(P (x)‖Ud,
so that
µ = |Ex∈V e(P (x))| ≥ q
−2ds.
Replacing s with 2ds we may assume that µ > q−s.
Observe that µeq(−P (x)) = Ey∈V eq(∆yP (x)). Indeed, we have
Ey∈V eq(∆yP (x)) = Ey∈V eq(P (x+ y)− P (x)) = eq(−P (x))µ.
Let E ⊂ Akl be the set defined as follows
E = {a ∈ Akl : (ai, p) = 1}
Then
|E| = qk(1− 1/p)k.
1It is likely that one can obtain quantitative bounds for the claim modifying the arguments
in [13].
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Fix x ∈ V and pick z1, . . . , zk ∈ V uniformly at random. For a ∈ E write a · z
for
∑k
i=1 aizi. For a ∈ E let Wa(z) be the random variable defined by
Wa(z) = eq(∆a·zP (x))
Claim 9.2. For a ∈ E we have EWa = µeq(−P (x)).
Proof. Since a has a coordinate that is coprime to p:
Ez∈V kWa(z) = Ez∈V keq(∆a·zP (x)) = Eyeq(∆yP (x)) = µeq(−P (x)).

Claim 9.3. Let k ≥ 2. For (a, b) ∈ E2 outside a set F of size |E|q(1−1/p)q/p)k−1
we have that EWaW¯b = EWaEW¯b.
Proof. Fix a, b ∈ E. We calculate
EWaW¯b = Ez∈V kWa(z)W¯b(z) = Ez∈V keq(∆a·zP (x)−∆b·zP (x))
= Ez∈V keq(P (x+ a · z)− P (x+ b · z)).
Choose an indexes i. Now make the change of variable zi → zi−
∑
m6=i(am/ai)zm.,
and then zi → zi/ai. We get
Ez∈V keq(P (x+ zi)− P (x+ (bi/ai)zi +
∑
m6=i
((bm − ambi/ai)zm)
If for some j 6= i we have that ((bj − ajbi/ai, p) = 1 then the later is
Ezieq(∆ziP (x))Ezjeq(∆z2P (x)) = EWaEW¯b.
Otherwise for any i, j we have that ((bj − ajbi/ai, p) = 1, i.e p|(bjai− ajbi) for all
i, j. We count the number of pairs (a, b) : We have |E| choices for a. Once a is
chosen we have q(1−1/p) choices for b1, and then (q/p)
k−1 choices for (b2, . . . , bk).
All together |E|q(1− 1/p)(q/p)k−1 pairs. 
Let Γ : E \ {0} → Al be defined as follows
Γ((a)a∈E) = argmin
∣∣∣∣∣ 1|E|
∑
a∈E
eq(a)− eq(−t)µ
∣∣∣∣∣ .
i.e. the value t for which the expression on the right is minimal.
Claim 9.4. Suppose from some z ∈ V k we have that
(∗)
∣∣∣∣∣ 1|E|
∑
a∈E
Wa(z)− Eyeq(∆yP (x))
∣∣∣∣∣ ≤ 12qs+1 .
Then
P (x) = Γ((∆a·zP (x))a∈E).
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Proof. We are given that
|
1
|E|
∑
a∈E
eq(∆a·zP (x))− µeq(−P (x))| ≤
1
2qs+1
But since Γ((∆a·zP (x))a∈E). gives the best approximation to the left average we
have
|
1
|E|
∑
a∈E
eq(∆a·zP (x))− µeq(−Γ((∆a·zP (x))a∈E))| ≤ 1/2q
s+1
Thus we get that
|µeq(−P (x))− µeq(−Γ((∆a·zP (x))a∈E))| ≤ 1/q
s+1
and since |µ| ≥ 1/qs we get
|eq(−P (x))− eq(−Γ(∆a·zP (x))a∈E))| ≤ 1/q
Since for any t 6= t′ ∈ Al we have that
|eq(t)− eq(t
′)| > 1/q
We get the desired result. 
We show that (∗) holds for almost all z:
Claim 9.5. For k = 2lt + 4l(s+ 1) + 4 we have
P
(∣∣∣∣∣ 1|E|
∑
a∈E
Wa(z)− Eyeq(∆yP (x))
∣∣∣∣∣ > 12qs+1
)
<
1
qt
Proof. Let Y = 1
|E|
∑
a∈EWa(z). Then EY = Eyeq(∆yP (x)). We calculate the
variance Var(Y ):
Ez∈V k |
1
|E|
∑
a∈E
Wa(z)− Eyeq(∆yP (x))|
2
=
1
|E|2
∑
(a,b)∈F
(EzWa(z)W¯b(z)− EzWa(z)EzW¯b(z)) ≤
2|F |
|E|2
=
1
(p− 1)k−1
Thus by Chebychev we have
P(|Y − EY | >
1
2qs+1
) ≤
4q2(s+1)
(p− 1)(k−1)
.
For the claim we need:
1
(p− 1)(k−1)p−2−2l(s+1)
≤
1
plt
.
Since (p− 1)2 > p for p > 2, it suffices to have
1
p(k−1)/2−2−2l(s+1)
≤
1
plt
.
So k > 2lt+ 4l(s+ 1) + 4 will do. 
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Thus we have that for for all x ∈ V for q−t a.e. z ∈ V k we have that
P (x) = Γ(∆a·zP (x) : a ∈ E).
Changing order of summation we obtain that there exists z ∈ V k such that for
q−t a.e. x ∈ V we have that
P (x) = Γ(∆a·zP (x) : a ∈ E).
Notice that until now we did not use the fact that P is a polynomial.
Denote by Pˆ , xˆ etc the projection mod p.
Corollary 9.6. For q−t a.e. xˆ ∈ Fnp we have that
Pˆ (xˆ) = Γˆ(∆aˆ·zˆPˆ (xˆ) : aˆ ∈ F
k
p − 0).
Claim 9.7 ([2]). Let B = {b ∈ Fkp :
∑k
j=1 |bj | ≤ d} then for any a ∈ F
k
p we have
that
∆a·zPˆ (x) =
∑
λa,b∆b·zˆPˆ (xˆ)
for some λa.b ∈ F
k
p.
Corollary 9.8. For q−t a.e. xˆ ∈ Fnp we have that
(∗∗) Pˆ (xˆ) = Γˆ(∆bˆ·zˆPˆ (xˆ) : bˆ ∈ B).
Claim 9.9 ([2]). There exists σ = σ(d) > 0 such that if (∗∗) holds for σ-a.e.
xˆ ∈ Fn then it holds for all xˆ .
It follows that as long as q−t < σ(d) we the corollary holds. But it suffices to
choose s so that 2−t < σ(d), since q−t ≤ p−t ≤ 2−t. So this is independent of p
and k (so long as p > d).
Now we continue as in the analysis in Fnp to obtain that Pˆ is of rank < rl(d, s).

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