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Kurzfassung
Im Kontext der Digitalisierung schreitet auch die Vernetzung produzierender Unter-
nehmen weiter voran. Die Entwicklungen dieser Doma¨ne werden unter dem Begriff
Industrie 4.0 zusammengefasst, welche neben der Vernetzung von Mensch und Ma-
schine auch Fabriken und Produktionsanlagen umfasst. Mittels Sensoren und Sen-
sornetzwerken sollen Daten der Produktion erfasst und mittels Technologien des
Semantic Webs die hohe resultierende Informationsdichte verarbeitet werden.
Dabei finden die Entwicklungen der Industrie 4.0 ihren Ursprung in den Entwick-
lungen des Semantic Webs. Diese bietet durch die Beschreibungssprache
Web Ontology Language (OWL) die Mo¨glichkeit Informationsmodelle zu entwerfen,
welche von autonomen Systemen maschinell verarbeitet werden ko¨nnen.
Im Rahmen dieser Arbeit soll ein Informationsmodell fu¨r produzierende Unterneh-
men entwickelt werden, welches mittels dieser Beschreibungssprache umgesetzt wird.
Dieses Modell wird mittels den Strukturen produzierender Unternehmen entworfen,
welche im Rahmen dieser Arbeit erarbeitet werden.
Das Informationsmodell soll sich dabei nicht nur auf den Informationsfluss beschra¨n-
ken, sondern diesen um die Informationsflusskontrolle erweitern. Diese findet ihren
Ursprung in der klassischen Zugangskontrolle und erweitert sie um die Frage wer,
wann Zugriff auf welche Informationen erhalten soll und wie dieser Zugriff erfolgen
soll.
Abgeschlossen wird diese Arbeit durch eine Implementierung, in der mittels eines
praktischen Anwendungsbeispieles die Mo¨glichkeiten von OWL in einem Industrie
4.0 Szenario untersucht werden. Dabei werden ebenfalls verschiedene Datenbanken
sowie quelloffene Java-Bibliotheken auf deren Funktionalita¨t untersucht und in der
abschließenden Evaluation bewertet.

Abstract
In the context of digitization, networking of manufacturing companies is also pro-
gressing. The developments in this domain are summarized under the term Industry
4.0, which covers not only the networking of human and machine, but also factories
and production facilities. Using sensors and sensor networks, production data is to
be captured and the resulting high density of information is to be processed using
Semantic Web technologies.
The developments of Industry 4.0 find their origin in the developments of the Se-
mantic Web. This provides the possibility to design information models, which can
be processed by autonomous systems, by the description language
Web Ontology Language (OWL).
Within the scope of this work, an information model for manufacturing companies is
to be developed, which will be implemented by means of this description language.
This model is designed by the structures of manufacturing companies, which are
developed within this work.
The information model should not only be limited to the flow of information, but
should also be extended to include information flow control. This originates from
classical access control and extends it to include the question of who is to be granted
access to which information, when and how this access is to take place.
This work is concluded by an implementation, in which the possibilities of OWL in
an industry 4.0 scenario are examined by means of a practical application exam-
ple. Various databases and open source Java libraries are also examined for their
functionality and evaluated in the final evaluation.
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1. Einleitung
Unter Industrie 4.0 versteht man die Vernetzung von Mensch, Maschine, Fabriken
- kurzum die Vernetzung von allem, mit allem.
Dabei stellt [SSLL14] fest, dass die Vernetzung die Identifizierbarkeit einzelner Pro-
dukte, deren Herstellungshistorie sowie die Erfassung alternativer Produktionswege
umfasst. Damit verfolgt das von der deutschen Bundesregierung vorangetriebene
Forschungsprojekt nach [dFor12] das Ziel autonome, selbststeuernde, wissenbasierte
und sensorgestu¨tzte Produktionssysteme zu entwickeln, zu vermarkten und zu be-
treiben. Motiviert wird das Forschungsfeld nach [Baue17] durch die steigende Kom-
plexita¨t externer Faktoren von Produktionsunternehmen. Zu diesen Faktoren geho¨rt
neben der steigenden Produktvielfalt und -funktionalita¨t sowie durch diversifizierte
Variantenausstattung auch die Notwendigkeit einer ho¨heren, internen Flexibilita¨t.
Auch [Stee14] sieht heutige Produktionssysteme in einem Konflikt zwischen Flexibi-
lita¨t und Wandlungsfa¨higkeit, welche durch dynamischere Ma¨rkte und individuellere
Kundenwu¨nsche sowie die fortschreitende Digitalisierung getrieben wird.
Abbildung 1.1: Industrie 4.0: Bestandteile des Forschungsgebietes [Admi17]
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Weiterhin sieht [KDDK+15] die Folgen einer fehlenden Adapationsbereitschaft ins-
besondere in einer schlechterer Maschinenproduktivita¨t, in hohen Lagerbesta¨nden
sowie in schlechteren Durchlaufzeiten, wodurch auch hier die Entwicklung nach mehr
Digitalisierung in der Industrie gefordert wird. Unterstu¨tzt werden diese Entwicklun-
gen nach der Studie [SGGH+13] des Fraunhofer-Instituts von 2013 durch die Erfolge
der Informations- und Kommunikationstechnik, welche als Treiber der Entwicklun-
gen von Sensoren und Aktoren gelten.
Neben der Vernetzung von Fabriken und Produktionsanlagen mittels cyber-physischen-
Systemen (CPS) bescha¨ftigen sich, wie in Abbildung 1.1 gezeigt, weitere Teilgebiete
der Industrie 4.0 mit der Entwicklung von Mensch-Maschine-Interaktionsmodellen,
U¨berwachungswerkzeugen sowie mit dem Entwurf von Kontrollsystemen. Diese steu-
ern und u¨berwachen den Informationsfluss dieser dezentral vernetzten Systeme.
Dabei spricht [Herr04] dem Informationsfluss eines Produktionsunternehmens eine
hohe Bedeutung zu, welche er durch eine Vielzahl von zeitkritischen Faktoren so-
wie einem schwierigen decision-making in der Produktionsplanung begru¨ndet. Dabei
wird die Entscheidungsfindung durch eine Vielzahl von Parametern beeinflusst, wel-
che somit in einer hohen Komplexita¨t resultieren.
Abbildung 1.2: DIKW-Modell der Informationsabstaktion [Long15]
Unter der Informationsflusskontrolle (Information Flow Control) versteht man die
Behandlung der Problemstellungen wer, wann auf welcher dieser Informationen zu-
greifen darf und wie dieser Zugriff erfolgen soll. Auch [Lehm07] definiert die In-
formationsflusskontrolle als eine Erweiterung der Zugriffskontrolle, indem Sie sie
um die Beobachtung der Informationsausbreitung erga¨nzt. Somit kann die Infor-
mationsflusskontrolle als eine Anforderung eines Kontrollsystems der Industrie 4.0
betrachtet werden. Dabei differenziert man den Informationsfluss nach seiner ver-
tikalen und horizontalen Ausbreitung. Die DIKW Pyramide (Abb. 1.2) beschreibt
die Verdichtung von Daten zur Informationen, Wissen und schließlich zu Wisdom
anhand der vertikalen Achse der Informationsausbreitung:
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Dabei geht das DIKW -Modell davon aus, dass zuna¨chst Daten die Grundlage jeg-
licher Informationsbildung darstellen. Diese werden aggregiert und verarbeitet um
somit weiter Informationen bilden zu ko¨nnen. Informationen fu¨hren mit Erfahrungen
und Beobachtungen zu Wissen. Dieses wiederum bildet die Grundlage der Entschei-
dungsfindung (Wisdom).
In Bezug auf das Anwendungsgebiet der Industrie 4.0 erfordert die Informations-
flusskontrolle nach [SSLL14] neue Konzepte und U¨berlegungen, um den anfallenden
Datenmengen aus dezentralen stammenden Sensoren und Sensornetzwerken gerecht
zu werden. Dies wird von [SSLL14] durch die Komplexita¨t hochgradig vernetzter
Systeme begru¨ndet. Es wird nach Lo¨sungen gesucht, welche sowohl in der Lage sind
Fabriken, Produktionsanlagen und deren Sensoren digital abzubilden als auch de-
ren Informationsfluss mittels geeigneter Technologien zu kontrollieren und an die
zusta¨ndigen Akteure zu verteilen. Aus den heterogenen und großfla¨chig verteilten
Informationsquellen resultiert die Anforderung an eine Lo¨sung zur semantischen Auf-
bereitung dieser Daten. Ebenso soll nach [KhHC09] eine autonome Kommunikation
zwischen Gera¨ten dieser cyber-physischen-Systemen (CPS) ermo¨glicht werden.
1.1 Zielsetzung der Arbeit
In dieser Arbeit werden zwei aufeinander aufbauende Ziele verfolgt:
Im ersten Schritt wird ein Modell fu¨r ein klassisches Produktionsunternehmen der
Industrie 4.0 konzipiert. Das Modell soll so generisch wie mo¨glich gehalten werden
und gleichzeitig mo¨glichst pra¨zise verschiedene Sichten eines Unternehmens erfas-
sen. Dabei soll das Modell mo¨glichst Ressourcen, Ta¨tigkeiten sowie die Beziehungen
zwischen Akteuren und deren Ta¨tigkeiten beschreiben.
Im zweiten Schritt wird anschließend ein Kontrollmodul entwickelt. Dieses entha¨lt
das im ersten Schritt entworfene Modell als Eingabe. Zusa¨tzlich soll es den Informa-
tionsfluss kontrolliert verteilen. Dabei soll weiterhin die Anwendbarkeit moderner
Spezifikation des Semantic Webs auf das Forschungsgebiet der Industrie 4.0 un-
tersucht werden. Dafu¨r wird das vorgeschlagene Modell mittels der Web Ontology
Language entworfen und im Rahmen der Evaluierung auf die Nutzbarkeit untersucht.
1.2 Gliederung der Arbeit
Die vorliegende Arbeit ist dabei wie folgt aufgeteilt:
Im ersten Kapitel soll dem Leser als Ausgangspunkt der vorliegenden Arbeit die
Grundzu¨ge der Thematik na¨her bringen sowie den Rahmen der Arbeit abstecken.
Kapitel 2 behandelt als Einstieg die Grundlagen der Themengebiete Industrie 4.0.
Dazu geho¨ren neben bestehenden Planungslo¨sungen wie dem Manufacturing Exe-
cuting System auch das Konzept der Automatisierungspyramide. Weiterhin werden
die existierenden Ansa¨tze der Informationsflusskontrolle sowie wichtige Techniken
aus dem Bereich des Semantic Web behandelt.
Kapitel 3 vertieft diese Grundlagen, indem die Ta¨tigkeiten und Strukturen produ-
zierender Unternehmen na¨her betrachtet werden. Ferner soll die verwendete Mo-
dellierungssprache und deren Mo¨glichkeiten und Erweiterungen behandelt werden.
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Abschließend wird in Kapitel 3 ein Anwendungsbeispiel vorgestellt, welches die Mo¨g-
lichkeiten und Grenzen des ontologischen Ansatzes aufzeigen soll.
Kapitel 4 bescha¨ftigt sich anschließend mit dem Entwurf von zwei Ontologien. Da-
zu geho¨rt neben einem generischen Unternehmensmodell auch die Umsetzung eines
Simulationsmodelles anhand eines konkreten Unternehmens. Dieses soll den Aus-
gangspunkt des Anwendungsbeispieles bilden. Weiterhin werden die Entwu¨rfe der
Informationsflusskontrolle sowie deren ontologische Umsetzung behandelt.
Kapitel 5 stellt anschließend die Komponenten vor, welche im Rahmen der Imple-
mentierung entworfen wurden. Die Komponenten bestehen dabei aus einer Client-
Anwendung, einer Datenbank sowie einer Java-App. Dabei werden verschiedene An-
sa¨tze der Informationsaufbereitung untersucht.
In Kapitel 6 werden die Mo¨glichkeiten der Umsetzung evaluiert sowie die Umsetzung
des Anwendungsbeispieles diskutiert. Im Rahmen dessen wurde eine Performance-
Messung durchgefu¨hrt, welche den Ausgangspunkt der Modellanalyse bildet.
Kapitel 7 wird anschließend eine Zusammenfassung und einen Ausblick fu¨r die na¨chs-
ten Schritte gegeben.
2. Grundlagen
Im Folgenden wird der Ausgangspunkt der Industrie 4.0 sowie die aufkommende
Schnittmenge mit dem Bereich des Linked Data vorgestellt. Dabei bildet Linked
Data, ein Begriff aus dem Bereich des Semantic Web, einen sinnvollen Ausgangs-
punkt um grundlegende Begriffe der Thematik na¨her zu bringen. Weiterhin werden
die Entwicklungen produzierender Unternehmen vorgestellt sowie auf die bisherigen
Methoden der Informationsverarbeitung in Unternehmen eingegangen. Ferner sol-
len grundlegende Konzepte der Zugriffskontrolle sowie die Erweiterungen durch die
Informationsflusskontrolle vorgestellt werden.
Abbildung 2.1: Vernetzung in der Industrie 4.0 [Alfa17]
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2.1 Digitale Vernetzung in der Industrie 4.0
Industrie 4.0 sieht neben der Vernetzung von Mensch und Maschine auch den Einsatz
von digitalen Modellen vor, welche den Informationsbedarf von modernen Produk-
tionsunternehmen steuern und verwalten sollen. Dabei werden die Entwicklungen
in Richtung Industrie 4.0 durch die zunehmende Dezentralisierung und die Forde-
rung nach mehr Autonomie und Automatisierung von Produktionssystemen und
Produktionsanlagen getrieben. Der Informationsfluss einer automatisierten Produk-
tionsanlage wurde bisher mit der Automatisierungspyramide (Abb. 2.2) beschrieben.
Diese ist nach nach ISA-95/ICE62264 spezifiziert und zeigt die vertikale Ausbreitung
und Verarbeitung von Informationen:
Abbildung 2.2: Die Automatisierungspyramide der Industrie 4.0 [BKCC+14]
Dabei stellt sie die Ebenen der Informationsabstraktion dar. Auf der untersten Ebene
beginnt sie mit der Erfassung von Daten, bestehend aus Sensoren und Aktoren. Die-
se werden ausgewertet, gespeichert, aufbereitet und bilden somit eine Grundlage fu¨r
die Kontrollsysteme des Managements. Dabei bilden die aggregierten Daten weiter-
hin Informationen, welche mit ihrem semantischem Kontext Wissen bilden. Wissen
wiederum bildet zusammen mit Erfahrung dann die beno¨tigte Informationsdichte,
wie auch in [Rowl07] dargestellt wird. [KDDK+15] beschreibt das Manufacturing
Execution System, ein Kontrollsystem, welches sich in Level 3 der Automatisierungs-
pyramide (Abb. 2.2) befindet.
Die Entwicklung schreitet hin zu modular-gekapselt, physischen Systemen, soge-
nannte cyber-physische Systeme (CPS). Sie sollen nach [SSLL14] die Vielzahl von
Informationen u¨ber Produktionsgu¨ter, Produkte und Prozesse in ein gemeinsames
System integrieren. Dabei stellt [Baue17] fest, dass diese physisch existierende Ob-
jekte umfassen und mittels Sensoren und Sensornetzwerken in der Lage sind ihre
Umwelt zu erfassen. Sie ko¨nnen somit ihren Parametern entsprechen auf Situationen
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reagieren. Weiterhin stellen sie nach [Berg15] durch ihre Funktionalita¨t die Schnitt-
stelle zwischen physischen und digitalen Systemen dar. Durch einen optimierten
Informationsfluss zielt die zukunftsfa¨hige Fabrik der Industrie 4.0 dann auf eine Ef-
fizienzsteigerung durch eine reaktionsfa¨hige Produktion, schlanke Produktions- und
Planungsprozesse sowie ein aktives Shopfloor Management. Dabei versteht man un-
ter dem englischen Begriff Shopfloor die Fertigungs- und Produktionsabteilung eines
Unternehmens.
Der Ausgangspunkt einer heterogenen Gera¨telandschaft und die Forderung nach
einer autonomen Kommunikation dieser Systeme fu¨hrt zu der Fragestellung, wie der
entstehende Informationsfluss vertikal und horizontal geleitet und reguliert werden
kann. Dies wird anhand der Abbildung 2.3 von [Aach17] veranschaulicht. Diese stellt
den vertikalen und horizontalen Informationsfluss anhand der Kette von Lieferant,
Produzent und Kunde sowie den Ebenen der Informationsabstraktion dar.
Abbildung 2.3: Vertikaler und horizontaler Informationsfluss [Aach17]
Vertikal betrachtet entstehen zuna¨chst auf unterster Ebene die Rohdaten von Sen-
soren, Maschinen und Interakteuren. Diese Daten stellen die Grundlage fu¨r die
Weiterverarbeitung zu Informationen dar. Die Daten werden dabei in jeder
vertikalen Ebene verdichtet, wobei dieser Prozess von Systemen vorgenommen
wird. Der Informationsfluss durchdringt die Ebenen also zuna¨chst von unten
nach oben.
Horizontal vernetzt werden nicht nur einzelne Produktionsanlagen sondern die ge-
samte Kette von Bestellungen, Rohstoffbeschaffung, Produktion, Lager und
Distribution. Dazu muss das Wissen u¨ber Verantwortlichkeiten und deren
Fa¨higkeiten in konsistenten Informationsmodellen festgehalten geworden, um
Planungsmodelle fru¨hzeitig bewerten zu ko¨nnen und somit, wie [Bu¨Tr14] schon
herausarbeitete, von Effizienzsteigerungen profitieren zu ko¨nnen. Die Werk-
zeuge der ho¨heren Ebenen bauen nach [Aach17] auf Managementsystemen
wie dem Manufacturing Execution System (MES), dem Enterprise-Resource-
Planning (ERP) oder dem Supply-Chain-Management (SCM) auf.
Unter einem MES versteht man eine Ansammlung von Systemen und Funk-
tionalita¨ten, die vom Management und zur Koordination der Produktion eines
Unternehmens genutzt wird. Dabei setzt die Funktionalita¨t nach [KDDK+15]
auf drei unternehmerischen Sa¨ulen auf:
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Auf der Fertigungsplanung, welche unter anderen die Erfassung von Betriebs-
und Maschinendaten entha¨lt, der Personalplanung, welche die Personalzeiter-
fassung und Personaleinsatzplanung koordiniert und die Qualita¨tsicherung, zu
welcher auch die Fertigungspru¨fung geho¨rt.
Diese Teil- und Aufgabenbereiche beno¨tigen jeweils eine Hierarchie der Infor-
mationsabstraktion und Informationsverdichtung, welche durch die Informati-
onsflusskontrolle vorgegeben wird.
Auf horizontaler Ebene ist insbesondere der Informationsaustausch zwischen
Akteuren sowie die Informationsfreigabe von Objekten auf gleicher Ebene von
Relevanz. Dies wird auch durch die zunehmende Vernetzung motiviert, welche
bisher durch statische Zugriffsfreigaben eingeschra¨nkt wird.
Abbildung 2.4: Klassifikation einzelner Daten entstehend in Prozessen einzelner Pro-
duktionslinien [Schm17]
Die Automatisierungspyramide (Abb. 2.2), die lange Zeit als Referenzmodell des
Informationsflusses in einem modernen Fertigungsunternehmen diente, gilt nach
[Voge17, Baue17] langsam als u¨berholt. Dies ist vor allem in der intensiveren Be-
trachtung des horizontalen Informationsflusses begru¨ndet, welche insbesondere aus
hochgradig vernetzten Sensornetzwerken resultiert. Sie wird somit von komplexeren
Modellen, wie dem Datacube, abgelo¨st.
Der Datacube (Abb. 2.4) unterteilt das Konzept der Daten in Produkt-, Maschinen-,
Prozess-, Pru¨f-, Qualita¨ts-, Auftrags- und Umgebungsdaten. Weiterhin ko¨nnen diese
Datenklassen anhand von Prozessschritten und einzelnen Linien tiefgreifender spe-
zifiziert werden. Damit wird das bisherige Modell einer zweidimensionalen Datenzu-
ordnung um ein komplexeres Konzept erweitert. Dieses klassifiziert die Daten anhand
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verschiedener Datenklassen sowie ihrer temporalen und lokalen Herkunft. Wa¨hrend
klassische Produktionssysteme, beispielsweise angelehnt an das Manufacturing Exe-
cution System, diese inhomogenen Datenstro¨me in mehreren System versucht zu
verwalten, werden im Rahmen dieser Arbeit neue Methoden zur Bearbeitung dieses
Problems untersucht.
2.2 Information Flow Control in der Industrie 4.0
Da sich die Informationsflusskontrolle laut [Lehm07] mit der Frage der Ausbreitung
einer Information innerhalb einer Anwendung bescha¨ftigt, beginnen seine Konzepte
zuna¨chst mit der klassischen Zugangskontrolle. Dabei werden nach [SaSa96] drei
Formen der Zugriffskontrolle genannt:
• Discretionary Access Control (DAC)
• Mandatory Access Control (MAC)
• Role-based Access Control (RBAC)
Es wurde dabei von [Macf14] herausgearbeitet, dass sich die Konzepte von DAC und
MAC in verschiedenen Bereichen, wie der Betriebssystemsoftware oder dem Mili-
ta¨r durchgesetzt haben, aufgrund konzeptionell bedingter mangelnder Flexibilita¨t
allerdings fu¨r viele industrielle Einsatzbereiche ausscheidet. RBAC hingegen bindet
Zugriffsrechte nicht an Benutzer sondern an Rollen. Dies fu¨hrt zu einer ho¨heren Fle-
xibilita¨t, allerdings auch zu einem komplexeren System mit einer potentiell ho¨heren
Fehleranfa¨lligkeit. Nach [Lehm07] erweitert sich die Informationsflusskontrolle fer-
ner auf die Ausbreitung einer Information in einer Anwendung oder einem System.
Dazu ist es hilfreich die vertikale und horizontale Entstehung und Verteilung von
Informationen im Kontext der Informationsflusskontrolle zu betrachten:
Vertikal betrachtet vera¨ndert sich der Informationsfluss in seiner Abstraktion auf-
steigend. Aus Daten werden nach [Rowl07] und Abb. 1.2 Informationen gewon-
nen, aus Informationen Wissen abstrahiert und mittels Wissen wird ko¨nnen
Handlungsoptionen ergriffen werden. Somit kann weiterhin an die Informati-
onsflusskontrolle gefordert werden, mittels einer Wissensdatenbank Daten zu
Informationen zu verarbeiten.
Horizontal entstehen nach Abb. 2.3 Informationen auf Shopfloor-Ebene aus den
Daten von Sensoren, Sensornetzwerken und Maschinen. Diese sollten nach
[Baue17] in einem automatisierten Betrieb miteinander kommunizieren ko¨nnen
und durch ein cyber-physisches Produktionssystem (CPPS) koordiniert werden.
Dadurch sind Anforderungen an ein gemeinsames Nachrichtenaustauschformat
sowie eine eindeutige Identifizierung jedes Gera¨tes geben und nach [Voge17]
weiterhin Architekturmodelle vonno¨ten. Um eine maschinenlesbare Kommu-
nikation zu ermo¨glichen ist es no¨tig die Informationen um den semantischem
Kontext zu erweitern sowie Konzepte zur eindeutigen Beschreibung von phy-
sischen Einheiten zu definieren.
Da sich der Austausch von Daten und Informationen im Industrie 4.0 Kontext nicht
auf maschinelle Gera¨te beschra¨nkt, muss die Informationsflusskontrolle weiterhin das
Wissen u¨ber Rollen, Zusta¨ndigkeiten und die Beziehungen zwischen Unternehmens-
und Prozessbeteiligten enthalten.
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2.3 Linked Data in der Industrie 4.0
Das World Wide Web besteht aus systematisch angeordneten Dateien, welche sich
gegenseitig mit Hyperlinks verbinden und somit ein Netzwerk bilden. Dies hat zur
Folge, dass ein Benutzer mittels der Informationen einer betrachteten Webseite und
dem Kontext der verknu¨pften Webseiten den semantischen Inhalt, also seine Be-
deutung, erschließen kann. Gleichzeitig la¨sst sich, so auch [KhHC09], daraus folgern,
dass ein maschineller Akteur nicht in der Lage ist Wissen zu erschließen, sofern sein
Kontext nicht mitgeliefert wird. Gesucht werden also nach [TeKo03] Lo¨sungen, wel-
che bestehende Web Service Technologien um einen semantisch-orientierten Wandel
erweitern.
Abbildung 2.5: Die Entwicklung von Spezifikationen in Richtung dynamischer und
maschinell verarbeitbarer Technologien [KhHC09]
Aus dieser Problemstellung resultiert der Begriff des Web Of Data, eine Spezifika-
tion des World Wide Web Consortium (W3C), welche den Begriff des Linked Data
abgelo¨st hat. Das W3C ist ein Gremium, welches sich mit der Entwicklung von ein-
heitlichen Web-Standards bescha¨ftigt und diese spezifiziert. Die Entwicklungen des
Web Of Data sollen die oben beschriebenen Probleme angehen und eine Lo¨sung
dafu¨r liefern. Dafu¨r sollen Webseiten beispielsweise mittels spezifizierbarer Bezie-
hungen verknu¨pft werden, welche ebenfalls eindeutig identifizierbar definiert werden
sollen. Dies soll eine maschinell lesbare Bru¨cke bilden, welche somit eine autonome
Verarbeitung ermo¨glichen kann. Dabei folgert auch [LiZh05], dass skalierbare Sensor-
netzwerke, wie sie im Kontext der Industrie 4.0 beno¨tigt werden, auf Ontologien und
assoziierten Sensor-Hierarchien aufbauen sollten. Die Voraussetzungen dafu¨r wurden
zum Teil mit den Spezifikation des W3C Semantic Web Konsortiums geschaffen, zu
denen unter anderem das Austauschformat Extensible Markup Language (XML) so-
wie das Resource Definition Framework (RDF) geho¨rt. Diese Beschreibungssprachen
finden zum Modellieren von Ontologien im Kontext des Semantic Webs Anwendung.
Na¨her wird darauf im folgenden Kapitel eingegangen.
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Die ju¨ngsten Entwicklung des Semantic Web treiben auch die Entwicklungen der In-
dustrie 4.0 voran. So sieht [KhHC09] relevante Treiber fu¨r die Intelligenz moderner
Produktion vor allem in der Web Technologie und Web Services, in der Entwicklung
von Ontologien und insbesondere in semantisch-basierten multiagenten Systemen
und Webanwendungen. Diese Technologien und Spezifikationen sollen auch nach
[ShHS08] die Mo¨glichkeiten bilden, die Informationen aus unstrukturierten, dezen-
tralen Sensornetzwerken zu annotieren und sie in einem maschinell lesbaren Infor-
mationsfluss zu verarbeiten um die Informationen so automatisierbar und autonom
nutzbar zu machen.
2.4 Verwandte Arbeiten
Die verwandten Arbeiten lassen sich in verschiedenen Bereichen identifizieren:
So bildet die Arbeit von [Land14] einen ausfu¨hrlichen Ausgangspunkt, um die Ent-
wicklungen im Bereich der Industrie 4.0 na¨her zu betrachten. Dabei werden grund-
legende Konzepte, wie der ontologie-basierte Ansatz eines Informationsmodell vor-
gestellt. Auch werden dabei verschiedene Aspekte der Fertigung und Montage be-
handelt.
Weiterhin gibt die Arbeit [KDDK+15] einen umfangreichen Einblick in die Organisa-
tion und Struktur produzierender Unternehmen. Es werden weiterhin Aufgaben- und
Funktionsbereiche erla¨utert, welche als Ausgangspunkt der Modellierung verwendet
wurden. Diese werden im Rahmen des Manufacturing Execution System behandelt.
Als verwandte Arbeiten derselben Doma¨ne wurde weiterhin auf das Buch [Baue17]
zuru¨ckgegriffen, welches ebenfalls verschiedene Konzepte erla¨utert.
Die U¨berlegungen und Konzepte der Informationsflusskontrolle stammen neben der
Arbeit von [Lehm07], welche die Abgrenzung der Informationsflusskontrolle von
den klassichen Konzepte des Zugriffskontrolle erla¨utert auch aus der Arbeit von
[MaJo10]. Diese Arbeit richtet den Fokus der Zugriffskontrolle auf das N-ary Design
Pattern, welches im Rahmen der Analyse tiefgreifender behandelt wird.
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3. Analyse
Dieses Kapitel behandelt zuna¨chst die Doma¨ne produzierender Unternehmen, wel-
che die Grundlage des Entwurfs im folgenden Kapitel bildet. Weiter werden an-
schließend die Technologien und Spezifikation vorgestellt, welche im Rahmen dieser
Arbeit Anwendung finden. Es werden ferner Konzepte der Informationsflusskontrolle
vorgestellt, welche im Rahmen der Implementierung ontologisch umgesetzt werden
sollen. Abschließend wird das Kapitel ein Anwendungsbeispiel beschreiben, welches
einen Teil der Evaluation in Kapitel 6 darstellen wird.
3.1 Die Doma¨ne eines Industrie 4.0 Szenarios
Unter einer Doma¨ne versteht man die Begriffe und Konzepte eines Fach- oder Wis-
sensgebietes. Die Doma¨ne eines Industrie 4.0 Szenarios versteht also die Gesamtheit
der Begriffe und Beziehungen, die mit einem Szenario im Forschungsfeld der Indus-
trie 4.0 assoziiert sind. Im Rahmen dieser Arbeit soll ein Anwendungsfall konstruiert
werden, welcher die Einsatzmo¨glichkeiten neuer Technologien des Semantic Web im
Kontext moderner Produktionsunternehmen untersucht. Dabei soll im Folgenden
zuna¨chst auf elementare Begriffe und Konzepte sowie auf die Strukturen produzie-
render Unternehmen eingegangen werden.
Um die Doma¨ne eines modernen Produktionsunternehmens zu erschließen, ist es
hilfreich sich die Konzepte eines MES zu veranschaulichen. Diese werden in der
ga¨ngigen Literatur ausgiebig behandelt:
Funktionssicht Nach [KDDK+15] ko¨nnen die wichtigsten Daten der Produktion
anhand der drei Funktionsgruppen von Fertigung, Personal und Qualita¨t her-
ausgearbeitet werden. Aus den gegebenen Funktionsgruppen lassen sich nach
[KDDK+15] weiterhin diverse Aufgaben ableiten.
Aufgabensicht Diese Aufgaben bestehen zum einen aus dem Personalmanage-
ment, dem Qualita¨tsmanagement, der Feinplanung und -steuerung sowie dem
Materialmanagement. Weitere Aufgaben lassen sich in der Qualita¨tspru¨fung,
der Fertigungspru¨fung, dem Produktionslenkungsplan sowie dem Pru¨fmittel-
management lokalisieren.
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Ressourcen-Sicht Die Bearbeitung dieser Aufgaben beno¨tigt einen gewissen In-
formationsbedarf, welchen nach [KDDK+15] den Anforderungen diverser Ab-
teilungen und Rollen, wie beispielsweise dem Management & Controlling, dem
Vertrieb, der Fertigungssteuerung oder auf der Fertigungsebene dem Meister,
Instandhalter und Werker gerecht werden mu¨ssen. Diese bilden einen Teil der
Ressourcen-Sicht. Zu anderen Ressourcen za¨hlen weiterhin Maschinen, Werk-
zeuge, Betriebs- und Hilfsmittel sowie Peripherie und Hilfsgera¨te. Auch sie
bilden durch die grundlegende Vernetzung einen Teil des Daten- und Informa-
tionsmodelles.
Aus diesen Konzepten lassen sich Begriffe und Handlungsrichtungen ableiten, wel-
che fu¨r die Entwicklung eines ontologie-basierten Modells im Rahmen dieser Arbeit
von Relevanz sind. Dazu geho¨rt neben den grundlegenden Konzepten wie der Unter-
teilung eines Unternehmens in Abteilungen mit Angestellten auch die Prozesssicht.
Diese steuert die Produktion eines Produktes, welche durch granulare Unterteilung
in Aufgaben pra¨zisiert wird. Weiter ist die Allokation von Prozessbeteiligten sowie
deren Informationsbedarf von Relevanz.
3.2 Spezifikationen und Technologien des
Semantic Web
Die Technologien des Semantic Webs stammen aus den Spezifikationen des W3C.
Diese bauen auf dem Grundbasisstack der Web Technologien auf, wozu neben dem
Hypertext-Transport-Protokoll (HTTP) und dem Universal-Resource-Identifier (URI)
auch RDF/XML geho¨rt, und erweitern diese um spezifische Funktionalita¨ten beson-
derer Einsatzgebiete. Dabei lassen sich die Arbeitsgruppen des W3C nach Abbildung
3.1 in die sechs Kategorien Web Applikationen, Mobile, Voice, Web Services, Seman-
tic Web und Privacy & Security einteilen.
Abbildung 3.1: W3C Technology Stack [W3C10]
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Fu¨r das Einsatzgebiet eines Industrie 4.0 Szenarios sind dabei auch nach [BlPe06] die
Technologien des Semantic Web von besonderer Relevanz. Diese bauen grundlegend
auf dem Resource Description Framework auf und werden durch die Web Ontology
Language sowie die Abfragesprache SPARQL erweitert. Relevante Spezifikationen
werden dabei im Folgenden vorgestellt:
Resource Description Framework (RDF) RDF ist eine formale Beschreibungs-
sprache, welches das Ziel verfolgt Daten einheitlich zu beschreiben und zu
verarbeiten. Ziel ist es Aussagen u¨ber Daten im Web einheitlich definiert fest-
halten sowie diese maschinell verarbeiten zu ko¨nnen. RDF bildet dabei die
Grundlage, indem es neben einem Syntax auch die grundlegenden Konstrukte
zur Modellierung bereitha¨lt. So wird ein Datum in RDF mittels Eigenschaften
beschrieben und eine Aussage u¨ber das Datum mittels eines Tripels gebildet.
Ein Tripel hat dabei die Form Subjekt Pra¨dikat Objekt, wobei Subjekt und
Pra¨dikat Ressourcen darstellen. Ein Objekt in RDF kann dabei ebenfalls eine
Ressource oder auch ein Literal, also einen Wert, darstellen. Eine Ressource
stellt dabei das ’Ding’ dar, was als ein Objekt das Ziel der Modellierung ist.
Die Ressource wird dabei mittels einer URI eindeutig bezeichnet. Dies verein-
facht, bei einem gemeinsamem Vokabular, die maschinelle Verarbeitung von
mit RDF modellierten Aussagen. Da RDF auf dem Nachrichtenformat XML
aufbaut, ko¨nnen Aussagen in RDF mittels XML serialisiert werden. Eine an-
dere Form der Serialisierung findet sich dabei in dem Syntax Turtle, welcher
den Fokus auf die Darstellung von Aussagen in der Form Subjekt Pra¨dikat
Objekt legt.
Resource Description Framework Schema (RDFS) Eine Erweiterung von
RDF stellt RDF-Schema (RDFS) dar. RDFS erweitert RDF dabei um wei-
tere Klassen und Eigenschaften (Properties). So werden neben Klassen auch
neue Literale, Datentypen und spezifischere Eigenschaften eingefu¨hrt. Zu den
spezifischeren Eigenschaften geho¨ren neben dem Definitions- und Zielbereich
(Domain, Range) einer Eigenschaft auch Subklassen- und Subeigenschaftsbe-
schreibungen. So la¨sst sich mit dem Definitionsbereich einer Eigenschaft de-
finieren, welche Klassenzugeho¨rigkeit eine Ressource besitzt, die diese Eigen-
schaft beschreibt.
Wird beispielsweise die Doma¨ne einer Pizza beschrieben, so besitzt der Defi-
nitionsbereich der Eigenschaft hatPizzaBelag immer die Klasse Pizza. Indivi-
duen, welche mit der Eigenschaft hatPizzaBelag beschrieben werden, ko¨nnen
durch den Definitionsbereich somit implizit als eine Pizza klassifiziert werden.
Dies wird auch weiter in [oMan11] behandelt.
Weiterhin spezialisieren Subklassen und Subeigenschaften die Klassen und Ei-
genschaften gleicher Art, erben ihre Definitionen von ihren Eltern und erwei-
tern diese.
Web Ontology Language (OWL) OWL ist eine Spezifikation zur Modellierung
von Ontologien und baut auf den Empfehlungen von RDF und RDFS auf. Eine
Ontologie ist eine Formalisierung von Wissen, oft mit dem Ziel Konzepte und
Begriffe einer Doma¨ne zu beschreiben. OWL ermo¨glicht dieses durch komple-
xere Klassen- und Eigenschaftsbeschreibungen. So ko¨nnen Axiome modelliert
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werden, welche a¨quivalente Klassen oder Klassen als Schnittmengen von Aus-
sagen beschreiben. Des Weiteren ko¨nnen Eigenschaften symmetrisch, reflexiv,
transitiv oder funktional sein sowie definierte inverse Eigenschaften besitzen.
Dies ermo¨glicht die maschinelle Verarbeitung dieser Aussagen sowie die Ex-
traktion impliziten Wissens. Beispielsweise ko¨nnen transitive Eigenschaften
wa¨hrend des Inferenz Prozesses erkannt und somit neue Aussagen geschlossen
werden. Diesen Prozess u¨bernehmen Reasoner, auf die im weiteren Kapitel
noch eingegangen wird. Die Modellierung von Aussagen a¨hnlich der Pra¨dika-
tenlogik fu¨hrt dazu, dass mit OWL Full modellierte Ontologien unentscheidbar
sind. In Folge dessen und fu¨r den praktischen Gebrauch sind die Untermengen
OWL DL sowie OWL Lite entwickelt worden. In Version 2 wurde dies mit
der Einfu¨hrung von Profilen eingeschra¨nkter Funktionalita¨t fortgefu¨hrt. Unter
Einhaltung der bestimmten Restriktionen einzelner Profile ko¨nnen Laufzeiten
versprochen werden, die den Einsatz in datenintensiven Umgebungen ermo¨g-
licht. Die Einsatzmo¨glichkeiten und der Nutzen von OWL werden wie auch
bei RDF(S) durch die Verwendung gemeinsamer Vokabulare gesteigert. Wei-
terhin ist anzufu¨hren, dass OWL der Open-World-Assumption unterliegt. Dies
bedeutet, dass eine im Modell nicht festgehaltene Aussage nicht zu der Ver-
neinung einer Aussage fu¨hren kann. Dies Verhalten, welches wie erwa¨hnt nicht
von OWL unterstu¨tzt wird, wird als Negation-as-a-failure bezeichnet. Weiter-
hin wird auf diesen Sachverhalt im Rahmen der Evaluation eingegangen.
Semantic Web Rule Language (SWRL) Die Semantic Web Rule Language ist
der Vorschlag einer Erweiterung von OWL. Diese ist momentan noch keine
Empfehlung des W3C, wird allerdings aufgrund ihrer praktischen Funktionali-
ta¨t von diversen Reasonern wie HermiT oder Pellet unterstu¨tzt. Mittels SWRL
lassen sich konditionale Regeln definieren, welche wa¨hrend des Reasoning-
Prozesses ausgefu¨hrt werden. So ist es mit SWRL, im Gegensatz zu OWL,
mo¨glich Werte zu aggregieren, zu multiplizieren sowie zu vergleichen. Aus der
Anwendung von SWRL folgt der Prozess des regelbasiertes Reasonings, wel-
cher in der Implementierung Anwendung finden wird.
Eine Ontologie besteht somit aus gesetzten Aussagen, welche bestimmte Sachver-
halte beschreiben. Aus diesen expliziten Aussagen ko¨nnen mittels eines Reasoners
implizite Aussagen inferiert werden. Zu den bekannten und dieser Arbeit verwende-
ten Reasoner geho¨ren der Reasoner HermiT und Pellet sowie seine quelloffene Wei-
terfu¨hrung Openllet. Diese Reasoner besitzen sowohl eine Java Implementierung als
auch ein Plugin fu¨r die Modellierungssoftware Prote´ge´, welche ebenfalls verwendet
wurde. Weiterhin beherrschen die vorgestellten Reasoner die Ausdrucksma¨chtigkeit
von OWL DL.
Neben der Spezifikation von Sprachen und Formaten gibt das W3C auch empfoh-
lene Vokabulare heraus, welche es ermo¨glichen definierte Konzepte wiederzuverwer-
ten. Dies begu¨nstigt ebenfalls die Entwicklung von ontologie-basierten, maschinel-
len Akteuren. Die Grundidee baut dabei auf dem Ansatz auf, Ressourcen eindeutig
identifzieren zu ko¨nnen. Somit sollen gleiche Konzepte an unterschiedlicher Stelle
verwenden werden ko¨nnen, ohne dabei das zusa¨tzliche Wissen eines menschlichen
Akteurs zu beno¨tigen.
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Zu den Vero¨ffentlichungen des W3C za¨hlt unter anderem das Sensor, Observation,
Sample and Actuator (SOSA) Vokabular, die Simple part-whole Relations (part)
sowie das Organizational Vocabular :
Sensor, Observation, Sample and Actuator (SOSA) SOSA ist eine Empfeh-
lung des W3C. Sie findet ihren Ursprung in der Semantic Sensor Network
(SSN) Ontologie und erweitert diese. Sie ist weiterhin in der Entwicklung,
bietet allerdings in der aktuellen Version eine Grundlage, die es ermo¨glicht
die Konzepte in einem produktiven Umfeld zu nutzen. Dabei bildet das SSN
Vokabular die Grundlage zur Beschreibung einzelner Sensoren und Sensornetz-
werken. SOSA sitzt auf SSN auf und fokussiert sich dabei auf die Modellierung
von Beobachtungen, welche aus den Sensoren resultieren. Dabei observiert eine
Beobachtung ein Merkmal eines Gegenstandes zu einem Zeitpunkt.
Abbildung 3.2: Die relevanten Bestandteile des SOSA Vocabularies
Die prima¨re Klasse dessen ist die Observation, welche eine Merkmal auf eine
Eigenschaft hin untersucht. Ein Merkmal ist dabei ein FeatureOfInterest und
kann sowohl physische als auch virtuelle Gegensta¨nde darstellen. Es beschreibt
lediglich, was das Ziel der Beobachtung ist, nicht aber die Eigenschaften eben
dieser Beobachtung. Eigenschaften werden durch eine ObservableProperty de-
finiert, worunter man beispielsweise eine metrische Einheit verstehen kann.
Ein Informationsobjekt beschreibt zusammenfassend somit eine Beobachtung,
welche von einem Sensor, zu einem Zeitpunkt u¨ber eine Eigenschaft stattge-
funden hat und das Ziel genau einer Beobachtung darstellt.
Simple part-whole Relations (part) Die Simple part-whole Relations dru¨cken
die Zusammensetzung verschiedener Gegensta¨nde aus. Prima¨r relevant sind
dafu¨r die inversen Beziehungen part:hasPart und part:partOf. Diese Beziehun-
gen, auch Eigenschaften genannt, sind dabei transitiv definiert. Das bedeutet,
dass ein Reasoner in der spa¨teren Anwendung in der Lage ist transitive Zu-
sammenha¨nge zwischen Objekten, die diese Eigenschaft verwenden, erkennen
zu ko¨nnen. Dies fu¨hrt zu einem niedrigeren Aufwand der Modellierung so-
wie zu einer ho¨heren Ausdrucksma¨chtigkeit. Beispielsweise ist eine Baugruppe
nach [Land14] die Konkatenation verschiedener Einzelteile. Eine Baugruppe
kann somit um die Information ihrer Einzelteile erweitert werden, indem diese
mittels part:hasPart Verknu¨pfungen modelliert werden. Zu einer Baugruppe
ko¨nnen im spa¨teren Verlauf auch alle indirekt verbundenen Einzelteile erkannt
werden, ohne deren Zugeho¨rigkeit explizit modellieren zu mu¨ssen.
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Abbildung 3.3: Die Funktionsweise der Simple part-whole Relations
Organizational Vocabulary (ORG) Das Organizational Vokalubary umfasst
Klassen und Eigenschaften zur Beschreibung von Unternehmensmodellen und
Beziehungen. Zu den relevanten Klassen geho¨rt die Modellierung von Rollen
und Positionen. Dabei werden Zugeho¨rigkeiten von Angestellten zu Abteilun-
gen durch die Beziehung hasMember sowie die inverse Beziehung memberOf
modelliert. Weiter ko¨nnen auch Verantwortlichkeiten zwischen Angestellten
durch die Beziehung reportsTo ausgedru¨ckt werden.
Das Organizational Vokalubary ist allerdings zum aktuellen Zeitpunkt noch
keine Empfehlung des W3C, sondern lediglich ein Vorschlag mit rudimenta¨ren
Implementierungen. Verfeinerungen dessen wurden deswegen im Rahmen des
Entwurfs vorgenommen.
Abbildung 3.4: Die Struktur des Organizational Vocabularies
Bei der Modellierung von Ontologien ko¨nnen Ontology Design Patterns die Vorge-
hensweise unterstu¨tzen. Dabei sind Design Patterns Muster der Modellierung, welche
sich bei einer Vielzahl von Problemen wiederholen und somit diese erleichern. Rele-
vante Designpatterns lassen sich dabei unter ontologydesignpatterns.org auffinden.
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N-ary Das N-ary Design Pattern (Abb. 3.5) ist das Ergebnis der W3C Working
Group. Es resultiert aus der Komplikation, dass Eigenschaften lediglich zwei
Individuen (oder ein Individum mit einem Literal) verknu¨pfen und somit mehr-
dimensionale Information nur bedingt festgehalten werden ko¨nnen. Als Lo¨sung
dessen resultiert das N-Ary Design Pattern, welches vorschla¨gt multidimensio-
nale Informationen durch separat gekapselten Objekte umzusetzen.
Abbildung 3.5: Der Vorschlag des N-ary Design [W3C06]
3.3 Konzepte des Information Flow Controls
Wie bereits von [Lehm07] herausgearbeitet wurde, la¨sst sich die Informationsfluss-
kontrolle in zwei Sichtweisen untergliedern:
Zuna¨chst beginnt er mit der klassichen Zugangskontrolle. Dabei hat sich wie bereits
behandelt das Konzept des Role-based access control (RBAC) durchgesetzt.
Zum anderen behandelt er die Frage, wie sich Informationen in einer Anwendung
oder einem System ausbreiten.
Die Zugriffskontrolle setzt zuna¨chst auf einem Modell auf, welches im Falle einer
Ontologie die Konzepte einer Doma¨ne umfasst. Dieses Modell stellt in einem pro-
duktiven Einsatz das Schema dar, welches beispielsweise in einer Datenbank hin-
terlegt ist. Diese verwaltet in einem Industrie 4.0 Szenario, auch nach [TaOD17],
neben den Stammdaten auch konstant anfallende Produktionsdaten, welche neben
Maschinenausgaben auch Sensordaten umfassen. Die Freigabe und Zugriffskontrolle
eben dieser entstehenden Daten ist dabei von Relevanz.
Die Informationsflusskontrolle reguliert dann die horizontale und vertikale Ausbrei-
tung des Informationsflusses. Vertikal, so nach Abschnitt 2.2 formuliert, beginnt sie
zuna¨chst auf der Fertigungsebene. Auf dieser Ebene bilden cyber-physische Syste-
me, worunter man eine funktionelle Abkapslung physischer Gera¨te, wie Maschinen
aber auch Sensoren und Sensornetzwerken versteht, die Basis. Diese Sensornetz-
werke, dessen resultierenden Informationsfluss es nun gilt maschinell und autonom
verwalten zu ko¨nnen, werden im Folgenden na¨her betrachtet:
Die Vorgehensweise den entstehenden Informationsfluss fu¨r die maschinelle Verar-
beitung aufzubereiten wird von den Technologien des Semantic Webs geliefert. Die
Semantic Sensor Network (SNN) Ontology ist ein Vokabular zum semantischen Be-
schreiben von Sensornetzwerken. Mittels einer Ontologie werden Sensoren und Ak-
teure in einer Wissensdatenbank erfasst und semantisch annotiert. Somit kann ein
autonomes System in die Lage versetzt werden den Kontext eben dieser Gera¨te
miteinzubeziehen und dementsprechend zu handeln. Die na¨chste Schlussfolgerung
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besteht dann darin, diese Wissensdatenbank um Rollenkonzepte und Berechtigun-
gen zu erweitern.
Abbildung 3.6: Traditional and Role-based Access Control [Chen08]
Ein Sicherheitsmodell, basierend auf einem relationalen Modell fu¨r semantische Sen-
sornetzwerke, wird von [JJPJ+11] vorgeschlagen. Es wird dabei ein Semantic Sensor
Netzwerk vorgesehen, dessen Ontologie rudimenta¨r in einer relationalen Datenbank
(RDBMS) gespeichert wird. Die Zugriffskontrolle wird dabei mittels eines Rollen-
konzepts und anhand von vier Zugriffsklassen entschieden. Die vorgeschlagene Zu-
griffskontrolle beschra¨nkt sich dabei auf die Selektion von Spalten und Zeilen.
Die Arbeit verfolgt dabei erfolgreich das Ziel Rollenkonzepte und Zugriffskontrolle
mit den Konzepten eines semantisches Sensornetzwerkes zu verknu¨pfen. Schwachstel-
len sind allerdings vor allem in der Flexibilita¨t des Zugriffs zu finden, insbesondere
in der dynamischen Kopplung von Rollen an spezifische Sensor-Instanzen sowie dem
damit verbundenen Informationsfluss. Durch die nahe Anbindung an ein relationa-
les Modell finden die Vorteile, die sich aus der Verwendung einer Ontologie und der
damit verbundenen Mo¨glichkeiten wie dem Reasoning (mehr dazu in Abschnitt 3.2)
ergeben, nur eingeschra¨nkt Anwendung.
Auch [ChCK14] verfolgt die Idee eine ontologie- und kontextbasierten Zugriffskon-
trolle mittels eines reasoning-basierten Sicherheitskonzeptes umzusetzen. A¨hnlich zu
[JJPJ+11] wird der Informationsfluss dabei mittels einer Ontologie um seinen Kon-
text erweitert sowie mittels eines integrierten Rollenkonzeptes der Zusammenhang
zwischen einer Information und der Berechtigung des Zugriffs auf diese Information
umgesetzt. Mittels SPARQL Abfragen kann die Frage nach der Zugriffsberechtigung
dann aufgeschlu¨sselt werden. Diese Arbeit bildet einen sinnvollen Ausgangspunkt
um die Grundlagen dieser Technologien auf ein Industrie 4.0 Szenario zu erweitern
und somit die Mo¨glichkeiten, Grenzen und Effizienz dieses Systems aufzuzeigen.
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Abbildung 3.7: Kontext Ontologie nach [ChCK14]
Abbildung 3.7 zeigt dabei das von [ChCK14] verstandene Kontext Konzept, welches
mittels einer Ontologie modelliert wurde. Dabei bilden verschiedene Klassen, die
einen Kontext anhand der Kriterien Event, Location, User oder Zeit beschreiben,
den Ausgangspunkt fu¨r ein autonomes System. Dieses kann daraus beispielsweise die
Zuordnung zwischen beobachteten Werten und der daraus resultierenden Aktion, wie
der Benachrichtung der verantworlichen Person, vornehmen.
Die Arbeit von [HPST09] bescha¨ftigt sich wiederum ausschließlich mit eben die-
ser Frage, indem er mit SemSOS: Semantic Sensor Observation Service ein Modell
zum automatisierten Erkennen von Beobachtungen und deren Schlussfolgerungen
mittels eines semantischen Sensornetzwerkes vorschla¨gt. Sein Fokus liegt dabei auf
den Mo¨glichkeiten der Modellierung von Beobachtungen mittels einer Ontologie,
dem Annotieren von entstehenden Sensordaten sowie der Technologie des Reasoning
zum Identifizieren von relevanten Beobachtungen. Relevante Beobachtungen sind in
Abha¨ngigkeit der Doma¨ne und Anforderungen geben. Im Beispiel des Industrie 4.0
Szenarios kann man darunter beispielsweise das automatisierte Erkennen von defek-
ten Bauteilen oder auch einen ungeplant erho¨hten Stromverbrauch, dessen Ursacher
es zu identifizieren gilt, nennen. Beispiele und Hinweise zur Implementierung und
Nutzung des regelbasierten Reasonings werden dabei in [HPST09] aufgeza¨hlt. Al-
lerdings wird dieses nur exemplarisch an einem anderen Beispiel durchgefu¨hrt sowie
relevante Sicherheitskonzepte außer acht gelassen.
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Diese Schwachstellen greifen [MaJo10] in Abbildung 3.8 auf, indem sie neue Konzep-
te der Zugriffskontrolle fu¨r ontologie-basierte Datenmodelle vorschlagen. Ihre Arbeit
richtet den Fokus dabei auf die Zugriffskontrolle in sozialen Netzwerken. Dabei wird
eine neue Teilontologie vorgeschlagen, welche die Frage beantworten soll, wer Zu-
griff auf welche Informationen erhalten darf. Dabei werden die Zugriffsberechtigun-
gen ebenfalls mittels Axiome definiert. Diese Axiome du¨rfen dann von autorisierten
Personen erstellt werden und verknu¨pfen Personen u¨ber Eigenschaften (read/write)
mit Objekten.
Abbildung 3.8: Ontologie-basierte Zugriffskontrolle nach [MaJo10]
3.4 Anforderungen
Die Modellierung einer Ontologie als Datenmodell eines Industrie 4.0 Szenarios
bringt verschiedene Anforderungen mit sich, auf die im Folgenden eingegangen wer-
den soll. Das Datenmodell unterteilt sich dabei logisch in die zwei Teilbereiche der
T-Box und die A-Box :
• Die T-Box entha¨lt dabei die Axiome u¨ber die Konzepte und Klassen der bein-
halteten Doma¨ne. Sie entha¨lt eine Menge an Klassen- und Eigenschaftsdefini-
tionen, welche zur Modellierung entwickelt werden und im Laufenden Betrieb
ha¨ufig konstant sind.
• Die A-Box hingegen sitzt auf ihr auf und entha¨lt die Instanzen und ihre Eigen-
schaften. Konkrete Anwendungsfa¨lle nutzen die T- und A-Box in unterschied-
licher Vielfalt und mit unterschiedlichem Zweck.
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Aus diesem Grund wurde OWL 2 neben OWL 2 DL in den drei weiteren Profilen
EL, RL und QL entwickelt:
Abbildung 3.9: Die Abgrenzung existierender OWL Profile [Fram13]
OWL 2 EL Das EL Profil wurde fu¨r Anwendungsfa¨lle entwickelt, welche eine große
Vielzahl von Klassen- und Eigenschaften besitzen und sich durch verha¨ltnis-
ma¨ßig wenig Instanzdaten auszeichnet. Dabei liegt der Schwerpunkt auf dem
Inferieren u¨ber Klassen und unterscheidet sich somit von den anderen Profilen.
Entstanden ist das Profil fu¨r die medizinische Doma¨ne, in der komplexe Aus-
sagen u¨ber Klassen von Anatomien ausgedru¨ckt werden. Beispielsweise wurde
mittels OWL 2 EL die medizinische Wissensdatenbank SNOMED CT entwi-
ckelt, welche mittels 300.000 Konzepten etwa 800.000 Begriffe definiert und
etwa 1.000.000 Beziehungen zwischen den Konzepten entha¨lt.
OWL 2 QL Das QL Profil wurde fu¨r Modelle mit großer A-Box, also verha¨ltnis-
ma¨ßig vielen Instanzen entwickelt. Unter Einhaltung der Restriktionen wird
eine schnelle Abfragenbeantwortung sowie die Nutzung von relationalen Da-
tenbankmanagementsystemen versprochen, wobei verschiedene Features von
OWL dennoch genutzt werden ko¨nnen. Die nahe Anbindung an relationale
Datenbanken ermo¨glicht dabei die einfache U¨bersetzung von Datenmodellen
und Abfragen.
OWL 2 RL Das RL Profil verspricht schnelles, skalierbares Reasoning. Es bringt
diverse Einschra¨nkungen bezu¨glich der Modellierung mit sich, welche allerdings
durch regelbasiertes Reasoning ausgeglichen werden ko¨nnen.
Es ist zu vermuten, dass eine Ontologie fu¨r den Einsatz in einem Industrie 4.0 aus
einer großen Anzahl von Instanzen gegenu¨ber einer kleiner T-Box steht. Aus diesem
Grund sind die OWL 2 RL und QL Profile als die Geeigneten fu¨r einen performanten
Echtzeit-Betrieb anzunehmen. Um die Mo¨glichkeiten der Ausdrucksma¨chtigkeit auf-
zuzeigen, bietet sich allerdings eine Modellierung mittels OWL 2 DL an. Dies bringt
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den Vorteil die neuen Konstrukte, welche mit OWL 2 eingefu¨hrt wurden, nutzen
zu ko¨nnen. Allerdings birgt dies auch den Nachteil keine Garantien der Laufzeit in
einem produktiven Einsatz mehr versprechen zu ko¨nnen.
Im Rahmen dieser Arbeit wurde deswegen eine Ontologie in zwei Profilen entwickelt:
Zuna¨chst wurde eine Ontologie in OWL 2 DL entwickelt, welche die Mo¨glichkeiten
der Modellierung aufzeigen.
Im weiteren Schritt wurde die Ontologie auf das Profil RL reduziert, um Belastbar-
keitsstudien mittels den verwendeten Datenbankservern aufzuzeigen.
3.5 Anwendungsfall des Industrie 4.0 Szenarios
Im Rahmen der Arbeit wurde ein Anwendungsbeispiel entwickelt, welches die Model-
lierung und Implementierung in vielen Punkten bestimmte. Dieses soll im Folgenden
vorgestellt werden:
Gegeben sei ein Unternehmen, welches Platinen in einem Fertigungsprozess produ-
ziert und vertreibt. Dabei handelt es im Konkreten um Surface-Mounted-Devices,
auch SMD-Platinen genannt. Eine SMD Platine besteht dabei aus einer Platine,
welche mit verschiedenen Komponenten wie Kondensatoren bestu¨ckt werden. Die
SMD Platine entsteht in einem Prozess, welcher sich durch fu¨nf aufeinander folgen-
de Prozessschritte auszeichnet:
SMD-Prozess Zuna¨chst wird auf eine Platine eine Wa¨rmeleitpaste aufgetragen.
Anschließend wird die Platine mit den vorgesehenen Komponenten bestu¨ckt
und einer automatisierten, optischen Kontrolle (AOI) unterzogen. Findet diese
keine defekten Bauteile, so wird die Platine in einen Bestu¨ckungsofen weiter-
geben. In diesem ha¨rten die Verbundstoffe aus, woraus somit die produzierte
Platine resultiert. Nachdem anschließend eine weitere AOI Kontrolle positiv
durchgefu¨hrt wird, kann die SMD Platine im Rahmen dieses Anwendungsbei-
spiels als ein fertiges Produkt angenommen werden.
Im Laufe dieses Prozessen ko¨nnen ungewu¨nschte Fa¨lle eintreten. Ein mo¨glicher Aus-
nahmefall ist die Feststellung einer negativen AOI Kontrolle. Wurde ein Bauteil wa¨h-
rend des Produktionsprozesses bescha¨digt oder falsch montiert, so gibt es bestimmte
Handlungsdirektiven, die unter bestimmten Bedingungen eintreten:
(1) Rohmaterialien nicht verfu¨gbar Im ersten Fall ist davon auszugehen, dass
die Prozesswiederholung lediglich an fehlenden Rohmaterialien scheitert. Ist
dies der Fall, so muss der Prozess an dieser Stelle angehalten werden und
eine neue Aufgabe fu¨r die Warendisposition erstellt werden. Diese muss die
Information enthalten, welche Rohmaterialien beno¨tigt werden und ferner eine
Verbindung zwischen dieser Aufgabe und dem auslo¨senden Prozess herstellen.
Somit kann sowohl der Prozessverantwortliche als auch der Disponent Einsicht
u¨ber die Zusammenha¨nge des Fehlerfalles erfahren und notwendige Schritte
einleiten.
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(2) Arbeiter nicht verfu¨gbar Im zweiten Fall ist davon auszugehen, dass die
Prozesswiederholung an fehlendem Personal scheitert. Dabei muss die Infor-
mation u¨ber die Arbeits- und Anwesenheitszeiten des Personal sowie u¨ber den
Prozessverantwortlichen festgehalten werden. Weiterhin soll die entstehende
Fehlerinformation an den Verantwortlichen oder na¨chst ho¨heren verantwortli-
chen Vorgesetzten u¨berreicht werden. In der Fertigung betra¨fe die Information
u¨ber den Ausfall eines Arbeiters beispielsweise den zusta¨ndigen Meister.
(3) Zeit fu¨r Prozessneustart nicht verfu¨gbar Ist ein Prozess nicht mehr durch-
fu¨hrbar, da die interne zeitliche Begrenzung erreicht wurde, so muss dies dem
Prozessverantwortlichen informativ mitgeteilt werden.
Die Umsetzung dieser Anwendungsbeispiels wird im Rahmen der Evaluierung be-
handelt.
3.6 Zusammenfassung
Eine Analyse bisheriger Arbeiten und bestehender Lo¨sungsansa¨tze zeigt, dass sich
Ontologien gut dafu¨r eignen Datenmodelle mit semantischer Beschreibung von Klas-
seninformationen zu erstellen. Dabei zeigen Arbeiten, dass es funktionierende Ansa¨t-
ze gibt Ontologien beispielsweisen fu¨r soziale Netzwerke oder medizinische Anwen-
dungsbereiche zu nutzen. Ebenso bieten sich Ontologien durch existierende Vokabu-
lare wie SOSA/SSN, ORG und part zum Modellieren von Unternehmenskontexten.
Es wurden weiterhin Konzepte vorgestellt, welche sich Ontology Design Patterns
zunutze machen um ontologische Entwu¨rfe praktisch umzusetzen. So wurde die In-
formationsflusskontrolle mittels des N-ary Design Patterns vorgestellt.
Offen bleibt dabei weiterhin die Frage, in welcher Form sich Ontologien fu¨r den
Einsatz mit komplexer T-Box im Einsatzbereich produzierender Unternehmen an-
bieten. Dabei spielt die Abwa¨gung des jeweiligen OWL 2 Profiles sowie die lokalen
Anforderungen eine Rolle.
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4. Entwurf
Der Entwurf der ontologie-basierten Informationsflusskontrolle wurde im Rahmen
dieser Arbeit in zwei Teilschritten durchgefu¨hrt:
Der erste Schritt des Entwurfs befasst sich mit der Modellierung von Ontologien,
welche sowohl die allgemeinen Begriffe und Konzepte produzierender Unternehmen
als auch die spezifischen Begriffe eines beispielhaft modellierten Unternehmens um-
fassen. Dabei orientiert sich die Modellierung an [Land14], welcher zum einen diverse
Funktionen und Zusammenha¨nge der Doma¨ne anfu¨hrt und zum anderen ebenfalls ei-
ne Differenzierung zwischen einer generischen und einer spezifischen Ontologie emp-
fiehlt. Der zweite Teilschritt der Modellierung befasst sich mit den Aspekten der
Informationsflusskontrolle und der Implementierung mittels einer Ontologie.
Im Rahmen der Modellierung sollen zwei Ontologien entworfen werden:
Generische Ontologie Die erste Ontologie soll dabei eine generische Unterneh-
mensontologie fu¨r den Einsatz von produzierenden Unternehmen darstellen.
Sie soll eine Schnittstelle zwischen den etablierten Vokabularen, wie SOSA/SSN,
ORG und part sowie der spezifischen Unternehmensontologie darstellen. Sie
soll dabei mo¨glichst breite Begriffe verwenden, die sich dennoch an spezifi-
schen Vorgaben des Industrie 4.0 Szenarios ausrichten.
Spezifische Ontologie Die zweite Ontologie stellt dann das Modell eines konkre-
ten Unternehmen dar. Dieses Modell bedient sich der Konzepte der generischen
Ontologie und erweitert diese um spezifische Begriffe und Konzepte.
Dabei werden beide Ontologien in insgesamt drei Teilschritten modelliert:
1. Im ersten Schritt werden die bestehenden Vokabulare na¨her betrachtet und ei-
ne Ontologie entworfen, welche diese Begriffe zentral einbindet und verwendet.
2. Anschließend wird diese Ontologie mit Konzepten erweitert, die die Begriffe
eines produzierenden Unternehmens na¨her aber dennoch allgemein beschrei-
ben.
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3. Im letzten Schritt wird dann eine individuelle Ontologie entworfen, welche
wiederum an der generischen Ontologie andockt und unternehmenseigene Be-
griffe und Konzepte definiert. Dazu za¨hlt beispielsweise die Definition eines
spezifischen Prozessablaufes.
Die entworfene Ontologie wird dann im Rahmen der Evaluierung instanziiert um die
Erfu¨llung des Anwendungsfalles auszuwerten.
4.1 Entwurf der generischen Ontologie
Um ein Unternehmen mittels einer Ontologie zu modellieren, bietet es sich an mit
dem Organizational Vocabulary (ORG) anzufangen:
Demnach ist ein Unternehmen eine Organization, welche sich in verschiedene Abtei-
lungen (OrganizationalUnits) unterteilt. Diese stellen verschiedene Positionen und
Rollen bereit. Die Zugeho¨rigkeit von Abteilungen zu einem Unternehmen wird durch
die Beziehung hasUnit, bzw. die inverse Beziehung unitOf modelliert. Angestellte
werden durch die Beziehung memberOf beschrieben und ihre Positionen durch ro-
le. Bei der Verwendung der Begriffe wurden leichte Modifikationen vorgenommen.
So unterteilt sich eine Rolle in der Modellierung in eine interne und externe Rolle.
Interne Rollen sind dabei direkt dem Unternehmen zugeteilt, externe Rollen sind Ak-
teure, die mit dem Unternehmen agieren. Akteure sind dabei beispielsweise Kunden
oder Zulieferer. Interne Rollen sind mit Positionen gleichzusetzen.
Abbildung 4.1: Die Struktur des Organizational Vocabularies
Ein Unternehmen im Sinne des Industrie 4.0 Szenarios ist der Produzent eines Pro-
duktes. Dieses Produkt wird auf der einen Seite durch Auftra¨ge von einem Kunden
bestellt und auf der anderen Seite durch den Warenfluss eines Disponenten produ-
ziert. Das Produkt entsteht durch den Ablauf mindestens eines Prozesses, welcher
sich aus verschiedenen, sequenziellen Prozessschritten zusammensetzt. Ein Prozess-
schritt entha¨lt dabei mindestens eine Aufgabe. Dabei werden Aufgabe, Prozessschritt
und Prozess werden von einem internen Akteur u¨berwacht. Interne Akteuere sind
Abteilungen zugeordnet und diese wiederum funktionellen Aufgabenbereichen des
Unternehmens. Die Abteilungen und Aufgabenbereiche unterscheiden sich zwar von
Unternehmen zu Unternehmen, allgemeingu¨ltige Begriffe lassen sich allerdings den-
noch finden. So besitzt jedes produzierende Unternehmen eine Warendisposition,
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eine Produktion, einen Vertrieb und eine Qualita¨tssicherung. Die Arbeitnehmer ei-
nes Unternehmens lassen sich grob in die zwei Klassen der Angestellten und Arbeiter
differenzieren:
Angestellter und Manager Eine Spezialisierung eines Angestellten ist dabei der
Manager, welcher sich durch seine Verantwortung von einem Angestellten dif-
ferenziert und sich durch weitere, spezifischere Subklassen konkreter definiert.
So ist anzunehmen, dass jede Abteilung einen Abteilungsleiter besitzt, welcher
als Manager zu klassifizieren ist. Jede Abteilung besitzt zudem Angestellte,
welche Aufgaben angepasst an die Funktion der Abteilung u¨bernehmen.
Arbeiter und Meister Ein Arbeiter hingegen differenziert sich von einem An-
gestellten durch die Arbeit, die er verrichtet. So finden sich Arbeiter in der
Produktion. Diese Abteilung untergliedert sich weiterhin in die Fertigung und
Montage. Eine Subklasse eines Arbeiters ist der Meister, welcher die Verant-
wortung fu¨r einen oder mehrere Arbeiter u¨bernimmt und diese ausbildet. Eben-
so wie in dem Verha¨ltnis zwischen Manager und Angestellten findet sich hier
eine Form der Hierarchie. Diese kann durch die Beziehung org:reportsTo des
Organizational Vocabularies ausgedru¨ckt werden.
Abbildung 4.2: Die Ausrichtung von internen Angestellten zu den Abteilungen eines
Unternehmens
Produkt Ein Produkt entsteht wie bereits erwa¨hnt als Abfolge von Prozessen, wel-
che physische Aufgaben bu¨ndeln, die zur Produktion des Produktes maßgeblich
sind. Dabei entha¨lt ein Prozess eine sequenzielle Abfolge von Prozessschritten
und ist durch einen definierten Anfang und ein definiertes Ende bestimmt.
Ein Prozessschritt entha¨lt mindestens eine Aufgabe, welche definierte Ein- und
Ausgaben erha¨lt. Eingaben ko¨nnen dabei wie von [Land14] erwa¨hnt Einzelteile
und Ausru¨stungsgegensta¨nde sein, Ausgaben beispielsweise daraus entstehen-
de Baugruppen. Einzelteile und Ausru¨stungsgegensta¨nde lassen sich dabei in
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den Bereich der Ressourcen eines Unternehmens zuordnen. Ressourcen beste-
hen dabei aus Ausru¨stung, Personal und Materialien. Zu den Ausru¨stungsge-
gensta¨nden eines produzierenden Unternehmens geho¨ren nach [Land14] Werk-
zeuge, Stationen, Linien und Zellen. Weiter sollen Produktionshallen zuku¨nftig
mit Sensoren ausgestattet sein, welche ebenfalls als Ausru¨stungsgegensta¨nde
za¨hlen. Materialien ko¨nnen unterschieden werden in Rohmaterialien, Zwischen-
produkte als Ergebnis von Aufgaben sowie in Endprodukte. Ein Material kann
demnach verschiedene Zusta¨nde annehmen:
Es kann unverarbeitet sein, als Teil einer Baugruppe benutzt sein, bescha¨digt
sein oder Teil eines Abfallsproduktes sein.
Abbildung 4.3: Aufgabe und Materialien
Eine Aktivita¨t, wozu Prozesse, Prozessschritte und Aufgaben geho¨ren, besitzt ne-
ben einem Verantwortlichen einen Status. Ein Status kann dabei die Auspra¨gungen
Aktiv, Wartend oder Beendet besitzen. Dabei vererbt sich der Status von unten
nach oben weiter, worunter zu verstehen ist, dass ein Prozessschritt erst beendet
ist, wenn alle zugeho¨rigen Teilaufgaben beendet sind. Wa¨hrend sich Prozessschritte
durch einen na¨chsten Schritt auszeichnen, ist die Sammlung der Aufgaben eines Pro-
zessschrittes ungeordnet. Dies ermo¨glicht eine asynchrone Bearbeitung der Aufgaben
eines Prozessschrittes, wobei eine synchrone Bearbeitung durch die Anwendung von
Prozessschritten modelliert werden kann.
Prozess Ein Prozess als Gesamtheit der damit verbundenen Aufgaben wird von
einem Manager mit der Unterstu¨tzung der Informationssysteme u¨berwacht.
Die dazugeho¨rigen Prozessschritte ko¨nnen entweder ebenfalls seiner Verant-
wortung unterliegen oder von einem Angestellten kontrolliert werden. Eine
konkrete Aufgabe hingegen wird von jeder Form eines internen Akteures aus-
gefu¨hrt oder u¨berwacht. Die Beziehung zwischen Prozess, Prozessschritt und
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einer Aufgabe zu seinem verantwortlichen Akteur wird durch die neu eingefu¨hr-
te Beziehung owns ausgedru¨ckt, welche durch die Spezialisierungen ownsFunc-
tionalTask, ownsProcessStep und ownsProcess verfeinert wird. Diese Beziehun-
gen ko¨nnen durch inverse Beziehungen wie hasFunctionalTaskOwner erweitert
werden, um die Ausdrucksma¨chtigkeit zu erho¨hen.
Abbildung 4.4: Die Modellierung von Aufgabe, Prozessschritt, Prozess, Produkt und
Auftragsliste zu seinem Auftrag
Da ein interner Akteur Teil einer Abteilung ist, welche spezifische Aufgaben
bu¨ndelt und zudem selber konkrete Aufgaben bearbeitet, ko¨nnen seine Auf-
gaben als abteilungsspezifische Aufgaben seiner zugeho¨rigen Abteilung klassi-
fiziert werden. So kann die Aufgabe bestimmte Rohmaterialien zu bestellen,
welche von einem Materialdisponent ausgefu¨hrt wird, auch der Abteilung Ma-
terialdisposition u¨ber eben diese gesetzten Beziehungen automatisiert zuge-
ordnet werden.
Prozessschritt Ein Prozessschritt definiert sich prima¨r durch die Kapslung von
Aufgaben gleicher Art sowie durch den Verweis auf einen na¨chsten Prozess-
schritt. Somit erlaubt die Modellierung mittels Prozessschritten das Ausdru¨cken
von sequentiellen Schritten. Ein Prozess besitzt dabei ein oder mehrere Pro-
zessschritte. Die Anzahl seiner Prozessschritte ist dabei aber wohldefiniert. Ein
Prozessschritt hingegen besitzt mindestens eine Aufgabe, kann jedoch unbe-
stimmt viele besitzen. Somit ist modelltheoretisch die Mo¨glichkeit gegeben,
beispielsweise durch eine negative Produktkontrolle, eine neue Aufgabe wa¨h-
rend der Prozessausfu¨hrung in einen Prozessschritt zu integrieren.
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Aufgabe Eine Aufgabe stellt die granularste Form der Aktivita¨t dar und beinhaltet
oft auch die physische Verrichtung einer Aktivita¨t. Im Rahmen dieser Model-
lierung wurde sie als ein Eingabe-/ Ausgabe-System modelliert, welche mittels
hasFunctionalTaskInput Eingaben erha¨lt und mittels hasFunctionalTaskOut-
put auf die produzierte Ausgabe verweist. Dies verfolgt die Idee die Historie
der Rohstoffverarbeitung aufrecht zu erhalten.
Neben einer Zugeho¨rigkeit zu einer Abteilung besitzt ein interner Angestellter Ar-
beitszeiten, zu denen er verfu¨gbar steht. Diese wurden ebenfalls mit einer n-Ary
Relation umgesetzt. Dabei besitzt eine Person ein Objekt Availability, welches seine
Arbeitszeiten sowie seinen aktuellen Verfu¨gbarkeitsstatus enthalten.
4.2 Entwurf der spezifischen Ontologie
Mit dem Entwurf der spezifischen Ontologie wurde zuna¨chst das Materiallager eines
Unternehmens konkretisiert:
Material Dabei ist ein Material ein Gegenstand, welcher in verschiedenen Formen
auftritt und in seiner Gesamtfunktion dem Aufbau eines Produktes gilt. Dabei
wurde im Rahmen der Modellierung zwischen Rohmaterialen, Zwischenmate-
rialien (Intermediate), unbrauchbaren Gegensta¨nde (Unusables) und fertigen
Produkten unterschieden. Dabei bilden alle Rohmaterialien, welche noch nicht
als Einzelteil in einer Baugruppe oder einem Produkt verbaut wurden die
Menge der noch verfu¨gbaren Materialien. Diese lassen sich mittels der nicht
vorhandenen part:partOf Beziehung identifizieren.
Abbildung 4.5: Materialien eines spezifischen Unternehmens
Der Entwurf der spezifischen Ontologie soll den konkreten Anwendungsfall einer
ontologie-basierten Umsetzung simulieren. Dabei wurde der Fokus der Modellierung
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auf die Aktivita¨ten und Informationsflu¨sse innerhalb der Fertigung und Produktion
gerichtet anhand eines pragmatischen Beispiels gerichtet. Dieses soll im Folgenden
erla¨utert werden:
SMD-Prozess Es kann dabei angenommen werden, dass sich ein produzierendes
Unternehmen mit der Entwicklung von Platinen, im Konkreten mit Surface-
Mounted-Devices, bescha¨ftigt. Eine SMD-Platine besteht dabei aus einer Lei-
terplatte, welche mit Komponenten bestu¨ckt wird. Komponenten ko¨nnen dabei
beispielsweise Kondensatoren oder Widersta¨nde darstellen. Eine SMD-Platine
wird im Produktionsprozess in einem mehrstufigen Verfahren hergestellt. Zu-
sammengefasst kann der Prozess dabei auf fu¨nf Prozessschritte reduziert wer-
den, welche im Optimalfall aus jeweils einer Aufgabe (Task) bestehen. Letzte-
res ist allerdings nicht als Restriktion eines Prozessschrittes, sondern kann als
Definition des Normalfalls verstanden werden. Die Aufgaben der fu¨nf Prozess-
schritte lassen sich wie folgt beschreiben:
• (T1) Wa¨rmeleitpaste auf die Leiterplatte auftragen
• (T2) Leiterplatte mit Komponenten bestu¨cken
• (T3) Durchfu¨hrung der ersten automatischen, optischen Inspektion (AOI)
• (T4) Ha¨rtung der Verbundmaterialien im Leiterplattenofen
• (T5) Durchfu¨hrung der zweiten automatischen, optischen Inspektion (AOI)
Gema¨ß des Entwurfs von Prozess, Prozessschritt und Aufgabe gilt ein Prozessschritt
als erfu¨llt, wenn alle seine Teilaufgaben erfu¨llt sind. Die Teilaufgaben lassen sich hier
in zwei funktionelle Gruppen unterteilen:
In die Aufgaben der Fertigung und die Aufgaben der Qualita¨tssicherung.
Abbildung 4.6: Die Abbildung eines Prozesses am Beispiel der Qualita¨tssicherung
Aufgabe als Transformations-Prozess Die Aufgaben der Fertigung und insbe-
sondere des SMD-Prozesses bestehen dabei aus Input-Output-Systemen. Eine
Aufgabe nimmt dabei ein Material, worunter Rohmaterialien, verarbeitete Ma-
terialien sowie Verbrauchsmaterialien za¨hlen und verarbeiten diese zu einem
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neuen verarbeiteten Material. Beispielsweite besteht der erste Prozessschritt
aus einer Aufgabe, welche eine Leiterplatte und Wa¨rmeleitpaste als Eingabe
beno¨tigt und damit eine vorbereitete Platine produziert. Der folgende Schritt
nimmt dieses Zwischenmaterial und bestu¨ckt es mit weiteren Rohmaterialien,
den Komponenten. Das Ergebnis stellt die bestu¨ckte Platine dar, welche in
ihren Einzelteilen aus einer urspru¨nglichen Platine, einer Menge an Wa¨rme-
leitpaste und den entsprechenden Komponenten besteht. Durch die Mo¨glich-
keiten transitiver Eigenschaften von mit OWL modellierten Aussagen lassen
sich diese Beziehungen anhand der Durchfu¨hrung einzelner Aufgaben beschrei-
ben, wobei die Information u¨ber das gesamte hergestellte Produkt im Laufe
des Produktionsprozesses erhalten bleibt.
Aufgabe als Informationsgewinnungs-Prozess Eine Alternative dessen stellen
Prozessschritt 3 und 5 dar, welche im Rahmen der Qualita¨tssicherung eine
AOI-Kontrollen durchfu¨hren. Eine AOI-Kontrolle misst mittels eines optischen
Sensors die Abweichung platzierter Komponenten anhand von drei Dimensio-
nen. Dabei stellen SOSA und SSN ontologische Konzepte um die entstanden
Messungen in die Ontologie zu integrieren. Eine Observation beinhaltet die
Information eines Sensors u¨ber eine Komponente und eine Dimension (Eigen-
schaft). Eine Aufgabe, welche die AOI-Kontrolle durchfu¨hrt, produziert im
Gegensatz zu einer Aufgabe der Fertigung somit keine neuen physischen Ge-
gensta¨nde, sondern Beobachtungen als Informationsobjekte. Um innerhalb des
Prozesses den semantischen Zusammenhang zwischen den Teilen eines herge-
stellten Produktes und seinen Messungen zu bewahren, erha¨lt auch eine AOI-
Kontrolle die zu messenden Objekte als Aufgabeneingabe. Um dies fortzufu¨h-
ren entha¨lt sie weiterhin die korrespondierenden Messergebnisse als Ausgabe.
Die AOI Kontrolle untersucht dabei die Positionierung einer Komponente auf ei-
ner Platine. Dabei wird die Positionierung anhand von drei Dimensionen unter-
sucht. Dazu za¨hlt die Abweichung der Positionierung bezu¨glich eines x-Wertes (links-
/rechts), eines y-Wertes (oben/unten) sowie der Verwindung der Komponente (twis-
ting). Dabei wurde untersucht inwiefern es mo¨glich ist defekte Komponenten anhand
von Schwellwertabweichungen automatisiert als solche zu klassifizieren. Ein defekter
Komponent la¨sst sich dabei wie folgt definieren:
Abbildung 4.7: Modellierung der Grenzwerte
Defekter Komponent Ein defekter Komponent zeichnet sich durch eine fehler-
hafte Platzierung auf einer Platine aus. Dabei wird die Platzierung durch eine
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sensorische Beobachtung in drei Dimensionen gemessen. Diese beinhalten die
Positionierung in x- und y-Dimension sowie die Verdrehung einer Komponen-
te. U¨berschreiten die gemessenen Werte dabei gesetzte Grenzwerte, so ist der
Komponenten als defekt zu deklarieren.
Defekte Platine Eine Platine gilt dabei als defekt, wenn sie eine bestimmte An-
zahl an defekten Komponenten tra¨gt. Dies la¨sst sich mittels OWL durch die
Erfassung von Platinen mit deren bestu¨ckten Komponenten praktisch umset-
zen. Als Voraussetzung muss lediglich jeder defekte Komponent als solcher
klassifiziert werden sowie die Verbindung zwischen Platine und Komponent
mittels part:partOf ausgedru¨ckt werden.
Die Grenzwerte wurden dabei ebenfalls mit dem N-ary Design Pattern umgesetzt.
Dabei wurden neben den beobachtbaren Eigenschaften, wie der x-, y- und z-Abweichung,
auch die Klasse der Grenzwerte eingefu¨hrt. Dabei wurde definiert, dass jede beob-
achtbare Eigenschaft genau einen Grenzwert besitzt:
Dies la¨sst sich mit den Klassenkonstrukten von OWL nicht definieren, da diese keine
Vergleichsoperatoren fu¨r Literale vorsehen. So ließe sich definieren, dass ein defekter
Komponent genau die Abweichung eines spezifischen Wertes besitzt. Allerdings la¨sst
sich dies nicht auf einen Bereich von Werten definieren.
Um dieses Problem anzugehen, bietet sich die Semantic Web Rule Language (SWRL)
als Erweiterung von OWL an. Somit lies sich eine Regel zur Identifizierung defekter
Komponenten implementieren. Diese wird in Abbildung 4.8 vorgestellt.
Abbildung 4.8: Umsetzung eines defekten Komponenten mittels SWRL
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Weiterhin wurde mittels SWRL Regeln implementiert, welche geeignet sind weite-
re Einsatzmo¨glichkeiten der Modellierung aufzuzeigen. Es wurden insgesamt zwei
weitere Regeln definiert, welche das Ziel verfolgen wa¨hrend des Prozessablaufes au-
tomatisiert und nachtra¨glich Informationen zu annotieren. Die entworfenen Regeln
werden im Folgenden vorgestellt:
SWRL Regel R1 Wenn die Aufgabe (T1, T2 oder T4) den Status Beendet tra¨gt,
verbinde die produzierten Bauteile (Task-Ausgabe) mittels der part:hasPart
Eigenschaft mit den beno¨tigten Task-Eingaben. Die Task-Eingaben stellen da-
bei die beno¨tigten Einzelteile dar.
SWRL Regel R2 Wenn die Aufgabe (T3 oder T5) den Status Beendet tra¨gt, ver-
binde alle gesuchten Beobachtungen als Task-Ausgabe. Gesuchte Beobachtun-
gen observieren dabei ein Bau- oder Einzelteil, welches direkt mit der Task-
Eingabe verbunden ist.
Mittels dieser Regeln ist es mo¨glich die Historie eines hergestellten Produktes auf
jedes seiner beno¨tigten Einzelteile zuru¨ckzuverfolgen. Umgekehrt kann fu¨r jedes
Einzelteil nachverfolgt werden, in welcher Baugruppe es schlussendlich verbaut wur-
de. Anstrebt wurde hierbei eine Lo¨sung, welche das Problem ontologisch und regel-
basiert lo¨st.
4.3 Integration des Information Flow Control
Der Entwurf der Informationsflusskontrolle findet anhand der n-ary Design Pat-
terns statt. Er richtet sich dabei nach den Vorschla¨gen von [MaJo10] und erweitert
diese um sogenannte DataCollections. Eine DataCollection stellt dabei die Klasse
von Objekten dar, welche einer Person bestimmte Zugriffsrechte auf definierte In-
formationsobjekte bereitstellt. Unterstu¨tzt wird sie ferner durch die eingefu¨hrten
Eigenschaften canRead und canWrite. Durch den Einsatz von Property Chaining
ko¨nnen DataCollections dabei fu¨r den Endanwender in den Hintergrund ru¨cken und
zentral die jeweiligen Zugriffsrechte klassifizieren.
Abbildung 4.9: Das Konzept der Zugriffskontrolle
Dabei wird die Modellierung von DataCollections durch die hohe Informationsdichte
begu¨nstigt. Die hohe Informationsdichte ist dabei durch die semantische Modellie-
rung gegeben. Sie begu¨nstigt die Verteilung modularer Informationspakete je nach
Bedarf. DataCollections verfolgen allerdings aus dem Grund der hohen Informations-
dichte das Ziel Informationen nicht unmittelbar anhand ihres Kontextes auszuliefern,
sondern die freigegeben Informationen anhand selektierter Kanten und Knoten zu
bestimmen.
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4.4 Zusammenfassung
In diesem Kapitel wurde ein ontologie-basiertes Datenmodell eines Produktions-
unternehmens entworfen. Das Schema des Datenmodells unterteilt sich dabei in einen
generischen Teil, welcher als Schnittstelle bekannte Ontologien mit den Konzepten
produzierender Unternehmen verbindet sowie in einen spezifischen Teil des Entwurfs.
Die Modellierung wurde dabei anhand klassischer Produktionssysteme, wie dem
MES, entworfen und beinhaltet neben den Konzepten des Produktes auch die Be-
griffe des Prozesses, der Aufgabe sowie dem Status. Diese bilden die Grundlage fu¨r
spezifischere Ontologien, welche dann ein konkretes Unternehmen beschreiben. Das
spezifische Modell beinhaltet dabei die Modellierung eines Industrie-Unternehmens
anhand eines praktischen Beispiels. Dieser wurde im zweiten Teil des Entwurfs vor-
gestellt.
Weiterhin wurden Methoden zur Modellierung der Informationsflusskontrolle vor-
geschlagen. Diese setzen auf den Analysen des vorherigen Kapitels auf und wurden
mittels der vorgestellten Ontology Design Patterns, wie dem N-ary Design, umge-
setzt.
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5. Implementierung
Im Rahmen dieser Arbeit wurden drei Komponenten entwickelt, die eine ontologie-
basierte Informationsflusskontrolle in einem Industrie 4.0 Szenario simulieren. Diese
Komponenten bestehen aus einer Client-App, einer Datenbank sowie einer Java App,
welche neben der Verwaltung neuer Daten einen integrierten Reasoner fu¨r lokale
Inferenz besitzt:
Abbildung 5.1: Die Architektur der Komponenten
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Dabei wurden zwei verschiedene Herangehensweisen implementiert, welche den Reasoning-
Prozess in einem Echtzeitbetrieb unterschiedlich lo¨sen:
1. Der erste Ansatz verfolgt dabei eine lokale, java-basierte Inferenz. Dabei wird
der Inferenz Prozess lokal von der Java-Komponente ausgefu¨hrt. Es wird ver-
mutet, dass hierbei umfangreichere Inferenz Ergebnisse erwartet werden ko¨n-
nen. Dabei verfolgt der Ansatz die Idee, lediglich inferierten Axiome in einem
separaten Graphen der Datenbank abzulegen. Somit ko¨nnen spa¨ter inferierte
Axiome von gesetzten Axiomen unterschieden werden.
2. Der zweite Ansatz testet die Mo¨glichkeiten datenbankbasierter Inferenz mittels
eines in die Datenbank integrierten Reasoners. Dieser Ansatz vermeidet die
Synchronisationskonflikte, die mit dem ersten Ansatz der Implementierung
auftreten ko¨nnen.
5.1 Implementierung der Java-App
Die implementierte Java App stellt als eine der drei Komponenten zwei wesentliche
Funktionalita¨ten bereit:
• Zum einen verarbeitet sie ankommende Dateien, beispielsweise Sensormessun-
gen, und annotiert sie gema¨ß dem Schema der Datenbank. Dazu werden die
Daten in eine Ontologie integriert, welche dann in den entsprechenden Gra-
phen (siehe Kapitel 5.2) abgelegt wird. Da hier lediglich ankommende Daten
in bestehende Daten integriert werden, ist an dieser Stelle mit keinen Synchro-
nisationskonflikten zu rechnen.
• Die zweite Funktionalita¨t wird durch ein Modul integriert, welches mittels
des javabasierten Reasoner Openllet inferierte Axiome berechnen kann. Dazu
verwendet das Modul die Bibliotheken Apache Jena sowie OWL API. Auf diese
Bibliotheken wird im Weiteren eingegangen.
Apache Jena Die Java-Komponente wurde zuna¨chst mit dem Framework Apache
Jena umgesetzt, welche ihren Fokus auf die Verarbeitung von RDF/XML ba-
sierten Dokumenten legt und diese um Basisfunktionalita¨ten von OWL erwei-
tert. Apache Jena liefert dazu ebenfalls die Datenbankserversoftware Apache
Jena Fuseki mit, welche mittels eines Triple-Stores RDF-Daten per HTTP
verteilt. Dies wird sowohl mit dem GraphStore-Protokoll als auch mit einem
SPAQRL-Endpoint umgesetzt. Das Framework beinhaltet zudem mehrerer Re-
asoner, wie den Generic Rule Reasoner, zum Inferieren von RDF und OWL
Dokumenten. Diese bringen allerdings diverse Einschra¨nkung und Anforderun-
gen an die Implementierung der Ontologie mit. Dies findet ihren Ursprung in
der Ausrichtung von Jena auf RDF/XML Dokumente sowie die fehlende Inte-
gration von OWL 2. So wurde festgestellt, dass auch mit dem OWL 2 Reasoner
Openllet keine Inferenz von Property Chaining mittels Apache Jena durchge-
fu¨hrt werden konnte. Dabei ist Property Chaining eine Eigenschaft, welche mit
OWL 2 eingefu¨hrt wurde. Allerdings bietet der Generic Rule Reasoner, welcher
sowohl eine Jena-Schnittstelle als auch eine Integration in Fuseki beinhaltet,
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die Option Regeln zu entwerfen. Mittels dieser Regeln kann versucht werden
fehlenden Funktionalita¨ten zu integrieren. Dabei wurden allerdings ebenfalls
Performanceeinbußen festgestellt, auf welche im folgenden Kapitel eingegangen
wird.
OWL API stellt eine weitere Bibliothek zum Verwalten und Bearbeiten von Onto-
logien dar. Dabei unterstu¨tzt OWL API neben OWL 2 auch die Option externe
Reasoner zu verwenden. Dabei werden die Neuerungen von OWL 2 unterstu¨tzt.
Mittels OWL API und Openllet kann somit eine vollsta¨ndige Inferenz u¨ber das
Profil OWL 2 DL durchgefu¨hrt werden. Des Weiteren unterstu¨tzt Openllet die
Ausfu¨hrung von SWRL Regeln.
Aus diesen Feststellungen wurde eine Java-Komponente entwickelt, welche den Da-
tenstream zuna¨chst auf eine vorkonfigurierte Datenbank la¨dt und anschließend wahl-
weise lokale Inferenz mittels OWL API und Openllet durchfu¨hrt. Bei der Implemen-
tierung wurde dabei darauf geachtet lediglich inferierte Axiome in den separaten
Graphen der Datenbank abzulegen. Somit ko¨nnen im spa¨teren Verlauf gesetzte Axio-
me von inferierten differenziert werden.
5.2 Implementierung der Datenbank
Die Axiome einer Ontologie resultieren in der Serialisierung in Tripeln, welche in
der Anwendung in einem Triple-Store gespeichert werden. Dafu¨r wurden im Rahmen
dieser Arbeit die zwei Triple-Stores Apache Fuseki sowie Stardog von Stardog Union
verwendet.
Apache Fuseki stammt aus dem Framework Apache Jena und bildet die Verwal-
tung des Triple-Stores TDB. Dabei bietet Fuseki u¨ber die Anbindung an Jena
die gleichen Funktionalita¨ten bezu¨glich des Reasonings mit. Diese beinhal-
ten Inferenz u¨ber RDF sowie OWL Dokumente, nicht allerdings u¨ber OWL
2. Mittels des integrierten Generic Rule Reasoners ko¨nnen eigene Regeln im-
plementiert werden, welche u¨ber die Funktionalita¨t von OWL 2 hinausgehen.
Dies kann allerdings in einer schlechteren Performance resultieren. Mittels des
Generic Rule Reasoners ist es mo¨glich, wa¨hrend des Reasonings Instanzen zu
erzeugen.
Stardog ist ein Triple-Store des US-Unternehmens Stardog Union, welcher Unter-
stu¨tzung von OWL 2 sowie verschiedene Modi des Reasonings unterstu¨tzt. So
unterstu¨tzt Stardog Reasoning u¨ber OWL 2 DL sowie eine Implementierung
von regelbasiertem Reasoning. Das Reasoning unterstu¨tzt dabei nach eigenen
Angaben das Profil SL, welches an die Profile EL, QL und RL angepasst ist.
Die Unterstu¨tzung von regelbasiertem Reasoning ermo¨glicht es mit Stardog
beispielsweise Instanzen wa¨hrend des Reasonings zu erstellen. Diese Regeln
werden mittels eines an SPARQL angelehnten Syntax umgesetzt und intern in
SWRL Regeln normalisiert. Da diese wa¨hrend des Inferenz-Prozesses verarbei-
tet werden, lassen sich SWRL Regeln auch direkt in die Ontologie integrieren.
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5.3 Implementierung der Client-App
Die Client App verfolgt das Ziel eine Schnittstelle zwischen dem Benutzer und der
Datenbank zu bilden. Dafu¨r wurden Module entwickelt, welche sich prima¨r mit sei-
ner vorkonfigurierten Datenbank verbinden und daru¨ber Informationen austauschen
sollen. Dabei wurde die App sowohl fu¨r Apache Fuseki als auch fu¨r Stardog vorberei-
tet und mit NodeJS umgesetzt. Sie bietet in der ersten Version Funktionalita¨t zum
erleichterten Durchsuchen der Eigenschaften einer Instanz. So la¨sst sich beispiels-
weise wie in Abbildung 5.2 die Historie der beno¨tigten Einzelteile einer Baugruppe
oder eines Produktes zuru¨ckverfolgen.
Abbildung 5.2: Ausschnitt der App, zur Pra¨sentation der Teilehistorie eines Produk-
tes
6. Evaluierung
Im Rahmen der Implementierung wurden Komponenten entwickelt, welche die An-
wendbarkeit von Ontologien als Datenmodell eines produzierenden Unternehmens
untersuchen. Dabei wurden verschiedene Komplikationen aufgedeckt, welche im Fol-
genden behandelt werden sollen.
6.1 Evaluation der Implementierung
Die Komponenten wurden wie in Kapitel 5 beschrieben umgesetzt und erfu¨llen die
in Kapitel 5.1 vorgesehene Funktionalita¨t. Dabei wurde im Betrieb mit der entwi-
ckelten Ontologie bezu¨glich der verwendeten Komponenten folgende Beobachtungen
festgestellt:
Stardog Der Graphstore Stardog bringt aufgrund seiner OWL 2 Unterstu¨tzung so-
wie durch den integrierten Reasoner Vorteile mit sich. Dabei ist zu erwa¨hnen,
dass Stardog den Reasoner auf das eigene OWL Profil SL eingrenzt. Dieses
umfasst nach eigenen Angaben die Mo¨glichkeiten der OWL Profile EL, RL
und QL. Somit ausgegrenzt bleibt die Option eine Ontologie nach dem OWL
2 DL Profil im Echtzeit zusammen mit dem integrierten Reasoner zu verwen-
den. Auf der anderen Seite bietet die Restriktion an OWL SL zusammen mit
dem Reasoner die Funktionalita¨t neue Instanzen der Ontologie regelbasiert
wa¨hrend der Inferenz zu erstellen. Dies ist mit OWL selbst anderweitig nicht
mo¨glich. Es bleibt zu erwa¨hnen, dass die wa¨hrend der Inferenz erzeugten Ob-
jekte nur existent sind solange der Reasoner auch aktiv ist.
Wurde Stardog mit einer Ontologie im Profil SL verwendet, so wurde die Per-
formance lediglich durch den Einsatz umfangreicher Regeln beeinflusst. Auch
hier wurden Restriktionen bezu¨glich der Komplexita¨t von Regeln und somit
der mo¨glichen ontologie-basierten Umsetzung identifiziert.
Fuseki Das Framework von Apache Jena, welches auch den Graphstore Fuseki lie-
fert, besitzt fu¨r den Einsatz in einem Industrie 4.0 Szenario aufgrund der feh-
lenden OWL 2 Unterstu¨tzung nur bedingt Funktionalita¨t. So wurde festge-
stellt, dass sich auch externe OWL 2 Reasoner nur bedingt mit dem Jena Fra-
mework verwenden lassen, da auch hier nicht alle Funktionalita¨ten von OWL 2
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ausgescho¨pft werden konnten. Der Generic Rule Reasoner, den sowohl Jena als
auch Fuseki verwendet, bietet in einigen Fa¨llen die Mo¨glichkeit sich fehlenden
Features nachzuru¨sten. Daru¨ber hinaus bietet auch der Generic Rule Reaso-
ner die Option Individuen zu instanziieren. Aufgrund der fehlenden OWL 2
Unterstu¨tzung wurde Fuseki im Weiteren allerdings nicht mehr betrachtet.
Lokale Inferenz Fu¨r die Simulierung eines Industrie 4.0 Szenarios im Rahmen
dieser Arbeit ergab sich aus der lokalen Inferenz die umfangreichste Funk-
tionalita¨t. Dabei wurde die Java-Komponente mit dem quelloffenen Reasoner
Openllet verwendet. Dieser entstand als eine Weiterfu¨hrung des Reasoners Pel-
let, welcher nun in Stardog weitergefu¨hrt wird. Mittels Openllet und der Java-
Komponente wurde lokal die inferierte Hu¨lle berechnet, wobei diese neben den
OWL 2 Axiomen auch SWRL Regeln u¨bersetzen konnte. Dabei unterstu¨tzt
Openllet allerdings nicht die Option zum Instanziieren von Objekten.
Es bleibt festzustellen, dass der Einsatz von Ontologien in einem Industrie 4.0 Sze-
nario verschiedene Komplikationen bei der technischen Umsetzung beinhaltet.
6.2 Evaluation der Performance
Im Rahmen der Evaluation wurde eine Performance-Analyse durchgefu¨hrt. Die Ver-
suche wurden dabei auf einem Laptop mit Hardware aus dem Jahr 2015 durchge-
fu¨hrt. Der Laptop arbeitet mit einem 3.1 Ghz DualCore i7 Prozessor sowie mit 8Gb
Ram unter Mac OS 10.11. Das Schema der Datenbank bestand dabei aus der ge-
nerischen und spezifischen Ontologie sowie aus den Vokabularen von ORG, PART,
SOSA und SSN. Des Weiterin wurden die in Abschnitt 4.2 vorgeschlagenen Regeln
implementiert. Das Schema umfasst dabei 2252 Tripel.
Setup Als Grundlage des Versuchs wurden Demodaten produziert. Dafu¨r wurde
die Java-App zuna¨chst um eine Komponente erweitert, welche anhand des
Anwendungsbeispieles Demodaten generiert. Dabei entha¨lt ein Demodatum
einen SMD-Prozess, welcher sich durch die fu¨nf Prozessschritte und Aufgaben
auszeichnet. Dabei wird pro Prozess eine SMD-Platine herstellt, welche neben
einer Platine aus sechs Komponenten besteht. Jede Komponente wird dabei
von drei Beobachtungen auf die Merkmale der Positionsabweichung bzgl. der
x-, y- und z-Achse untersucht.
Ablauf Die generierten Demodaten wurden dabei auf einen konfigurierten Stardog-
Server abgelegt und anschließend die lokale Inferenz ausgefu¨hrt. Der interne
Reasoner von Stardog wurde dabei zuna¨chst nicht verwendet. Die Versuche
wurden dabei u¨ber die Anzahl der Prozesse gesteigert und lassen sich wie in
Abbildung 6.1 zusammenfassen.
Vergleichbarkeit Um die Ergebnisse der lokalen Inferenz vergleichen zu ko¨nnen
wurden die selben Ontologien ebenfalls mittels des in Prote´ge´ integrierten
Pellet Reasoners inferiert. Dabei ist zu erwa¨hnen, dass es fu¨r die verwende-
te OWL API Version keine direkte Implementierung von Pellet gab und somit
auf die Opensource-Weiterfu¨hrung Openllet zuru¨ckgegriffen werden musste.
Diese setzt auf Pellet auf, was zu Performance-Einbußen fu¨hren kann.
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Aus den Messergebnissen werden deutliche Probleme der Implementierung sichtbar.
Dabei ist vorerst hervorzuheben, dass die Performance des Reasonings mit Prote´ge´
zu deutlich besseren Ergebnissen fu¨hrte als die lokale Inferenz mittels der Java-App.
Abbildung 6.1: Ergebnisse der Performance-Untersuchung
Untersuchungen haben dabei ergeben, dass die Probleme der Performance bei den
implementierten SWRL-Regeln zu identifizieren sind. Dies soll im Folgenden genauer
erla¨utert werden:
Analyse SWRL Regel R1 Mittels der SWRL-Regeln wurde versucht eine auto-
matisierte Annotierung der verarbeiteten Materialien zu erzielen. Dabei wird
bei Abschluss einer Aufgabe des SMD-Prozesses das produzierte Material mit-
tels der part:hasPart Eigenschaft mit den Ausgangsmaterialien verbunden.
Diese Regel stellte nach den Untersuchungsergebnissen kein Problem dar.
Analyse SWRL Regel R2 Die zweite implementierte SWRL-Regel setzt bei der
AOI-Kontrolle in Prozessschritt drei und fu¨nf an. Dabei wurde das Ziel ver-
folgt, die Messergebnisse der AOI-Kontrolle automatisiert als Ausgabe der zu-
geho¨rigen Aufgabe zu verknu¨pfen. Dies fu¨hrt in Kombination mit SWRL Regel
R1 zu einem Konflikt, welcher lo¨sbar allerdings nicht performant lo¨sbar war.
Ausgefu¨hrt werden kann dies anhand von Aufgabenschritt 3, respektive Auf-
gabenschritt 2. Aufgabenschritt 2 gibt dabei ein Bauteil aus, welches aus der
vorbereiteten Platine und den bestu¨ckten Komponenten besteht. Dabei wird
der Bezug zwischen dem Bauteil und seinen Einzelteilen durch SWRL Regel
R1 inferiert.
Aufgabenschritt 3 (AOI-Kontrolle) erha¨lt nun als Eingabe das Bauteil und soll
als Ausgabe alle Beobachtungen erhalten, welche ein Einzelteil dieses Bauteils
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untersuchen. Dabei werden die Einzelteile, wie beschrieben durch SWRL Regel
R1, dem Bauteil ebenfalls wa¨hrend des Inferenz Prozesses hinzugefu¨gt.
Diese Regel-Abha¨ngigkeit, bei der SWRL Regel R2 von der Inferenz der SWRL
Regel R1 abha¨ngt, fu¨hrte zu den gemessenen Inferenzdauern. Dies wurde auch von
Stardog bemerkt und resultierte in einer Nichtanwendbarkeit dessen mittels Stardog.
6.3 Evaluation der Ontologie
Die entworfene Ontologie wird im Rahmen der Evaluation anhand der Erfu¨llung des
Anwendungsbeispiels diskutiert:
Rohmaterialien nicht verfu¨gbar Der Anwendungsfall ’Rohmaterialien nicht ver-
fu¨gbar’ resultiert aus einem defekten Bauteil sowie den gegebenen Bedingun-
gen eines Prozessneustartes. Weiterhin muss die Menge verfu¨gbarer Rohma-
terialien quantifizierbar sein, um weiterhin Aussagen u¨ber eine Aufgabe der
Materialdisposition treffen zu ko¨nnen. Aufgrund der fehlenden Unique Na-
me Assumption ist dies nur mit entsprechenden Maßnahmen mo¨glich. Des
Weiteren wurde im Rahmen der Implementierung die Mo¨glichkeit untersucht
entsprechende Handlungsdirektiven, wie die Aufgabe der Materialbeschaffung,
wa¨hrend der Inferenz als Aufgaben zu instanziieren. Dies war, wie in Kapitel
6.1 erwa¨hnt, nur bedingt mo¨glich. Im Rahmen weiterer Untersuchungen sollten
Lo¨sungen erarbeitet werden, die dies anderweitig lo¨sen.
Arbeiter nicht verfu¨gbar Die Eskalation des Fehlerfalles ’Arbeiter nicht verfu¨g-
bar’ wurde dabei durch die Einfu¨hrung der Klasse Availability gelo¨st. Sie um-
fasst dabei neben der Beziehung available auch die Arbeitszeiten eines Ange-
stellten. Somit lassen sich u¨ber die Prozessbeteiligten die momentan anwesen-
den Mitarbeiter identifizieren und kontaktieren.
Zeit fu¨r Prozessneustart nicht verfu¨gbar Die Eskalation eines nicht-mo¨glichen
Prozessneustartes wurde im Rahmen dieser Arbeit konzeptionell erarbeitet.
So ist eine Vorbedingung dieses Ereignisses die Erfassung der Prozessschritt-
und Prozessdauer. Es wurden Lo¨sungen gesucht, welche die Zeiten dynamisch
aus den gegebenen Aufgaben berechnen. Dies ließe sich lediglich mit SWRL
umsetzen, was sich in der Performance der Anwendung bemerkbar macht. An-
derweitig ließe sich dies durch Klassendefinitionen umsetzen, wobei hier die
Herausforderungen dann in der selben Fragen der Informationsinstanziierung,
wie auch bei den vorherigen Anwendungsfa¨llen, identifizieren la¨sst.
Dabei gibt es noch zwei Bemerkung zur Schwierigkeiten bezu¨glich der Modellierung
mit OWL:
Open World Assumption Bei der Modellierung des Prozesses wurden Schwierig-
keiten identifiziert, die auf die Open-World-Assumption von OWL zuru¨ckzu-
fu¨hren sind. So lies sich beispielsweise nicht der Status eines Prozessschrittes
mit unbestimmt vielen Teilaufgaben modellieren. Dabei besitzt jede Aufgabe
einen Status und es folgender Zusammenhang:
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Wenn jede Teilaufgabe den Status ’Beendet’ besitzt, gilt der zugeho¨rige Pro-
zessschritt als beendet.
Dies la¨sst sich nur dann modellieren, wenn die Anzahl der Aufgaben eines Pro-
zessschrittes bekannt ist. Begru¨ndet wird dies u¨ber die Open-World-Assumption
damit, dass nicht bekannt ist ob nicht noch eine Aufgabe dieses Prozessschrit-
tes existiert, welche noch nicht beendet und noch nicht im Modell festgehalten
wurde. Lo¨sen ließe sich dieses Problem, indem jeder Prozessschritt eine abge-
schlossene Menge an Aufgaben besa¨ße. Dies entsprach im Rahmen der Arbeit
jedoch nicht der modelltheoretischen Annahme. Diese sah eine abgeschlossene
Menge an Prozessschritten mit einer flexiblen Anzahl von parallelen Teilauf-
gaben vor.
Unique Name Assumption OWL verfolgt nicht den Ansatz der Unique Name
Assumption. Das Fehlen der Unique Name Assumption (UNA) fu¨hrt dazu,
dass sich Individuen nicht durch deren ID bzgl. URI kennzeichnen. Das bedeu-
tet, dass ein Reasoner wa¨hrend der Inferenz schließen kann, dass zwei Indivi-
duen das gleiche ’Ding’ darstellen ko¨nnen (oder auch nicht), solange dies nicht
explizit durch Axiome gegeben ist. Dies fu¨hrt gerade auch bei der Modellie-
rung von Rohmaterialien zu Komplikationen, da u¨ber diese zum Zeitpunkt der
Systemaufnahme keine weiteren Aussagen getroffen werden ko¨nnen. Als Lo¨-
sung dessen mu¨ssen Individuen, die sich nicht implizit von anderen Individuen
unterscheiden, explizit mit dem OWL Syntax differentFrom gekennzeichnet
werden.
6.4 Weitere Mo¨glichkeiten der Evaluation
Weitere Mo¨glichkeiten der allgemeinen Evaluation finden sich in der kognitiven Eva-
luation sowie im Vergleich mit bisherigen Lo¨sungen.
Dabei konnten im Rahmen dieser Arbeit keine Umfragen durchgefu¨hrt werden, wel-
che eine kognitive Evaluation ermo¨glicht ha¨tte.
Des Weiteren wurden ebenfalls keine o¨ffentlich verfu¨gbaren Ontologien gefunden,
anhand dessen die im Rahmen dieser Arbeit entworfene Ontologie verglichen wer-
den konnte. Aus diesem Grund beschra¨nkt sich die Evaluation auf die gemessenen
Performance-Ergebnisse sowie auf die Untersuchung des Anwendungsbeispieles.
6.5 Zusammenfassung
Es la¨sst sich zusammenfassen, dass sich viele Anwendungsfa¨lle mittels Ontologi-
en umsetzen lassen. Dabei wurden im Rahmen dieser Arbeit zwei Anwendungs-
fa¨lle implementiert und diskutiert sowie ein weiterer Anwendungsfall konzeptionell
durchdacht. Probleme lassen sich dabei sowohl im Bereich der technischen Imple-
mentierung als auch in der Abwa¨gung zwischen A-Box- und T-Box-Komplexita¨t
der Ontologie identifizieren. Diese resultiert, unter einem zu komplex definierten
Schema, zu nicht skalierbarem Reasoning sowie zu Einschra¨nkungen bezu¨glich der
Modellierung.
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7. Zusammenfassung und Ausblick
In dieser Arbeit wurde die Web Ontology Language vorgestellt und in einem Industrie
4.0 Szenario auf verschiedene Anforderungen hin untersucht.
Dabei wurde zuna¨chst die Doma¨ne produzierenden Unternehmen im Kontext des
Forschungsgebietes Industrie 4.0 beleuchtet. Es wurden dabei Begriffe wie die Au-
tomatisierungspyramide, der vertikale und horizontale Informationsfluss sowie exis-
tierende Lo¨sungen zur Daten- und Informationsverarbeitung, wie dem MES vorge-
stellt. Weiterhin wurden die Technologien des Semantic Webs vorgestellt sowie die
aufkommende Schnittmenge der Industrie 4.0 erla¨utert. Die in diesem Kontext re-
levante Technologie des Semantic Webs stellt dabei die Beschreibungssprache OWL
dar, welche auf dem Resource Description Framework aufbaut und dieses durch
umfangreiche Vokabulare erweitert. Dabei wurden geeignete Vokabulare zum Mo-
dellieren von Sensoren und Sensornetzwerken, Unternehmensstrukturen sowie der
Zusammensetzung physischer Gegensta¨nde vorgestellt, implementiert und bei Be-
darf erweitert.
Mittels den Begriffen produzierender Unternehmen, den Kenntnissen der Technolo-
gien des Semantic Webs sowie den Konzepten der Informationsflusskontrolle wurden
anschließend zwei Ontologien entworfen, die dieses Doma¨nen Wissen maschinell ver-
arbeitbar verpackt. Dabei wurde eine generische Ontologie entworfen, welche neben
einer Schnittstellenfunktion auch eigene Konzepte und Eigenschaften etabliert.
Zu den eigenen Konzepten geho¨ren beispielsweise die U¨berlegungen der Informa-
tionsflusskontrolle, welche auf dem N-ary Design Pattern beruht. Weiterhin wurde
eine spezifische Ontologie als ein Anwendungsbeispiel eines konkreten Unternehmens
aufgebaut. Dabei wurde die Informationsflusskontrolle durch den Einsatz umfang-
reicher SWRL-Regeln erweitert, welche geeignet sind die Einsatzmo¨glichkeiten und
Grenzen dessen aufzuzeigen. Die Beschreibungssprache OWL bietet dabei unter-
schiedliche Funktionalita¨ten, die sich durch unterschiedliche Profile abgrenzen. So
wurden die OWL Profile DL, EL, QL und RL vorgestellt sowie deren Ausrichtung er-
la¨utert. Die Entwicklung der Ontologie wurde dabei weitgehend an der Modellierung
von RL ausgerichtet und verletzt deren Restriktionen nur in kleinen Bereichen.
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Im Rahmen der Implementierung und Evaluation wurden anhand eines Anwen-
dungsbeispieles die Einsatzmo¨glichkeiten und Grenzen der Modellierung aufgezeigt.
Dabei wurde festgestellt, dass eine Abwa¨gung von A- und T-Box Komplexita¨t von
no¨ten ist. Auch der Einsatz von umfangreichen SWRL-Erweiterungen ist zu be-
denken. Dabei bieten die OWL Profile eine Mo¨glichkeit Restriktionen angepasst an
den spezifischen Anwendungszweck zu finden. Dies wurde auch in der Ausarbeitung
[WLLB+07] festgestellt, welche die Mo¨glichkeiten von echtzeitbasiertem Reasoning
untersucht. Die Ausarbeitungen dieser Arbeit decken sich dabei mit den Untersu-
chungen von [KGJRL+16], welche ebenfalls ein OWL RL Profil fu¨r den Einsatz in
einem Industrie 4.0 Szenario vorsieht.
Weitere Arbeiten sollten daher die umfangreiche Verwendung von SWRL Regeln
sowie komplexerer Klassendefinitionen mittels OWL DL vermeiden. Dabei kann die
entsprechende Logik in Applikationen migriert werden, welche entsprechende Infor-
mationen außerhalb der Datenbank annotieren und sie anschließend zuru¨ckleiten.
Dabei ist festzuhalten, dass OWL und SWRL sich nicht fu¨r den umfangreichen
Einsatz konditionalen Verhaltens eignen, wenn gleichzeitig die Inferenz u¨ber eine
Vielzahl von Instanzen gefordert wird. Die Sta¨rken werden dabei im Bereich der
Konsistenzpru¨fung sowie der Klassizierung im Rahmen der Mo¨glichkeiten des jewei-
ligen Profils gefunden.
Daru¨ber hinaus wurden die Grundlagen einer Ontologie gelegt, welche in den na¨chs-
ten Schritten weiter ausgebaut werden kann. Dazu geho¨ren weitere Konzepte produ-
zierende Unternehmen sowie der umfangreichere Ausbau der Informationsflusskon-
trolle. So wurde im Rahmen dieser Arbeit der Fokus auf den Prozessablauf sowie die
Produktion eines Produktes gelegt. Nicht miteinbezogen wurde dabei die Integrati-
on von Maschinendaten, welche jedoch konzeptionell angelegt wurden. In weiteren
Schritten sollten die Begriffe wie Station, Linie und Zelle tiefgreifender verwendet
werden um die Informationsdichte des Systems zu erho¨hen. Weiterhin kann ebenfalls
die betriebswissenschaftliche Sicht des Unternehmens verfeinert werden. Dazu geho¨rt
eine tiefgreifendere Beschreibung der personellen Ressourcen und Ta¨tigkeiten.
Abschließend bleibt zu merken, dass sich Ontologien zur Modellierung von Informations-
und Wissensmodellen aufgrund ihrer Funktionalita¨ten fu¨r den Einsatz in einem In-
dustrie 4.0 Szenario eignen. Dafu¨r mu¨ssen allerdings Komplexita¨t und Performance
abgewogen werden.
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