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Abstract
In this paper, we propose a cubic regularized Newton (CRN) method for solving convex-concave saddle
point problems (SPP). At each iteration, a cubic regularized saddle point subproblem is constructed and
solved, which provides a search direction for the iterate. With properly chosen stepsizes, the method
is shown to converge to the saddle point with global linear and local superlinear convergence rates, if
the saddle point function is gradient Lipschitz and strongly-convex-strongly-concave. In the case that
the function is merely convex-concave, we propose a homotopy continuation (or path-following) method.
Under a Lipschitz-type error bound condition, we present an iteration complexity bound of O (ln (1/))
to reach an -solution through a homotopy continuation approach, and the iteration complexity bound
becomesO
(
(1/)
1−θ
θ2
)
under a Ho¨lderian-type error bound condition involving a parameter θ (0 < θ < 1).
Keywords: saddle point problem, minimax problem, cubic regularized Newton method, merit function,
homotopy continuation.
1 Introduction
In this paper, we aim to solve the following minimax saddle point model:
min
x∈X
max
y∈Y
f(x, y). (1)
Such model has applications in various fields including game theory [3, 25, 29], robust optimization [5], and
distributionally robust optimization [1, 6], among others. It also arises in the context of machine learning
and deep learning in recent years, for instance, generative adversarial network (GAN) [8, 2, 7].
In this paper, we consider model (1) under the convex-concave setting, where f(·, y) is convex for any fixed
y and f(x, ·) is concave for any fixed x. For solving the above minimax saddle point model, there have been
a number of recent papers in the literature, including the extra-gradient method [10, 27], the mirror-prox
algorithm [14], the dual extrapolation method [16], and the accelerated proximal gradient method [28]. These
algorithms typically are shown to have an iteration complexity bound of O(1/), which is optimal [22] for
algorithms using only first-order oracles in the convex-concave saddle point setting. If we further restrict the
function to be strongly convex and strongly concave, then the algorithms analyzed include proximal point
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method [24, 27], extrapolation [20, 7], and optimistic gradient descent ascent [13]. The algorithms proposed
in these papers were shown to possess an iteration complexity bound of O(κ ln(1/)), where κ = L/µ denotes
the condition number. In [11], the authors further specify the different strong convexity/concavity modulus
µx and µy in the problem parameters, and an accelerated proximal point algorithm (APPA) is derived to
yield an O (√κxκy ln3(1/)) iteration bound, with κx = L/µx and κy = L/µy. This complexity is optimal
up to a logarithmic factor in that it matches the lower bound result established in [32].
We shall remark here that the above mentioned algorithms are all first-order methods. In fact, the majority
of research on the saddle point models, or more generally, the variational inequality (VI) problems:
find z∗ such that 〈F (z∗), z − z∗〉 ≥ 0, ∀z ∈ Z
focus on using the first-order oracles. In the meanwhile, we note that for optimization models there have been
efficient high-order methods such as Newton’s method [21], the cubic regularized Newton method [19, 15]
and the higher-order methods [17], and their accelerated variants. This discrepancy of developments in the
second- (or higher-) order methods between optimization and saddle point/VI problems, may be attributed
to the lack of an effective “merit function”. A merit function m(z) is a function that measures the progress
of the algorithm in the process, and m(zk) → 0 if and only if zk → z∗. For (convex) optimization, the
natural merit function is the objective function f(x) itself (or f(x) − f(x∗) after normalization), since the
decrease of the objective value measures the progress of the algorithm. Unfortunately, there is no such
natural merit function in the case of minimax saddle point problems. Instead, the duality gap given by
max
y∈Y
f(xk, y)−min
x∈X
f(x, yk) is often used as a merit measure. Another possible merit function could be the
direct measurement of the distance from the optimal solution ‖xk − x∗‖2 + ‖yk − y∗‖2. Moving further
towards VI problems, besides using the distance ‖zk − z∗‖2, one could also design other less straightforward
merit functions. For example, [14, 16] for monotone VI problems or [20] for strongly monotone VI problems:
(F monotone) m(z) = max
u∈Z
〈F (u), z − u〉, (2)
(F strongly monotone) m(z) = max
u∈Z
〈F (u), z − u〉+ µ
2
‖u− z‖2. (3)
Remark that the second-order methods for optimization (such as Newton’s method or the cubic regularized
Newton method) can be analyzed through the second-order information of the objective function value.
Unfortunately, the second-order information of the above merit functions is unavailable in the saddle point/VI
settings. For this reason, the usual merit functions as mentioned above work well with the first-order methods
but not for the second- or higher-order methods. Designing an appropriate merit function becomes critical
in developing and analyzing higher-order methods for the saddle point/VI problems.
Technical difficulties aside, a natural question remains: Can one develop second-order method to solve saddle
point problem with global convergence guarantee? The answer is affirmative. The authors of [26] proposed
to solve strongly monotone VI problems using Newton’s method, while establishing the global convergence
and local quadratic convergence. In their approach, the corresponding merit function is:
m(z) = max
u∈Z
〈F (z), z − u〉 − µ
2
‖z − u‖2. (4)
Note the difference between (4) and (2). In this paper we propose a cubic regularized Newton (CRN) method
to solve strongly-convex-strongly-concave saddle point problems (SPP), and we shall analyze its performance
by a merit function. We propose to use the squared norm of the gradient as the merit function to measure
the progress of algorithm and we shall give an iteration complexity of O
(
(κ2 + κL2µ ) ln(1/)
)
to obtain an
-saddle point solution, as well as local quadratic convergence. In addition, we propose a Newton method
to solve the CRN saddle point subproblem. Finally, we propose to combine a parameterized homotopy
continuation (or path-following) approach with the CRN method to solve a class of convex-concave saddle
2
point problems satisfying a certain error bound condition. Homotopy continuation/path-following approach
is popular in computing fixed points/optimization. For references on homotopy continuation, see e.g. [9],
and for the barrier-based path-following methods for convex optimization, see e.g. [30, 23].
Recently, the authors of [31] propose two Newton-type algorithms for solving non-convex-non-concave
saddle point problems. The first one is gradient-descent-Newton (GDN) method, which updates variable
x with gradient descent and y with Newton update. The second one is complete Newton (CN) method,
which updates x with envelope Newton update (see definition in [31]) and y with regular Newton update.
For the latter, a local superlinear convergence to a strict local minimax saddle point is shown. Note that in
this paper we are considering (strongly) convex-concave saddle point problems and established both global
convergence guarantee and local superlinear/quadratic convergence. These methods are different from ours,
in that we update x, y simultaneously through solving a CRN saddle point subproblem.
The rest of the paper is organized as following. Section 2 establishes preliminaries such as problem descrip-
tions, necessary assumptions, and our merit function; Section 3 presents the CRN subproblem and analyzes
the global convergence property with guaranteed global linear convergence and local quadratic convergence;
Section 4 analyzes the CRN subproblem more closely; Section 5 presents a path-following method combined
with CRN method for solving a class of convex-concave saddle point problems; Section 6 provides some
numerical experiments; Section 7 concludes the paper. Finally, longer proofs are relegated to the appendix.
2 Preliminaries
Consider the following problem:
min
x∈Rn
max
y∈Rm
f(x, y), (5)
where the function f is twice continuously differentiable.
Assumption 2.1. Function f is strongly convex in x and strongly concave in y with modulus µ.
Define z = (x; y) and the following operator:
F (z) =
( ∇xf(x, y)
−∇yf(x, y)
)
.
Due to the strong convexity and strong concavity of f , z∗ is the unique saddle point of problem 5 if and only
if F (z∗) = 0. Next, we also assume the Lipschitz continuity of the operator F (z) and its Jacobian matrix
∇F (z). Note that the norm ‖ · ‖ denotes `2 norm for vectors and largest singular value for matrices.
Assumption 2.2. The largest singular value of ∇F (z) is upper bounded by L for all z, which implies that
F (z) is Lipschitz continuous with parameter L:
‖F (z)− F (z′)‖ ≤ L‖z − z′‖, ∀z, z′.
Assumption 2.3. The Jacobian matrix ∇F (z) is Lipschitz continuous with parameter L2:
‖∇F (z)−∇F (z′)‖ ≤ L2‖z − z′‖, ∀z, z′.
For analyzing our proposed algorithm to solve problem (5), we introduce the following merit function:
m(z) := 12‖F (z)‖2 = 12 (‖∇xf(x, y)‖2 + ‖∇yf(x, y)‖2),
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whose gradient is given by:
∇m(z) = ∇F (z)>F (z) =
∇2xxf(x, y)∇xf(x, y) +∇2xyf(x, y)∇yf(x, y)
∇2yyf(x, y)∇yf(x, y) +∇2yxf(x, y)∇xf(x, y)
 .
The next lemma stipulates the Lipschitz continuity of ∇m(z) based upon the previous assumptions.
Lemma 2.4. Define the level set Z := {z : m(z) ≤ m(z0)} and denote D := max{‖z − z0‖ : z ∈ Z}. Then
the gradient ∇m(z) is Lipschitz continuous within Z. That is, for all z, z′ ∈ Z,
‖∇m(z)−∇m(z′)‖ ≤ Lm‖z − z′‖ with Lm = L2 + L2LD.
Proof. We have
‖∇m(z′)−∇m(z)‖
= ‖∇F (z′)>F (z′)−∇F (z)>F (z)‖
= ‖∇F (z′)>F (z′)−∇F (z)>F (z′) +∇F (z)>F (z′)−∇F (z)>F (z)‖
≤ ‖∇F (z′)−∇F (z)‖‖F (z′)‖+ ‖∇F (z)‖‖F (z′)− F (z)‖
= ‖∇F (z′)−∇F (z)‖‖F (z′)− F (z∗)‖+ ‖∇F (z)‖‖F (z′)− F (z)‖
≤ (L2‖z′ − z‖) · (L‖z′ − z∗‖) + L2‖z′ − z‖
≤ (L2LD + L2)‖z′ − z‖ = Lm‖z′ − z‖,
where we used F (z∗) = 0.
In the next proposition we shall establish the connection between m(z) and the duality gap, whose proof
is relegated to Appendix A.1.
Proposition 2.5. For problem (5) and any point z = (x; y), the duality gap and the merit function satisfy
the following relationship
µ
L2
m(z) ≤ max
y′∈Rm
f(x, y′)− min
x′∈Rn
f(x′, y) ≤ L
µ2
m(z).
Hence we conclude that the two measurements: the merit function m(z) and the duality gap are of the
same order of magnitude, and the convergence in one measure implies the convergence of the other.
3 Algorithm CRN-SPP and Its Convergence Analysis
3.1 Cubic regularized Newton method for saddle point problem
In this section, we present our newly proposed algorithm (CRN-SPP) as sketched in Algorithm 1 below. For
ease of notation, denote gkx = ∇xf(xk, yk), gky = ∇yf(xk, yk), Hkxx = ∇2xxf(xk, yk), Hkyy = ∇2yyf(xk, yk),
Hkxy = ∇2xyf(xk, yk), and
gk = ∇f(xk, yk) =
(
gkx
gky
)
and Hk = ∇2f(xk, yk) =
(
Hkxx H
k
xy
(Hkxy)
> Hkyy
)
.
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At each iteration k, we solve the following saddle point subproblem:
min
x∈Rn
max
y∈Rm
f(zk)+〈gk, z−zk〉+ 12 (z−zk)>Hk(z−zk)+ γ
k
3 ‖x−xk‖3− γ
k
3 ‖y−yk‖3
=: fk(x, y; γ
k)
(6)
where γk > 0 is a parameter that one chooses at iteration k.
Algorithm 1 CRN-SPP(f, z0, , γ¯, ρ, α)
Require: Input , γ¯ > 0; ρ, α ∈ (0, 1), f satisfies Assumption 2.1, 2.2, 2.3.
1: while m(zk) >  do
2: γk ← γ¯
3: while true do
4: Solve the subproblem (x˜k+1, y˜k+1) = arg minx maxy fk(x, y; γ
k)
5: if γk(‖uk‖+ ‖vk‖) > µ then
6: γk ← ρ · γk
7: else break.
8: Denote dk ← [x˜k+1 − xk; y˜k+1 − yk]
9: if m(zk + αdk) < m(zk + dk) then
10: zk+1 ← zk + αdk
11: else if m(zk + αdk) ≥ m(zk + dk) then
12: zk+1 ← zk + dk
13: k ← k + 1
14: return zk
Let (x˜k+1, y˜k+1) be the solution to the subproblem (6), and denote uk = x˜k+1 − xk and vk = y˜k+1 − yk,
then it satisfies the first-order stationarity condition:{
gkx +H
k
xxu
k + γk‖uk‖uk +Hkxyvk = 0,
gky+H
k
yyv
k−γk‖vk‖vk+(Hkxy)>uk = 0. (7)
To solve the cubic regularized saddle point subproblem, we propose a Newton method CRN-sub (Algorithm
2) in Section 4 based on solving the stationarity system (7). In addition, we require that γk(‖uk‖+‖vk‖) ≤ µ,
which we later will prove to be satisfiable. This requirement is mainly for guaranteeing the descent of the
merit function m(zk). Furthermore, we also make a comparison between taking the α step and the unit step
in terms of merit function. This guarantees the global linear convergence and the eventual local quadratic
convergence.
3.2 Global linear convergence
The following propositions are straightforward.
Proposition 3.1. Suppose that f is differentiable. Under Assumption 2.1, z∗ = (x∗; y∗) is the unique
solution to problem (5) if and only if m(z∗) = 0.
Denote dk = (uk; vk) to be the update direction at the k -th iteration. The following proposition states that
any fixed point solution to subproblem (6) is the unique solution to problem (5).
Proposition 3.2. If dk = 0, i.e., (x˜k+1, y˜k+1) = (xk, yk), then (xk, yk) is the unique solution to problem
(5).
5
In the following, we show that the update direction dk is a descent direction at zk, with respect to the
merit function m(z) for γk small enough. The proof is presented in Appendix A.2.
Proposition 3.3 (Gradient related direction dk). For saddle point subproblem (6), if we choose γk small
enough then it follows that
γk(‖uk‖+ ‖vk‖) < µ, (8)
where µ is the strongly convex/concave modulus of f(x, y). Consequently, dk is a descending direction w.r.t.
the merit function m(z) at point zk; that is,
〈∇m(zk), dk〉 ≤ −µ
2
2
‖dk‖2.
Therefore, we can incorporate a stepsize α > 0 at each iteration together with the direction dk to form the
sequence {zk} according to Algorithm 1, which is monotonically descending in terms of the merit function.
Proposition 3.4 (Sufficient Descent in m(zk)). With constant stepsizes α = µ
2
2Lm
< 1, the sequence {m(zk)}
generated by Algorithm 1 satisfies
m(zk+1)−m(zk) ≤ − µ
4
8Lm
‖dk‖2. (9)
Proof. By the so-called descent lemma and Proposition 3.3, we have
m(zk+αdk)−m(zk) ≤ α∇m(zk)>dk+Lm
2
α2‖dk‖2 ≤−αµ
2
2
‖dk‖2+Lm
2
α2‖dk‖2 =− µ
4
8Lm
‖dk‖2.
According to the update rule in Algorithm 1,
m(zk+1) = min{m(zk + αdk),m(zk + dk)} ≤ m(zk + αdk) ≤ m(zk)− µ
4
8Lm
‖dk‖2.
Rearranging the terms proves the proposition.
As a result, we have the following iteration complexity for our algorithm.
Theorem 3.5 (Iteration Complexity). Let {zk} be generated by Algorithm 1, with α = µ22Lm and Lm =
L2 + LL2D, then the sequence {m(zk)} converges linearly to 0:
m(zk+1) ≤
(
1− µ
2
6Lm
)2
m(zk).
As a result, it takes at most O
(
(κ2 + κ · L2µ ) ln( 1 )
)
iterations to find a point z¯ with m(z¯) ≤ , where κ = Lµ
is the condition number.
The proof of this theorem is presented in Appendix A.3. Note that the iteration complexity bound in
Theorem 3.5 not only depends on the condition number κ, but also on L2/µ. Moreover, the dependency
on the condition number for this method is in general worse than the first-order methods developed in the
literature: O (κ ln(1/)). However, in the next section we will develop the local quadratic convergence for
this method, which is not achievable for any first-order method.
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3.3 Local Convergence Analysis
Since we solve the CRN subproblem (6) at each iteration, it is natural to analyze its local convergence
property. The following theorem states that a local quadratic convergence holds for Algorithm 1 to solve
problem (5).
Theorem 3.6 (Local quadratic convergence). Let {zk} be generated by Algorithm 1 with γ¯ = L2µ22L2 , then
there exists a constant K > 0 such that for all k ≥ K we have:
‖zk+1 − z∗‖ ≤ LL2
µ2
‖zk − z∗‖2. (10)
Proof. By Theorem 3.5, there exists a constant K > 0 such that for all k ≥ K we have:
‖zk − z∗‖ ≤ µ
2
LL2
. (11)
Let us first consider the case of unit step and denote z˜k+1 = zk + dk. Also note that:
∇F (zk) =
(
Hkxx H
k
xy
−(Hkxy)> −Hkyy
)
.
Therefore we can rewrite (7) into:
F (zk) +∇F (zk)dk + γk
(‖uk‖uk
‖vk‖vk
)
= 0. (12)
Rearranging the terms in the above equation and using F (z∗) = 0 we have
∇F (zk)(z˜k+1 − z∗) = F (z∗)− F (zk)−∇F (zk)(z∗ − zk)− γk
(‖uk‖uk
‖vk‖vk
)
.
Note that
µ‖z˜k+1 − z∗‖2 ≤ (z˜k+1 − z∗)>∇F (zk)(z˜k+1 − z∗) ≤ ‖z˜k+1 − z∗‖ · ‖∇F (zk)(z˜k+1 − z∗)‖.
Therefore
‖z˜k+1 − z∗‖ ≤ 1µ‖∇F (zk)(z˜k+1 − z∗)‖
≤ 1µ‖F (z∗)− F (zk)−∇F (zk)(z∗ − zk)‖+ γ
k
µ (‖uk‖2 + ‖vk‖2)
≤ L22µ‖zk − z∗‖2 + γ¯µ‖dk‖2.
(13)
Now we need to bound the term ‖dk‖2. From (12) we have:
‖F (zk)>dk‖ ≥ −F (zk)>dk = (dk)>∇F (zk)dk + γk(‖uk‖3 + ‖vk‖3) ≥ µ‖dk‖2,
which gives us
‖dk‖ ≤ 1
µ
‖F (zk)‖ ≤ L
µ
‖zk − z∗‖.
Using this result in (13) we get
‖z˜k+1 − z∗‖ ≤
(
L2
2µ
+
γ¯L2
µ3
)
‖zk − z∗‖2 = L2
µ
‖zk − z∗‖2. (14)
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Note that if unit step is accepted in Algorithm 1, that is, zk+1 = z˜k+1, then we have (14), which implies
(10) under condition (11).
On the other hand, if α step is accepted, denoting zˆk+1 = zk + αdk, we have
‖zˆk+1 − z∗‖ ≤ 1
µ
‖F (zˆk+1)‖ ≤ 1
µ
‖F (z˜k+1)‖ ≤ L
µ
‖z˜k+1 − z∗‖,
and so
‖zˆk+1 − z∗‖ ≤ LL2
µ2
‖zk − z∗‖2,
which is exactly (10) when zk+1 = zˆk+1.
4 Solving the Subproblem
In order to solve (6) we have to solve the system of stationarity condition in (7), which is equivalent to
solving the following system (for u, v):{
γ‖u‖u+Q1u+Av = b1,
γ‖v‖v +Q2v −A>u = b2.
where Q1, Q2 are positive definite matrices. Note that to focus on this particular system, we omit superscript
k and use Q,A, b in place of the components of g,H in (7) to simplify the notations.
Denote w1 = ‖u‖ and w2 = ‖v‖, we have:{
(γw1In +Q1)u+Av = b1,
(γw2Im +Q2)v −A>u = b2.
Therefore we get:
u(w1, w2) = [In + (γw1In +Q1)
−1A(γw2Im +Q2)−1A>]−1·
[−(γw1In +Q1)−1A(γw2Im +Q2)−1b2 + (γw1In +Q1)−1b1],
v(w1, w2) = [Im + (γw2Im +Q2)
−1A>(γw1In +Q1)−1A]−1·
[(γw2Im +Q2)
−1A>(γw1In +Q1)−1b1 + (γw2Im +Q2)−1b2].
To simplify the notation, we let
Cu = In + (γw1In +Q1)
−1A(γw2Im +Q2)−1A>,
du = (γw1In +Q1)
−1 · (b1 −A(γw2Im +Q2)−1b2),
Cv = Im + (γw2Im +Q2)
−1A>(γw1In +Q1)−1A,
dv = (γw2Im +Q2)
−1 · (b2 +A>(γw1In +Q1)−1b1),
(15)
leading to {
u(w1, w2) = C
−1
u · du,
v(w1, w2) = C
−1
v · dv. (16)
To further solve for (u; v), one can apply Newton’s method to solve the following two-variable system:{
u(w1, w2)
>u(w1, w2) = w21,
v(w1, w2)
>v(w1, w2) = w22.
That is, to solve for the nonlinear equation system:
l(w1, w2) =
[ ‖u‖2 − w21
‖v‖2 − w22
]
= 0. (17)
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To apply Newton’s method, the first step is to derive the Jacobian of l(w1, w2) with the following derivation.
First of all:
∂‖u‖2
∂w1
= 2(u)> · ∂u
∂w1
= 2(u)> ·
(
∂C−1u
∂w1
du + C
−1
u
∂du
∂w1
)
.
From (15) we have:
∂du
∂w1
= −γ(γw1In +Q1)−2 · (b1 −A(γw2Im +Q2)−1b2).
We also have:
∂C−1u
∂w1
= −C−1u ·
∂Cu
∂w1
· C−1u ,
where
∂Cu
∂w1
= −γ(γw1In +Q1)−2 ·A(γw2Im +Q2)−1A>.
Similarly we have:
∂‖u‖2
∂w2
= 2(u)> · ∂u
∂w2
= 2(u)> · (∂C
−1
u
∂w2
du + C
−1
u
∂du
∂w2
),
where
∂du
∂w2
= γ(γw1In +Q1)
−1A · (γw2Im +Q2)−2 · b2,
and
∂Cu
∂w2
= −γ(γw1In +Q1)−1A · (γw2Im +Q2)−2 ·A>.
The rest of the component of the Jacobian ∂‖v‖
2
∂w1
and ∂‖v‖
2
∂w2
can be derived in a similar fashion. Being
able to break down the Jacobian for l(w1, w2), (17) can indeed be solved numerically via Newton’s method
efficiently.
We summarize the procedure for solving the Cubic Regularized Newton Saddle Point Subproblem (CRN-
sub) with Algorithm 2. Note that one could perform a spectrum transformation on Q1 and Q2 to transform
them into diagonal matrices during the implementation if needed.
Algorithm 2 Cubic Regularized Newton Saddle Point Subproblem (CRN-sub)
Require: Initialize w01, w
0
2; Constants , γ > 0; Q1, Q2  0; b1, b2, A.
1: Construct u(w1, w2), v(w1, w2) by (15),(16).
2: Construct function l(w1, w2) with (17).
3: while ‖l(wk1 , wk2 )‖ >  do
4: Compute Jacobian matrix of l: J(l(wk1 , w
k
2 )).
5: Solve δ with J(l(wk1 , w
k
2 )) · δ = −l(wk1 , wk2 )
6: (wk+11 ;w
k+1
2 ) = (w
k
1 ;w
k
2 ) + δ
7: k ← k + 1
8: return u(wk1 , w
k
2 ), v(w
k
1 , w
k
2 )
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5 Solving a Class of Convex-Concave Saddle Point Problem
In this section we extend our CRN method to solve a class of convex-concave sadddle point problems. Recall
the saddle point problem (5):
min
x∈Rn
max
y∈Rm
f(x, y).
For the rest of the paper, we assume f(x, y) to be convex-concave only (instead of strongly convex/strongly
concave). Assume however, that the set of saddle point solutions is non-empty, and that the gradient
Lipschitz continuity as in Assumptions 2.2 and 2.3 hold. In this case, we focus on a class of functions f(x, y)
which satisfy the following error bound assumption:
Assumption 5.1 (Error Bound). For the function f and for any ν > 0, let z∗(ν) be the saddle point of the
following problem
min
x∈Rn
max
y∈Rm
fν(x, y) := f(x, y) +
ν
2
‖x‖2 − ν
2
‖y‖2. (18)
Then there exist constants C, δ0 > 0, and θ ∈ (0, 1], such that for all 0 < ν1, ν2 < δ0, the following holds:
‖z∗(ν1)− z∗(ν2)‖ ≤ C · |ν1 − ν2|θ. (19)
To gain insight into the problems satisfying Assumption 5.1, we shall prove below that the convex-concave
quadratic models naturally satisfy Assumption 5.1.
Lemma 5.2. Let M ∈ Rm×m and b ∈ Rm. Suppose that M + tI is invertible for all 0 < t ≤ δ where δ > 0
is a given constant, and L0 := {x : Mx = b} 6= ∅. Then, there is a constant C > 0 such that∥∥(M + tIm)−1b− (M + sIm)−1b∥∥ ≤ C · |t− s|,
for all 0 < t, s ≤ δ.
The proof of the above lemma can be found in Appendix A.4.
By Lemma 5.2, it follows that for convex-concave quadratic function f(x, y), Assumption 5.1 always holds
with θ = 1.
Proposition 5.3. Suppose that f is a convex-concave quadratic function with bilinear coupling term, namely,
f(x, y) =
1
2
x>Px− b>x+ x>Ay − 1
2
y>Qy + c>y, (20)
with P,Q  0. Suppose that a stationary solution exists, then Assumption 5.1 holds with θ = 1.
Proof. In view of the first-order stationarity condition of (18) where f(x, y) is given by (20), we have(
P + νIn A
−A> Q+ νIm
)(
x∗(ν)
y∗(ν)
)
=
(
b
c
)
.
Note that for ν > 0, z∗(ν) = (x∗(ν); y∗(ν)) is a unique saddle point. Since a stationary solution exists, we
know that (
P A
−A> Q
)(
x
y
)
=
(
b
c
)
has a solution. By applying Lemma 5.2 with M =
(
P A
−A> Q
)
the error bound condition (19) holds with
θ = 1.
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The following lemma establishes the convergence of the sequence {z∗(νk)} under condition (19):
Lemma 5.4. For a sequence {νk} such that lim
k→∞
νk = 0, the sequence {z∗(νk)} has a unique limit point,
denote by z∗:
lim
k→∞
z∗(νk) = z∗.
Furthermore, z∗ is a saddle point of (5).
Proof. Since {νk} is convergent, for any δ > 0, there exists a constant K such that for all i, j > K,
|νi − νj | ≤ δ. By (19) we also have ‖z∗(νi) − z∗(νj)‖ ≤ C · δθ. Note that C and θ are absolute constants,
therefore {z∗(νk)} is a Cauchy sequence and has a unique limit point.
Now by the definition of z∗(νk), it satisfies the stationarity condition of (18):{ ∇xf(z∗(νk)) = −νkx,
∇yf(z∗(νk)) = νky.
Thus
lim
k→∞
∇xf(z∗(νk)) = ∇xf(z∗) = 0 and lim
k→∞
∇yf(z∗(νk)) = ∇yf(z∗) = 0,
which proves that z∗ is a saddle point of (5).
In view of the local convergence result Theorem 3.6 and in particular (14), if we solve the cubic regularized
subproblem of (18) with parameter ν = νk and γ > 0 at z
k = (xk; yk):
min
x∈Rn
max
y∈Rm
fγνk(z) = fνk(z
k) +∇fνk(zk)>(z − zk) + 12 (z − zk)>∇2fνk(zk)(z − zk)
+γ3 ‖x− xk‖3 − γ3 ‖y − yk‖3,
and denote the solution as zk+1, we will have the quadratic convergence for such update in the neighborhood
region of z∗(νk). In particular, taking γ =
L2ν
2
k
2(L+νk)2
, and if we have ‖zk − z∗(νk)‖ ≤ νkL2 , then we can
guarantee
‖zk+1 − z∗(νk)‖ ≤ L2
νk
‖zk − z∗(νk)‖2 = ωk‖zk − z∗(νk)‖2, (21)
where ω−1k equals to the radius of quadratic convergence region νk/L2. Note that the specific choice of γ
here coincides with the one in Theorem 3.6, with the specific parameters νk, L + νk, L2 for fνk satisfying
Assumptions 2.1, 2.2, 2.3 respectively.
Based on the error bound assumption and the quadratic convergence property of CRN method in solving
(18), we propose a homopoty-continuation/path-following procedure to iteratively solve for an -saddle point
solution to (5). The procedure is summarized in Algorithm 3:
Algorithm 3 A Homotopy Continuation Procedure
Require: Constants L,L2 > 0. A sequence {λk} such that λk ∈ (0, 1) for all k. Initialize ν0 > 0 and z0
such that ‖z0 − z∗(ν0)‖ ≤ 12ω0 , where z∗(ν0) = (x∗(ν0); y∗(ν0)) = arg minx maxy fν0(x, y).
1: while true do
2: γ ← L2ν2k2(L+νk)2
3: Solve the subproblem zk+1 = (xk+1; yk+1) = arg minx maxy f
γ
νk
(xk, yk)
4: Let νk+1 = (1− λk)νk
5: k ← k + 1
6: return zk
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Before we proceed the discussion, we shall at this point distinguish the cases between θ = 1 and θ < 1,
since these two cases result in different convergence rate as we will derive later. We first consider the case
θ = 1.
5.1 Error bound Assumption 5.1 with θ = 1
In order to prove the validity of Algorithm 3, there are two conditions we need to guarantee. First, we need
to guarantee that after line 3, zk+1 is still in the quadratic convergence neighborhood of the next subproblem.
That is, ‖zk+1 − z∗(νk+1)‖ ≤ 1/2ωk+1. Second, we need to ensure the termination of such procedure. That
is, once νk is made small enough, we are able to obtain an -saddle point solution to the original problem
(5). The following two lemmas provide guarantees on these two requirements.
Lemma 5.5. Suppose the sequence {zk} is generated by the Algorithm 3. If we set 0 < λk = λ ≤ 14L2C+2 ,
then
‖zk − z∗(νk)‖ ≤ 1
2ωk
, ∀k ≥ 0. (22)
Proof. When k = 0, (22) holds due to initialization requirement. Next suppose (22) holds for k = s ≥ 0,
then we prove that (22) holds for k = s+ 1. First, adding and subtracting z∗(νs) yields
‖zs+1 − z∗(νs+1)‖ ≤ ‖zs+1 − z∗(νs)‖+ ‖z∗(νs)− z∗(νs+1)‖.
By the quadratic convergence result (21), ‖zs+1 − z∗(νs)‖ ≤ ωs‖zs − z∗(νs)‖2 ≤ 1/4ωs. By the error bound
assumption with θ = 1, ‖z∗(νs)− z∗(νs+1)‖ ≤ Cλνs. Consequently,
‖zs+1 − z∗(νs+1)‖ ≤ 1
4ωs
+ Cλνs ≤ νs · 4L2C + 1
2L2(4L2C + 2)
≤ νs(1− λ)
2L2
=
1
2ωs+1
.
Thus we prove the lemma by induction.
The next lemma shows how small νk should be made to guarantee an -saddle point solution.
Lemma 5.6. Under the setting of Lemma 5.5, the sequence {z∗(νk)} converges to the limit z∗, which is a
saddle point solution to (5). Furthermore, if νk ≤ C+ 12L2 , then ‖z
k − z∗‖ ≤ .
Proof. By Lemma 5.5, we have λk = λ < 1, therefore νk → 0. Then the first statement of this lemma follows
immediately from Lemma 5.4. Furthermore, we could extend the error bound condition (19) for {z∗(νk)} to
its limit z∗:
‖z∗(νk)− z∗‖ ≤ Cνk.
Therefore,
‖zk − z∗‖ ≤ ‖zk − z∗(νk)‖+ ‖z∗(νk)− z∗‖ ≤ 1
2ωk
+ Cνk = νk
( 1
2L2
+ C
)
≤ .
By Lemma 5.5 and Lemma 5.6, we know that given ν0 > 0 and z
0 such that ‖z0 − z∗(ν0)‖ ≤ 1/2ω0,
Algorithm 3 eventually generates an -saddle point solution to (5). To start from an arbitrary initial point
z0, we could first initialize ν0 > 0 and solve (18) with CRN-SPP (Algorithm 1) to a desirable neighborhood
region of z∗(ν0) (phase 1), then followed by implementing Algorithm 3 (phase 2). Let us call this method
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Algorithm 4 hc-CRN-SPP
Require: Constants L,L2, γ¯, C,D,  > 0; ρ ∈ (0, 1); τ ∈ (0, 1], λ = τ2+4L2C . Initialize z0 = (x0; y0) and
ν0 > 0.
1: Start Phase 1
2: 1 ← ν
4
0
8L22
, Lm = (L+ ν0)
2 + (L+ ν0)L2D, and α← ν
2
0
2Lm
.
3: zk = CRN-SPP(fν0 , z
0, 1, γ¯, ρ, α)
4: End Phase 1
5: Start Phase 2
Require: : Initialize z¯0 ← zk. ‖z¯0 − z∗(ν0)‖ ≤ 12ω0 = ν02L2 , where z∗(ν0) = (x∗(ν0); y∗(ν0)) =
arg minx maxy fν0(x, y).
6: while νk >

C+ 12L2
do
7: γ ← L2ν2k2(L+νk)2
8: Solve the subproblem z¯k+1 = (x¯k+1; y¯k+1) = arg minx maxy f
γ
νk
(x¯k, y¯k)
9: Let νk+1 = (1− λ)νk
10: k ← k + 1
11: End Phase 2
12: return z¯k
a homotopy-continuation Cubic Regularized Newton method for Saddle Point Problem (hc-CRN-SPP), and
summarize the procedure in Algorithm 4.
The next Theorem gives the iteration complexity bound in order to establish an -saddle point solution to
problem (5) with Algorithm 4.
Theorem 5.7. For the class of convex-concave saddle point problems (5) satisfying Assumption 5.1, Algo-
rithm 4 returns an -saddle point solution z¯k. It takes K1 iterations for CRN-SPP to return z
k in phase 1
and takes K2 iterations to terminate phase 2. In particular, we have
K1 = O
(
(L+ ν0)(L+ ν0 + L2)
ν20
ln
(
8L22
ν40
))
,
and
K2 = O
(
(1 + 2L2C) · ln
(
ν0(C +
1
2L2
)

))
.
Proof. We first show that after K1 iterations, the precision requirement 1 =
ν40
8L22
is met for CRN-SPP and
the output zk satisfies ‖zk − z∗(ν0)‖ ≤ ν02L2 as required at the start of phase 2.
As shown in Theorem 3.5, given a precision 1, a function fν0 with convexity modulus ν0 and Lipschitz
constant L+ ν0 and L2 (for F (z) and ∇F (z) respectively), the required iterations is:
O
((
κ2 + κ · L2
µ
)
ln
(
1
1
))
= O
(
(L+ ν0)(L+ ν0 + L2)
ν20
ln
(
8L22
ν40
))
.
In addition, this indicates the output zk has m(zk) = 12‖F (zk)‖2 ≤ 1, then we have:
‖zk − z∗(ν0)‖ ≤ 1
ν0
‖F (zk)‖ ≤
√
21
ν0
=
ν0
2L2
.
Finally, letting
K2 =
2 + 4L2C
τ
· ln
(
ν0(C +
1
2L2
)

)
=
1
λ
· ln
(
ν0(C +
1
2L2
)

)
,
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we have:
νK2 = (1− λ)K2ν0 ≤ exp(−K2λ)ν0 =

C + 12L2
,
which by Lemma 5.6, guarantees the output z¯k such that ‖z¯k − z∗‖ ≤ .
Remark 5.8. The overall complexity for Algorithm 4 is linear, with phase 1 depends on parameter [(L +
ν0)(L+ν0 +L2)]/ν
2
0 and phase 2 depends on 1+2L2C. Note that the proposed scheme should not be confused
with algorithms solving general convex-concave saddle point problems and admitting sub-linear convergence
rate. The focus here is on the class of problem satisfying the error bound condition in Assumption 5.1 with
θ = 1.
We shall now continue the discussion for the case θ < 1.
5.2 Error bound Assumption 5.1 with θ < 1
Same as the case for θ = 1, we need to derive conditions similar to Lemma 5.5, Lemma 5.6 to guarantee that
Algorithm 3 works. The first main difference between these two cases presents in the parameter choice of
λk. For θ < 1, we can no longer use a constant λ throughout the iterations. In fact, the choice of λk needs
to depend on νk as shown below.
Lemma 5.9. Suppose the sequence {zk} is generated by the Algorithm 3. If we set λk such that,
0 < λθk ≤
ν1−θk
4L2C + 2ν
1−θ
k
, (23)
then
‖zk − z∗(νk)‖ ≤ 1
2ωk
, ∀k ≥ 0. (24)
Proof. When k = 0, (24) holds due to initialization requirement. Next suppose (24) holds for k = s ≥ 0. We
shall then prove (24) holds for k = s+ 1. First, adding and subtracting z∗(νs) yields
‖zs+1 − z∗(νs+1)‖ ≤ ‖zs+1 − z∗(νs)‖+ ‖z∗(νs)− z∗(νs+1)‖.
By the quadratic convergence result (21), ‖zs+1 − z∗(νs)‖ ≤ ωs‖zs − z∗(νs)‖2 ≤ 1/4ωs. By the error bound
assumption, ‖z∗(νs)− z∗(νs+1)‖ ≤ C(λsνs)θ. Consequently,
‖zs+1 − z∗(νs+1)‖ ≤ 14ωs + C(λsνs)θ ≤ νs ·
4L2C+ν
1−θ
s
2L2(4L2C+2ν
1−θ
s )
≤ νs(1−λθs)2L2 ≤
νs(1−λs)
2L2
= 12ωs+1 .
The lemma is proven by induction.
The following lemma shows that {νk} converges to 0 for the choice of λk in (23) and provides an upper
bound for the convergence rate. The proof is relegated to Appendix A.5.
Lemma 5.10. Let the sequence {νk} be generated by Algorithm 3 with λk satisfying (23). Then for a
constant K, we have νK < 1. Moreover, the rest of the sequence converges to 0 at a sublinear rate:
νk ≤
(
1
1 + C ′ · k
) θ
1−θ
, for all k ≥ K,
where C ′ = 1−θθ · 1(4L2C+2) 1θ .
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By Lemma 5.10 we know that {νk} converges to 0 even for θ < 1, which is a crucial fact since it guarantees
the limit of the sequence z∗(νk) (namely z∗) is a saddle point of (5), by Lemma 5.4.
The next lemma stipulates the value of νk to generate an -saddle point solution.
Lemma 5.11. Under the setting of Lemma 5.9, the sequence {z∗(νk)} converges to the limit z∗, which is a
saddle point solution to (5). Furthermore, if νθk ≤ C+ 12L2 , then ‖z
k − z∗‖ ≤ .
Proof. By Lemma 5.10, we have νk → 0. Then the first statement of this lemma follows immediately from
Lemma 5.4. Furthermore, we could extend the error bound condition (19) for {z∗(νk)} to its limit z∗:
‖z∗(νk)− z∗‖ ≤ Cνθk .
Therefore,
‖zk − z∗‖ ≤ ‖zk − z∗(νk)‖+ ‖z∗(νk)− z∗‖ ≤ 12ωk + Cνθk
= νθk
(
ν1−θk
2L2
+ C
)
≤ νθk
(
1
2L2
+ C
)
≤ ,
where we assume νk < 1 without loss of generality.
An algorithm similar to Algorithm 4 is proposed for θ < 1. The main difference is that λk is no longer a
constant and needs to be updated at each iteration. We shall call it hc/θ-CRN-SPP.
Algorithm 5 hc/θ-CRN-SPP
Require: Constants L,L2, γ¯, C,D,  > 0; ρ, θ ∈ (0, 1). Initialize z0 = (x0; y0) and ν0 > 0.
1: Start Phase 1
2: 1 ← ν
4
0
8L22
, Lm = (L+ ν0)
2 + (L+ ν0)L2D, and α← ν
2
0
2Lm
.
3: zk = CRN-SPP(fν0 , z
0, 1, γ¯, ρ, α)
4: End Phase 1
5: Start Phase 2
Require: Initialize z¯0 ← zk. ‖z¯0 − z∗(ν0)‖ ≤ 12ω0 = ν02L2 , where z∗(ν0) = (x∗(ν0); y∗(ν0)) =
arg minx maxy fν0(x, y). Constant τ ∈ (0, 1].
6: while νθk >

C+ 12L2
do
7: γ ← L2ν2k2(L+νk)2
8: Solve the subproblem z¯k+1 = (x¯k+1; y¯k+1) = arg minx maxy f
γ
νk
(x¯k, y¯k)
9: Set λk = τ ·
(
ν1−θk
4L2C+2ν
1−θ
k
) 1
θ
, νk+1 = (1− λk)νk.
10: k ← k + 1
11: End Phase 2
12: return z¯k
The final theorem establishes the iteration complexity result for Algorithm 5 to generate an -saddle point
solution to (5). Note that the required iteration number K1 in phase 1 is the same as for the case θ = 1 in
Theorem 5.7.
Theorem 5.12. For the class of convex-concave saddle point problems (5) satisfying Assumption 5.1 with
θ < 1, Algorithm 5 returns an -saddle point solution z¯k. It takes K1 iterations for CRN-SPP to return z
k
in phase 1 and takes K2 iterations to terminate phase 2, where
K1 = O
(
(L+ ν0)(L+ ν0 + L2)
ν20
ln
(
8L22
ν40
))
,
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and
K2 = O
( θ
1− θ · (4L2C + 2)
1
θ
)
·
(
C + 12L2

) 1−θ
θ2
 .
Proof. The proof for K1 is exactly the same as in Algorithm 4. Let K2 be(
θ
1− θ · (4L2C + 2)
1
θ
)
·
(C + 12L2

) 1−θ
θ2
− 1
 = 1
C ′
·
(C + 12L2

) 1−θ
θ2
− 1
 .
Without loss of generality, let as assume ν0 < 1, then by Lemma 5.10, we have:
νK2 ≤
(
1
1 + C ′ ·K2
) θ
1−θ
=
(

C + 12L2
) 1
θ
.
By Lemma 5.11, this guarantees the output z¯k to be so that ‖z¯k − z∗‖ ≤ .
6 Numerical Experiments
We consider the following saddle point problem in our experiments:
min
x∈Rn
max
y∈Rm
f(x, y) = 1M1
M1∑
i=1
ln(1 + e−a
>
i x) + 12‖x‖2
+x>Ay − 1M2
M2∑
j=1
ln(1 + e−b
>
j y)− 12‖y‖2,
(25)
where both strongly-convex part and strongly-concave part consist of logistic functions with regularization,
together with a bilinear coupling. This simple model will help confirm/validate our convergence results
for CRN-SPP and provide comparison with other first-order methods such as Extra-Gradient (EG) and
Optimistic Gradient Descent Ascent (OGDA).
We provide a few notes on the implementation details. This experiment is conducted under Matlab 2018a
environment. For the problem size, we set n = 100, m = 200, M1 = M2 = 1000, and ai, bj , A are generated
randomly with Matlab built-in function randn(·, ·) for corresponding dimensions. The step size α is manually
tuned in a certain range for best performance for each method. In this experiment we set α = 0.1 for CRN-
SPP, α = 0.04 for EG, and α = 0.02 for OGDA. We set γ¯ = 1. However, to avoid additional computation
need in each iterations we simply take γk = min(γ¯, 3µ
2
4b ) instead of repeatedly decreasing γ
k as suggested
in Algorithm 1, which requires solving additional subproblems. Note that the number 3µ
2
4b comes from the
upper bound derived in (33), where µ = 1 in this experiment and b = max(‖∇xf(xk, yk)‖, ‖∇yf(xk, yk)‖).
In Figure 1 we show the convergence of our proposed CRN-SPP, together with EG and OGDA methods in
terms of the merit function m(z) = 12‖F (z)‖2 in log scale. One can see that CRN-SPP converges relatively
fast to high precision within about 15 iterations with quadratic convergence during the process. For EG and
OGDA methods, little convergence is observed in the first 30 iterations. It takes around 950/1900 iterations
for EG/OGDA to reach similar precision as CRN-SPP. However, it does take significantly longer at each
iteration for CRN-SPP, which is on average around 50 times longer than EG/OGDA. Considering total run
time, we can conclude that the proposed CRN-SPP is comparable with the other two methods. Figure 2
shows the convergence in terms of the distance to saddle point solution, which presents similar convergence
behavior to merit function. The saddle point is reached by running CRN-SPP for 30 iterations.
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Figure 3 shows the convergence of solving CRN subproblems with Algorithm 2. Note that in each subprob-
lem we are solving the nonlinear equation system (17), thus the convergence is in terms of ‖l(w1, w2)‖. In
each subproblem we initialize (w01, w
0
2) = (0.5, 0.5). The figure shows that under different problem sizes, the
iteration numbers required for ‖l(w1, w2)‖ to converge to precision 10−5. The x-axis shows the dimension n
of variable x, while the dimension m of y is given by m = 1.5∗n. M1 = M2 = 1000 are fixed parameters. 100
experiments are conducted for each different problem size. Finally, Figure 4 shows how choosing different γ¯
could affect the convergence speed. In the previous 3 figures we use γ¯ = 1, while in this figure γ¯ varies among
[0, 0.5, 1, 1.5, 2]. Figure 4 shows that in this experiment, smaller γ¯ results in faster convergence speed. In
particular, γ¯ = 0 indicates a pure Newton update instead of cubic regularized Newton update. It should be
noted that we did not explicitly derive the convergence analysis for pure Newton update, and the question
that whether there are scenarios where CRN update outperforms pure Newton update is left to future work.
Figure 1: Convergence of merit function Figure 2: Convergence of distance to saddle point
Figure 3: Convergence of CRN subproblem Figure 4: Comparison of different γ¯
7 Conclusions
7.1 Conservativeness of the merit function
In Section 3.1 we discuss the dependency of this method on the parameters is κ2, which is worse than the
dependence of κ for the first order methods in the literature. At first appearance, it presents a major setback
for the second order method. However, the worsened complexity bound is due to the choice of the merit
function. In this context, the merit function m(z) is a double-sided sword. On the one hand, it allows one
to establish a complexity bound for CRN-SPP. On the other hand, m(z) as a measure of progress is overly
conservative. To illustrate this point, below we shall present an analysis for the extra-gradient method and
optimistic gradient descend ascend method using this merit function; the analysis of these two methods
leading to the optimal complexity bound is taken from [13].
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A vanilla extra-gradient (EG) method is given by:
zk+1/2 = zk − ηF (zk),
zk+1 = zk − ηF (zk+1/2), (26)
where η is the step size and F (z) = (∇xf(x, y);−∇yf(x, y)). To analyze this method with the merit function
m(z), we need to check whether this update is descent regarding m(zk), as in the first step in our analysis:
〈∇m(zk), zk+1 − zk〉 = −η〈∇F (zk)>F (zk), F (zk+1/2)〉 ≤ −c < 0,
for some positive constant c.
Based on the update rule in (26) we have
F (zk+1/2) = F (zk)− η∇F (zk)F (zk)− η
∫ 1
t=0
(∇F (zk − tηF (zk))−∇F (zk))F (zk)dt.
Therefore,
−〈∇F (zk)>F (zk), F (zk+1/2)〉
= −F (zk)>∇F (zk)F (zk) + ηF (zk)>∇F (zk)∇F (zk)F (zk)
+ηF (zk)>∇F (zk)
(∫ 1
t=0
((∇F (zk − tηF (zk))−∇F (zk))dt)F (zk)
)
≤ −µ‖F (zk)‖2 + ηL2‖F (zk)‖2 + η
2LL2
2
‖F (zk)‖3. (27)
For (27) to be less than 0, we need to take η < µL2 . Compared to the choice of η =
1
4L in [13], if we look at
the final step of the proof of Theorem 7 in [13] (equation (130)), we have:
‖zk+1 − z∗‖2 ≤ (1− ηµ)‖zk − z∗‖2 − (1− η2L2 − 2ηµ)‖zk − zk+1/2‖2.
A choice of η = 14L results in:
‖zk+1 − z∗‖2 ≤ (1− 1
4κ
)‖zk − z∗‖2.
On the other hand, if we were to guarantee the descent direction in terms of the merit function m(z), we
would have to choose η in the order of µL2 . For example, a choice of η =
µ
4L2 will result in:
‖zk+1 − z∗‖2 ≤ (1− 1
4κ2
)‖zk − z∗‖2,
which actually gives the same convergence complexity O (κ2 ln(1/)) as in our scheme.
To analyze the Optimistic Gradient Descent Ascent (OGDA) method and Proximal Point (PP) method,
which also has an iteration complexity bound of O (κ ln(1/)) following the analysis in [13]. In fact, it was
established in [13] that both EG and OGDA are approximations of the PP method, in the sense that:
‖zk+1 − zˆk+1‖ ≤ o(η2), (28)
where zk+1 is the next iterate with OGDA/EG method and zˆk+1 is the next iterate with PP method, given
the same current iterate zk and a positive stepsize η (see Propositions 1, 2 in [13]).
Now with a little abuse of notation, let us redefine zk+1 as the next iterate of EG, and let zˆk+1 be the next
iterate by either OGDA/PP method. Therefore, for the update direction for OGDA/PP to be gradient-
related to m(zk), we have:
〈∇m(zk), zˆk+1 − zk〉 = 〈∇m(zk), (zk+1 − zk) + (zˆk+1 − zk+1)〉
≤ −µ‖F (zk)‖2 + ηL2‖F (zk)‖2 + o(η2), (29)
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where we use the results from (27) and (28). That is, the sign of (29) will be dominated by the first two
terms with small η. This results in the choice of η < µL2 to satisfy the gradient-related requirement, leading
again to an iteration complexity bound of O (κ2 ln(1/)).
7.2 Concluding remarks
In this paper we develop a cubic regularized Newton (CRN) method to solve unconstrained convex-concave
saddle point problems. We first consider a general strongly-convex-strongly-concave saddle point problem,
where at each iteration we build a CRN model as a local approximation of the original function and solve
the corresponding saddle point subproblem for an update direction. We then adopt a constant step size to
guarantee the theoretical decrease in the merit function. We propose to use the squared norm of the gradient
as a merit function to measure the progress of such CRN update. A global convergence with iteration com-
plexity O
(
(κ2 + κ · L2µ ) ln(1/)
)
and local quadratic convergence are established. We also provide analysis
on solving the CRN saddle point subproblems. We propose to incorporate a homotopy continuation/path-
following procedure for solving a class of convex-concave saddle point problems that satisfies a certain error
bound assumption. Finally, numerical experiments are conducted which confirm the convergence behavior of
the proposed CRN-SPP method. Possible future research includes improvements of global convergence rate
in terms of the dependency on condition number κ, while retaining local superlinear convergence rate. As
we discussed in the previous subsection, this will likely need to rely on different (or unified) merit functions.
Another future research topic is to develop adaptive strategies to implement CRN-SPP, so as to require no
knowledge on the problem parameters such as µ, L and L2 a priori.
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Appendix A Proofs of the Propositions and Theorems
A.1 Proof of Proposition 2.5
With Assumption 2.1, we have
f(x, y∗)− f(x∗, y∗) ≥ µ
2
‖x− x∗‖2 and f(x∗, y∗)− f(x∗, y) ≥ µ
2
‖y − y∗‖2.
As a result, µ2
(
‖x − x∗‖2 + ‖y − y∗‖2
)
≤ f(x, y∗) − f(x∗, y). Denote z = (x; y) and z∗ = (x∗; y∗). By the
Lipschitzian Assumption 2.2, it holds that ‖F (z)‖2 = ‖F (z) − F (z∗)‖2 ≤ L2‖z − z∗‖2, which leads to the
first half of our result
m(z) ≤ L
2
2
‖z − z∗‖2 ≤ L
2
µ
(f(x, y∗)− f(x∗, y)) ≤ L
2
µ
(
max
y′∈Rm
f(x, y′)− min
x′∈Rn
f(x′, y)
)
.
On the other hand, denote
y∗(x) = arg max
y′∈Rm
f(x, y′) and x∗(y) = arg min
x′∈Rn
f(x′, y).
With this notation, the duality gap can be rewritten as f(x, y∗(x))− f(x∗(y), y). By the first-order station-
arity condition, we have
∇xf(x∗(y), y) = 0 and ∇yf(x, y∗(x)) = 0.
Applying the Lipschitz continuity condition yields
f(x, y) ≤ f(x∗(y), y) +∇xf(x∗(y), y)>(x∗(y)− x) + L2 ‖x∗(y)− x‖2
= f(x∗(y), y) + L2 ‖x∗(y)− x‖2.
Similarly, f(x, y) ≥ f(x, y∗(x))− L2 ‖y∗(x)− y‖2. Combining these two yields
f(x, y∗(x))− f(x∗(y), y) = f(x, y∗(x))− f(x, y) + f(x, y)− f(x∗(y), y)
≤ L2
(‖x∗(y)− x‖2 + ‖y∗(x)− y‖2) . (30)
Additionally, the strong convexity/strong concavity of f gives
‖∇xf(x, y)‖2 = ‖∇xf(x, y)−∇xf(x∗(y), y)‖2 ≥ µ2‖x− x∗(y)‖2,
‖∇yf(x, y)‖2 = ‖∇yf(x, y)−∇yf(x, y∗(x))‖2 ≥ µ2‖y − y∗(x)‖2,
resulting
µ2(‖x∗(y)− x‖2 + ‖y∗(x)− y‖2) ≤ ‖∇xf(x, y)‖2 + ‖∇yf(x, y)‖2 ≤ 2m(z). (31)
Combining (30),(31) we the second half of the result:
max
y′∈Rm
f(x, y′)− min
x′∈Rn
f(x′, y) = f(x, y∗(x))− f(x∗(y), y) ≤ L
µ2
m(z).
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A.2 Proof of Proposition 3.3
We first prove that (8) can be achieved with small enough γk. Note that uk, vk are the solutions to the
stationarity condition (7), which is equivalent to the following system:{
γk‖uk‖uk +Q1uk +Hkxyvk = −gkx,
γk‖vk‖vk +Q2vk − (Hkxy)>uk=gky ,
(32)
where Q1 = H
k
xx  µI and Q2 = −Hkyy  µI are positive definite matrices. Inner product the first equation
in (32) with uk and the second with vk and then sum up the two, we get
γk
(‖uk‖3 + ‖vk‖3)+ (uk)>Q1uk + (vk)>Q2vk = −(gkx)>uk + (gky )>vk.
Consequently, let b = max
{‖gkx‖, ‖gky‖}, we have
γk(‖uk‖3 + ‖vk‖3) + µ(‖uk‖2 + ‖vk‖2) ≤ b(‖uk‖+ ‖vk‖).
Note that ‖uk‖2 + ‖vk‖2 ≥ 12 (‖uk‖+ ‖vk‖)2 and ‖uk‖3 + ‖vk‖3 ≥ 14 (‖uk‖+ ‖vk‖)3. As a result,
γk(‖uk‖+ ‖vk‖)3 + 2µ(‖uk‖+ ‖vk‖)2 ≤ 4b(‖uk‖+ ‖vk‖).
Let ω = γk(‖uk‖ + ‖vk‖), then the above inequality is equivalent to ω2 + 2µω − 4bγk ≤ 0. Solving this
quadratic inequality yields that
γk(‖uk‖+ ‖vk‖) ≤
√
µ2 + 4bγk − µ = 4bγ
k√
µ2 + 4bγk + µ
→ 0 as γk → 0. (33)
We can see that the upper bound for γk(‖uk‖ + ‖vk‖) is an increasing function of γk with function values
ranging from 0 to ∞. This indicates that by making γk small enough, condition (8) can then be satisfied.
Next, we proceed to prove descent result of Proposition 3.3. The proof of this part is based on the concept
of the proof in [26]. By direct calculation,
〈∇m(zk), dk〉 = 〈Hkxxgkx +Hkxygky , uk〉+ 〈Hkyygky + (Hkxy)>gkx, vk〉. (34)
The first term on the RHS of (34) can be written as:
〈Hkxxgkx +Hkxygky , uk〉+ µ · (uk)>Hkxyvk + (gkx)>Hkxyvk − (uk)>Hkxygky (35)
= 〈gkx +Hkxxuk +Hkxyvk, gkx + µ · uk〉 − ‖gkx‖2 − µ · (uk)>Hkxxuk − µ · (gkx)>uk
By(7)
= 〈−γk‖uk‖uk, gkx + µ · uk〉 − ‖gkx‖2 − µ · (uk)>Hkxxuk − µ · (gkx)>uk
≤ −µ2‖uk‖2 − µγk‖uk‖3 − γk‖uk‖(uk)>gkx − ‖gkx‖2 − µ · (gkx)>uk
(i)
≤ −
(
µ2
2
+ µγk‖uk‖ − 1
2
(γk)2‖uk‖2
)
‖uk‖2
(ii)
≤ −µ
2
2
‖uk‖2
where inequality (ii) is because γk‖uk‖ ≤ µ and inequality (i) is due to
−γk‖uk‖(uk)>gkx − ‖gkx‖2 − µ · (gkx)>uk
= −
(
1
2
‖gkx‖2 + γk‖uk‖(uk)>gkx
)
−
(
1
2
‖gkx‖2 + µ(gkx)>uk
)
≤ 1
2
(γk)2‖uk‖4 + µ
2
2
‖uk‖2.
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Similarly, for the second term of (34), we have
〈Hkyygky + (Hkxy)>gkx, vk〉 − µ · (uk)>Hkxyvk − (gkx)>Hkxyvk + (uk)>Hkxygky
= 〈−gky −Hkyyvk − (Hkxy)>uk,−gky + µ · vk〉 − ‖gky‖2 + µ · (vk)>Hkyyvk + µ · (gky )>vk
≤ −µ
2
2
‖vk‖2.
Adding (35) to the above inequality, combining with (34), we have 〈∇m(zk), dk〉 ≤ −µ22 ‖dk‖2, which com-
pletes the proof.
A.3 Proof of Theorem 3.5
First of all, we establish the descent lemma for the mapping F (z) by observing that:
F (zk+1) = F (zk + αdk) = F (zk) + α∇F (zk)dk +
∫ 1
t=0
(∇F (zk + tαdk)−∇F (zk))αdkdt.
Then with Assumption 2.2, we have the following inequality:
‖F (zk+1)‖ ≤ ‖F (zk) + α∇F (zk)dk‖+ α‖dk‖ ∫ 1
t=0
‖∇F (zk + tαdk)−∇F (zk)‖dt
≤ ‖F (zk) + α∇F (zk)dk‖+ α2L22 ‖dk‖2.
(36)
We can rewrite the expression for ∇F (zk)dk using stationarity condition (7):
∇F (zk)dk =
(
Hkxxu
k +Hkxyv
k
−(Hkxy)>uk −Hkyyvk
)
= −F (zk)− γk
(‖uk‖uk
‖vk‖vk
)
.
Putting the above identity back to (36) yields
‖F (zk+1)‖ ≤ (1− α)‖F (zk)‖+ αγk(‖uk‖2 + ‖vk‖2)+ α2L22 ‖dk‖2
≤ (1− α)‖F (zk)‖+ (αγ¯ + α2L22 )‖dk‖2.
Note that (9) indicates that ‖dk‖2 ≤ 8Lmµ4 (m(zk)−m(zk+1)) = 4αµ2 (m(zk)−m(zk+1)), which further yields
‖dk‖2 ≤ 4αµ2 (m(zk)−m(zk+1))
= 2αµ2 (‖F (zk)‖2 − ‖F (zk+1)‖2)
= 2αµ2 (‖F (zk)‖+ ‖F (zk+1)‖)(‖F (zk)− F (zk+1)‖)
≤ 4LDαµ2 (‖F (zk)‖ − ‖F (zk+1)‖).
(37)
where the last inequality is due to ‖F (z)‖ = ‖F (z) − F (z∗)‖ ≤ LD for ∀z ∈ {z : m(z) ≤ m(z0)}. Define
β =
(
L2
Lm
+ 4γ¯/µ2
)
LD. Then combining (37) and (37) yields that
‖F (zk+1)‖ ≤ (1− α)‖F (zk)‖+ β(‖F (zk)‖ − ‖F (zk+1)‖),
which results in:
‖F (zk+1)‖ ≤ (1− α) + β
1 + β
‖F (zk)‖ = (1− α
1 + β
)‖F (zk)‖. (38)
Squaring both sides of (38) and dividing by half, we get the desired bound
m(zk+1) ≤
(
1− α
1 + β
)2
m(zk).
Finally, taking γ¯ = L2µ
2
4Lm
, we have β = ( L2Lm + 4γ¯/µ
2)κD = 2L2LDLm =
2L2LD
L2+L2LD
≤ 2, which further yields
m(zk+1) ≤
(
1− α
3
)2
m(zk) =
(
1− µ
2
6Lm
)2
m(zk).
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A.4 Proof of Lemma 5.2
Suppose r = rank (M). If r = m (namely M is invertible) then the lemma holds true trivially. Now, suppose
r < m, and let a singular value decomposition of M be
M = U>ΛV, where Λ =
(
Λr, 0r×(m−r)
0(m−r)×r, 0(m−r)×(m−r)
)
,
with Λr being an r× r diagonal positive, and U and V are orthonormal matrices. The pseudo-inverse of M
is M+ = V >Λ+U , where Λ+ =
(
Λ−1r , 0r×(m−r)
0(m−r)×r, 0(m−r)×(m−r)
)
. According to the theory of pseudo-inverse
matrices (cf. [4]), L0 = {x : Mx = b} 6= ∅ if and only if b = MM+b, or equivalently, the last m− r elements
of Ub are zero; that is, Ub =
(
b¯r
0m−r
)
.
Now, let G = UV >, which is also orthonormal, and introduce
xt := (M + tI)
−1b = (U>ΛV + tI)−1b = V >(Λ + tG)−1Ub
= V >
(
Λr + tG11 tG12
tG21 tG22
)−1
Ub.
In fact, observe that G22 is invertible. To see this, notice that det(M + tIm) is exactly of the order t
m−r.
However, if G22 would be degenerate, then
det
(
Λr + tG11 tG12
tG21 tG22
)
= det(Λr + tG11) · det
(
G22 − tG21(Λr + tG11)−1G12
) · tm−r
is at least of the order O(tm−r+1) for sufficiently small t > 0, which is a contradiction. Therefore, G22 must
be invertible.
In general, consider a 2 × 2 invertible block matrix
(
A B
C D
)
, where A and its Schur complement D −
CA−1B are invertible. Then (see [12]),(
A B
C D
)−1
=
(
A−1 +A−1B(D − CA−1B)−1CA−1 −A−1B(D − CA−1B)−1
−(D − CA−1B)−1CA−1 (D − CA−1B)−1
)
.
Substituting A = Λr + tG11, B = tG12, C = tG21 and D = tG22 into the above expression, we have(
Λr + tG11 tG12
tG21 tG22
)−1
=
(
Λ−1r +O(t) −Λ−1r G12G−122 +O(t)
−G−122 G21Λ−1r +O(t) G−122 /t+O(t)
)
.
Therefore,
xt = V
>
(
Λ−1r b¯+O(t)
−G−122 G21Λ−1r b¯+O(t)
)
.
Since L0 = {x : Mx = b} 6= ∅, it follows that M+b ∈ L0. Let x0 := M+b = V >
(
Λ−1r b¯
−Λ−1r G12G−122 b¯
)
∈ L0, we
have ‖xt−x0‖ = O(t). By the smoothness of the curve {xt : 0 < t < δ}, we actually have ‖xt−xs‖ = O(|t−s|)
for sufficiently small positive t and s.
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A.5 Proof of Lemma 5.10
First of all, note that since 0 < λk < 1, the sequence {νk} is strictly decreasing. Let us first assume ν0 > 1.
Then for k < K such that νk > 1, we can take λk = λ as a constant:
λ =
(
1
4L2C + 2
) 1
θ
≤
(
ν1−θk
4L2C + 2ν
1−θ
k
) 1
θ
.
Indeed, for K > (4L2C + 2)
1
θ · ln ν0, we have νK = (1− λ)Kν0 ≤ exp(−Kλ)ν0 < 1.
Let us now focus on the case when νk < 1. Without loss of generality, take λk as its upper bound in (23).
Therefore we have
νk+1 =
1−( ν1−θk
4L2C + 2ν
1−θ
k
) 1
θ
 νk = νk − ν 1θk
(4L2C + 2ν
1−θ
k )
1
θ
≤ νk − ξ · ν
1
θ
k ,
where ξ < 1 is a constant defined as
1
ξ
:= (4L2C + 2)
1
θ ≥ (4L2C + 2ν1−θk )
1
θ ,
for νk < 1.
Therefore, to establish the convergence of {νk}, we could instead establish the convergence of the following
sequence:
a0 < 1, ak+1 = ak − ξ · a
1
θ
k , (39)
for θ ∈ (0, 1).
The remaining part of this proof follows from the proof of Theorem 1 in [18].
Let us first note that the function f(x) = 1(1+x)p is convex for x ≥ −1 and p > 0. Therefore, for x ≥ −1,
we have f(x) = 1(1+x)p ≥ f(0) + f ′(0)x = 1− px. Taking p = 1−θθ > 0 and x = ak+1−akak > −1, we obtain(
ak
ak+1
) 1−θ
θ
=
1(
1 + ak+1−akak
) 1−θ
θ
≥ 1− 1− θ
θ
· ak+1 − ak
ak
. (40)
Then
a
θ−1
θ
k+1 − a
θ−1
θ
k = a
θ−1
θ
k
a θ−1θk+1
a
θ−1
θ
k
− 1
 (40)≥ 1− θ
θ
· ak − ak+1
a
1
θ
k
(39)
=
1− θ
θ
· ξ.
Summing up the above inequality from a0 to ak, we have
a
θ−1
θ
k ≥ a
θ−1
θ
0 +
1− θ
θ
· kξ ≥ 1 + 1− θ
θ
· kξ.
Therefore, ak ≤
(
1
1+ 1−θθ ·kξ
) θ
1−θ
. By the definition of C ′ in Lemma 5.10, we obtain νk ≤
(
1
1+C′·k
) θ
1−θ
, for
all k such that νk < 1.
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