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1 Overview 
1.1 Introduction 
The Extreme Science and Engineering Discovery Environment (XSEDE) is the most advanced, 
powerful, and robust collection of integrated digital resources and services in the world. It is a 
single virtual system that scientists can use to interactively share computing resources, data, and 
expertise. 
1.2 Project Context 
Scientists, engineers, social scientists, and humanities experts around the world—many of them at 
colleges and universities—use advanced digital resources and services every day. Things like 
supercomputers, collections of data, and new tools are critical to the success of those researchers, 
who use them to make us all healthier, safer, and better off. XSEDE integrates these resources 
and services, makes them easier to use, and helps more people use them. XSEDE currently 
supports 16 supercomputers and high-end visualization and data analysis resources across the 
country.  
Digital services, meanwhile, provide users with seamless integration to NSF's high-performance 
computing and data resources. XSEDE's integrated, comprehensive suite of advanced digital 
services will federate with other high-end facilities and with campus-based resources, serving as 
the foundation for a national cyberinfrastructure ecosystem. Common authentication and trust 
mechanisms, global namespace and filesystems, remote job submission and monitoring, and file 
transfer services are examples of XSEDE's advanced digital services. XSEDE's distributed 
systems architecture allows open development for future digital services and enhancements. 
XSEDE also provides the expertise to ensure that researchers can make the most of the 
supercomputers and tools. Those include: 
 Extended Collaborative Support that includes teaming with individual research groups or 
with research communities to extend their capabilities. 
 An advanced hardware and software architecture rooted in user requirements and 
hardened by systems engineering that allows for individualized user experiences, 
consistent and enduring software interfaces, improved data management, and ways for 
campus resources to be transparently integrated into the overall XSEDE infrastructure. 
 The XSEDE User Portal, a web interface that allows users to monitor and access XSEDE 
resources, manage jobs on those resources, report issues, and analyze and visualize 
results. 
 Coordinated allocations of NSF's high-end resources and digital services. 
 A powerful and extensible network in which each XSEDE service provider is connected 
to a Chicago-based hub at 10 gigabits per second and has a second 10 gigabit per second 
connection to another national research and education network. 
 Specialized community-provided services that serve a particular function and allow for 
rapid innovation and experimentation. 
 Advanced cybersecurity to ensure that XSEDE resources and services are easily 
accessible to users but protected against attack. 
 Training, Education, and Outreach that expand participation in XSEDE-based projects, 
curriculum development, and more traditional training opportunities. 
 Advanced support for novel and innovative projects. 
 A fellowship program that brings Campus Champions to work closely over the course of 
months with advanced user support staff at XSEDE service providers. 
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 The Technology Insertion Service, which allows researchers to recommend technologies 
for inclusion in the XSEDE infrastructure and enables the XSEDE team to evaluate those 
technologies and incorporate them where appropriate. 
1.2.1 Communities Served  
The national, and global, user community that relies on XSEDE (and previously on TeraGrid) for 
HPC resources has grown tremendously. XSEDE continued to see increased HPC resource user 
numbers in Q3 2011, with 543 new users added in the quarter. The number of open individual 
accounts climbed to 6,399, and XSEDE also saw a new high in the number of non-gateway 
individuals charging jobs at 2,192. An additional 1,162 users submitted jobs via science 
gateways—that is, 35% of XSEDE users submitting jobs worked through gateways. Counting 
current individual accounts and gateway users together, the XSEDE community numbered 7,561 
users. 
As the scope of services that XSEDE offers and provides access to expands from that of 
TeraGrid, metrics with respect to use and utilization of those digital services will also be 
developed and reported.   
Further details can be found §6.2.1. 
1.2.2 XSEDE’s Integrated, Distributed Environment  
XSEDE is taking on the difficult but necessary task of documenting a clearly specified 
architectural design for its distributed systems architecture.  Given the nature of the end game of 
the proposal competition that ultimately resulted in the XSEDE award, the project has had to 
substantially redesign the architecture originally proposed in order to incorporate innovative and 
important elements of the previously competing proposal.  While this has been difficult and has 
led to some confusion, the project is making progress in this process and will begin to produce 
design documents that specify the architecture is detail over the coming months.   
1.2.3 Project Governance 
The XSEDE project has established and organizational structure and governance that promotes 
efficient and effective project performance.  As a distributed project involving 16 partner 
institutions it was necessary to establish a governance model that balances: strong central 
management to provide rapid response to issues and opportunities, delegation and 
decentralization of decision-making authority, openness to genuine stakeholder participation, and 
improved professional project management practices including formal risk management and 
change control.   
The XSEDE governance model is geared towards inclusion of, and responsiveness to, users, 
service providers, and the NSF scientific community. The various stakeholders have input 
through three distinct advisory bodies, which have direct access to the XSEDE Project Director 
and the XSEDE senior management team through regularly scheduled meetings. In order to 
remain well informed of the requirements of the user community, XSEDE leadership receives 
advice and counsel from the User Advisory Committee, the XD Service Providers Forum, and the 
XSEDE Advisory Board. These advisory committees are intimately involved with XSEDE 
management in guiding the project towards optimal operations, service, and support for users.  
The XSEDE project is managed by a senior management team consisting of the PI/Project 
Director as chair, the co-PIs and key leaders of major areas of the XSEDE project, the Chair of 
the User Advisory Committee, and the Chair of the XD Service Providers Forum are full 
members of the senior management team. This team is constituted from those responsible for the 
day-to-day operation of the project and is the highest level management body in the organization. 
In order to be responsive to both the user community and the set of Service Providers with whom 
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we will collaborate, the chairs of the User Advisory Committee and the XD Service Providers 
Forum are members of this team. 
1.3 Project Highlights 
While this report covers only the first quarter of an five year (and possibly longer) project and the 
project faced many of the start-up pains all large projects experience, there were also some 
significant accomplishments.  A number of our activities have laid the groundwork necessary to 
execute the project successfully over the long haul and addressed a number of the issues inherent 
in the incorporation of elements of two proposals into a single final plan. 
The XSEDE project was announced and its website launched in July 2011, with revisions to the 
homepage to increase its functionality and attractiveness with many positive comments for the 
research community making use of the XSEDE web presence.  The new XSEDE web site, 
XSEDE User Portal (XUP), and XSEDE User Portal Mobile went into production on July 5
th
. 
Many activities involved the transition from the TeraGrid support services to XSEDE’s services. 
The allocations process was successfully transitioned from TeraGrid to XSEDE. The XUP also 
became more tightly integrated with the allocation process and POPS to improve accessibility.  
The Security team transitioned the incident response and working group teams and began work 
on the first year deliverables.  The XSEDEnet team successfully transitioned from the TeraGrid 
network to the XSEDE network with no interruptions in service and began work on instrumenting 
the network for monitoring and tuning.  The Accounting and Account Management team 
transitioned the TeraGrid accounting database and the proposal submission system (POPS) to 
XSEDE, while ensuring un-interrupted processing of allocations and accounts.  The Systems 
Operational Support team oversaw the seamless transition of both the TeraGrid Operations Center 
and ticketing system to XSEDE, upgraded and provided backup services for some key 
infrastructure hardware and systems, and maintained a 96% uptime of centralized services. Data 
Services transitioned file, file system and archival systems to XSEDE. 
In the first quarter of operation, the Extended Collaborative Support Service (ECSS), the new 
name for what used to be called Advanced User Support Services (AUSS), took over all the 
responsibilities of the TeraGrid ASTA program. The transition was very smooth. In the current 
quarter, 31 projects were inherited from ASTA, seven projects were completed and six new 
projects started in the Extended Collaborative Support for Research Teams (ECRT).  The Novel 
and Innovative Projects (NIP) efforts were initiated engaging 16 groups in substantive 
discussions. 
Outreach activities started out in high gear with 33 tutorials involving 58 ECSS staff members 
given at the TeraGrid11 conference as well as numerous summer schools and summer institutes.  
September brought the beginning of the XSEDE TEOS blog, covering educational outreach and 
events across the national partnership. A basic definition of the goals and scope of the XSEDE 
campus bridging effort, drawing heavily on the work of the ACCI Campus Bridging Task Force 
was also developed. A flier about Campus Bridging has been developed for distribution at SC11. 
Of particular importance the original requirements from both the XSEDE and XROADS 
proposals were reviewed, analyzed and merged to form a formal requirements baseline for 
XSEDE. This helps to inform the Architecture and Design (A&D) team which faced related and 
more difficult challenges in starting out the project as a consequence of hasty definition of the 
architecture.  These first months of the project have involved going back and clarifying and 
resolving various issues with respect to what had been done. Complimenting this, Software 
Testing and Deployment began the Operational Readiness Review process for Software 
Development and Integration’s (SD&I) Software Increment 1 for planned deployment in late 
2011 or early 2012. 
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This first project quarter reflects the project’s ability to continue and enhance valued efforts from 
TeraGrid and we also to take the first steps in realizing the vision of XSEDE. 
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2 Science and Engineering Highlights  
 
2.1 Astrophysics: Cold Gas Flows and the First Quasars (Tiziana Di Matteo & 
Rupert Croft, Carnegie Mellon University) 
  
With the largest smooth-particle hydrodynamics 
cosmological simulation to date and a new approach to 
visualizing the results, astrophysicists solved a puzzle 
about how some of the first black holes in the universe 
became supermassive in such a short time. Recent 
astronomical observations, such as the Sloan Digital Sky 
Survey, have discovered quasars associated with 
supermassive black holes in the first billion years after the 
big bang. While the existence of black holes isn’t 
surprising, supermassive ones at this early stage of the 
universe challenges the cold dark matter model. To resolve 
this puzzle, in 2010, Tiziana Di Matteo, Rupert Croft, and 
their collaborators mounted a very large-scale simulation 
with Kraken at NICS. They called their simulation 
MassiveBlack. Using all of Kraken’s nearly 100,000 
compute cores, the researchers simulated a cube of .75 
gigaparsecs per side (about 2.5 billion light years). Within 
this volume, MassiveBlack included 65.5 billion particles 
to represent matter, as the universe evolved from 10 
million years after the big bang through early structure 
formation and emergence of the first galaxies and quasars 
to around 1.3 billion years later. To visualize their results, researchers turned to Blacklight at 
PSC, which made it possible to hold a snapshot of the entire simulation volume—three 
terabytes—in memory at one time. With help from this visualization, the researchers identified a 
physical phenomenon that goes far toward explaining the existence of supermassive black holes 
so early in the universe. They showed that, in regions of high density, gas comes straight into the 
center of the black holes, and in these places black holes grow very rapidly. This cold gas flow 
phenomenon had been gaining acceptance as a phenomenon involved in galaxy formation but 
only at much lower redshifts. This was the first simulation to see this phenomenon at high 
redshift. 
 
2.2 Atmospheric Sciences: Whatever the Weather (Ming Xue, University of 
Oklahoma) 
 
Since 2009, scientists from the Center for Analysis 
and Prediction of Storms (CAPS) at the University 
of Oklahoma have spent several weeks of spring—
the meteorological peak of severe weather in the 
continental United States—using supercomputers at 
the National Institute for Computational Sciences 
(NICS) to improve real-time weather forecasts. This 
 
Figure 2.1.  Snapshot from the 
MassiveBlack simulation at redshift 
4.75, approximately 1.3 billion years 
after the big bang, showing a quasar 
associated with a supermassive black 
hole. Gas distribution is color coded by 
temperature (blue through red). Cold 
streams of gas (green) penetrate the dark 
matter “halo” (blue circle) of the black 
hole (green circle) at the galaxy center. 
 
Figure 2.2.  A still shot of an animated movie 
showing real-time forecasts for the Atlantic 
hurricane season. Dark swirls of green represent 
building storms. Credit: CAPS/University of 
Oklahoma 
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year, led by CAPS Director Ming Xue, the team ran—at 4-kilometer grid spacing—real-time 
weather forecasts on the Cray XT4 known as Athena. The CAPS team also used the Cray XT5 
Kraken for another daily forecast at 1-kilometer grid spacing in near real-time. Both the 4- and 1-
kilometer forecasts covered the entire continental United States. This year’s real-time forecasts 
used roughly half of Athena’s 18,048 computer processor cores dedicated solely to this project. 
The CAPS team used four numerical weather prediction models in their 2011 forecasting system. 
Using multiple models, the team is able to produce ensemble forecasts that properly represent the 
uncertainty in the atmospheric initial conditions and in the prediction model, consequently 
producing reliable probability forecasts of severe weather. According to Fanyou Kong, a senior 
research scientist at CAPS, the ensemble method provides a level of uncertainty (and thus 
certainty) in forecasts because researchers are able to derive probabilistic information from the 
ensemble members. “Member” is a term for an individual model run, and in the CAPS system, 
these members come from any of the four models. The 2011 CAPS Spring Forecast Experiment 
project was the most efficient and productive yet, due in part to help from staff at NICS. A 
profiling tool, as well as load balance optimization, created by NICS staff members allowed the 
research team to monitor the status of their runs in real time, permitting early detection of 
problematic runs and optimal core usage on Athena. Compared to 2010, CAPS models simulated 
more time (from 30 hours to 36), and time to complete computation was reduced by an hour, 
from six to five. The team ran approximately 50 percent more ensemble members compared to 
runs in 2010, going from 26 members to 51. They also were able to successfully simulate the 
outbreak of tornadoes around Joplin, MO, in May 2011. “At 4-kilometer resolution, you cannot 
resolve the tornado, but you can forecast supercell storms that generate tornadoes,” explained 
Fanyou Kong, a senior research scientist at CAPS. “This includes some diagnostic parameters, 
which can show you the location of the highest probability of tornado generation.” A Ph.D. 
student in the CAPS group conducted some very high-resolution (25-meter) simulations where 
tornado generation and touchdown were visible, but Kong explained that, even with today’s most 
powerful supercomputers, real-time forecast of tornadoes at such high resolution is not yet a 
possibility. The team hopes that, as computational resources grow in power in the future, their 
real-time weather forecasts will be ready and able to precisely pinpoint these violent storms. 
 
2.3 Atmospheric Sciences: Ice, Ice, Baby (Cecilia Bitz, University of Washington) 
 
A team led by Cecilia Bitz of the University of 
Washington ran 10-km simulations of the Antarctic ice 
sheet using the Community Earth Systems Model (CESM) 
to determine if the depletion of ozone over the Antarctic 
continent is causing sea ice to expand. CESM is a fully 
coupled, global climate model that provides state-of-the-
art simulations of the Earth's past, present, and future 
climate states. However, it has its problems, as previous 
models of the Antarctic sea ice showed an actual decrease 
in area annually, in direct contrast with observations, 
which show an overall expansion. Bitz’s hypothesis was 
that the models were too coarse, and by ramping up the 
resolution ten-fold her team could get to the truth. Bitz 
believed that the model’s ocean response to increased wind 
strength at coarse resolution was incorrect, downplaying 
environmental factors such as ocean currents and eddies 
that could likewise contribute to the overall expansion of the sea ice. After months of preparation, 
Figure 2.3.  Surface temperature (in 
degrees Celsius) response to depleting 
ozone over the second half of the 20th 
century. The response at low resolution 
(left panel) is about twice as strong as at 
high resolution (right panel). Credit: 
Cecilia Bitz 
 13 
Bitz’s team began the two-month-long process of the actual simulations, with most of the runs 
consuming 6,000 of the University of Tennessee’s Kraken supercomputer’s more than 112,000 
cores. More than 11 million CPU hours were used, with each simulation generating 
approximately 50 terabytes of data. “Just to analyze and interpret that amount of data is 
intensive,” said Bitz, who is also using the University of Tennessee’s Nautilus supercomputer in 
the analysis effort and XSEDE systems at the Texas Advanced Computing Center to teach a 
climate modeling course and study geoengineering as a means to offset our increase in carbon 
dioxide production [Nature 468, 955–958 (16 December 2010)]. Unfortunately, the team’s 
analyses of the Antarctic sea ice simulations aren’t generating exactly what was expected, but it 
does seem that they are getting closer to nature. “A lot of the subtle behavior is different at fine 
resolution,” said Bitz. For example, the finer-scale model shows some areas of Antarctic sea ice 
expanding that match observation, but other areas that should be expanding aren’t. Bitz believes 
that this might not be due to flaws in the model but to longer-term climate variability that isn’t 
influenced by human activity, such as the Little Ice Age. However, one thing is clear: the model 
reveals that the expansion is very likely not solely due to ozone—a milestone for climate 
modeling.   
 
2.4 Chemistry: Recoupled Pair Bonding and Its Impact on Molecular States, 
Structure, Energetics, and Reactivity (Thom Dunning, University of Illinois at 
Urbana-Champaign) 
 
A team of Illinois chemists led by NCSA Director Thom 
Dunning and research chemist David Woon discovered 
that a previously unknown type of bond is responsible for 
the stability of hypervalent molecules. Using the Ember 
and recently retired Abe supercomputers at NCSA in 
addition to computational resources in the chemistry 
department, the researchers discovered a new type of bond 
that explains hypervalency. The team conducted 
computational studies (using the Molpro suite of quantum 
chemistry programs) of the ground and low-lying excited 
states of the sulfur fluorine species: SF, SF2, SF3, SF4, SF5 
and SF6. They concluded that hypervalency is caused by a 
previously unknown type of chemical bond, which they 
dubbed a “recoupled pair bond.” How does this happen? 
Imagine two atoms, one with two electrons in an 
outer orbital and the other with just one. Normally the already paired electrons wouldn't 
participate in a bond. However, some atoms, like fluorine, are able to force the paired electrons to 
split apart and form new bonds. One electron from the original two-electron atom pairs with the 
electron in the singly occupied fluorine orbital, in essence “re-coupling.” The other previously 
paired electron is now also available to “re-couple” and form another bond. Thus, two bonds can 
form where you would have expected none. The team has published several explorations of this 
new mode of bonding, including in The Journal of Physical Chemistry A in 2010 and 2011. 
 
 
Figure 2.4.  Cutaway view of singly 
occupied orbitals of the SFCl excited 
(triplet) state bond-stretch isomers. 
S(yellow), Cl(green), F(blue). Darker color 
of the orbital indicates greater electron 
density. In the chlorine-recoupled isomer, 
the recoupled pair bond is localized along 
the S-Cl bond, and in the fluorine-
recoupled isomer it is localized along the 
S-F bond. 
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2.5 Computational Chemistry: Mechanism of 150-
cavity Formation in Influenza Neuraminidase 
(Rommie Amaro, University of California 
Irvine) 
Researchers from the University of California, Irvine—with 
assistance of computational resources and expertise from the 
San Diego Supercomputer Center (SDSC) at UC San Diego 
and the National Institute for Computational Sciences (NICS) 
at the University of Tennessee—recently found a new 
approach to create customized therapies for flu strains that 
resist current antiviral drugs. Using powerful computer 
simulations on SDSC’s new Trestles system, launched earlier 
this year under a $2.8 million National Science Foundation 
(NSF) award, UCI’s Rommie Amaro and Robin Bush—
together with SDSC’s Ross Walker—created a method to 
predict how pocket structures on the surface of influenza 
proteins promoting viral replication can be identified as these 
proteins evolve, allowing for possible pharmaceutical 
exploitation. The findings were published in the July online 
issue of Nature Communications. “Having additional antivirals 
in our treatment arsenal would be advantageous and potentially critical if a highly virulent 
strain—for example, H5N1—evolved to undergo rapid transmission among humans or if the 
already highly transmissible H1N1 pandemic virus was to develop resistance to existing antiviral 
drugs,” said Amaro. The search for effective flu drugs has been hampered by the influenza virus 
itself, which mutates from strain to strain, making it difficult to target with a specific 
pharmaceutical approach. The most common clinical flu treatments are broad-based and only 
partially effective. They work by interrupting the action of an enzyme in the virus called 
neuraminidase, which plays a critical role in viral replication. In 2006, scientists discovered that 
avian influenza neuraminidase (N1) exhibited a distinctive, pocket-shaped feature in the area 
pinpointed by clinically used drugs. They named it the 150-cavity. For this study, Amaro and 
Bush, associate professor of ecology and evolutionary biology, created molecular simulations of 
flu proteins to predict how these dynamic structures move and change, as well as where and when 
the 150-cavity pockets will appear on the protein surface. Walker, an assistant research professor 
who runs the Walker Molecular Dynamics Lab at SDSC, developed a customized version of the 
AMBER software, a widely used package of molecular simulation codes, to run these simulations 
on Trestles. That included detailed performance tuning including hard-coding atom counts, atom 
types and parameters, and being able to use Trestles for uninterrupted two-week runs that 
together consumed more than one million SUs (single processor hours). “We initially used the 
Athena supercomputer at NICS, which provided us with all the initial comparison data before 
Trestles came online earlier this year,” said Walker. “We had Trestles all ready to go as soon as 
the first H1N1 protein structure was available, and using the earlier work we did on Athena, we 
were able to put Trestles immediately to work to conduct simulations of the structure as part of 
this research.”  Robert Swift and Lane Votapka of UCI, as well as Wilfred Li of UC San Diego, 
also contributed to the study, which received support from the National Institutes of Health and 
the NSF.  
 
   
Figure 2.5. The 150- and 430-loop 
structures are shown for 09N1 
crystal structure (purple), 09N1 
second-most dominant molecular 
dynamics (MD) cluster repre-
sentative structure (green 
backbone), and VN04N1 crystal 
structure (orange), indicating that 
the pandemic N1 adopts an open 
150-loop conformation. Gly147, 
Ile149, Lys150 and Pro431 are 
shown in stick representation. This 
simulation was conducted on 
SDSC’s Trestles supercomputer. 
Credit: R. Amaro/UCI 
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2.6 Digital Humanities: Petascale Humanities: Supercomputing Global News 
Media (Kalev Leetaru, University of Illinois at Urbana-Champaign) 
 
By analyzing the overall tone and geographic references of 
large amounts of global news media, supercomputers 
could help forecast human behavior, from national 
conflicts to the movement of individuals. Kalev Leetaru, 
research scientist at the University of Illinois at Urbana-
Champaign, combined three massive news archives 
totaling more than 100 million articles worldwide to 
explore the global consciousness of the news media. The 
study—published in the journal First Monday—details 
how Leetaru used the shared-memory supercomputer 
Nautilus at the National Institute for Computational 
Sciences to work with this massive data set. Using a range 
of analysis techniques, Leetaru was able to produce a 2.4-
petabyte (more than two million gigabytes) network 
containing more than 10 billion people, places, things, and 
activities connected by more than 100 trillion relationships. Leetaru divided the data into 
workable amounts and allowed Nautilus to uncover patterns in these subsets. Arguably one of the 
most unexpected findings highlighted in Leetaru’s paper focuses on using news to map the 
movements of Osama bin Laden. Leetaru was able to create a map connecting cities mentioned in 
stories that also referenced bin Laden. The news created a 200-kilometer radius in Northern 
Pakistan, including Abbottabad, where the militant leader was ultimately found. Leetaru was also 
able to use news tone to retroactively forecast revolutions in Egypt, Tunisia, and Libya and 
dissect the underpinnings. Leetaru looked at 1,500 dimensions of emotion before deciding tone 
was the most reliable metric for conflict. Tone mining creates a numeric measure of overall tone 
in a document. An algorithm counts the number of “positive” and “negative” words that appear 
and assigns a positive or negative value. For Egypt, the tone fell to a negative value in early 2011, 
seen only once before in the past three decades. What's more, the tone of the coverage 
specifically mentioning now-deposed president Hosni Mubarak reached its lowest level ever in 
early 2011. Similar sharp falls in tone were found for Tunisia and Libya. Such trends in news 
tone might reveal when a region or state is disposed to unrest. The analysis of this study currently 
applies to things that have already happened, but Leetaru is already working on technology that 
will allow this system to be implemented in real time, providing foresight into social uprising. "It 
looks like a stock ticker in many regards, and you know what direction it has been heading the 
last few minutes, and you want to know where it is heading in the next few,” he explains of the 
real-time social forecasts. “It is very similar to what economic forecasting algorithms do." 
Leetaru said he also hoped to improve the resolution of analysis, especially in relation to 
geographic location. "The next iteration is going to city level and beyond and looking at 
individual groups and how they interact.” While it’s all still a work in progress, Leetaru hopes 
that his initial results will prompt more studies in computational humanities. 
 
2.7 Genomics: Whole Genome Sequencing of the Little Skate, Leucoraja erinacea 
(James Vincent, University of Vermont, Northeast Cyberinfrastructure 
Consortium)  
 
 
Figure 2.6. A snapshot of the global 
tone of the world's press, with brighter 
red being more negative and brighter 
green being more positive. Credit: Kalev 
Leetaru/University of Illinois at Urbana-
Champaign 
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The little skate, a fish species of the northwestern Atlantic, 
is one of only 11 non-mammals selected by the NIH as a 
model organism for a genome sequencing project of the 
Northeast Cyberinfrastructure Consortium, which was 
formed with an American Recovery and Reinvestment Act 
grant in 2009 and includes core bioinformatics programs in 
five northeastern states. The skate genome is 3.4 billion 
bases, a little larger than the human genome, and the task 
was to assemble billions of 100-base reads. Because there 
is no reference genome, the project required de novo 
assembly. Using software called ABySS, Vincent brought 
the project to PSC in 2011. Working with XSEDE ECSS 
consultant Phil Blood to run ABySS on Blacklight, 
Vincent overcame workflow difficulties and software bugs 
that had stymied his progress. With ABySS’s algorithm for genome assembly, some parts of the 
assembly require only one or a small number of processors, while others exploit massive 
parallelism. Therefore, it had been necessary to move back and forth between a massively parallel 
cluster and a large memory single-processor machine. Blacklight’s shared memory eliminated 
this. Within weeks, Vincent completed a draft genome—progress that had eluded him for nearly a 
year on other systems. Along with Blacklight’s shared-memory architecture, Vincent credits 
XSEDE consultant Blood, who solved a number of problems, including resolving an ABySS 
problem with the software authors. Vincent and his collaborators are now analyzing this draft 
genome in comparison with another little skate draft genome—done with different software. 
 
2.8 Geophysics: Role of Electron Physics in Development of Turbulent Magnetic 
Reconnection in Collisionless Plasmas (Homa Karimabadi, University of 
California San Diego) 
 
Homa Karimabadi works with a team of physicists who 
have used petascale supercomputing to carry out, for the 
first time, realistic 3D simulations of magnetic 
reconnection, the physical process involved in the 
auroras, when ionized particles blasted into space by the 
sun crash into Earth’s magnetic field. Some of these 
solar wind events are perilous to Earth-based electronics, 
having knocked out satellites and occasionally causing 
power blackouts. With very large-scale 3D simulations 
using Kraken at NICS (also Roadrunner at Los Alamos), 
Karimabadi and his collaborators have been able to 
characterize—with much greater realism than was 
previously possible—how turbulence within sheets of 
electrons generates helical magnetic structures called 
“flux ropes,” which physicists believe play a large role 
in magnetic reconnection. In contrast to previous 
theories, they found that the majority of flux ropes are 
produced by secondary instabilities within the electron 
layers. Through this process, Earth’s magnetic field lines 
break and reconnect in ways that allow solar particles to 
penetrate Earth’s magnetosphere, which, under most circumstances, serves as a shield against 
 
Figure 2.7.  The Little Skate in a Lab 
Dish. Credit: Mount Desert Island 
Biological Laboratory  
 
 
Figure 2.8. This 3D graphic from 
visualization on Blacklight shows 
magnetic-field lines (intensity coded by 
color, blue through red, negative to 
positive) and associated tornado-like 
streamlines (white) of a large flux rope 
formed due to tearing instability in thin 
electron layers. 
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solar plasma. Karimabadi is using PSC’s Blacklight to visualize their simulations, one run of 
which can generate more than 200 terabytes. Blacklight’s shared-memory architecture was 
critical, says Karimabadi, for the researchers being able to solve the physics of flux rope 
formation. Karimabadi and colleagues reported their findings in Nature Physics (April 2011), and 
they are writing up recent results for Physical Review Letters and Geophysical Research Letters. 
Their findings are important for NASA’s upcoming Magnetosphere Multiscale Mission to 
observe and measure magnetic reconnection. 
 
2.9 Inorganic Chemistry: Structure of a γ-Modified Peptide Nucleic Acid Duplex 
(Catalina Achim, Carnegie Mellon University) 
 
Catalina Achim of Carnegie Mellon University and colleagues 
used PSC’s Pople in computations that derived the first accurate 
3D structure of a double-helical molecule that holds promise for 
applications in biomedicine and nanotechnology. A Collaborative 
Research in Chemistry grant from NSF supported this project. 
Achim worked with a team, including TeraGrid/XSEDE scientist 
Marcela Madrid, and used PSC’s Pople (now decommissioned) to 
solve the structure of a bio-mimetic molecule called PNA, peptide 
nucleic acid. PNA has structural similarity to DNA, but with the 
advantage—for research and applications in electron transfer—of 
no electrical charge. Achim and her colleagues substituted peptide-
like groups for the phosphate groups of the DNA backbone and did 
2D NMR spectroscopy on this molecule. To derive an accurate 3D 
structure, PSC’s Madrid applied restrained molecular dynamics 
with AMBER to determine a family of PNA structures that fit the 
NMR data. The initial family of structures, however, had 
backbones that varied significantly from each other, attributable to 
intrinsic flexibility of the PNA backbone. The researchers 
modified the PNA backbone—to make it more rigid—leading to 
more NMR restraints, which in turn circumscribed the MD. Madrid used GAUSSIAN98 to 
calculate the changed charges she needed as input to the MD force fields. Another round of MD 
computations produced a family of 3D structures that fit the NMR data and also fit well with the 
available crystallographic structure with much less variation in the backbone. The results, 
reported in Molecular Biosystems (2010), provide for the first time the 3D structure of this PNA 
molecule. Potential applications include attaching metal ions to the PNA scaffold to create metal-
PNA complexes that can catalyze reactions. Achim also foresees using PNA to create nanowires 
for quantum circuitry. Achim expects that the XSEDE’s 
shared-memory system, Blacklight at PSC, will help to further 
advance this work.  
 
2.10 Molecular Biosciences: Why Carbon Nanotubes 
Spell Trouble for Cells (Robert Hurt, Brown 
University) 
 
Figure 2.9. Side (top) and 
axial (bottom) view of 
peptide nucleic acid 
simulated by Catalina Achim 
and colleagues. 
Figure 2.10.  Cells ingest things by 
engulfing them. When a long 
perpendicular fiber comes near, the 
cell senses only its tip, mistakes it 
for a sphere, and begins engulfing 
something too long to handle. 
Credit: Gao Lab/Brown University 
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Scientists have long wondered why cells are interested in nanoscale materials that are too long to 
be fully ingested. Through molecular simulations and experiments, researchers from Brown 
University report in Nature Nanotechnology that certain nanomaterials such as carbon nanotubes 
enter cells tip-first and almost always at a 90-degree angle. The orientation ends up fooling the 
cell; by taking in the rounded tip first, the cell mistakes the particle for a sphere, rather than a 
long cylinder. By the time the cell realizes the material is too long to be fully ingested, it's too 
late. The research is important because nanomaterials like carbon nanotubes have promise in 
medicine, such as acting as vehicles to transport drugs to specific cells or to specific locations in 
the human body.          If scientists can understand how nanomaterials interact with cells, then 
they can conceivably design products that help cells rather than harm them. “We ultimately want 
to stop the attraction between the nanotip and the cell,” said Huajian Gao, professor of 
engineering at Brown and the paper’s corresponding author. The team hypothesized the 
interaction using coarse-grained molecular dynamic simulations and capped multiwalled carbon 
nanotubes. More than 200,000 processor hours of simulations were run on the Cray XT5 Kraken 
at the National Institute for Computational Sciences. In experiments involving nanotubes and 
gold nanowires, and mouse liver cells and human mesothelial cells, the nanomaterials entered the 
cells tip-first and at a 90-degree angle about 90 percent of the time, the researchers report. The 
team would like to study whether nanotubes without rounded tips—or less rigid nanomaterials 
such as nanoribbons—pose the same dilemma for cells. 
 
2.11 Physical Chemistry: Modeling of Structural and Electronic Properties of 
Metamaterials (Petr Kral, University of Illinois at 
Chicago) 
 
Much has been accomplished in the area of targeted drug 
delivery, but there still is much to do. Working under the 
guidance of principal investigator Petr Kral, and in 
collaborations with Hayat Onyuksel and Seungpyo Hong, 
graduate student Lela Vukovic is studying PEG-ylated 
phospholipid and dendron-based micelles for use as drug 
nanocarriers. Nanocarriers loaded with drugs can be specifically 
delivered to the cancer site, either through passive or active 
targeting, and attack only the cancer cells. In this way, the 
patients don’t get as sick with side effects as in traditional 
chemotherapy. Using NCSA’s now-retired Mercury and Abe 
clusters, and the recently-retired Lincoln graphics processing 
unit (GPU) cluster, Vukovic performed extensive atomistic 
molecular dynamics simulations in which PEG-ylated 
phospholipid micelles are characterized in pure water and ionic 
solutions. The simulations are massive. They have up to 750,000 
atoms, and they need to be calculated for days at a time. While pharmacy collaborators prepare 
micelles with these biocompatible and regulated phospholipids for use in experiments and are 
testing them in vitro and in vivo, the research Kral’s team is doing could be classified as 
fundamental. They are trying to understand, in detail, what the micelle looks like and how it 
behaves, where the drug would go, and clarifying under what conditions the drugs could be 
released. Their modeling has shown that the empty nanocarrier is sensitive to its solvent 
environment, as its size and morphology are observed to change from small and spherical in pure 
water to larger and non-spherical in saline solution. Studying drugs within the nanocarrier, they 
have found that some hydrophobic drugs can have a local energy minimum in the center of the 
  
Figure 2.11. A PEG-ylated 
phospholipid micelle,SSM 
nanocarrier the Kral team is 
studying.  Different regions 
(core, ionic interface, PEG 
corona, and aqueous ionic 
solution) are visualized on the 
left side of the figure. Red and 
orange lines separate the different 
regions. On the right side is the 
nanocarrier as it looks from the 
outside. 
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nanocarrier. When micelle cores are filled with drugs, the micelle cores change their shape and 
become more spherical. However, for most of the hydrophobic drugs they have studied, which 
usually have at least one polar chemical group, they find that drugs prefer to reside at the 
interface of the core and the corona, where both hydrophobic parts of the drugs and polar groups 
can be solubilized in their preferential environments. The simulations also indicate that the 
thickness of the PEG coating on the nanocarrier fluctuates, which can lead to the exposure of the 
core to the outer solvent. Their results were published in 2011 in the Journal of the American 
Chemical Society and Chemical Communications. 
 
2.12 Stellar Astronomy and Astrophysics: From Star Formation To Supernovae: 
Astrochemistry Of Turbulent Gmc Models And Studies Of Type Ia 
Supernovae (Robert Fisher, University of 
Massachusetts Dartmouth ) 
 
With master’s student David Falta and UMass Dartmouth physics 
colleague Gaurav Khanna, Robert Fisher used NCSA’s recently 
retired Abe and LONI’s QueenBee to explore the expected 
gravitational wave signature from Type Ia supernovae, running 
first-principles 3D simulations of the gravitationally confined 
detonation scenario for Type Ia supernovae. Their team is the first 
to successfully predict the gravitational wave signature for Type Ia 
supernovae. They not only predicted the expected gravitational 
wave signature but also determined that it would be detectable for 
nearby extragalactic events by the next-generation follow-on to the 
European Space Agency’s Laser Interferometry Space Antenna 
(LISA) or the Big Bang Observer (BBO). If detectable, these 
gravitational waves will offer a window into the very first second 
of the Type Ia explosion, information that is not obtainable by 
studying visible light. They discovered the wave signature by 
exploring the consequences of the Type Ia supernova explosion 
instead of just simulating it. By focusing on the consequences, they 
noticed the explosion doesn’t originate from the star’s center; it 
goes off asymmetrically. Recent optical measurements by Keiichi 
Maeda of the University of Tokyo and colleagues—published in Nature—have independently 
confirmed that Type Ia supernovae are asymmetric. Albert Einstein’s Theory of Relativity 
predicts that, if you take a large amount of mass that is asymmetric, it will give off another form 
of radiation that is not seen by visible light but is actually a distortion in space and time. Type 1a 
supernovae are a leading candidate for the source of the waves we might detect, and knowing 
what they might look like makes it much easier to try to find them. The team’s results were 
published in 2011 in Physical Review Letter.  
 
2.13 Understanding biological macromolecules in situ (Prof. Borries Demeler, 
University of Texas Health Sciences Center, San Antonio (UTHSCSA) 
 
Protein scientists have new tools and new challenges in trying to understand the behavior of 
proteins in situ – at concentrations and in environments very different than many past studies of 
proteins which focused on protein behavior in very dilute environments. Studying the role of 
 
 
Figure 2.12.  The simulation is 
initiated near the endpoint of 
the white dwarf’s lifespan, 
when a single nuclear flame 
bubble has been ignited near 
its center. The buoyancy of the 
bubble rapidly pushes it up to 
the surface of the white dwarf. 
Within one second of physical 
time, the bubble emerges from 
the surface of the white dwarf. 
An intense jet sets off a 
detonation on the opposite end 
of the star about one second 
later.  
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colloids and electrostatic forces will be very important to better understanding of protein biology. 
Analytical UntraCentrifuge (AUC) experiments offer one way gain insight into the properties of 
proteins and other biological macromolecules. This permits the investigation of structure-function 
relationships implicated in many diseases, including cancer. The UltraScan Science Gateway 
supports the hydrodynamic study of biological macromolecules and synthetic polymers by high-
resolution modeling AUC experiments. The UltraScan software is in use by over 700 
biochemists, biophysicists, biologists, and material scientists worldwide. More than 60 
institutions use the Ranger and Lonestar systems via the UltraScan Science Gateway.  
The Open Gateway Computing Environments (OGCE) project (Dr. Marlon Pierce, OGCE PI and 
Suresh Marru, XSEDE ECSS Science Gateway Lead) provides software to support the high 
performance computing needs of Prof. Borries Demeler’s UltraScan Science Gateway for the data 
analysis of analytical ultracentrifugation experiments.  UltraScan is regularly in the top five 
science gateways for XSEDE allocation usage per quarter. The UltraScan-OGCE collaboration 
originated as an advanced support request under XSEDE’s predecessor, TeraGrid.  UltraScan is 
notable as a successful gateway supporting a federation of relatively small experimental 
laboratories.  
 
  
Figure 2.13. AUC analysis of hydrodynamic and spectral properties of CdTe semiconducting 
nanoparticles. A) 3-dimensional primary data scan (a single time point in a 40 minute experiment) collected 
with a multiwavelength detector, containing 800 wavelengths and 1000 radial points for each time point. B) 
Sedimentation results as a function of wavelength, clearly showing the quantum gap red shift observed in 
larger particles. 
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3 XSEDE Project Office 1.1 
3.1 Overview 
The first quarter of the project saw many activities within the Project Office.  These varied 
significantly in that some areas were very well defined during the proposal development process 
(e.g. project management, external relations) but others experienced difficulties in that they were 
either redefined or only initially defined as part of the final stages of the competition.  In the latter 
cases, significant work has gone into defining the roles and responsibilities along with the 
associated processes for many practices.   
3.2 Project Management and Reporting 1.1.1 
The project management team has accomplished the following tasks for the quarter ending 
9/30/2011: 
Risk Management: 
The risk register was updated to include XROADS risk items, was updated with current status of 
identified risks, and was updated with known retired risks. 
Project Schedule: 
The baseline schedule was reviewed and updated to reflect new project start date/WBS names/ 
and activities. 
Project Management Software Tool: 
Requirements were gathered in order to select a project and portfolio management (PPM) tool. 
Seven PPM products meeting the requirements were selected to be evaluated from a pool of over 
150 potential candidate products. The procurement for the best fit software product is on-going. 
Reporting: 
The quarterly report format was created. 
Quarterly Meeting: 
The first XSEDE Quarterly meeting was planned and held on August 30-September 1 in 
Pittsburgh following the Resource Allocation Committee (RAC) meeting. We will follow and co-
locate with the RAC meeting whenever feasible to minimum travel expenses and maximize travel 
efficiency because a subset of the RAC meeting attendees also attend the XSEDE Quarterly 
meetings. 
 
3.3 Systems and Software Engineering 1.1.2 
During this quarter, the XSEDE Systems and Software Engineering Team accomplished the 
following: 
Requirements Review 
Both the XSEDE and XROADS proposal teams had developed sets of user requirements that 
were used to guide their architecture development. The original requirements from both the 
XSEDE and XROADS proposals were reviewed, analyzed and merged to form a single set of 
requirements that form a base set with which to move forward. These requirements have also 
been reviewed and approved by project management.  
 
We also reviewed the requirements gathered by the Operations group that were used to guide the 
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ticket system evaluation.  
 
User Requirements, Evaluation and Prioritization Working Group 
We formed the User Requirements, Evaluation and Prioritization Working Group  - the “UREP”. 
This group is made up of representatives recruited from all of the major project areas of XSEDE 
and will serve to review and prioritize XSEDE requirements that will guide development 
of XSEDE going forward.  
Documentation 
Although extensive documentation exists for System Engineering processes, it is written for a 
different audience and is full of jargon and obtuse language. This documentation is being 
streamlined and rewritten so that it is understandable and useful to XSEDE staff and community.  
Similarly, since the idea of the UREP is also new to virtually all members of XSEDE, as well as 
the UREP members themselves, appropriate documentation also had to be developed to inform 
the UREP members about their duties and UREP processes.  
 
We have committed to using the XSEDE Staff Wiki as our main method for providing up-to-date 
information and documentation about Systems Engineering activities and processes and making it 
available to XSEDE staff members.  
Ongoing issues 
As a result of the required merger of the XSEDE and XROADS proposals, some staff resources 
that were originally part of the XSEDE System Engineering effort have necessarily been diverted 
to other activities such as Software Development and Integration, and Architecture and Design. 
As a result the System Engineering activity has not yet been fully staffed. We hope to resolve this 
issue within the next quarter. 
Since the concept of the System Engineering process is so new to virtually all members of the 
XSEDE project, getting XSEDE staff to understand the process and how it can work for them, 
and to really buy into it, has been difficult and likely will continue to be. We will continue to 
work on this. 
 
3.4 Architecture and Design 1.1.3  
The Architecture and Design (A&D) team faced particular challenges starting out the project due 
to the redefinition of the overall project plan prior to award.  Architecture was the area of most 
significant change with respect to original proposals and a redefinition of the architecture was 
created under a very tight time schedule.  This incurred what was termed “technical debt”—the 
eventual consequences of hasty definition of the architecture.  The starting days of the project 
required that we begin to pay that technical debt.   
The architectural description in the Revision Narrative from January gave a reasonably good high 
level description, but many details had not been fleshed out.  Several areas were left without 
detail being specified and there were several areas of ambiguity/disagreement and these needed to 
be sorted out. 
3.4.1 Architecture and Design Leadership 
Making progress in this area required active participation by a leader in this area.  The project PI 
(Towns) assumed the role of architecture and design coordinator to facilitate the needed 
discussion to flesh out the architecture design.  The team developed an understanding of the need 
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to document the architecture and provide multiple views.  An Architecture Summit for XSEDE 
software architecture was held in which overall architectural approaches were identified, 
documentation guidelines adopted, and a preliminary set of architectural views agreed upon.  By 
the end of the quarter, Dave Lifka (Cornell) was named to the architecture and design coordinator 
role due to the time requirements. 
3.4.2 Representing the architecture 
We developed a means of representing the architecture to various stakeholders clearly.  They 
need differing descriptions based on their point of view.  We clearly defined the stakeholders to 
whom we need to relate the architectural definition and clearly defined the views we need to 
document.  The most critical of these were defined: the capabilities view and the component and 
connector view.  Significant progress was made in defining the capabilities view and it is 
expected that it will be completed by the middle of the second quarter of the project.  Initial work 
on the component and connector view was also conducted with completion anticipated by early in 
the third quarter of the project. In conjunction with this, a set of processes and tools were defined 
for facilitating the development of the actual documentation.   
3.4.3 Creating Connections 
Another aspect that was missed in the initial integration of the proposals was establishing the 
right connections and communications path in the project between the A&D team and other 
teams.  Formal liaisons were established with the Software Development & Integration team, the 
Systems Engineering team and the Security team.  This has facilitated more coherent 
development of the architectural design and will avoid issues of redesign later as the architecture 
is implemented. 
3.4.4 Setting the Schedule 
Due to the lack of detail in the integrated final proposal, there was no clear schedule developed 
for the Architecture and Design team initially.  Some effort has gone into refining this plan and 
this will be brought up to date during the second quarter of the project.   
 
3.5 External Relations 1.1.4 
Accomplishments: 
The XSEDE project was announced and its website launched in July 2011. In August, the 
External Relations team added David Montoya of TACC as webmaster and Susan McKenna at 
NCSA as media communications coordinator, who began working on revisions to the homepage 
to increase its functionality and attractiveness; added content as it was generated, including news 
stories, events, and images; and ported over appropriate TeraGrid content. A TeraGrid web 
content migration and archiving plan was created, with a target of mid-October for putting the TG 
site to bed. 
The general email address, info@xsede.org, was created for general inquiries, and 
feedback@xsede.org is being used to generate internal tickets for communications-related issues. 
XSEDE now has a branded template for printed fliers, and created the following 
documents: What is XSEDE?, Education Program Opportunities, Scholars Program, and Student 
Engagement. The fliers are appropriate for multiple purposes, venues and audiences and will be 
widely distributed at SC11. 
The XSEDE presence at SC11 will include a newly designed booth, two displays for 
slide sets, a 3D video display, and branded print materials. 
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Production began on the annual Science/TEOS Highlights book, with publication 
scheduled for just prior to SC11.  
The first XSEDE internal newsletter was produced and distributed in September to all 
XSEDE staff, with contributions from the External Relations team. 
A list of communications deliverables was created and deadlines for content and 
publication were scheduled. 
Members of the ER team researched and wrote articles on aspects of the XSEDE project 
(e.g., operations, architecture, Campus Bridging, etc.) for use in a broad, high-level document 
used to describe the project and explain how XSEDE is different from TeraGrid. The articles 
were edited and compiled by Warren Froelich of SDSC for a print piece and slide deck to be 
displayed at XSEDE's SC11 booth. 
 
Media hits 
XSEDE was cited in more than 100 publications on approximately 30 XSEDE-related 
topics, as tracked since the project began in July 2011. An Excel file containing specific media 
hits has been submitted for inclusion in the Appendix. 
 
3.6 Industry Relations 1.1.5 
Due to a change in staffing, little has been done in this area of the project as yet.  Some effort has 
been spent in identifying a new lead for this area.  The only deliverable was the ongoing outreach 
to industry with our training and other offerings.  This has been happening to a small extent but 
has not been well organized. 
 
3.7 Software Development and Integration 1.1.6 
The Software Development and Integration (SD&I) team made significant progress in 
bootstrapping the groundwork for long-term and sustainable improvement in XSEDE’s software 
engineering practice, particularly those pertaining to software development, integration and test. 
Three capabilities promised in the XSEDE Revision Narrative, and slated for 1 July 2011 
deployment, were used to drive the bootstrapping activity, and at the time of writing had 
progressed through preliminary design and integration, up to the point of integration test. The 
most significant engineering practices introduced in the first quarter include: 
 “Time-boxed” task management imposes nominal deadlines for engineering work and 
encourages software developers and integrators to prioritize and scale their work to fit 
their time budgets. 
 “Subject reviews” define clearly identified gates through which different kinds of SD&I 
activity must progress through to complete its work, without being overly prescriptive 
about the tools or techniques used to do the work. 
 “Integrated product teams” established from SD&I and Operations Software Testing and 
Deployment (ST&D) coordinate a range of standalone, integration, and acceptance 
testing performed to improve the quality of deployed software. 
 “Discussion threads” capture technical discussions in a way that is transparent to all 
XSEDE staff, and ensures that critical decisions and rationale are not lost in email 
discussions. 
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The most significant challenges confronting SD&I are due to the need to define and apply 
engineering practices new to the team (in some cases, new to the community), while also having 
to deliver new capabilities promised in the XSEDE Revision Narrative. The team had also to 
work without the benefit of a consolidated (XSEDE/XROADS) Architecture or Requirements 
baselines, which contributed to uncertainty about technical direction as well as quality criteria for 
the purpose of release management.  To some extent the lack of architecture and requirement 
baselines compound the challenges that would confront any organization attempting to adopt new 
engineering practices and technologies. 
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4 XSEDE Operations 1.2 
4.1 Overview 
The Operations group consists of almost 30 FTEs and is responsible for implementing, 
delivering, maintaining, and evolving an integrated cyberinfrastructure capability of 
unprecedented scale that incorporates a wide range of digital capabilities to support the national 
scientific and engineering research effort.  As with the XSEDE project as a whole, XSEDE 
Operations has taken the best of Operations from the TeraGrid and enhanced it with some new 
capabilities and areas of focus.  Operations follows the XSEDE Project Management 
methodologies detailed in the Project Execution Plan by operating using a work breakdown 
structure (WBS), coordinating and scheduling tasks through the XSEDE project scheduling 
process and identifies and reviews risk on an ongoing basis. Operations staff is subdivided into 
six teams based on the WBS: 
 1.2.1 Security 
 1.2.2 Data Services 
 1.2.3 XSEDEnet (Networking)  
 1.2.4 Software Testing and Deployment (formerly Software Support) 
 1.2.5 Accounting and Accounts Management 
 1.2.6 Systems Operational Support 
All project schedule items for Operations WBS 1.2 were updated for the baseline project schedule 
(RLPS) and are reflected in Appendix B.  All tasks scheduled to be completed by Operations in 
this quarter were completed. Progress is being made on all other scheduled tasks. All risk items 
for the Operations were continuously reviewed and are listed in Appendix C.   
In this quarter the Operations WBS 1.2 started on all scheduled tasks and achieved several 
deliverables:  The Security team transitioned the incident response and working group teams and 
began work on the first year deliverables.  The XSEDEnet team successfully transitioned from 
the TeraGrid network to the XSEDE network with no interruptions in service and began work on 
instrumenting the network for monitoring and tuning.  The Accounting and Account Management 
team transitioned the TeraGrid accounting database and the proposal submission system (POPS) 
to XSEDE, while ensuring un-interrupted processing of allocations and accounts.  POPS was also 
imbedded into the XSEDE user portal to improve accessibility.  The Systems Operational Support 
team oversaw the seamless transition of both the TeraGrid Operations Center and ticketing 
system to XSEDE, upgraded and provided backup services for some key infrastructure hardware 
and systems, and maintained a 96% uptime of centralized services. Data Services transitioned 
file, file system and archival systems to XSEDE.  Software Testing and Deployment began the 
Operational Readiness Review process for Software Development and Integration’s (SD&I) 
Software Increment 1. 
New in XSEDE Operations is the Software Testing and Deployment team whose primary focus 
of effort is intended to compliment and extend XSEDE's software engineering and development 
efforts into Operations.  The team name was changed from Software Support in the first quarter 
to more precisely fit its mission. This team’s mission is to improve the reliability and deployment 
of new software components through extensive pre-production testing and installation readiness 
prior to handoff to Service Providers or Systems Operational Support for deployment.  
Finally, Operations staff have also worked closely with the Project Office’s Architecture, Systems 
Engineering, SD&I, and Project Management teams to develop the XSEDE Software Engineering 
process, the baseline Operations WBS 1.2 project schedule, the baseline XSEDE Requirements 
document, the XSEDE Software and Services document, baseline and continuously review the 
Risk Register, and review and document XSEDE technical support process. 
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4.2 Security 1.2.1 
The Security team focused on three general areas in this quarter.  The first was the establishment 
of regular incident sharing and response meetings hosted by Jim Marsteller (RLPS 1.2.1.1).  
These weekly meetings were established between the XSEDE sites, plus additional collaborative 
sites, to share security threat information and details about site incidents.  They are also used for 
discussion and strategy planning.  Another meeting was established for XSEDE Security project 
management.   
The second area of focus was establishing secure communications including secure WIKI instant 
messaging, and phone conferencing for incident responders in the event of an XSEDE security 
incident or attack.   
The third area was the establishment of project teams for XSEDE security projects including 
One-Time-Passwords, Certificate Authority, Risk-based Security, Log Analysis, and InCommon 
coordination.  Several of these projects have produced draft plans that will be discussed on the 
project planning meetings in the second quarter. Finally the Security team engaged with both the 
Architecture and SD&I teams in security related discussions related to the three configuration 
items in the software engineering process for this quarter. 
The Security team responded to 16 compromised accounts that occurred at 2 resource providers 
due to compromised login servers during this quarter.  No deployments due to vulnerabilities or 
security enhancements were made this quarter. 
4.3 Data Services 1.2.2 
Primary Data Services activities focused on maintaining the existing operational infrastructure, 
including GridFTP servers, archive resources, and wide-area file systems, along with migrating 
and improving documentation for data resources in XSEDE. Updated information for all HPC file 
systems was provided, and work is in progress, in cooperation with User Services documentation 
staff, to develop user guides for specialized data resources with non-file system interfaces. 
A secondary activity was coordination with the SD&I teams responsible for planning deployment 
of new services relevant to the Data Services area, specifically the Globus Online Data and 
Global Federated File System components.  Input was provided on deployment requirements, 
appropriate testing scenarios, and rollout plans.  Members of the Data Services team are 
participating in testing of both these configuration items.  Finally, preparation began for the 
XSEDE-wide file system assessment process with testing resources and operational requirements 
being identified. 
For the reporting period, 26,381,318 GridFTP transfers occurred accounting for 559 TB of data 
(Appendix E, Figure 8).  Roughly half these transfers occurred at TACC. 
4.4 XSEDEnet 1.2.3 
The Networking team's primary focus for the period was transitioning from the TeraGrid network 
infrastructure to XSEDEnet (RLPS 1.2.3.1).  The updates were coordinated one SP at a time over 
the period June 28
th
  – August 11th. Traffic between TeraGrid and XSEDE flowed smoothly 
during the transition. Each SP will be required to support end-user connectivity to XSEDE 
resources by maintaining a 10GE research and engineering connection via Internet2 and/or NLR 
plus commodity connectivity.  The current XSEDEnet topology is shown below. 
 
 28 
 
 
The Networking team completed all but one task scheduled for this quarter.  The task of 
providing networking monitoring tools (RLPS 1.2.3.8) will be completed in the second quarter.  
Monitoring was not in place to capture network statistics during this quarter, but the ability to 
capture these important statistics will be in place by the end of the next quarter.  Future network 
metrics will include peak bandwidth, total volume, and outage information. 
4.5 Software Testing and Deployment 1.2.4 
This area was originally titled "Software Support", but that name caused some confusion within 
the project regarding the team's responsibilities relative to the Work Breakdown Structure.  As a 
result, a name change to "Software Testing and Deployment" was approved by the Senior 
Management Team and is more reflective of the team’s function.  The focus of this team is to 
identify resources for software testing, conduct acceptance testing and operational readiness 
reviews of software, and aid the deployment of software at service providers. 
Operations Software Testing and Deployment is a new activity in XSEDE, which did not have an 
analogue in Teragrid.  As such, much of the effort in this area during the reporting period was 
devoted to developing new processes and document templates to be used for operational 
readiness reviews of new XSEDE software.  Work was also begun on operational readiness 
review plans for the three Configuration Items being developed by SD&I.  Finally, the team's 
requirements for testing resources needed for operational readiness reviews were compiled and 
compared with available systems.  The majority of testing requirements can be fulfilled using 
FutureGrid resources, and the remainder can be fulfilled using test systems at either a Tier 1 
Service Provider or a campus affiliated with the project. 
4.6 Accounting and Account Management 1.2.5 
The main focus of the Accounting and Account Management team during the period was 
transitioning the central TeraGrid accounting database and the proposal submission system 
(POPS) to XSEDE, while ensuring un-interrupted processing of allocations and accounts.  The 
transition work included name changes, new web service URLs and updates to documentation. 
In addition, the team worked closely with the Allocations team to create a new proposal 
submission "board" to support the Campus Champions initiative, and POPS was modified to 
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support new data-gathering requirements of the Extended Collaborative Support team.  Also, 
working with the User Information and Interfaces team, POPS was directly embedded within the 
XSEDE user portal. 
Finally, work is underway to significantly speed up the XSEDE account creation process.  This 
work should be completed next quarter.  The average number of days to approve different types 
of allocations and account creation requests in Q1 can be found in Appendix E, Table 14. 
4.7 Systems Operational Support 1.2.6 
Systems Operational Support (SysOps) is responsible for operating the XSEDE Operation Center 
and for system administration of all XSEDE centralized services.  SysOps successfully completed 
all tasks scheduled for this reporting period.   
It is worth noting that during the period we experienced several planned and unplanned power 
outages and we were able to maintain data integrity and exercise proper failover procedures.  
These activities led us to achieve a high level of system uptime.  As such, no central services 
experienced less than 96% uptime for the period.  The SysOps team will continue to improve 
procedures and define proper high availability tiers to ensure we keep our uptime at the highest 
level.  In addition, our various server upgrades have resulted in a significant speedup for many 
applications.  Of significant note is the completion of the upgrades to the XD central database 
(XDCDB) and the Account Management Information Exchange (AMIE) servers (RLPS 1.2.6.5) 
which has improved response times for these key XSEDE centralized services.  
4.7.1 XSEDE Operations Center 
The TeraGrid Operations Center [TOC] was transitioned to the XSEDE Operations Center [XOC] 
on July 1 without interruption of service.  Automated responses were changed from TeraGrid to 
XSEDE and XOC staff began addressing users from the “XSEDE Operations Center”.   
During the reporting period the XOC fielded 2,800 tickets (Appendix, Table 15).  Among these 
1,788 were submitted via email to help@xsede.org, 812 were submitted via the XSEDE User 
Portal, and 200 were submitted via phone to the XOC.  There were 1985 tickets responded to 
within 2 business days which equates to 71%.  There were 925 tickets closed within 2 business 
days, which equates to 33% for the reporting period.  This is short of the stated goal of 80%.  The 
current ticket system is incapable of capturing the duration spent in each ticket state (pending, 
user wait, etc.).  Thus, the current reporting does not, for instance, account for time spent waiting 
for the user to respond to requests from support staff.  This biases the reporting, but will be 
remedied by the expanded metrics of the new ticketing system.  In addition, discussions between 
SysOps and the Consulting team within User Services are currently underway to more precisely 
define this metric.   
Figure 10, Appendix E shows the ticket breakdown (opened/closed) for each major resolution 
center.  Tickets broken into 7 distinct problem categories are shown in Figure 11, Appendix E; 
however, there are other categories with ticket counts too small to visually represent. 
 
 
4.7.2 Central Services 
During the reporting period several power outages, both planned and unplanned, affected various 
central services.  The first outage occurred on the weekend of July 4
th
, lasted for 12 hours, and 
only affected the XSEDE Ticket System and POPS.  This outage was due to scheduled server 
upgrades.   
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A significant unplanned outage occurred when the city of San Diego lost power from September 
8 – 9.  This affected all central services running at SDSC including:  XDCDB, Inca, XSEDE User 
News, SharePoint, and AMIE.  That specific outage accounted for roughly 21 hours of outage for 
all services except for the XDCDB.  The XDCDB successfully failed over to our replication 
server at PSC and only experienced a 4.5-hour outage during this unplanned event. 
Another outage happened on September 17th at NCSA.  This outage was planned and affected 
most of the central services running at NCSA.  These services include the following:  XSEDE 
Ticket System, POPS, Globus Listener, Usage Reporting Tools, Secure Email List Server 
(SELS), Secure Wiki, and Openfire Jabber Server.  This outage lasted for 12 hours and was due 
to scheduled power maintenance.  It is worth noting that the XSEDE Operations Center (XOC) 
did not experience an outage during the period even with the planned power outage.  
Table 16, Appendix E describes each service that experienced an outage, the corresponding 
downtime/uptime, and the nature of the outage.  Services not listed did not experience an outage 
during the reporting period. 
At the time of this report, the Inca deployment was executing 1,103 tests for XSEDE software 
and services.  Of these, 124 of these tests were running for seven central XSEDE services:  Inca, 
Information Services, Karnak, MyProxy, User Portal, and XDCDB.   Table 17, Appendix E 
shows the definition of an outage for each service and the uptime percentages as detected by Inca.  
All services fall within acceptable limits of their high availability service definition. 
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5 User Services 1.3 
5.1 Overview 
While completing the transition from TeraGrid to XSEDE involves a large number of activities, 
some of which will take months, it was critical that User Services transition in a way that 
appeared instant and seamless to users—even though the XSEDE User Services plan requires a 
much higher level of integration than TeraGrid User Services. The transition was executed 
smoothly through much advance work by ensuring that certain activities were ready on Day 1: the 
XSEDE web site, the XSEDE User Portal, user documentation, and consulting e-mail address 
(and web form within the portal). The TeraGrid versions of these services were allowed to 
continue to run during the first quarter to give users time to understand that TeraGrid had 
transitioned to XSEDE, and they were notified directly by the project director shortly after the 
award was officially made by NSF. Other services were migrated in the first month, including the 
allocations process. 
XSEDE User Services comprise allocations, user information and interfaces, user engagement, 
and training. It is more comprehensive than in TeraGrid in a number of ways, including: 
 User documentation: all system user guides were converted to a common format and 
placed on the XSEDE web site and portal. This has already drawn much praise, and other 
institutions have adopted the template. 
 POPS integration into the XSEDE User Portal (XUP): this has now been completed, 
leveraging the work to provide unvetted accounts in the final month of the TeraGrid 
project. 
 Training: users will be allowed to sign up within the XSEDE User Portal instead of being 
re-directed to Service Provider sites (the data will still be sent to the SPs), providing a 
more integrated feel to the project (as with the user guides). 
 User engagement: tickets that are not specific to an SP are emailed now to multiple User 
Services staff to help facilitate an understanding of migration issues, of using resources 
spanning sites, and of interests in capabilities not yet available in the project. 
Many other improvements to User Services—the allocations process and documentation, XUP 
features, more user documentation, online training, etc.—are planned for the second quarter. 
5.2 Training 1.3.1  
The training program got off to a successful start, with numerous in person, online, and webcast 
offerings.  The summer is often a peak time for training with summer schools, conference 
tutorials, etc., and the project took full advantage of this to get well on the way to the annual goals 
for reaching trainees.    
Twenty-five training events took place, for about 815 attendees.  There was a significant distance 
learning component, with more than 350 of the participants attending via webcast, and one course 
taking place entirely via web (no local classroom component).    
The asynchronous online training was also extremely successful.  Content was integrated into the 
XSEDE portal from both the CI-Tutor and Virtual Workshop sites as planned.  On CI-Tutor, 858 
students completed online courses.  There were more than 2,900 unique visits to the Virtual 
Workshop site, with more than 500 of those being repeat visits.   
An XSEDE wide training calendar was implemented, giving users a single view of all training 
courses across the project.  The User Information team has developed a new training event 
registration site that will go into effect for the next quarter, and will centralize the collection of all 
training registration information across the project, which will improve the user experience, 
 32 
simplify reporting, and allow better long term evaluation of training effectiveness by tying 
records of training to other user information (subsequent allocations, support requests, etc.).   
The rise of additional webcasts pointed out the need to refine the training account procedure.  The 
traditional method of creating training accounts has been to create generic accounts, and then 
assign them to users at the course when the identity of the participant can be verified.  In a 
distributed environment, distribution of passwords and verification of identity is a challenge.   We 
have experimented instead with a system where users create accounts via the user portal 
themselves, and then we give them very short term access to systems for training based only on 
the web account registration.  The security issues will need refining over time. 
5.3 User Information & Interfaces 1.3.2 
The new XSEDE web site, XSEDE User Portal (XUP), and XSEDE User Portal Mobile went into 
production on July 5
th
. The XUP portal was deployed with the same capabilities as the TeraGrid 
portal and the web site was dramatically cleaned up and reorganized for a better user experience.  
 
A crucial day one deliverable was to develop user guide templates for each service provider to 
complete for their HPC, Storage, and Visualization systems. This gives users the benefit of 
having all the user guides in one location and, more importantly, having consistent user guides 
across all resources. Additionally, this effort also supported XSEDE project campus engagement 
efforts due to many campuses wanting the same user guides as XSEDE and requesting permission 
to use the XSEDE templates locally.  
 
The XUP also integrated the allocation process and POPS more into the user portal. Now users 
can use their XUP authentication to directly access their proposals in the user portal, this 
eliminates the need to visit a separate site and to use any other authentication besides their single 
portal login. Accesses to the portal and web site have increased, with over 1.1 million hits for the 
web site and over 750,000 for the portal. A total of 2,694 users logged in to the portal, and over 
50,000 portal file transfers occurred resulting in over 7.3 TB of data transferred via the portal file 
manager. Usage of all XUP services increased during the reporting period.  
 
Finally, the Knowledge Base (KB) was migrated to XSEDE with 348 documents created and over 
17,000 hits via the IU and XUP interfaces. 
5.4 User Engagement 1.3.3 
XSEDE User Engagement is organized as two working teams:  Feedback and Consulting.  The 
Feedback team focuses on gathering, recording, and mining information obtained from 
interactions with the HPC community through focus groups, forums, interviews, surveys, and 
usability panels.  The Consulting team coordinates seamless support of the XSEDE user 
community across XSEDE sites while monitoring ticket metrics and mining ticket data to 
quantify the quality of service and to improve the user interface to support.  Requirements are 
derived from consulting and feedback efforts and mapped to efforts within XSEDE to guide 
improvements to the resources and services offered.   
5.4.1 Feedback 
The Feedback team achieved all Q3CY2011 milestones.  No usability panels were requested; thus 
no usability test plans were required.  The team conducted the TG11/XSEDE Birds-of-a-Feather 
(BoF) entitled “Carry It Forward: TeraGrid to XSEDE” and a TG11/XSEDE user focus group for 
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new users and Campus Champions entitled “The New User Experience.”  The intent of the BoF 
was to identify key elements of TeraGrid that were perceived as successful by TeraGrid users and 
to suggest improvements that could be collectively carried forward into the XSEDE project.  The 
new user focus group discussed obstacles that new users face when adopting XSEDE services and 
probed their awareness of various support mechanisms.  Reports documenting these events were 
posted to the XSEDE staff site for reference.   
Feedback staff also established online user forums within the XSEDE User Portal and conducted 
a user forum at IEEE Cluster 2011 aimed at the general HPC community.  The IEEE Cluster 2011 
forum, entitled “Help Shape NSF Supercomputing,” invited the HPC community to provide input 
on the resources and services needed to enable leading-edge research while gauging community 
awareness of XSEDE services.  
The Feedback team successfully deployed feedback@xsede.org as the primary means for 
accepting and tracking feedback from users and staff members.  XSEDE staff and attendees of the 
TG11/XSEDE BoF and focus group were encouraged to provide feedback about XSEDE services 
and resources through feedback@xsede.org.  Received feedback and feedback mined from BoF 
and forum reports were routed to appropriate areas within XSEDE and tracked via the XSEDE 
ticket system.  In this quarter, 30 feedback tickets were submitted -- 17 by users and 13 by staff. 
In preparation for fourth quarter milestones, a BoF entitled “The eXtreme Scientific and 
Engineering Discovery Environment: Evolving from TeraGrid to XSEDE” was submitted to and 
accepted by the SC11 committee.  In addition, arrangements were made for a general HPC 
community forum entitled “Help Shape NSF Supercomputing” at SC11. 
5.4.2 Consulting 
The Consulting team achieved all third quarter milestones but the release of a new XSEDE ticket 
system.  The team successfully transitioned the TeraGrid ticketing system to production service 
within XSEDE, complete with rebranding.  Originally scheduled for Q2CY2012, the deployment 
of a new ticket system (RLPS 1.3.3.13) was reprioritized during the XSEDE meeting in July, due 
to the need for better interfaces and improved ticket metrics; and, an aggressive selection and 
deployment schedule was adopted.  Requirements were collected from across XSEDE (including 
the SPs) and refined into a set of 139 clear, concise, and self-consistent derived requirements for 
use in evaluating candidate ticket systems.  The number of candidate ticket systems was reduced 
from seven to two based on an initial staff review.  An evaluation team was assembled from 
representatives across XSEDE and the SPs, and the evaluation process was initiated.  The 
evaluation process is expected to conclude in early Q4CY2011.  The selection, deployment, and 
customization of a new ticket system is also expected to occur in Q4CY2011, along with the 
development of appropriate consulting policies and procedures and the training of consulting staff 
across XSEDE and SP sites. 
5.5 Allocations 1.3.4 
The Allocations Process and Allocations Management objective encompasse the allocations 
process, both for Startup, Education and Campus Champion allocations as well as the merit-
review XRAC Research request process, the POPS system for request handling and management, 
mechanisms by which allocation PIs manage allocations through transfers, extensions and so on, 
and interfaces by which allocation PIs manage the users who are authorized to use their 
allocations. Operationally, this objective includes the XRAC review process, the Startup 
allocations review and decision process, and the maintenance and operations of the POPS system. 
Table 6-2 shows the overall allocations management activity handled by POPS and the 
allocations staff for the reporting period. Note that for Transfers, the table shows only the positive 
side of the transaction to show the total transfer level; there is a corresponding negative amount, 
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adjusted for resource exchange rates. 
Table 6-2. POPS Requests and Awards 
 
 
The XSEDE Allocations staff from PSC successfully transitioned the duties from the TeraGrid 
Allocations staff previously held by TACC staff.  The September quarterly allocations meeting, 
XRAC, was planned and held in Pittsburgh, PA.  The next three XRAC meetings have been 
scheduled for San Diego, CA December 2011, Austin, TX March 2012 and Knoxville/Oak Ridge, 
TN June 2012.   
 
The September 2011 XRAC meeting had the largest requests for a quarterly meeting to date, 
891M SUs were requested.  Reviewer recommendations totaled 587M SUs however, only 355M 
SUs were available.  Using the approved solver to bring allocations in line with available 
allocation, all XSEDE resources were full allocated.   However, the XSEDE Allocation staff and 
XSEDE site representatives are faced with a difficult situation of continued requests for 
supplements, transfers and startups but no significant pool of SUs to satisfy the user community 
requests! 
 
XSEDE Allocations staff is working with the Campus Champions Leadership team to improve 
the reporting capabilities for both the leadership team and the Campus Champions themselves.  
Several conference calls have been held to work through details and arrive at a useful reporting 
system. 
 
Lastly, XSEDE Allocation staff along with the XSEDE Operations/accounting group led by Steve 
Quinn are working on improving reporting of not only PI awards to their respective program 
officer but also to the entire XSEDE community via quarterly award announcements in 
conjunction with the XSEDE ER team. 
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6 Extended Collaborative Support Service – Projects 1.4 
6.1 Overview 
The Extended Collaborative Support Service (ECSS), the new name for what used to be called Advanced 
User Support Services (AUSS),  pairs members of the XSEDE user community with expert staff members 
for an extended period to work together to solve challenging science and engineering problems through the 
application of cyberinfrastructure. In depth staff support, lasting weeks to up to a year in length can be 
requested at any time through the XSEDE allocations process. Expertise is available in a wide range of 
areas, from performance analysis and petascale optimization to the development of community gateways 
and work and data flow systems. We divided ESCC efforts in two, one designated as Projects, headed by 
Ralph Roskies; the other, designated as Communities, headed by Nancy Wilkins-Diehr. These groups have 
very close interactions, with common Project Management support.  ECSS staff also participate in 
reviewing adaptive proposals associated with XRAC meetings. 24 staff reviewed adaptive proposals this 
quarter and 3 served as full XRAC members. 
In the first quarter of operation, ESCC took over all the responsibilities of the TeraGrid ASTA program. 
The transition was very smooth. No projects were unexpectedly interrupted, although several were 
concluded at the end of the TeraGrid program as expected. In the current quarter, we inherited 31 projects 
from ASTA, completed 7 and began 6 new ones in Extended Collaborative Support for Research Teams 
(ECRT), and began the Novel and Innovative Projects (NIP) efforts which engaged 16 groups in 
substantive discussions. One enthusiastic user wrote to his ESCC consultant “Thanks so much for your 
help. Lately I've walked up to complete strangers to extol the tech support at xsede.” A detailed report from 
each of these areas, including important scientific highlights, is contained below. 
The ECSS Projects and Communities L2 and L3 managers have a one-hour call every two weeks at which 
outstanding issues are discussed. Other interaction is largely by e-mail. 
ECSS fully ramped up staffing. ECSS-Projects  has 13.4 FTEs in ECRT and 4.7 in NIP distributed at 
NCSA, PSC, NICS, TACC, SDSC , U. of Chicago, Indiana U., Purdue and NCAR.. We deliberately left 
1.5 positions unfilled to allow for recruiting talent in areas not covered by our current staff as described in 
our proposal. (We intend to fill one of these within the next quarter). 
We were immensely helped by our two Project Management personnel, Karla Gendler and Natalie 
Henriques. The report of their activities now follows.  Over the last three months, they have participated in 
the selection of processes and tools (PPM software) necessary to manage the ECSS effort of XSEDE. This 
has included gathering requirements, evaluating software, developing scenarios and contributing to the 
RFP. In lieu of a project management tool, they created an online database to track resources, projects and 
objectives. Currently there are 81 staff and ~45 active projects being tracked. They set up and maintain the 
mailing lists. They also maintain the ECSS portion of the wiki. They participate in all the regular ECSS 
management, ECSS teams, area and project level calls and communications as necessary. They have 
integrated into the XSEDE-wide project management team and provide the necessary information/updates 
to them when needed. They coordinated the gathering of information for the Q1 report and have published 
all of the information to the wiki. They have worked with the ECSS management team to establish 
processes for the initiation and monitoring of projects. This process now starts with their receiving the 
requests from POPS staff (both startups and XRAC allocations), collating the information to send out to L3 
managers for their input on ECSS area and ECSS lead consultant. They then assign to the proper ECSS 
group, review of the proposed workplan, schedule and deliverables, and once agreed upon, enter these into 
the PPM software (currently a database).  
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6.2 Extended Research Teams Support 1.4.1 
ECRT was formerly referred to as Advanced Support for Research Teams.  An ECRT project is a 
collaborative effort between an XSEDE user group and one or more ECSS staff members, whose 
goal is to enhance the research group’s capability to transform knowledge using XD resources 
and related technologies. Typical ECRT projects have a duration of several months up to one year 
and include the optimization and scaling of application codes to use 100,000 nodes or more per 
job; aggregating petabyte databases from distributed heterogeneous sources and mining them 
interactively; or helping to discover and adapt the best work and dataflow solution for simulation 
projects that generate ~100 TB of persistent data per 24-hour run. The XSEDE ECRT program 
will build upon the TeraGrid ASTA program and will complete all ASTA projects that were 
active on 6/30/2011.     
A request for ECRT support will be made by the principal investigator (PI) of the research team 
via the resource allocation process. If the request is recommended by the reviewers, and if staff 
resources are available, a statement of work for up to one year will be developed by the PI, the 
ECRT team leader, and the ECRT manager and project manager, including staff assignment from 
the pool of available advanced support experts who have the necessary skills. The ECRT leader, 
working with the ECSS project manager, will be responsible for project tracking and reporting 
and for requesting additional resources or assistance from XSEDE management as needed.   
The WBS items for the ECRT area and the status are shown in Table 1. 
Table 1 WBS tasks and status. 
WBS  Task Status 
1.4.1.1 Establish ECRT group Done 
1.4.1.1.1 Set up ECRT staff and management teams and 
communications 
Done 
1.4.1.1.2 Add at least 1 external FTE to fill an identified ECRT 
skills gap 
Expected in Q2 
1.4.1.2 Support 20 Advanced Research Projects Done 
1.4.1.2.1 Work w/TG AUS to transition ASTA projects to ECRT 
management 
Done; over 30 projects 
transitioned 
1.4.1.2.2 All TG ASTA projects managed as ECRT projects Done 
1.4.1.2.3 Work with XD CMS to generate 20 new ECRT 
projects annually 
In progress; 6 started 
this quarter 
1.4.1.3 Create advanced research work plans Done 
1.4.1.3.1 Create/test project management framework for ECRT 
work plans/reporting 
In progress 
1.4.1.3.2 20 ECRT work plans documented and actively 
managed 
Done 
1.4.1.4 Prepare advanced research project final reports In progress; will occur 
quarterly 
1.4.1.5 Advanced research project final reports completed Not done; will occur 
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quarterly 
 
As seen above in Table 1, many of the WBS tasks have already been accomplished in the first 
quarter, and many are yearly goals..  To further describe the state of the ECRT program, some 
metrics are provided in Table 2 andError! Reference source not found.Table 3 that quantify 
ECRT requests and projects for this quarter. 
 
Table 2 New ECRT project metrics for Q1 
Metric XRAC Startups/Edu 
Number of requests 22 14 
Number of requests recommended for support 17
1
 14 
Number of projects initiated 4
2
 2
3
 
Number of requests handled by center 2 2 
Number of requests where PI no longer wants help 1 1 
 
Table 3 Current ECRT project breakdown 
Metric XRAC Startup/Edu TG ASTA 
Number of projects active 4 2 31 
Number of projects completed 0 0 7 
 
The figure shows the number of active projects that are ending in Q1, Q2, Q3, or Q4.  Q1 is July 
to September of 2011.  Note that most projects are a year in length, but there are some exceptions. 
 
 
 
                                                     
1 Three of the eight that were not recommended were still contacted.  And some proposals were recommended that did 
not request support. 
2 Four others were started as ESCC or ECGW projects.   
3 There are 6 in the formative stage still. 
7 
11 12 
6 
Projects Ending by 
Quarter 
Q1
Q2
Q3
Q4
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There are 13.62 FTEs assigned to ECRT from NCSA, NICS, PSC, SDSC, and TACC.   
 
 
 
There have been two main challenges with managing the ECRT program.  The first challenge has 
been the transfer of information between ECSS and the allocations team.  These issues preceded 
the start of the XSEDE project and as such we have spent additional effort identifying potentially 
“lost” requests.  After the start of XSEDE, we have had some further issues, but we believe we 
have them identified and a solid plan going forward so they should not be a problem.  The second 
challenge is the management of projects and people – we have a large distributed staff and many 
different projects with different start/end dates.  We do have good project management support 
staff, but an infrastructure (software package) is needed to help manage this smoothly.   
 
The following sections highlight a few projects just to provide some examples of the kinds of 
work that is being done in the ECRT program. 
6.2.1 Scalable Simulations of Turbulent Combustion using the LES/PDF/ISAT Methodology 
(Pope, Cornell) 
This is a project transitioned from the TeraGrid ASTA program covering the period 1/1/2011 – 
12/31/2011.  The ECRT staff assigned to this project is composed of Gabriele Jost (TACC), 
Haihang You (NICS), and Mahin Mahmoodi (PSC).  This project is an excellent example of the 
positive aspects of the distributed support provided by XSEDE ECSS program. 
 
There are three major codes that are designed to work together to simulate flames. They have all 
been parallelized with MPI. They are called LES, HPDF, and ISAT/x2f_mpi. ISAT is a serial 
code; x2f_mpi is a parallel interface to it.  
 
Gabriele Jost integrated code modifications suggested by the user to the LESI_HPDF_mod.f90 
and FDF_MP_Basic_mod.f90 files. Jost used CrayPAT to gather performance statistics for the 
modified code, instrumenting the routines pointed to by the user. Jost generated various reports 
showing the imbalance time with the routines listed in order according to imbalance time. The 
imbalance time indicates the difference between average and largest time. In the new runs, MPI 
synchronization time does not show that much in the longer run. As in previous experiments the 
flambetable routine just becomes more and more dominant in a longer run.  
 
Mahin Mahoodi attempted to use an optimized version of FFT for the code. Examining the 
documentation revealed that 1D FFTs used in the code are already well parallelized and won't 
2.68 
3.75 
2.1 
3.075 
2.017 
ECRT FTEs 
NCSA
NICS
PSC
TACC
SDSC
 39 
exhibit further performance improvement by using an available optimized FFT. Along with the 
profiling and performance analysis provided by the other members of team, Mahoodi attempted 
to obtain dynamic profiling and further details on the routines that show significant bottlenecks 
and load imbalance. The open-source performance tools available on Ranger and Kraken (TAU 
and SCALASCA) could not run with the code. These issues are being addressed and further 
analysis and optimization of the code is in progress.  
 
Haihang You also conducted profiling and performance analysis of the code.  You implemented 
code changes that improved performance by 10% and these have been provided to the user. 
 
6.2.2 DNS of Spatially Developing Turbulent Boundary Layers (Ferrante, University of 
Washington)  
This is also a project transitioned from the TeraGrid ASTA program covering the period 4/1/2011 
–3/30/2012.  The ECRT staff assigned to this project consists of Darren Adams (NCSA), David 
Bock (NCSA), Dmitry Pekurovsky (SDSC), and Lonnie Crosby (NICS).  This project is another 
example of the positive aspects of the distributed support provided by XSEDE ECSS program.   
 
The objectives of this project were to modularize the application code, port code to Kraken, 
incorporate HDF5 file format support, and some custom visualization. Support and consultation 
was provided for refactoring and improving the simulation software. Support in the following 
specific areas is ongoing:  
 Software design and software engineering practices.  
 Parallel IO performance and scaling.  
 Visualization support and integration of analysis tools with ASTA-developed HDF5 file 
format.  
 Merging isotropic turbulence (ISOT) simulation code with improved turbulent boundary 
layer (TBL) code in order to re-use improvements in TBL code.  
 Implementation of 2D domain-decomposition to open the door for peta-scale simulations.  
 
Work this quarter involved improvements to the IO stack, assistance debugging memory errors 
and collaboration on merging the ISOT simulation code with the newly improved TBL code. The 
older ISOT simulation code had several memory bugs, which precluded getting consistent results 
when scaling the code to the necessary resolution. This project's simulation code's central solver 
uses a 3D FFT method. Recent improvements to FFTW as well as other MPI-enabled FFT 
routines are now available. These are under investigation as the project team continues to push 
this code towards peta-scale.  
 
Work has been done to integrate the h5dns library developed by D. Adam (NCSA) into a custom 
visualization system in order to read and extract DNS data for processing various runs. These 
tasks included collaborating with D. Adam, installing and testing the library, and developing a 
custom data reader for visualization system. Preliminary visualizations have been generated 
involving simple slice planes of various data values (figures below) in order to test and verify the 
h5dns reader.  Work has also been done to improve features of the interactive color-map editor 
for custom visualization system in order to inspect various user-specified data ranges. Figure 1 is 
a preliminary visualization to test the h5dns data reader in the custom visualization system.  
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6.2.3 Efficient Implementation of Novel MD Simulation Methods in Optimized MD Codes 
(Voth, University of Chicago) 
 
This is new project started under the XSEDE ECRT program covering the period 7/1/2011 – 
6/30/2012, but it can be considered a renewal of previous ASTA work.  The ECRT staff assigned 
to this project consists of Lonnie Crosby (NICS) and Philip Blood (PSC).   
 
Following the initial implementation MP-LAMMPS during the previous year, it was decided that 
some changes needed to be made in how processors were assigned.  Therefore, during the 
previous quarter, the assignment of the processor-grid to either the real or k-space partitions was 
automated. Previously, this required input from the user to specify the dimensions of the 
computational grid for the real space partition, which was then used to assign the grid for the 
other partition. By no longer requiring the user to specify this information, the use of this new 
parallelization strategy in LAMMPS can automatically choose the optimal grid and will be made 
more transparent to the general user. This update is currently being applied to the MPMD MS-
EVB LAMMPS code (hereafter referred to as MP-Raptor).   
 
Due to this change, we focused our effort this quarter on testing and optimizing the new MP-
LAMMPS code.  We tested the new MP-LAMMPS code on up to 4K cores on Ranger and 16K 
cores on Kraken.  All runs were successful, except for the 16K core run where the code segfaults 
when Gnu or Intel compilers are used.  
 
We tested the new MP-LAMMPS code using an optimized MPI task placement scheme that 
reduced communication.  This was previously achieved on Kraken with the old MP-LAMMPS 
code (Figure 2-top left), and was replicated with the new MP-LAMMPS code (Figure 2-bottom).  
In addition, we were able to achieve optimized task placement on Ranger, which also 
significantly improved performance of MP-LAMMPS on this platform (Figure 2-top right).  
Initial testing of the MP-Raptor code shows that the MP approach speeds up the code by 31% 
running a 40K atom system on 64 cores, without optimized task placement.   
 
Figure 1  (Left) 2D color-mapped slices of the lambda2 scalar variable from simulation  and (right) 
the associated color map used to map the data. 
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In the coming quarter, the project team will strive to meet the success criteria by optimizing task 
placement with MP-Raptor as well as identifying the bugs causing the segfaults mentioned above. 
 
6.2.4 Prediction and Control of Compressible Turbulent Flows (Bodony, UIUC) 
This is also new project started under the XSEDE ECRT program covering the period 7/1/2011 – 
6/30/2012.  The ECRT staff assigned to this project is Robert McLay (TACC).   The objectives of 
this project are to profile code for typical data inputs, provide stand-alone code to test I/O 
performance of MPI I/O and parallel HDF5 that mimics current code, and provide suggestions for 
improvements to existing linear system solvers, or implementation of new ones, for systems of 
equations resulting from 1-D and 3-D stencils  
 
McLay completed the first milestone to profile the code using TAU to measure the per routine 
performance. The first measurement showed that MPI_Barrier and MPI_Waitall were the 
dominant routines. After commenting out the MPI_Barriers in the critical path and rebuilding and 
re-running the code, the profiler showed that a particular communications routine 
"Ghost_Cell_Exchange" was the hot spot. This routine sent messages to the left and waited, then 
it communicated to the right and waited. This was carefully rewritten to post the receive buffers, 
copy the data into two send buffers and then send the data to both right and left. This better 
utilized the hardware - on 64 processes, the improved program showed a 17% improvement in 
speed. On 128 processes it showed a 27% improvement.  
 
 
Figure 2 (Top left) Old MP-LAMMPS code, (bottom) new MP-LAMMPS code, and (top right) 
MP-LAMMPS on Ranger with optimized task placement. 
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The changes were described to D. Bodony and provided in a patch file. In a subsequent email, 
Prof. Bodony had integrated the changes to his code and showed similar improvement on his 
home cluster. A bug was found in a routine not used in the particular testcases used above. 
Bodony had a MPI_Isend followed by a MPI_Recv, which was fine, but he did not have a 
matching MPI_Wait for the MPI_Isend.  The figures below show the performance breakdown 
before and after the MPI_Barrier and MPI_Waitall were removed.  
 
 
 
 
 
 
 
6.3 Novel and Innovative Projects 1.4.2 
The mission of the Novel and Innovative Projects (NIP) team is to provide proactive, sustained 
efforts to jump-start XSEDE projects by non-traditional (to HPC/CI) users. Activities may range 
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from initial contact to the development and execution of successful projects, including those that 
receive extended collaborative support. The scope of NIP includes disciplines whose practitioners 
have rarely availed themselves of HPC/CI resources in the past.  It also includes demographic 
diversity, such as researchers and educators based at MSIs and EPSCoR institutions, and SBIR 
recipients. Bringing these communities to XSEDE is expected to lead to the consideration of 
applications and programming modes that have not been the focus of HPC in the past, such as 
those necessary for data analytics and informatics, and of innovative technologies such as 
streaming from instruments, mobile clients, and the integration and mining of distributed, 
heterogeneous databases. We expect that the implementation of campus bridging processes and 
technologies will be particularly important for these communities.  
Given that this is a new effort, without a precedent in TeraGrid, the focus in this first quarter has 
been on getting the team organized and on the discovery of methods that can be efficient in 
carrying out the NIP mission.  Biweekly teleconferences and the use of the project wiki and email 
list have so far been successful in catalyzing communications among team members, who have 
often benefitted from each other’s contacts and expertise and helped each other.  
One method we adopted was to contact the PIs of TeraGrid projects that were active in 2011 and 
attributed to NSF divisions deemed within NIP’s scope (arts; humanities; networking and 
communications research; behavioral and neural sciences; cross-disciplinary activities; 
information, robotics and intelligent systems; social and economic science).  Of 34 projects in this 
category, 23 had used less than 10% of their allocation and 8 had expired without requesting 
renewals, indicating that practitioners of these disciplines do need special help in order to make 
efficient use of XSEDE resources. (The remaining three groups were already beneficiaries of the 
TeraGrid ASTA program.) The NIP team has now been able to engage discussions with 16 of 
these groups. As a result,  10 of these projects have “kicked into high gear”, actively investigating 
ways in which they can make the most efficient use of current and forthcoming (such as SDSC 
Gordon) XSEDE systems and services, and how these XSEDE capabilities can enable more 
ambitious projects in coming years. In particular, 4 of them have renewed or extended their 
XSEDE grants (two of them have also requested ECS). One of these revitalized projects, 
GlobalNet by Kalev Leetaru (U. Illinois) has generated an influential publication [6.3.1] and laid 
the basis for ambitious future plans involving the wider Digital Humanities community (see 
below).   
NIP team members have also begun to stimulate the development of new grant proposals by 
talking to potential users and by following up on queries to the XSEDE or SP help desks. Three 
new startup grants have been generated in this manner; two of them have requested ECS and the 
third, The Lost World: Systematic Truncation of TAQ data and Its Consequences (PI Mao Ye, U. 
Illinois) has already generated an influential publication [6.3.2].   
Another method we initiated consists of asking successful current and past users of 
TeraGrid/XSEDE to help us reach out to other practitioners in their field: are there colleagues 
whose research may be at the point of requiring large-scale resources? Are there workshops and 
conferences we should attend, and contacts who can help us do so productively? What are the 
main obstacles we are likely to encounter, and how could be best overcome them? So far, this 
method has proven fruitful in reaching out to the Humanities and Economics communities.  In the 
Humanities, our successful interaction with Dr. Kalev Leetaru (see above, and ref. [6.3.1]) led to 
his participation in the SDSC Gordon Workshop [6.3.3], and to his referring us to Dr. Kevin 
Franklin, the Executive Director of the Illinois Center for Computing in Humanities, Arts, and 
Social Science (I-CHASS). Our subsequent discussion with Dr. Franklin gave us valuable ideas 
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for generating projects in the digital humanities, including pointers to research concerning this 
community’s cyberinfrastructure requirements [6.3.4]. Some of our team members submitted a 
proposal for a talk at the December 2011 HASTAC Conference in Ann Arbor, MI. [6.3.5] 
In computational economics, a discussion with Dr. John Rust, who successfully used TeraGrid for 
a prior project, illuminated the challenges of introducing computational economists to 
programming in C and parallelizing their codes via OpenMP and MPI, as well as more general 
issues relating to the allocations process and the use of cloud computing. Dr. Rust then introduced 
us to Dr. Kenneth Judd, Senior Fellow at the Hoover Institution, who invited us to organize a 
hands-on tutorial at the 2011 Initiative for Computational Economics summer program for 
graduate students, which took place in July at the University of Chicago [6.3.6]. Based on the 
success of this event, we are working with Dr. Judd to develop follow-up activities and startup 
projects on XSEDE resources. 
We also built on initiatives that started in the last year of the TeraGrid. Notable areas include 
agent based modeling in public health applications (one ECS project in development); machine 
learning, natural language processing, and analysis of complex networks (two active ECS projects 
underway) and bioinformatics. In the latter area, the CIPRES science gateway project [6.3.7] was 
the subject of a talk titled "Compute- and Data-Intensive Analyses in Bioinformatics" via high-
definition video to students and faculty at Monash University in Australia.  The integration of 
XSEDE services with the popular genomics web platform Galaxy [6.3.8] is a focus area for 
which a ECS request has been developed; so is collaboration with the Broad Institute at 
MIT/Harvard in optimizing their ALLPATHS-LG state-of-the-art genome assembler [6.3.9] for 
XSEDE resources. Several new XSEDE allocations and ECS projects are expected to be launched 
based on this activity.  
The main challenges ahead are to sustain and accelerate the efforts described above, by 
successfully following up on contacts already made, tuning and improving our outreach methods 
and initiating new ones, such as discussions with program officers at NSF and (for the 
Humanities) NEH. A principal focus will be to ramp up collaboration and mutual leverage with 
the XSEDE Outreach team. 
Metrics 
Research groups engaged in discussions: 27 
New XSEDE projects fostered: 8 
ECS requests fostered: 5 
Active ECS projects: 5 
Presentations at workshops: 2 
References 
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7 Extended Collaborative Support Service – Communities 1.5 
7.1 Overview 
ECSS-Communities is fully ramped up with staffing and has 7 FTEs (28 individuals) in ECCS, 
4.8 FTEs (11 individuals) in ES-SGW and 4.1 FTEs (33 individuals) in ES-TEO, distributed at 
NCSA, PSC, NICS, TACC, SDSC, U. of Chicago, Indiana U., Purdue and NCAR. Often staff 
deliver 1-2 tutorials and presentations resulting in a larger number of individuals who devote a 
small fraction of their time to ES-TEO. This arrangement, however, leads to a wide variety of 
expertise for training, education and outreach. 
Highlights include a busy outreach season with 33 tutorials involving 58 ECSS staff members 
given at the TeraGrid11 conference as well as numerous summer schools and summer institutes. 
XSEDE’s TEOS staff use the XSEDE wiki to request ECSS staff support for future training and 
outreach events.  
The team has been actively planning two events expected to be launched in Q2. The Extended 
Collaborative Support Symposium Series will be a monthly webinar, originally envisioned as a 
way for the over 70 individual staff members in ECSS to exchange technical expertise gained 
through project work. These webinars will be open to the public. XSEDE Campus Champions 
will have the opportunity to apply for a new Fellows Program, in which they will partner with 
ECSS staff for extended work on a project, so that they can learn ECSS techniques and bring 
them back to their campuses. 
7.2 Extended Community Capabilities Support 1.5.1 
The original Extended Community Capabilities Support section of ECSS has been split into 
two areas, Community Codes and Science Gateways.  This section will cover the Community 
Codes section.    
The goal of the Community Codes effort is to collaborate with the developers of widely used 
community codes and tools to increase their performance and stability on XD systems.  We 
also will work with the PI's of NSF funded software development efforts such as PetaApps, 
SDCI, STCI, and SI2 to determine if the results of their projects should be included in the 
XSEDE software portfolio.  Our goal is to complete 10 projects per year.  Given that 
Extended Community Codes Support was not an area covered under Teragrid, there are no 
existing projects that were carried over.  However, two new projects were initiated as a 
result of the XRAC allocation process from the spring review.    
One project covers the integration of SAGA (Simple Api for Grid Applications) onto Lonestar, 
Kraken, and Ranger to support the study of protein-ligand recognition by replica exchange 
simulations.  The PIs, Ronald Levy, Emilio Gallicchio, and Shantenu Jha, plan to use the SAGA 
framework to exchange replicas across XSEDE systems and use the molecular dynamics 
codes, AMBER, IMPACT, and NAMD, to simulate the protein-ligand interactions. The SAGA 
framework will provide the developers with a uniform access layer to the XSEDE grid 
architecture, which may be Globus, Genesis II, or Unicore to exchange the replicas and 
initiate batch jobs on remote systems. With the installation and testing of SAGA on Lonestar, 
Kraken, and Ranger, the first milestone has been partially completed.  All that remains is 
hardening of the SAGA installation.  The next step will be the integration of SAGA with the 
AMBER and IMPACT workflows.    
The other project involves the stabilization and optimization of the Dark Energy Survey 
Data Management (DESDM) processes.  The Dark Energy Survey project's primary goal is to 
probe the nature of dark energy and the source of cosmic acceleration.  The DESDM group, 
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led by Don Petravick at NCSA, is responsible for processing the data produced by the Dark 
Energy Survey and producing data products to be analyzed by the astrophysics community.  
The DESDM project plans to accomplish these goals by running on and Open Science Grid 
resources.  The current workflow in development runs in a non-optimal mode for parallel 
file systems such as Lustre, and has in some cases impacted filesystem stability.  This 
project aims to increase the I/O performance of the data analysis processes and reduce the 
overall impact to the underlying filesystem.  The first stage of characterizing the nature of 
the I/O on a single system (Ranger) and recommended script changes has been completed.  
The results of these investigations on Ranger should be applicable to other XSEDE systems, 
and, hopefully, provide guidelines for future data intensive projects. 
There are plans to initiate three new projects based on software and tools presented at the 
Teragrid conference.  However, the management group is still working to formalize a 
process by which we can initiate new projects with external review.  These three projects 
will provide users with a new performance evaluation tool, efficient 3D FFT library, and a 
portable grid framework on all XSEDE systems that should support Globus, Genesis II, or 
Unicore. 
7.3 Extended Science Gateways Support 1.5.2 
The goal of the Extended Support for Science Gateways (ES-SGW) is to provide assistance to 
researchers wishing to access XSEDE resources through web portals also called as science 
gateways and/or data repositories. The group assists both new and advanced groups and has 
experience in the use of web technologies, grid software, fault tolerance, complex workflows, and 
security and accounting aspects of the program.  
This quarter much for the effort was spent in bootstrapping the group, analyzing and sustaining 
the successes of the predecessor TeraGrid gateway program. The group also brainstormed on 
focus areas and narrowed onto gateway community building, gateway-support, and interactions 
with rest of ECSS and XSEDE groups and gateway software integration.  
7.3.1 Extended Collaborative Support 
CIPRES: The CIPRES Science Gateway is an internet portal that allows scientists to upload their 
data via a standard Web browser and perform phylogenetic analyses using community codes. The 
CIPRES gateway extensively utilizes the SDSC Trestles resource. The CIPRES extended support 
is focusing on: installing efficient versions of heavily requested phylogenetics codes that are not 
currently available, such as BEAST; developing and installing a script to automate execution of 
RAxML-Light for doing tree inference on very large data sets; Making theRAxML-light codes 
available through the CIPRES Science Gateway interface and update existing codes with more 
efficient ones as they become available. 
OLAM: The objectives of the OLAM extended support  project is to: deploy the new global 
icosahedral Ocean Land Atmosphere Model (OLAM) Earth System Model on XSEDE 
computational resources in order to simulate current and future climate scenarios, high- impact 
storm events (hurricanes) and local circulations; develop an OLAM web portal science gateway 
for teaching graduate-level meteorology, climate, and predictability courses at the University of 
Miami, and generate regional climate change projections that can be used to guide water 
management decisions in South Florida. 
DES-SimWG: The Dark Energy Survey (DES) is an upcoming international experiment that aims 
to constrain the properties of dark energy and dark matter in the universe using a deep, 5000-
square degree survey in five optical bands.  The production of a suite of large N-body simulations 
will allow the development of a Blind Cosmology Challenge (BCC) process for the DES 
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collaboration. The gateway extended support is focusing on developing workflow solutions for 
(N-body production): 2LPT + L-GADGET codes. The workflow will prepare input files for these 
tasks, submit 2LPT initial conditions (ICs) code, verify correct execution, archive IC’s, submit L-
gadget simulation code, verify correct execution, archive output, re-submit and verify until code 
terminates successfully.   
Environment Science Gateway Project: The goal of this advanced support project includes: 
extending the Purdue CCSM gateway to support online CESM 1.0 simulations on the TeraGrid; 
Automatically generate standardized metadata for model runs initiated from the CESM portal; 
Integrate data publishing and wide-area transport capabilities such that model run datasets and 
metadata may be published back into ESG from Purdue’s CESM gateway. 
GISolve and SimpleGrid: GISolve is the TeraGrid Geographic Information Science Gateway, 
and SimpleGrid provides building blocks for science gateway development. The projects engaged 
new communities in hydrological modeling by integrating a hydrological modeling method and 
associated software with GISolve and preparing a paper draft submitted to the Journal of Water 
Resources Research. The SimpleGrid Toolkit for science gateway application integration is 
enhanced with application integration interface for users to convert their command line 
applications into XSEDE-enabled gateway Web applications and Web services; developed a  
ready-to-use computation management service as a generic service for XSEDE access, job 
management, and data transfer in SimpleGrid; and developed a modular integration framework 
prototype to leverage multiple gateway middleware in SimpleGrid, such OGCE gadget container 
and job management service - GFAC and XRegistry. 
7.3.2 Community Engagement 
Bi-Weekly community awareness calls are being organized to share common gateway 
discussions. This quarter’s prominent talks include architecture discussions from Globus Online 
and Genesis II, GFFS groups.  
7.3.3 XSEDE Architecture Testing 
The gateway group is pro-actively participating in testing discussions of the testing of 
architecture modules & requirement gathering. The testing teams are organizing themselves and 
at this point the ECSS gateway participating is passive, but as the testing begins, the groups 
intends to actively engage on a day to day basis.  
7.4 Extended EOT Support 1.5.3 
Extended EOT work covered several areas: live training and tutorials, webinars, content review 
and updates, and one-to-one long-term interactions and mentoring.  See Table 21 "Advanced 
EOT Support 1.5.3" in the E Metrics appendix for a count of the events and staff involved.  
The TG11 conference was a focal point of training, tutorials, and talks by TeraGrid (now 
XSEDE) ECSS staff.  The presentations and tutorials offered something for all attendees.  Here 
are a couple examples: 
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 resource-focused: "Getting the most out of the TeraGrid SGI Altix UV system"  
 programming:  "First Steps with OpenMP: Parallel Programming for Everyone" 
 scientist-focused: "Hands-on Tutorial for Building Science Gateway Applications on 
Cyberinfrastructure " 
The late summer months also included several institutes and summer schools at the SP sites 
delivered by our staff.  Many employed a combination of on-site and virtual (high definition 
video over the web) content delivery to reach a larger audience.  Examples : 
 2011 Virtual School of Computational Science and Engineering course on Petascale 
Programming Environments and Tools 
 TACC Summer Supercomputing Institute 
 Gordon Summer Institute 
 2011 European-US Summer School on HPC Challenges in Computational Sciences 
A couple students from foreign universities are being mentored by ECSS staff and contributing to 
ECSS projects as they learn.  Wayne Pfeiffer at SDSC delivered a talk about computational 
bioinformatics via HD video with the MURPA [https://messagelab.monash.edu.au/MURPA ] 
group at Monash University in Australia that may lead to a couple of them working with him next 
summer.  Amit Majumdar (also SDSC) is working with a graduate student from Instituto 
Politecnico Nacional, Mexico City through December and teaching him about HPC. 
Those staff who are not presenting tutorials and talks are typically attending them.  The GPU 
training events and paper presentations usually draw a number of ECSS and XSEDE training 
staff--our trainers are keen on keeping current with the latest technologies. 
In an ongoing effort, we have begun reviewing several of XSEDE's most popular on-line tutorial 
courses.  Our staff have contributed valuable comments and new material to improve the courses.  
Reviews have been started on courses like:   
http://www.ci-tutor.org 
 Introduction to MPI 
 Intermediate MPI 
 Parallel Numerical Libraries 
https://www.cac.cornell.edu/VW/ 
 Balancing Scripts and Compiled Code in Scientific Applications 
 Python on Ranger and Lonestar 
A couple of the courses listed above (Cornell Virtual Workshop) have already been updated due 
to our efforts.   Longer courses such as those in CI tutor are expected to be revised in the coming 
quarters with further assistance from our staff.  Reviewing the tutorials is an opportunity for 
experts to share their knowledge and for novices to learn and provide feedback like our target 
audience. As a result of the reviews, at least one new course in visualization is planned and the 
TEOS group is following up with that work. 
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8 Education and Outreach 1.6 
8.1 Overview  
XSEDE’s Education and Outreach team worked closely with the Training team to launch the 
broader array of TEOS programs and activities.  The team collectively benefitted from the 
foundational efforts of TeraGrid and other pre-existing partnerships to get an early start on many 
activities, with a number of early successful accomplishments. 
An informal meeting of TEOS partners and staff is planned for SC’11 to allow time for 
everyone to meet one another and compare plans and directions. 
8.2 Education 1.6.1  
Education activities for the first quarter can be divided into four major categories:  1) 
conducting workshops for faculty and students, 2) development of competencies for 
computational science programs, 3) initiating collaborations with universities interested 
in starting or expanding formal computational science degree and certificate programs, 
and 4) international collaboration with PRACE. 
8.2.1 Workshops for Faculty and Students  
Workshop planning began before the official start of the project and carried out 
throughout the summer of 2011.  A series of workshops for faculty interested in 
computational science education was organized by the Shodor Education Foundation and 
conducted in collaboration with SC11 and a number of participating institutions.  A total 
of 326 people participated from 110 different institutions.  Thirty of the institutions were 
from doctoral granting institutions, 11 liberal arts colleges, 22 baccalaureate institutions, 
39 master’s institutions, 4 community colleges, and 4 other institutions.  The workshops 
were week-long, intensive sessions focusing on the tools and pedagogy to teach 
computational science in various fields.  The table in the appendix has a list of the 
workshops, attendance numbers, and host institutions for the workshops. 
XSEDE also sponsored a parallel computing boot camp August 15-17 at the University 
of California Berkeley led by James Demmel, Department of Mathematics and Computer 
Science.  The three-day course included both local and remote, Internet audiences.  There 
were 155 Internet participants and 111 onsite participants.  A full list of the participating 
universities and research institutions is available upon request.  The sessions were also 
recorded and available online for use asynchronously.   The agenda and recordings can be 
accessed at http://parlab.eecs.berkeley.edu/2011bootcampagenda.   
XSEDE collaborated with the University of Michigan and on the Blue Waters Virtual 
School of Computational Science and Engineering (VSCSE) summer school on 
“Petascale Programming Environments and Tools” delivered synchronously to 78 
registered attendees at 7 sites (Louisiana State University, Michigan State University, 
NCSA, Northwestern, Princeton University, University of Tennessee at Knoxville, 
University of Texas at El Paso, University of Utah) and across the country via high 
definition Audio/Video connections on July 12-15.  The presentation materials and video 
recordings of the sessions are publicly available.  XSEDE staff provided content for a 
number of sessions and access to computational resources for the summer school.  The 
VSCSE activities are funded through a CI-TEAM award to the University of Michigan 
and NCSA. 
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SDSC Education and Outreach hosted 15 summer workshops for pre-college students 
from July-August 2011, with non-XSEDE sources of funding.  Workshops were one 
week in length and took place at various locations at SDSC, across campus and at an 
offsite location. Over 250 students were served by these workshops, which covered topics 
such as biology, geology, the scientific method, visualization, virtual worlds and 
programming. 
8.2.2 Competencies 
As part of the effort to encourage the formal adoption of computational science degree 
and certificate programs, additional work was undertaken to derive a set of competencies 
for undergraduate and graduate level computational science that can be the foundation for 
such programs.  The undergraduate competencies originally developed in Ohio for the 
Ralph Regula School of Computational Science have been put forward for further review.  
Initial reviews were completed by the faculty at the institutions the XSEDE program is 
initially aiding to enhance their programs (see below).   Several of those institutions have 
already used those competencies as the basis for creating new courses.  Further review 
will be conducted over the next two months with the goal of publishing an updated set of 
competencies by the end of 2011. 
A revised set of graduate level competencies was presented at the TeraGrid’11 meeting in 
Salt Lake City.  Comments were received from the conference participants and will be 
incorporated into the next draft of the competencies.  Those competencies will be 
reviewed via series of webinars over the next several months with the goal of publishing 
a revised set by February 1, 2012.  The competencies will guide development of model 
programs in computational science.  Both sets of competencies can be found at 
http://www.rrscs.org/competencies. 
8.2.3 Computational science degree and certificate programs 
During the first quarter, we also began our efforts to promote the adoption of formal 
computational science programs at collaborating universities.  A flyer on the nature of the 
effort was prepared and distributed to the education and outreach teams to assist in 
recruiting additional interest in the program.  We have also worked with four institutions 
that volunteered early on to work on new and expanded programs at their institutions.  
The initial institutions are Kean University, Richard Stockton College, North Carolina 
State University, and University of Arkansas.  The principle sponsor at the University of 
Arkansas has moved to Clemson University and is now considering program additions 
there.  We are also continuing discussions with the faculty at the University of Arkansas.   
During the first quarter we have held conference calls aimed at defining the current 
courses and expertise on each campus, their program goals, and an initial set of strategies 
for working with each to meet those goals.  In addition, the participants have agreed to 
participate further in the review of the computational science competencies and to assist 
in creating model programs that could be adopted at their institutions.  We expect to 
follow-up with these institutions with campus visits, workshops for their faculty and 
administrators, and other activities that will help them to move their program ideas into 
reality. 
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We have also been contacted by a faculty member at Merrimac College interested in 
starting an undergraduate minor program at that institution.  We have completed initial 
discussions and will be assisting them in formulating a new, proposed program at that 
institution.  Some initial interest in computational science programs has been identified 
by SURA at minority serving institutions.  We expect to work with these institutions and 
make additional contacts with interested institutions over the next quarter to widen the 
reach of the XSEDE education program.   
8.2.4 International Collaboration 
XSEDE and PRACE collaborated to host the second annual EU-US Summer School on 
HPC Challenges in Computational Sciences was conducted August 7-12, 2011 at Lake 
Tahoe, California.  In attendance were graduate students and postdocs from Europe and 
the United States, along with instructors and support staff from Europe and the United 
States.  The participants were from 17 different countries and 30% of the participants 
were women.  A total of 60 participants were chosen from among 236 applications, a 
25% acceptance rate.  There were 26 instructors and support staff from diverse 
disciplines and backgrounds to provide a broad spectrum of HPC content as well as 
mentoring for the students. 
The goal was to expand the knowledge of the attendees about high performance 
computing (HPC) and it applications in multiple fields of science and engineering.  The 
goal was also to foster new collegial friendships and partnerships (nationally and 
internationally) among the presenters and attendees. 
Through a survey after the event was completed, over 90% of the attendees, and 100% of 
the presenters and support staff, indicated that they found the summer school to be 
excellent or very good, representing a 5% improvement for the attendees from the 2010 
summer school.  Through the surveys, the respondents provided a number of suggestions 
for further improving the summer school in future years, along with a very strong vote for 
continuing to offer similar summer schools in the future. 
The summer school was funded by a supplement from NSF/OCI. 
8.3 Outreach 1.6.2 
The first quarter of XSEDE Outreach has been dedicated to beginning the programs that 
were defined in the original proposal, as well as working to integrate the new partners 
and programs that were added. All “major milestones” are on schedule. Internal 
milestones are fluctuating as processes for events and activities are developing. 
A number of TEOS people are involved in planning for the SC11 Conference.  Included 
are Scott Lathrop as General Chair, Jim Ferguson on the Infrastructure Committee, Laura 
McGinnis and Steve Gordon on the Communities Committee, and Kay Hunt on the 
Executive Committee.  A number of other TEOS committee members are involved in 
contributing to SC11 activities providing content, supporting XSEDE booth activities, 
supporting the XSEDE Scholars Program, contributing to the Education and Broader 
Engagement Programs, and conducting BOFs.  
8.3.1 Student Engagement 
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8.3.1.1 TeraGrid Supplement for Summer Student Programs 
NSF provided a supplement for the third year in a row, to provide airfare, hotel, and 
conference registration for students to attend the annual TeraGrid’11 conference. There 
were three aspects to the TeraGrid’11 Student Program, the Student Poster Contest, 
Student Volunteers, and the Open Science Grid summer school. 
 Student Poster Contest: 43 students were selected from a pool of 95 applicants to 
present their technical and/or scientific work as part of the Student Poster Contest. 
Best Posters were selected by TeraGrid staff and other conference participants 
during the conference Poster Session and Visualization Gallery. The winners 
were: 
High School - Skanda Koppula (North Allegheny Senior High School, Pittsburgh, 
PA), "The Remote Acquisition and Distribution of Oceanographic Data" 
Undergraduate - Brandon Cloutier and Paul Rigge (University of Michigan), 
"Numerical Investigations of Convection" 
Graduate - Christopher MacDermaid and Christopher Von Bargen (University of 
Pennsylvania), "Computational Modeling and Design of Protein and Polymeric 
Assemblies" 
Four other students were acknowledged as “TeraGrid Emerging Scientists” for their 
work presented as part of the full (non-Student Program) content of the conference: 
Technical Track Paper - Qingyu Meng (University of Utah), "Using Hybrid 
Parallelism to Improve Memory Use in the Uintah Framework" 
Visualization Gallery - Andrew Pfeifer (Carnegie Mellon University), "A 
Computational Model of Dynamic Social Entropy" 
Research Poster - Yanli Zhao (University of Illinois at Urbana-Champaign), 
"GPGPU-based Parallel Viewshed Analysis on CyberGIS Gateway" 
Student Technical Paper - Anthony Frachioni (Binghampton University), 
"Anderson Localization of Phonons in Thermoelectric Nanostructures: A Path to 
Efficient Thermoelectric Energy Generation" 
 Student Volunteers: 20 students were selected from an applicant pool of 62 to help 
with executing the TeraGrid’11 conference.  
 OSG Summer School: As in 2010, part of the supplement was directed to support 
a summer school for graduate students, delivered by the Open Science Grid. 
Twenty-five students attended the summer school June 26-30 at the University of 
Wisconsin at Madison; 19 of those students also attended the TeraGrid’11 
conference. 
Analysis and Feedback from Students: A review of the applicant and participant data 
shows the following demographics among the students participating in the program: 
 
Academic Status 
High School 5 
Undergraduate 28 
Masters Candidate 12 
PhD Candidate 35 
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Gender 
Female 17 
Male 64 
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(Race/Ethnicity data was not collected during the application process. Since very few students 
provided it on the follow-up survey after the conference, we are unable to report the breakdown.) 
Comments from Students: 
“I'm so excited to publish a paper in TG'11 science track. TG'11 student program 
provides an excellent opportunity to discuss the state of art science and technology 
with experts in HPC areas, and share experience with students from different 
universities and different majors. This will definitely influence my future career 
choice in HPC world.” 
He Huang, University of Wyoming 
“TeraGrid 11 was the first scientific conference I have attended, and I would not have 
had this opportunity without the Student Program, which provided my airfare and 
lodging. Attending the conference gave me the chance to see the real-world impact of 
my research, and made me more confident in my abilities to pursue a career in 
science.” 
Robin Betz, University of California at San Diego 
“I have very minimal programming experience so this was an incredible opportunity 
for me to learn about HPC and how I can actually use TeraGrid resources in my 
current research.” 
Ahlmahz Negash, University of Washington 
8.3.1.2 Student Engagement Program 
XSEDE has developed a student engagement program to provide internships for 
undergraduate and graduate students. The first step is to recruit projects for the students 
to work on from the current XSEDE research and support community. A call for projects 
has been developed and began circulating at the National Society for Black Physicists 
and the National Society for Hispanic Physicists, September 21-24 in Austin, Texas. 
Additional dissemination and recruiting are planned for the upcoming quarter.  
Also, see information about the Clemson EPSCoR Outreach in the Campus Champions 
and the XSEDE Scholars Program in the Underrepresented Engagement sections below. 
8.3.2 Campus Champions 
An updated Memorandum of Understanding (MOU) has been developed to reflect the 
changes in transitioning from TeraGrid to XSEDE.  All previous TeraGrid Campus 
Champions are being asked to sign the new MOU, and all new Champions are using the 
new MOU as they join the program. 
The Campus Champions program has grown to 102 members.  Nine new campuses 
joined in the first quarter of XSEDE. New campuses are: University of Iowa, University 
of Minnesota, University of Florida, Arizona State University, University of Utah, 
Louisiana State University, University of Colorado, University of Chicago, and 
University of Nebraska. 
 
The Campus Champions had a very visible presence at the TeraGrid’11 Conference. 
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Prior to the opening of the conference, the Champions gathered for a day of community-
building, feedback, and an introduction to XSEDE. The Champions Program also hosted 
a BoF session and delivered a paper as part of the conference program. 
a) Scott Lathrop represented XSEDE and the Campus Champions program at the 
NGS All Hands Meeting in the UK. The NGS is developing a similar program for 
campuses across the UK and are very interested in the XSEDE Campus 
Champion program as a model. 
b) A Campus Champions BOF has been accepted a part of the Technical Program 
for SC11. 
c) XSEDE Campus Champions Fellows MOU and application are in progress.  A 
project description draft is being reviewed by Campus Champions and XSEDE 
Leadership.  It is expected that a call for applications for XSEDE Campus 
Champions Fellows will be announced during SC11. 
d) XSEDE has been working with Jim Bottum and Barr von Oehsen of Clemson 
University to assist with a proposal to the NSF EPSCoR program to support 
engaging undergraduate students and Champions in a year-long program to 
immerse them in computational science and engineering and high performance 
computing.  Clemson recently received an award, but due to the lateness of the 
award they will delay the initiation of the program until the SC12 conference. 
8.3.3 Underrepresented Engagement 
a) SURA served on the conference committee to help host the Joint Conference for 
the National Society for Black Physicists and the National Society for Hispanic 
Physicists. SURA, NICS, PSC and TACC staffed the first-ever XSEDE 
conference booth space and received requests for more information from 60 
conference attendees. Contact information is being forwarded to the appropriate 
XSEDE services for followup. 
b) SURA is working with Mark Jack (FAMU) to assist him with submitting an 
XRAC proposal for the upcoming allocations cycle.  
c) Rice University announced the XSEDE Scholars Program and received 409 
applications.   A total of 40 students (28 undergraduate, 12 graduate) from 30 
colleges and universities have been selected to participate in a year-long program 
of engagement in computational science and engineering.  The first hour-long 
online session that the Scholars will participate in is a webinar featuring a 
Microsoft researcher on November 3, 2011.  The group will also meet in person at 
the SC'11 conference in Seattle over three days (November 12-November 14) in 
order to be introduced to the XSEDE research community and organization and 
build community among the Scholars.  At the faculty level, Rice University is 
currently in the process of recruiting faculty members to mentor and provide 
leadership for students in the XSEDE Scholars Program (XSP).   
d) At the SC11 conference the XSEDE Scholars Program (XSP) leaders plan to 
invite faculty and professionals participating in the Broadening Engagement 
program to join the XSEDE Faculty Council.   
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e) SURA collaborated with the SC’11 Broader Engagement Program Committee to 
identify candidates for SURA-XSEDE Broadening Engagement Fellows, 
receiving travel support to SC11 and mentoring. The recipients are: Luis Cueva-
Parra, Auburn University; Eric Crumpler, Valencia College; Glendora Carter, 
Jarvis Christian College; Miaoqing Huang, University of Arkansas; Edmund 
Moses Ndip, Hampton; and Eduardo Socolovsky, Norfolk State University.  
f) SURA visited Howard University and met with their Campus Champion, Marcus 
Alfred. In Steve Grevious the new Assistant Provost & CIO Academic Affairs at 
Howard University visited SURA offices to learn more about XSEDE. SURA 
visited Morgan State University, which generated 10 applications to the XSEDE 
scholars program and interest in the XSEDE Student engagement program. 
g) SDSC represented XSEDE with a presentation and campus champion recruitment 
at CI Days at Salish Kootenai College in Montana on August 2, 2011. Follow-up 
to that presentation served to identify a new Campus Champion for the region, 
which includes University of Montana at Missoula, to replace the TeraGrid 
campus champion who is leaving UM for another position. Following the XSEDE 
presentation, a potential new XSEDE user from Salish Kootenai College (Dr. 
Frank Stomp, computational mathematics) expressed interest in testing the 
Gordon architecture with his algorithms. He was provided contact information for 
Bob Sinkovits, applications lead for Steve Gordon, to determine if that new 
XSEDE resource's architecture would be a good fit for his research problems. Dr. 
Stomp intended to contact Bob Sinkovits when he returned from a three-week trip 
to South America. Additional follow-up with him is scheduled for next quarter.  
h) SDSC Outreach's Baxter met with Kevin Franklin on 9/9/2011 to discuss possible 
Humanities applications that might take advantage of XSEDE resources. Several 
potential projects were identified, and discussions are continuing at this time 
regarding next steps for collaborative proposals with Humanities researchers. 
8.3.4 Speakers Bureau 
a) TeraGrid’11: XSEDE was introduced to the TeraGrid community via numerous 
sessions: 
Tutorial: “XSEDE Client Installation and Use --‐ From the Global Federated 
File System to Running Jobs” 
Tutorial: “XSEDE/Genesis II Installation, Configuration, and Management” 
Paper: “The XSEDE Architecture --‐--‐ A Renewed Emphasis on Quality 
Attributes” 
Plenary: “XSEDE Town Hall” 
BoF: “Hierarchical Data Storage Strategy in XSEDE” 
BoF: “XSEDE TEOS Plans for Community Engagement” 
BoF: “Carry It Forward: From TeraGrid to XSEDE” 
BoF: “XSEDE Advanced User Support and Campus Champion Fellows 
program information” 
BoF: “Globus GRAM 5: Requirements and Use Cases for XSEDE” 
BoF: “XSEDE TEOS Plans for Student Engagement” 
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b) Joint Conference for the National Society of Black Physicists and National 
Society of Hispanic Physicists – See Underrepresented Engagement, above. 
c) CASC Fall Meeting – John Towns introduced XSEDE to the Coalition for 
Academic Scientific Computing. 
d) SURA provided a briefing on XSEDE to the SURAgrid membership. 
8.3.5 Issues, Concerns, Challenges 
We are waiting on information on the relationship with Open Science Grid so that Kim 
Dillman’s role (job description) in supporting OSG within the Campus Champions can be 
finalized. 
8.4 Community Input 
The community input lead will work with the TEOS team and the external evaluators to 
develop a survey of needs as follow-up to the initial survey conducted prior to funding of 
this project on an annual basis to ensure that the goals and objectives set forth in the 
proposal with feedback from the TEOS user community are being addressed and met.  
Planning is underway to launch this in coordination with other XSEDE surveys to avoid 
pinging the community too often. 
Lead External Evaluator, Lizanne DeStefano and XSEDE community input lead, Edee 
Wiziecki attended the TeraGrid’11 Conference in July 2011 and met with leads from 
Outreach, Education, Campus Champions, and Training to discuss goals and objectives 
for the collection of longitudinal impact data.  These discussions helped evaluators 
navigate the complex TEOS program and to begin preparing IRB documents and an 
evaluation plan. 
To date, evaluators have made contact with all TEOS level 3 managers and the lead of 
Campus Champions to provide formative information for program development. 
Evaluators have participated in several Campus Champions conference calls, met with 
Campus Bridging and Infrastructure leads at NCSA in September, and communicated via 
email to key informants of TEOS program development and management. Evaluators 
will attend SC’11 to further guide program improvement. Special attention will be paid to 
the developing XSEDE Scholars Program, which will kick off at the SC’11 conference. 
Evaluators are seeking Internal Review Board (IRB) approval for the evaluation. An 
initial application for educational exemption was submitted on September 7, 2011. 
Evaluators are currently in the pre-review process with the University of Illinois (UIUC) 
IRB. As agreed upon, the external evaluation will only cover TEOS activities and will be 
conducted by Lizanne DeStefano and Lorna Rivera through I-STEM at UIUC. We are 
currently awaiting their decision and approval. 
An evaluation matrix has been developed and disseminated for review by TEOS leads on 
September 23, 2011. The matrix was generated to outline the 10 primary TEOS services 
defined in the proposal, revision documents, and information from TEOS leads. These 
services are broken down to describe the individual goals/outcomes, activities, evaluation 
methods, and timelines of each service to guide the overall evaluation. The matrix is a 
working document. It is understood that adjustments will regularly be made based on 
programmatic changes and ongoing evaluation results. Evaluators will finalize the first 
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draft of the matrix following the matrix review deadline of September 30, 2011. To 
minimize the potential of creating spam for XSEDE users, evaluators will coordinate 
their survey efforts with the User Engagement team lead by Glenn Brook. 
8.5 Infrastructure 
First quarter issues for Education and Outreach Infrastructure included the interaction 
with the XSEDE public web site team, the XSEDE Portal team, and the project Wiki 
team.  Staff from the TeraGrid project, used to a certain level of access to public project 
web areas, were initially stymied with a more restrictive XSEDE access policy on the 
public pages.  As XSEDE brought on a new web master at TACC, the restrictive policies 
toward editing the main web site were lessened.  At the end of September, a meeting 
between the interested parties in E&O and External Relations resulted in an agreement to 
allow a limited number of staff to make modifications to the public web site.  This is 
important for the promotion and featuring of E&O activities that change constantly 
throughout the year.   
We are still working through issues with moving information on Campus Champions web 
pages from the old TeraGrid web space and a path forward has been identified. 
Identification of the information that the E&O curator (Ange Mason, SDSC) will collect 
is ongoing and we expect to be constantly under review.  Some of this data will come 
from outside of E&O, and we are working on the best avenues for collection of items 
including conference presentations by XSEDE staff, including PIs and senior staff.  
September brought the beginning of the XSEDE TEOS blog, covering educational 
outreach and events across the national partnership. The blog consists of the XSEDE 
Monthly Blog Spot, which showcases upcoming conferences, partner research, staff 
recognition, educator opportunities, student engagement and training events. There is also 
a weekly XSEDE newsroom column reporting outreach news from the previous week. 
An "In the News" section focuses on staff recognition or changes within XSEDE. 
Training events are also posted as they are provided to me. There have been 17 posts to 
the blog. 
8.6 Campus Bridging 
8.6.1 Background 
The campus bridging group has been defined and organized with Craig Stewart (IU), as 
level 3 manager, Jim Ferguson (NICS) as lead staff, and with Therese Miller (IU) and 
Rich Knepper (IU) also involved.  
‘Campus Bridging’ is a relatively new concept in distributed scientific computing. The 
term was coined by Ed Seidel when he charged the NSF Advisory Committee for 
Cyberinfrastructure Campus Bridging Task Force at the beginning of 2009. This Task 
Force was one of six ACCI Task Forces (see http://www.nsf.gov/od/oci/taskforces/) but it 
was the only task force that introduced a new concept in NSF-funded cyberinfrastructure. 
Craig Stewart chaired this committee, and many people now involved in XSEDE and 
OSG participated in this task force and workshops held on topics related to campus 
bridging. Literally hundreds of pages of reports, position papers, and presentations related 
to campus bridging are available online (http://pti.iu.edu/campusbridging). The ACCI 
Campus Bridging Task Force created to following definition: 
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Campus bridging is the seamlessly integrated use of cyberinfrastructure 
operated by a scientist or engineer with other cyberinfrastructure on the 
scientist’s campus, at other campuses, and at the regional, national, and 
international levels as if they were proximate to the scientist, and when 
working within the context of a Virtual Organization (VO) make the 
‘virtual’ aspect of the organization irrelevant (or helpful) to the work of 
the VO. 
We have arrived at a basic definition of the goals and scope of the XSEDE campus 
bridging effort, drawing heavily on the work of the ACCI Campus Bridging Task Force: 
The goal of the XSEDE Campus Bridging effort is to facilitate ease of 
access by researchers using their local computing resources and the 
resources offered by XSEDE - to allow any researcher to use local 
cyberinfrastructure and XSEDE as though they were peripherals to their 
laptop.  
 
Campus Bridging is more than a single project—it’s a way of thinking 
about access to digital resources. XSEDE Campus Bridging leads Craig 
Stewart and Jim Ferguson will work to keep the entire XSEDE team 
thinking about this philosophy: Moving between local and national 
resources should not be an insurmountable challenge for researchers but 
instead should be a smooth path to increased productivity.  
 
It is also expected that this infrastructure will enhance communication 
among researchers on different campuses. Campus Bridging is focused on 
working with campuses to assist them in adopting and making effective 
use of the XSEDE system architecture. XSEDE personnel will consult with 
campus personnel to provide awareness, advice, training, and assistance 
with the installation of appropriate XSEDE architecture components to 
support their local research community. 
 
Campus Bridging will work with campuses in a variety of ways - working 
through campus champions when appropriate, but also working directly 
with CIOs, VPs for research, and researchers on campuses that do not 
have campus champions. 
One of the initial challenges for Campus Bridging was to establish effective 
modes of interaction with other relevant groups within XSEDE. This has now 
largely been done, as described below: 
 Architecture and Design. Campus Bridging. Campus Bridging 
interacts closely with the Architecture team, tracking new ideas and 
plans from the Architecture team and relaying them as appropriate to 
campus-based stakeholders, leveraging particularly the Campus 
Champions. 
 Systems and Software Engineering. Campus Bridging forms a conduit 
of information and feedback from the community to the Systems and 
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Software Engineering group, particularly by submitting requirements 
to the DOORS database. 
 Software Development and Integration and Software Testing & 
Deployment. Campus Bridging is directly engaged with both SD&I 
and ST&D as regards testing and deployment of software deployed on 
campuses and used in a ‘campus bridging’ context. 
The campus bridging concept is new and has very much caught the attention of 
the larger science community in the US. Indeed, one of the most critical risks 
facing the XSEDE campus bridging effort is keeping expectations on the part of 
the community to a level we can effectively meet. A flier about Campus Bridging 
has been developed for distribution at SC11. Information about campus bridging 
is now posted online as part of the XSEDE web presence 
(https://xup1.tacc.utexas.edu:8443/sv/web/guest/campus-bridging) and via a user 
forum accessible within the XSEDE portal. A Campus Bridging category has 
been established in the XSEDE User Portal User Forums 
(https://portal.xsede.org/forums). In addition, representatives of the Campus 
Bridging team have given talks introducing the campus bridging topic within the 
US and internationally. 
The Campus Bridging group is hewing closely to all of the recommendations in 
the ACCI Campus Bridging Final Report. Operationally, we are paying particular 
attention to the following recommendation: 
Strategic Recommendation to the NSF #6: The NSF should fund 
activities that support the evolution and maturation of 
cyberinfrastructure through careful analyses of needs (in advance 
of creating new cyberinfrastructure facilities) and outcomes 
(during and after the use of cyberinfrastructure facilities). The 
NSF should establish and fund processes for collecting 
disciplinary community requirements and planning long-term 
cyberinfrastructure software roadmaps to support disciplinary 
community research objectives. The NSF should likewise fund 
studies of cyberinfrastructure experiences to identify attributes 
leading to impact, and recommend a set of metrics for the 
development, deployment, and operation of cyberinfrastructure, 
including a set of guidelines for how the community should judge 
cyberinfrastructure technologies in terms of their technology 
readiness. All NSF-funded cyberinfrastructure implementations 
should include analysis of effectiveness including formal user 
surveys. All studies of cyberinfrastructure needs and outcomes, 
including ongoing studies of existing cyberinfrastructure facilities, 
should be published in the open, refereed, scholarly literature. 
As such, copies of presentations given by the XSEDE campus bridging group, and 
formal reports of campus bridging activities, are being published online via the IU 
Scholarworks digital repository 
(https://scholarworks.iu.edu/dspace/handle/2022/12993) in reusable formats, 
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under a creative commons 3.0 attribution license. An informal Birds of a Feather 
session has been scheduled for SC11, to explain further the role of campus 
bridging within XSEDE, to discuss the Global Federated File Systems (GFFS) 
pilot project [see section 8.l.3], and gather feedback from the community about 
their needs and requests regarding XSEDE and campus bridging. 
8.6.2 TeraGrid’11 BOF 
Campus Bridging held a BOF at the TeraGrid’11 meeting together with the 
Campus Champions in order to discuss Campus Bridging and the Campus 
Champions with some of the XSEDE architecture group and other group 
members.  This activity gathered a number of useful comments from the campus 
community.  Interest focused on the means for Campus Champions and other 
interested campus participants to receive information about the architecture 
group's plans and directions and the appropriate channel for sending in questions 
and needs to the architecture group.  Both Campus Bridging to DOORs and direct 
to DOORs was offered as vectors for providing information.   
Campus participants noted a need for documentation about best practices for 
setting up local campus CI, interest in installers and software packages, and 
information about the decisions made behind setting up XSEDE CI, that could be 
reflected in local installations.  Some discussion of the Common User 
Environment work as well as the work of the Open Science Grid noted successes 
in that area as well as sticky points for getting local CI to work well with national-
level CI.  Additionally, great interest was shown in documentation and training 
for users that would be applicable for national-level as well as local CI. 
8.6.3 Global Federated File Systems (GFFS) Pilot Project 
Campus Bridging has developed a call for proposals for campuses to participate in 
a pilot project installing and using the Global Federated File Systems (GFFS). 
Campus Bridging has gotten agreement from all relevant stakeholders within 
XSEDE to release this CFP, which will happen in October.  
XSEDE team will select 2-3 campuses (or large research groups) that have 
significant experience with the TeraGrid in the past, and 1-2 campuses (or large 
research groups) that have potential users but not much past experience with the 
TeraGrid, and will provide onsite help and training in use of these tools. Proposals 
should be no longer than three pages, including at least one paragraph each on the 
intellectual merit and broader impacts of the proposal—similar to NSF proposal 
requirements.  In addition, each proposal should include a facilities statement for 
their campus detailing the size and scope of your computing resources, and NSF-
style bios for at least two people who will be the responsible parties on campus. 
Deadline for proposals is November 30 2011, with notifications expected to be 
made by December 2011.   An informal BOF about campus bridging and this CFP 
will be held at SC’11 3-5pm on Tuesday November 15 in WSCC 3A/B. 
In choosing proposals to accept we will give the strongest consideration to 
campuses that have: 
 active TeraGrid/XSEDE Campus Champions 
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 strategic plan in place that includes research computing 
 significant level of a shared computing resource, which might 
eventually be shared in a closer engagement with XSEDE in the future. 
 need for sharing data across campuses and preferably some idea of the 
overall campus requirements for data movement from and to XSEDE 
resources. 
What XSEDE campus bridging will offer to the campuses, accepted as early 
adopters, is consulting and assistance on XSEDE and related middleware and 
architecture (there is no financial component to this call for proposals). XSEDE 
will provide training and assistance, and will ask for feedback - good and bad -on 
XSEDE architecture deployed at campuses in return.  Campus IT staff and 
researchers on the selected campuses will be exposed to the latest XSEDE-
recommended infrastructure, and will play a vital part in shaping future updates 
and deployments of that infrastructure. 
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9 TAIS/ Technology Audit Services 1.7 
 
TECHNOLOGY AUDIT SERVICES PROGRAM GOALS 
 
The Technology Audit Service (TAS) will both provide quality assurance and quality control for 
XSEDE to help maximize the positive impact of the infrastructure investment on science and 
engineering research. Coupled with a strong user needs and usability analysis program, TAS will 
be leveraged to help ensure that users’ needs are met, with particular emphasis on improving the 
effectiveness of major users, bringing novice users up to speed rapidly and attracting non-
traditional users. By identifying user needs early on and providing the tools and information that 
they need, TAS will allow them to efficiently and more effectively utilize XSEDE resources. 
TAS will also provide necessary inputs to other stakeholders, namely, NSF, service providers 
(SP) and the XSEDE user community represented by the Science Advisory Board, interested in 
the optimal usage of XSEDE services.  TAS will also strive to provide quantitative and 
qualitative metrics of performance rapidly to all of these stakeholders. 
 
In this TAS quarterly progress report we discuss continued software development, meetings, 
technical presentations and technical progress made toward initial software releases. 
 
9.1  Technical Progress 
 
XDMoD User Interface:   
A number of new features have been added to the XDMoD portal since TG11 in preparation for 
the release of XDMoD 1.5 at SC11.  Figure 1 shows an updated XDMoD portal image. 
 
 
 
Figure 1.  An updated view of the XDMoD portal.  XDMoD version 1.5 will be released at SC11.  
 
 65 
New XDMoD features include: 
 An XSEDE summary page that is available to the public.  Access to the page does not 
require an XDMoD or XSEDE user account. 
 A greatly improved XDMoD User’s Guide.  The new guide is indexed, searchable and 
contains embedded tutorials. 
 Additional user selectable date ranges including calendar month and calendar quarter that 
are convenient for the preparation of periodic reports.  For example, choosing a calendar 
month for the date range for a particular plot and placing it in the custom report builder 
will result in the generation of a monthly report that includes the desired plot which is 
updated with the latest month’s information. 
 Improved display and filtering functions that allow the user to display customized data 
charts and data sheets.  New features include the ability to add trend lines error bars, 
change to log scale, and display the charts using a variety of different formats. 
 New allocation metrics have been added to aid the user in tracking allocations. 
 Linear fits and error bars have been added to averaged metrics to aid in understanding 
data dispersion. 
 A data explorer has been added to display application kernel data.  The new data explorer 
greatly aids comparison among the different machines, application kernels and for 
differing number of nodes or cores.  Figure 2 shows the new data explorer comparing the 
performance of the HPCC application kernel FFT performance as a function of the 
number of cores used. 
 The Custom Report Builder, see Figure 3 below, has also been improved.  It now has the 
ability to preview reports and has been modified to make it more powerful and easier to 
use.  For example it is now possible to modify the data range of a chart within the report 
builder itself so the user can simply update previously selected charts. 
 
 
 
Figure 2.  The XDMoD application kernel data explorer.  Shown is a comparison of HPCC FFT 
performance on 8, 16, 32, 64 and 128 cores.  The three windows on the left in Figure 2 allow the 
user to select the machines, the number of processors or cores and the metrics that will appear in 
the plot window. 
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Figure 3.  The XDMoD Custom Report Builder.  Note that the date range of the plots can now be 
changed directly in the custom report builder without having to regenerate them outside of the 
custom report builder interface. 
 
 
XDMoD API:   
A RESTful API for the XD user portal has been developed for purposes of providing access to 
TAS XDMoD data for principal investigators and other users, including allocations they govern 
or contribute towards.  The details provided by the API include: allocation breakdown per 
resource, the number of jobs residing under an allocation, and how service units (SUs) are 
employed. The API also provides a listing of members associated with any given allocation, 
along with their respective SU quotas as well as degree of consumption. The API makes use of 2-
way PKI to ensure secure transactions. The current version of the API has been provided to 
TACC for use within the XSEDE User Portal.   
 
 
XDMoD Role definitions: 
In the previous TG quarterly report, we defined the five initial roles that will be supported by 
XDMoD: Public, User, PI Center Director and Program Officer.  To these we have added the role 
of Campus Champion bringing the total to six.  For the XDMoD 1.5 release, only the higher 
access roles of Center Director and Program Officer will be fully supported with the Campus 
Champion role following shortly afterward.  The roles of Public, User, and PI will be supported 
by TAS but initially made available through the XSEDE user portal.   However, we also 
anticipate incorporating direct access to the Public, User and PI roles within the XDMoD 
framework shortly after SC11.  The information available for each role, which was defined in 
consultation with XSEDE and NSF leadership, is shown in Appendix 1. The details of the 
interaction between the XDMoD portal and the XSEDE User Portal and their various functions in 
displaying the XDMoD data are currently being developed. 
 
 
Application Kernel Development:  
Several minor improvements have been made to the Application Kernel subsystem, including 
using improved application signatures for automatic tracking of changes to the application 
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binaries and their library dependencies (http://dx.doi.org/10.1145/2016741.2016766), and 
removal of internal Inca limitations on automatic results reporting to the Application Kernel 
database.  New application kernels based on weather (http://www.wrf-model.org) and climate 
modeling (http://www.cesm.ucar.edu/) are under development.  Application kernels continue to 
run on local resources, FutureGrid, and Trestles at SDSC. 
 
 
 
TAS TGCDB Data Recording Recommendations: 
Based upon TAS’s examination of the existing TeraGrid Central Database (TGCDB), discussions 
with TG users and SP systems administrators, and meetings with senior TG and XSEDE 
leadership, we have developed a set of recommendations for additional information from the 
service providers that should be recorded in the TGCDB.  The recommendations, which we 
strongly recommend be implemented as soon as possible, are given in Appendix 2. 
 
 
9.2  Meetings, Events, Publications and Presentations 
 
Meetings: 
Weekly meetings of the TAS Working Group are held every Wednesday afternoon.  UB project 
members attend in person with University of Michigan and Indiana University subcontractors 
attending by web and audio conference.   
 
On 10-12-11 John Towns visited Buffalo for a meeting with TAS personnel. Attending for TAS 
were: Dr. Thomas Furlani, Dr. Matthew Jones, Mr. Steven Gallo, Mr. Ryan Gentner, Mr. Amin 
Ghadersohi, Mr. Andrew Bruno, Dr. Abani Patra, Dr. Charng-Da Lu and Dr. Robert L. DeLeon. 
Mr. Dave Hart and Dr. Jim Browne attended by web conference.  The agenda for the meeting is 
given below: 
 
Agenda - John Towns Visit October 5
th
, 2011 
Discussion of current and future TAS functionality 
 Developing and implementing an automated capability for publications, citations and 
grant data for TG.XSEDE users  
 Regular reporting/standard reports 
 Pivot table capabilities?  
 Mechanisms for requesting "standard slices"  
 What are traditional "audit" functions that will be supported? how will this be handled 
 XDMoD roles- allowed information for each role 
 Data recording recommendations 
 Tracking data storage 
 
Interaction between XSEDE and TAS and how we integrate functionality 
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 Need to authenticate with XSEDE users database  
 Interaction between XDMoD and the XD user portal 
 Potential OSG/XSEDE/TAS collaboration 
 
STCI proposal work-using systems logs and other data 
 Track user application usage 
 Detect hardware and software problems 
 Accumulate basic data to improve HPC systems 
 
Key discussion topics and presentations included: 
 
 Steve Gallo discussed progress on incorporating publications, grants and citations into 
XDMoD. 
 John Towns discussed TAS’s role in helping to automate plot generation for the quarterly 
and annual XD reports.  He also discussed custom data requests and incorporating user 
requested metrics into XDMoD. 
 There was a general discussion on data reporting recommendations for the TGCDB.  In 
general John Towns endorsed the TAS recommendations for data recording.  Dave Hart 
recommended that consistent reportage of gateway usage be added to the list of 
recommendations.  See Appendix 2 for the current recommendations. 
 There was a general discussion of the roles in XDMoD and which data should be 
presented in each role.  Some minor modifications to the role definitions were made.  
Appendix 1 presents the most current version. 
 TAS presented its future plan to incorporate pivot tables into XDMoD to improve the 
ability for custom data analysis. 
 John Towns led a discussion concerning the addition of data from the POPS data base 
into XDMoD, to facilitate the allocation process. 
 Dave Hart made a recommendation that TAS add an auditing function to XDMoD to 
track service provider compliance with resource data reporting both to encourage 
improved data reporting and to document the quality of the existing reporting. 
 A potential OSG/XSEDE/TAS collaboration was discussed.  TAS’s role would be to 
provide the metrics for the OSG/XSEDE collaboration.  Due to the volume of jobs 
serviced by OSG, this would involve a major revision of the existing data recording tools. 
 The interaction of TAS with the XD user portal was discussed.  TAS has furnished the 
XD portal with an API to service user data requests for XDMoD metrics.  It is anticipated 
that the XD user portal will handle the majority of the users but that interested users will 
also have the option of requesting an XDMoD account. 
 
Publications: 
 
The TAS team submitted the following paper to “Concurrency and Computation: Practice and 
Experience”: 
 
Performance Metrics and Auditing Framework Using Applications Kernels for High 
Performance Computer Systems  
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Thomas R. Furlani*, Matthew D. Jones*, Steven M. Gallo*, Andrew E. Bruno*, Charng-Da Lu*, 
Amin Ghadersohi*, Ryan J. Gentner*, Abani Patra*, Robert L. DeLeon*, Gregor von 
Laszewski
+
, Lizhe Wang
+
 and Ann Zimmerman
#
 
 
*Center for Computational Research, University at Buffalo, State University of New York, 701 
Ellicott Street, Buffalo, NY  14203, 
+
Pervasive Technology Institute, Indiana University, 2719 
East 10
th
 Street, Bloomington, IN  47408, 
#
School of Information, University of Michigan, 105 S. 
State Street, Ann Arbor, MI  48109 
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9.3  TAS Appendices  
 
Appendix 1. XDMoD Roles 
 
1. Public Role (no account is required) 
 
 Overall TG Utilization broken down by resource, field of science, time, etc 
 Performance data across RP’s – performance of the TAS application kernel suite 
 User Like Me (tool to assist users in identifying the resources for their needs• No user 
specific data.  
 (unlimited) resource specific application kernel data. 
 
2. User Role – extends Public role and adds the following data (requires an active TG account) 
 
 Personal utilization information for the authenticated user 
 Drill down to user’s individual job details and allocation information 
 User specific data limited to personal account.  
 No resource specific utilization data. 
 (unlimited) resource specific application kernel data. 
 
3. PI (co-PI, and PI-delegates) Role – extends User role and adds the following data (requires an 
active TG account) 
 List all users under each of the PI’s allocations 
 Provide detailed utilization information for all users under the PI’s allocations. 
 User specific data limited to PI account.  
 No resource specific utilization data. 
 (unlimited) resource specific application kernel data. 
 
4. Center Director / Resource Provider / System Admin Role 
 
 Utilization data specific to the user’s associated center/resource 
 Performance data specific to the user’s associated center/resource 
 Ability to view detailed job-level information for users of the resource 
 User specific data limited to single resource.  
 Resource specific utilization data limited to one resource. 
 (unlimited) resource specific application kernel data. 
**Note: In TG Usage disable user and system username dimensions. 
 
5. Program Officer Role (also XSEDE management and PO,XSEDE delegates) 
 
 No restrictions on data access 
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 TG Utilization  
 Access to all data for a specific user 
 Performance data across all RP’s 
 
6. Campus champion Role (also a PI) 
 May be sensitive if sharing specific PI data from other PIs on campus, use a generic 
user/PI profile for those not on their allocation. 
 Utilization data specific to the user’s associated university/center. 
 Performance data specific to the user’s associated university/center. 
 Ability to view detailed job-level information for users of the university/center 
(sensitive?) 
 User specific data limited to single university/center (sensitive?) 
 Resource specific utilization data limited to one university/center. 
 (unlimited) resource specific application kernel data. 
Notes 
 Allocations – allow POPS to query specific allocations, generate standard reports on past 
allocations for review 
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Appendix 2. TAS TGCDB Data Recording Recommendations 
 
Based upon a meeting with John Towns, we have modified our recommendations for improved 
record-keeping.  The modified list is given below: 
 
Job Metrics 
The following are not being CONSISTENTLY collected but are recommended for each job: 
 Number and type of cores charged (including GPUs) 
 Exit status/Return code 
 Disk usage (local) 
 Memory usage 
 Application usage, e.g., Automatic Library Tracking Database implemented by ORNL 
(c.f., Hadry, Fahey, and Jones, TG10 presentation, 
http://www.cs.princeton.edu/~najones/publications/altd.pdf) 
 SU/NU consumed 
 (future) Energy usage per system and per job (availability very limited until processors 
have counters for power utilization – 2012/2013?) 
 ability to flag jobs as development or production (mostly done by queue now?) 
Resource Metrics 
The following resource data are either not being recorded or are being recorded inconsistently. 
We recommend both implementing new record keeping on these metrics and correcting historical 
records. 
 Number of nodes 
 Number of available nodes 
 Number of processors per node 
 Processor type and speed 
 Processor memory (shared or dedicated) 
 Number of GPU/Accelerator nodes 
 Number of GPU/Accelerator processors per node 
 GPU/Accelerator Processor type and speed 
 GPU/Accelerator Processor memory 
 Rmax and Rpeak values 
 Local SU computation algorithm for each resource 
 (future) Resource energy usage (idle and Rmax) 
For storage resources 
 (local disk usage is part of job reporting above) 
 Shared filesystems description and retention policy 
 Capacity 
 Shared filesystems usage 
 Keep information for storage jobs separately from compute jobs so that information 
collected can be specific to storage 
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Gateway Usage 
 
 Consistent reporting of gateway usage 
 
User Metrics 
 During the allocation process, list PI’s other funding sources for the work that the 
allocation will be used for (POPS db) 
 percent credit for parent sciences for multi-disciplinary projects (at allocation process?) 
Database Mirroring 
 Allow mirroring of the data from the primary to more than one secondary site 
TGCDB Schema Documentation 
 Maintain a schema diagram/description of key tables and relationships  
o acct.accounts, acct.allocations, acct.allocation_adjustments, 
acct.allocation_on_resources, acct.fields_of_science, acct.jobs, 
acct.organizations, acct.people, acct.principal_investigators, acct.requests, 
acct.resources, acct.system_accounts, acct.transactions 
 Document formulas, triggers, and other logical elements. For example, NU/SU 
normalization and calculation process. 
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10 TAIS/Technology Insertion 1.8 
 
10.1 Highlights 
The TIS XTED system continues to add new features and additional technologies are being 
registered. The first technology evaluation of Unicore for file transfer capability has been 
completed and a public report made available.  Additional technology evaluations have been 
started by the evaluation team. User requirements gathering activities have been initiated 
including specification of a requirements collection capability to be added to XTED.  Information 
sharing exists between TIS and various groups within XSEDE CMS including XSEDE Software 
Development and Integration teams and XSEDE Systems Engineering. 
10.2 XD – TIS 
10.2.1 Technology Identification and Tracking 
Update 
Development iteration 0.6 of XTED was quality assurance tested for production deployment. 
 Version 0.6 was focused support for the TEP review aspects of TIS.  Design work began on 
iteration 0.7 which is focusing on ‘User Requirements and Input’. 
 Version 0.6 Use Cases 
 Create Technology Record Stub: TIS Staff can create a record stub for 
a Technology that is not already in XTED. They cannot edit the general details which 
must be provided by Primary Contact and/or Creator roles. 
 Manage Technology Review: TIS Staff manage the review status, reviewer and 
content for a given Technology. 
 View Technology Reviews: The primary listing of all 'Reviewed' technologies in 
XTED. Additionally, TIS Staff can view a list of all Technology records with a status 
of 'Selected for Review' or 'Under Review'. 
10.2.2 Technology Evaluation Laboratory 
The Technology Evaluation Laboratory (TEL) is composed of a combination of reserved 
resources housed at TACC, the FutureGrid systems, and Service Provider (SP) systems. These 
systems represent the HPC computing environment found in XD and will facilitate the 
Technology Evaluation Process (TEP) conducted by the TIS team. The test system housed at 
TACC has been configured with 6- Dell 710 nodes and can be accessed via ssh at the public 
address: tis.tacc.utexas.edu. 
The TEL team continues to refine the XSEDE wiki documentation which continues to be the key 
component in assisting the Technology Evaluation Process (TEP). For the TEP team's third 
evaluation they are targeting the file transfer capabilities of the Genesis Federated File System 
(GFFS).  The team is working closely with the TEP team to setup and complete the evaluation of 
the GFFS though collaboration with the expertise from the Future Grid team to setup GFFS 
between the TIS test system, Alamo (Dell optiplex at TACC), and Xray (Cray XM5 at IU). 
10.2.3 Technology Evaluation Process 
The first evaluation, Unicore file transfer, was completed 
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The Public report for the first evaluation was released. All issues were reported to the developers. 
The second evaluation, Globus Online, was started and is in progress 
Using the criteria developed at the TG11 conference, the next 2 candidates were selected and the 
second evaluation was started. We intended to finish the report with this quarter, but personnel 
scheduling issues made that impossible. We will complete this evaluation in the next quarter. 
The third evaluation, Genesis II Global Federated File System, was started 
This is the third evaluation to use the basically the same requirements, Reliable File Transfer. 
Future evaluations will use different requirements. 
Goals 
Our goal for the next quarter is to have the second and third evaluations finished and the next 
evaluation started. We are aiming to complete a full evaluation in 2 months, and overlap 
evaluations such that we complete an evaluation every month. We will have produced supporting 
documentation for 3 major pieces of the XSEDE application stack. 
10.2.4 Technology Insertion Support 
The Technology Insertion Support (YNT) team facilitates transition of supported and 
recommended technologies from evaluation to deployment by XSEDE service providers and 
users. YNT works with the evaluation teams to ensure that deployment, design, installation, 
configuration, maintenance, and usage methods for supported and recommended technologies are 
sufficiently documented, together with validation tests and usage examples. 
YNT publications are intended for use by systems administration staff at XSEDE service 
providers to guide deployment of technologies for use with their resources. For technologies 
intended for end-user installation and use, YNT publications are intended for use by systems 
administration staff supporting end-users. Documentation for usage examples will be prepared for 
use by end-users directly. 
The YNT team continues to work with the TIS evaluation teams to develop procedures and 
instrumentation in the evaluation process to support documenting deployment object components 
including validation tests and usage examples. Additional useful metadata from the evaluation 
process, such as time, expertise and effort required to perform each evaluation is being collected 
during evaluations to inform prospective implementers regarding deployment effort and expertise 
required. The YNT team continues to review existing deployment models in XSEDE and other CI 
projects, for guidance in establishing appropriate YNT procedures. 
To facilitate transition of recommended and supported technologies in XSEDE, the YNT team is 
observing current XSEDE Software Development and Integration processes associated with 
XSEDE Configuration Items for execution management services (EMS), global federated file 
system (GFFS), and Globus Online data movement. The experience and information gathered 
will be used to guide preparation of technology deployment materials and documentation in ways 
that can readily be utilized by XSEDE SDI Configuration Item teams, as well as XSEDE 
Operations integration test teams. 
10.2.5 Usage, Satisfaction, and Impact Evaluation 
Led by the TIS user advocate, the Usage, Satisfaction and Impact Evaluation team is charged with 
engaging the user community in the evaluation and testing process, by various methods including 
focus group teleconferences aimed at finding out what functional requirements are not being met, 
and with feeding these requirements into the TIS identification and tracking, evaluation and 
testing activities. 
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Our requirement gathering activities in recent months have focused on prospective users from the 
Digital Humanities and Social, Behavioral and Economic Sciences communities. This included 
interviews with the leadership and members of ICHASS (University of Illinois) and with the 
director of the SBE division at NSF, as well as with prominent practitioners, some of whom have 
had supercomputing experience and others who have not. A common thread emerging from these 
interviews is the need for technologies that enable data integrity safeguards in local and 
distributed repository and analysis systems, capable of efficiently supporting multimodal 
collaboration among a wide variety of distributed stakeholders.  
As a first step in exploring technologies that may address these challenges, we have 
recommended that TIS evaluate a multimedia content repository called Medici. 
To enter the requirements we gather, in a format that is useful for TIS evaluations, we are 
working with the XTED team on a suitable form. We have also decided to refer salient 
requirements to the User Requirements Evaluation Process (UREP) run by the XSEDE Systems 
Engineering team. Requirements that are validated by the UREP will be preferentially used in the 
TIS evaluation process. 
We continue to work with the YNT team to developed an evaluation priority metric to guide 
selection and to establish priorities among technology evaluation candidates (see 9.2.4 above), 
stressing the need for the user requirements to be given appropriate weight in this metric. 
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11 ExTENCI 
11.1 Overview 
TeraGrid and Open Science Grid have been working together to support science that can make 
use of both cyberinfrastructure platforms. Since the ExTENCI project, discussed below, has 
started, this has been the primary area of collaboration between the two projects. 
The Extending Science Through Enhanced National Cyberinfrastructure (ExTENCI) Project is a 
joint Open Science Grid (OSG) and TeraGrid project, funded by OCI. The PIs are Paul Avery 
(U. Florida), Ralph Roskies (PSC), and Daniel S. Katz (U. Chicago). 
The goal of ExTENCI is to develop and provide production quality enhancements to the national 
cyberinfrastructure that will enable specific science applications to more easily use both OSG and 
TeraGrid or broaden access to a capability to both TeraGrid and OSG users. 
ExTENCI has four primary areas of work, each of which is discussed below. 
 
11.1.1 ExTENCI – Distributed File System (Lustre-WAN) 
11.1.2 ExTENCI – Virtual Machines 
The VM team focused on the end-to-end execution of an application VM (CMS) to run using the 
GlideinWMS factory, testing tools for submitting VMs to the clouds, and working with users to 
evaluate the use of clouds for scientific and engineering applications.  
The Purdue VM team has worked with the nanoHUB team to evaluate cloud computing 
technology to support online simulations on the NanoHUB. Described in the paper titled 
"Practical Considerations in Cloud Utilization for the Science Gateway nanoHUB.org", published 
in the 4th IEEE/ACM International Conference on Utility and Cloud Computing (UCC 2011), 
Purdue and the nanoHUB used the TeraGrid science cloud Wispy to run the same computations 
currently run on dedicated, campus, and national grid infrastructures.  Results indicated that cloud 
infrastructures delivered a comparable time to results as all of the other infrastructures, suggesting 
that using a cloud to deliver real-time computation to a scientific community was feasible. The 
effort focused on helping the nanoHUB engineers adapt their submission steps to submitting to 
Wispy. Three applications from nanohub.org have successfully run on Wispy: Nanowire, 
NanoFET, and CNTFET, using the EC2 REST interface now supported by Wispy. 
The testing of an end-to-end submission workflow using the CMS VM has been delayed due to 
the time needed by the GlideinWMS team to get the glideinWMS factory software ready for 
testing. The factory is now ready (end of September) and the Purdue team is working with FNAL 
engineers. Testing will proceed in the next quarter and we expect the CMS VM to be tested on 
both Purdue and Clemson’s clouds. 
The Clemson team has been investigating the use of the boto python module to provision VM 
access across OpernNebula/Nimbus and EC2. They successfully uploaded CernVM and Kestrel 
VM onto Wispy and is working out the issue related to proper VM format for Wispy.  This effort 
investigates the interoperability of the clouds and will help end users identify tools that enable 
them to run easily across the clouds. The team has also provided access for the CERN VM group 
to access the Clemson pool to run the CERN VMs – which need to be converted from their Boinc 
VM to KVM format to run at Clemson and Purdue. A new student, Greg Stabler, has joined the 
Clemson VM team.  
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The VM team participated in the discussion about a potential science gateway to make the 
ExTENCI capabilities available to a wider audience. While the discussion is ongoing, the Purdue 
VM team is working on a GUI tool that will allow users to access Wispy via a browser. 
The Wisconsin VM team has been working on management tool for authoring and managing 
library of VMs. Work included fixing the tear down and unregistration from the VM, removal of 
backing store from S3, and so on. A prototype that works with EC2 and S3 has been completed 
and provided to FNAL GlideinWMS team for testing and feedback. The tools and documentation 
have been published at https://twiki.grid.iu.edu/bin/view/Interoperability/VmManagementTools. 
 
11.1.3 ExTENCI – Workflow & Client Tools 
Hardware and software tasks during this period: 
SCEC: 
 Task I1.1 (Split SCEC processing into TG and OSG parts, run complete processing end-
to-end on both infrastructures), started 8/1/2010, to finish 10/31/10, 100% complete. 
We have previously demonstrated this functionality, and it works as a demonstration, but 
is not practical for this science application, as available OSG slots are generally found on 
multiple sites, and large data sets cannot be stored (long-term) on most OSG sites due to 
limited disk storage. 
 Task I1.2 (Examine and report on alternatives for data movement in the contexts of 
performance and ease of use (Performance improvement by using OSG in addition to 
TeraGrid will depend on the ability to lease OSG resources, both data and 
compute)), started 8/1/2010, to finish 1/31/11, about 98% complete. 
We have initially explored using Globus online for the data transfers, which has been 
functional. We are also exploring the data transfer mechanism within Swift. We are 
working with to understand performance and usability, and to improve both. This task 
has become tied to the next, and is delayed due to that tie. 
 Task I1.3 (Examine and report on alternatives for task mapping, etc., in the contexts of 
performance and ease of use (Performance improvement by using OSG in addition to 
TeraGrid will depend on the ability to lease OSG resources, both data and compute)), to 
start 11/1/2010, to finish 6/30/11, about 98% complete. 
We can use Swift to launch tasks on OSG, and can get up to 2k cores. We have a new 
model for using them, and we have redesigned our use of OSG in SCEC to limit 
communication requirements in the post-processing part of the work (doing some more 
work on TG instead, and grouping tasks for OSG to transfer files a near-minimal number 
of times). We have implemented this new version, and have also implemented the SGT 
generation stage in Swift, both of which are close to completely working, and are close to 
being fully integrated into a single script. (tied to task I1.2 above). 
 Task I1.4 (Port the currently sequential Broadband code to Swift in order to parallelize it 
and to enable it to run efficiently on both TeraGrid and Open Science Grid. Run the 
“hanging wall” benchmark in one day. Coordinate with SCEC to continue working with 
latest version of Broadband code), to start 8/1/2011, to finish 11/31/11, not yet started. 
This has been delayed due to changes in the broadband code that the SCEC team is 
making.  We (ExTENCI) do not yet have a version of the code. 
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 Task I1.4 (Update Cybershake to current version used by SCEC. Incorporate Broadband 
code with Cybershake to make a single scripted application that includes both existing 
codes), to start 12/1/2011, to finish 3/31/12, not yet started. 
 Task I1.4 (Build version of parallel Broadband code that used VMs to run on some TG 
and OSG systems and potentially Amazon EC2), to start 4/1/2012, to finish 7/31/12, not 
yet started. 
Protein Structure: 
 Task I2.1 (Run Glass workflow on TeraGrid). Started 8/1/2010, to finish 6/31/2011. 
Completed. This workflow is now running on Ranger and QueenBee. 
 Task I2.2 (Run Glass workflow on TeraGrid and OSG). Started 8/1/2010, to finish 
7/31/11.  
60% complete.  Ran 10K Glass simulation jobs using OOPS framework on 
OSG/Engage; installed on ~14 sites; running well on 5. Max concurrency to date is ~750 
job slots. Scripts are now ready for combined OSG/TG execution. Science user G. Hocky 
has TG allocation on Ranger and QueenBee, and is running the app there. 
 Task I2.3 (Run one RAPTOR-OOPS, Glass, or ModFTDock workflow segment in an 
aggregated (larger) job on TeraGrid and other segments on OSG.  Measure workflow 
behavior and efficiency). Started 2/1/2011, to finish 7/31/11. 
40% complete. We will achieve this goal by demonstrating use of multi-node jobs for 
pilot workers. We have tested modFTDock with varying size worker blocks (eg 4 nodes x 
24 cores) on Cray architecture.  The next step is to replicate this on TeraGrid Ranger and 
QueenBee. 
The protein structure group installed a new science application "TerFix" (tertiary fixing) 
and a prior application "LOOPS" (loop modeling) on 18 OSG sites.  They have 
developed Swift scripts for TerFix and are starting to test. 
The protein group ran benchmarking jobs in OSG for protein "loop modeling". Runs have 
peaking at under 500 concurrent jobs. 
Setting up to run some more science investigations per suggestions of a reviewer in the 
Loops paper (accepted for publication with revisions). The group started running test 
protein folding jobs for optimization of four different energy functions with new 
algorithms in the new version of protlib2. 
 Task I2.4 (Determine effective data management strategies for RAPTOR-OOPS and 
measure workflow behavior and efficiency). Started 3/1/2011, to finish 8/31/11. 
80% complete. Tested Swift policy options for staging data directly to the worker node 
and bypassing shared filesystem. Timeout errors in the direct-to-worker staging 
mechanism have been fixed and will be stress tested this month (Oct.). 
 Task I2.5 (Enhance workflow packaging and usability to enable additional users.  
Measure and report on workflow usage and site utilization by the OOPS user 
community). Started 12/1/2010, to finish 7/31/11. 
75% complete. We are adapting Condor-G-based job execution interfaces from 
ExTENCI SCEC work for general use. The techniques were trial-tested by new user M. 
Parisien for protein-RNA docking at UChicago. We are using Condor-G scripts for 
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application installation. The Engage-VO site configurator for Swift was tested by 2 CI 
users for generality. 
The initial version of a new Swift execution framework for generic applications and 
multiple users was completed; this tool has been able to launch pilot jobs on ~500 cores 
in 30 minutes. The framework has been tested up to a run of 2.2M trivial short-duration 
jobs form a singe Swift script, achieving >100 jobs per second. The framework has been 
extended with support for both GridFTP data transfer and direct-to-compute-node 
transfer, and for launching pilots and sending jobs to the XSEDE "Ranger" system in 
addition to OSG sites, from a single Swift script. 
The GLASS and Protein app groups began installing a common Python version with the 
required Numeric Python (NumPy) and BioPython modules installed, in the OSG_APP 
dir.  This will increase the number of sites on which we can run this group of 
applications. 
 Task I2.6 (Adjust site selection based on application characteristics). Start 5/1/2011, to 
finish 8/31/11. 
80% complete. Enhanced the “KeepNQueued" algorithm to sense application job 
demand and to add worker node blocks from TeraGrid sites (this was tested on Ranger). 
Test runs of trivial tasks have shown 65 jobs / sec to ~50 OSG worker nodes. We have 
tested Swift on 18 OSG sites at level of 2.2M trivial jobs over about 400 cores. We have 
tested the site selector with SCEC workflow. This mechanism has been used for 
executing both SCEC and protein runs. Data indicates (a) that resource availability 
fluctuates significantly and (b) the automated translation demand a sensing mechanism. 
 Task I2.7 (Engage one new user community in combined OSG-TeraGrid usage using 
ExTENCI techniques).  Measure and report on workflow usage and site utilization by the 
new user community. Started 10/1/2010, to finish 4/28/11. 
Completed. Have engaged new user G. Hocky of Reichman Group at Columbia U. 
Informal measurements indicate 100K+ jobs, each averaging 1.5 hour duration, were 
executed using Swift on OSG Engage VO. Used 18 sites, ~6 primary sites; peaks of over 
1K cores in use concurrently. 
Swift code was developed for two new applications that will target OSG+XSEDE: a 
hydrology study of biofuel crop production on major river basins (application code is 
SWAT); and a energy-economomics land-use study (application code is DSSAT). The 
DSSAT app, a land use model for the NSF-supported CIM-EARTH energy-econ 
modeling project has been installed throughout the Engage VO, has been turned into a 
Swift script, and is being tested. 
 
11.1.4 ExTENCI – Job Submission Paradigms 
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12 Indiana University Service Provider Q3 Report 
 
12.1 Executive Summary 
Indiana University (Subaward #2011-00318-16) 
During this reporting period, the first reporting period of XSEDE, there were significant shifts in 
the role of Indiana University within the national NSF-funded cyberinfrastructure as compared to 
prior involvement in TeraGrid. IU activities funded as part of the XSEDE project are focused on 
our critical areas of distinctive capabilities and competence nationally, in priority order: 
 Science gateways and workflow support, including extended user support 
 VM hosting and related services 
 Knowledge Base services 
 Operations management / backup operations site 
 
At present there is no funding for use of the Data Capacitor – Wide Area Network Lustre File 
system (DC-WAN). Based on expressions of interest IU has begun approving requests for 
allocations on DC-WAN pending possible discussions regarding funding for use of DC-WAN as 
part of XSEDE. IU has a particular set of competencies and infrastructure that match well against 
current needs faced by XSEDE, and there may well be good opportunities for IU to provide 
important services to XSEDE. Use of Big Red as a national resource is coming to an end. We are 
also ‘grandfathering’ existing users of IU’s HPSS storage system until one year past the end of 
IU’s TersGrid Resource Partner grant funding (that is, one year beyond 31 March 2013). 
The other significant change is driven by the evolution of XSEDE and its relationship with 
FutureGrid. Thus Indiana University presents here a unified report that integrates 
accomplishments of FutureGrid, led by Principal Investigator Geoffrey C. Fox, and IU’s 
accomplishments via the subcontract from NCSA to be part of XSEDE per se.  
These accomplishments are described in the remainder of this report section, focusing particularly 
on science accomplishments. 
 
FutureGrid  (NSF Award #OCI-0910812 ) 
 A new cluster (bravo) was added as a new resource for FutureGrid to support 
experimentation with applications needing large memory and/or large disk.  These 
include some bioinformatics for in memory databases and MapReduce applications 
needing large disk space for data parallel file systems like HDFS. 
 Bids were sent out for GPU-based system that we intend to procure as a test platform for 
FutureGrid.  The plan is to procure 8-10 of these nodes.   
 Users of FutureGrid have begun reporting their project results directly in the FutureGrid 
Portal.  Seven projects results are highlighted in Science Highlights. 
 Thirty (30) new project requests were approved this quarter.  See 1.9.3 SP-specific 
Metrics for project statistics. 
 During this quarter, FutureGrid began moving to a new phase, with focus on user 
support. 
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12.1.1 Resource Description 
Indiana University SP Systems 
Quarry (Virtual Machines) - The XSEDE science gateway hosting environment provides 
hosting services for XSEDE researchers running science gateways, making high performance 
computing more accessible. This service is currently implemented with two nodes (one in the 
Bloomington data center and one in the IUPUI data center) providing OpenVZ-based virtual 
machines. This environment currently hosts 46 virtual machines related to XSEDE. 
Data Capacitor - The Data Capacitor is a high speed/high bandwidth Lustre storage system for 
research computing that serves all IU campuses. It is comprised of 6 servers (2 MDS, 4 OSS).  
The total usable storage capacity is 427TB (1TB = 2**40 bytes). 
HPSS - HPSS forms the core of IU's Scholarly Data Archive, a tape based archival data storage 
service. It is comprised of 23 IBM x3650 M2 servers, two TS3500 tape libraries, a total of 48 
Jaguar4 tape drives, 500TB disk cache, and 15PB of tape. Data is replicated between the 
Indianapolis and Bloomington campus. While TeraGrid allocations will be provisioned until July 
2012, currently HPSS is not accepting new XSEDE allocations.  
 
FutureGrid Hardware Systems 
 
 
 
FutureGrid Storage Systems 
 
 
Name System type # Nodes # CPUs # Cores TFLOPS
Total
RAM
(GB)
Secondary
Storage
(TB) Site
india  IBM iDataPlex 128 256 1024 11 3072 335 IU
hotel  IBM iDataPlex 84 168 672 7 2016 120 UC
sierra  IBM iDataPlex 84 168 672 7 2688 96 SDSC
foxtrot  IBM iDataPlex 32 64 256 3 768 0 UF
alamo  Dell PowerEdge 96 192 768 8 1152 30 TACC
xray  Cray XT5m 1 168 672 6 1344 335 IU
bravo  HP Proliant 16 32 128 1.7 3072 60 IU
 Total 441 1048 4192 43.7 14112 916
System Type Capacity (TB) File System Site
DDN 9550 (Data Capacitor) 339 shared with IU + 16 TB dedicated Lustre IU
DDN 6620 120 GPFS UC
SunFire x4170 96 ZFS SDSC
Dell MD3000 30 NFS TACC
IBM dx360 M3 24 NFS UF
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12.2 Science Highlights 
 
Indiana University (Subaward  #2011-00318) 
 
UltraScan-OGCE Collaboration – Tool for Cyberinfrastructure-Enabled Science and 
Education (SDCI NMI Improvement: Open Gateway Computing Environments NSF 
Award #1032742 
Protein scientists have new tools and new challenges in trying to understand the behavior of 
proteins in situ – at concentrations and in environments very different than many past studies of 
proteins, which focused on protein behavior in very dilute environments. Studying the role of 
colloids and electrostatic forces will be very important to better understanding of protein biology. 
Analytical UltraCentrifuge (AUC) experiments offer one way to gain insight into the properties 
of proteins and other biological macromolecules. This permits the investigation of structure-
function relationships implicated in many diseases, including cancer. The UltraScan Science 
Gateway supports the hydrodynamic study of biological macromolecules and synthetic polymers 
by high-resolution modeling AUC experiments. The UltraScan software is in use by over 700 
biochemists, biophysicists, biologists, and material scientists worldwide. More than 60 
institutions use the Ranger and Lonestar systems via the UltraScan Science Gateway.  
The Open Gateway Computing Environments (OGCE) project (Dr. Marlon Pierce, OGCE PI and 
Suresh Marru, XSEDE ECSS Science Gateway Lead) provides software to support the high 
performance computing needs of Prof. Borries Demeler’s UltraScan Science Gateway for the data 
analysis of analytical ultracentrifugation experiments.  UltraScan is regularly in the top five 
science gateways for XSEDE allocation usage per quarter. The UltraScan-OGCE collaboration 
originated as an advanced support request under XSEDE’s predecessor, TeraGrid.  UltraScan is 
notable as a successful gateway supporting a federation of relatively small experimental 
laboratories.  
 
  
Figure 3. AUC analysis of hydrodynamic and spectral properties of CdTe semiconducting nanoparticles. A) 
3-dimensional primary data scan (a single time point in a 40 minute experiment) collected with a 
multiwavelength detector, containing 800 wavelengths and 1000 radial points for each time point. B) 
Sedimentation results as a function of wavelength, clearly showing the quantum gap red shift observed in 
larger particles. 
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Figure 4. The OGCE's GFAC service provides scientific application management for the UltraScan Science 
Gateway on XSEDE and local resources.  Bridging software is used to connect the two projects. 
UltraScan's general requirements for reliability and robustness on distributed resources are being integrated 
into the next generation of GFAC. 
Contributors:  Prof. Borries Demeler, University of Texas Health Sciences Center, San 
Antonio(UTHSCSA)XSEDE staff: Marlon Pierce, Suresh Marru (Indiana University). 
 
FutureGrid (NSF Award #OCI-0910812) 
Individual projects results are listed below for the following seven (7) FutureGrid projects: 
YunHee Kang 
Division of Information and 
Communication Engineering 
Baekseok University, Korea 
Performance Evaluation of MapReduce Applications 
Yangyi Chen  
Indiana University 
School of Informatics 
Privacy Preserving Gene Read Mapping Using Hybrid Cloud  
 
Jonathan Klinginsmith 
Indiana University 
School of Informatics 
Word Sense Disambiguation for Web 2.0 
David Lowenthal 
University of Arizona 
Department of Computer Science 
Cost-Aware Cloud Computing 
 
Andrew Grimshaw 
University of Virginia 
Department of Computer Science 
Genesis II Testing 
Gideon Juve  Running Workflows in the Cloud with Pegasus   
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University of Southern California 
Information Sciences Institute 
Ryan Hartman 
Ball Aerospace and Technologies Corp. 
and Indiana University 
Advanced Technology for Sensor Clouds 
 
 
In addition, XSEDE software testing on FutureGrid began in earnest mid-October 2011. The 
work built upon earlier Genesis II testing and Genesis II/UNIOCRE 6 interoperation testing 
projects on FutureGrid (reported separately below).  Accounts for XSEDE staff have been 
provided, and enhanced permission for a UNICORE 6 service on each of Alamo, India, Sierra, 
and X-Ray has been provided. XSEDE-specific UNICORE 6 endpoints have been deployed and 
tested on India, Sierra, and X-ray, and called by a Genesis II meta-scheduler (grid queue) running 
at UVA. Similarly Genesis II endpoints have been deployed on India and Alamo for Global 
Federated File System (GFFS) testing. 
 
Performance Evaluation of MapReduce Applications 
YunHee Kang 
Division of Information and Communication engineering 
Baekseok University 
Korea 
 
Abstract 
In this research we elicit the main performance factors when a MapReduce application runs on its 
middleware in different virtual machines. For this work a system monitor is designed to aggregate 
information about the status of a MapReduce application and the middleware for the MapReduce 
application. The result of the experiment will be used to classify the type of a MapReduce 
application and to identify the performance barriers of the application. 
Intellectual Merit 
This research is import to identify the characteristics of computing resources for running a 
MapReduce application efficiently. FutureGrid platform is proper to this research because it 
provides diverse experimental environments. 
Broader Impacts 
In educational point of view the result of the experiment can be used for understanding the 
behavior of MapReduce application. 
Scale of Use 
A few VMs for an experiment. 
Results 
I. Overview of experiment 
 
A. Experiment Environment 
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In this experiment, a virtualized cluster system composed of a group of an instance is allocated 
from india cluster, which is one of FutureGrid environments. Each instance provides a predictable 
amount of dedicated compute capacity that is defined in FutureGrid. The following instance types 
are used to the experiments: 
· c1-medium 
· m1-large 
· m1-xlarge 
 
We make a configuration for a virtualized cluster system as tested and use various configurations 
that are used to evaluate performance of two types of a MapReduce application. A configuration 
has various middleware setups. It is used to represent two different workloads. For example, sim-
c1-ml represents an unbalanced load allocation and sim-2-ml represents a balanced load 
allocation.  
 
The MapReduce application is implemented on a system using: 
· Twister 0.8 
· Naradabroker 4.2.2 
· Linux 2.6.x running on Xen 
 
Before diving into the MapReduce algorithm, we set up virtualized cluster systems of the cloud 
architecture. To set up the virtualized cluster systems, we deploy images and run the instances. 
We use a Linux command top that provides a dynamic real-time view of a running system, 
including information about system resource usage and a constantly updated list of the processes 
which are consuming the most resources. This can be one of the most useful ways to monitor the 
system as it shows several key statistics. We set the top command as batch mode, 1 sec. update 
and 1000 samples to monitor resource usage. By using a tool, top we get the trace of memory and 
load average while a MapReduce application is running in a specific VM environment. 
 
B. Restrictions of the experiment 
This experiment is a micro-level evaluation that is focused on the nodes provided and the 
application running on them. 
 
·   The applications of which are used in the experiment follow a MapReduce programming 
model. 
·   With regard to this experiment, resource allocation considers in a static way that means how to 
select computing resources to optimize a MapReduce application running on the nodes. 
·   Performance evaluation is based on the samples, representing a system snapshot of the work 
system, collected from a command top while a MapReduce application is running. 
 
II. Experiment: Data intensive Application 
In this experiment, two different computing environments are evaluated, which are running a data 
intensive application written in MapReduce programming modeling with various configurations: 
one is a cluster system composed of real machines and the other is a virtualized cluster computing 
system. For this work, we construct a MapReduce application is used to transforms a data set 
collected from a music radio site, Last.fm(http://www.last.fm/) that provide the metadata for an 
artist includes biography by API, on the Internet. The goal program is to histogram the counts 
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referred by musicians and to construct a bi-directed graph based on similarity value between 
musicians in the data set. 
 
We compare both environments with application’s performance metrics in terms of elapse time 
and standard variation. The graph in Figure 1 deals with the results using the MapReduce 
application. In the part of the graph, sim-c1-m1-1 to type sim-2-ml, we see that as the resources 
of VMs including CPU and memory increase, the elapse time of the application and the value of 
its standard variation decreases. What we observe that the number of CPUs has less impact on the 
elapse time in comparison to the results of sim-c1-m1-2 and sim-2-m1. Though performance 
degrades as the application runs in the virtualization environment, the performance of sim-2-ml 
still provides 80.9% of the average performance of sim-gf14-fg15 and sim-india when running 
the real computing environment. However the elapse time of type sim-2-ml is 98.6 % of the 
elapse time of sim-fg14-fg15. 
 
 
Figure 1. Elapse time of similarity: 6 configurations - Cluster system(3 types) and Virtualized 
cluster system(2 types)  
 
Figures 2 and 3 show the load averages as the program runs on different middleware 
configurations even if those computing resources have the same configuration computing 
resource that consists of 1 c1-medium and 1 m1-large. We consider two middleware 
configurations: one is the message broker is run in the node (194) typed with c1-medim. Other is 
run in the node (196) type m1-medim. As shown in Figures 2 and 3, the overall workload of sim-
c1-ml-2 is less than one of sim-c1-m1-2. In sim-c1-m1-1, the average number of running 
processes is 3.24 and its maximum number of running process is 4.97. The figure 2 shows the 
node has been overloaded 224% during the application running time. On the other hand, the 
average number of running processes is 0.80 and its maximum number of running process is 4.97 
in sim-c1-m1-2. During the running time (342sec), the CPU was underloaded 20%. 
 
According to this result, performance of a virtualized cluster system is affected by the 
middleware configuration depends on the location of the message broker that send and receive the 
message to/from application. The gap of performance is caused by CPU and memory capability 
of the node running the message broker. What we have observed is that the application is more 
I/O oriented job that needs more memory than CPU power. We can expect more high throughput 
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when the node typed with c1-medium may be replaced with other node typed with m1-large. 
 
Figure 2. Load average of sim-c1-m1-1(NB running on the node typed with c1-medium) 
 
 
Figure 3. Load average of sim-c1-m1-2(NB running on the node typed with m1-medium) 
 
III. Experiment: Computation intensive application 
To do performance evaluation of a MapReduce application typed computation intensive, one 
configuration, xlarge, is added to the testbed. In this experiment, we use k-means algorithm with 
100,000 data points, which is to organize these points into k clusters. We compare both 
environments, a virtual cluster computing system and a cluster system, with application’s 
performance metrics in terms of elapse time and standard variation. Figure 4 shows the elapse 
time of k-means. Our experiment indicates that the average elapse time can increase by over 
375.5% in virtualized cluster computing system, in comparison with cluster system, india. 
Besides the elapse time decreases proportional as VM’s CPU capability is added to the virtualized 
cluster computing system. Furthermore the standard deviation is less affected by configuration 
change and the size of input data. In the real cluster system, the value remains very low at about 
1-2% of the variation of elapse time due to the capability of system mainly related with CPU 
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power. In addition, the standard variation in the three configurations of the virtualized cluster 
computing system remains low at about 2.0-3.78%. A similar trend is observed by in the values 
of standard deviation of all configurations. Hence we can expect that as the number of available 
VMs increases, there is a proportional improvement of elapse time.  
 
Figure 4. Elapse time of k-means: 6 configurations - Cluster system(4 types) and Virtualized 
cluster system(1 types)  
 
IV. Summary of the experiments  
In summary, performance evaluation based on the metrics, load average and memory/swap area 
usage, according to the type of specific application is essential to choose properly a set of 
instances in the FutureGrid. Based on the performance evaluation we may choose the 
configuration of a virtualized cluster system to provide 80% of performance of a real cluster 
system.  
 
· The performance of the application running on the Twister strongly depends on the throughput 
of a message broker, Naradabroker. 
· The pending of the application is caused by broken pipe between a Twister daemon and a 
Naradabroker server when Naradabroker has a threshold of the limitation to accept a connection 
from Twister due to its QoS requirement. 
· The capability of Naradabroker in the middleware configuration affects the performance of an 
application as the application runs in the same configuration computing resource. 
 
Privacy preserving gene read mapping using hybrid cloud   
Yangyi Chen  
Indiana University 
School of Informatics 
Abstract 
We would like to study the possibility of doing reads mapping using hybrid cloud, in order to 
utilize public computing resources while preserving the data privacy. 
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Intellectual Merit 
This research if of high demand in the area of bioinformatics as more and data are generated 
everyday but lack of computing resources to process them. 
Broader Impacts 
The research may increase data processing speed in the area of bioinformatics and thus replace 
current read mapping tools 
Scale of Use 
Run experiments on the system and for each experiment I will need about 2~3 days. 
Results 
One of the most important analyses on human DNA sequences is read mapping, which aligns a 
large number of short DNA sequences (called reads) produced by sequencers to a reference 
human genome. The analysis involves intensive computation (calculating edit distances over 
millions upon billions of sequences) and therefore needs to be outsourced to low-cost commercial 
clouds. This asks for scalable privacy-preserving techniques to protect the sensitive information 
sequencing reads contain. Such a demand cannot be met by the existing techniques, which are 
either too heavyweight to sustain data-intensive computations or vulnerable to re-identification 
attacks. Our research, however, shows that simple solutions can be found by leveraging the 
special features of the mapping task, which only cares about small edit distances, and those of the 
cloud platform, which is designed to perform a large amount of simple, parallelizable 
computation. We implemented and evaluated such new techniques on a hybrid cloud platforms 
built on FutureGrid. In our experiments, we utilized specially-designed techniques based on the 
classic “seed-and-extend” method to achieve secure and scalable read mapping. The high-level 
design of our techniques is illustrated in the following figure: the public cloud on FutureGrid is 
delegated the computation over encrypted read datasets, while the private cloud directly works on 
the data. Our idea is to let the private cloud undertake a small amount of the workload to reduce 
the complexity of the computation that needs to be performed on the encrypted data, while still 
having the public cloud shoulder the major portion of a mapping task. 
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We constructed our hybrid environment over FutureGrid in the following two modes: 
1. Virtual mode: 
We used 20 nodes on FutureGrid as the public cloud and 1 node as the private cloud. 
2. Real mode: 
We used nodes on FutureGrid as the public cloud and the computing system within the School of 
Informatics and Computing as the private cloud. In order to get access to the all the nodes on 
public cloud, we copied a public SSH key shared by all the private cloud nodes to the 
authorized_keys files on each public cloud node. 
Our experiments demonstrate that our techniques are both secure and scalable. We successfully 
mapped 10 million real human microbiome reads to the largest human chromosome over this 
hybrid cloud. The public cloud took about 15 minutes to do the seeding and the private cloud 
spent about 20 minutes on the extension. Over 96% of computation was securely outsourced to 
the public cloud. 
 
Word Sense Disambiguation for Web 2.0 Data 
Jonathan Klinginsmith 
Indiana University 
School of Informatics 
Abstract 
In this work we plan to create an architecture that will allow for a variety of parallel similarity 
and parallel clustering algorithms to be tested and developed to be run against Web 2.0 data. 
These algorithms will be used to analyze emerging semantics and word senses within the data. 
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Intellectual Merit 
User generated data on the Web is but one example of where researchers are seeing the 
challenges of "big data." This data phenomena can be described as a problem of where large 
datasets are being generated and updated to scales where it becomes difficult to store, manage, 
and visualize among other challenges. This project will allow students and researchers to 
investigate the challenges of big data from a computer science and engineering perspective. The 
goal of this project is to specifically investigate a natural language processing problem (word 
sense disambiguation) that will provide results to the specific problem as well as provide 
information to the greater context of the big data paradigm. The project is supported by two 
faculty members and a Ph.D. student in computer science. Insight gained from this project will 
benefit the following research communities: natural language processing, information modeling, 
as well as cloud and grid computing. 
Broader Impacts 
The broader impact of this project is to provide a Ph.D. student a dissertation topic that can then 
be expanded into future teachings for students at Indiana University. The project ties well into 
Indiana's School of Informatics and Computing mission teaching and researching computing and 
information technology topics while integrating these topics into scientific and human issues. The 
results of this project will allow other institutions to utilize the methodologies and framework to 
perform the same experiments. 
Scale of Use 
Around ten VMs to run experiments. We will use these VMs many times over the course of a 
couple of months to test a variety of algorithms. 
Results 
Using this project we realized there was a gap in researchers creating reproducible eScience 
experiments in the cloud. So, the research shifted to tackle this problem. Towards this goal, we 
had a paper accepted to the 3rd IEEE International Conference on Cloud Computing Science and 
Technology titled "Towards Reproducible eScience in the Cloud." 
(http://www.ds.unipi.gr/cloudcom2011/program/accepted-papers.html). 
 
In this work, we demonstrated the following:  
 The construction of scalable computing environments into two distinct layers: (1) the 
infrastructure layer and (2) the software layer.  
 A demonstration through this separation of concerns that the installation and 
configuration operations performed within the software layer can be re-used in separate 
clouds.  
 The creation of two distinct types of computational clusters, utilizing the framework.  
 Two fully reproducible eScience experiments built on top of the framework. 
 
Cost-Aware Cloud Computing 
David Lowenthal 
University of Arizona 
Department of Computer Science 
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Abstract 
A significant driving force behind cloud computing is its potential for executing scientific 
applications. Traditional large-scale scientific computing applications are typically executed non 
locally accessible clusters, or possibly on national laboratory supercomputers. However, such 
machines are often oversubscribed, which causes long wait times (potentially weeks) just to start 
an application. Furthermore, this time increases along with both the number of requested 
processors and the amount of requested time. The key to scientific cloud computing is that the 
user can run a job immediately, albeit for a certain cost. Also important is that conceptually, 
cloud computing can, if fully successful, allow sites to rid themselves of their local clusters, 
which have large total cost of ownership. Traditionally, both computational and computer 
scientists use metrics like run-time and throughput to evaluate high-performance applications. 
However, with the cloud, cost is additionally a critical factor in evaluating evaluating alternative 
application designs. Cloud computing installations generally provide bundled services, each at a 
different cost. Applications therefore must evaluate different sets of services from different cloud 
providers to find the lowest-cost alternative that satisfies their particular performance constraints. 
In the particular case of iPlant, cost and performance are most certainly a factor. In particular, 
iPlant has as part of its funding money to potentially spend on running jobs on Amazon EC2, the 
most popular cloud installation. This begs several questions: (1) Which iPlant applications will 
execute efficiently on the cloud? (2) What cloud configuration should be used? For example, 
Amazon sells a ``quadruple extra large'' virtual machine instance, which is powerful yet 
expensive. Is that better than buying several small virtual machine instances?* How can these 
decisions be made without spending precious dollars executing applications on the cloud? 
A specific example is iPlant's GLM code, which currently we are extending to execute on 
multiple nodes, each with a GPU for acceleration. While we have been granted compute hours on 
the TACC cluster, it is clear that the large data sets desired make this potentially an out-of-core 
application---the primary data set, consisting of millions of SNPs, will likely not fit in the 
aggregate memory even if we are able to obtain all TACC nodes. (And, it is rather unlikely that 
we can obtain them all; our experiments on other supercomputers have shown that the wait time 
to get all nodes is essentially infinite.) GLM is likely an excellent application to run on the cloud; 
in fact, the data set may fit in the aggregate memory of the cloud nodes---at a price. 
Intellectual Merit 
The intellectual merit of the proposal will be in the design and implementation of 
techniques,\n\nboth for iPlant and in general, to determine automatically what cloud resources to 
purchase\n\nfor a most cost-effective solution. 
Broader Impacts 
The broader impact of our proposal is in developing tools and techniques that are broadly 
applicable to both the iPlant project and the general community. Our research agenda is focused 
on empowering application developers, especially those involved with iPlant, by reducing their 
cost without sacrificing performance. More generally, our work can have the effect of lowering 
the barrier to entry of a new generation of cloud applications. In addition, it may lead to cloud 
providers improving the way they bundle their services. 
Scale of Use 
Hundreds to thousands of dedicated machines. 
Results 
 
As Amazon EC2 is our commercial target platform, we came up with different VM 
specifications. To understand system characteristics, we wrote our own synthetic benchmarks. 
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 Following are the benchmarks we ran on FutureGrid: 
 
- Pingpong (latency/bandwidth) tests 
- Compute bound application tests, which we use in both strong and weak scaling modes 
- Memory access tests 
- Scalability tests with NAS, ASCII Purple and synthetic benchmarks on larger number of cores 
(both intra- and inter- VM) 
 
Achievements/Results: 
 
- We executed and studied benchmarks at different sites within FutureGrid. 
 
- We used Eucalyptus and Nimbus clients extensively to develop and test set of scripts aimed to 
be used with Amazon EC2. This was possible due to compatibility between EC2 and Eucalyptus 
APIs.  Overall, based on all of this, we have launched a project to develop a cloud service to 
automatically choose the most cost-effective cloud instance for a scientific application. 
FutureGrid has been extremely valuable to our research. 
 
Genesis II Testing 
Andrew Grimshaw 
University of Virginia 
Department of Computer Science 
 
Abstract 
Genesis II is the first integrated implementation of the standards and profiles emerging from the 
OGF Open Grid Services Architecture (OGSA) Working Group [2-7]. Genesis II is a complete 
set of compute and data grid services for users and applications which not only follows the 
maxim – “by default the user should not have to think” – but is also a from-scratch 
implementation of the standards and profiles. Genesis II is implemented in Java, runs on 
Apache/Axis on Jetty, and is open-sourced under the Apache license. 
Genesis II is the software used in the Cross Campus Grid (XCG). The XCG is a standards-based 
resource sharing grid developed at the University of Virginia. The XCG is a computing and data 
sharing platform created and maintained jointly by researchers in the UVa Department of 
Computer Science and the UVa Alliance for Computational Science & Engineering (UVACSE). 
The XCG has been in production operation for over two years. In September 2011 the XCG will 
be linked into XSEDE (Extreme Science and Engineering Discovery Environment), the NSF 
follow-on to TeraGrid. The XCG uses Genesis II. XSEDE will also use Genesis II as well as 
other standards-based components. Thus, the XCG will smoothly integrate with, and become a 
part of the larger XSEDE system when it becomes to come on-line later in 2011. 
 
Intellectual Merit 
Genesis II addresses the problem of providing high-performance, transparent access to resources 
(files, databases, clusters, groups, running jobs, etc.) both within and across organizational 
boundaries in large-scale distributed systems known as grids. Specifically we address three 
problems: first, how to share or “export” user controlled resources into the Grid with minimum 
effort while guaranteeing strong access control, second, how to provide transparent application 
access to resources (user controlled and NSF provided such as XSEDE) located throughout the 
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grid, and third, how to do both of the above in a way that is secure and easy for non-computer-
scientists to use. 
Broader Impacts 
As seen in the recent NSF Dear Colleague letter on National Cyberinfrastructure, simple, easy-to-
use, secure access to resources, particularly data, regardless of location, is critical for successful 
research today whether in the “hard” sciences, social sciences, engineering, or the humanities. 
Genesis II provides such access. 
Scale of Use 
Large. One of the challenges is to use resources at a scale similar to those found in XSEDE - 
where the software will be deployed. 
Results 
Genesis II scale testing is being performed in the context of the Cross-Campus Grid (XCG), 
which brings together resources from around Grounds as well as at FutureGrid. The XCG 
provides access to a variety of heterogeneous resources (clusters of various sizes, individual 
parallel computers, and even a few desktop computers) through a standard interface, thus 
leveraging UVa’s investment in hardware and making it possible for large-scale high-throughput 
simulations to be run. Genesis II, a software system developed at the University by Prof. Andrew 
Grimshaw of the Computer Science Department and his group, implements the XCG. Genesis II 
is the first integrated implementation of the standards and profiles coming out of the Open Grid 
Forum (the standards organization for Grids) Open Grid Service Architecture Working Group. 
 
The XCG is used across a variety of disciplines at UVA, including Economics, Biology, 
Engineering, and Physics. The services offered by the XCG provide users with faster results and 
greater ability to share data. By using the XCG, a researcher can run multiple jobs tens to 
hundreds of times faster than would be possible with a single desktop. The XCG also shares or 
“exports” data. Local users and XCG users can manipulate the exported data. Through the XCG 
we also participate in projects supported by the National Science Foundation’s XD (extreme 
digital) program for supercomputing initiatives. 
 
Running Workflows in the Cloud with Pegasus   
Gideon Juve  
University of Southern California 
Information Sciences Institute 
 
Abstract 
In this work we intend to study the benefits and drawbacks of using cloud computing for 
scientific workflows. In particular, we are interested in the benefits of specifying the execution 
environment of a workflow application as a virtual machine image. Using VM images has the 
potential to reduce the complexity of deploying workflow applications in distributed 
environments, and allow scientists to easily reproduce their experiments. In addition, we are 
interested in investigating the challenges of on-demand provisioning for scientific workflows in 
the cloud. 
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Intellectual Merit 
Cloud computing is an important platform for future computational science applications. It is 
particularly well-suited for loosely-coupled applications such as scientific workflows, which do 
not require the high-speed interconnects and large, shared file systems typical of existing HPC 
systems. However, many of the current generation of workflow tools have been developed for the 
grid and may not be ready for use in the cloud. Although the cloud has many potential benefits, it 
also brings many additional challenges. We plan to investigate the use of clouds for workflows to 
determine what tools and techniques the workflow community will need to develop so that 
scientists using workflow technologies can take advantage of cloud computing. 
Broader Impacts 
Many different science applications in physics, astronomy, molecular biology and earth science 
are using the Pegasus workflow management system in their research. These groups are interested 
in the potential benefits of cloud computing to improve the speed, quality, and reproducibility of 
their computational workloads. We intend to apply what we learn in using FutureGrid to develop 
tools and techniques to help scientists do their work better. 
Scale of Use 
A few VMs. No more than 128 cores at a time. 
Results 
Gideon Juve, Ewa Deelman, Automating Application Deployment in Infrastructure Clouds, 3rd 
IEEE International Conference on Cloud Computing Technology and Science (CloudCom 2011), 
2011. 
 
Jens-S. Vöckler, Gideon Juve, Ewa Deelman, Mats Rynge, G. Bruce Berriman, Experiences 
Using Cloud Computing for A Scientific Workflow Application, Proceedings of 2nd Workshop 
on Scientific Cloud Computing (ScienceCloud 2011), 2011. 
 
Gideon Juve and Ewa Deelman, Wrangler: Virtual Cluster Provisioning for the Cloud, short 
paper, Proceedings of the 20th International Symposium on High Performance Distributed 
Computing (HPDC 2011), 2011. 
 
Advanced Technology for Sensor Clouds   
Ryan Hartman 
Ball Aerospace and Technologies Corp. and Indiana University 
 
Abstract 
"Grid Computing continues to evolve into cloud computing where real-time scalable resources 
are provided as a service over a network or the Internet to users who need not have knowledge of, 
expertise in, or control over the technology infrastructure (""in the cloud"" as an abstraction of 
the complex infrastructure) that supports them. A sensor network can be a wired or wireless 
network consisting of spatially distributed autonomous devices using sensors to cooperatively 
provide data from different locations. A sensor grid integrates multiple sensor networks with grid 
infrastructures to enable real-time sensor data collection and the sharing of computational and 
storage resources for sensor data processing and management." 
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Intellectual Merit 
Leveraging earlier research that prototyped next generation technologies for integrating and 
facilitating separately developed sensor interoperability, data-mining, GIS and archiving grids 
using publish-subscribe based mediation services, this research will investigate the incorporation 
of cloud computing technologies and examine the penetration vulnerabilities of these 
technologies. 
Broader Impacts 
It is an enabling technology for building large-scale infrastructures, integrating heterogeneous 
sensor, data and computational resources deployed over a wide area. 
Scale of Use 
A few VMs for an experiment 
Results 
Results presentation 
 
12.3 User-facing Activities  
12.3.1 System Activities 
Indiana University (Subaward #2011-00318-16) 
Extended Science Gateways Support  
The goal of the Extended Support for Science Gateways (ES-SGW) is to provide assistance to 
researchers wishing to access XSEDE resources through web portals also called science gateways 
and/or data repositories. The group assists both new and advanced groups and has experience in 
the use of web technologies, grid software, fault tolerance, complex workflows, and security and 
accounting aspects of the program.  
This quarter much of the effort was spent in bootstrapping the group, analyzing and sustaining the 
successes of the predecessor TeraGrid gateway program. The group also brainstormed on focus 
areas and narrowed onto gateway community building, gateway-support, and interactions with 
rest of ECSS and XSEDE groups and gateway software integration.  
 
DC-WAN 
The cessation of funding for globally accessible file system services via the IU DC-WAN has 
resulted in clear statements from users that this service is missed. Respecting the XSEDE budget 
and plan, we initially declined to offer new allocations on the DC-WAN since the transition from 
TeraGrid to XSEDE.  Based on statement of interest within the XSEDE leadership, we have 
begun offering additional allocations on DC-WAN pending further discussions of the role of DC-
WAN in XSEDE. 
 
FutureGrid (NSF Award #OCI-0910812 ) 
A new cluster (bravo) was added as a new resource for FutureGrid to support experimentation 
with applications needing large memory and/or large disk.  These include some bioinformatics for 
in memory databases and MapReduce applications needing large disk space for data parallel file 
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systems like HDFS.  Bravo is a cluster of 16 large-memory (192GB) nodes each with large local 
storage (12TB). 
Bids were sent out for GPU-based system that we intend to procure as a test platform for 
FutureGrid.  The plan is to procure 8-10 of these nodes.  Vendor International Computer 
Concepts (ICC) is the current low bidder.  Before accepting their bid, we asked ICC for a loaner 
system that we could evaluate.  ICC agreed to this, and we will be evaluating their GPU system in 
early October. 
 
12.3.2 Services Activities (specific services are underlined in each activity below) 
 
Indiana University (Subaward #2011-00318-16) 
 
Science Gateways Extended Collaborative Support 
CIPRES: The CIPRES Science Gateway is an internet portal that allows scientists to upload their 
data via a standard Web browser and perform phylogenetic analyses using community codes. The 
CIPRES gateway extensively utilizes the SDSC Trestles resource. The CIPRES extended support 
is focusing on: installing efficient versions of heavily requested phylogenetics codes that are not 
currently available, such as BEAST; developing and installing a script to automate execution of 
RAxML-Light for doing tree inference on very large data sets; Making theRAxML-light codes 
available through the CIPRES Science Gateway interface and update existing codes with more 
efficient ones as they become available. 
OLAM: The objectives of the OLAM extended support  project is to: deploy the new global 
icosahedral Ocean Land Atmosphere Model (OLAM) Earth System Model on XSEDE 
computational resources in order to simulate current and future climate scenarios, high- impact 
storm events (hurricanes) and local circulations; develop an OLAM web portal science gateway 
for teaching graduate-level meteorology, climate, and predictability courses at the University of 
Miami, and generate regional climate change projections that can be used to guide water 
management decisions in South Florida. 
DES-SimWG: The Dark Energy Survey (DES) is an upcoming international experiment that aims 
to constrain the properties of dark energy and dark matter in the universe using a deep, 5000-
square degree survey in five optical bands.  The production of a suite of large N-body simulations 
will allow the development of a Blind Cosmology Challenge (BCC) process for the DES 
collaboration. The gateway extended support is focusing on developing workflow solutions for 
(N-body production): 2LPT + L-GADGET codes. The workflow will prepare input files for these 
tasks, submit 2LPT initial conditions (ICs) code, verify correct execution, archive IC’s, submit L-
gadget simulation code, verify correct execution, archive output, re-submit and verify until code 
terminates successfully.   
Environment Science Gateway Project: The goal of this advanced support project includes: 
extending the Purdue CCSM gateway to support online CESM 1.0 simulations on the TeraGrid; 
Automatically generate standardized metadata for model runs initiated from the CESM portal; 
Integrate data publishing and wide-area transport capabilities such that model run datasets and 
metadata may be published back into ESG from Purdue’s CESM gateway. 
GISolve and SimpleGrid: GISolve is the TeraGrid Geographic Information Science Gateway, 
and SimpleGrid provides building blocks for science gateway development. The projects engaged 
new communities in hydrological modeling by integrating a hydrological modeling method and 
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associated software with GISolve and preparing a paper draft submitted to the Journal of Water 
Resources Research. The SimpleGrid Toolkit for science gateway application integration is 
enhanced with application integration interface for users to convert their command line 
applications into XSEDE-enabled gateway Web applications and Web services; developed a  
ready-to-use computation management service as a generic service for XSEDE access, job 
management, and data transfer in SimpleGrid; and developed a modular integration framework 
prototype to leverage multiple gateway middleware in SimpleGrid, such OGCE gadget container 
and job management service - GFAC and XRegistry. 
Community Engagement 
Bi-Weekly community awareness calls are being organized to share common gateway 
discussions. This quarter’s prominent talks include architecture discussions from Globus Online 
and Genesis II, GFFS groups.  
XSEDE Architecture Testing 
The gateway group is pro-actively participating in testing discussions of the testing of 
architecture modules & requirement gathering. The testing teams are organizing themselves and 
at this point the ECSS gateway participating is passive, but as the testing begins, the groups 
intends to actively engage on a day to day basis.  
 
FutureGrid (NSF Award #OCI-0910812) 
Eucalyptus continued to suffer from stability issues.  We continued to adjust the configuration 
and with help from Rich Wolski and the Eucalyptus team, have been able to stabilize our current 
deployment.  We plan to evaluate Eucalyptus version 3 when it becomes available and will 
upgrade all installations when we have a stable configuration. 
 
Deployed Nimbus 2.8 with several improvements, including the ability to store an image 
description with an image.  Enhanced Nimbus to include basic accounting information for the use 
of Nimbus by its users, producing elementary statistics graph about utilization of Nimbus. 
 
Test deployments of OpenStack were made available to early users.  With input from users and 
systems testing, we standardized on the Cactus release of OpenStack for general users.  This will 
be made available to all users in October.  We will continue to evaluate the Diablo release of 
OpenStack and upgrade when it appears to be stable in our environment. 
 
A ViNe central management server was developed.  This server is responsible to oversee the 
global overlay networks management. It collects information about running ViNe instances and 
acts accordingly (e.g., issuing reconfiguration as needed). 
 
myHadoop was deployed on Alamo during this quarter.  myHadoop is a set of scripts developed 
by SDSC that makes it easy to submit Hadoop jobs through the FutureGrid batch queue systems.  
It is also easy to customize and allows users to make their own copy and adjust default Hadoop 
settings or to specify an alternate Hadoop implementation. 
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A self-configuring social virtual network (GroupVPN) has been integrated in virtual appliances 
that provide virtual cluster environments for education and training in FutureGrid. The 
educational appliance developed at UF has been created for Nimbus and Eucalyptus and allow 
users to create virtual private clusters on demand. Currently, Condor, MPI and Hadoop are 
featured as the cluster middleware running within these virtual cluster platforms, and tutorials 
have been created to guide users through the process of creating and using these platforms.  
 
Installed the Globus GRAM 5 and GridFTP services on Alamo and began testing of them. These 
services were requested by ISI to support Pegasus use on FutureGrid, XSEDE and XD TIS 
testing, and the SAGA project. 
 
Pegasus is available in specialized Virtual Machine (VM) images on FutureGrid  
The Nimbus Pegasus images are public for FutureGrid users. They are kept up to date, as 
new releases are available and maintenance opportunities arise.  
The Eucalyptus Pegasus images require an update but are otherwise publically available 
to FutureGrid users.  
The OpenStack Pegasus images are in the process of being developed, as this is a newly 
deployed infrastructure.  
Work in progress to integrate Pegasus software onto the bare-metal machines so that they are 
available to the kind of community used to XSEDE-like environments 
 
The latest beta release of OpenMPI 1.5.4 (includes VampirTrace 5.8.4) was tested successfully on 
the Redhat 6 test nodes on India. 
 
In support of building an executable accounting system for FutureGrid, a prototype connector 
between Eucalyptus' log files and Gold's Perl/Python API was developed. 
 
IU conducted code refactoring of the image management and image generation. The major 
changes include more properly separated services and client in the image generation and 
deployment, an LDAP based authentication layer which is integrated into the image repository 
rest interface and could be used as well in other related components, extensively use config file 
and manage them in one for server side and one for client side, investigating multi-thread support 
in the socket service side so multiple requests could be handled simultaneously. In addition,  IU  
has improved the image deployment tool by moving all the functionality that needs "root" 
permissions to the server side. In this way, users with normal privileges can deploy images to 
xCAT via the authorization mechanism, based on LDAP. Through this interface, we can also 
control who can execute this service.   
Portal 
Developed a new Portal feature that enables users to send project join requests from within the 
portal so that the project lead or manager can approve them.  
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TACC implemented a new “Portal Account” feature on the “my portal account” page.   This has 
the advantage that any administrator can now go to a user and see in detail what the users account 
looks like, and what he contributed to the portal.  
The Project Results page was modified to display results in most-recent “last date modified” 
order.  This allows for User Support to track when results have been submitted/documented. 
 
12.4 Security 
Indiana University (Subaward #2011-00318-16) 
No changes. 
 
FutureGrid (NSF Award #OCI-0910812 ) 
No security issues occurred during this period. 
The Operations Committee finalized a new “Privileged Access Policy” document during this 
period.  FutureGrid allows developers associated with the project to request privileged access at 
other FutureGrid sites. The requestor and the hosting site negotiate this access, with mediation 
from the Operations Committee if necessary. The only type of privileged access that we currently 
allow to non-virtualized systems is via sudo.  Such privileged access is requested and granted 
according to the documented procedures and using the template agreement available in the 
document: 
FutureGrid Privileged Access Policy FINAL 
 
12.5 Education, Outreach, and Training Activities 
Indiana University (Subaward #2011-00318-16) 
3D Videos Developed by the Advanced Visuralization Lab at Indiana University Generating 
Interest in Science and Technology using Stereoscopic 3D Videos (Albert William) 
In the Advanced Visualization Lab we have created stereoscopic videos entitled “Leading the 
Way in to the Future”, and “A Universe of Questions” that teach people about the benefits of 
using the TeraGrid for intensive scientific computational problems. We have pulled together 3D 
computer graphics, live video, and computer simulations to show how the TeraGrid has been used 
in diverse ways such as modeling galaxy formation and in weather forecasting.  We are currently 
working on a new video to describe how biologists are using the TeraGrid/XSEDE resources. 
The benefit and impact of our movies had already been felt across the United States.  We have 
developed a website that allows anyone access to the stereoscopic or mono versions of these 
movies (http://3d.iu.edu/teragrid). These movies have been used at many high impact science 
fairs and have been seen by thousands of people. The movies are presented in a variety of 
stereoscopic formats that can be viewed in any of number of settings, from 4K projection, to 3D 
TVs. Recently, “A Universe of Questions” won “The Best of the Fest” award at the 3D Film and 
Music Fest: 
http://www.mtbs3d.com/index.php?option=com_content&view=article&id=12672&Itemid=89. 
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Figure 1: Computer Generated image of radiotelescopes from “A Universe of Questions” to describe how 
tools are used in astronomy. 
 
Figure 2: From “Leading the Way into the Future” these computer generated wind turbines help explain 
how weather forecasters use the TeraGrid to model wind patterns. 
 
NSF provided funding through the TeraGrid Educational Outreach and Training program. While 
the productions were led by staff from the Indiana University Advanced Visualization Lab, 
scientists and students from across the country also contributed. 
 
Campus Bridging Initiative Lead by Craig Stewart 
The XSEDE Campus Bridging initiative is being lead by Dr. Craig Stewart, with Jim Ferguson 
assisting the effort.  During this reporting period Dr. Stewart convened a core group to start the 
process of writing a Call for Proposals (CFP) for 2-4 well experienced campuses and 1-3 
campuses not as well experienced with TeraGrid to pilot test the XSEDE Global Federated File 
System (GFFS).  A draft of the CFP was submitted to the XSEDE project management and 
architecture team for review.  A plan for dissemination of the CFP and coordination of  proposal 
submissions was also outlined by the group.  In addition, several presentations on Campus 
Bridging were given during this period at TG11 conference, CASC meeting, I2 meeting -  
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https://scholarworks.iu.edu/dspace/handle/2022/12999.  Prior work done by the Campus Bridging 
committee is also archived at this site. A much more extensive report on campus bridging 
activites is included within the TEOS section of this report. 
 
FutureGrid (NSF Award #OCI-0910812) 
Events this quarter: 
Type Title Location Date(s) Hours Num
ber 
of 
Parti
cipa
nts 
Number 
of Under-
represent
ed people 
Method 
Indiana 
University 
       
Panel 
Presentation 
Science of 
Cloud 
Computing 
Fourth IEEE 
International 
Conference 
on Cloud 
Computing 
(CLOUD 
2011),  
Washington, 
DC 
7/5/2011 1.5 200 Unknown Synchronous 
Presentation Analysis of 
Virtualizatio
n 
Technologie
s for High 
Performance 
Computing 
Environmen
ts 
Fourth IEEE 
International 
Conference 
on Cloud 
Computing 
(CLOUD 
2011),  
Washington, 
DC 
7/5/2011 0.5 40 Unknown Synchronous 
Video 
Conference 
Cyberinfrast
ructure and 
Its 
Application 
CReSIS 
REU 
Program 
7/12/2011 1 20 10 Synchronous 
Presentation MapReduce 
Overview 
for 
FutureGrid 
Indiana 
University 
7/12/2011 1 20 15 Synchronous 
Tutorial FutureGrid 
Overview 
OGF32, Salt 
Lake City, 
UT 
7/17/2011 0.5 50 Unknown Synchronous 
Tutorial Overview of 
the 
OGF32, Salt 
Lake City, 
7/17/2011 0.5 50 Unknown Synchronous 
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FutureGrid 
Software 
UT 
Tutorial Education 
and Training 
on 
FutureGrid 
OGF32, Salt 
Lake City, 
UT 
7/17/2011 0.5 50 Unknown Synchronous 
Tutorial FutureGrid 
Overview 
TG11, Salt 
Lake City, 
UT 
7/18/2011 0.5 40 Unknown Synchronous 
Tutorial FutureGrid 
Services I 
TG11, Salt 
Lake City, 
UT 
7/18/2011 0.5 40 Unknown Synchronous 
Tutorial HPC, 
Hadoop and 
Eucalyptus 
on 
FutureGrid 
TG11, Salt 
Lake City, 
UT 
7/18/2011 0.5 40 Unknown Synchronous 
Presentation Cosmic 
Issues and 
Analysis of 
External 
Comments 
on 
FutureGrid 
User 
Advisory 
Board, 
TG11, Salt 
Lake City, 
UT 
7/18/2011 1.5 15 0 Synchronous 
Presentation Outsourcing 
Ecosystem 
for Science: 
Applications 
and Patterns 
at Workshop 
on Science 
Agency 
Uses of 
Clouds and 
Grids 
OGF32 and 
TG11, Salt 
lake City, 
UT 
7/18/2011 0.5 
Note 
Chica
go 
50 Unknown Synchronous 
Demo Analysis 
Tools for 
Data 
Enabled 
Science 
DemoFest, 
Microsoft 
Research 
Faculty 
Summit 
7/18/2011 2 200 Unknown Synchronous 
Poster Classical 
and Iterative 
MapReduce 
on Azure 
DemoFest, 
Microsoft 
Research 
Faculty 
Summit 
7/18/2011 2 200 Unknown Synchronous 
 105 
Presentation Managing 
Appliance 
Launches in 
Infrastructur
e Clouds 
TG11, Salt 
Lake City, 
UT 
7/19/2011 0.5 50 Unknown Synchronous 
Presentation Towards 
Generic 
FutureGrid 
Image 
Managemen
t 
TG11, Salt 
Lake City, 
UT 
7/19/2011 0.5 75 Unknown Synchronous 
BoF MapReduce TG11, Salt 
Lake City, 
UT 
7/19/2011 1 15 Unknown Synchronous 
BoF FutureGrid: 
What an 
Experimenta
l 
Infrastructur
e Can Do 
for You 
TG11, Salt 
Lake City, 
UT 
7/20/2011 1 15 Unknown Synchronous 
Presentation Status of 
Clouds and 
their 
Applications 
Ball 
Aerospace, 
Dayton, OH 
7/26/2011 0.5 10 0 Synchronous 
Presentation Distributed 
FutureGrid 
Clouds for 
Scalable 
Collaborativ
e Sensor-
Centric Grid 
Applications 
Ball 
Aerospace, 
Dayton, OH 
7/26/2011 0.5 10 0 Synchronous 
Presentation Cyberinfrast
ructure and 
Its 
Application 
MSI-CIEC 
Cyberinfrastr
ucture Day, 
Salish 
Kootenai 
College, 
Pablo, MT 
8/2/2011 0.5 15 10 Synchronous 
Tutorial FutureGrid 
Overview 
PPAM 2011 
Torun, 
Poland 
9/11/2011 0.5 10 Unknown Synchronous 
Tutorial (When) 
Clouds will 
win! 
PPAM 2011 
Torun, 
Poland 
9/11/2011 0.5 10 Unknown Synchronous 
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Tutorial FutureGrid 
Services I 
PPAM 2011 
Torun, 
Poland 
9/11/2011 0.5 10 Unknown Synchronous 
Tutorial FutureGrid 
Services II: 
Using HPC 
Systems, 
MapReduce 
& 
Eucalyptus 
on 
FutureGrid 
PPAM 2011 
Torun, 
Poland 
9/11/2011 0.5 10 Unknown Synchronous 
Keynote Cloud 
Cyberinfrast
ructure and 
its 
Challenges 
& 
Applications 
PPAM 2011 
Torun, 
Poland 
9/14/2011 1 75 Unknown Synchronous 
University 
of Florida 
       
Booth/ 
Demo 
Center for 
Autonomic 
Computing 
booth 
New 
Orleans, LA 
(SC'10) 
Nov 2010 8 Unkn
own 
Unknown Synchronous 
1-on-1 slide 
presentations 
and demos 
Workshop Introducing 
FutureGrid, 
Gordon and 
Keeneland 
Salt Lake 
City, UT 
(TG'11) 
7/17/2011 4 ~15 Unknown Synchronous, 
slide 
presentation 
Tutorial An 
Introduction 
to the 
TeraGrid 
Track - 2D 
Systems: 
FutureGrid, 
Gordon, and 
Keeneland 
Salt Lake 
City, UT 
(TG'11) 
7/18/2011 8 ~20 Unknown Synchronous, 
slide 
presentation, 
demos 
BoF MapReduce 
Applications 
and 
Environmen
ts 
Salt Lake 
City, UT 
(TG'11) 
7/19/2011 2 ~10 Unknown Synchronous, 
slide 
presentation 
Presentation Educational 
Virtual 
Clusters for 
Salt Lake 
City, UT 
(TG'11) 
7/19/2011 1 ~40 Unknown Synchronous, 
slide 
presentation, 
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On-demand 
MPI/Hadoo
p/Condor in 
FutureGrid 
demos 
BoF FutureGrid: 
What an 
Experimenta
l 
Infrastructur
e can do for 
you 
Salt Lake 
City, UT 
(TG'11) 
7/20/2011 2 ~10 Unknown Synchronous, 
slide 
presentation 
Web-based 
Seminar 
Introduction 
to 
FutureGrid 
Online - 
XSEDE 
Campus 
Champion 
call 
9/20/11 1 ~40 Unknown Synchronous, 
slide 
presentation, 
webinar/tele-
conference 
Poster Self-
configuring 
Wide-area 
Virtual 
Networks 
and 
Applications
: SocialVPN 
and Grid 
Appliances 
Beijing, 
China 
9/28/11 1 ~25 Unknown Synchronous, 
poster 
Poster ACIS/CAC 
Research 
Activities 
Beijing, 
China 
9/28/11 1 ~25 Unknown Synchronous, 
poster 
University 
of California 
at San Diego 
       
Workshop Experiences 
with the 
FutureGrid 
Testbed 
UC Cloud 
Summit, 
UCLA, Los 
Angeles, CA 
4/19/2011 8 102 10 women Synchronous,
presentation 
University 
of Chicago 
       
Presentation Outsourcing 
Ecosystem 
for Science: 
Applications 
and Patterns 
at Workshop 
on Science 
Agency 
OGF32 and 
TG11, Salt 
lake City, 
UT 
7/18/2011 0.5 
 
50 Unknown Synchronous 
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Uses of 
Clouds and 
Grids 
University 
of 
Tennessee at 
Knoxville 
       
Tutorial PAPI and 
GBC, as 
part of FG 
tutorial 
OGF32, Salt 
Lake City, 
UT 
7/17/2011  ~30  Synchronous 
Tutorial PAPI and 
GBC, as 
part of FG 
tutorial 
TG11, Salt 
Lake City, 
UT 
7/18/2011  ~20  Synchronous 
 
Classes this quarter: 
Individual classes are detailed below for the following four (4) FutureGrid classes: 
Distributed Scientific Computing Class - Louisiana State University 
Cloud Computing Class - University of Piemonte Orientale 
Workshop: A Cloud View on Computing - Indiana University 
Cloud Computing for Data Intensive Science Class - Indiana University 
 
Distributed Scientific Computing Class  
Shantenu Jha   
Louisiana State University 
Center for Computation and Technology 
Abstract 
The aim of the research project is to develop new programming models, evaluate existing 
methods\n\nfor data-intensive applications as well as test/extend SAGA to cloud 
environments.\n\n 
Intellectual Merit 
This research will lead to novel programming models, applications and programming systems. 
Broader Impacts 
I am co-teaching a class on Scientific Computing with a focus on Distributed Scientific 
Computing. 
Scale of Use 
Multi-site simulations are required; many VMs for a class. 
Results 
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FutureGrid supported a new class focusing on a practical and comprehensive graduate course 
preparing students for research involving scientific computing. Module E (Distributed Scientific 
Computing) taught by Shantenu Jha used FutureGrid in hands-on assignments on: 
 Introduction to the practice of distributed computing;  
 Cloud computing and master-worker pattern;  
 and Distributed application case studies.  
 Two papers were written about this course: ICCS and TG'11 
 
Cloud Computing Class  
Massimo Canonico 
University of Piemonte Orientale 
Computer Science Department 
Abstract 
In this class we will discuss about cloud computing and we will have experience with the most 
important cloud solutions (eucalyptus, nimbus, openebula). The students will be involved in a 
project where it is proposed to implement an easy service (like a web server) and to monitor its 
response time. A very simple scheduler, considering the response time, will decide where/when 
switch on/off virtual machines. 
Intellectual Merit 
The students will be involved in a realistic scenario where they will face problem concerning load 
balancing, replication policies in order to satisfy QoS of the services. 
Broader Impacts 
All materials and all results will be published in the class webpage. All documents/results will be 
proposed as "open source" materials (that is editable/improved from everyone). The intent of this 
it is also to figure out which is the best way to teach and to practice with cloud computing. 
Scale of Use 
The class should be quite small. I aspect no more than 20 students, so the resouces involved in 
our class should be just few VMs (no more than 2 for each student). 
Results 
This project is providing various materials for the "Community Educational Material" section in 
the future grid portal. 
At this link, you can find documents, hand-outs, outline and more concerning the "Cloud 
Computing Class" that I'm teaching with students from different Universities and companies in 
the Italy. 
 
Workshop: A Cloud View on Computing   
Jerome Mitchell 
Indiana University 
Pervasive Technology Institute 
Abstract 
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Cloud computing provides elastic compute and storage resources to solve data intensive science 
and engineering problems, but the number of students from under-represented universities who 
are involved and exposed to this area is minimal. In order to attract underserved students, we 
intend to train faculty members and graduate students from the Association of 
Computer/Information Sciences and Engineering Departments at Minority Institutions (ADMI) in 
the area of cloud computing through a one-week workshop conducted on the campus of Elizabeth 
City State University. This workshop will enable faculty members and graduate students from 
underserved institutions, who are involved with minority undergraduate students to gain 
information about various aspects of cloud computing while serving as a catalyst in propagating 
their knowledge to their students. 
Intellectual Merit 
The desired competencies for faculty and graduate students to acquire and/or refine in cloud 
computing are: 
• Understand and articulate the challenges associated with distributed solutions to large-scale 
problems, e.g., scheduling, load balancing, fault tolerance, memory and bandwidth limitations 
• Understand and explain the concepts behind MapReduce 
• Understand and express well-known algorithms in the MapReduce framework. 
• Understand and reason about engineering tradeoffs in alternative approaches to processing large 
datasets. 
• Understand how current solutions to the particular research problem can be cast into the 
MapReduce framework. 
• Explain the advantages in using a MapReduce framework over existing approaches. 
• Articulate how adopting the MapReduce framework can potentially lead to advances in the state 
of the art by enabling processing not possible before. 
Broader Impacts 
The curricula and tutorials can be reused in other cloud computing educational activities. 
Scale of Use 
15 generic users will need modest resources. 
Results 
The hands-on workshop was June 6-10, 2011. Participants were immersed in a “MapReduce boot 
camp”, where ADMI faulty members sought introduction to the MapReduce programming 
framework. The following were themes for five boot camp sessions: 
 Introduction to parallel and distributed processing  
 From functional programming to MapReduce and the Google File System (GFS)  
 “Hello World” MapReduce Lab  
 Graph Algorithms with MapReduce  
 Information Retrieval with MapReduce  
An overview of parallel and distributed processing provided a transition into the abstractions of 
functional programming, which introduces the context of MapReduce along with its distributed 
file system. Lectures focused on specific case studies of MapReduce, such as graph analysis and 
information retrieval. The workshop concluded with a programming exercise (PageRank or All-
Pairs problem) to ensure faculty members have a substantial knowledge of MapReduce concepts 
and the Twister/Hadoop API. 
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Cloud Computing for Data Intensive Science Class   
Judy Qiu 
Indiana University 
School of Informatics and Computing 
Abstract 
A topics course on cloud computing for Data Intensive Science with 24 graduate students at 
Masters and PhD level offered Fall 2011 as part of Computer Science curriculum. 
Intellectual Merit 
Several new computing paradigms are emerging from large commercial clouds. These include 
virtual machine based utility computing environments such as Amazon AWS and Microsoft 
Azure. Further there are also a set of new MapReduce programming paradigms coming from 
Information retrieval field which have been shown to be effective for scientific data analysis. 
These developments have been highlighted by a recent NSF CISE-OCI announcement of 
opportunities in this area. This class covers many of the key concepts with a common set of 
simple examples. It is designed to prepare participants to understand and compare capabilities of 
these new technologies and infrastructure and to have a basic idea as to how to get started. 
Particularly, the Big Data for Science Workshop Website covers the background and topics of 
interest as below. Projects include Bioinformatics and Information retrieval. 
Broader Impacts 
This material will generate curricula material that will be used to build up an online distributed 
systems/cloud resource. 
Scale of Use 
Modest resources for each student. 
Results  
This class (http://salsapc.indiana.edu/csci-b649-2011/) involved 24 Graduate students with a mix 
of Masters and PhD students and was offered fall 2011 as part of Indiana University Computer 
Science program. Many FutureGrid experts went to this class which routinely used FutureGrid for 
student projects. Projects included: 
 Hadoop  
 DryadLINQ/Dryad  
 Twister  
 Eucalyptus/Nimbus  
 Virtual Appliances  
 Cloud Storage  
 Scientific Data Analysis Applications  
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12.6 SP Collaborations 
FutureGrid (NSF Award #OCI-0910812) 
FutureGrid partners include two institutions – University of Florida and University of 
Southern California ISI – that are not otherwise part of XSEDE. FutureGrid has an 
ongoing major collaboration with the European project Grid5000 that has a similar role in 
Europe to FutureGrid in the USA. We have several joint projects and a technology 
exchange program. There are many FutureGrid projects with significant international 
partners. Highlights include work with EMI (European Middleware Initiative) and KISTI 
in Korea (on eScience). 
 
12.7 SP-Specific Activities 
 
Indiana Univeristy (Subaward #2011-00318-16) 
 
Stewart to Serve as General Chair of XSEDE12 Conference 
Craig Stewart accepted the invitation to become general chair of XSEDE12 Conference.  This 
continues the tradition of the annual TeraGrid conference where service providers and users come 
together to share information and set direction for the future.  
 
Indiana University Site Preparation for XSEDE Ops Failover  
During this quarter, IU, via the GlobalNOC, focused on plans for failover of the XSEDE 
Operations Center.  We worked with Stephen McNally to identify critical facets of successful 
operations failover.  This was determined to include: 
1- failover workflow, including processes for failover of specific pieces, as well as general model 
and expectations for failover. 
2- technical methods and requirements for failover of communication methods, including 
primarily phone and email. 
3- Training required for communications and basic "tier1" services during failover. 
4- Testing methods and plans. 
NCSA will next provide contacts for each of these areas, to work with IU to complete the failover 
system.  Training on XSEDE in general has begun with GlobalNOC Service Desk Staff.  Primary 
staff involved in this planning include: Tom Johnson, Senior Network Planning Engineer at the 
GlobalNOC for IU's Research Technologies effort; Jon-Paul Herron, Director of Network 
Engineering for the GlobalNOC; and Marianne Chitwood, Senior Manager for the GlobalNOC 
Service Desk. Additionally, the support effort required for something like operational failover is 
spread out across the entire GlobalNOC Service Desk staff.  Because of this, billing will be 
structured on a recharge basis for the service as a whole, rather than identifying individual FTE. 
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FutureGrid (NSF Award #OCI-0910812) 
The software infrastructure for FutureGrid is described in the services section but we should 
emphasize that the nature of FutureGrid leads requires substantial innovation in its software that 
lead for example to several published papers in computational science venues. During this quarter 
we continued to advance Pegasus (workflow), Nimbus (Cloud Infrastructure), ViNe (virtualized 
networking), PAPI (performance counters on virtual machines) and Genesis II/Unicore (for 
XSEDE software). Particular highlights include a novel image repository supporting multiple 
HPC and cloud environments, dynamic provisioning of images on “bare nodes”, virtual cluster 
technology and the Cloudinit.d multi-cloud launcher. 
 
12.8 Publications 
Indiana University (Subaward #2011-00318-16) 
T. Laue and B. Demeler. A postreductionist framework for protein biochemistry. Nat Chem Biol, 
7(6):331–334, June 2011. 
http://www.nature.com/nchembio/journal/v7/n6/abs/nchembio.575.html 
 
Pedro R. C. da Silveira, M. Núñez Valdez, Renata M. Wenzcovitch, Marlon Pierce, Cesar R. S. 
da Silva, and David A. Yuen. 2011. Virtual laboratory for planetary materials (VLab): an updated 
overview of system service architecture. In Proceedings of the 2011 TeraGrid Conference: 
Extreme Digital Discovery (TG '11). ACM, New York, NY, USA, , Article 33 , 8 pages. 
DOI=10.1145/2016741.2016777 
http://doi.acm.org/10.1145/2016741.2016777 
 
Borries Demeler, Raminderjeet Singh, Marlon Pierce, Emre H. Brookes, Suresh Marru, and 
Bruce Dubbs. 2011. UltraScan gateway enhancements: in collaboration with TeraGrid advanced 
user support. In Proceedings of the 2011 TeraGrid Conference: Extreme Digital Discovery (TG 
'11). ACM, New York, NY, USA, , Article 34 , 8 pages. 
DOI=10.1145/2016741.2016778 http://doi.acm.org/10.1145/2016741.2016778 
 
Suresh Marru, Heejoon Chae, Patanachai Tangchaisin, Sun Kim, Marlon Pierce, and Kenneth 
Nephew. 2011. Transitioning BioVLab cloud workbench to a science gateway. In Proceedings of 
the 2011 TeraGrid Conference: Extreme Digital Discovery (TG '11). ACM, New York, NY, 
USA, , Article 40 , 2 pages. DOI=10.1145/2016741.2016784 
http://doi.acm.org/10.1145/2016741.2016784 
 
Jayeeta Ghosh, Suresh Marru, Nikhil Singh, Kenno Vanomesslaeghe, Ye Fan, and Sudhakar 
Pamidighantam. 2011. Molecular parameter optimization gateway (ParamChem): workflow 
management through TeraGrid ASTA. In Proceedings of the 2011 TeraGrid Conference: Extreme 
Digital Discovery (TG '11). ACM, New York, NY, USA, , Article 35 , 8 pages. 
DOI=10.1145/2016741.2016779 http://doi.acm.org/10.1145/2016741.2016779 
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Fricker, D., Hui Zhang, Chen Yu. 2011. Sequential pattern mining of multimodal data streams in 
dyadic interactions. In Proceedings of Development and Learning (ICDL), 2011 IEEE 
International Conference.  DOI=10.1109/DEVLRN.2011.6037334 . 
 
Michael, Scott, Richard H. Durisen and Aaron C. Boley. August 2011. Migration of Fas Giant 
Planets in Gravitationally Unstable Disks. The Astrophysical Journal Letters. 
DOI=10.1088/2041-8205/737/2/L42. 
 
FutureGrid (NSF Award #OCI-0910812) 
Zhenhua Guo, Marlon Pierce, Geoffrey Fox, Mo Zhou, “Automatic Task Re-organization in 
MapReduce”  Technical report. Proceedings of IEEE Cluster 2011 at the Hilton Hotel in Austin, 
TX, and hosted by the Texas Advanced Computing Center September 26-30 2011. 
 
Diaz, J., G. von Laszewski, F. Wang, A. J. Younge, and G. C. Fox, "FutureGrid Image 
Repository: A Generic Catalog and Storage System for Heterogeneous Virtual Machine Images", 
Third IEEE International Conference on Coud Computing Technology and Science 
(CloudCom2011), Athens, Greece, IEEE, 12/2011.  
 
Younge, A. J., R. Henschel, J. Brown, G. von Laszewski, J. Qiu, and G. C. Fox, "Analysis of 
Virtualization Technologies for High Performance Computing Environments", The 4th 
International Conference on Cloud Computing, Washington, DC, IEEE,  07/2011. 
 
Wolinsky, D. I., and R. J. Figueiredo, "Experiences with Self-Organizing, Decentralized Grids 
Using the Grid Appliance", The 20th International ACM Symposium on High-Performance 
Parallel and Distributed Computing, San Jose, CA, 06/2011.  
 
Luszczek, P., E. Meek, S. Moore, D. Terpstra, V. M. Weaver, and J. Dongarra, "Evaluation of the 
HPC Challenge Benchmarks in Virtualized Environments",VHPC 2011, 6th Workshop on 
Virtualization in High-Performance Cloud Computing, Bordeaux, France, 2011. 08/2011 
 
Vöckler, J. - S., E. Deelman, M. Rynge, and G. B. Berriman, "Experiences Using Cloud 
Computing for a Scientific Workflow Application", Workshop on Scientific Cloud Computing 
(ScienceCloud) , 2011. 06/2011  
 
Klinginsmith, J., M. Mahoui, and Y. M. Wu, "Towards Reproducible eScience in the Cloud", 
IEEE International Conference on Cloud Computing Technology and Science, 2011. 07/2011 
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12.9 Metrics 
 
12.9.1 Standard systems metrics 
Indiana University (Subaward #2011-00318-16) 
 
Total NUs Charged – Big Red System 
Provider = IU 
2011-07-01 to 2011-09-30
 
 
 
Total NUs Charged by Job Size – Big Red System 
Provider = IU 
2011-07-01 to 2011-09-30
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Avg Wall Hours Per Job by Job Size – Big Red System 
Provider – IU 
2011-07-01 to 2011-09-30
 
The error bars associated with the mean values in Figure XX represent the standard deviation 
of the sampled mean which is the standard deviation divided by the square root of N, where N 
is the sample size. 
 
 
Avg Wait Hours Per Job by Job Size – Big Red System 
Provider – IU 
2011-07-01 to 2011-09-30
 
The error bars associated with the mean values in Figure XX represent the standard deviation 
of the sampled mean which is the standard deviation divided by the square root of N, where N 
is the sample size. 
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User Expansion Factor by Job Size – Big Red System 
Provider = IU 
2011-07-01 to 2011-09-30
 
 
 
 
 
Total NUs Charged by Job Wall Time – Big Red System 
Provider = IU 
2011-07-01 to 2011-09-30
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User Expansion Factor by Job Wall Time – Big Red System 
Provider = IU 
2011-07-01 to 2011-09-30
 
 
 
 
Total NUs Charged by Field of Science – Big Red System 
Provider = IU 
2011-07-01 to 2011-09-30 
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Total NUs Charged by Institution – Big Red System 
Provider = IU 
2011-07-01 to 2011-09-30 
 
 
Total NUs Charged by Principal Investigator – Big Red System 
Provider = IU 
2011-07-01 to 2011-09-30 
 
 
 
TeraGrid and IU usage of Data Capacitor and Data-Capacitor Wide Area Network  
IU’s Data Capacitor, a high performance Lustre filesystem, has served both as a local IU resource 
(Data Capacitor) and as a resource used by the TeraGrid (Data Capacitor Wide Area filesystem). 
For most of the past three years, it was the most widely deployed and used wide area file system 
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within the TeraGrid.  The Data Capacitor is used primarily for management and analysis of data 
in distributed workflows. The most typical use is that data comes from some source outside 
TeraGrid or XSEDE – often from a digital instrument – and is stored on the Data Capacitor while 
it is being analyzed at an IU resource or a resource at some other TeraGrid/XSEDE site. We have 
in the past demonstrated workflows that were faster reading data from the DC-WAN and moving 
it across the network to a TeraGrid resource at another TeraGrid computing site than reading and 
writing from local disk systems at that site. There was a definite decline in the rate of growth of 
use of DC-WAN as a TeraGrid resource coincident with the TeraGrid XD competition.  
The graphs below show usage from 2008 to the most recent data we have compiled for September 
2011. Notes on current requests for use of the Data Capacitor from XSEDE are included after the 
graphs. 
 
 
Figure 1. Total files stored on Data Capacitor-Wide Area Network (in red – representing TeraGrid use) and 
local IU Data Capacitor data storage. 
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Figure 2. TeraBytes of data stored– as ‘high water marks’ at end of each month. DC-WAN (TeraGrid 
usage) shown in Red, local IU Data Capacitor usage shown in Blue. 
 
 
 
Figure 3. TeraBytes of data transferred in (writes) and out (reads) of DC-WAN (TeraGrid usage), reflecting 
TeraGrid usage.  Note that since the workload with the Data Capacitor is often data reduction, it makes 
sense that data transferred in exceeds data transferred out. 
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  DC+DC-WAN 
Year Uptime   Unscheduled  Downtime 
(%) 
  Unscheduled outages 
(#) 
  Scheduled 
Downtime (%) 
2007   98.85%    0.00%    0   1.15% 
2008   99.26%    0.38%    3   0.37% 
2009   94.38%    3.75%    20   1.87% 
2010   99.03%    0.46%    11   0.51% 
2011   97.65%    2.19%    10   0.16% 
Table 4. Data Capacitor yearly uptime tables. 2011 stats are through Q3 
 
Data Capacitor Usage Requests (since start of XSEDE award) 
Note: with discussions about role of Data Capacitor in XSEDE ongoing, we have approved all of 
the requests below. None of them are requesting huge amounts of data – but they all depend very 
heavily in the distributed I/O capabilities of the IU Data Capacitor-Wide Area Network 
implementation. 
 
 Srinivasa Rao Jampani - Requesting 2 TB. Effect of Confinement on the Folding Nucleus 
of the Amyloid Beta Protein : A Molecular Dynamics Study. To assess the effects of 
confinement, this proposal will carry out an extensive computational investigation, using 
all-atom molecular dynamics simulations, of the behavior of disordered proteins in 
explicit solvent under confinement.  The proposed protein in this investigation is a short 
decapeptide fragment from the full-length amyloid β-protein (Aβ), the Aβ21-30 
decapeptide, extensively studied in bulk and shown to exhibit behavior typical to 
disordered proteins while also forming metastable secondary structures. This proposal 
will contribute to the understanding of complex confined environments and their effect 
on protein folding by characterizing possible stabilizing effects from confinement on 
these metastable structures by computationally studying: (a) the folding and unfolding 
dynamics as a function of size of the confining pore, (b) the role of confined water on the 
structure and dynamics under confinement, (c) the effect of the type of internal surface 
(hydrophobic or hydrophilic) on the dynamics, and (d) how the dynamics of mutated 
forms of Aβ21-30 are affected under confinement. Srinivasa will primarily use his Data 
Capacitor allocation for the storage of data that will be required for his analyses. 
 
 Shenjian Su - requesting 10 TB. http://cwrf.umd.edu/. Climate - Weather Research and 
Forecasting Model. This is an extension of the Weather Research and Forecasting Model 
(WRF).  Shenjian is working on CWRF downscaling experiments which will show the 
abilities of CWRF modeling.  This work will help improve the model to better simulate 
the impact of the US climate. The LEAD project has had terrific success using the Data 
Capacitor, so it makes sense that another group using WRF-like simulations would be 
interested in using it. 
 
 Mats Rynge - requesting 10 TB. A Multiwavelength Infrared Image Atlas of the Plane of 
the Galaxy. http://pegasus.isi.edu/applications/galactic-plane for overview. A major 
challenge for the Galactic Plane workflow is data I/O. Each tile does a data find query 
against the IPAC archive, and for each tile, that result is on average 1,800 input images 
which needs to be retrieved. The sub workflows (Montage) then projects, adjust 
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backgrounds, and add the images together, which means long reads and writes. As the 
images are independent, thus I/O is handled nicely by parallel file systems, but total disk 
usage has to be managed, and that is done by the master workflow only keeping a certain 
number of sub workflows active at any given time. However, if not given enough disk 
space and the number of active workflows are too small, and the fact that the Montage 
workflows are "top-heavy" in compute jobs, the workflow might not be able to utilize all 
available cores. This project will use the Data Capacitor in these two ways. 
o Scratch space for the workflows. This space will be used coordinating data in the 
workflow, and will prevent the data starvation described above. 
o To hold outputs temporarily before staging it to the final home at the NASA 
IPAC data archive (http://www.ipac.caltech.edu/) 
 
FutureGrid (NSF Award #OCI-0910812) 
FutureGrid will be providing standard system metrics as part of its revised PEP planning.  These 
will be available in the next XSEDE quarterly report. 
 
12.9.2 Standard User Assistance Metrics  
Indiana University (Subaward #2011-00318-16) 
 
XSEDE Knowledge Base  
 
Summary statistics for the XSEDE Knowledge Base: 
 Total number of documents available in the XSEDE KB at the end of the 1st quarter = 
348 
 Number of new documents created  = 24 
 Number of documents modified during  1st quarter=320* (document revised and moved 
into XSEDE) 
 Total number of documents retrieved = 41,171  
 Total number of documents retrieved  minus bots,  link checkers, admin docs, etc. = 
17,139 
  
227 of these documents were revised and made available in the XSEDE KB the beginning of 
July, 2011, 
 
There are two interfaces that serve XSEDE KB documentation: the XSEDE Portal and the IU 
interface.   
 
The total number of end-user accesses (total minus bots, admin, etc.) from each interface were: 
 
IU interface =  13,939   
XSEDE Portal = 3,200 
 
There are two reasons for the difference.  First is that when a Google, Bing, or Yahoo search is 
done the links to the IU KB are displayed higher in return list than the XSEDE KB.  A more 
significant reason is the difference in the type of document being accesses.  
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The content in documents varies as to how specifically they are related to XSEDE.  An example 
of a very specific document would be “In XSEDE, what is an Allocation Manager, and how do I 
designate one for my project?”  Less specific would be “Where can I find instructions for 
compiling NAMD on Kraken (NICS)?” Some are very generic such as “Where can I find an 
OpenMP or MPI tutorial online? 
Many of the hits to the generic documents are made in the IU.  This is evident in the table below 
where the proportion of hits to XSEDE specific documents is much higher in the XSEDE 
interface while hits to the generic documentation is much greater in the IU interface.  Because it 
is likely that hits to generic document come from people not associated with XSEDE, it is more 
informative to look at the hits from the XSEDE Portal when evaluating how information XSEDE 
users are accessing. 
The 25 most frequently accessed documents in the XSEDE Portal interface follow.  These 
account for approximately 85% of the hits to XSEDE KB document from within the portal. 
How do I get help with XSEDE? 
How do I get started using XSEDE? 
On XSEDE and TeraGrid, what is Single Sign-On? 
On XSEDE, how are compute jobs charged? 
What is the Extreme Science and Engineering Discovery Environment (XSEDE) project? 
How do I find what software is available on XSEDE? 
How do I apply for a new XSEDE allocation? 
On XSEDE, what types of allocations are available? 
In XSEDE, what is an Allocation Manager, and how do I designate one for my project? 
What is the XSEDE User Portal, and how do I access it? 
How can I check my XSEDE account balance? 
On XSEDE, what is a Science Gateway? 
How do I use the XSEDE Queue Prediction tool to predict when a job will run? 
Queue information for XSEDE digital services 
Where can I find information about available XSEDE services? 
How can I add or remove a user from an existing XSEDE allocation? 
How can my project become an XSEDE Science Gateway? 
Accessing user documentation for XSEDE digital services 
What is Inca? 
What is FutureGrid? 
What are my responsibilities as an XSEDE user? 
User documentation for XSEDE visualization services 
On XSEDE, what applications are used for scheduling jobs? 
What is MPI, and where can I find information about using it on Big Red? 
On XSEDE, what is Ember (NCSA)? 
 
 
 Type IU XSEDE Portal 
Jul XSEDE Specific 123 819 
 XSEDE Shared 971 67 
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 Generic 3115 62 
 Admin 3 274 
 Total 4212 1222 
Aug XSEDE Specific 177 494 
 XSEDE Shared 1108 221 
 Generic 3234 47 
 Admin 3 425 
 Total 4522 1187 
Sep XSEDE Specific 163 823 
 XSEDE Shared 1207 559 
 Generic 3850 108 
 Admin 3 530 
 Total 5223 2020 
Quarter XSEDE Specific 463 2136 
 XSEDE Shared 3286 847 
 Generic 10199 217 
 Admin 9 1229 
 Grand Total 13948 4429 
Table 1. Comparison of the number of documents opened each month in the IU and the XSEDE interface 
by type of content. 
 
 
The document designated “Admin” were: 
Why did my Knowledge Base search not find any results? 
XSEDE help documents. 
How do I contribute to the XSEDE Knowledge Base? Contributing to the Knowledge 
Base. 
 
FutureGrid (NSF Award #OCI-0910812) 
1) 259 tickets opened during report period 
a) 093 Account Request tickets 
b) 132 General tickets 
c) 007 Portal tickets 
d) 016 Eucalyptus tickets 
e) 011 Nimbus tickets 
2) 243 tickets closed during report period 
a) 093 Account Request tickets 
b) 127 General tickets 
c) 003 Portal tickets 
d) 012 Eucalyptus tickets 
e) 011 Nimbus tickets 
 126 
12.9.3 SP-specific Metrics 
FutureGrid project count to date:  163.  Three breakdowns of these projects follow: 
 
a)  Project Status: 
 Active Projects: 150(92%) 
 Completed Projects: 10(6.1%) 
 Pending Projects: 0(0%) 
 Denied Projects: 3(1.8%) 
 
b)  Project Orientation: 
Research Projects: 143 (87.7%) 
Education Projects: 18 (11%) 
Industry Projects: 1 (0.6%) 
Government Projects: 1 (0.6%) 
 
c)  Project Primary Discipline: 
Computer Science (401): 135(82.8%) 
Biology (603): 7(4.3%) 
Industrial/Manufacturing Engineering (108): 3(1.8%) 
Not Assigned: 5(3.1%) 
Genetics (610): 1(0.6%) 
Physics (203): 1(0.6%) 
Aerospace Engineering (101): 1(0.6%) 
Statistics (403): 1(0.6%) 
Engineering, n.e.c. (114): 2(1.2%) 
Biosciences, n.e.c. (617): 1(0.6%) 
Biophysics (605): 1(0.6%) 
Economics (903): 1(0.6%) 
Electrical and Related Engineering (106): 2(1.2%) 
Pathology (613): 1(0.6%) 
Civil and Related Engineering (105): 1(0.6%) 
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13 LONI/LSU - Service Provider Quarterly Report 
13.1 Executive Summary 
LSU operates the Queen Bee cluster for the Louisiana Optical Network Initiative (LONI). 
The system is allowing existing TeraGrid/XSEDE allocations to continue running until 
exhausted, but no new XSEDE allocations are currently being accepted beginning August 
1, 2011.  In Q3 2011, 5.76M SUs were delivered to 13.6K jobs serving 116 to 137 unique 
XSEDE users per month.   
13.1.1 Resource Description 
Queen Bee is a 50.7 TFlops Peak Performance, 680 node Dell server cluster. Each node 
is equipped with 2 quad-core Intel 2.33GHz Xeon 64-bit processors, and 8 GB RAM. 
SDR (10Gb/s) InfiniBand is used for the interconnection fabric, and 10Gb/s Ethernet 
connects the system to the LONI optical network. 400TB of Lustre-based storage 
provides workspace for parallel jobs.  The operating system is currently Red Hat 
Enterprise Linux (RHEL) v4. The system is approaching 5 years of age. 
13.2 Science Highlights 
Greg Childers of Fullerton University recently completed the factorization of the number 
represented by 21031-1 using the Number Field Sieve (NFS). NFS is of significant interest for the 
security assessment of common public-key cryptosystems, chief among them being the RSA 
algorithm. The security of the RSA encryption algorithm relies on the fact that integer 
factorization is difficult. Improvements to the NFS algorithm are of significant practical 
importance, and factoring milestones are followed closely by the applied cryptography 
community. Queen Bee and Lonestar were used in the linear algebra phase of the solution, while 
volunteers from NFS@Home, a BOINC distributed computing project, solved the sieving steps. 
13.3 User-facing Activities  
13.3.1 System Activities 
There were no significant system changes this quarter. 
13.3.2 Services Activities 
There were no significant changes in service activity this quarter, with the exception that new 
allocations are not being accepted. 
13.4 Security 
Two security incidents occurred this quarter. Both involved user accounts being compromised on 
a shared workstation within the Center for Computation and Technology at LSU. Those users 
held accounts on Queen Bee, allowing the intruders to log onto the system. The intruders used a 
privilege escalation exploit to replace the SSH service daemon on a head node and set up a 
username-password capture system. The system administrators were alerted by a monitoring 
system that the SSH files had been changed. Investigation showed that while a few username-
password pairs had been captured, none had been harvested. The affected user accounts were 
locked until they changed passwords and regenerated their SSH keys. The head nodes were 
rebuilt and returned to service.  
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13.5 Education, Outreach, and Training Activities 
13.5.1 Tutorials Offered 
Standard CUDA – Basic Programming; LSU; 15 attendees: basic concepts behind CUDA 
programming of GPUs. 
Introduction to HPC; LSU; 8 attendees: concepts and terminology associated with HPC 
computing. 
Introduction to Job Management; LSU; 12 attendees: use of PBS and LoadLeveler for batch job 
submissions. 
Introduction to Parallel Programming; LSU; 6 attendees: basic parallel programming concepts. 
Introduction to MPI, Part 1: LSU; 8 attendees: basic usage of the MPI library. 
13.6 SP Collaborations 
Nothing to report. 
13.7 SP-Specific Activities 
Nothing to report. 
13.8 Publications 
Dimitra Atri and Adrian L. Melott, “Modeling high-energy cosmic ray induced terrestrial muon 
flux: A lookup table”, Radiation Physics and Chemistry, 80, 701-703 (2011) 
http://dx.doi.org/10.1016/j.radphyschem.2011.02.020  
D. Atri and A.L. Melott, “Biological implications of high-energy cosmic ray induced muon flux 
in the extragalactic shock model”, Geophysical Research Letters 38, L19203. doi: 
10.1029/2011GL049027 (2011) 
Kollat, J.B., Reed, P.M., and Wagener, T., “When are Multi-Objective Calibration Tradeoffs in 
Rainfall-Runoff Models Meaningful?”. Water Resources Research, In-Review. 
Kollat, J.B., and Reed, P.M., “Exploiting Massively Parallel Search and Run Time Visual 
Analytics in Many-Objective Groundwater Monitoring Design”. Advances in Water Resources, 
In-Prep. 
A.D. Naiman, S.K. Lele, M.Z. Jacobson, "Sensitivity of Contrail Properties to Aircraft Design 
Parameters", 50th AIAA Aerospace Sciences Meeting, Nashville, TN, 9-12 January 2012 (in 
preparation). 
A.D. Naiman, S.K. Lele, M.Z. Jacobson, "Large Eddy Simulations of Contrail Development: 
Sensitivity to Initial and Ambient Conditions over First Twenty Minutes", Journal of Geophysical 
Research - Atmospheres, 2011 (in press). 
Naiman, A.D. "Modeling Contrails and Emission Plumes for Climate Impacts", Ph.D. Thesis, 
Department of Aeronautics and Astronautics, Stanford University, 2011. 
[http://purl.stanford.edu/sw419zv9908] 
A.D. Naiman, S.K. Lele, M.Z. Jacobson, "Large Eddy Simulations of Persistent Aircraft 
Contrails", 49th AIAA Aerospace Sciences Meeting, AIAA-2011-993, Orlando, FL, 4-7 January 
2011. 
Zheng, L. Q.; Yang, W. “Practically efficient and robust free energy calculations: Double 
integration orthogonal space tempering”. J. Chem. Theor. Comput. 2011, submitted. 
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Z. Qin, A. Kalinowski, K. N. Dahl, M. J. Buehler, “Structure and stability of the lamin A tail 
domain and HGPS mutant”, Journal of Structural Biology, Vol. 175(3), pp. 425–433, 2011. 
G. Bratzel, M.J. Buehler, “Molecular mechanics of silk nanostructures under varied mechanical 
loading,” Biopolymers, accepted for publication. 
G. Bratzel, M.J. Buehler, “Sequence-structure correlations and size effects in silk nanostructure: 
Poly-Ala repeat of N. clavipes MaSp1 is naturally optimized at a critical length scale,”Journal of 
the Mechanical Behavior of Biomedical Materials, 2011 doi:10.1016/j.jmbbm.2011.07.012 
Pritchard, M. S., M. W. Moncrieff and R. C. J. Somerville, 2011: Orogenic propagating 
precipitation systems over the US in a global climate model with embedded explicit convection, 
Journal of the Atmospheric Sciences 68 (8), 1821-1840. 
13.9 Metrics 
13.9.1 Standard systems metrics 
XDMod team will provide tables of metrics. The originally proposed list: 
1. Job summaries by core count or memory footprint 
2. Machine usage by scientific discipline 
3. Machine usage by project 
4. Top 20 users, sorted my machine use 
5. Other standard metrics that the SP-Forum and NSF agree to.  
 
Below are system metrics for LONI TeraGrid/XSEDE committed resource Queen Bee. Tables are 
included for 1) total normalized service units (NUs) charged, 2) total NUs charged by job size, 3) 
average wall-clock hours per job by job size, 4) average wait hours per job by job size, 5) user 
expansion factor by job size, 6) total NUs charged by job wall-clock time, 7) user expansion 
factor by job wall-clock time, 8) total NUs charged by field of science, 9) total NUs charged by 
institution, and 10) total NUs charged by principal investigator. 
Total Normalized Service Units (NUs) 
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Total NUs Charged by Job Size 
 
 
 
 
 
 
 
Avg Wait Hours Per Job by Job Size 
An important service related metric for Service Providers is job wait time.  This metric is an 
important quantifier of the user experience on XSEDE resources and informs policy at both the 
Service Providers and XSEDE (e.g., allocation policies).  Unfortunately due to a recently 
discovered problem with the XSEDE reporting infrastructure for this metric alone, data could not 
be gathered in time for this report. The problem has been identified, and the metric will be 
present in future XSEDE reports.  
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User Expansion Factor by Job Size 
 
User Expansion Factor by Job Wall Time 
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Total NUs Charged by Job Wall Time 
 
 
User Expansion Factor by Job Wall Time 
 
Total NUs Charged by Field of Science 
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Total NUs Charged by Institution 
 
 
Total NUs Charged by Principal Investigator 
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13.9.2 Standard User Assistance Metrics  
(These metrics are for front-line user support only. More hands-on user support (AUSS-like) may 
be discussed in Science Highlights or Services Activities.) (As with common system metrics 
above, a standard set of metrics will be generated by XSEDE staff (?) for each SP that uses the 
XSEDE ticketing system. If a different ticketing system is used locally, the SP must produce the 
same common metrics.) 
1. Tickets opened during report period. 
2. Tickets closed during report period. 
3. Distribution of response time on tickets during the reporting period. 
Ticket metrics for this section will depend on what will be provided by the XSEDE central.  
 
LONI HPC staff members continue to provide trouble ticket support via the XSEDE ticket system 
and the LONI’s ticket system.  55 tickets and 225 log entries, submitted via the XSEDE ticket 
system, were handled by LONI staff during the report period with 54 being closed.  On average, 
tickets were responded within 1.3 hour during business hours, or the next weekday morning 
during non-business hours. On average, 2 staff members are involved in each ticket. Both trouble 
ticket systems are monitored 5x9 and approximately 4 LONI staff members are engaged in this 
front-line support activity.  
 
13.9.3 SP-specific Metrics 
(if multiple awards at the SP institution, provide sub-sections for each award and for common 
infrastructure/services) 
The SP may include additional metrics specific to their resources and services. There should be 
reasonable continuity in the reported metrics/format from report to report. 
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The types of information included here for various SPs may be integrated into the XDMoD for 
future reports. 
The following table details system metrics including uptime statistics for LONI’s Queen Bee for 
the reporting period. 
 
 July August September 
# Planned Downs 0 0 0 
# Unplanned Downs 0 1 1 
System Available % 100 92.2 96.4 
Available SU (x1000) 1988 0 0 
Used SU (x1000) 2807 1793 1976 
# Jobs  8482 3162 2004 
# Users Running Jobs 117 59 48 
# Unique Users Login 137 125 116 
 
Operational metrics for Queen Bee for Q3 2011 
 
Beginning August 1, 2011, no new TeraGrid/XSEDE allocations will be accepted on Queen Bee. 
However, the existing TeraGrid allocations on Queen Bee will be honored until March 31, 2012. 
Therefore we will continue provide cycles to existing TeraGrid/XSEDE users who still have 
allocations on Queen Bee though Queen Bee is supposed not to be available to XSEDE.  
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14 NCAR Service Provider Quarterly Report 
 
14.1 Executive Summary 
In 2011Q3, NCAR continued to operate Frost as a TeraGrid resource through the conclusion of 
TeraGrid’s sixth project year on 31 July 2011. During this reporting period, NCAR continued to 
provide computing, storage, science gateway, visualization, and networking resources for some 
TeraGrid users in 2011Q3 with the following equipment: a 22.8-TFLOPS, 8,192-core IBM Blue 
Gene/L supercomputer (Frost), a 100-TB storage cluster, a science gateway server cluster, a 1-PB 
HPSS-based tape archive, and two visualization nodes (Twister). These are all connected to a 10 
Gb/s hub switch on the TeraGrid wide area network. During the 3
rd
 quarter, NCAR provided a 
total of 4.86M SUs of computing resource on Frost to TeraGrid users. 
Although Frost ceased to honor TeraGrid allocations after the conclusion of the TeraGrid project 
at the end of July, TeraGrid users who had been reviewed and allocated on Frost were offered the 
opportunity to transition to NCAR’s local Frost allocation process so they could continue using 
the system to gracefully conclude their research projects. After that, Frost entered a sunset period 
during which users were expected to transfer their research and results to other systems, with full 
system decommissioning anticipated for early 2012. Overall, in its approximately 62 months of 
operation from June 2006 through July 2011, Frost delivered 49.86M CPU-hours to 53,630 jobs 
for TeraGrid-allocated projects. 
NCAR is not currently an XSEDE service provider in the sense of operating an allocable XSEDE 
resource. However, in 2011, NCAR began a project to research and develop a possible successor 
resource to Frost, code-named “Polynya.” Given the increasing demands of processing large 
volumes of data generated by systems available to the NCAR community, the Polynya system is 
intended to serve as a “data-intensive” resource featuring architectural elements that will assist 
with data analysis in addition to providing raw computational performance. 
The Polynya prototype currently consists of a cluster of eight nodes with 16 GPUs, three large-
memory nodes (with 128, 512, and 1,024 GB of memory), and Lustre-based disk storage. 
Research has focused on the use of hybrid MPI+GPU codes on the system, as well as the use of 
large-memory nodes for both private and shared RAM-based disk storage. The final system is 
intended to feature at least 20 large-memory nodes split between user access and fast filesystem 
support, plus additional nodes with GPU accelerators. 
The Polynya system will be integrated with existing NCAR infrastructure, and will also support 
Grid-based technologies facilitating interoperability with other organizations. The system will 
provide GridFTP and Globus Online for data transfers to and from institutions that also support 
those standards. NCAR doubled the size of its data transfer service and added direct 
GridFTP/HPSS functionality. The new service can support about 50 TB/day of data transfers 
directly into HPSS from external sites with high-bandwidth network connections. 
Moving forward, NCAR will explore flexible methods of interoperability available with XSEDE. 
As XSEDE makes its underlying software and network connectivity available to a wider range of 
participants, Polynya could potentially interoperate with XSEDE systems operated by a variety of 
service providers without being offered to XSEDE for committee allocation. Alternatively, a 
portion of the Polynya system or its successor may be offered as an allocable XSEDE resource in 
the future, if circumstances warrant. 
In 2011Q3, NCAR received funding for 0.96 FTE from XSEDE for support activities. As part of 
the Community Capabilities (CC) support component of the XSEDE Extended Collaborative 
Support Services (ECSS) activity, NCAR will provide support aimed at deploying, hardening, 
and optimizing software systems necessary for the geoscience community to create new 
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knowledge using XD resources and related technologies. NCAR’s CC projects will include 
support of geoscience communities that want to use XD resources via science gateways and/or 
data repositories, as well as collaboration with the developers of widely used community codes 
and tools. 
NCAR staff are working with XSEDE to support two gateway development activities. The first is 
continuing support of the Asteroseismic Modeling Portal, a science gateway funded through an 
XSEDE community allocation. Its user community currently consists of 24 users from 9 
countries. In the current calendar year, AMP’s user interface and automated workflow have 
managed computational jobs that consumed 701K SU on Kraken (TRAC allocation) and 6.1M 
SU on Frost (discretionary allocation). The second gateway development activity is integrating 
the Purdue CCSM portal and the ESG/ESCurator capability. 
NCAR staff also works with the XSEDE management team to analyze and report system usage 
data, develop new approaches for analyzing and presenting information, and works with the 
accounting and account management team to develop new data streams as new usage modalities 
arise. The analysis and reports generated are included in the XSEDE quarterly and annual reports. 
 
14.1.1 Resource Description 
 
14.2 Science Highlights 
 
14.3 User-facing Activities  
 
14.3.1 System Activities 
 
14.3.2 Services Activities 
 
14.4 Security 
 
14.5 Education, Outreach, and Training Activities 
The Summer Internships in Parallel Computational Science (SIParCS) program seeks to develop 
students with a background in computational science, applied mathematics, computer science, or 
the computational geosciences. The 10-week internships provide opportunities for exceptional 
students to gain practical experience with a wide variety of parallel computational science 
problems by working with the HPC systems and applications related to NCAR’s Earth System 
science mission. The ultimate goal of SIParCS is to address shortages of trained scientists and 
engineers capable of using and maintaining these high-end systems to achieve the goals of 21st-
century computational geoscience research. SIParCS supports NCAR’s and CISL’s core missions 
in education. CISL’s contribution is to teach the mathematical and computational science 
concepts and skills that students will need to make effective use of advanced cyberinfrastructure. 
The application process for the Summer 2011 SIParCS program ran from November 2010 to 
March 2011. Most student interns arrived by June 1st, and their 10-week visit wrapped up at the 
end of July. Each student gave a project presentation during the last week of July. The fifth 
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annual SIParCS program included 15 students from 12 U.S. colleges and universities. Student 
research topics in 2011 covered diverse problems in applied mathematics, geostatistics, numerical 
algorithms, software engineering, HPC system administration, and computer science. For the first 
time, the SIParCS program was extended to include two NCAR-Wyoming Supercomputing 
Center (NWSC) Engineering interns, bringing the internship count to 17. Adding Engineering 
Interns was inspired by repeated inquiries about the program from engineering students during a 
January 2011 outreach visit to a university. The program director then arranged two new 
positions with the NWSC engineering team. Selected from a separate pool of 16 applicants, these 
two interns worked on engineering projects related to the petascale NWSC facility in Cheyenne, 
Wyoming. Those projects involved defining the metrics for a visitor center display of the 
facility’s overall energy efficiency and working with computational fluid dynamics software to 
analyze the airflow around different petascale supercomputer designs on the NWSC machine 
room floor. 
 
The SIParCS and NWSC Engineering intern class of 2011 brought 17 students from 14 colleges 
and universities across the country to work on computational science and engineering projects. 
Adding Engineering interns to work on technical aspects of the state-of-the-art NWSC facility 
was an innovation in 2011. 
Collectively, SIParCS and NWSC Engineering interns were drawn from a pool of approximately 
99 applicants, for an applicant-to-intern ratio of 5.53. This is up from 2.75 in 2010, indicating that 
the internship program is becoming significantly more competitive. 
One intern came from a Minority Serving Institution; four were from EPSCoR state institutions; a 
total of four were from under-represented groups; and nine (the majority) came from outside the 
Front Range region. Of the 17 total positions, 10 were funded by CISL core funds (either one-
time or recurring), four were funded by partner organizations or grants, two were funded by 
NWSC funds, and one was funded by NCAR diversity funds. SIParCS external partners in 2011 
included NOAA, the University of Wyoming, and the Colorado School of Mines. 
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Support for intern enrichment activities, such as paying for related conference attendance 
registration and travel or publication costs is a key feature of the SIParCS program. In June 2011, 
two SIParCS interns attended the EXADAPT 2011 conference in San Jose California: the travel 
costs for one student to this conference was funded by the SIParCS program. EXADAPT is a 
conference devoted to adaptive self-tuning for exascale computing systems. This workshop 
provided the students with experience relevant to their SIParCS projects in machine learning, 
which were titled Machine Learning for Application Optimization with cTuning, and Source-
source Translators with Respect to Climate Models. 
The development of the SIParCS program can be credited to a comprehensive aggressive 
outreach strategy. A significant number of university faculty across the country now serve as 
points of contact for the program, and an extensive network of email and career center postings 
ensure the supply of high-quality applicants. 
SIParCS internships are supported by NSF core funding, with some funding provided by partner 
institutions and outside grants. For instance, six interns in 2010 were funded by partner 
organizations or grants. We plan to continue with a similar amount of outside support each year. 
 
14.6 SP Collaborations 
 
14.7 SP-Specific Activities 
 
14.8 Publications 
 
14.9 Metrics 
 
14.9.1 Standard systems metrics 
 
14.9.2 Standard User Assistance Metrics  
 
14.9.3 SP-specific Metrics 
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15 NCSA - Service Provider Quarterly Report 
 
15.1 Executive Summary 
This quarter NCSA deployed a new GPU-based computational resource Forge, replacing the 
Lincoln GPU system that provided the first opportunity for many scientific applications to port to 
a large-scale parallel GPU resource. Forge has significant performance benefits over Lincoln, 
featuring the new NVIDIA Fermi accelerators and increased I/O bandwidth between the CPU and 
GPU with 16-lane PCIe interfaces. Also this quarter we initiated the implementation of a new 
HPSS-based tape archive to replace our aging Unitree MSS system.  In addition, we retired 
Ember from service effective August 1, 2011 at the end of the NSF operational funding for that 
system. 
 
15.1.1 Resource Description 
Lincoln consists of 192 compute nodes (Dell PowerEdge 1950 dual-socket nodes with quad-core 
Intel Harpertown 2.33GHz processors and 16GB of memory) and 96 NVIDIA Tesla S1070 
accelerator units. Each Tesla unit provides 345.6 gigaflops of double-precision performance and 
16GB of memory. 
Ember consists of 4 SGI Altix UV 1000 systems each with 384 cores and 2 TB memory with 
Intel Xeon Nehalem-EX (6-core) processors. 
Forge consists of 36 Dell PowerEdge C6145 quad-socket nodes with dual 8-core AMD Magny-
Cours 6136 processors and 64 GB of memory. Each node supports 6 NVIDIA Fermi M2070 
GPUs. 
NCSA's hierarchical archival storage system is available for permanent storage of data. Access is 
via FTP- and SSH-based transfer clients, including GridFTP clients. NCSA's mass storage now 
holds more than six petabytes of data and has the capacity to archive ten petabytes of data. 
 
15.2 Science Highlights 
Neuroscience Biology: A High-Throughput Approach to Biologically-Inspired Computer Vision 
(David Cox, Harvard) 
David Cox and his team at Harvard are building brain-inspired algorithms 
and architectures that attempt to replicate the impressive abilities of the 
human visual system. Humans automatically identify and categorize 
visual objects and faces with such ease that it is easy to overlook what an 
impressive computational feat this represents. Vision is an intrinsically ill-
posed problem: any given object in the world can cast an effectively 
infinite number of different images onto the retina, depending on its 
position relative to the viewer, the configuration of light sources, and the 
presence of other objects in the visual field. At present, the neuronal 
mechanisms underlying these abilities are only partially understood, and 
reproducing these abilities in an artificial system remains a primary 
stumbling block in the development of robust machine vision. 
The group made effective use of NCSA's AC cluster, using this resource 
to find new biologically-inspired vision architectures that beat the current 
best record on the gold standard "Labeled Faces in the Wild" face 
 
Figure 1.2.1.   
Some examples of 
images from the 
validation test sets.  
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recognition challenge. The team then began harnessing the power of large graphics processing 
unit (GPU) clusters, using NCSA’s recently-retired Lincoln cluster, to tackle the problem of 
biologically-inspired model selection within a large-scale model search framework, drawing 
inspiration from high-throughput screening approaches in molecular biology and genetics where a 
large number of organisms are screened in parallel for a given property of interest. By carefully 
defining a visual recognition screening task that captures the key computational challenges of 
visual object recognition, they have shown that it is possible to “harvest”  model architectures 
from massive-scale searches that beat state-of-the-art systems across a range of static object and 
face recognition tasks. 
The results of this work, which is funded by NSF, were published as a book chapter in GPU 
Computing Gems, Jade Edition (Wen-mei Hwu, editor, Morgan Kaufmann Publishers, 2011) as 
well as presented at two IEEE workshops.  
 
Computational Mathematics: Hybrid Lagrangian/Eulerian rotorcraft wake simulations using 
GPGPU (Christopher Stone, Computational Science & Engineering) 
The focus of this research project of Christopher Stone, which 
was funded by the Department of Defense, was simulating the 
complicated fluid flow behind rotorcraft using a hybrid 
modeling approach. A traditional grid-based computational 
fluid dynamics (CFD) code, the Unsteady Reynolds-Averaged 
Navier Stokes algorithm, was coupled to a new vortex particle 
method (VPM) code, Lagrangian Vortex Particle Method. The 
new algorithm allows researchers to solve both the wall-
bounded and wake flow simultaneously. The VPM code was 
used to simulate the turbulent wake and the grid-based code 
modeled the flow around the helicopter blades and fuselage. 
The VPM particles were integrated using a parallel multipole 
tree method written in MPI and CUDA. The research code the 
team developed was written and optimized entirely on the 
Lincoln GPU cluster at NCSA. The team found that the 
particle integration phase was accelerated tremendously 
compared to the CPU-only option. Without access to Lincoln, 
says Dr. Stone, the research would not have been possible. 
This new parallel algorithm was used to run simulations on the 
MRTS2 Robin rotor. The team’s results were presented at a 
GPU Technology Conference. 
 
Organic and Macromolecular Chemistry: Exploring New Bifurcation Mechanisms, Radical Ion 
Chemistry and Copper Chemistry (Donald Aue, University of California-Santa Barbara) 
For several years, Donald Aue and his colleagues at the University of California-Santa Barbara 
relied on NCSA’s Abe cluster for their computational chemistry needs. When Abe retired in 2011, 
the team switched their work to the Ember cluster. Aue and his team constructed energy diagrams 
for reaction mechanisms that explained experimental results in the areas of oxidations, epoxide 
ring openings, and organometallic reactions using the Gaussian and Molpro software. Results of 
one of the team’s research foci has been accepted for publication in the Journal of the American 
Chemical Society. Other aspects of the team’s work were published in 2011, in Wiley 
 
 
 
Figure 1.2.2.   
Comparison of CFD 
simulations on an isolated 
MRTS2 Robin rotor with 
overflow (top) and with the 
new hybrid algorithm 
combining overflow and VPM 
(bottom). 
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Interdisciplinary Reviews: Computational Molecular Science and in Tetrahedron. The team’s 
work is funded by NSF and NIH. 
 
The work published in the latter journal focused on the ability to predictably change the mode of 
reactivity via the expediency of a change in ligand. This is a goal that is highly sought by those 
who work with synthetics. Density functional theory (DFT) calculations were carried out to 
establish the conformations of the starting olefins with the hope that they could shed light on the 
reactivity differences between the substrates. To shed more light on the factors affecting the 
regioselectivity, they carried out DFT calculations directly on the transition states for the 1,2- and 
1,4-addition to enone 15, and E-enone 1 and its Z-isomer, 1z, as they believed them to be good 
models for ethyl derivatives 11 and 12, for which the 
reversal in regiochemistry had been observed 
experimentally.  (An enone is an unsaturated chemical 
compound or functional group consisting of a conjugated 
system of an alkene and a ketone.) The researchers then 
computed calculations for the addition of a monomeric 
copper hydride (CuH) with a simple non-bulky ligand. In all 
three enones, there was a strong preference for 1,4-addition 
to the C=C bond. The trends in energy differences for 1,4- 
and 1,2-addition for E- and Z- enones are consistent with 
experimental data with the SEGPHOS ligand for 11 and 12, but not with other bulky ligands. The 
team concludes this suggests that these shifts in regioselectivity likely result from subtle and 
complex interactions between the substrate, solvent, and bulky ligands, rather than necessarily 
trends inherent in the substrate alone. The team did successfully develop a method that shifts the 
inherent bias of CuH  from the conjugate reduction to a 1,2-addition manifold—mainly applicable 
to acyclic β-arylated enones—changing the mode of reactivity via the expediency of a change in 
ligand. 
 
15.3 User-facing Activities  
15.3.1 System Activities 
Filesystems and Storage: 
NCSA has been implementing a new archive system that will be ready to deploy in January 2012.   
NCSA has purchased over the summer a new Spectra Logic T-infinity tape library with 8000 
slots and 25 LTO5 drives all to be connected to a new deployment of IBM’s HPSS archival 
software. The last few months have been dedicated to installing 3 SGI-UV10 machines with 
individual disk cache configurations that are redeployments from Abe/Lincoln disk environments.   
The HPSS database core servers will be shared with the Blue Waters project and have been 
installed. The production readiness review will occur in December 2011 which will lead to 
production in January 2012. Along with this HPSS deployment NCSA is upgrading its UberFS 
environment to utilizing a retired SGI 4700 system from Cobalt and also disk from Abe/Lincoln.    
The transition from our old machine room to the new National Petascale Computing Facility 
(NPCF) has also been going on during this time. Moves for the Lustre WAN file system 
environment have also been completed with little user interruption. 
Networking:  
NCSA network engineering brought our 10Gb/s XSEDE peering online with XSEDEnet on July 
28
th
 on schedule.  We currently connect to the NLR Framenet service in Chicago at 710 N. Lake 
 
 
Figure 1.2.3.  Structures of the Most 
Favorable 1,4-Addition and 1,2-
Addition Transition States. 
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Shore Drive over the ICCN DWDM transport service.  The NCSA XSEDEnet circuit has seen a 
considerable amount of use since coming online.  The report below shows the peak utilization the 
circuit has seen in the 8/1/2011 – 9/30/2011 timeframe. 
Network Utilization expressed in percent of a 10Gb circuit utilized: 
 
The NCSA network supporting our SP resources is redundant and fault tolerant.  As a result we 
have been able to sustain a network service uptime of 99.9% to our SP resources.  This 
measurement is over the 8/1/2011 – 9/30/2011 period in which NCSA has been connected to 
XSEDEnet.  
 
The .02% loss of service for the npcf-hpc-1 router was caused during our migration of that router 
to a redundant platform at which time we also consolidated the connectivity to our MSS and HPC 
resources. 
Work done that has had a positive impact on users involved the network engineering team 
working with the Forge system admins to tune and optimize the Infiniband Ethernet over IB 
(EoIB) architecture to improve overall IP network performance to the system resulting in nearly 
doubling the aggregate I/O bandwidth for the system. 
Systems: 
NCSA deployed a new GPU-based computational resource Forge, replacing the Lincoln GPU 
system that provided the first opportunity for many scientific applications to port to a large-scale 
parallel GPU system. Forge has significant performance benefits over Lincoln, featuring the new 
NVIDIA Fermi accelerators and increased I/O bandwidth between the CPU and GPU with 16-
lane PCIe interfaces. Also, NCSA retired Ember, an SGI SMP system, as of July 31, 2011 at the 
end of the NSF operational funding for that system.  
 
15.3.2 Services Activities 
NCSA's SGI Altix UV system Ember was terminated as an NSF resource July 31, 2011. We 
assisted users of active projects on Ember with transitioning to other XSEDE resources, mainly 
PSC’s Blacklight. We also started the process of testing and documentation of the Lincoln 
successor system Forge in preparation for production. Due to NSF funding for NCSA MSS tape 
archive being in jeopardy, we fielded queries from users concerned about possible loss of access 
and ,along with the MSS administrators, assisted users that made requests for moving data out of 
MSS. 
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15.4 Security 
NCSA had no changes in security procedures and no security incidents/responses. 
  
15.5 Education, Outreach, and Training Activities 
NCSA provides online training via CI-Tutor. Course usage statistics are captured in the following 
table: 
Course Title Jul-11 Aug-11 Sep-11 Totals 
Access Grid Tutorials 0 5 1 6 
BigSim: Simulating PetaFLOPS Supercomputers 2 6 5 13 
Debugging Serial and Parallel Codes 10 12 11 33 
Getting Started on theTeraGrid 9 11 6 26 
Intermediate MPI 17 10 21 48 
Introduction to MPI 115 71 104 290 
Introduction to Multi-core Performance 11 14 10 35 
Introduction to OpenMP 41 34 63 138 
Introduction to Performance Tools 10 7 9 26 
Introduction to Visualization 13 8 13 34 
Multilevel Parallel Programming 10 7 11 28 
Parallel Computing Explained 26 40 47 113 
Parallel Numerical Libraries 6 10 10 26 
Performance Tuning for Clusters 6 8 7 21 
Tuning Applications for High Performance 
Networks 
3 3 4 10 
XSEDE Cybersecurity 3 3 5 11 
Totals 282 249 327 858 
 
15.6 SP Collaborations 
Nothing to report. 
 
15.7 SP-Specific Activities 
Installed NCL/NCARG and NetCDF on NCSA’s new GPU cluster resource (Forge.) 
 
Continued custom visualization work for A. Ferrante for the Spatially Developing Turbulent Boundary 
Layers project. Integrated h5dns library developed by D. Adam (NCSA) into custom visualization system 
in order to read and extract DNS data for processing various runs. Generated preliminary visualizations 
involving simple slice planes of various data values (figures below) in order to test and verify h5dns reader. 
Shown are 2d color-mapped slices of the lambda2 scalar variable (left) from simulation run 
Re1430_Bb_215917 and the associated color-map used to map the data (right). 
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15.8 Publications 
Papers 
J. LI, S. KORIC and M. OSTOJA-STARZEWSKI, Fractal character of elastic-plastic transition 
in 3D random heterogeneous materials, ASME 2011, International Mechanical Engineering 
Congress & Exposition, Denver, CO, November 11-17, 2011  
Saharan, M. Ostoja-Starzewski and S. Koric, Fractal Geometric Characterization of Functionally 
Graded Materials, ASCE Journal of Nanomechanics and Micromechanics, Accepted, In print  
I. Ahmed, C. Brown, A. Pilny, D. Cai, Y. A. Ada, M. S. Poole, "Identification of Groups in 
Online Environments: The Twist and Turns of Grouping Groups", In Proceeding of SocialCom, 
Boston, MA, USA, pp. 629-632, 2011 
McGrath, R.E., A. Craig, D. Bock, and R. Rocha. "Augmented Reality for an Ethnobotany 
Workbook", Technical Note, Institute for Computing in the Humanities, Social Sciences and Arts 
(I-CHASS), University of Illinois, Urbana-Champaign, October, 2011. 
http://hdl.handle.net/2142/27715 
 
Presentations 
Y. D. Cai, "Supporting VWE on XSEDE", at the all-hands meeting of Virtual Worlds 
Exploratorium, Champaign, IL, Sept. 24-26, 2011 
S. Kappes, “Developing effective online training for TeraGrid users”, TG’11 Conference, July, 
2011. 
J. Towns, “XSEDE Update”, CASC Fall Meeting, September 7, 2011. 
J. Towns, “The Dawn of XSEDE: an overview”, 2011 European-US Summer School on HPC 
Challenges in Computational Sciences, August 8, 2011. 
J. Towns, “The Sunset of TeraGrid and the Dawn of XSEDE”, Keynote Address, TG’11 
Conference, July 20, 2011. 
J. Towns, “The Dawn of XSEDE: an overview”, NSF Seminar, July 7, 2011. 
 
15.9 Metrics 
15.9.1 Standard systems metrics 
The following pages provide the system metrics for Ember, Lincoln, and Forge. 
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15.9.2 Standard User Assistance Metrics  
4. Tickets opened during report period: 1840 
5. Tickets closed during report period: 1623 
6. Distribution of response time on tickets during the reporting period. 
1. 1 hour: 698 
2. 1 day: 1111 
3. 2 days: 231 
 
15.9.3 SP-specific Metrics 
Nothing to report. 
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16 NICS - Service Provider Quarterly Report 
16.1 Executive Summary 
In 2009, the National Institute for Computational Sciences (NICS) delivered the first academic 
petaflop computer to the NSF community—a Cray XT5 called Kraken. It was delivered on scope, 
schedule, and budget. By the end of 2010, two Cray systems at NICS, Kraken and the smaller 
Cray XT4 Athena, were primary providers of computer time to the TeraGrid, delivering more 
than 70% of all NSF compute cycles.  In this quarter, after the decommissioning of Athena on 
July 25
th
, NICS continued to deliver 65% of all NSF compute cycles (Figure 36) and continued to 
experience unprecedented utilization (92% average, Figure 37). Each year NICS delivers nearly 1 
B core hours and executes about 1 M jobs, with a portion of the simulations representing true 
capability usage including the largest simulations ever performed on any NSF system.  
The addition of the SGI Altix, called Nautilus, and the Remote Data and Visualization (RDAV) 
center serves to broaden the services provided by NICS to the NSF community and increases the 
potential for breakthrough science (Section 16.2). RDAV's purpose is to aid in the significant 
challenge of transforming large-scale data into knowledge and insight by providing scientists with 
well-engineered and well-supported remote visualization, analysis, and scientific workflow 
technologies. 
Kraken experienced a 98% uptime for the quarter, and NICS’ staff continued to improve the 
resiliency of Kraken by upgrading voltage regulation modules and patching the coldstart BIOS.  
HPSS tape drives were upgraded to resolve file retrieval issues, and testing began in preparation 
for an upgrade of the programming environment on Kraken. 
Nautilus experienced a 92% uptime for the quarter and 48% utilization.  The number of analysis 
and visualization tools was expanded, improvements were made to the programming 
environment, and a debug reservation was added to decrease the turnaround for development.  
Most notably, performance for I/O intensive applications was improved by migrating the 
production file system from GPFS to Lustre. 
There were 667 help tickets opened during the quarter and 709 closed with a median-time-to-
resolution of just over 13 hours (Table 6). Changes to the account creation process have 
decreased the duration that users wait for secure tokens. 
16.1.1 Resource Description 
NICS currently has two NSF funded computational resources:  Kraken and Nautilus.  These 
systems share a Network File System (NFS) that contains user directories, project directories 
and software directories.  A mass archival storage facility is also shared and currently consists 
of tape and disk storage components, Linux servers, and High Performance Storage System 
(HPSS) software. One-time password tokens provide secure access to both the computational 
and storage resources at NICS. 
16.1.1.1 Kraken 
Kraken is a Cray XT5 housed at Oak Ridge National Laboratory (ORNL) and maintained 
and operated by NICS.  Kraken consists of 9,408 compute nodes with each containing two 
6-core AMD Istanbul Opteron processors and 16 GB of on-node memory (147 TB total).  
The result is 112,896 compute cores that deliver 1.17 PF at peak performance.  
Communications take place over the Cray SeaStar2+ interconnect.  A parallel Lustre file 
system provides 3.3 PB (raw) of short-term data storage.   
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16.1.1.2 Nautilus 
Nautilus, an SGI Altix UV 1000 system, is the centerpiece of NICS Remote Data and 
Visualization (RDAV) Center that is also located at ORNL. It has 1024 cores (Intel 
Nehalem EX processors), 4 TB of global shared memory, and 8 GPUs in a single system 
image yielding 8.2 TF at peak performance.  A parallel Lustre file system provides 427 TB 
(raw) of short-term data storage. 
16.1.1.3 HPSS 
Archival data are stored on the center's High Performance Storage System (HPSS), 
developed and operated by ORNL. HPSS is capable of archiving hundreds of petabytes of 
data and can be accessed by all major leadership computing platforms. Incoming data is 
written to disk and later migrated to tape for long term archiving. This hierarchical 
infrastructure provides high-performance data transfers while leveraging cost effective tape 
technologies. Robotic tape libraries provide tape storage. The center has four SL8500 tape 
libraries holding up to 10,000 cartridges each. The libraries house a total of 24 T10K-A 
tape drives (500 GB cartridges, uncompressed), 60 T-10K-B tape drives (1 terabyte 
cartridges, uncompressed), and 20 T10K-C tape drives (5 terabyte cartridges, 
uncompressed). Each T10K-A and T10K-B drive has a bandwidth of 120 MB/s. Each 
T10K-C tape drive has a bandwidth of 240 MB/s. ORNL's HPSS disk storage is provided 
by DDN storage arrays with nearly a petabyte of capacity and over 12 GB/s of bandwidth. 
This infrastructure has allowed the archival system to scale to meet increasingly 
demanding capacity and bandwidth requirements with more than 20 PB of data stored as of 
October 2011. 
16.2 Science Highlights 
16.2.1 Kraken 
16.2.1.1 Astrophysics: Tiziana Di Matteo & Rupert Croft (Carnegie Mellon University) 
See main body of XSEDE quarterly report, 2.2.1. 
16.2.1.2 Atmospheric Sciences: Ming Xue (PI, University of Oklahoma) 
See main body of XSEDE quarterly report, 2.2.2. 
16.2.1.3 Atmospheric Sciences: Cecilia Bitz (PI, University of Washington) 
See main body of XSEDE quarterly report, 2.2.3. 
16.2.1.4 Geophysics: Homa Karimabadi (PI, University of California San Diego) 
See main body of XSEDE quarterly report, 2.2.8. 
16.2.1.5 Molecular Biosciences: Robert Hurt (PI, Brown University) 
See main body of XSEDE quarterly report, 2.2.10. 
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16.2.1.6 Materials Research: Miguel Fuentes-Cabrera (PI, University of Tennessee) 
by Gregory Scott Jones, jones@ornl.gov 
Metal Gets Airborne 
Nanomachines, or devices developed at the atomic or molecular scale, show enormous 
promise in their ability to revolutionize technology. Imagine molecule-size robots attacking 
viruses in your body or transistors designed from the ground up, atom by atom, enabling 
electronic devices far more powerful than today’s and with much lower power requirements. 
These advances are being developed the world over. However, there is still plenty of work to 
be done. For starters, if these technologies are to reach their full potential and actually enter 
the marketplace, researchers need to understand how to manage motion at the nanoscale, 
which means controlling the movements of nanoparticles, or pieces of nanomachines that 
behave as units and are roughly the size of a molecule. 
If these technologies are to reach their full potential and actually enter the marketplace, 
researchers need to understand how to manage motion at the nanoscale, which means 
controlling the movements of nanoparticles, or pieces of nanomachines that behave as units 
and are roughly the size of a molecule. 
 
Figure 5: Dewetting controls the motion of nanodroplets. 
This crucial threshold is still being explored across a wide swath of scientific arenas, but 
researchers at the University of Tennessee (UT), Oak Ridge National Laboratory (ORNL), and 
Los Alamos National Laboratory (LANL) just took a leap forward. Miguel Fuentes-Cabrera, 
Humberto Terrones , and Jason D. Fowlkes, all of ORNL, Bradley H. Rhodes from UT, Mike 
Baskes from LANL, and Phillip Rack and Mike Simpson of both ORNL and UT recently 
completed a suite of simulations on UT’s Kraken supercomputer to show that using lasers to 
melt metals on a substrate, or a surface upon which metals are deposited, induces a process 
known as dewetting, which in turn can be used to control the motion of metallic nanodroplets. 
Their findings were recently published in the September 27 issue of ACS Nano. 
“Dewetting and wetting is what happens when you place a liquid on top of a surface,” said 
Fuentes-Cabrera. “For example, if water was placed on a substrate, and it ‘liked’ the substrate, 
the water would spread out. This is wetting. Dewetting is the opposite, and in this case water 
‘gets away’ from the substrate by collapsing in on itself and forming a droplet. Copper does 
not like graphite, so if you start from a pancake-like structure, such as a circle, a square, or a 
triangle, copper will dewet and collapse into a droplet. Sometimes the energy gained during 
dewetting is large enough to overcome the adhesion of the droplet to graphite, and then the 
droplet leaps.” 
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Figure 6: From dewetting to jumping. Side-view of the evolution of a nanostructure (blue) 
deposited on graphite (pink) from its initial shape (circle, square, equilateral triangle, and 
isosceles triangle) to an ejected nanodroplet. The velocity of the ejected nanodroplet depends on 
the initial shape: the nanodroplet travels further the more symmetric its initial nanostructure. 
The team found they could change the velocity by changing the initial shape. For instance, a 
circle jumps faster than a square, which jumps faster than an equilateral triangle, which jumps 
faster than an isosceles triangle—and it all has to do with the temporal asymmetry of the mass 
coalescence. 
“In other words,” added Fuentes-Cabrera, “collapsing occurs at the same time for a circle: all 
the atoms are moving inward and when they meet they do not have anywhere else to go but 
upwards. In an isosceles triangle, some atoms reach the center faster, where they collapse and 
just when they are ready to move up, there comes more atoms from another part of the 
triangle, bumping and slowing everybody enough to curtail jumping.” 
Essentially, the simulations provide proof that a new tool, lasers, can be used to control the 
movements of nanoparticles. And not only can you make the particles jump, but also you can 
specifically control “how” they jump, a key point in the design of novel materials built at the 
nanoscale. 
The team used a classical molecular dynamics simulation code known as LAMMPS to 
represent the phenomenon on Kraken. The application is renowned for its ability to accurately 
represent soft materials such as polymers, and solid-state materials, such as metals and 
semiconductors, all of which could possibly benefit from a better understanding of the 
behavior and control of nanoparticles. 
“LAMMPS is working very well with these systems,” said Fuentes Cabrera, who added that 
the project consisted of a series of simulations that consumed from 300 to 1,000 cores for 
eight hours at a time. This is a good thing, he added, because it allows the team to run more 
and more simulations over time, a key metric in scientific computing because more runs in a 
given period of time means a quicker time to solution for a given problem. 
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1.2.1.2 Molecular Biosciences: Gregg Beckham (PI, National Renewable Energy Laboratory) 
 by Caitlin Elizabeth Rockett, crockett@utk.edu 
Cellulosic Breakdown 
The National Institute for Computational Sciences (NICS) provides the large-scale computers 
that help scientists like Gregg Beckham study how to efficiently convert biomass—plant 
matter like wood or grass clippings—into liquid fuels. Beckham’s team is particularly 
interested in cellulose, a very complex sugar that gives structural integrity to green plants and 
numerous forms of algae.  
“Things like wood and straw are made of sugar, but they’re put together in a way that’s really 
hard to breakdown,” explained Beckham, a senior engineer at the National Renewable Energy 
Laboratory (NREL). “But some organisms breakdown cellulose using specific enzymes. 
We’re trying to figure out why cellulose is so hard to breakdown and how these enzymes do 
it.” 
A Cray XT4 machine named Athena at NICS allowed Beckham’s group to simulate enzyme 
deconstruction of cellulose at the molecular level.  
 
Figure 7: The Family 7 cellobiohydrolase (Cel7A) consists of three sub-domains: a small 
carbohydrate-binding module (CBM); a long, flexible linker decorated with O-linked 
glycosylation (yellow); and a large catalytic domain (CD) with N-linked glycosylation (blue) and 
a 50 Å tunnel for the threading of cellodextrin for catalytic cleavage. Cellulose (shown here in 
green) is hypothesized to thread into the CD and cleavage occurs at the end of the tunnel. The 
catalytic product of this enzyme is a disaccharide of β1,4-glucose (cellobiose) Credit: Gregg 
Beckham/NREL 
The team has looked at cellulose from various feedstocks including corn stovers (similar to 
straw, it’s the inedible part of a corn plant), wheat and rice straw, poplar, switchgrass, and 
other waste wood materials. Athena gave the researchers the ability to look at how fungal 
enzyme Cel7A breaks down cellulose. The team ran simulations three orders of magnitude 
longer than any previous simulations of enzyme Cel7A to date. 
Cel7A breaks down biomass much like a human would unravel rope strand by strand. The 
enzyme strings a single thread of cellulose into itself, moving down the cellulose until it clips 
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off a disaccharide of glucose called cellobiose, which can be easily converted to various 
fuels—but getting to the cellobiose is difficult.  
The team discovered that as Cel7A is breaking cellulose into cellobiose, the disaccharides 
build up and begin to inhibit the enzyme’s activity. Team member Ling Tau studied which 
amino acids in Cel7A were binding to these sugars, ultimately deterring breakdown. Tau’s 
goal was to see if converting the original amino acids to other kinds of amino acids would 
reduce the adhesion between the inhibiting sugars and the enzyme. Tau indeed found several 
amino acids that have lower binding energy and passed this information on to experimentalists 
to study in labs. 
Working with Vanderbilt University graduate student Courtney Taylor, the team was also able 
to study the binding module of Cel7A—the part that affixes to cellulose. This work accented 
the glycosylation site of this binding module. Three to four sugars hang from the glycosylation 
site, and Taylor calculated the difference in the strength of binding if the sugar was removed 
versus if the sugar was present. Her research showed that a single sugar on the glycosylation 
site on the binding module increases the binding affinity by a factor of 40.  
Glycosylation is difficult to study experimentally, and many studies remove glycosylation 
sites because of this difficulty. Beckham’s team has put marked effort into realistically 
simulating Cel7A by including glycosylation sites. 
Beckham and colleagues plan to study other enzymes and cellulose in depth, but their current 
work has given experimentalists at NREL much to examine. 
16.2.2 Nautilus 
16.2.2.1 Digital Humanities: Kalev Leetaru (PI, University of Illinois, Urbana-Champaign) 
See main body of XSEDE quarterly report, 2.2.6. 
16.2.2.2 Atmospheric Science: Amy McGovern (PI, University of Oklahoma) 
by Gregory Scott Jones, jones@ornl.gov 
Unraveling a Twister 
Understanding and predicting tornadoes is a risky, and difficult, business. Conventional 
tornado chasers might witness a handful a year, and radar systems only measure certain 
variables, such as wind velocity and intensity of precipitation. For proper understanding and 
prediction, researchers need hundreds of storms and mountains of data, hence the benefit of 
simulation. 
Despite their limitations, these on-the-ground observations have provided a research team 
from the University of Oklahoma with enough data to begin simulating hundreds of storms, 
providing science with a revolutionary look at these awesome storms and new tools with 
which to predict them. 
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Figure 8: A simulated storm showing reflectivity. Redder colors indicate a region with more 
intense precipitation. Credit: Amy McGovern/University of Oklahoma 
Currently the team, led by Amy McGovern, is generating 150 75-meter resolution possible 
tornado-precursor storms, with each simulation consuming 30 hours and 3,000 cores and 
generating roughly a terabyte of data. These simulations delve into the most complex players 
in tornadic storms, such as updrafts, downdrafts, tilt, and the various relationships between 
these factors. If a storm does in fact generate a tornado, the team begins the process of 
“relational” data mining, in which they can examine individual factors and their relationships 
to tornado formation.  
Furthermore, the data mining algorithms could potentially be used in other fields of science as 
well, such as atmospheric turbulence across the U.S. Overall, the team hopes their work will 
significantly reduce the false alarm rate for tornado warnings (currently about 75%) and 
increase the warning lead time (currently around 12-14 minutes). 
16.3 User-facing Activities 
16.3.1 System Activities 
16.3.1.1 Kraken 
Availability 
Kraken had an overall system availability of 98.0% for this quarter with 42 total hours of 
downtime.  Downtime for the quarter consisted of 26 hours of scheduled downtime and 16 
hours of unscheduled downtime (Table 5). 
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Table 5: Summary of maintenance Stats for Kraken in Q1. 
 
 
The ORNL data center that houses NICS' production systems suffered two unplanned power 
outages on the nights of August 2
nd
 and 3
rd
.  The August 2
nd
 outage was caused by a high-
tension transmission line problem at the ORNL substation; Kraken and Nautilus were taken 
down by this outage, but NICS’ infrastructure and storage remained up.  Kraken resumed 
production immediately after power was restored on the morning of August 3
rd
, while Nautilus 
had difficulty booting and did not return to production until the afternoon of August 3
rd
. 
A nearby lightning strike caused another outage on August 3
rd
.  This outage was limited to 
Nautilus and the storage controllers for Nautilus' Medusa Lustre file system.  Nautilus was 
returned to production at the start of the business on August 4
th
, but the storage problems were 
not resolved until the afternoon of August 4
th
; however, no data was lost. 
Athena Decommissioned 
In late July, NICS decommissioned the Athena system (a 166 TF Cray XT4), with the last jobs 
ending on the morning of July 25th.  Athena had served the NSF community well over the 
years.  In it’s last year of service, it was available for use 99% of the time and had 93% system 
utilization. 
Kraken Voltage Change 
Failed voltage regulator modules were causing an abnormally high number of module failures 
on Kraken. An electrical short would develop across the 3.3V control bus, causing the entire 
module to power off. The high-speed interconnect would subsequently fail, requiring a full 
system reboot. Cray determined that lowering the rectifier DC voltage output from 52V to 
49V would lower the likelihood of failure, and Cray engineers modified our operating voltage 
on September 6
th
, which effectively eliminated this mode of failure.  
Kraken Coldstart Patch 
NICS system administrators noticed an abnormally high rate of Opteron failures on Kraken. It 
was determined that the Cray coldstart applets (a special BIOS to boot the Cray blades) 
contained an error that caused certain correctable hardware errors to be marked as 
uncorrectable. A patch was generated and applied on September 8
th
. 
Juniper Router Installation 
On August 11th NICS installed and transitioned to a new Juniper router for connectivity to the 
XSEDE network.  Recurring maintenance costs on TeraGrid era equipment necessitated this 
migration.   
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16.3.1.2 Nautilus 
Availability 
Nautilus had an overall system availability of 92.0% for this quarter.  During the quarter there 
9 planned outages totaling 42 hours, and there were 11 unplanned outages totaling 133.8 
hours. 
GPFS to Lustre Migration 
After considerable testing, a multi-rail Lustre file system was determined to be a feasible 
alternative to GPFS.  On July 15, an initial Lustre file system was deployed for friendly user 
testing along side the existing production GPFS file system.  After a two-week friendly user 
period passed without issue, the Lustre file system was opened to general usage, and users 
began copying data from GPFS to Lustre. On Sep 6, GPFS was removed, and Lustre became 
the production file system. 
Functionality to create and destroy an ephemeral scratch directory in memory for each job was 
implemented in early August.  This improves Lustre performance for applications with large 
volumes of small I/O operations. Two critical Lustre bugs were discovered in late August and 
patched. 
Data Movement Issues 
Due to network problems correlated with GlobusOnline coordinated data transfers, the 
GridFTP service for Nautilus was moved from the UV itself to two external servers early in 
the quarter.  Efforts are ongoing to purchase additional data movement resources both for 
Nautilus and for other NICS-hosted resources. 
Debug Reservation 
As utilization on the system ramped up during the quarter, a standing “debugging” reservation 
was created to improve turnaround for developers by reserving a small subset of the UV 
system for small, short jobs. 
16.3.2 Services Activities 
16.3.2.1 Kraken 
Software Packages 
NICS’ staff currently supports 858 unique application builds on Kraken that include pre-
compiled binaries and builds with PGI, GNU, Pathscale, Cray, and Intel compilers.  These 
builds include 262 unique versions and 128 unique applications and libraries. 
Environment 
NICS’ staff has been preparing for an OS upgrade on Kraken tentatively scheduled for early 
2012.  The Cray Linux Environment (CLE) 2.2 will be upgraded to CLE 3.1.  This upgrade 
also changes the OS on the system's service nodes from SLES 10.1 to SLES 11.  In 
preparation for this upgrade, a CLE 3.1 installation was setup on an available Cray XT4 to 
port 3rd party software and test system libraries, compilers, etc.  This operation will ensure the 
best possible transition for users of Kraken by the exposition and correction of bugs and 
problems prior to the upgrade. 
HPSS Issues 
During the reporting period, NICS users experienced issues with file retrievals from HPSS.  
The issues were traced to specific T10KC tape drives manufactured by Oracle that were able 
to write files to HPSS but were unable to retrieve them due to an ASIC mismatch from when 
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the files were written to when they were read.  Oracle sent 10 preproduction tape drives to 
correct the problem and allow for recovery of the files in question without data loss.   
Account Creation 
NICS’ account requests are processed daily, but have been historically been sent in batches 
once per week to be added to the RSA database for secure access to NICS’ systems.  In this 
quarter the batch frequency was changed to three times per week to reduce the amount of time 
users waited for their SecurID tokens. 
16.3.2.2 Nautilus 
Software Packages 
NICS’ staff currently supports 254 unique application builds on Nautilus that include pre-
compiled binaries and builds with PGI, GNU, and Intel compilers.  These builds include 164 
unique versions and 101 unique applications and libraries. 
Additionally, MATLAB R2011a began testing for use on Nautilus, and the following analysis 
and visualization packages were installed during Q1: 
 EnSight 9.2.2c 
 OpenFoam 2.0 
 git 1.7.6 
 GROMACS 4.5.3 
 OpenStudio 0.4.0 
 Energy Plus 6.0.0 
 Visit 2.3.2 
 yt 2.2 
Updates were also made to ParaView and Visit that fixed many important bugs and expanded 
their functionality, and ParaView is now available for use on Nautilus’s GPUs. 
Environment 
Many updates to improve the software environment on Nautilus were also made during this 
quarter.  The VNC service portlet was modified to reflect the addition of login nodes on 
Nautilus and direct connection from outside the NICS domain was disabled.  Development of 
a data mover portlet to allow data transfers through GlobusOnline began, and work neared 
completion on the automated batch portlet to create and execute PBS batch scripts. 
Version 3.0.3 of the TORQUE resource management software, which supports requesting 
GPUs on NUMA systems, was deployed in mid-July.  There is currently a bug in Moab that 
limits the use of GPUs to relatively small jobs, but which is expected to be fixed by October 
(Moab 6.1.2). 
16.4 Security 
On March 17, 2011, RSA announced that it had been the victim of a cyber intrusion, and as a 
result, information related to its SecurID product – a two-factor authentication device – had been 
compromised. According to RSA, the compromise does not lead to a direct attack on SecurID, 
but it can decrease its effectiveness; and thus, replacement SecurID devices were issued to NICS 
by RSA. NICS received and began distributing the replacement SecurID devices to users in 
August. To date, all staff replacements have been completed and approximately 70% of the 
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replacements have been made for active users.  No known security incidents occurred at NICS as 
a result of the RSA intrusion. 
In August LONI-LSU suffered a security breach that affected two users with staff accounts at 
NICS.  NICS disabled their GSI authentication and issued new replacement RSA SecurID 
devices.  Again in September a user’s GSI credentials were revoked and a new RSA SecurID was 
sent due to an account compromised at LSU-LONI. 
16.5 Education, Outreach, and Training Activities 
Middle Tennessee Outreach 
In July Jim Ferguson, the Director of Education, Outreach, and Training efforts for NICS along 
with several NICS’ staff members gave presentations for and met with faculty from six mid-
Tennessee colleges and universities.  Visits to NICS by Belmont and Tennessee State students & 
faculty were planned for the fall followed by a large, daylong event at TSU in the spring.  
VSCSE Summer School 
Ferguson was the Program Chair for July 12-15 VSCSE Petascale Programming Environments 
and Tools summer school.  Students attending at 8 institution sites (including UTK) received 
training from HPC experts located around the country live via HD video connections.  Staff from 
NICS, RDAV, and OLCF taught classes covering a wide array HPC topics.  
OR Institute for Continued Learning 
Ferguson and other NICS’ and ORNL staff delivered a 3-part NICS/RDAV taught course at the 
Oak Ridge Institute for Continued Learning at Roane State Community College in Oak Ridge, 
TN.  The course was on high-performance computing.  There were approximately 25 attendees 
from the surrounding communities for each of the three sessions.    
XSEDE/PRACE Summer School 
Jim Ferguson and NICS’ staff were key members of the team organizing and executing the 2nd 
summer school sponsored by XSEDE and PRACE.  60 graduate students (35 from U.S. 
institutions, 25 from European) attended four days of lecture, hands-on instruction, and 
collaborative exercises—delivered by experts from the U.S. and Europe.  Staff delivered a half-
day workshop, giving the students hands-on visualization experience with Visit.  Reviews from 
the students have been overwhelmingly positive. 
Interdepartmental Graduate Minor in Computational Science 
Ferguson organized a seminar series on the campus of the University of Tennessee, which 
commenced in early September.  The series is being jointly hosted by JICS and the IGMCS 
program, and will continue through the year with speakers from UT, ORNL, and local institutions 
taking part.  Some of the sessions are short training topics, others are informational or results of 
research. 
JICS Director Robert Harrison and NICS’ staff members spoke at a computational science 
kickoff event in August at the University of Tennessee-Knoxville.  The Interdepartmental 
Graduate Minor in Computational Science (IGMCS) program organized the event to make the 
campus aware of all the computational science work being done on campus, and to promote the 
Minor program across disciplines.   
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STEM Academy Visit 
Ferguson and staff met with the Dean of the STEM Academy within Hardin Valley Academy, a 
high school in Knox county Tennessee.  The STEM academy has a “Senior Portfolio Program” 
for selected members of their senior class.  These students go out to the community and gain 
experience at local businesses.  NICS/RDAV will host one senior during the fall semester, and 
conditionally host two more during the spring semester.  They will be exposed to many different 
aspects of running a high-performance computing operation.  
Outreach visit to Florida A&M University 
Ferguson and staff traveled to Tallahassee, Florida to meet with faculty and students of Florida 
A&M, a public HBCU.  The visitors from NICS put on a workshop for students and faculty and 
consulted with the hosts on opportunities for internships, support for travel to meetings, and other 
topics of interest.    
UTK Campus Bridging 
JICS’ staff delivered a one day Kraken/HPC workshop in September on the campus of UT-
Knoxville.  These sessions will be a regular feature of outreach to the UTK campus. 
Freshmen Seminars and Mentoring 
A NICS staff member began teaching a one-semester seminar (title: “A Picture is Worth a Billion 
Bytes”) on large data and visualization for freshmen in the University of Tennessee’s 
Chancellor’s Honors program (August 17, 2011 – present).  The staff member led another 
discussion session with incoming freshmen for the University of Tennessee’s “Life of the Mind” 
program (August 15, 2011).  The staff member also began online mentoring through MentorNet. 
Current protégé is a Maina Olembo, a Black woman working on her Ph.D. in computer science. 
National Society of Black/Hispanic Physicists 
In September NICS’ staff attended the National Society of Black/Hispanic Physicists joint 
meeting and staffed the XSEDE booth.  The staff members spoke with over 60 conference 
participants (including researchers and students) about XSEDE and the importance of a national 
cyberinfrastructure. 
A NICS staff member also gave a formal presentation about XSEDE and its goals for the next 5 
years.  The talk was followed by an open discussion and continued one-on-one back at the 
XSEDE booth.   
NICS’ staff also mentored students at this event through hands-on instruction that included: 
applying for an allocation, using GSISSH via the XSEDE portal, using basic linux commands, 
examples of batch commands and scripting, and code compilation. 
HPC in Chemistry Workshop 
NICS’ staff gave a talk titled, “Electronic Structure on GPU,” as part of the High Performance 
Computing in Chemistry workshop at the University of Tennessee in August. 
Advanced Materials at Kyoto University 
 NICS’ staff gave a talk titled, “Computational Advanced Materials Endstation,” at the Fukui 
Institute of Kyoto University in September. 
 189 
16.6 SP Collaborations 
EPSCOR 
The Experimental Program to Stimulate Competitive Research, or EPSCoR, establishes 
partnerships with government, higher education and industry that are designed to effect lasting 
improvements in a state's or region's research infrastructure, R&D capacity and hence, its national 
R&D competitiveness. In addition to the research and technology development, the awards enable 
faculty development and higher education student support.  NICS participates along with 
researchers from twenty-seven other states and the Commonwealth of Puerto Rico.  
Our partnership is based on existing and planned future collaborations in advanced materials and 
systems biology knowledge domains where computational science is driving new approaches and 
insights.  The collaborative team proposed to build cyberinfrastructure (CI) linked, community 
specific knowledge environments that embody the desktop to XSEDE ecosystem.  In this 
ecosystem, the campus-based cyberinfrastructure at a regional research institution is an essential 
bridge for connecting faculty investigators to national resources such as the XSEDE.   
As part of this effort, NICS collaborated with William Mondy (a joint faculty member between 
Claflin and MUSC) on analyzing micro-CT imaging of corrosion cast data for authentic blood 
vessel simulation and organ reconstruction using Nautilus. 
NICS’ staff also worked on the development of a novel GPGPU implementation for the most 
commonly used multiple sequence alignment tool MUSCLE.  This collaboration included 
Melissa Smith, from Clemson University. 
NICS’ staff contributed to engineering inhibitors of the Tissue Factor- Factor VIIa complex. This 
is an ongoing research collaboration with Brendan Duggan, from MUSC. 
Another ongoing research collaboration involving NICS’ staff is the virtual identification of 
mechanism based oncogene inhibitors using computational docking. This collaboration with Yuri 
Peterson’s group from MUSC ported the docking tool, DOCK6, to Kraken and enhanced the 
efficiency and scalability of the tool. 
Keeneland 
The Keeneland Project is a five-year, $12 million Track 2D grant awarded by the NSF for the 
deployment of an experimental high performance system. The Georgia Institute of Technology 
(Georgia Tech) and its partners, the University of Tennessee at Knoxville and the Oak Ridge 
National Laboratory have acquired and deployed a small, experimental, high-performance 
computing system consisting of an HP system with NVIDIA Tesla accelerators attached. The 
project team has been using this initial system to develop scientific libraries and programming 
tools to facilitate the development of science and engineering research applications, while also 
providing consulting support to researchers who wish to develop applications for the system. In 
2012, the project will upgrade the heterogeneous system to a larger and more powerful system 
based on a next-generation platform and NVIDIA accelerators. It is anticipated that the final 
system will have a peak performance of roughly 2 petaflops. The project will then operate the 
upgraded system as a XSEDE resource for two years. 
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16.7 SP-Specific Activities 
AACE 
In 2011 the Joint Institute for Computational Sciences (JICS) established the Application 
Acceleration Center of Excellence (AACE) in partnership with NICS, industry leading vendors, 
and academic institutions.  Its twofold mission is to optimize applications for current and future 
accelerator-based compute systems and to develop expertise in the expression and exploitation of 
fine-grain and medium-grain parallelism crucial for exascale computing, making AACE an 
essential element of a sustainable software infrastructure for simulation in science and 
engineering.  The center’s objectives are: 
 Accelerate NSF projects toward exascale computing by exploiting state-of-the-art 
heterogeneous architectures 
 Engage the broader community in the development of new algorithms and science codes 
optimized for accelerator-based architectures 
 Disseminate fundamental knowledge and principles related to the effective and efficient 
use of accelerators through training courses, educational materials, and research 
publications 
 Host visiting students and faculty at NICS to facilitate effective exchange of expertise 
and cross-disciplinary collaboration 
During the quarter, AACE continued working with industry leading vendors to test, evaluate, and 
guide the development of next generation HPC platforms.  AACE staff worked with vendors and 
applications scientists to prepare demonstrations of experimental hardware and software for 
SC11.  
Industrial Partnerships 
NICS currently provides expertise and computational resources to two industrial partners.  The 
goal of the partnerships is to speed innovations to market through application of leading edge 
simulation capabilities.  The benefit to the industrial partners is a condensed design cycle and 
reduced prototyping and manufacturing costs. 
16.8 Publications 
16.8.1 User Publications 
Submitted 
1. Brown, W. M., Kohlmeyer, A., Plimpton, S. J., and Tharrington, A. N. "Implementing 
Molecular Dynamics on Hybrid High Performance Computers - Particle-Particle Particle-
Mesh," Journal of Chemical Physics, 2011. 
 
Accepted 
2. Bharti, L., M. Schuessler, and M. Rempel, Can overturning motions in penumbral 
filaments be detected? ApJ, 2011: p. 8. 
3. Grinberg, L., et al., Multiscale simulation of blood flow in brain arteries with an 
aneurysm. Physics, 2011. 
4. Ji, H. and W. Daughton, Phase Diagram for Magnetic Reconnection in Heliophysical, 
Astrophysical and Laboratory Plasmas. Physics of Plasmas, 2011(September 2011): p. 27. 
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5. Pan, L., et al., Turbulent Clustering of Protoplanetary Dust and Planetesimal Formation. 
ApJ, 2011: p. 24. 
6. Rempel, M., Subsurface magnetic field and flow structure of simulated sunspots. ApJ, 
2011: p. 20. 
 
At Press 
7. Long, Y., Palmer, J. C., Coasne, B.,  , M. S., liwinska-Bartkowiak, and Gubbins, K. E. 
"Under pressure: Quasi-high pressure effects in nanopores," Microporous and 
Mesoporous Materials, 2011. 
 
Published 
8. Daughton, W., Roytershteyn, V., Karimabadi, H., Yin, L., Albright, B. J., Bergen, B., and 
Bowers, K. J. "Role of electron physics in the development of turbulent magnetic 
reconnection in collisionless plasmas," Nature, No. 7, 2011, p. 3. doi: 10.1038/nphys1965 
9. Fuentes-Cabrera, M., Rhodes, B. H., Baskes, M. I., Terrones, H., Fowlkes, J. D., 
Simpson, M. L., and Rack, P. D. "Controlling the Velocity of Jumping Nanodroplets Via 
Their Initial Shape and Temperature," ACS Nano, No. Web, 2011. 
10. Kritsuk, A., Nordlund, A., Collins, D., Padoan, P., Norman, M., Abel, T., Banerjee, R., 
Federrath, C., Flock, M., Lee, D., Li, P. S., Mueller, W. C., Teyssier, R., Ustyugov, S., 
Vogel, C., and Xu, H. "Comparing Numerical Methods for Isothermal Magnetized 
Supersonic Turbulence," ApJ Vol. 737, No. 1, 2011, p. 13. doi: 10.1088/0004-
637X/737/1/13 
11. Long, Y., Palmer, J. C., Coasne, B., Śliwinska-Bartkowiak, M., and Gubbins, K. E. 
"Pressure enhancement in carbon nanopores: a major confinement effect," Physical 
Chemistry Chemical Physics Vol. 13, No. 38, 2011. doi: 10.1039/C1CP21407A 
 
16.8.2 Staff Publications 
Submitted 
1. Huang, J., et al., Advancing Sustainable Energy Systems  Through COmpuational and 
Theoretical Chemistry/ Physics, in Sustainable Energy Systems2011. 
2. Jakowski, J., S. Irle, and K. Morokuma, Time-dependent quantum dynamical simulations 
of C2 condensation  under extreme conditions. Physical Chemistry Chemical Physics, 
2011. 
3. Vetter, J.S., et al., Keeneland: Bringing heterogeneous GPU computing to the 
computational science community. IEEE Computing in Science and Engineering, 2011. 
13(5): p. 90-95. 
 
Accepted 
4. Samuel, T.K., et al., Scheduling Diverse High Performance Computing Systems With the 
Goal of Maximizing Utilization, in IEEE HiPC 20112011, IEEE: Bengaluru, India. 
5. You, H., et al., Autotuned Parallel I/O for Highly Scalable Biosequence Analysis, in 
TeraGrid '112011: Salt Lake City, Utah. 
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At Press 
6. Kovatch, P., M. Ezell, and R. Braby, The Malthusian Catastrophe is Upon Us! Are the 
Largest HPC Machines Ever Up?, in 4th Workshop on Resiliency in High Performance 
Computing2011, Springer: Bordeaux, France. 
7. Krstic, P.S., et al., Dynamics of deuterium retention and sputtering of Li- C-O surfaces. 
Fusion Engineering and Design, (0). 
 
Published 
8. Jakowski, J. From Fullerenes to nano-devices. in TeraGrid 2011. 2011. Salt Lake City, 
UT. 
9. Jakowski, J., et al. Building Community of practice through collaborative research: 
Modeling of nano-scale carbon and metalized carbon materials. in TeraGrid 2011. 2011. 
Salt Lake City, UT. 
10. Rekepalli, B. and A. Vose, PetaScale Genomic Sequence Search, in CCGrid 2011, 
SCALE Challenge2011: Newport Beach, CA. 
 
16.8.3 Staff Presentations 
1. Crosby, L. (2011). Parallel I/O Techniques and Performance Optimization. EU-US HPC 
Summer School 2011. South Lake Tahoe, CA. 
2. Jakowski, J. (2011). Time-dependent quantum dynamical simulations of C2 under 
extreme conditions. ISTCP-VII. Tokyo, Japan. 
3. Jakowski, J. (2011). Modeling nano-scale carbon materials. Electronic structure on GPU. 
Virtualizing Energy. Gatlinburg, TN. 
4. Jakowski, J. (2011). Quantum dynamical simulations of nano-scale materials - theory,  
implementation and simulations. Materials by Design. Oak Ridge, TN. 
5. Jakowski, J. (2011). Computational  Advanced Materials Endstation Effort. Tennessee 
State University. 
6. Jakowski, J. (2011). Electronic Structure on GPU. High Performance Computing in 
Chemistry" University of Tennessee, Knoxville, TN. 
7. Jakowski, J. (2011). Computational Advanced Materials Endstation. Fukui Institute. 
Kyoto, Japan. 
8. Patel, P., G. Ostrouchov, et al. (2011). Deploying and benchmarking R on a large shared 
memory system. UseR!2011. University of Warwick, UK. 
9. Patel, P., S. Simmerman, et al. (2011). Getting the Most out of the TeraGrid SGI Altix UV 
Systems. TeraGrid 11. Salt Lake City, UT. 
10. Rekepalli, B., M. Fahey, et al. (2011). Very Large-Scale Biological Data Analysis using 
TeraGrid Resources. TeraGrid '11. Salt Lake City, UT. 
11. Rekepalli, B., C. Halloy, et al. (2011). Computational Biology Toolbox for Ultrascale 
Computing. Sixth Annual LDRD. Oak Ridge, TN. 
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16.9 Metrics 
16.9.1 Standard systems metrics 
The following subsections contain system metrics for NICS’ XSEDE resources:  Athena, Kraken, 
and Nautilus.   
Note that job wait times and job expansion factors as reported by XDMoD are skewed by user 
specified job dependencies. NICS has implemented an “effective queue time” metric to eliminate 
the influence of job dependencies on these statistics.  The effective queue time is a measure of the 
wait time incurred only once a job is eligible to run and is not a factor of individual workflows. In 
the future job wait times and expansion factors will be reported based on effective queue times. 
Another issue with wait times and expansion factors by job size as currently reported is that the 
job size bins overlap multiple scheduling queues at NICS, and thereby, overlap multiple 
scheduling policies.  This too will be corrected in future reporting.  Finally, due to a recently 
discovered problem with XDMoD reporting of job wait time, data could not be gathered in time 
for this report, but will appear in future reporting.   
Also note that the error bars associated with the mean values in Figure 12, Figure 20, Figure 29 
represent the standard deviation of the sampled mean which is the standard deviation divided by 
the square root of N, where N is the sample size. 
16.9.1.1 Athena 
Athena was decommissioned on July 25, but continued to provide a sizeable amount of cycles 
before the final drain began. 
 
Figure 9: Daily resource consumption in Mega-normalized units (1e
6
) charged on Athena for Q1. 
 
Most charged usage on Athena was by job requiring between 9 and 256 cores and running for 
at least 15 hours (Figure 10 and Figure 11). 
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Figure 10: Total resource consumption in Mega-normalized units (1e
6
) by job size for Athena. 
 
 
Figure 11: Total resource consumption in Mega-normalized units (1e
6
) by wall time for 
Athena. 
 
  
 195 
 
Figure 12: Average job run time in hours by job size on Athena. 
 
 
Figure 13: Expansion factor by wall time for Athena in Q1. 
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Figure 14: Resource consumption in Mega-normalized units by scientific domain for Athena. 
 
 
Figure 15:  Resource consumption in Mega-normalized units for Athena by institution. 
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Figure 16: Resource consumption by PI in mega-normalized units for Athena. 
16.9.1.2 Kraken 
 
Figure 17:  Daily resource consumption in Mega-normalized units (1e
6
) charged on Kraken for Q1. 
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Figure 18: Total resource consumption in Giga-normalized units (1e
9
) by job size for Kraken in Q1. 
 
 
Figure 19: Total resource consumption in Giga-normalized units (1e
9
) by wall time for Kraken in Q1. 
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Figure 20: Average job run time in hours by job size on Kraken. 
 
 
Figure 21: Expansion factor by job size for Kraken in Q1. 
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Figure 22: Expansion factor by wall time for Kraken in Q1. 
 
 
Figure 23:  Resource consumption in Giga-normalized units by scientific domain for Kraken. 
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Figure 24:  Resource consumption in Mega-normalized units for Kraken by institution. 
 
 
Figure 25:  Resource consumption by PI in mega-normalized units for Kraken. 
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16.9.1.3 Nautilus 
 
Figure 26: Daily resource consumption in kilo-normalized units (1e
3
) charged on Nautilus for Q1. 
 
 
Figure 27: Total resource consumption in mega-normalized units (1e
6
) by job size for Nautilus in Q1. 
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Figure 28: Total resource consumption in mega-normalized units (1e
6
) by wall time for Nautilus in Q1. 
 
 
Figure 29: Average job run time in hours by job size for Nautilus in Q1. 
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Figure 30: Expansion factor by job size for Nautilus in Q1. 
 
 
Figure 31: Expansion factor by wall time for Nautilus in Q1. 
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Figure 32: Resource consumption in Mega-normalized units by scientific domain for Nautilus. 
 
 
Figure 33: Resource consumption in Mega-normalized units by institute for Nautilus by institute. 
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Figure 34: Resource consumption by PI in mega-normalized units for Nautilus. 
16.9.2 Standard User Assistance Metrics 
NICS’ front line user support responded to 667 tickets opened through XSEDE in the quarter and 
closed 709 tickets.  These tickets corresponded to a variety of issues (Table 6) with the majority 
falling into two groups:  login/access issues and jobs/batch queues. 
Table 6: Ticket resolution times by category for Q1. 
 
16.9.3 SP-specific Metrics 
NICS’ resources provided the majority of computational cycles that were delivered to the NSF 
community in this quarter (Figure 36), and NSF usage accounts for 97% (Figure 35) of the 
utilization of these resources (Figure 37). 
 
Figure 35:  NICS' composition of charged NUs. 
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Figure 36:  Total CPU hours delivered for Q1.  
 
 
Figure 37: Total monthly utilization for Kraken for the past year. 
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17 Pittsburgh Supercomputing Center - Service Provider Quarterly 
Report 
 
17.1 Executive Summary  
During Q3 2011, the Pittsburgh Supercomputing Center (PSC) operated and supported two 
powerful and unique resources for the national research community. Blacklight, an SGI Altix UV 
1000 acquired with the assistance of an NSF grant and operated as an XSEDE resource, is the 
world’s largest shared-memory system, providing two partitions of 16TB each. Anton is a special-
purpose computer for molecular dynamics calculations, performing up to 100 times faster than 
conventional supercomputers. It is on loan, at no cost, from its designer, D.E. Shaw Research 
(DESRES) with operational funding provided by NIH. It is available to the national community 
through a peer-review committee convened by the National Research Council. It is the only such 
system outside of DESRES. These systems, as well as other smaller clusters, are supported at 
PSC by a central file system, archival storage and extensive LAN, MAN and WAN infrastructure.  
In addition to scientific achievements presented in the XSEDE report, local resources and Anton 
enabled significant progress in such areas as AIDS research, deeper understanding of the process 
of hearing and deafness and the search for drug therapies for Chagas disease. 
PSC network engineers provide technical support for the XSEDE network, initially focused on 
the transition from the TeraGrid OC-192 backbone to the 10GE-based XSEDE infrastructure. 
Systems staff are working with SGI to improve UV performance in many areas including the 
scalability and performance of memory-resident file systems. 
PSC staff worked with many users to move applications to Blacklight and to optimize their 
performance. Special efforts were required to move users from NSCA’s Altix UV system, Ember, 
when it was withdrawn as an XSEDE resource. PSC created the Memory Advantage Program 
(MAP) which provides individualized user support for application porting to exploit Blacklight’s 
unique large shared-memory capability. Troubleshooting and optimization assistance is provided 
and a 50% discount on charged usage is available. Systems and applications work are in progress 
to optimize the performance of Hadoop on Blacklight to support that community. 
PSC engaged in a broad range of Education, Training and Outreach activities. These included 
participation in the OCI Virtual School of Computational Science and Engineering activities, 
engaging the computational economics community and four major STEM education programs. 
These are: Computation and Science for Teachers (CAST), Computational Modules in Science 
Teaching (CMIST), Better Educators of Science for Tomorrow (BEST) and Minority Access to 
Research Careers (MARC). The latter three are programs of PSC’s NIH-funded National 
Resource for Biomedical Supercomputing (NRBSC). PSC supported a number of undergraduate 
interns and one high school senior. Through hands-on work with research applications, they 
learned how computational science is performed and gained unique experience and knowledge 
not taught in textbooks nor available from attending lectures.  
PSC participated in many collaborations including the NSF OCI petascale cosmology, earthquake 
and weather forecasting projects. Other collaborations included the DOE Energy Frontier 
Research Center, the Gates Foundation Vaccine Modeling Initiative and the Howard Hughes 
Medical Institute on serial-section transmission electron microscopy. 
Scientific co-director, Ralph Roskies, was appointed to the Board of Regents of the National 
Library of Medicine and Networking Director, Wendy Huntoon, was elected chair of the 
Internet2 Research Advisory Committee. 
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17.1.1 Resource Descriptions 
PSC provides a range of computing and storage platforms for the national science community. 
For applications requiring very large shared memory, high-productivity programming models, 
and/or moderate parallelism with a high-performance system-wide interconnect, PSC operates 
Blacklight, an SGI UV 1000 cc-NUMA shared-memory system comprising 256 blades. Each 
blade shares 128GB of local memory, and holds two Intel Xeon X7560 (Nehalem) eight-core 
processors, for a total of 4096 cores and 32 TB across the whole system. Each core has a clock 
rate of 2.27 GHz, supports two hardware threads and can perform nine Gflop/s for a total system 
floating point capability of 37 Tflop/s. Up to 16 TB of this memory is accessible as a single 
memory space to a shared-memory program. Message-passing and PGAS programs can access 
all 32 TB on the system. Blacklight is part of the National Science Foundation XSEDE  integrated 
national system of cyberinfrastructure. 
Additionally, PSC had two SGI Altix 4700 systems, smaller than Blacklight, which were also 
targeted at applications requiring large shared memory, high-productivity programming models, 
or moderate parallelism with a high-performance, system-wide interconnect. One, Pople, was 
decommissioned at the end of August 2011. Pople, which was part of the National Science 
Foundation’s XSEDE national cyberinfrastructure, offered 768 Intel Itanium 2 dual-core 
“Montvale” processors with a peak aggregate speed of 5.1 Tflop/s and 1.5 TB of shared memory. 
The other, Salk, is administered for the NIH-funded National Resource for Biomedical 
Supercomputing (NRBSC) and offers 144 Montvale processors providing a peak aggregate speed 
of 0.96 Tflop/s with 288 GB shared memory. These systems support advanced programming 
languages and models including UPC and Star-P. 
PSC operates an Anton special-purpose supercomputer for molecular dynamics (MD) simulation. 
Designed by D. E. Shaw Research (DESRES) and provided to PSC without cost by DESRES, it 
is available for non-commercial research use by universities and other non-profit institutions. The 
Anton is hosted by PSC with funding from NIH’s National Institute of General Medical Sciences. 
This is the only Anton computer operated outside DESRES and available to the national 
biomedical community. The Anton computer is supplemented by a high performance file storage 
system for simulation trajectories and an analysis cluster (Kollman). Each of the four nodes in the 
analysis cluster consists of two Intel Westmere six-core processors and 96 GB of memory. The 
high-performance file storage system consists of a 500-TB Lustre file system. The file system and 
the analysis cluster nodes are interconnected over Quad Data Rate (QDR) InfiniBand. 
The originally-planned duration of production use of Anton at NRBSC/PSC was twelve months. 
However, because of the overwhelming scientific and operational success during the initial 
period, NRBSC/PSC and DESRES agreed to extend the project for another nine months, allowing 
another round of allocations for scientific projects. On August 5-6, 2011, there was an allocation 
meeting in Washington, DC, for the nine-month extension period. In response to our RFP for the 
extension period, issued in May of 2011, we received 81 proposals for time (15 more than last 
time). The review committee awarded around 3,000,000 node-hours to ~45 projects (~15 at the 
100,000 node hour level, ~30 at the 50,000 node hour level). Approximately half of the total 
allocation went to new users (i.e., PI’s who did not receive an allocation during the first round). 
The nine-month extension period commenced on October 4, 2011. 
PSC operates several Linux clusters for biomedical and computer science research as well as 
several high-end servers and powerful workstations for development, analysis, and visualization 
tasks.  
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The production workload on all of the PSC computing platforms is managed by PBS/Torque. 
Several scheduler policy modules used include a locally-developed module, Simon, and the Maui 
scheduler. 
All of the PSC computing platforms have access to Brashear, PSC’s shared, central file system 
using the Lustre file system architecture. It comprises eight storage nodes and 350 TB of direct-
attached disks, forming a large I/O cluster globally accessible within the PSC site. Access to the 
file system is provided by InfiniBand, 10-Gigabit Ethernet and 1-Gigabit Ethernet. Each node in 
the I/O cluster is a Lustre Object Storage Server (OSS) hosting multiple Object Storage Targets 
(OSTs). 
All of the PSC computing platforms also had access to Bessemer, a separate shared, central file 
system using the Lustre file system architecture, which was retired on November 1, 2011. It 
comprised twelve storage nodes and 150 TB of direct-attached disks, globally accessible within 
the PSC site. Access to the file system was provided by InfiniBand, 10-Gigabit Ethernet and 1-
Gigabit Ethernet. As with Brashear, each node in the I/O cluster was a Lustre Object Storage 
Server (OSS) hosting multiple Object Storage Targets (OSTs).  
PSC is a partner in the Lustre Albedo Wide Area File System project along with five other 
XSEDE sites. PSC is taking the lead by managing the metadata service for the Albedo file system 
in addition to providing a portion of its bulk object storage. In addition to Albedo, PSC has made 
available a test file system running pre-release Lustre software incorporating advanced security 
with Kerberos authentication. Albedo is mounted on Blacklight. 
Archival storage at PSC is provided by an SGI Altix 450 server running the Data Migration 
Facility (DMF) software. Two STK storage silos, equipped with STK 9940B and IBM TS1130 
cartridge tape drives, provide over 12 PB of data storage. A system of Cache Nodes (CNs), with 
high-speed links to PSC supercomputers, augments the core archival storage system by providing 
a large primary, front-end, disk cache. 
PSC network facilities consist of production and research LAN, MAN, and WAN infrastructures. 
The network technology used for the LAN infrastructure consists of switched Ethernet ranging in 
speeds from 100 Mb/s to 10 Gb/s. The PSC MAN infrastructure is DWDM-based, supporting 
multiple 10-Gigabit Ethernet waves. Network connections include a 10-Gigabit Ethernet 
connection to the XSEDE backbone network via National Lambda Rail, a 10-Gigabit Ethernet 
connection to National Lambda Rail’s FrameNet service, a nationwide Layer2 network, and a 10-
Gigabit Ethernet connection between PSC and the supercomputing facility at 4350 Northern Pike 
(formerly known as Westinghouse Energy Center). 
WAN connections are provided by the Three Rivers Optical Exchange (3ROX), a regional 
network aggregation point that provides high-speed commodity and research network access, 
primarily to sites in Western and Central Pennsylvania and West Virginia. 3ROX is based at 
Carnegie Mellon University and is operated and managed by the Pittsburgh Supercomputing 
Center. While the primary focus of 3ROX is to provide cost-effective, high-capacity, state-of-the-
art network connectivity to the university community, this infrastructure also provides well-
defined network services to both community (K-12, government) and commercial entities in 
Western Pennsylvania. University member sites currently include Carnegie Mellon University, 
the Pennsylvania State University, the Pittsburgh Supercomputing Center, the University of 
Pittsburgh, Norfolk State University, and West Virginia University. The 3ROX commodity 
Internet component consists of multiple high-performance WAN connections to major Internet 
service providers including Gigabit Ethernet connections to Cogent and Global Crossing. The 
research component of 3ROX includes a 10-Gigabit Ethernet connection, with 5 Gb/s of 
bandwidth, to the Internet2 network. In addition to the Internet2 connection, 3ROX also has a 10-
Gigabit Ethernet connection to National LambdaRail’s PacketNet service, a nationwide routed IP 
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network. Explicit routing is used to maintain the acceptable use policies associated with the 
various production and research network infrastructures. 
 
17.2 Science Highlights 
In addition to major science accomplishments highlighted in the XSEDE report, we present 
selected others specific to PSC which did not come through the XSEDE mechanism. 
 
17.2.1 Biochemistry and Molecular Structure and Function (Judith LaLonde, Bryn Mawr 
College, Chemistry Department, Molecular Dynamics Studies of Mutant HIV gp120 
Envelop Proteins with Bound HIV Antagonists) 
With PSC resources, an NIH-funded team is making progress toward finding a therapeutic drug 
that can deliver a knockout punch to AIDS 
AIDS-related research has led to powerful anti-viral drugs that increase life expectancy for people 
infected with the human immuno-deficiency virus (HIV). Even at their most successful, however, 
these drugs aren't a cure-all. The United Nations estimates that 33 million people worldwide were 
living with HIV at the end of 2009, up from 26 million in 1999, and that AIDS in 2009 claimed 
1.8 million lives. For researchers, the quest remains not only to find therapeutic agents that 
manage the disease, but to stop HIV infection before it begins. 
To that end, computational chemist Judith LaLonde of Bryn Mawr College works with a multi-
faceted team of researchers to develop “inhibitors” — therapeutic drug compounds — that can 
prevent HIV from gaining entry to cells. “Most HIV therapeutics target replication,” says 
LaLonde, “or integration of the genetic material, but there’s very few inhibitors that target the 
first stage, which is recognition and entry of the virus into the human cell.” 
The NIH-funded team includes virologists, chemists and crystallographers, and with LaLonde as 
a computational specialist, their focus is a protein, called gp120 (“gp” for glycoprotein) on the 
surface of HIV-1. As part of the initial encounter of HIV with a host cell, gp120 binds to a 
receptor protein, called CD4, on the host 
cell’s surface. Studies show that a large 
cavity forms inside gp120 as it binds to 
CD4. LaLonde’s objective is to 
computationally identify compounds that 
can bind in that gp120 cavity and prevent it 
from binding with CD4, shutting the door 
on infection. 
Using PSC’s Warhol system, a 64-core 
cluster donated by HP, LaLonde runs a 
“virtual screening” program called ROCS, 
which uses shape-based similarity 
matching of small-molecule compounds. 
Her starting point in recent work was a 
compound, called NBD-556, shown to have 
potential as an inhibitor of gp120-CD4 
binding. With ROCS and Warhol, she 
searched for compounds that matched 
structural features with NBD-556. “With 
the cluster at PSC,” says LaLonde, “I was 
This image represents the structure of gp120 (purple), 
a three-part (trimer) HIV protein, with a bridging 
sheet (left), an outer domain (right), and an inner 
domain that forms a cavity during binding with host-
dell CD4 receptors (not shown), but here is bound 
with an inhibitor molecule discovered through 
LaLonde’s virtual screening. 
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able to screen eight-million commercially purchasable compounds from the Zinc database in 24 
hours.” 
Her work identified a subset of close matches to NBD-556. With further analysis, the research 
team narrowed this group of candidates and synthesized those with the most potential. “We 
discovered new analogues,” says LaLonde, “with biological profiles that are improved from 
where we started. With this larger repertoire, we can ask ‘Which compounds work better and 
why? And which analogues are better platforms for continued synthetic optimization in blocking 
gp120-CD4 binding and viral entry.” To advance this work, LaLonde plans to move her virtual-
screening approach to Blacklight, PSC’s large shared-memory system (see also §1.3.2 Services 
Activities). 
 
17.2.2 Biological Sciences (David P. Corey, Harvard Medical School, Neurobiology 
Department, Dynamics of Calcium-Dependent Processes Essential for Cadherin 
Function in Hearing and Deafness) 
Inner-Ear Proteins 
A team of researchers at Harvard used Anton to arrive at better understanding of proteins that 
make it possible to hear. Residing at the tips of hair cells in the inner ear, these proteins form a 
thin filament called the “hair-cell tip link,” which is directly involved in transforming mechanical 
vibrations into the sensation of sound. 
Hair bundles on the surface of the hair cells are comprised of “stereocilia” — flexible, finger-like 
structures arranged in rows. When sound vibration stimulates the hair-cell membrane, it stirs the 
stereocilia to movement that’s similar to a field of grain stirred by wind. The tip links connect 
each stereocilia to its neighbor and, as they stretch, convey the force of this wave-like movement 
to ion channels at the stereocilium tip, which then open to trigger electro-chemical signals to the 
brain. 
Professors David Corey and Rachelle Gaudet and post-doctoral fellows Marcos Sotomayor and 
Wilhelm A. Weihofen collaborated on the project. Laboratory work to find the 3D 
crystallographic structure of the tip link — a combination of two proteins — set the stage for 
simulations using Anton. By extending molecular dynamics into the microsecond range, this work 
 Hair Tip Protein in Motion 
Snapshots from Anton simulations of calcium ions (green) binding to cadherin-23 (blue, binding site in 
colored stick), a protein essential to hearing. The first frame (left) shows the protein alone; the second (200 
nanoseconds of biological time) shows calcium beginning to bind; the third (800 ns) shows a calcium-bound 
structure that agrees well with the crystallographic structure. 
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gives a much more complete picture of how one of these tip-link proteins (cadherin-23) changes 
when it binds with calcium ions.  
Research has shown that genetic defects in cadherin-23 cause deafness, and these mutations affect 
the part of the protein that binds with calcium. “We know that mutations target the calcium-
binding site,” says Sotomayor, “and now with the simulation for the first time we can see the 
whole process of calcium binding, to clarify why some amino acids are important and might be 
related to deafness.”  
One of their Anton simulations started with the protein and calcium not bound to each other and 
evolved to a structure, with calcium bound, that matches well with the previously obtained 3D 
crystallographic structure (which includes calcium). The researchers are now looking more 
closely at the overall calcium-binding dynamics, in particular which amino acids are involved, 
which could lead to better understanding of deafness. “We expect that those amino acids,” says 
Sotomayor, “are involved in hereditary deafness.” 
 
17.2.3 Chemistry (James Andrew McCammon, University of California-San Diego, Chemistry 
and Biochemistry Departments, Using microsecond scale dynamics to characterize 
different classes of allosteric interactions) 
Attacking Chagas Disease 
Chagas disease threatens millions of people from the southern United States to Argentina. It’s 
caused by a protozoan parasite, Trypanosoma cruzi that enters the blood, usually by way of bites 
from a common insect, the triatomine bug. Anti-parasitic medications, which can have fairly 
severe side-effects, are sometimes helpful, but 20 to 40-percent of people chronically infected 
with Chagas develop life-threatening heart and digestive system disorders. 
With the aim of finding more 
effective drug therapies, 
Andrew McCammon of the 
University of California, San 
Diego and post-doctoral fellows 
César de Oliveira, Barry Grant 
and Riccardo Baron used Anton 
to simulate an enzyme from the 
Chagas parasite — T. cruzi 
proline racemase (TcPR). 
Research has shown that TcPR 
triggers the parasite’s ability to, 
in effect, trick the immune 
system and sustain itself as an 
invader in the blood stream. 
Their simulations, which 
extended to three microseconds 
for two different forms of the 
enzyme, reveal new 
information about how TcPR 
changes its structure, and offer 
new insight for designing a 
drug to defeat the disease. 
 Exploring the Open State 
The closed (left) and open state of the TcPR enzyme, with arrows 
indicating changes during simulation of the open state. 
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TcPR has two major forms: closed, when bound with a “ligand” — for which a 3D structure is 
available, and open, when it’s free in solution. “No one has had access experimentally to the open 
state,” says de Oliveira. “We’ve been doing molecular dynamics to characterize this unexplored 
state.” The open state, he explains, is responsible for stimulating a non-specific immune response 
— called a mitogenic B-cell response — that allows the parasite to establish infection and avoid a 
specific immune response that otherwise might protect the host organism.  
Their simulations with Anton show, for the first time, the beginning of the opening of TcPR, with 
several residues around the active sites becoming exposed to solvent. “You can track what protein 
segments are involved in the opening motion,” says de Oliveira. With this information, the 
researchers are now collaborating with an experimental group that will test to see if the segments 
identified in the simulation are involved in eliciting immune response. In further work, 
McCammon, de Oliveira, Grant and Baron anticipate using the simulation data from Anton to 
computationally screen thousands of potential “inhibitor” molecules, to find compounds that can 
block TcPR’s active site from triggering a mitogenic response and thereby potentially lead to a 
drug that can defeat the parasite’s ability to threaten life.  
 
17.3 User-facing Activities  
 
17.3.1 System Activities 
XSEDE Network: PSC network engineers are providing technical support for the XSEDE 
network. The initial focus of PSC’s efforts was the migration from the OC-192 TeraGrid 
backbone and site connection infrastructure to the 10-GE-based XSEDEnet infrastructure. PSC 
networking staff members have also been working with Linda Winkler, NLR and the XSEDE 
sites to upgrade and test the connections. In addition, we have begun to receive and address 
performance questions from the XSEDE user community for both regional and national networks. 
We have identified platforms for new backbone route servers as well as for perfSONAR servers. 
Two servers for testing perfSONAR capabilities have been ordered. One server will be for testing 
InterMapper network monitoring and alerting software. The second server will run perfSONAR 
network monitoring software. When the testing is completed, PSC will order the perfSONAR 
backbone servers as well as the monitoring platforms for each XSEDE network site. 
PSC is working with other XSEDE networking organizations to understand and provide 
connectivity options for projects, such as the Galaxy project at Penn State, that would like to 
connect directly to one or more of the XSEDE service providers to support large data transfers 
and/or to achieve better connectivity. Since the XSEDE sites typically do not have firewalls 
between their XSEDE resources and the XSEDE backbone, the final solution set for connecting 
such sites will involve discussions with the XSEDE security working group. 
Blacklight Large Shared Memory: PSC is working with SGI to improve the scalability and 
performance of memory-resident file systems. This is expected to yield significant performance 
gains for Hadoop because of the intermediate writes and reads it generates between map and 
reduce phases. (See also “Hadoop” in §1.3.2 Services Activities, below.) 
Optimizing the memory-resident file systems on Blacklight will also address the important use 
case of applications which perform large volumes of intermediate I/O, e.g. quantum chemistry 
applications. Directing temporary files to node-local, memory-resident file systems will 
dramatically decrease the I/O time. It will also reduce the load on the Lustre file systems 
(Brashear), thereby improving the performance of I/O to and from persistent storage. 
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Pople Decommissioning: As noted in §1.1.1 Resource Descriptions, the SGI Altix 4700 system, 
Pople, was decommissioned at the end of August 2011. 
Key system statistics: Key system statistics for Blacklight and Pople are shown in the tables 
below. 
Operational Statistics - Blacklight 
Number of unplanned outages 14 
Number of planned outages 4 
Total outages 18 
Number of jobs failures due to system faults 229 
Total time in period (hours) 2208 100% 
Scheduled Downtime (hours)* 35.5 2% 
Unscheduled Downtime (hours) 172.28 8% 
Total Downtime (hours) 207.78 9% 
Total time available to users (total-downtime) 2000.22 91% 
% System Utilization 81.2% 
 
Operational Statistics - Pople 
Number of planned outages 0 
Number of unplanned outages 6 
Total outages 6 
Number of job failures due to system faults 1 
Total time in period (hours) ** 1488 100% 
Scheduled Downtime (hours) 0 0% 
Unscheduled Downtime (hours) 120.49 8% 
Total Downtime (hours) 120.49 8% 
Total time available to users (total-downtime) 1367.51 92% 
% System Utilization 62.2% 
 
* On Blacklight there were 4 planned outages, but each one was on only half of the system. The 
total scheduled downtime of half-system outages was 71.0 hours. For calculating the percentage 
of scheduled downtime, therefore, we divided the hours by 2. 
** Pople was decommissioned on August 31 so it was in operation for only two months. Also, we 
"drained" the system of work so that jobs would not be cut off in mid-stream. 
 
17.3.2 Services Activities 
Memory Advantage Program: Consisting of two connected 16-terabyte coherent shared-
memory subsystems, PSC’s Blacklight is the largest shared-memory system in the world. It 
enables many memory-intensive research projects that can't be easily deployed on distributed-
memory supercomputers. These include convenient and rapid expression of algorithms — such as 
graph-theoretical algorithms, for which distributed- memory implementations are difficult and 
interactive analysis of large data sets which can be loaded in their entirety into random-access 
memory. Other activities which achieve improved productivity on Blacklight include rapid 
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prototyping, deployment of ISV (independent software vendor) applications and the use of high-
productivity languages such as Java, Python, Octave and R.  
To help Blacklight users to optimize their applications for these special capabilities, PSC 
inaugurated its Memory Advantage Program (MAP) in July. Upon request by a user, a PSC 
consultant is assigned to help the user troubleshoot problems, provide advice on the use of 
debugging and performance-analysis tools and procedures and offer suggestions on fixes and 
optimizations. The necessary benchmarking, debugging and test runs are routed to a special 
“MAP queue” which provides a fifty percent discount in charged usage. The MAP “optimization 
spurt” is limited to a few weeks per user.   
Having worked with PSC consultant Phil Blood, Brian Couger (Oklahoma State University) 
states: Use of the MAP queue has facilitated the thorough performance testing and debugging of 
codes for use on Blacklight's cc-NUMA architecture.  Access to the MAP queue has also allowed 
us to attempt computations that are outside the scope of what has been done before. Currently we 
are using the MAP queue for assessing the feasibility of very large metagenomic assemblies as 
well as testing alternative methodologies to enhance our ability to conduct such assemblies.  
Phil Blood also worked on MAP with Gaussian user Scott Allen (University of Pennsylvania), 
after this allocation was transferred from the NCSA Ember system. This work resulted in a 20% 
increase in productivity/Service Unit. 
Working with MAP user Shankar Agarwal (University of Kansas), PSC consultant Roberto 
Gomez found that this application's post-processing performance was dominated by I/O, in the 
form of temporary files that need not be saved after the analysis is complete. Gomez states: The 
I/O was formatted, so first we converted that to binary I/O. Second, we explored and saw a 
substantial benefit of using the memory filesystem (tmpfs) to write these temporary files. Third, 
we made the I/O less taxing on the system by using compiler-level buffering (4K write buffer 
size).  
Transfers from NCSA Ember to PSC Blacklight: To accommodate NCSA’s withdrawal of its 
SGI Altix UV system, Ember, from XSEDE, 44 research groups totaling 175 users have been 
transferred to Blacklight. PSC staff worked hard to absorb this influx of new users whose 
applications must be adapted to the Blacklight environment to run efficiently. In particular, efforts 
are being undertaken to purchase licenses for third-party software that was available on Ember or 
to work with the users to find alternatives. A special effort has been launched to enable the 
GridChem Science Gateway to run community account jobs on Blacklight. This requires the 
executions of jobs launched via the community account to be secured via the Commshell 
mechanism (See also §1.4 Security).  
Gaussian Users: 
As a result of many inquiries regarding Gaussian performance on Blacklight, especially from 
former Ember users, we created a special Gaussian performance optimization page at 
http://www.psc.edu/general/software/packages/gaussian/. 
Kevin Range (Lock Haven University) complained of Gaussian performance being 2.5x slower 
on Blacklight than on his local machine. We optimized his Gaussian calculation on Blacklight so 
that it ran 33% faster than on his local machine 
Harold Scheraga (Cornell University) needed to run hundreds of Gaussian jobs simultaneously on 
Blacklight. This caused system problems for PSC and performance problems for the user. We 
were able to overcome the performance problems by having the user exploit RAM disk. We also 
updated our kernel which helped overcome the system issues. 
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Judith LaLonde (Bryn Mawr College): In response to Lalonde’s request for help in moving 
calculations from Warhol to Blacklight, we did the following: 
 installed and configured proprietary OpenEye molecular modeling and cheminformatics 
software packages on Blacklight 
 set up persistent project space to host a molecule database that she must continually 
search  
 provided example scripts to support the new workflow on Blacklight and facilitate her 
transition from Warhol 
Jim Pipas (University of Pittsburgh): Pipas requested help setting up and running BLAST 
searches on Blacklight. We helped him overcome some configuration issues to successfully run 
these searches on Blacklight. We also helped him make use of RAM disk for these calculations, 
resulting in a 2x speedup. 
Homayoun Karimabadi (UCSD): 
Karimabadi is using Paraview on Blacklight 
to analyze and visualize the results of his 
large space weather simulation of “Magnetic 
reconstruction” that he had done on Kraken.  
About 200 TB of 3D datasets were generated 
using of the order of 100,000 cores on 
Kraken. For analysis and visualization he 
needed to use Blacklight because Paraview 
does not scale to large core counts but 
requires a large amount of memory for his 
data. 
To facilitate this work, Joel Welling installed 
Paraview and the Karimabadi group’s 
customized filters on Blacklight. Since their 
filters have a dependency on a specific 
version of Paraview, he had to work closely 
with the user and his collaborators who had 
written the code for the filters. 
Since the Blacklight jobs needed access to 
about eight TB of memory, a reservation of 
1024 cores was established for him to 
facilitate his analysis. The figure shows one of the visualizations of “magnetic flux ropes” thus 
produced. As a result of this intense effort by PSC staff, coordinated by Raghurama Reddy, Dr. 
Karimabadi is now requesting a large supplementary allocation on Blacklight for his project 
“Petascale Kinetic Simulations of Collisionless Plasmas.” He states: 
We have really benefited from the large shared memory available on Blacklight. Our 
initial analysis on Blacklight was critical in us being able to solve the physics of flux rope 
formation. We are currently writing up the results for publication in Physical Review 
Letters and Geophysical Research Letters. The additional time that we are requesting for 
Blacklight will be used for analysis of our largest runs that are over 200 TB each. 
Ender Finol (CMU ICES): Anirban Jana helped Ender Finol’s Ph.D. student Judy Shum to 
quickly perform geometric characterization of ~100 patient Abdominal Aortic Aneurysm (AAA) 
cases with Octave on Pople. She had a MATLAB code for this, but if she had done the 100 cases 
one after another on the lab machine, she would not have finished in time for her PhD thesis. 
This 3D graphic from visualization on Blacklight shows 
magnetic-field lines (intensity coded by color, blue through 
red, negative to positive) and associated tornado-like 
streamlines (white) of a large flux rope formed due to tearing 
instability in thin electron layers. 
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William Cohen (CMU SCS): William Cohen (CMU SCS): A user from this group reported a 
problem related to running Java on Blacklight at scale. This was traced to a configuration 
problem with the Java installation. 
We have also been working with Cohen's group to provide a Hadoop environment for their work. 
Specifically, we are working with SGI to optimize performance of the memory-resident scratch 
filesystem as noted in sections 1.3.1 and 1.3.2, and independently, we are working to optimize 
Hadoop's internal communications for shared-memory architectures. 
The project also requires CMU’s GraphLab, a C++ parallel framework for machine learning. Joel 
Welling was able to reconfigure GraphLab to use the Intel MKL libraries instead of their default 
LAPACK. This improved timings on a standard 
GraphLab benchmark by a factor of five. 
Kerem Pekkan (CMU): This group requested 
assistance with porting their in-house CFD code 
for the study of the jet wake generated by 
cannulae inside the aortic arch.  David O’Neal 
and Anirban Jana evaluated the code design, 
identified a test case and performed basic timing 
and memory profiling runs. They isolated and 
repaired various file handling routines, and 
provided job scripting for production runs. The 
in-house code was successfully validated by 
comparison with the Fluent solver (see figure). 
As a result, Pekkan’s code is now running in 
production on Blacklight. 
Hadoop:  
To serve communities that have extensive Hadoop workflows, for example machine learning, 
PSC is working to develop a version of Hadoop that will exploit the large shared memory of 
Blacklight. The first element of this project is working with SGI to improve the scalability and 
performance of memory-resident file systems. (See §1.3.1  System Activities, above) The second 
element, being undertaken concurrently, is replacing Hadoop’s TCP/IP socket-based 
communications with internal, shared-memory communications. This is necessary because of 
Blacklight’s single system image (SSI) architecture and will also yield performance gains. The 
final element of optimizing Hadoop for Blacklight is the elimination of the replication that 
Hadoop performs to achieve resilience on clusters of unreliable nodes running hdfs because the 
reliability of Blacklight and its memory-resident file systems is considerably higher. 
Additional activities related to Hadoop at PSC are itemized below: 
 Byron Gill attended the Hadoop Summit 2011. This event is the main gathering for Hadoop 
developers (see http://developer.yahoo.com/events/hadoopsummit2011/). 
 Gill gave a talk at TG11 about his work to tailor Hadoop to run on a large shared memory 
system such as Blacklight. In his talk, Gill mentioned Blacklight’s unique capabilities. Bryon 
announced the Memory Advantage Program, MAP, during his talk.  
 Based on discussions at TG11, Gill has been awarded a Future Grid project for testing 
Hadoop. This will give us the ability to compare our work on Blacklight with a more 
traditional cluster environment. 
 Gill arranged for a meeting at PSC with visiting lecturer Matei Zaharia. He is a fourth year 
graduate student at UC Berkeley, an active Hadoop contributor. He is working on Spark, a 
Validation of the in-house immersed boundary 
CFD code based on Hamburger Hamilton stage 
18 intracardiac flows (Re=1) in comparison to 
results produced by the Fluent commercial solver, 
on Blacklight.  
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package for In-Memory Cluster Computing for Iterative and Interactive Applications. Spark’s 
ability to load a dataset into memory and query it repeatedly makes it especially suitable for 
interactive analysis of big data.  
 PSC hosted the July meeting of the Pittsburgh Hadoop Users Group. Attendance is picking up 
at this meeting, which saw more participation from PSC, CMU, as well as the general 
Pittsburgh community. There were two featured speakers at the meeting. 
o The first speaker was Shannon Quinn of the Pitt/CMU computational biology program 
talking about using Mahout, which is an open source project that uses Hadoop for 
Machine Learning applications, to standardize the categorization of cilia movement in the 
body. (See http://www.lungusa.org/lung-disease/primary-ciliary-dyskinesia/.) Quinn did 
some Mahout work for the CMU Machine Learning department (see 
http://www.ml.cmu.edu/). That group has moved on to their own, non-Hadoop solution, 
GraphLab. There is work locally to see if GraphLab is appropriate for Blacklight. Two 
points of interest from Quinn’s talk are the following: 
 One of his collaborators is Cecilia Lo of Pitt. Dr. Lo’s group have been users of 
Blacklight (see http://www.mirm.pitt.edu/news/article.asp?qEmpID=446). 
 Quinn said they run their Hadoop work on a cluster that was donated by Qatar. 
Diagnosing Primary Ciliary Dyskinesia is very important in Middle East climates.  
o The second talk was by Doug Balog on NoSQL databases. NoSQL is an alternative 
database model that shows promise for some aspects of data management. Many NoSQL 
database packages are based on Hadoop.  
XCDB: SDSC was affected by the massive power outage in the Southwest in early September, 
and XCDB (XSEDE Central Database) which is hosted at SDSC was affected. A smooth 
transition of XCDB was made to the backup server at PSC, and PSC served as the primary XCDB 
site until power stability was restored. 
Campus Champions: PSC’s account management team of Ken Hackworth, Robin Flaus, and 
Ryan Omecene worked with Burt Cubbison of PSC’s data intensive resources team to create a 
usage report for campus champions, giving them a handy overview of usage on their own grants 
as well as the grants for PI’s who are on their campuses. The prototype was introduced to the 
champions and enthusiastically received by them; they are now making suggestions as to its final 
form. 
 
17.4 Security 
Security Incidents: PSC had no security incidents. 
Grid-Chem Science Gateway: A request was made to use the Grid-Chem community account 
‘gcommuni’ on Blacklight. Since this is the first community account to be on Blacklight, a call 
was scheduled with the PI Sudhakar Pamidighantam to coordinate setting up the community 
account and securing it by means of the community shell. 
The PSC team including Brian Johanson, Derek Simmel and Adam Fest reviewed the job 
submission work flow the Grid-Chem group plans to use. Two methods were discussed: 1) 
Submitting jobs via GSISSH and 2) Globus Run. A member of the Grid-Chem group, Ye Fan, 
provided a list of shell commands, scripts and software modules needed within the secure shell.  
While setting up the community shell for the Grid-Chem gateway project, Brian Johanson 
discovered a bug with the community shell. Terry Fleury (NCSA) issued a patch but said support 
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for the community shell is very limited. XSEDE management will need to address this issue since 
the community shell is the primary way gateway accounts are secured.  
Encrypted Email Server: The TeraGrid Security Working group used an encrypted email 
service called SELS, which was developed by NSCA, for communicating sensitive and/or 
confidential information among its members. Since NCSA will not be supporting this service in 
the future, alternatives are being explored. One possible replacement service is the use of a PGP 
(Pretty Good Privacy) plug-in for Mailman servers. PSC uses Mailman servers for all of its 
mailing lists and is very comfortable with its performance and reliability. Therefore, Jim 
Marsteller asked summer student Andy Pfeifer to set up a Mailman server with the PGP plug-in 
for testing purposes. Kevin Sullivan created a VM for the project and Pfeifer configured the 
service. If this meets the needs of PSC’s security team, it will be proposed as the secure email 
service used by the XSEDE incident response team. 
PSC Employment Termination Checklist: To improve the process of formally accounting for 
everything when an employee leaves PSC, Jim Marsteller proposed a new Employment 
Termination Checklist. The proposed checklist was reviewed by PSC management, and 
Marsteller worked with PSC’s finance and administration office to implement it. 
The Americas Grid Policy Management Authority (TAGPMA): Derek Simmel was elected 
chair of the TAGPMA at their quarterly meeting at Oak Ridge. This is a two-year appointment. 
 
17.5 Education, Outreach, and Training Activities 
2011 Virtual School of Computational Science and Engineering: On July 12, Phil Blood 
presented the lecture and hands-on workshop “Performance Engineering of Parallel Applications” 
at the 2011 Virtual School of Computational Science and Engineering, sponsored by NSF OCI. 
See https://hub.vscse.org/ for information about the school, and see 
https://hub.vscse.org/resources/352/download/Performance_Engineering_Petascale2011.pdf for 
the presentation which was co-authored by Blood and Raghu Reddy, based on PSC’s work on the 
POINT project. 
Computational Economics: Pursuant to Sergiu Sanielevici’s discussions with members of the 
computational economics community, Phil Blood and Anirban Jana prepared a hands-on tutorial 
for the prestigious 2011 Chicago-Argonne Initiative for Computational Economics summer 
school (ICE; see http://ice.uchicago.edu/). The course material illustrated the use of Blacklight to 
solve time series analysis problems using R. Blood presented the tutorial on July 25, and on July 
26, he held office hours for the students, in which he followed up with details for those most 
interested in working with XSEDE in the future. The school’s director, Ken Judd of the Hoover 
Institution (see http://bucky.stanford.edu/), says that he sees this as “a continuing portion of ICE 
workshops” and wants to have Blood on the schedule for next year. He plans to have his post-doc 
port their dynamic programming code to XSEDE, and he subsequently met with Blood to discuss 
his students running some applications on XSEDE this fall. Judd’s teaching assistant is currently 
working on running the applications that were done for ICE11, and they plan to introduce more 
sophisticated applications into the mix. 
Judd also introduced Blood to a group at BYU that is doing computational economics/math, and 
Blood gave a presentation to them. 
Computation and Science for Teachers (CAST): The CAST Professional Development 
Program is an integrated set of modules to train teachers on how to incorporate computational 
reasoning and tools such as modeling and simulation into their middle and high school math and 
science curricula. The first set of modules present a complete program on how to USE models 
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and simulations in the classroom. A second set will focus on how to CREATE models and 
simulations. 
To set the stage for this series, the introductory module explores the realm of computational 
reasoning. Computational reasoning, as we define it, supports the Common Core Standards in 
Mathematics and the Framework for K-12 Science Education. Computational reasoning means: 
• Understanding how to analyze, visualize and represent data using mathematical and 
computational tools; 
 This includes graphing data, identifying trends, and recognizing error.  
• Using computer models to support theory and experimentation in scientific inquiry, and; 
 Just as variables must be carefully defined in a scientific experiment, so must 
assumptions about variables be made explicit in a computer model designed to 
represent a real world problem. 
 Building a model requires a deep understanding of the problem being represented.  
• Using models and simulations as interactive tools for understanding complex scientific 
concepts. 
 Interacting with a computer model by running it under various conditions is similar to 
conducting an experiment.  
 The results achieved by varying the parameters in the model help the student 
understand the underlying concepts.  
The creation of the CAST Professional Development Program is collaboration among PSC, the 
Western PA Math & Science Collaborative (MSC) and the Maryland Virtual High School Project 
(MVHS). PSC is providing overall project direction and funding, MSC is providing the 
instructional specialists who would learn how to train and support teachers in using 
computational science, and MVHS is providing the training materials and the initial training to 
prepare MSC for their role. Module 1 was introduced to two sets of MSC Summer Bio Institute 
teachers on June 30 and July 14. MVHS instructors taught the first session; MSC and MVHS 
team-taught the second session, beginning the transfer of the instructional role to MSC.  
The twelve CAST modules are designed to be used in various configurations to support those 
who wish to focus on using pre-built models as well as those who wish to become experts in one 
or more tools. One set of modules is designed for model users and was piloted on July 25-27. The 
balance, which focus on model building, will be piloted in 2012.  
The Professional Learning Experience on July 25-27 was the first presentation of the User track. 
Participants included five MSC coordinators, five math/science teachers from MSC member 
schools and three teachers from the Pittsburgh SciTech Academy. There were several goals of 
this pilot training: 
 Introduce the full training sequence to the MSC coordinators 
 Receive feedback from all participants on the module content, organization and 
effectiveness 
Summer Interns: Pitt undergraduate student Kristin Patterson and CMU undergraduate Terri 
Jones, who have been working with Markus Dittrich and Art Wetzel of PSC’s National Resource 
for Biomedical Supercomputing (NRBSC) since spring 2011, will continue to work with us 
during the fall on the segmentation of the mouse visual cortex data. Terri Jones was awarded 
HMMI research support for her work with us during the fall. 
Lavanya Sivakumar, now beginning her junior year at Johns Hopkins, has continued the work she 
started last summer with NRBSC to build a new neuromuscular junction (NMJ) model from a 
series of TEM images. Sivakumar has been applying new methods from the Trak-EM2 toolset to 
trace the junction and build 3D models. Sivakumar was able to trace a new portion of the data and 
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build a surface mesh which we will now test for quality and other properties needed for use with 
MCell. 
CMU physics undergraduate students James Komianos, William Balunas, and George Bargoud, 
and Duquesne University undergraduate Alex Arrico worked under the guidance of Yang Wang 
and Roberto Gomez as interns this summer. Komianos worked with the astrophysics code 
Gadget, porting it first to Blacklight and then to Lincoln, and obtaining baseline timings on both 
machines running on CPU only. He then created a test code to mimic that section of Gadget 
which computed FFTs, which he proceeded to re-implement using a mix of CUDA FFTW and 
CPU-based FFTW, comparing the performance of the CPU-based and hybrid codes on Lincoln. 
Lastly, he implemented the hybrid CPU/CUDA approach on Gadget itself. Bargoud was 
responsible for developing an algorithm and also the source code to identify vacancies in a 
radiation damaged structural material, and Balunas was responsible for implementing relativity in 
the latest LSMS code so that the spin-orbit coupling effect can be taken into account in ab initio 
electronic structure calculations. Arrico explored the use of GPGPU to increase the performance 
of FFT and its applications. He gave a poster presentation at TG11 about his work at PSC. The 
summer projects have helped these students to understand how scientific research work is 
performed, to acquire computational physics knowledge that is usually not taught in textbooks, 
and to gain experiences that one cannot get by only attending lectures. From the research point of 
view, the students’ work has helped Wang’s DoE project greatly. Their results will be used by 
other scientists in the Center for Defect Physics, an Energy Frontier Research Center of DoE. 
Hempfield High School senior Matt Turnshek did an unpaid summer internship in PSC’s 
Strategic Applications Group to gain exposure to high-performance computing. Working under 
Nick Nystrom and Mahin Mahmoodi, Matt learned C and became familiar with running programs 
on HPC systems, he attended several of PSC’s weekly Strategic Technology and Applications 
meetings to be exposed to issues, challenges, and opportunities, and he participated in numerous 
discussions about software design and the interactions between hardware and software. 
TG11 Participation: PSC, together with NICS and NCSA, presented a TG11 Tutorial, Getting 
the Most out of the TG SGI Altix UV Systems. Drawing on information from Raghu Reddy, Phil 
Blood, and others at PSC, Mahin Mahmoodi presented bandwidth and latency issues with respect 
to processor/core mapping, effects of GRU environment variables, and the use of performance 
tools on UV. The tutorial content is available at http://www.nics.tennessee.edu/~tg11-uv-tutorial. 
There were eighteen attendees, including two from underrepresented groups. (Attendees were not 
requested to provide evaluations of the tutorial.) 
Pallavi Ishwad of PSC’s National Resource for Biomedical Supercomputing attended TG11 on 
July 17-21 and co-chaired the TEOS Session along with Diane Baxter from SDSC. There were a 
total of four sessions devoted to the Education and Outreach areas. All sessions went according to 
plan, with all presenters stimulating exciting discussions. 
CMIST (Computational Modules in Science Teaching): CMIST is an innovative outreach 
program of the National Resource for Biomedical Supercomputing (NRBSC) at the Pittsburgh 
Supercomputing Center. The goal of the CMIST program is to integrate the STEM disciplines 
into secondary school classrooms and to achieve transformational improvement in student 
understanding and retention of complex multidisciplinary material. In contrast to other teaching 
tools, CMIST’s realistic 3D simulations are extrapolated from current textbook examples, and 
modules are distributed on the CMIST website. The modules include interactive slide lectures and 
embedded simulations, lesson plans aligned to federal educational standards, worksheets with 
answer keys, and feedback forms for teachers. Thus, CMIST modules are intended to be used 
“out of the box” in any science or technology class. On July 15, NRBSC held a CMIST workshop 
at PSC. In attendance were teachers from local high schools and community colleges. NRBSC 
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members introduced the CMIST program for class-room use by the teachers and showcased the 
most recent CMIST module entitled “Enzyme Structure and Function”. 
Better Educators of Science for Tomorrow (BEST) at TG11: BEST is a PSC outreach 
program that exposes teachers to modern molecular biology concepts and evaluates inclusion of 
computational biology and bioinformatics into the high school curriculum. In addition, BEST 
prepares teachers to refocus their teaching strategies towards encouraging students to become 
aware of emerging and exciting biomedical careers. 
Danielle Auth and Annie Kayser of Our Lady of Sacred Heart High School became aware of 
bioinformatics and a new career path in it only because of their exposure to the BEST curriculum 
which was offered at their school. Both girls took the BEST class in the academic year 2009-2010 
when they were juniors. Subsequently, they were both selected for 
a summer internship at PSC (2010) where they undertook a project 
in bioinformatics involving programming using the Python 
language. They presented posters at TG11 about their summer 
experience with PSC. Having graduated this year, Auth has been 
accepted at Gannon University, where she has declared her major 
as Bioinformatics, and Kayser has been accepted at The Ohio State 
University, where she has declared Biology as her major but has 
plans to branch out into research, medicine, or bioinformatics. In 
the photo at right, Kayser (left) and Auth (right) are shown in front 
of their poster at TG11 with Pallavi Ishwad, who is Education 
Program Director in PSC’s National Resource for Biomedical 
Supercomputing. 
The BEST curriculum was piloted in the academic year 2009-2010 at the following three high 
schools: Our Lady of the Sacred Heart, Oakland Catholic Girls High School, and Frazier High 
School. The curriculum is now established as a permanent elective and is entering its third year at 
each of these schools. Additional schools which will offer the BEST curriculum are PA Cyber 
Charter School in the fall term of 2011, Winchester-Thurston High School in the fall term of 
2011, and the Sci-Tech Academy of the Pittsburgh Public School District in the spring term of 
2012. 
Minority Access to Research Careers (MARC): From June 27 to July 2 the NRBSC at PSC 
held their annual MARC-sponsored Bioinformatics Summer Institute with participants from 
minority serving institutions across the country. The goal of the workshop is to assist minority 
serving institutions with developing bioinformatics programs. The workshop focuses on the 
analysis of a gene and/or protein family through the construction and subsequent mining of a high 
accuracy multiple sequence alignment. Five of the workshop participants were also part of 
NRBSC’s MARC summer internship program, during which the interns work with NRBSC staff 
on individual science projects. The undergraduate interns (Christina Bernard, Carlos Torres, and 
Mycayla Goodrum) presented their results at the Duquesne Undergraduate Science Symposium 
on July 28, 2011. Jermary Lastra, a graduate student intern from Universidad Metropolitana in 
San Juan also attended to observe. 
Educational Advisory Boards: Pallavi Ishwad has been elected to be a member of the 
Community College of Allegheny County’s Biotechnology Advisory Board. This advisory board 
serves to advise development of skilled graduates in Biotechnology to meet the growing demands 
of our region's workforce. She has also been re-elected for another three-year term to the 
Pittsburgh Public School’s Occupational Advisory Committee in the Body and Behavior Track. 
This track will be utilizing our PSC-developed Bioinformatics curriculum in the Spring Semester 
of 2012. 
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17.6 PSC Collaborations 
Toward Petascale Cosmology with GADGET, NSF OCI: This project is developing a new, 
petascale-optimized version of the gravity/hydrodynamics code GADGET, the world’s most 
widely-used cosmological simulation code. Anirban Jana continued his efforts to test and 
benchmark the hybrid code’s performance on Blacklight, as a function of the number of threads 
per MPI task. 
Towards Petascale Simulation of Urban Earthquake Impacts, NSF OCI: To enable physics-
based assessment of the engineering impacts of large magnitude earthquakes on civil 
infrastructure in the Greater Los Angeles Basin, John Urbanic continued to work on the 
development and optimization of HERCULES, a petascale framework that includes the 
interaction between the soil, foundations, and large inventories of structures; the interaction 
between structures in densely built areas; and the effect of the structures on the free-field motion; 
as well as the nonlinear soil behavior and the effect of the pore water pressure in saturated soils 
leading to liquefaction.   
Enabling Petascale Ensemble-based Data Assimilation for the Numerical Analysis and 
Prediction of High-Impact Weather, NSF OCI:  David O’Neal continued his efforts to produce 
a comprehensive environment for developing petascale codes, focusing on the ARPS/EnKF code 
developed by our partners at the Center for the Advanced Prediction of Storms at the University 
of Oklahoma. The ability to automatically instrument large scientific codes including MPI, 
OpenMP and hybrid models is crucial. As new features and algorithms are introduced into any 
application code, it must be easy for developers to evaluate the effects of these changes on 
performance and scalability.  
Center for Defect Physics, a DoE Energy Frontier Research Center (EFRC): Yang Wang 
carried out theoretical studies on the radiation damage effects on structural materials. 
MIDAS National Center of Excellence at the University of Pittsburgh, NIH NIGMS: Shawn 
Brown leads the development of the Geospatial Area and Information Analyzer (GAIA), an 
information-based visualization tool designed to provide the capability of creating meaningful, 
interactive geospatial representations of public health and epidemiological data.  
Vaccine Modeling Initiative, Gates Foundation: Shawn Brown leads the development of the 
Highly Extensible Resource for Modeling (HERMES), an open-source, highly flexible simulation 
tool for studying vaccines supply chains. 
Supercourse -- Epidemiology, the Internet, and Global Health, NASA and NLM: A 
repository of lectures on global health and prevention designed to improve the teaching of 
prevention, Supercourse has a network of over 56,000 scientists in 174 countries who are freely 
sharing a library of 4875 lectures in 31 languages. The Supercourse has been produced at the 
WHO Collaborating Center University of Pittsburgh. A PSC team (Shawn Brown, Rob Light, 
Deb Nigra, Shandra Williams) designed and implemented a highly efficient and maintainable 
new version of this repository.  
Collaborations on ssTEM (serial-section transmission electron microscopy): Greg Hood, 
Markus Dittrich, and Art Wetzel of PSC’s National Resource for Biomedical Supercomputing 
visited the Howard Hughes Medical Institute’s Janelia Farm Campus on July 8 to give a one hour 
invited presentation on large scale ssTEM registration. Approximately 25 Janelia researchers plus 
several outside visitors attended. Davi Bock, a Janelia Farm research Fellow, is building a high-
throughput ssTEM system to run up to ten times faster than a prototype at Harvard. It should 
produce the first test data around the end of 2011. Bock expressed great interest in continued 
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collaboration with PSC due to our ability to handle substantially larger data volumes both at PSC 
and using Janelia computing facilities. 
The PSC team also met with Rick Fetter, who set up the first TEM systems at Janelia 4 years ago. 
Fetter first worked with PSC when he sent us C. elegans data in 2003 when he was in Cori 
Bargman’s lab at UCSF. Fetter is now a senior scientist and Janelia EM facility director where he 
captures fly data with tilt series using the highest-resolution single camera that is currently 
available - 110Mpixels. We will realign Fetter’s earlier C. elegans stacks with our most recent 
procedures and he will send us new tilt series data, which is an aspect with which we have not 
previously worked. 
 
17.7 PSC-Specific Activities 
National Library of Medicine: Ralph Roskies, scientific co-director of the Pittsburgh 
Supercomputing Center, has been appointed to the Board of Regents of the National Library of 
Medicine. The appointment, for a four-year term, was made by Kathleen Sebelius, U.S. Secretary 
of Health and Human Services. The National Library of Medicine (NLM), in Bethesda, 
Maryland, part of the National Institutes of Health (NIH), is the world’s largest biomedical 
library. As a developer of electronic information services, it delivers trillions of bytes of data to 
millions of users every day. 
Internet2: Wendy Huntoon, PSC Director of Networking, was elected as Vice Chair of the 
Internet2 Research Advisory Committee. In this role she will provide support and guidance for 
Internet2 Research initiatives and will participate in the Internet2 Council Officers Group (ICO). 
The ICO is responsible for reviewing and advising the Internet2 budget process and monitoring 
the Strategic Plan Implementation process. 
Web10G: The goal of the Web10G project, a joint effort of PSC and NCSA funded by the 
National Science Foundation, is to create a production-quality implementation of the RFC 4898 
standard TCP instrumentation and to have it included in all Linux kernel releases as a loadable 
kernel module. Inclusion in the main-line Linux kernel will greatly improve the ease of 
deployment, support, and third party development. Web10G also has applications and an 
application programmer interface specifically oriented for the user community, collectively called 
“Userland,” which must be used in conjunction with the Web10G kernel. A detailed annual report 
was submitted to NSF outlining progress to date on the project and including a summary of 
expected plans for Year 2 of the project. Accomplishments for the past year included launch of 
the Web10G website, Web10G kernel patches, Web10G Userland release and presentations at the 
spring I2 Member Meeting as well as the 3ROX meeting. Plans for the coming year include the 
alpha release of the Web10G kernel module, additional testing and bug fixes once the kernel is 
released and the first Web10G user conference. In addition, Web10G was asked by the JET (Joint 
Engineering Taskforce) to provide an update on the project. 
Test Rig: The University of Pittsburgh has decided to download and adopt the PSC-developed 
Test Rig software <http://staff.psc.edu/rapier/testrig.html> for internal use, tailoring it for Pitt’s 
network environment including making it available on an internal Pitt server. 
XSEDE Contribution Recognized: Victor Hazlewood sent a note to Ralph Roskies in which he 
gave kudos for contributions made by PSC’s John Kochmar. Hazlewood specifically praised 
Kochmar’s willingness to change testing team leads on short notice after already volunteering for 
a different test team lead. This solved a growing concern for Troy Baer regarding the upcoming 
deliverables of the Software Testing and Deployment group for testing and operational readiness 
reviews. 
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Samarth S. Raut, Anirban Jana, Ender A. Finol, “Effects Of Shape Versus Material Model 
Variations On AAA Wall Mechanics,” Sixth M.I.T. Conference on Computational Fluid and 
Solid Mechanics, Boston, MA, June 2001 (Peer-reviewed abstract and presentation). 
Samarth Raut, Peng Liu, Anirban Jana, Ender Finol, “Aortic Wall Mechanics: A Geometry-
Driven Problem,” ASME 2011 Summer Bioengineering Conference, Farmington, PA, June 2011 
(Peer-reviewed abstract and poster). 
Samarth Raut, Judy Shum, Santanu Chandra, Anirban Jana, Peng Liu, Kibaek Lee, Elena Di 
Martino, Todd Doehring, Ender Finol, “AAAVASC: A novel Integrated Approach for Image 
Based Modeling Toward Individualized AAA Rupture Risk Assessment,” 2011 Biomedical 
Engineering Society Annual Meeting, Hartford, CT, October 2011 (Peer-reviewed abstract and 
presentation). 
Yang Wang, D.M.C. Nicholson, G.M. Stocks, Aurelian Rusanu, Markus Eisenbach and R. E. 
Stoller, “A Theoretical Study of the Magnetic Structure of Bulk Iron with 
Radiation Defects,” MRS Proceedings / Volume 1363 / mrss11-1363-rr01-07 
A. Rusanu, G. M. Stocks, Y. Wang, J. S. Faulkner, “Green's functions in full-potential multiple-
scattering theory,” Physical Review B 84, 035102 (2011) 
 
17.9 Metrics 
 
17.9.1 Standard systems metrics 
The following charts of standard system metrics for Blacklight and Pople were provided by the 
Technology Audit Services team. An important service related metric for Service Providers is job 
wait time. This metric is an important quantifier of the user experience on XSEDE resources and 
informs policy at both the Service Providers and XSEDE (e.g., allocation policies). Unfortunately 
due to a recently discovered problem with the XSEDE reporting infrastructure for this metric 
alone, data could not be gathered in time for this report. The problem has been identified, and the 
metric will be present in future XSEDE reports. 
Note that the error bars associated with the mean values in the charts that show “average wall 
hours” represent the standard deviation of the sampled mean, which is the standard deviation 
divided by the square root of N where N is the sample size. 
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Total NUs Charged by Job Size 
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Note: Error bar is standard deviation of the sampled mean. 
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User Expansion Factor by Job Size 
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User Expansion Factor by Job Wall Time 
 
Resource = PSC-BLACKLIGHT 
 
2011-07-01 to 2011-09-30 
 
 
 
Total NUs Charged by Field of Science 
 
Resource = PSC-BLACKLIGHT 
 
2011-07-01 to 2011-09-30 
 
 
 
  
 231 
Total NUs Charged by Institution 
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PSC Pople Quarterly Report 
 
Note: Pople was decommissioned 8/31/2011 
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Total NUs Charged by Job Size 
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Note: Error bar is standard deviation of the sampled mean. 
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User Expansion Factor by Job Size 
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User Expansion Factor by Job Wall Time 
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Total NUs Charged by Institution 
 
Resource = PSC-POPLE (Decommissioned 8/31/2011) 
 
2011-07-01 to 2011-09-30 
 
 
 
Total NUs Charged by Principal Investigator 
 
Resource = PSC-POPLE (Decommissioned 8/31/2011) 
 
2011-07-01 to 2011-09-30 
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17.9.2 Standard User Assistance Metrics  
Numbers below refer to all tickets handled by the PSC help desk for production users, including 
non-XSEDE users of non-XSEDE resources. To set the scale, note that as of October 1, 
Blacklight had 924 users on 292 grants. (This excludes staff and training accounts.) 
1. Tickets Created between 2011-07-01 and 2011-09-30:  412 
2. Tickets Resolved between 2011-07-01 and 2011-09-30: 385 
 
Table 1: Distribution of times to resolution for the 373 tickets that were created as well as 
resolved between 2011-07-01 and 2011-09-30. 
Open 1 day or less 174 
Open 2 to 5 days 141 
Open 5 to 10 days 27 
Open 11 days or more 31 
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18 Purdue University Service Provider Quarterly Report 
 
18.1 Executive Summary 
Purdue continues to be a service provider to the XSEDE project as TeraGrid transitioned to 
XSEDE in July 2011, providing an HPC cluster (Steele), a high-throughput computing resource 
(the Purdue Condor pool), and a cloud resource (Wispy) to XSEDE users. The SP operates the 
systems and provides helpdesk and user support, as well as participate in XSEDE wide training 
and outreach activities. These activities are funded by the NSF awards #0503992, #0932251). 
Purdue’s roles in XSEDE also include the following (funded by the XSEDE award): 
 ECSS staff to provide expert support to user requests for advanced technical assistance. 
 Lead for the XSEDE Campus Champion Program to further expand the XSEDE user 
base by reaching out to campuses, providing training and outreach activities, and getting 
feedback from campus users to improve XSEDE services. 
 An XSEDE – OSG liaison to bridge the efforts of the two cyberinfrastructure projects by 
providing assistance and guidance to users in utilizing both the OSG resources, 
identifying and organizing training and outreach activities to broaden user base. 
These activities and impacts are reported in the overall XSEDE report sections. 
Purdue continues to support a number of science gateways that utilize XSEDE data and 
computational resources, bridge OSG computation high-throughput HPC (HTHPC) jobs to 
XSEDE resource, and develop, deploy virtualization tools to support scientific users of cloud 
resources as part of the joint TeraGrid-OSG project ExTENCI. 
18.1.1 Resource Description 
The Steele Cluster 
The Steele cluster consists of 893 dual quad-core Dell 1950 compute nodes, running Red Hat 
Enterprise Linux, version 4. Each node thus has 8 64-bit Intel 2.33 GHz E5410 CPUs and either 
16 GB or 32 GB of RAM. They are interconnected with either Gigabit Ethernet or InfiniBand. 
The machine offers access to the 120 TB scratch space.  Steele’s peak performance is rated at 
66.59 TFLOPS.  Steele cluster is well suited for a wide range of both serial and parallel jobs. 
Steele replaced the Purdue Lear cluster and was made available to TG users in May 2008.  Its 
projected useful lifetime is 3 to 4 more years.  In October 2009, Purdue RP has increased the TG 
dedicated portion of Steele from 22 nodes to nearly 200 nodes (1600 cores), which significantly 
reduced job wait time. Steele has no effective runtime limit on XSEDE jobs. Additionally, 
XSEDE users may leverage the larger Steele cluster by utilizing the standby queues with no node 
limit but subject to 4 or 8 hour runtime limits. 
Condor Pool 
The Purdue Condor pool is a shared resource among the resource owners (academic users at 
Purdue) and XSEDE/OSG users. Consisting more than 40,000 cores, the Condor pool is an 
opportunistic resource which allows Condor jobs access to machines that not being used by their 
owners. The Purdue Condor pool is designed for high-throughput computing, and is excellent for 
parameter sweeps, Monte Carlo simulation, or most any serial application. Also, some classes of 
parallel jobs (master-worker) may be run effectively in Condor. 30% of all Condor-usable cycles 
are available to XSEDE users at a minimum level of service. On average the Purdue Condor pool 
is able to provide up to 9 million CPU hours to XSEDE users per year.  
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The Purdue Condor resource, recently named DiaGrid, has expanded tremendously from a total 
of 7700 CPUs at the end of 2007 to its current size of more than 40,000 CPUs (system 
information shown in Table 1). The Purdue Condor pool consists of nodes from 10 institutions, 
including Purdue’s West Lafayette campus, University of Wisconsin-Madison, University of 
Nebraska-Lincoln, University of Louisville, Indiana University, University of Notre Dame, 
Indiana State University, IUPUI Fort Wayne, Purdue North Central and Purdue Calumet 
campuses.  Memory on most of the compute nodes is 1 GB, 2 GB and 4 GB per core, while a 
small number of nodes have larger memory (e.g., 10GB per core). With a total of over 177 
TFLOPS available, the Purdue Condor pool can provide large numbers of cycles in a short 
amount of time. All shared areas and software packages available on Steele are available on 
Condor. Available to TeraGrid users since 2006, the Condor pool is self-renewing as old 
machines in the pool are retired and new ones added over time. 
Table 1: Purdue Condor pool information as of October 2011 
System 
Information 
Cores 
Total 
Memory 
Local  
Interconnect 
Processor Speed 
X86_64 LINUX 39866 105 TB 10 Gb or 1 Gb Ethernet 
Various (2.1, 2.33, 2.5, 
3.2 GHz) 
INTEL & X86_64 
WINDOWS 
409 
1.09 TB 
 
1 Gb or 100Mb Ethernet 
Various (2.13, 2,66, 
3.6GHz) 
INTEL LINUX 44 66 GB 1 Gb or 100Mb Ethernet various 
Total 40319 106 TB   
 
Wispy 
Purdue’s Wispy is a special XSEDE resource, a cloud computing platform for research and 
education use. Wispy consists of 32 64bit, 4-core HP DL140 connected via 1 Gigabit Ethernet 
network with the capacity of supporting 128 VMs. Wispy runs KVM and the Nimbus cloud 
software. It provides users with the capability of packaging their applications and operating 
systems completely inside the Virtual Machine (VM) images, submitting these VMs to run in 
Wispy with up to 4 CPUs and 16GB of memory each, and have full control over the execution 
environment. Current usage includes small, instant, on-demand clusters for various tasks and 
running complicated or prepackaged applications on additional hardware resources.  
 
18.2 Science Highlights 
Highlights of studies that have significant usage on the Purdue’s XSEDE resources: 
Biology: Many bacterial pathogens such as Shigella, Salmonella, Burkholderia, Pseudomonas 
and Yersinia pose major problems in public health and safety. For example, Shigella flexneri 
causes shigellosis, which kills more than a million people worldwide each year. The Centers for 
Disease Control and Prevention also list Shigella as a potential bioterrorism agent. Such 
pathogens initiate infections by injecting effector proteins into host cells through a multi-protein 
molecular needle. To explore the needle assembly process, University of Kansas Professor 
Wonpil Im performs steered molecular dynamics (SMD) simulations. This generally involves 
numerous single-node parallel jobs running for lengthy periods, as much as 720 hours, which was 
well supported by Steele. This group used more than 6 million hours on Steele in 2011 and has 
published their research results in a number of scientific journals [Section 1-9], including 
appearing on the cover of the Journal of Computational Chemistry in 2011.  
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Chemical engineering: More energy efficient and environmentally benign processes could result 
from the deeper understanding University of South Carolina Professor Andreas Heyden is gaining 
of catalytic reactions at a molecular level. Heyden develops new theoretical and computational 
tools for the investigation of complex chemical systems generally, a cross-disciplinary effort 
involving engineering, chemistry and physics and classical, statistical and quantum mechanics. 
He has used several XSEDE systems. Steele’s long runtime allowed him to complete a large 
number of narrow parallel jobs requiring 240 or more hours. Publications from this group are 
listed in [10-12].  
Bioengineering: Nature is the model for research into microfluidic systems by Professor 
Alexander Alexeev, Georgia Institute of Technology. His work may aid efforts to design, for 
example, new drug delivery systems that mimic the mechanics of cell membranes in regulating 
the flow of molecules in and out of a cell or microscale flying machines that mimic gnats. His 
modeling to identify relevant physical processes that can be engineered to replicate such 
biologically inspired functionalities has involved single-node parallel jobs of up to 480 hours 
each on Steele. This group has produced three publications recently [13-15]. 
Biophysics: Professor Brigita Urbanc at Drexel University is using computer simulation to better 
understand folding mechanisms and pathways of assembly of proteins such as Amyloid beta-
protein (Abeta), which plays a role in Alzheimer's disease. One goal is to identify leading 
possibilities for therapeutic compounds. Research from Urbanc’s lab takes a multi-scale 
computational approach incorporating molecular dynamics simulations and structural modeling 
of proteins. Some of the lab’s jobs have run on dozens of processors for 400 hours or more. Up to 
September 30, 2011, this group has consumed more than 800,000 processor hours on Steele. Prof. 
Urbanc’s work has been published in the journal of Molecular Biology [16]. 
18.3 User-facing Activities  
18.3.1 System Activities 
The Steele cluster had a scheduled downtime during August 7-9 while maintenance was 
performed on the cooling equipment serving Steele’s POD datacenter, and maintenance is 
performed on the network switch serving as Steele's interconnect.  The maintenance went 
smoothly and the resources returned to service and user jobs resumed as scheduled. 
The table below summarizes the monthly SP resource availability. 
Month 
% Uptime (monthly) 
Condor Steele Wispy 
Jul 2011 100% 100% 100% 
Aug 2011 90% 90% 99% 
Sep 2011 100% 100% 100% 
 
18.3.2 Services Activities 
User Support 
The SP user support staff work with many XSEDE users to solve a variety of issues and enable 
them with new capabilities on the Purdue resources. Many of them are startup users. The 
following are highlights of the support activities during the reporting period: 
Assisted PI Don Madison and graduate students of Missouri University of Science and 
Technology. The students are new to New to HPC, required help getting started with Unix and 
PBS. Multiple tickets and phone support in order to get him started. Help converting Windows 
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files to UNIX format. The PI is presently funded by the NSF to study the many-body problem 
which requires evaluation of 6D and 9D integrals and this work cannot be performed on the 
University provided computer cluster. His group is using XSEDE compute resources to 
investigate the 4-body problem of charge transfer occurring in proton-helium collisions, the 4-
body problem of electron-impact excitation-ionization of molecular H2 and the 3-body problem 
of taking proper averages over molecular orientations for electron-impact ionization of molecules. 
Assisted PI Arne Pearlstein and his student Steytler, Louis (UIUC, Aerospace Engineering) in 
getting MATLAB to work on Condor. Assistance compiling his code was provided over the 
phone. 
Abstract: Ultrasonically levitated liquid droplets offer a promising approach to studying reaction kinetics for enzymes 
that are only available in such small quantities that study of their reactions in macro-scale reactors at physiologically 
relevant concentrations is not feasible. Compared to conventional microfluidic approaches, levitated drop reactors have 
several key advantages. First, the problem of heterogeneous reaction of enzyme adsorbed to reactor walls is eliminated. 
This has the significant effect of allowing homogeneous (i.e., "bulk") kinwetics to be studied. Second, free exchange of 
gaseous species (e.g., oxygen, carbon dioxide) that are reactants and products in many biochemical reactions is 
allowed. In the Department of Chemistry, we have developed an experimental facility for acoustically levitating small 
aqueous drops and studying reaction kinetics. In the Department of Mechanical Science and Engineering, we have 
developed a boundary-element methodology to compute the axisymmetric ultrasonic fields needed for this levitation. 
We now seek computing resources to conduct extensive parametric studies ("sweeps") in order to tailor the geometry of 
the piezoelectric emitter and reflector that set up the acoustic field, in order to produce a field from which the drop 
cannot easily "escape" when it is perturbed by, for example, smaller "ballistic" droplets carrying enzyme, substrates, or 
cofactors. This will be done by considering several integral measures (functionals) of the field, involving the radial and 
axial derivatives, and seeing how well their minima correspond to "good" fields as judged by experiment. (At this 
point, it is clear that the functional needs to "reward" fields that have radial derivatives of small magnitude within 
roughly a drop radius of the centerline, and that have radial derivatives that are large and positive beyond that radius. 
Comparison of several different functionals will lead to the selection of a functional that will be used in the bulk of the 
production runs. 
Assisted PI Andrew Whittle and student Ebrahimi, Davoud (MIT, Civil Engineering) in getting 
LAMMPS to run on Steele. Showed him how to use modules and helped him develop PBS 
submission scripts for LAMMPS. (Abstract: The goal of this research is to develop an improved 
understanding of macroscopic clay behavior through molecular simulations of clay-water systems. Teragrid resources 
will be used to perform simulations of clay hydration in the grand canonical (mu-V-T) and isothermal isobaric (NPT) 
ensembles. These calculations will be performed using the General Utility Lattice Program (GULP). The immediate 
goal is to reproduce experimental measurements of hydration for montmorillonite and to establish the elastic 
deformation properties for the molecular unit cell at different hydration states).  
Assisted PI Qaisar Shafi and student Ajaib, Muhammad (U. of Delaware, Physics) in getting 
cernlib installed and handling of large number of files (special quota of 200K files provided to 
user) through phone support. (Abstract: Supersymmetry (SUSY) is arguably the most well-motivated 
theoretical extension of the standard model (SM) of particle physics. We seek to gain access to TeraGrid resources in 
order to uncover signatures of supersymmetric grand unified theories (SUSY GUTs) at the Large Hadron Collider 
(LHC). We propose to consider models of SUSY GUTs that break to the minimal supersymmetric standard model 
(MSSM) at the unification scale (M_{GUT}). The systematic analysis of such models is both exciting and important at 
this juncture as the LHC is probing the parameter space of the MSSM and setting significant exclusion limits on the 
mass spectra of the SUSY partners of the SM particles. The parameter space of the MSSM is extremely large (124 
parameters even if we assume massless neutrinos). Even its constrained version(called CMSSM), which is 
characterized by five additional parameters in addition to the parameters of the SM, is very rich in terms of the variety 
of solutions that are physically meaningful and interesting in a GUT framework. For instance, with years of intensive 
searches within the CMSSM parameter space, it was more or less accepted that b-tau Yukawa coupling unification was 
not possible with mu>0, where mu is the sign of the bilinear Higgs mixing term in the superpotential. While mu<0 does 
lead to b-tau Yukawa unification, it is disfavored from considerations of the anomalous magnetic moment of the muon. 
We, however, showed in arXiv:1104.3566 that not only is b-tau Yukawa coupling unification possible within the 
CMSSM parameter space, it can lead to a very interesting solution to the dark matter problem where coannihilations 
with the stop squark are important. This underscores the fact that more intensive numerical work needs to be done in 
order to systematically characterize the different possibilities that may arise within the MSSM framework. We have 
also shown (in JHEP 1012:055,2010; Phys.Rev.D79:115004,2009 and Phys.Rev.D80:095016,2009) how t-b-tau 
Yukawa unification is compatible with neutralino dark matter in the framework of a SUSY SU(4)_c x SU(2)_L x 
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SU(2)_R inspired MSSM parameter space. We propose to use the extensive numerical resources at TeraGrid to study 
further predictions of GUTs within the framework of the MSSM. So far our work has focused on the gravity mediated 
SUSY breaking scenario. There are other interesting possibilities. We wish to extend our analysis, in particular, to 
gauge mediation, in addition to studying other interesting ideas within the gravity mediated scenario. In particular, we 
would like to tackle the question of Yukawa and gauge-Yukawa unification in the SUSY SU(4)_c\times SU(2)_L\times 
SU(2)_R model, and allowing for splitting in all scalar masses from D terms. We would also like to tackle the question 
of the elusive sbottom coannihilation region that is expected in an SU(5) inspired MSSM but has yet not been found. 
We are, in particular, interested in the question of whether this region is compatible with b-tau Yukawa unification or 
not. Additionally, we would like to systematically analyze the particle spectroscopy for the very interesting and realistic 
scenario of quasi-Yukawa unification. As described earlier, we are also interested in exploring the gauge-mediated 
SUSY breaking scenario in detail. Such studies, as described earlier, are numerically very intensive. The resources at 
TeraGrid will greatly help us elaborate interesting physical possibilities. The numerical code that we employ (ISAJET) 
is publicly available and implements the MSSM. We use ISAJET for the core calculations. But as the MSSM parameter 
space is very large (even the CMSSM parameter space is not amenable to a grid scan), we have developed numerical 
search techniques based on the Metropolis-Hastings algorithm that yield solutions that are physically relevant. The 
code that we have is essentially serial, but since different Markov chains evolve independently of each other, our code 
is amenable for use on large clusters. In this sense, it is perfectly scalable to any number of processors. We, however, 
do not require any shared memory. Therefore, the Steele cluster offered by Purdue University is the one most suited to 
our needs. Each paper that we have written is based on an average of 17,000 SUs (Service Units). This estimate is 
based on the two small clusters that we have available here in the Physics department of the University of Delaware. 
These clusters are no longer sufficient for our work and we are severely hampered in our ability to test our ideas in a 
timely fashion. In terms of the make-up of the group. Shabbar Raza has written 4 papers employing these numerical 
techniques, while Muhammad Adeel Ajaib, Cem Salih Un, Ilia Gogoladze and I have written 2, 1, 9 and 10 papers 
respectively. Shabbar Raza, Muhammad Adeel Ajaib and Cem Salih Un are graduate students, while Ilia Gogoladze is 
a post-doc working in our group. In addition, Rizwan Khalid (8 papers using the numerical techniques) who has just 
earned his PhD degree will continue to collaborate with us. Thus, very conservatively, we ask for enough computing 
resources to be able to collect material for eight projects (150,000 SUs, allowing for some extra compute time) as a 
start-up allocation on Steele. Our hard disk requirements average to around 50 GB per project. Thus, we are requesting 
an allocation of 500 GB (allowing for some additional space)). 
Assisted PI Jake Bowers Jake (UIUC, Political Science Assistant Professor), a startup user, in 
running parallel R jobs and getting Rmpi to run. (Abstract: We are beginning work on Fisher's 
randomization inference and his sharp null hypothesis as applied to the study of causal inference for experiments on 
social networks in the social sciences. While most of the work causal inference has stayed away from social networks 
because of concerns about interference between units invalidating statistical assumptions, we show that Fisher's 
framework requires no such assumptions. In fact, we show how one many directly pose hypotheses about inference. 
We are requesting an allocation because we are running embarrassingly parallel and very large scale simulations to 
gauge the performance of our methods and software (using R)).  
Staff Transition 
The SP helpdesk and user support duties have been transitioned from Kim Dillman to other 
Purdue staff since Kim has taken on new responsibilities within the XSEDE project as the OSG 
liaison and ECSS staff to support the Campus Champion program.  
Supporting Science Gateways  
The SP staff worked with a number of gateway projects, including UltraScan (to help them run in 
Condor), the CESM (Community Earth System Model) gateway to get new versions of the code 
to install, configure, validate and run on Steele.  
Purdue SP continues to support science gateways by assisting gateway project PIs in 
development, integration with XSEDE, and deployment into production. Purdue RP started to 
develop a SWATShare online model simulation and sharing environment in WaterHUB. Built 
based on the HUBzero platform, WaterHUB aims at creating a web platform for hydrologic 
research, education and global reach. SWATShare drew on SP’s previous work of the online 
SWAT (Soil Water Assessment Tool) model in the TeraGrid enabled C4E4 gateway. The SP staff 
has expanded SWATShare’s capability beyond computing on XSEDE resources but also 
supporting publishing and sharing input models, and simulation invocation from data views.  
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In September Purdue SP released the first version of IsoMAP gateway - a gateway for Isoscapes 
modeling, analysis and prediction. It provides an online workspace that helps researchers access 
and integrate a number of disparate and diverse datasets, develop Isoscapes models over selected 
spatio-temporal domains using geo-statistical algorithms, and predict maps for the stable isotope 
ratios of water, plants, and soils. The IsoMAP system uses a community account to run geospatial 
data processing and geostatistical model operations on the XSEDE. As of October 30, more than 
300 users have registered and started to use the gateway. The SP staff assisted a recent workshop 
that trained interested researchers and students in using the IsoMAP gateway.  
Purdue SP continued to integrate new datasets into our XSEDE data collection as requested by 
researchers using the Purdue data portal. In this quarter, we expanded the St Joseph watershed 
water quality data to include the most recent data up to 2010. 
18.4 Security 
Purdue disabled one account due to compromise at LSU/LONI on August 24, 2011.  
No change in security procedures has taken place during this reporting period. 
18.5 Education, Outreach, and Training Activities 
18.5.1 EOT Event details 
Type Title Location Date(s) Hours 
Number 
of 
Particip
ants 
Number 
of Under-
represent
ed people 
Method 
Tutorial 
Data Analysis 
with MATLAB 
Purdue 
University 
(West 
Lafayette, 
IN) 
10/13/20
11 
2 109 n/a 
Lecture 
and Demo. 
MathWork
s engineer 
Dr. Jiro 
Doke gave 
a 
demonstrat
ion on how 
to use 
MATLAB 
for Data 
Analysis 
Tutorial 
Parallel 
Computing 
with MATLAB 
Purdue 
University 
(West 
Lafayette, 
IN) 
10/13/20
11 
2 103 n/a 
Lecture 
and Demo. 
MathWork
s engineer 
Dr. Jiro 
Doke in 
conjunctio
n with 
ITaP staff 
member 
Tom 
Kesler 
gave a 
presentatio
n on how 
to use 
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MATLAB 
for parallel 
computing 
and 
explained 
best 
practices 
on RCAC 
resources 
Presenta
tion and 
training 
Data 
Visualization 
Lecture Series, 
Artistic 
approaches to 
data 
visualization, 
conducted by 
Dave Braun 
and Shannon 
McMullen 
Envision 
Center, 
Purdue 
University, 
West 
Lafayette, 
IN 
Weekly 
on 
Tuesdays 
in Sept. 
2011 
2 hrs 
each 
sessio
n 
Approx. 
12 per 
session 
n/a 
Immersive 
environme
nt 
Class 
Computer 
Graphics 
Technology 
101, 
introduction to 
visualization 
resources at 
Purdue 
(Burton) 
Purdue 
University, 
West 
Lafayette, 
IN 
Fall 2011 1 40 n/a 
presentatio
n 
Class 
Computer 
Graphics 
Technology 
course 411 on 
Envision and 
Campus 
Computing 
Resources 
(Connolly, 
Patrick E) 
Purdue 
University, 
West 
Lafayette, 
IN 
Fall 2011 1 40 n/a 
presentatio
n 
Presenta
tion 
"A Novel 
Technique for 
Piezoelectric 
Microstructure 
Design" by D. 
Braun, E. 
Garcia and K. 
Dillman, Vis 
Showcase at 
TeraGrid 
conference 
2011 
Salt Lake 
City, UT 
July 18-
21, 2011 
2 
Approx. 
200 
n/a 
Video, 
demonstrat
ion 
Presenta
“Developing an 
integrated end-
Salt Lake July 18- 0.5 Approx. n/a 
Slides, 
demonstrat
 245 
tion to-end 
TeraGrid 
climate 
modeling 
environment”  
by C. Song at 
TeraGrid 2011 
Annual 
Conference 
City, UT 21, 2011 20 ion 
Presenta
tion 
"Enabling 
online 
geospatial 
isotopic model 
development 
and analysis”  
by H. Lee at 
TeraGrid 2011 
Annual 
Conference 
Salt Lake 
City, UT 
July 18-
21, 2011 
0.5 
Approx. 
20 
n/a Slides 
Presenta
tion 
"Methods of 
Creating 
Student Cluster 
Competition 
Teams”  at 
TeraGrid 2011 
Annual 
Conference 
Salt Lake 
City, UT 
July 18-
21, 2011 
0.5 
Approx. 
20 
n/a Slides 
Invited 
Presenta
tion 
“Climate 
Modeling in a 
Browser – The 
development of 
an earth system 
climate 
modeling 
science 
gateway” by C. 
Song at the 
Computing in 
Atmospheric 
Science (CAS) 
2011 workshop 
Annecy, 
France 
Sept 11-
14, 2011 
0.5 
Approx. 
30 
n/a 
Slides, live 
demonstrat
ion 
 
18.5.2 Education 
Purdue continues to recruit students to join the SP staff team and train them in HPC system 
administration, software maintenance, and scientific application support. The SP has funded one 
undergraduate student (John Blaas) and several graduate students to support the operations and 
users of the SP’s XSEDE resources, as well as application support to improve services and 
capabilities, e.g., enabling online climate model runs using CESM, soil water assessment model 
(SWAT) and land data assimilation model (HRLDAS) on XSEDE resources.  
The Purdue SP staff mentored an undergraduate student, Rashad Riley, from Central State 
University, a minority-serving institution who participated in the Purdue SURF (Summer 
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Undergraduate Research Fellows) program.  Mr. Riley worked with the cyberinfrastructure team 
to learn how to use the online data management tools to publish a real time data collection of 
water quality parameters for Massie Creek, Ohio. This dataset provides measurement of water 
level, temperature, pH, dissolved oxygen, turbidity, and conductivity of the stream in real time at 
a sampling frequency of 30 minutes. The student was able to upload a collection of the dataset 
from 2007-08-08 to 2011-11-11 into the iData publishing system and associated XML-based 
metadata description to the dataset using iData. The dataset is publically available for users to 
query and download. The Massie Creek water quality data has been used in water resources 
management and environmental engineering curricula at Central State University to teach the 
principles of watershed hydrology using Massie Creek watershed as an example. The data is also 
being used in large scale national study on development of drought triggers for agricultural 
applications, which required computation on XSEDE resources, and the SP staff provided support 
for this study as well. Mr. Riley completed his research program at Purdue in early August 2011. 
The SP staff is mentoring another undergraduate student (Yuan Xia) in the fall semester of 2011 
through participation in the Purdue Discovery Park Undergraduate Research Internship (DURI). 
The student is participating in software development and deployment for geospatial data and 
computational tools.  
18.6 SP Collaborations 
Purdue SP worked with IU SP to provide DC-WAN on Steele to XSEDE users who need large 
data space for their computations. DC-WAN is mounted on Steele, including all its worker nodes. 
DC-WAN allocations were made available to these users.  
Purdue RP continues to collaborate with OSG, for example, to support the OSG MPI (high-
throughput HPC) jobs on Steele.  In this quarter, 14087 OSG MPI jobs ran and consumed 7412 
processor-core hours on Steele. 
Purdue SP is contributing to and coordinating the virtualization project within the ExTENCI 
project. The detailed report on Purdue activities related to ExTENCI is included in the overall 
XSEDE report. 
18.7 SP-Specific Activities 
In a separate NSF funded project, Purdue staff has recently released the first version of a data 
publishing web application called iData at DRINET (http://drinet.hubzero.org). iData enables 
individual researchers to self publish, annotate, and share their scientific datasets with other 
users/groups in the hub. Data can be stored either in an iRODS data repository (e.g., the XSEDE 
iRODS based storage solutions) or a MySQL database depending on their formats. Templates and 
wizards are implemented to help users easily upload and publish their datasets as well as to 
discover, query, and download data published by others. This tool has been used by DRINET 
researchers to publish real time water quality data in Massie Creek, Ohio and by researchers from 
the USDA U2U project to publish field workdays data. 
18.8 Publications 
Publications by researchers who utilized SP resources (PI’s name in boldface text): 
1. W. Im, S. Jo, and T. Kim (2011) An Ensemble Dynamics Approach to Decipher Solid-
State NMR Observables of Membrane Proteins. Biochimica et Biophysica Acta (BBA) - 
Biomembranes (dx.doi.org/10.1016/j.bbamem.2011.07.048). 
2. S. Jo, K.C. Song, H. Desaire, A.D. MacKerell, Jr., and W. Im (2011) Glycan Reader: 
Automated Sugar Identification and Simulation Preparation for Carbohydrates and 
Glycoproteins. J. Comput. Chem. 32:3135-3141. [cover] 
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3. H. Rui, R. Kumar, and W. Im (2011) Membrane Tension, Lipid Adaptation, 
Conformational Changes, and Energetics in MscL Gating. Biophys. J. 101:671-679. 
4. T. Kim, S. Jo, and W. Im (2011) Solid-State NMR Ensemble Dynamics as a Mediator 
Between Experiment and Simulation. Biophys. J. 100:2922-2928. 
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SP Staff Publications: 
1. Zhao, L., Song, C.X., Thompson, C., Zhang, H., Lakshminarayanan, M., DeLuca, C., 
Murphy, S., Saint, K., Middleton, D., Wilhelmi, N., Nienhouse, E. and Burek, M.  
“Developing an integrated end-to-end TeraGrid climate modeling environment,” won 
best paper of the Science Gateways track at TeraGrid 2011 Annual Conference, Salt Lake 
City, UT, July 18-21, 2011. 
2. Lee, H., L. Zhao, G. Bowen, C. Miller, A. Kalangi, T. Zhang and J. West.  "Enabling 
online geospatial isotopic model development and analysis," TeraGrid 2011 Annual 
Conference, Salt Lake City, UT, July 18-21, 2011. 
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Student Cluster Competition Teams", TeraGrid 2011 Annual Conference, Salt Lake City, 
UT, July 18-21, 2011. 
4. Kristof, P., B. Benes, C.X. Song, and L. Zhao. “Large-Scale Volumetric Visualization of 
Doppler Reflectivity Data,” submitted to IEEE Symposium on Large-Scale Data Analysis 
and Visualization, 2011. 
5. Zhao, L., C. X. Song, J. Lee1, J. Kim, W. Feng1, V. Merwade, N. B. Villoria. "Bring 
integrated GIS data and modeling capabilities into HUBzero platform", The 2nd 
International Workshop on High Performance and Distributed Geographic Information 
Systems (HPDGIS 2011), Chicago, IL, November 1, 2011. 
6. Song, X.C., D. Aliaga, J. Carlson, I. Chaubey, Govindaraju, R.S., C. Hoffmann, D. 
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18.9 Metrics 
18.9.1 Standard systems metrics 
Note that usage on the Wispy cloud is not being reported to the TGCDB. Wispy is a special 
resource that is currently being used mostly for experimentation, and for use by the ExTENCI 
project partners for testing.  
The following charts are generated by the XDMoD infrastructure for Steele and Condor 
resources. 
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 PURDUE Steele Quarterly Report  
Total NUs Charged by Resource  
XSEDE 2011-07-01 to 2011-09-30  
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Total NUs Charged by Job Size  
Resource = PURDUE-STEELE 2011-07-01 to 2011-09-30  
 
 251 
Avg Wall Hours Per Job by Job Size  
Resource = PURDUE-STEELE 2011-07-01 to 2011-09-30  
 
 
 
 
 
 
 
  
 
 
Note: The error bars associated with the mean values in Figure XX represent the standard deviation of the 
sampled mean which is the standard deviation divided by the square root of N, where N is the  
sample size. 
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Avg Wait Hours Per Job by Job Size 
 
Resource = PURDUE-STEELE 
 
2011-07-01 to 2011-09-30 
 
An important service related metric for Service Providers is job wait time.  This metric is 
an important quantifier of the user experience on XSEDE resources and informs policy at 
both the Service Providers and XSEDE (e.g., allocation policies).  Unfortunately due to a 
recently discovered problem with the XSEDE reporting infrastructure for this metric 
alone, data could not be gathered in time for this report. The problem has been 
identified, and the metric will be present in future XSEDE reports. 
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User Expansion Factor by Job Size  
Resource = PURDUE-STEELE 2011-07-01 to 2011-09-30  
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Total NUs Charged by Job Wall Time  
Resource = PURDUE-STEELE 2011-07-01 to 2011-09-30  
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User Expansion Factor by Job Wall Time  
Resource = PURDUE-STEELE 2011-07-01 to 2011-09-30  
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Total NUs Charged by Field of Science  
Resource = PURDUE-STEELE 2011-07-01 to 2011-09-30  
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Total NUs Charged by Institution  
Resource = PURDUE-STEELE 2011-07-01 to 2011-09-30  
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Total NUs Charged by Principal Investigator  
Resource = PURDUE-STEELE 2011-07-01 to 2011-09-30  
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PURDUE Condor Quarterly Report  
Total NUs Charged by Resource  
XSEDE 2011-07-01 to 2011-09-30  
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Total NUs Charged by Job Size  
Resource = PURDUE-CONDOR 2011-07-01 to 2011-09-30  
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Avg Wall Hours Per Job by Job Size  
Resource = PURDUE-CONDOR 2011-07-01 to 2011-09-30  
 
 
Note: The error bars associated with the mean values in the figure represent the standard 
deviation of the sampled mean which is the standard deviation divided by the square root of N, 
where N is the sample size. 
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Avg Wait Hours Per Job by Job Size 
 
Resource = PURDUE-CONDOR 2011-07-01 to 2011-09-30 
 
An important service related metric for Service Providers is job wait time.  This metric is 
an important quantifier of the user experience on XSEDE resources and informs policy at 
both the Service Providers and XSEDE (e.g., allocation policies).  Unfortunately due to a 
recently discovered problem with the XSEDE reporting infrastructure for this metric 
alone, data could not be gathered in time for this report. The problem has been 
identified, and the metric will be present in future XSEDE reports. 
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User Expansion Factor by Job Size  
Resource = PURDUE-CONDOR 2011-07-01 to 2011-09-30  
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Total NUs Charged by Job Wall Time  
Resource = PURDUE-CONDOR 2011-07-01 to 2011-09-30  
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User Expansion Factor by Job Wall Time  
Resource = PURDUE-CONDOR 2011-07-01 to 2011-09-30  
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Total NUs Charged by Field of Science  
Resource = PURDUE-CONDOR 2011-07-01 to 2011-09-30  
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Total NUs Charged by Institution  
Resource = PURDUE-CONDOR 2011-07-01 to 2011-09-30  
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Total NUs Charged by Principal Investigator  
Resource = PURDUE-CONDOR 2011-07-01 to 2011-09-30  
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18.9.2 Standard User Assistance Metrics  
Tickets processed by the SP staff are included in the table below. 
Category 
Tickets 
Received 
Tickets 
Closed 
Activities 
account issues 3 3 Quota increases and inquiries about account request status 
csa requests 0 0   
filesystems 8 7 
DC-WAN connection issues, quota increase requests, 
custom group for file sharing 
gateways 0 0   
gpfs-wan 0 0   
grid software 0 0   
inca test 
reports 
3 3 Certificates expired 
jobs / batch 
queues 
47 47 
Questions about long queue wait times, queue limits 
questions, job submission file help, condor submission 
issues, qstat and qsub commands hanging, PBS email 
options, increase priority for job,wall time vs CPU time 
questions, SSH access, allocation warnings, repeated 
jobIDs in the queue, OpenFOAM parallel runs help, shell 
change, MATLAB compiling help, condor hosts 
information,  assistance troubleshooting segmentation 
faults, new users long wait times, 100MB quota increases, 
help rerouting results to scratch, NAMD compiler errors 
debug 
login / access 
issues 
15 14 
issues logging into condor and steele, permission denied 
errors on DC-WAN, training account requests, assistance 
using Putty, SSH public key setup troubleshoot 
mss / data 
issues 
4 3 
DC-WAN issues, increase file number quota, expired 
account file extraction 
network issues 0 0   
other 4 4 C4E4 links broken, potential storage increase requests 
refund request 0 0   
reservation 
request 
0 0   
security 0 0   
software / apps 17 14 
Assistance compiling Fortran code, help compiling code 
that uses Intel MKL functions, questions about availability 
of Octave, running NAMD on Steele, inquiry about 
Gaussian, help linking slepc, MATLAB compiler licenses 
availability, help running LAMMPS on Steele, provided 
information about benchmarking tools, advised on parallel 
computing using Rmpi, coached on memory requirements 
for WRF, helped compile MATLAB code to be run on 
Condor 
system issues 2 2 Stale MDS, retrieving CPU information from Condor runs 
workshops 0 0   
TOTAL 103 97   
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18.9.3 SP-specific Metrics 
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19 San Diego Supercomputer Center (SDSC) Service Provider 
Quarterly Report 
19.1 Executive Summary 
SDSC is successfully supporting a large number of users on the Trestles cluster, which is 
targeted to modest-scale and gateway users. Now in its third quarter of production, the 
system is generally at or above its 70% utilization target, and we are continuing to 
provide fast turnaround at these higher utilization levels. The Dash system continues to 
serve as an excellent prototype for the upcoming Gordon system, being both a risk-
reduction testbed for vSMP and flash technologies, as well as a platform for porting and 
evaluating user applications. This reporting period saw a large number of effective 
education, outreach and training activities that engaged users, students and new user 
communities with conferences, summer workshops and education programs.  
19.1.1 Resource Description 
Trestles is the primary SDSC resource and is targeted to modest-scale and gateway users 
with the objective of achieving high-scientific productivity by maintaining short 
turnaround times, having responsive scheduling policies and a robust software 
applications environment. It is an Appro Linux cluster with a theoretical peak 
performance of 100 TFlop/sec, allocated 100% to XSEDE users. There are 324 quad-
socket compute nodes, with 8-core 2.4 GHz AMD Magny-Cours processors, for a total of 
32 cores per node and 10,368 total cores for the system. Each node has 64 GB of DDR3 
RAM, with a theoretical memory bandwidth of 171 GB/s. The compute nodes are 
connected via QDR InfiniBand interconnect, with a fat tree topology, and each link 
capable of 8 GB/s (bidrectional). Trestles uses the Data Oasis Lustre parallel file system, 
which is a shared resource with SDSC HPC systems and soon Gordon. 
Dash is a relatively small system (~5TF) intended primarily as a prototype for the 
Gordon system (scheduled for production in January 2012). Dash is co-funded by both 
NSF and SDSC, and is available to both the Gordon deployment team and XSEDE users 
as a platform to test, evaluate and optimize two key new technologies slated for Gordon. 
These technologies include using flash storage in the memory hierarchy (for fast file I/O 
or memory swap space), and virtual shared memory (vSMP) software from ScaleMP that 
aggregates memory across InfiniBand-connected nodes.  
GPFS-WAN (Global Parallel File System-Wide Area Network) is a disk-based storage 
system that can be mounted by HPC systems at SDSC and across the XSEDE network. 
GPFS-WAN has ~615TB (usable) disk storage, managed by 16 IBM p575 (Power5) 
nodes. GPFS-WAN is currently used for XSEDE user storage allocations and for testing 
and evaluation of wide area file systems for the XSEDE program. The resource is no 
longer available for new storage allocations, and only previous allocations are being 
honored until decommissioning, currently scheduled for mid-2012.  
Tape archival storage at SDSC consists of IBM Jaguar 3 drives and six Powderhorn silos 
with a capacity of ~30K cartridges, with data managed under both HPSS and SAM-QFS. 
SDSC is no longer receiving funding for archival storage and this resource is not offered 
to Trestles (or Gordon) users. The system is currently read-only, with ~3PB of 
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TeraGrid/XSEDE legacy data. We are migrating HPSS data to SAM-QFS to consolidate 
to a single storage system, and will soon be initiating disposition of the legacy data to 
alternative storage.  
Gordon is a new data-intensive HPC system scheduled for production in early 2011. Per 
NSF requirements, reporting for this program is not included in this report as it is still a 
pre-production system.  
19.2  Science Highlights 
19.2.1 Climate Change: How Aerosols Affect the Air We Breathe 
 
 
A computer simulation illustrating the adsorption 
and subsequent dissociation of hydrogen chloride 
(HCl) on ice. New research suggests that the ice 
surface does not simply serve as a static platform 
on which reactants meet, but plays an active role 
in the reaction itself. The red and white links 
correspond respectively to the oxygen (O) and 
hydrogen (H) atoms of the water molecules of 
ice. The blue and white structure above 
corresponds to the chlorine (Cl) and hydrogen 
(H) atoms of HCl, respectively. Paesani Group, 
UC San Diego  
At present, there are large uncertainties associated with the effects of atmospheric 
aerosols, fine solid or liquid particles suspended in the air. Atmospheric aerosols have 
both natural (e.g., volcanic eruptions, biomass burning and wind-blown dust from soils) 
and anthropogenic (e.g., combustion) origins and during their lifetimes undergo several 
transformations due to the interaction with solar radiation and gas molecules in the air. 
By influencing the amount of solar radiation that reaches the Earth’s surface as well as 
the formation of clouds, researchers believe that aerosols play a major role in the 
atmosphere with important consequences for global climate and the ecosystem. 
Atmospheric aerosols are also associated with adverse effects on human health, notably 
in the areas of respiratory, cardiovascular, and allergic diseases. 
 
Researchers lack a complete understanding of the properties of aerosols and the 
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chemistry that takes place on these particles, according to Francesco Paesani, assistant 
professor of chemistry and biochemistry at UC San Diego. “This incomplete knowledge 
of aerosol chemistry currently limits the possibility of making quantitative predictions 
about the future state of the atmosphere,” said Paesani, who as PI is conducting this 
research under a grant from the NSF’s Environmental Chemical Science Division. 
Paesani and his research group are also part of the NSF Center for Aerosol Impacts on 
Climate and the Environment (CAICE) established at UC San Diego. 
 
Using Trestles as a resource, Paesani and his group have been developing computational 
methodologies to more accurately assess how particles in atmospheric aerosols directly 
affect air quality, and better understand their role in global climate concerns such as 
Earth's radiative balance and cloud formation. The Paesani group research interests 
focused on modeling chemical reactions on aerosol surfaces under atmospheric 
conditions, specifically the characterization of the molecular mechanisms that determine 
the dissociation of inorganic acids such as hydrogen chloride (HCl), nitric acid (HNO3) 
and sulfuric acid (H2SO4) on aqueous environments. They have been studying the 
dissociation of HCl in small water clusters as well as on ice surfaces under atmospheric 
temperature conditions. 
HCl has been shown to play a critical role in chlorine activation reactions taking place at 
the surface of polar stratospheric clouds. Paesani’s preliminary results indicate that the 
dissociation of HCl on ice surfaces is very rapid at all relevant atmospheric temperatures 
of 180 to 270 Kelvin (-135 to +25 degrees F). These results suggest that the ice surface 
does not simply serve as a static platform on which the reactants meet, but actually plays 
an active role in the reaction itself. 
“Since our computational methodologies take into account the quantum nature of both 
electrons and nuclei using a ‘first principles’ approach, our molecular simulations are 
computationally highly expensive.,” said Paesani, who recently published related 
research in the Journal of Physical Chemistry. “Having access to a powerful computing 
cluster such as Trestles has greatly benefited us.”  
Molecular Dynamics: Thermal Management in Microelectronics 
 
This computer simulation shows the atomic 
structure of a chain of polydimethylsiloxane 
(PDMS), a silicon-based polymer widely used in 
thermal management, which is a key issue in 
microelectronics. (inset: a fundamental unit 
consisting of PDMS chain.) T. Luo, MIT  
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Simply put, heat and inefficient thermal management pose major barriers to the continued 
miniaturization and increased capabilities of microelectronics such as microchips, now 
used in everything from mobile phones and digital cameras to supercomputers and 
missile guidance systems. 
Tengfei Luo, with the Massachusetts Institute of Technology (MIT), specializes in the 
study of thermal management in microelectronics. His supercomputer simulations show 
that the intrinsic thermal conductivity of polymer chains, widely used in thermal 
management, strongly depends on their structural stiffness, and that surface morphology 
can greatly influence the efficiency of heat transfer across interfaces, or connections. By 
contrast, “soft” chains, or less structurally stiff ones, tend to scatter more heat carriers and 
results in low thermal conductivity. 
“Our research is focused on studying heat transfer mechanisms in many different 
materials, and in particular we are providing new insights into the selection of thermally 
conductive polymers and better thermal transporting interfaces, essential to the ongoing 
miniaturization of microelectronics,” said Luo. 
“We found Trestles to be a very versatile system, on which we could run a large number 
of smaller jobs simultaneously or perform larger simulations of more than 512 cores 
involving tens of thousands of atoms,” added Luo. “Unlike other systems, we were able 
to use Trestles to run jobs for as long as two weeks, which is a very valuable feature for 
studying thermal transport. Our I/O-intensive first-principle calculations greatly benefited 
from the system’s local flash memory, while improving the stability of our calculations. 
Plus the large memory (64GB) on each node helped us significantly for memory-
demanding FP calculations.” 
Luo’s latest research related to thermal management was published in the April 2011 
issue of the Journal of Applied Physics. 
Astrophysics: High-Energy Collisions of Black Holes 
 
This computer simulation shows gravitational 
wave ripples generated during a high-energy 
collision of two black holes shot at each other at 
about 75% of the speed of light. In this 
configuration, the black holes zoom and whirl 
around each other before separating again. 
Losing so much energy in the form of 
gravitational waves that they are unable to 
escape each other's gravitational pull, they 
eventually merge, forming a single larger black 
hole. The X and Y axes measure the 
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horizontal/vertical distances from the center of 
mass in units of the black holes' radius. U. 
Sperhake, CalTech/CSIC-IEEC  
In astrophysics, ‘black holes’ are formed when a massive star collapses with such 
gravitational force that not even light can escape from it. Black holes can be modeled 
using Einstein’s theory of General Relativity in four dimensions (three spatial and one 
time). These equations are considered to be among the most complicated ones in all of 
physics, and it wasn’t until almost 90 years later, in 2005, that breakthroughs in 
simulating black hole dynamics using numerical relativity were achieved. These recent 
advances have come about because of the availability of supercomputers having both 
large memory and strong computational performance. 
Ulrich Sperhake, a theoretical astrophysics researcher with the California Institute of 
Technology (CalTech) as well as the Institute of Space Sciences at CSIC-IEEC, 
Barcelona, Spain, was recently allocated one million SUs on Trestles to further 
investigate high-energy collisions of black holes, with the goal of improving our 
understanding of the dynamics of these implosions.  
“The purpose of our research is to identify the possibility of achieving numerically more 
robust and accurate simulations by using alternative formulations,” said Sperhake, PI of 
the NSF- funded project, whose team has been studying black holes in three distinct areas 
of experimental and observational research: gravitational wave physics, Trans-Planckian 
Scattering, and high-energy physics. Sperhake plans to publish a detailed review of his 
numerical studies in those three areas. His most recent research was published in the May 
20, 2011 issue of Physical Review D. 
“Numerical simulations of black-hole binary space times in the framework of Einstein’s 
theory of General Relativity, or generalizations thereof, require hundreds of processors 
and of the order of 100s of GB of memory,” said Sperhake. “That is way outside the 
scope of workstations available locally, so the importance of having a computer cluster of 
the quality of Trestles cannot be overstated.” 
SDSC-Generated Earthquake Simulation Wins Best Visualization at TG’11 
The largest-ever earthquake simulation, showing how a Magnitude 8.0 rupture might 
affect more than 25 million residents in California, Arizona, and Mexico, won the ‘Best 
Visualization’ award at TG’11. The computer-generated simulation was done by 
researchers at SDSC, San Diego State University (SDSU), and the University of Southern 
California (USC). SDSC provided the high-performance computing and scientific 
visualization expertise for the simulation, while the Southern California Earthquake 
Center (SCEC) at USC served as the project’s lead coordinator. 
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The image shows ground motion magnitude as a height field, where strongest motion corresponds to the white color 
and weakest to red. The image shows a cone-like distribution of strong ground motions at the leading edge of the 
rupture. These so-called mach cones are difficult to observe because they are rare, but important because they are 
associated with large ground motions, and therefore an essential area of study for large-scale numerical simulations 
such as a Magnitude 8.0 event. Amit Chourasia, San Diego Supercomputer Center/UC San Diego  
 
"Visualization of M8 Earthquake Simulation” was prominently featured in the news, 
including Wired.com (see http://www.wired.com/wiredscience/2011/08/science-
simulation-videos/?pid=1744). It also won a people’s choice “OASCR” award at the 
2011 SciDAC (Scientific Discovery through Advanced Computing Program) conference 
held in July. OASCR stands for the Office of Advanced Scientific Computing Research, 
and in the tradition of the Hollywood originals, these awards recognize some of the best 
work in computer-generated visualizations. The M8 visualization was led by Amit 
Chourasia, of SDSC. The simulation work was performed by Yifeng Cui, Kwangyoon 
Lee, and Jun Zhou from SDSC; Kim Olsen, Daniel Roten, and Steven M. Day (SDSU); 
Thomas Jordan and Philip Maechling (SCEC); Geoffrey Ely and Patrick Small (USC); 
D.K. Panda (Ohio State University); and John Levesque (Cray Inc.)  
Also receiving a SciDAC OASCR this year was a visualization called “Modeling Early 
Galaxies Using Radiation Hydrodynamics.” This simulation models not only the gravity 
and gas dynamics of early galaxies, but also the propagation of light and its interaction 
with the gas, to help us understand the impact the heating of gas by light from the first 
stars had on later star formation. The simulation was computed using resources at the 
National Institute for Computational Sciences (NICS) with support from the NSF, and the 
Argonne Leadership Computing Facility at Argonne National Laboratory (ANL), which 
is supported by the Office of Science of the U.S. Department of Energy. SDSC 
researchers involved in the visualization project were Robert Harkness, Michael Norman, 
and Rick Wagner. Visualization researchers included Mark Hereld, Joseph A. Insley, 
Michael E. Papka, and Venkatram Vishwanath (ANL);  Eric C. Olson (University of 
Chicago); and Daniel R. Reynolds (Southern Methodist University).  
19.3 User-facing Activities 
19.3.1 System Activities 
SDSC experienced two power outages doing the reporting period, one on August 5 and a 
second on September 8.  The latter was the result of a major county-wide power failure, 
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and resulted in extended outages, particularly for GPFS-WAN. In addition to the 
unscheduled outages there was a scheduled outage to facilitate a network upgrade. 
During the reporting period, two additional servers were installed to increase disk space 
available for home directories on Trestles. The available disk space for users went from 
15 TB to 120 TB.  
The shared scratch Lustre filesystem, Data Oasis, was upgraded from the Phase 0 200 TB 
system, to Phase 1, an 800 TB system using the first installment of new hardware that is 
being deployed as we move towards a ~3PB 100GB/s filesystem that will support 
Trestles, Gordon and SDSC’s Triton HPC systems. 
In addition to the global power outages experienced by SDSC, another 310,720 core-
hours (1.4%) were lost due to hardware errors and user software errors. In cases where a 
user caused multiple crashes, user services has contacted the user to resolve issues with 
user codes. 
Dash continued to be used for software development and testing for the Gordon system. 
The production vSMP system was upgrade to 3.5.175.17, and the development system 
was upgraded to  3.5.175.22.  
GPFS-WAN suffered hardware failures after being brought after the Sep. 8 power outage; 
the damage took some time to repair by the vendor and the system incurred 552 hours of 
down time. 
19.3.2 Services Activities  
SDSC saw over 400 support tickets created and resolved between July 1 and September 
30. These tickets included account questions, file system issues, software requests, code 
support, password resets, code optimizations and debugging, allocation refunds/problems, 
software support, licensing queries, and resource availability.  
In support of Trestles users, user services staff worked proactively to modify user scripts 
to run out of local scratch space (which is flash memory) instead of the Lustre filesystem 
when appropriate (e.g. Gaussian jobs, jobs with many cores writing to a single file). This 
was very useful in enhancing the performance of the applications codes while lowering 
the load on the Lustre filesystem.  Additionally, user services staff also worked with users 
to modify job I/O patterns to make better use of the Lustre filesystem. SDSC staff also 
worked with users to mitigate the problems associated with an OST failure on the Phase 0 
/oasis filesystem. During the quarter, a new Lustre filesystem was introduced (/phase1) 
and users saw an immediate positive impact on their jobs and scalability of I/O 
operations.  
SDSC staff catered to numerous software requests on Trestles including: bioinformatics 
codes – tophat, bowtie, bsseeker, garli, python packages – numpy, scipy, mpi-python, 
mysql-python, new version of intel and gnu compilers, updated versions of 
mvapich/openmpi, as well as many user developed codes that needed help on being 
ported to the system. 
Dash saw its heaviest usage in August, when SDSC hosted its Gordon Summer Institute 
workshop, which had users following tutorials and running examples. Support included 
fielding questions on how to appropriately submit jobs to the virtual shared memory 
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node, updating documentation, and installing system packages such as git, neddit, and 
geddit. 
Very few tickets were created for GPFS-WAN. Most were regarding gridftp access and 
allocations. The only exception was during the downtime that the system suffered after 
the countywide power outage, when users were following up on the status of the systems 
availability. 
19.4 Security 
SDSC saw a quiet third quarter with respect to security incidents.  No major incidents 
occurred at SDSC, and of the handful of XSEDE wide incidents, only one required minor 
action at SDSC.  As a response to that incident, we disabled four user accounts that were 
compromised at other SPs as a proactive measure to protect our users and resources. 
In preparation for Gordon, SDSC has performed a security review of the Rocks cluster 
management software and made significant improvements to the security posture of 
version 5.4.3, the platform intended to support Gordon.  The effort has produced a set of 
configuration changes and additional software that, while specific to SDSC's Gordon, are 
also applicable to Trestles and Dash with minimal effort.  It is hoped that the more 
generic portions of the Gordon security configuration can be merged into Rocks so that 
other members of the HPC community may benefit as well. 
19.5 Education, Outreach, and Training Activities 
19.5.1 Training 
SDSC 2011 Data-Intensive Discovery Summer Institute: Getting Ready for Gordon. Each 
summer, SDSC staff and other national experts offer a summer institute that features new 
technologies for data-intensive research computing. Supporting those events is a variety 
of web-based training materials, and hands-on activities to help users develop the skills 
necessary to use cyberinfrastructure resources in support of their scientific research. The 
2011 SDSC Summer Institutes attracted 60 participants from as far as Edinburgh, 
Scotland. It focused on data-intensive computational research in a wide variety of fields, 
with particular attention to data-intensive computational needs that fit for the new 
Gordon architecture. Participants were given guidance to submit allocation requests for 
Gordon, if their research proved a good fit for its strengths. Participant costs and most 
direct costs in 2011 were funded through the NSF Track 2D grant for Gordon. The 
workshop gained increased exposure for Gordon’s capabilities through co-location and 
collaboration with the annual CSIG conference (see below) to the benefit of both events.  
SDSC Cyberinfrastructure Summer Institute for Geoscientists (CSIG). The annual week-
long institutes introduced 45 geoscientists to commonly-used as well as emergent 
information technology (IT) tools for geoscientists. Topics covered included Web 
Services, Workflows, Knowledge Representations, and Geographic Information Systems. 
Participant costs and most direct costs were funded by GEON. The 2011 CSIG was in 
part co-located with the Gordon Summer Institute, with participants able to take 
advantage of keynote presentations and workshops of shared interest. This collaborative 
approach yielded additional interest in Gordon and Trestles for geoscience applications. 
An REU proposal for a joint program with North Carolina Central University (an 
historically black college in Durham, N.C.) in astrophysics is currently in the works, as a 
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direct outcome of participation in this workshop by a NCCU faculty member.  
19.5.2 Education 
SDSC hosted 15 summer workshops for pre-college students 
from July- August 2011. Workshops were each one week long 
and took place at various locations at SDSC, across the UCSD 
campus, and at UCSD Extension’s satellite campus. Over 250 
secondary school students were served by these workshops, 
which covered topics such as biology, geology, the 
scientific method, visualization, virtual worlds and 
programming.  
From July 1 through September 30, 2011, the SDSC Education team worked closely with 
UCSD’s Beth Simon (CS) and the San Diego Computer Science Teachers Association to 
launch a pilot program that sets the stage for a 3-year project funded through NSF’s 
Computing Education for a 21st Century Workforce (CE 21) program. The new initiative 
seeks to establish a new AP (advanced placement) test in computer science; one that will 
not replace the current programming AP course (CS-A), but will precede it with a course 
focused on the foundation principles of computational thinking. Geared for ALL 
students, not just for computer science majors, this course was taught at 5 pilot sites in 
2010-2011, including UCSD. Dr. Simon’s course is the basis for a broader 
implementation project coordinated by SDSC. Working in partnership with San Diego 
State University, the project will teach undergraduates at UCSD (freshmen) and SDSU 
(freshmen and seniors planning to become teachers) the basic principles of computing. At 
the same time, in-service professional development courses for high school and 
community college teachers in the region will prepare them to teach their own students 
the same content (paced for the high school or community college students’ learning pace 
and school schedules). The project will be carefully evaluated to determine if this course 
and its associated pedagogy are successful in reaching the cognitive and attitudinal 
learning objectives that support broadening participation in computing by women and 
minorities. A July meeting and August week-long workshop for five newly-recruited high 
school teachers and three college instructors anchored the new pilot team that began 
teaching CS Principles courses in September 2011. 
19.5.3 Conferences/Workshops 
July 2011 saw TeraGrid’s last annual conference in Salt Lake City, Utah. SDSC played a 
leadership role in many elements of the conference, from organization, to co-chairing the 
Education track, to presenting a full-day tutorial focused on data-intensive computing on 
Dash and Gordon, to a number of individual presentations in the Science, Technology, 
and Gateways tracks.  
Following the SDSC Summer Institutes and the CS Principles Pilot team workshop, 
SDSC participated in the ACM’s 17th SIGKDD Conference on Knowledge Discovery 
and Data Mining, in San Diego, CA. Six SDSC/ UCSD personnel participated in the 
conference and workshops, including Dr. Bob Sinkovits, who presented at that 
conference, and SDSC’s Dr. Natasha Balac, who was the conference co-chair for exhibits 
and demonstrations.  
September 16-17th, SDSC co-hosted a CalIT2 workshop on building an OptIPortable. 
The workshop was specifically for colleagues that were part of the Minority-Serving 
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Institutions Cyberinfrastructure Empowerment Coalition (MSI-CIEC), a project of which 
SDSC’s Baxter is a co-PI. The goal of the workshop was to provide faculty and 
technology leaders from minority-serving institutions around the country with the 
detailed knowledge and hands-on skills to build their own portable OptIPortals 
(OptIPortables) for collaborative research and education. The majority of the 27 attendees 
had attended previous workshops at SDSC and UCSD as part of the past five years’ 
activities of MSI-CIEC and its predecessor MSI-CII project. The workshop was funded 
through an NSF supplementary award to CalIT2’s Tom DeFanti, and the NSF CI-TEAM 
MSI-CIEC award. 
19.5.4 Presentations 
SDSC Education team members Baxter and Mason met in July with a team of six 
international visitors from Egypt who were interested in how the US system of education 
is addressing student learning needs in STEM and in particular, in technology education. 
Following a brief presentation by the SDSC team, the group spent more than an hour at 
SDSC discussing program challenges, lessons learned, and insights that each might gain 
through greater understanding of the approaches and systems of the other country’s 
educational institutions.  
SDSC represented XSEDE with a presentation and campus champion recruitment at CI 
Days at Salish Kootenai College in Montana on August 2, 2011. Follow-up to that 
presentation served to identify a new Campus Champion for the region, which includes 
University of Montana at Missoula, to replace the TeraGrid campus champion who is 
leaving UM for another position. Following the XSEDE presentation, a potential new 
XSEDE user from Salish Kootenai College (Dr. Frank Stomp, computational 
mathematics) expressed interest in testing the Gordon architecture with his algorithms. 
He was provided contact information for Bob Sinkovits, applications lead for Gordon, to 
determine if that new XSEDE resource's architecture would be a good fit for his research 
problems. Dr. Stomp intended to contact Bob when he returned from a three-week trip to 
South America. Additional follow-up with him is planned.   
SDSC Outreach's Baxter met with Dr. Kevin Franklin of UIUC’s ICHASS on 9/9/2011 to 
discuss humanities research applications that might take advantage of XSEDE resources. 
Several potential candidate projects were identified, and discussions are continuing at this 
time regarding next steps for collaborative proposals with Humanities researchers. 
19.6 SP Collaborations  
Ross Walker is collaborating with Rommie Amaro of UC Irvine on a project to develop 
new approaches for the creation of customized therapies to treat virulent flu strains that 
resist antiviral drugs. Using customized executables, specifically tuned for the problem 
being simulated and the Trestles supercomputer at SDSC UCI’s Rommie Amaro and 
Robin Bush along with SDSC’s Ross Walker used the AMBER Molecular Dynamics 
software, co-authored by Walker, to discover how a pocket structure in the influenza 
proteins that promote viral replication can be identified and exploited as a drug target. 
Recent results were published, for H5N1 and H1N1 in Nature: Communications and a 
more comprehensive manuscript is in preparation. 
Wayne Pfeiffer is collaborating with Alexis Stamatakis and Christian Goll of the 
Heidelberg Institute of Theoretical Studies on a project to allow phylogenetic analyses of 
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very large data sets on Trestles. This involves developing a bash script to coordinate and 
automate the execution of RAxML, RAxML-Light, and Parsimonator, all of which have 
been developed under the guidance of Stamatakis.  Pfeiffer hosted Goll for two weeks in 
August to develop an initial version of the script following suggestions from Pfeiffer and 
Stamatakis.  This script works for a small test data set, but will need to be refined for the 
large data sets of interest. 
Amit Chourasia collaborated with Jamison Steidl (ERI/UCSB, NEES@UCSB) on 
visualization of earthquake sensor data, which are intended for education (Grade-5 to 
Undergrad level) and outreach purpose. The visualizations depict that ground motions 
produced by earthquakes are more intense on ground surface than below the surface 
explaining soil amplification effect. The results are available at the following webpage 
http://www.sdsc.edu/us/visservices/projects/nees-ucsb.  
Amit Chourasia initiated collaboration with Darcy Ogden at SIO/UCSD on Visualization 
of Volcano Simulation. 
19.7 SP-Specific Activities  
SDSC is developing and testing preemptive on-demand access for users with applications 
that have urgent computing needs in response to unpredictable events with societal 
implications. This capability will be set up with an alternative “run-at-risk” queue (~5 
nodes) where any users can submit jobs – at a discount – that are subject to preemption. 
In addition, we are developing user-settable reservations for assured access to predictable 
computing needs. There will be a 2X premium in SUs for this service.  
To improve performance and query response times, SDSC upgraded the XSEDE Central 
Database and AMIE servers, both critical components of the XSEDE infrastructure, in 
July 2011. Since then there have been no complaints about response times and the 
services are much more robust. Also, SDSC successfully executed a fail-over and fail-
back to PSC with minimal, acceptable service outage time in response to the September 8 
county-wide power outage. 
19.8 Publications  
Best Technical Track Paper at TeraGrid’11 Conference: “Trestles: A High-Productivity 
HPC System Targeted to Modest-Scale and Gateway Users,” R. L. Moore, D. L. Hart, W. 
Pfeiffer, M. Tatineni, K. Yoshimoto, and W. S. Young, July 2011, Proceedings of 
TeraGrid’11 Conference, Salt Lake City, Utah, ACM 978-1-4503-0888-5/11/07.  
Best Visualization Display Award at TeraGrid 11: "Visualization of M8 Earthquake 
Simulation", July 2011 Amit Chourasia, Kim Olsen, Yifeng Cui, Thomas Jordan, Jun 
Zhou, Patrick Small, Daniel Roten, Geoffrey Ely, Dhabaleswar Panda, John Levesque, 
Steven Day, and Philip Maechling, TeraGrid’11 Conference, Salt Lake City, Utah.  
People's Choice OASCR award at SciDAC 11: "Visualization of M8 Earthquake 
Simulation", July 2011 Amit Chourasia, Kim Olsen, Yifeng Cui, Thomas Jordan, Jun 
Zhou, Patrick Small, Daniel Roten, Geoffrey Ely, Dhabaleswar Panda, John Levesque, 
Steven Day, and Philip Maechling, SciDAC’11 Conference, Denver Colorado.  
“The CIPRES Science Gateway: A Community Resource for Phylogenetic Analyses,” 
M.A. Miller, W. Pfeiffer, and T. Schwartz, Proceedings of TeraGrid ’11 Conference, Salt 
Lake City, Utah, July 2011. 
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“Trestles: A ‘Traditional’ HPC System That Addresses Some Reasons Researchers Go 
To Clouds,” Richard L. Moore, September 19, 2011, Bio-IT Cloud Summit, La Jolla, 
CA.  
"Petascale Kinetic Simulation of the Magnetosphere," Homa Karimabadi, Hoanh Vu, 
Burlen Loring, Yuri Omelchenko, Tamara Sipes, Vadim Roytershteyn, William 
Daughton, Mahidhar Tatineni, Amit Majumdar, Umit Catalyurek, Alper Yilmaz, 
Proceedings of the 2011 TeraGrid Conference: Extreme Digital Discovery, TeraGrid 
2011, Salt Lake City, UT, July 18-21, 2011 (http://dl.acm.org/citation.cfm?id=2016741) 
“Mechanism of 150-Cavity Formation in Influenza Neuraminidase,”Amaro, R., Swift, 
R.V., Votapka, L. Li, W., Walker, R.C., Bush, R., Nature Comm., 2011, 2:388. 
“Carbinolamine Formation and Dehydration in a DNA Repair Enzyme Active Site”, 
Dodson, M.L., Walker, R.C., Lloyd, R.S., PLoS-One, 2011, in revision. 
19.9 Metrics  
19.9.1 Standard systems metrics 
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SDSC Trestles Quarterly Report 
Total NUs Charged by Resource 
XSEDE 
2011-07-01 to 2011-09-30 
 
 
Total NUs Charged by Job Size 
Resource = SDSC-TRESTLES 
2011-07-01 to 2011-09-30 
 
Avg Wall Hours Per Job by Job Size 
Resource = SDSC-TRESTLES 
2011-07-01 to 2011-09-30 
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The error bars associated with the mean values in this figure represent the standard 
deviation of the sampled mean which is the standard deviation divided by the square 
root of N, where N is sample size. 
 
Avg Wait Hours Per Job by Job Size 
Resource = SDSC-TRESTLES 
2011-07-01 to 2011-09-30 
An important service related metric for Service Providers is job wait time.  This metric is 
an important quantifier of the user experience on XSEDE resources and informs policy at 
both the Service Providers and XSEDE (e.g., allocation policies).  Unfortunately due to a 
recently discovered problem with the XSEDE reporting infrastructure for this metric 
alone, data could not be gathered in time for this report. The problem has been identified, 
and the metric will be present in future XSEDE reports. 
 
 
 
 
 
User Expansion Factor by Job Size 
Resource = SDSC-TRESTLES 
2011-07-01 to 2011-09-30 
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Total NUs Charged by Job Wall Time 
Resource = SDSC-TRESTLES 
2011-07-01 to 2011-09-30 
 
 
User Expansion Factor by Job Wall Time 
Resource = SDSC-TRESTLES 
2011-07-01 to 2011-09-30 
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Total NUs Charged by Field of Science 
Resource = SDSC-TRESTLES 
2011-07-01 to 2011-09-30 
 
 
Total NUs Charged by Institution 
Resource = SDSC-TRESTLES 
2011-07-01 to 2011-09-30 
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Total NUs Charged by Principal Investigator 
Resource = SDSC-TRESTLES 
2011-07-01 to 2011-09-30 
 
 
SDSC Dash Quarterly Report 
Total NUs Charged by Resource 
XSEDE 
2011-07-01 to 2011-09-30 
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Total NUs Charged by Job Size 
Resource = SDSC-DASH 
2011-07-01 to 2011-09-30 
 
Avg Wall Hours Per Job by Job Size 
Resource = SDSC-DASH 
2011-07-01 to 2011-09-30 
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The error bars associated with the mean values in this figure represent the standard 
deviation of the sampled mean which is the standard deviation divided by the square 
root of N, where N is sample size. 
 
Avg Wait Hours Per Job by Job Size 
Resource = SDSC-DASH 
2011-07-01 to 2011-09-30 
An important service related metric for Service Providers is job wait time.  This metric is 
an important quantifier of the user experience on XSEDE resources and informs policy at 
both the Service Providers and XSEDE (e.g., allocation policies).  Unfortunately due to a 
recently discovered problem with the XSEDE reporting infrastructure for this metric 
alone, data could not be gathered in time for this report. The problem has been identified, 
and the metric will be present in future XSEDE reports. 
 
 
 
 
 
 
User Expansion Factor by Job Size 
Resource = SDSC-DASH 
2011-07-01 to 2011-09-30 
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Total NUs Charged by Job Wall Time 
Resource = SDSC-DASH 
2011-07-01 to 2011-09-30 
 
 
 
User Expansion Factor by Job Wall Time 
Resource = SDSC-DASH 
2011-07-01 to 2011-09-30 
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Total NUs Charged by Field of Science 
Resource = SDSC-DASH 
2011-07-01 to 2011-09-30 
 
 
Total NUs Charged by Institution 
Resource = SDSC-DASH 
2011-07-01 to 2011-09-30 
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Total NUs Charged by Principal Investigator 
Resource = SDSC-DASH 
2011-07-01 to 2011-09-30 
 
 
19.9.2 Standard User Assistance Metrics 
User Assistance metrics are generated from the ticketing system and include items such 
as tickets created, tickets closed, and response time on tickets. These metrics will be 
generated from the XSEDE central ticketing system in the future but are not available for 
this quarterly report.   
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19.9.3 SP-specific Metrics  
The Trestles system is being targeted to support a large number of modest-scale and 
gateway users, while focusing on productivity of those users, specifically to maintain 
short turnaround times and a responsive user environment. Additional metrics are 
presented below related to the number of users on the system, the turnaround time and 
expansion factors.  
 
 
 
An active user has an allocation and submitted one or more jobs during the period.  Note 
that gateway users like CIPRES submit using a community account. 
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An active PI is defined user has an allocation and submitted one or more jobs during the 
period.   
 
 
 
 
 
 
The majority of jobs ran for at least 18 hours. 
 
 
Number of Jobs run by Job Size (Cores)
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Average Requested Wall Time (Hours) by Job Size (Cores)
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Average System Wait Time (Hours) by Job Size (Cores)
 297 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Average “Scheduler” Expansion Factor by Job Size (Cores)  
(Requested Wall Time + System Wait Time)/Requested Wall Time 
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Average Scheduler Expansion Factor by Requested Wall Time (Hours)
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20 TACC - Service Provider Quarterly Report 
 
20.1 Executive Summary 
The Texas Advanced Computing Center (TACC) at The University of Texas at Austin (UT 
Austin) develops and deploys an integrated infrastructure of advanced computing resources to 
enhance the research and education activities of the faculty, staff, and students at UT Austin, and 
in Texas and across the US through its involvement in various state and national programs, 
including the NSF funded eXtreme Digital Resources for Science and Engineering (XD) project. 
This infrastructure includes high performance computing (HPC) systems, advanced scientific 
visualization (SciVis) systems, data servers and storage/archival systems, grid computing servers, 
IT systems, high-bandwidth networks, and a comprehensive software environment comprising 
applications, tools, libraries, databases, and grid software. TACC services include technical 
documentation, consulting, and training in HPC, SciVis, and grid computing. 
A significant upgrade to the Lonestar compute cluster was completed, integrating GPGPU and 
large memory nodes into the configuration, and extending the capabilities offered by the system 
to the user community at large. 
TACC staff made considerable contributions to the XSEDE teams engaged to affect the 
successful transition of the NSF TeraGrid project to the new XD project. Significant effort was 
expended in the User Services User Engagement, User Interaction & Interfaces, and Training 
activities, XSEDE web site, and the Extended Collaborative Support Services area. 
TACC continues to take a leadership position in XSEDE training efforts by offering 9 training 
workshops attended by 225 students during the reporting period. The annual TACC Summer 
Supercomputing Institute was again a success, this year with over half the attendees coming from 
outside Austin. The Cornell University team continued to add to and improve the Ranger virtual 
workshop. 
20.1.1 Resource Description 
 
1.1.1.1  Sun Constellation Linux Cluster (Ranger) 
The TACC Sun Constellation Cluster contains 62,976 cores (2.3 GHz) within 3,936 Sun 
Constellation blades (nodes), an X4600 Rocks master node, 4 X4600 user login nodes, 4 X4600 
user gridftp nodes, 4 X4600 data movers, 2 X4600 nodes dedicated to supporting the SGE batch 
system, 2 X4600 external management service nodes, 2 X4600 InfiniBand subnet management 
nodes, an X4100 software build node, and 6 X4600 metadata server nodes to support the Lustre 
parallel file systems.  Multiple work and home file systems are configured from 1.7 PB of storage 
managed by the Lustre parallel file system management software.  Two Sun Data Center 3456 
switches are the core of an InfiniBand fabric through which all components are connected.  The 
basic configuration is as follows: 
 3936 Sun Constellation Blade Servers, each with 
o four quad-core 2.0 GHz processors 
o 32 GB of Memory 
o 8 GB flash drive 
 1.7 PB of storage managed by the Lustre Parallel File System software 
 InfiniBand Interconnect 
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1.1.1.2  Dell Westmere Linux Cluster (Lonestar)
4
 
The TACC Dell Westmere Cluster contains 22,656 compute cores (3.33 GHz) within 1,888 Dell 
PowerEdge M610 compute blades (nodes), 15 PowerEdge R610 compute-I/O server-nodes, and 2 
PowerEdge M160 login/management nodes.  Each compute node has 24 GB of memory, and the 
login/development nodes each have 24 GB.  The system storage includes a 421 TB parallel 
WORK Lustre file system, a 841 TB parallel SCRATCH Lustre file system, and 275 TB of local 
compute-node disk space (146GB/node).  A QDR InfiniBand switch fabric interconnects the 
nodes (I/O and compute) via a fat-tree topology, with a point-to-point bandwidth of 40Gb/sec.  
The basic configuration is as follows. 
 
 1888 Dell PowerEdge M610 Blade Servers, each with 
o Dual Intel Westmere 6-core, 3.33 GHz processors 
o 24 GB of Memory 
o 146 GB of Local Disk 
 5 Dell PowerEdge R910 servers, each with 
o Four 6-core, 2.0 GHz Intel Xeon processors 
o 1 TB of Memory 
o 292 GB of Local Disk 
 8 Dell PowerEdge C6100 servers, each with 
o Two NVIDIA M2070 GPUs 
o Two 6-core, Intel Xeon X5670 2.93 GHz processors 
o 24 GB of Memory 
o 146 GB of Local Disk 
o 16-lane PCI Express to Dell C410x PCI expansion box housing the NVIDIA 
GPUs 
 421 TB Lustre Parallel File System (WORK) 
 841 TB Lustre Parallel File System (SCRATCH) 
 QDR InfiniBand Interconnect 
 
1.1.1.3  DELL/NVIDIA Visualization and Data Analysis Cluster (Longhorn) 
The TACC DELL/NVIDIA Visualization & Data Analysis Cluster, Longhorn, is a hybrid 
CPU/GPU system designed for remote, interactive visualization and data analysis.  In addition, 
Longhorn supports production, compute-intensive calculations on both the CPUs and GPUs via 
off-hour queues.  The large, per-node memory is intended to support serial and parallel 
visualization and analysis applications that take advantage of large memories, multiple computing 
cores, and multiple graphics processors.  Longhorn is an ideal companion resource for working 
with large data sets created on Ranger, since Longhorn can directly access Ranger's Lustre 
parallel file system through a 10 GigE network link.  
The system consists of 256 dual-socket nodes, each with significant computing and graphics 
capability.  Total system resources include 2048 compute cores (Nehalem quad-core), 512 GPUs 
(128 NVIDIA Quadro Plex S4s, each containing 4 NVIDIA FX 5800s), 13.5 TB of distributed 
memory and a 210 TB global file system.  Longhorn configuration details can be found below.  
128 NVIDIA Quadro Plex S4s, each with 
                                                     
4 Began production on February 1, 2011. 
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 4 NVIDIA FX 5800 GPUs 
 16GB Graphics Memory (4GB per GPU) 
 2 independent graphics busses, one per GPU pair 
240 Dell R610 Compute Nodes, each with 
 2 Intel Nehalem quad-core processors (8 cores) @ 2.53 GHz 
 48GB RAM 
 73GB local disk 
 connected to 2 dedicated NVIDIA FX 5800 GPUs via Quadro Plex graphics bus 
16 Dell R710 Compute Nodes, each with 
 2 Intel Nehalem quad-core processors (8 cores) @ 2.53 GHz 
 144GB RAM 
 73GB local disk 
 connected to 2 dedicated NVIDIA FX 5800 GPUs via Quadro Plex graphics bus 
Mellanox QDR InfiniBand Interconnect 
14 Dell PowerVault MD1000 Direct Attached Storage Arrays (210TB global file system, 
managed by the Lustre Parallel File System) 
1.1.1.4  Terascale Sun Visualization Cluster (Spur) 
 
TACC’s Terascale Sun Visualization Cluster contains 128 compute cores, 1 TB aggregate 
memory and 32 GPUs.  Spur acts not only as a powerful stand-alone visualization system:  it also 
enables researchers to perform visualization tasks on Ranger-produced data without migrating to 
another file system and to integrate simulations and rendering tasks on a single network fabric.  
The cluster consists of the following hardware: 
 
 1 Sun Fire X4600 server with 2 NVIDIA Quadro Plex model 4.  The X4600 contains 8 
dual-core CPUs (16 cores total) and 256GB of RAM.  Each Quadro Plex model 4 
contains 2 NVIDIA Quadro FX5600 GPUs; 
 1 Sun X4400 servers, with 4 quad-core CPUs (16 cores total) and 128GB of RAM, 
connected to 2 NVIDIA Quadro Plex model 4.  Each Quadro Plex model 4 contains 2 
NVIDIA Quadro FX 5600 GPUs; 
 6 Sun X4400 servers, each with 4 quad-core CPUs (16 cores total) and 128GB of RAM, 
and each connected to an NVIDIA Quadro Plex S4.  Each Quadro Plex S4 contains 4 
NVIDIA Quadro FX 5600 GPUs; and 
 Total system capability: 128 cores, 1TB aggregate memory, 32 GPUs. 
 
Because Spur shares Ranger's interconnect fabric and file systems, researchers will be able to 
easily transition between HPC runs to generate and visualize data.  Furthermore, visualization 
software is able to harness both the rendering power of the graphics hardware and the compute 
power of Ranger to enable the analysis of terascale and larger data sets. 
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20.2 Science Highlights 
 
XSEDE/TACC Q3 2011 Science Highlights: 
 
 TACC, XSEDE Take Visualization Training on the Road [Download PDF version] 
Collaboration with Southeastern University Research Association provides visualization 
workshops to minority serving institutions 
 
 Seeing is Believing  
XSEDE visualization and data analysis resources help researchers derive insights from 
massive data sets 
 
 Sharpening Electron Imaging [Download PDF version] 
XSEDE supercomputers help researchers at the National Center for Macromolecular 
Imaging define virus structures 
 
 Effective Defects [Download PDF version] 
University of California researchers explore defects in diamonds and other materials 
useful for quantum computing 
 
Aaron Dubrow, aarondubrow@tacc.utexas.edu 
 
Effective Defects 
University of California researchers explore defects in diamonds and other materials useful for 
quantum computing 
 
Quantum computing may represent the next major 
evolution in technology. In theory, it will allow for faster 
and more complex computations using a fraction of the 
energy by encoding information in the wave function of 
an atom rather than by using 0s and 1s.  
 
One of the most promising implementations of quantum 
computing involves a defect in diamonds that leads to a 
missing carbon in the material's matrix, with a nitrogen 
atom located nearby. One can control where the nitrogen 
vacancy (NV) is formed and probe it accurately with laser 
beams. NV centers in diamonds can operate at room 
temperature, rather than requiring near absolute zero 
temperatures, as other quantum computing systems do. 
Also, electrons in the NV center can remain coherent for a 
long time and can be manipulated by outside forces. 
 
  
Artist's rendering of a defect in silicon 
carbide that is predicted to be a good qubit 
for quantum computing. Image courtesy of J. 
R. Weber et al., and rendered by Peter 
Allen. 
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Chris Van de Walle, professor of Materials at the University of California, Santa Barbara, an 
expert in defects and impurities, has been working closely with David Awschalom, an 
experimentalist and leading quantum-computing expert, to expose the atomic-level dynamics of 
the diamond center. Van de Walle's simulations on the Ranger supercomputer at the Texas 
Advanced Computing Center (TACC) matched experimental results for the NV center. Ranger is 
one of the resources of the Extreme Science and Engineering Discovery Environment (XSEDE), 
the most advanced, powerful, and robust collection of integrated advanced digital resources and 
services in the world. 
 
Since diamonds are expensive and difficult to work with, researchers are using Ranger to perform 
simulations of alternative materials, including silicon carbide (SiC). The researchers found that 
the properties of the silicon carbide center are in many ways similar to the NV center in diamond 
and hence suitable for qubits, the processing unit in quantum computers.  
 
The research results were published in the May 2010 edition of the Publication of the National 
Academy of Science and are inspiring new ideas for quantum computing implementations. 
 
 
Sharpening Electron Imaging 
XSEDE/TACC supercomputers help researchers at the 
National Center for Macromolecular Imaging define virus 
structures such as HIV, herpes and bacteriophages 
 
Cryo-electron microscopy (Cryo-EM) captures electrons 
diffracting off a sample to form a two-dimensional image, 
which contains structural details of molecules on a sub-
nanometer scale. To construct a useful three-dimensional 
model from 50,000 or 100,000 particle images, researchers 
turned to the advanced computing resources at the Texas 
Advanced Computing Center, a partner in the Extreme 
Science and Engineering Discovery Environment (XSEDE). 
 
The three-dimensional density maps created by Cryo-EM are extremely difficult for human 
beings to comprehend. Therefore, Wah Chiu, director of the National Center for Macromolecular 
Imaging at the Baylor College of Medicine, created algorithms to simplify the representations of 
the density in terms of lines, curves and the connectivity from one amino acid to another in a 
protein molecule. 
 
Chiu is applying this approach to uncover the dynamics of viruses in their native environment. 
Working with colleagues at Baylor, Chiu resolved precise images of several bacterial and animal 
viruses to understand how they change shape and package the viral DNA during the virus 
maturation process. 
 
  A 
still from an animation that elucidates the 
dynamics of a bacteriophage procapsid, 
using a 3.8 angstrom cryo-EM map and 
model. [Courtesy of Wah Chiu, Baylor 
College of Medicine] 
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“The shell of the virus is not a static object. It can breathe and expand, and that expansion 
requires a structural rearrangement of the proteins,” Chiu said. “In our model, we were able to see 
that rearrangement and explain exactly how the change takes place within one protein and at the 
interfaces among all its neighboring proteins." 
 
The resolved models illustrate "before and after" images of the virus, first empty, and then filled 
with viral DNA. To enact the transformation, some amino acids are forced apart while others are 
moved closer to each other, making way for the negatively charged DNA to enter the virus.    
 
This discovery has important ramifications for many infectious diseases, including HIV, herpes 
and bacteriophages. Chiu's research findings were published in the Proceedings of the National 
Academy of Science (January and July 2011), Structure (May 2011), and the Journal of Structural 
Biology (May 2011). 
 
 
Seeing is Believing 
XSEDE visualization and data analysis resources help researchers derive insights from massive 
data sets 
 
The process of scientific visualization converts data — from 
sensors, DNA sequencers, social networks, and massive HPC 
simulations and models — into images that can be perceived by 
the eye and interpreted by the human mind. 
 
In 2010, the National Science Foundation (NSF) supported the 
deployment of two state-of-the-art visualization and data 
analysis systems at the Texas Advanced Computing Center 
(TACC) and the National Institute for Computational Sciences 
(NICS) that are part of the Extreme Science and Engineering 
Discovery Environment (XSEDE). Together, they increase the 
visualization capability of the open science community by an 
order of magnitude. 
 
The results emerging from the systems have been encouraging. 
 
Longhorn has been able to visualize incredibly huge data sets to 
enable David LeBard, a postdoctoral fellow in the Institute for 
Computational Molecular Science at Temple University, and his collaborator Dmitry V. 
Matyushov, to study the instabilities in a burning helium flame. 
 
With their analysis code, they were able to get a speedup of 16,000 times on Longhorn, which has 
given insight into the physics of the protein-water interface, and allowed them to understand at a 
 
Physical Chemistry Chemical Physics 
Cover, December 2010, LeBard and 
Matyushov. Protein–water electrostatics and 
principles of bioenergetics analyzed on 
Longhorn. 
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more fundamental level how nature designs proteins to catalyze reactions under non-extreme 
conditions. Results of the research appeared in the Journal of Physical Chemistry B. and were 
featured on the cover of Physical Chemistry Chemical Physics in December 2010.  
 
Researchers on Nautilus have performed unprecedented species modeling in the Great Smoky 
Mountains National Park, a biodiversity hot spot. 
 
“Nautilus has been a critical enabling resource for the GlobalNet project in several ways,” said 
Kalev Leetaru, Senior Research Scientist for Content Analysis at the National Center for 
Supercomputing Applications (NCSA). “Most visibly, the ability to instantly leverage terabytes 
of memory in a single system image has allowed the project for the first time to move beyond 
small 1 to 5 percent samples to explore the dataset as a whole, leading to numerous fundamental 
new discoveries simply not possible without the ability to analyze the entire dataset at once.” 
 
From early 2010 to June 2011, Longhorn and Nautilus supported more than 750 projects, totaling 
about 11.4 million computing hours (the equivalent of 1250 years on a single desktop system). 
 
 
20.3 User-facing Activities  
 
20.3.1 System Activities 
Ranger/Spur 
Lonestar 
TACC upgraded the Lonestar cluster, enabling users access to large memory nodes and graphics 
processing units (GPUs) in addition to the initially deployed 1888  compute nodes (22,656 
compute cores.) Made possible through funding from the UT System Research 
Cyberinfrastructure project, the additional nodes “round-out” the system – users can now 
accomplish trillions of computations per second, solve problems that require huge amounts of 
memory, utilize GPUs to solve their computational problems, and remotely visualize their results, 
all using the same system. 
 
The upgrade included five Dell PowerEdge R910 servers, each with four, 6-core 2.0GHz Intel 
Xeon processors, 1TB of memory and QDR InfiniBand connectivity. These large memory nodes 
are ideally suited for tasks requiring large amounts of memory, such as pre- and post-processing 
of data for large scale compute jobs. 
 
Also new to the configuration are eight Dell C6100 server nodes, each with two NVIDIA M2070 
GPUs. Each C6100 contains two, 6-core Intel Xeon X5670 2.93GHz processors, 24GB of 
memory, a QDR InfiniBand card, and a 16-lane PCI-Express interface card which connects to a 
Dell C410x PCI expansion box housing the NVIDIA GPUs. The latest NVIDIA CUDA 4.0 
software stack is available which will give users access to the NVIDIA CUDA tools and libraries. 
The nodes are also configured to allow for remote visualization. 
Longhorn 
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Longhorn was previously connected to Ranger’s file system through the login node, but users 
wanting to visualize data generated on Ranger were required to physically transfer the data over 
to Longhorn’s local parallel file system. Longhorn’s compute nodes have been directly connected 
to Ranger’s file system by using six standalone servers with two InfiniBand HCAs installed per 
server.  One HCA is cabled in to Ranger's InfiniBand fabric, while the second is cabled into 
Longhorn's separate InfiniBand fabric.  Using Lustre 1.8.x portal software, the servers are 
configured to route Lustre I/O traffic between the two unique InfiniBand fabrics, allowing 
Ranger's $WORK and $SCRATCH file systems to mount natively on Longhorn's compute nodes. 
The portal routers automatically balance network load across the servers and can be dynamically 
added or removed.  Performance tests accessing Ranger's file system from Longhorn indicate that 
near-line wire speed can be achieved into Ranger's SDR IB fabric. 
20.3.2 Services Activities 
All resources 
In its role as a user champion TACC staff contacted 62 PIs with new or renewal awards granted 
for the allocation period beginning July 1, 2011.  Responses were received from 21 PIs and 
TACC staff members resolved any user issues or referred them to the appropriate site for 
resolution. TACC also initiated contact with 91 “startup” principal investigators whose 
allocations began in June 2011, July 2011, and August of 2011.  Responses were received from 
17 PIs and TACC staff members resolved any user issues or referred them to the appropriate site 
for resolution.  TACC staff continued to facilitate special user requests, including resource usage 
outside normal queue limits, high priority in order to meet deadlines, and special allocation 
requests to prevent user research projects from coming to a halt. 
Ranger/Spur 
Lonestar 
TACC greatly increased software support for the computational biology community by installing 
or updating over a dozen genomics, bioinformatics, and molecular dynamics packages.  Many 
genomics users will now find that they can seamlessly use Lonestar and Ranger to implement 
their pipelines without installing additional software.  These new capabilities have already 
incorporated these new capabilities into the training modules that are offered for XSEDE and 
non-XSEDE users.  Plans are to continue to expand the biology-related software modules and 
develop online resources and example files to assist users in fully utilizing these new tools. 
Longhorn 
The Longhorn Visualization Portal (portal.longhorn.tacc.utexas.edu) serves as an alternative 
front end to Longhorn for those users wishing to use a web based authentication and windowing 
system. The portal has been developed in conjunction with the TeraGrid User Portal development 
team and has a similar look and feel. The portal is designed to lower the barriers to entry and 
serves as a tool for outreach to those communities that do not have significant experience using 
visualization tools. The portal was deployed coincident with friendly user mode (November 15, 
2009). A fully functional version of the user portal was deployed when Longhorn was put into 
production (January 4, 2010). The Longhorn Visualization portal is one of the mechanisms 
employed to make available academic software products and serves as a framework for rapidly 
integrating new visualization technologies from leading research teams to increase user 
capabilities throughout the project. 
Work on the Longhorn Visualization portal since deployment has been focused on improving the 
usability and making it more robust. The job submission protocol through the Longhorn 
Visualization portal has been improved to be more robust and to give more interactive feedback 
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regarding jobs and possible resulting errors. Additionally, efforts have been made to expand the 
job submission parameters to allow users to submit parallel jobs. Of note is the allocations view 
for users to view their allocations. Users can see all details on their personal allocations. Log files 
are kept daily to track the number of jobs submitted through the Longhorn Visualization portal. 
To date, 4597 jobs have been successfully submitted through the portal. Users can view their 
allocations, submit jobs, and interact with VNC or EnVision guided visualization sessions 
through the web browser. The portal simplifies job submission, management, and connection 
procedures for the user. Users can now specify the VNC desktop resolution to better suit their 
display. In particular, this makes the Longhorn Visualization Portal more useful for those with 
large displays/resolutions. Users can also specify wayness for parallel jobs. Wayness controls the 
number of processes per node, and is an important parameter for those running parallel jobs. The 
Longhorn Visualization Portal can also launch two other session types: iPlant tree viewer 
sessions, and NARA sessions. These sessions are only available to specific groups of users, but 
allow those groups to use the Longhorn Visualization Portal in their research projects. 
Additionally, the Longhorn Visualization Portal team is progressing with EnVision-Kitware 
collaborations to unify the interfaces and deploy through the Kitware software modules. 
The figure below shows the number of jobs submitted to the portal over the life of the project. 
 
Number of jobs submitted through the Longhorn Visualization Portal 
 
The Longhorn Visualization Portal team has been collaborating with Dave Semeraro at NCSA 
who is leading the Nautilus Portal development. They have been answering questions from him 
about the design and implementation of the Longhorn Visualization Portal, to aid them in the 
design and implementation of their portal. For more details, see the RDAV wiki at:  
https://wiki-rdav.nics.tennessee.edu/index.php/RDAVwiki:Community_Portal. 
 
20.4 Security 
There were no security incidents at TACC within the reporting period. 
20.5 Education, Outreach, and Training Activities 
TEOS highlight: 
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TACC Takes Visualization Training on the Road  
Collaboration with Southeastern University Research Association provides visualization 
workshops to minority serving institutions 
 
Not every college and university in the U.S. has its own computational cluster. This, in part, was 
the impetus for the National Science Foundation's TeraGrid program and its follow-on, the 
Extreme Science and Engineering Digital Environment (XSEDE) to offer advanced computing 
resources to researchers across the country, no matter how large or small their institution. 
 
The Texas Advanced Computing Center (TACC), a service provider in XSEDE, partnered with 
the Southeastern Universities Research Association (SURA) to deliver visualization training in 
Virginia, Washington, D.C., Florida and Texas. 
The training reached more than 200 faculty researchers and students, and extended the number of 
researchers from smaller, minority serving institutions who know about, and are able to use, 
XSEDE systems.  
 
The majority of people that attend the workshops have 
zero or very nominal exposure to XSEDE. Workshop 
locations included Norfolk State University (a 
Historically Black University), the University of Central 
Florida, University of Miami, and the SURA offices in 
Washington, DC. Faculty-student research teams from 
Florida A & M University, Howard University, and 
Morgan State University attended the workshops as 
well. 
 
Participants learned how to operate some of the most common scientific visualization software, 
how to get an allocation on XSEDE, and how to access the Longhorn Visualization Portal, a 
website that lets scientists visualize massive datasets from the comfort of their offices. 
Importantly, the workshops dovetail with the emerging ability to perform visualization remotely, 
which is an increasingly important capability supported by the National Science Foundation. 
 
"If we're not bringing in more folks from diverse and underrepresented communities, we're not 
going to have much of a scientific and technological workforce," said Linda Akli, program 
manager of IT Initiatives for SURA and the organizer of the workshops. "There's an untapped 
pool of talent and it's critical to get them engaged if we're going to continue to have leadership in 
innovation and technology." 
20.5.1 Outreach 
The Austin Forum on Science, Technology & Society 
In this quarter, TACC hosted a total of 3 monthly Austin Forum events with invited 
speakers from areas of interest focused on science and technology. The goal of The 
Austin Forum on Science, Technology & Society is to engage and educate the Austin 
community about the numerous ways in which science and technology enhance the 
  
Faculty and students attend a visualization 
training workshop at Norfolk State University, 
sponsored by SURA and TACC. 
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quality of their everyday life, as well as the health, prosperity and security of the nation. 
One hour is devoted to a presentation and Q&A discussion between the speaker and 
guests. Ample time for networking is offered, both preceding and following the speaker 
presentation. A total of 416 people attended The Austin Forum.  
TACC staff attended and contributed to the TG’11 Conference and the IEEE Cluster 2011 
Conference. TACC Director, Jay Boisseau, was the general chair of IEEE Cluster 2011 
and several TACC staff handled the logistics. Presentations at both conferences given by 
TACC staff are listed in the Publications section (1.8) of this report. 
TACC Facility Tours 
From K-12 and higher education groups, TACC conducted facility tours, impacting 632 people 
(27% were under-represented). An overview of XSEDE and TACC were given at each event. 
 
The following table lists TACC outreach activities during the reporting period. 
Type Title Location Date(s) Number of 
Participants 
Number of 
Under-
represented 
people 
The Austin Forum 
on Science, 
Technology & 
Society 
“Cyberinfrastructure to Feed the 
World” with Dan Stanzione/Matt 
Vaughn 
AT&T 
Conference 
Center 
7/5/11 121 
Not tracked. 
Vislab Tour BCCHEA (Homeschooled group) Vislab 7/12/11 24 Not tracked. 
Vislab Tour Breakthrough Austin (6
th
 grade) 
Vislab 
7/21/11 61 
 
52 
 
Vislab Tour Honors Colloquium (12
th
 grade) Vislab 7/22/11 21 5 
Vislab Tour Shadow a Scientist (6
th
 grade) Vislab 7/22/11 1 0 
Vislab Tour Shadow a Scientist (6
th
 grade) Vislab 7/27/11 5 0 
Vislab & Ranger 
Tours 
Texas State Technical College 
Vislab/ PRC 
7/28/11 13 0 
Vislab & Ranger 
Tours 
UT Continuing & Innovative 
Education (IT leaders) 
Vislab/ PRC 
7/29/11 9 1 
The Austin Forum 
on Science, 
Technology & 
Society 
“Emerging Age of Predictive 
Computational Science” with Dr. 
Tinsley Oden 
AT&T 
Conference 
Center 
8/2/11 180 Not tracked. 
Ranger Tour Shadow a Scientist (6
th
 grade) PRC 8/3/11 3 1 
Vislab Tour Water Works Robotics Camp Vislab 8/4/11 20 17 
Vislab Tour 
Velocity Prep- Skillpoint Alliance 
Presentations 9-12
th
 grade + 
community) 
Vislab 
8/12/11 40 20 
Meetup 
HPC & GPU Supercomputing Group 
of Austin Meetup (academics, 
industry professionals, practitioners, 
and students) 
PRC 
8/19/11 30 4 
Vislab Tour 
East Austin College Preparatory 
Academy (6
th
 grade) 
 
Vislab 
8/23/11 21 21 
The Austin Forum “Cybersecurity Today: Trends, Risk AT&T 9/6/11 115 Not tracked. 
 311 
on Science, 
Technology & 
Society 
Mitigation and Research” with Brad 
Englert and Panel 
Conference 
Center 
Vislab Tour UT Student Engineering Council  Vislab 9/23/11 4 2 
Exhibit 
Environmental Science Institute Hot 
Science Cool Topics (6-9
th
 grade) 
Welch Hall 
9/23/11 300 Not tracked. 
Vislab Tour 
UT Women in Engineering Program 
FIG  
Vislab 
9/28/11 23 23 
Vislab Tour 
UT Science Undergraduate 
Research Group 
Vislab 
9/30/11 57 26 
20.5.2 Education 
TACC’s scientific computing curriculum Spring 2011 courses continued to generate student 
interest, with a total of 58 undergraduate and graduate students enrolled. TACC staff taught two 
courses: Introduction to Scientific Programming (11 graduate students and 19 undergraduates), 
and Parallel Computing for Scientists & Engineers (21 graduates and 7 undergraduates). Students 
in both courses were assigned accounts on TACC systems; students in the parallel computing 
course had accounts on Ranger. These courses are two of five taught by TACC staff at The 
University of Texas at Austin in the Division of Statistics and Scientific Computation. 
1.5.3 Training 
TACC hosted 9 training workshops during the reporting period including the annual, week-long 
Summer Supercomputing Institute (SSI) that was held the week of August 1, 2011. A total of 225 
students attended the workshops, including 40 students from underrepresented communities. The 
following table lists the date, title, location, attendance, and number of students from 
underrepresented communities for each workshop. 
 
Date Workshop Location Attendance 
Underrepresented 
Community 
7/10/2011 iPlant Workshop St. Louis 46 NA 
8/1-5/2011 TACC SSI 2011 TACC 34 12 
8/10-
11/2011 
GPGPU Workshop Texas A&M 
Univ. 
10 1 
8/11/2011 Intro. to HPC for Life Scientists TACC 28 5 
9/8/2011 Intro. to Scientific Visualization on Longhorn TACC 10 4 
9/12-
13/2011 
Intro. to Parallel Computing on Ranger and 
Lonestar 
TACC 16 3 
9/15/2011 Fortran 90/95/2003 for HPC TACC 60
1 
10 
9/22/2011 Linux/Unix Basics for HPC TACC 15 5 
9/30/2011 PerfExpert IEEE Cluster 
2011 
6 NA 
1
48 attended via webcast    
 
Staff members at the Center for Advanced Computing at Cornell University made the Virtual 
Workshop modules listed below available through the new XSEDE User Portal, in addition to the 
TACC User Portal.   The workshop provides users access to twenty-two training modules with 
new modules under development and existing modules being reviewed for updates.  Users who 
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are logged in to the XSEDE portal can pass-through to the Virtual Workshop, or they can use 
guest registration.  A number of glossary definitions were revised and new terms were added. 
Available Modules 
An Introduction to Linux  
An Introduction to C Programming 
An Introduction to Fortran Programming   
Python on Ranger and Lonestar (updated) 
Balancing Scripts and Compiled Code in Scientific Applications  
MATLAB Programming   
Parallel Programming Concepts and High-Performance Computing  
Ranger Environment  
Message Passing Interface (MPI)  
MPI Point-to-Point Communications  
MPI Collective Communications 
MPI One-Sided Communication  
MPI Advanced Topics  
OpenMP  
Hybrid Programming with OpenMP and MPI  
Profiling and Debugging  
Optimization and Scalability  
Computational Steering 
Large Data Visualization 
ParaView 
VisIt  
Using Databases 
Modules Under Development  
Advanced Batch 
Allocations 
Distributed Debugging Tool (DDT)  
Multi-node Map Reduce  
Parallel I/O  
Profiling with mpiP  
Modules Being Updated 
MPI Collective Communications  
Large Data Visualization 
ParaView 
VisIt 
 
 
Virtual Workshop Usage 
 Page Loads Unique Visitors First Time Visitors Returning Visitors 
Q1 ‘11 4456 920 730 190 
Q2 ‘11 16281 2988 2509 479 
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July – Sept 2011 9,208 2,905 2,457 448 
Note: the Q2 ’11 numbers were a result of high activity after an online news release on the 
Virtual Workshop was sent out. 
 
In addition to the above workshops TACC provided training accounts on TACC/XSEDE 
resources in support of the following training events. TACC also assigned HPC, visualization, 
and systems staff to be available during the workshops to provide help if required and ensure the 
systems were configured to support hands-on training activities. 
Date Workshop 
7/12-15/2011 Virtual School of Computational Science and Engineering 
7/18/2011 TeraGrid 11 Tutorials 
8/7-11/2011 2011 European-US Summer School on HPC Challenges in Computational Sciences 
8/15-17/2011 Berkeley Par Lab Boot Camp – Short Course on Parallel Programming 
 
20.6 SP Collaborations 
None. 
 
20.7 SP-Specific Activities 
Ranger 
Ranger, in its fourth year of production, remains a highly reliable workhorse resource for XSEDE 
users.  Even with newer systems coming online, requests to use Ranger still far exceed our 
capacity to provide time on the system (by a margin of more than 3 to 1).  One of the most 
interesting simulations to run on Ranger during the past quarter (of more than 120,000 for 986 
different projects) was a simulation of the propagation of the shock waves through the entire 
planet following the Japanese earthquake.  This just-published result was featured in an NSF 
science highlight.  The Technology Insertion efforts on Ranger are also showing some long term 
impacts.  The "perfexpert" tool, which was built to greatly simplify the use of the many 
performance counter packages we have made available on the system, has now been installed on 
Kraken and Jaguar at Oak Ridge National Labs, and a visit to the lab by the team found an 
enthusiastic and thriving user community.  This particular package will continue to be useful long 
after the Ranger system is shut down. 
Lonestar 
Members of the HPC and Advance Computing Systems groups worked with the the Grace group 
at the Center for Space Research at UT Austin to port their code and  data files from Champion 
(IBM Power5) to Lonestar (x86_64 Dell Linux cluster).  Assistance was focused on changing 
routines to use MKL and other solvers and then validating those results against previous runs 
from the IBM. Also there was considerable conversion of data sets from big to little endian. 
Longhorn 
As part of the Longhorn XD Vis project, NCAR efforts this quarter were focused on preparing 
the 2.1 release of VAPOR, which will contain many of the new capabilities developed 
under this award, such as hedgehog plots, and display of 3D scene files. Regression 
testing is wrapping up, and a release candidate will be made available for friendly user 
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testing by the end of September, with a general release of a stable packaged planned for 
the end of the calendar year. In addition to release preparation efforts work continued on 
restructuring VAPOR’s internal data model as part of the second phase of the project’s 
extensible architecture goals. Besides facilitating the extension of VAPOR by 3
rd
 parties, 
the new data model will provide the flexibility to accommodate more specialized 
computational grids such as stretched, terrain following, staggered, and the bi-polar and 
tri-polar grids popular with the global ocean circulation modeling community. Also, 
missing data values – commonly found in many earth sciences simulations – will be 
properly treated with the new data model. This quarter partial integration of the data 
model into VAPOR’s volume rendering and isosurface rendering engines has been 
achieved (support for missing values and stretched grids in the volume rendering engine 
will be added next quarter). Complete integration with the volume rendering engine, as 
well as all the remaining renderers, is planned for the next reporting period. As part of 
NCAR’s training and outreach efforts the team participated in the TACC’s Summer 
Supercomputing Institute, providing a 2-hour tutorial on VAPOR to approximately 35 
participants from around the country. The team also provided training to TACC staff so 
that TACC could in turn offer their own future VAPOR tutorials. Additionally, an effort 
is underway to modernize and update user documentation and training materials, moving 
away from static PDF documents to fully web based (drupal) documentation. Lastly, two 
animations produced with VAPOR won awards at the DOE sponsored SciDAC 
Visualization Night. One of the animations, titled Stellar Magnetism, was a collaboration 
between NCAR staff, award partners at the U. of Utah, and astrophysicists at the U. of 
Wisconsin. The award-winning visualization was generated on the Longhorn system at 
TACC. 
As part of the Longhorn XD Vis project, co-PIs Pascucci and Hansen at The Univeristy of Utah 
led a team to implement of an OpenGL interface to the Manta ray-tracer.  This was used with 
NCAR's VAPOR to produce an animation on Longhorn of a TeraGrid simulation from Ranger. 
The video was awarded an OSCAR at the DOE SciDAC conference in June. The team conducted 
development and testing of new ray-tracing integration mechanism into Paraview. This work is 
involving a number of scaling studies on Longhorn to improve performance. This work follows 
and extends the work presented recently at the Eurographics Symposium on Parallel Graphics and 
Visualization [2]. Additionally, the team conducted development and testing of parallel IDX 
library for large-scale simulations based on the Visus infrastructure. This new parallel IDX dump 
library for scientific simulations and streaming has been tested on an experimental web server 
installed at NERSC and will connect directly to the same web server installed on longhorn for 
connection to uinta simulations run on ranger. The results of this work will be presented and 
appear in the proceedings of the IEEE Cluster conference held in Austin Texas in September 26-
30 2011 [1]. The team developed and tested a parallel and out of core computing algorithm for 
Poisson solver applied to large scale data. The work is based on the visus infrastructure and 
includes both local adaptive computation for interactive visualization as well as global 
computation on a cluster including MPI, threaded and GPU processing. The initial parallel 
implementation has been presented at the Eurographics Symposium on Parallel Graphics and 
Visualization 2011 [5]. The adaptive out-of-core techniques have been presented at SIGGRAPH 
2011 [4]. The map-reduce parallel version has been presented in CPhoto 2011 [3]. Finally the 
combined MPI-threaded-GPU approach will be presented at the IEEE International Conference 
on Parallel and Distributed Systems [6]. The team developed and tested new topological and 
statistical data analysis techniques for features of interest in DNS data computed on ranger. 
Preliminary results from the technique will presented at the next IEEE VIS conference in October 
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2011 [7]. For the current work in progress two new papers have been prepared and submitted to 
the IEEE Pacific Vis Symposium 2012. 
Recent publications: 
 [1] Sidharth Kumar and Brian Summa and Giorgio Scorzelli and Valerio Pascucci and 
Venkatram Vishwanath and Philip Carns and Robert Ross and Jacqueline Chen and 
Hemanth Kolla and Ray Grout, PIDX: Efficient Parallel I/O for Multi-resolution Multi-
dimensional Scientific Datasets}, 
IEEE Cluster 2011, Austin Texas, to appear. 
 [2] Ize, Thiago, Brownlee, Carson, Hansen, Chuck, Real-time ray tracer for visualizing 
massive models on a cluster, EGPGV 2011. 
 [3] B. Summa, H. T. Vo, C. Silva, and V. Pascucci, Massive Image Editing on the Cloud, 
Proceedings of the IASTED International Conference on Computational Photography 
(CPhoto 2011), Vancouver, BC, Canada, June 1–3, 2011.  
 [4] B. Summa, G. Scorzelli, M, Jiang, P.-T. Bremer, V. Pascucci, Interactive Editing of 
Massive Imagery Made Simple: Turning Atlanta into Atlantis, ACM Transactions 
on Graphics, Vol. 30, 2, Article 7 (April 2011).  Invited talk at SIGGRAPH, Aug 2011, 
Vancouver. 
 [5] S. Phillip, B. Summa, P.-T. Bremer, V. Pascucci, Parallel Gradient Domain 
Processing of Massive Images,  in Eurographics Symposium on Parallel Graphics and 
Visualization, (April 2011).  
 [6] Sujin Philip, Brian Summa, Valerio Pascucci, Peer-Timo Bremer, Hybrid CPU-GPU 
Solver for Gradient Domain Processing of Massive Images, Proceedings of the IEEE 
International Conference on Parallel and Distributed Systems (ICPADS 2011), Tainan, 
Taiwan, December 2011. 
 [7] Janine C. Bennett, Vaidyanathan Krishnamoorthy, Shusen Liu, Ray W. Grout, Evatt 
R. Hawkes, Jacqueline H. Chen, Jason Shepherd, Valerio Pascucci, Peer-Timo Bremer, 
Feature-Based Statistical Analysis of Combustion Simulation Data, IEEE Transactions on 
Visualization and Computer Graphics, to be presented at thee IEEE VIS conference, 
October 2011. 
 [8] Aaron Knoll, Sebastian Thelen, Michael Papka, Ingo Wald, Hans Hagen, Charles 
Hansen, “Full-Resolution Interactive CPU Volume Rendering with Coherent BVH 
Traversal”, 
IEEE Paciﬁc Vis 2011, pp. 3-9. 
 [9] Michael Gleicher, Jonathan C. Roberts, Ilir Jusuﬁ, Danielle Albers, Rick Walker, 
Charles D. Hansen, “Visual Comparison for Information Visualization”, Journal of 
Information Visualization, 
Volume nn, Number x, 2011, accepted. 
 [10] Mathias Schott, Pascal Rosset, Tobias Martin, Vincent Pegoraro, Sean Smith, and 
Charles Hansen,  “Depth of Field Eﬀects for Interactive Direct Volume Rendering”, 
Computer Graphics Forum Journal, Volume 30, Number 3, June 2011, pp. 941-950. 
 [11] Thiago Ize and Charles Hansen, “RTSAH Traversal Order for Occlusion 
Rays”,  
Computer Graphics Forum Journal (proceedings of EuroGraphics), Volume 30, 
Number 2, April 2011, pp. 297-305. 
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20.8 Publications 
Rosales Fernandez C. “IEEE Cluster 2011” Multiphase LBM Distributed Over Multiple GPUs 
Jost, G. “IEEE Cluster 2011” Hybrid Programming Tutorial for Cluster 2011 
Subramoni H., Kandalla K., Vienne J., Sur S., Barth B., Tomko K., Panda D., McLay R., Schulz 
K. “IEEE Cluster 2011” Design and Evaluation of Network Topology-/Speed- Aware Broadcast 
Algorithms for InfiniBand Clusters 
Navratil P., Johnson G., Westing B. “IEEE Cluster 2011” Visualization Clusters: from Tiled 
Displays to Remote Visualization 
Browne J. “IEEE Cluster 2011” REALLY SIMPLE Performance Optimization with PerfExpert 
McLay R. “IEEE Cluster 2011” Lmod: Providing a User Friendly Environment on *nix Systems 
McLay R. “IEEE Cluster 2011” Defensive Programming 
Dooley R., Mock S., Navarro J. “TeraGrid 11 Conference” TeraGrid REST API Tutorial 
Dooley R. “TeraGrid 11 Conference” An API to feed the World 
Smith W. “TeraGrid 11 Conference” An Information Architecture Based on Publish/Subscribe 
Messaging 
Hanlon M., Dooley R., Mock S., Dahan M., Nuthulapati P., Hurley P. “TeraGrid 11 Conference” 
Benefits of NoSQL Databases for Portals & Science Gateways 
Koesterke, L. “TeraGrid 11 Conference” Early Experiences with the Intel Many Integrated Cores 
Accelerated Computing Technology 
20.9 Metrics 
 
20.9.1 Standard systems metrics 
 
Below are system metrics for TACC XSEDE committed resources, Ranger/Spur, Lonestar, and 
Longhorn. Tables are included for 1) total normalized service units (NUs) charged, 2) total NUs 
charged by job size, 3) average wall-clock hours per job by job size, 4) average wait hours per job 
by job size, 5) user expansion factor by job size, 6) total NUs charged by job wall-clock time, 7) 
user expansion factor by job wall-clock time, 8) total NUs charged by field of science, 9) total 
NUs charged by institution, and 10) total NUs charged by principal investigator. 
Note that job wait times and job expansion factors are skewed by job dependencies. TACC are 
investigating a way to eliminate the influence job dependencies have on these statistics. 
Also note that the error bars associated with the mean values in the figures in this section 
represent the standard deviation of the sampled mean which is the standard deviation divided by 
the square root of N, where N is the sample size. 
Ranger 
Total Normalized Service Units (NUs) 
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Total NUs Charged by Job Size 
 
 
Avg Wall Hours Per Job by Job Size 
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Avg Wait Hours Per Job by Job Size 
 
 
User Expansion Factor by Job Size 
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Total NUs Charged by Job Wall Time 
 
 
User Expansion Factor by Job Wall Time 
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Total NUs Charged by Field of Science 
 
 
Total NUs Charged by Institution 
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Total NUs Charged by Principal Investigator 
 
 
Lonestar 
 
Total NUs Charged 
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Total NUs Charged by Job Size 
 
 
Avg Wall Hours Per Job by Job Size 
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Avg Wait Hours Per Job by Job Size 
 
 
User Expansion Factor by Job Size 
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Total NUs Charged by Job Wall Time 
 
 
User Expansion Factor by Job Wall Time 
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Total NUs Charged by Field of Science 
 
 
Total NUs Charged by Institution 
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Total NUs Charged by Principal Investigator 
 
 
Longhorn 
 
Total NUs Charged 
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Total NUs Charged by Job Size 
 
 
Avg Wall Hours Per Job by Job Size 
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Avg Wait Hours Per Job by Job Size 
 
 
User Expansion Factor by Job Size 
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Total NUs Charged by Job Wall Time 
 
 
User Expansion Factor by Job Wall Time 
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Total NUs Charged by Field of Science 
 
 
Total NUs Charged by Intstitution 
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Total NUs Charged by Principal Investigator 
 
 
Spur 
 
Total NUs Charged 
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Total NUs Charged by Job Size 
 
 
Avg Wall Hours Per Job by Job Size 
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Avg Wait Hours Per Job by Job Size 
 
 
User Expansion Factor by Job Size 
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Total NUs Charged by Job Wall Time 
 
 
User Expansion Factor by Job Wall Time 
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Total NUs Charged by Field of Science 
 
 
Total NUs Charged by Institution 
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Total NUs Charged by Principal Investigator 
 
 
20.9.2 Standard User Assistance Metrics  
TACC staff members continue to provide trouble ticket support via the XSEDE ticket system and 
the TACC Consulting System.  406 tickets, submitted via the XSEDE ticket system, were 
handled by TACC staff during the report period with 397 being closed.  Both trouble ticket 
systems are monitored 7x24x365 and approximately 25 TACC staff members are engaged in this 
front-line support activity. The following table indicates the number of tickets opened, closed, 
and a breakdown of the ticket category. 
 
Issue Category  Number of tickets opened Number of tickets closed  
Jobs/Batch Queues 129 124 
Software/Applications 74 73 
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Login/Access Issues 99 99 
System Issues 6 6 
Account Issues 21 21 
Filesystem Issues  13 13 
Other  64 61 
 
XSEDE users also may submit requests for assistance via the TACC User Portal. During the 
reporting period 117 tickets were submitted via through the TUP; 95 have been resolved, 18 are 
pending user response, and 4 are in progress. 
 
20.9.3 SP-specific Metrics 
Allocation usage in section 1.9.1 reflects utilization of TACC resources by the XSEDE user 
community. There are allocation pools on TACC resources for the non-XSEDE community; the 
following table indicates the breakdown of available allocation and usage during the reporting 
period for both communities. Allocation and usage information is reported in system units (SUs) 
with an SU being a core hour. 
TG/UT Quarter Usage 
System SUs Available 
TG SUs 
Delivered 
TG 
Usage 
(%) 
UT SUs 
Delivered 
UT 
Usage 
(%) 
Total SUs 
Delivered 
Ranger 137,382,144 104,826,650 85.50 17,774,449 14.50 122,601,099 
Lonestar 48,597,120 18,784,688 56 14,644,109 44 33,428,797 
Longhorn 4,508,160 2,085,053 76 647,160 24 2,732,213 
Spur 279,232 13,586 40 20,758 60 34,344 
 
The following table contains uptime statistics for the reporting period for TACC compute, 
visualization, and storage resources. 
TACC Resource Uptime Statistics 
  
Lonestar Spur 
Uptime Uptime 
PM Outage   PM Outage   
Month # Hrs # Hrs %Up # Hrs # Hrs %Up 
2011-7 0 0.00 0 0.00 100 0 0.00 1 15.00 97.98 
2011-8 1 12.50 0 0.00 98.32 1 11.50 0 0.00 98.45 
2011-9 1 50.50 0 0.00 92.99 0 0.00 0 0.00 100 
  
Ranger Ranch 
Uptime Uptime 
PM Outage   PM Outage   
Month # Hrs # Hrs %Up # Hrs # Hrs %Up 
2011-7 0 0.00 1 15.00 97.98 1 9.00 1 33.00 94.35 
2011-8 1 11.50 0 0.00 98.45 2 2.50 0 0.00 99.66 
2011-9 0 0.00 0 0.00 100 1 8.00 2 9.25 97.6 
  
Longhorn 
     Uptime 
     PM Outage   
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Month # Hrs # Hrs %Up 
     2011-7 0 0.00 0 0.00 100 
     2011-8 0 0.00 0 0.00 100 
     2011-9 1 6.75 0 0.00 99.06 
      
 
 
 339 
A XSEDE Project Milestones Update 
 340 
B XSEDE Schedule with Progress Update 
 341 
 342 
 343 
 344 
 345 
 346 
 347 
 348 
 349 
 350 
 351 
 352 
 353 
 354 
 355 
 356 
 357 
 358 
 359 
 360 
 361 
 362 
 
 
 363 
C XSEDE Risk Register 
 
 
 
 
 364 
 
 
 
 
 
 365 
 
 
 
 
 
 366 
 
 
 
 
 
 367 
 
 
 
 
 368 
D XSEDE Change Control Report 
 369 
E Metrics 
To demonstrate its success and help focus management attention on areas in need of 
improvement, XSEDE monitors a wide range of metrics in support of different aspects of 
“success” for the program. The metrics presented in the quarterly reports provide a view into 
XSEDE’s user community, including its success at expanding that community, the projects and 
allocations through which XSEDE manages access to resources, and the use of the resources by 
those projects (§E.1). In addition, XSEDE has identified metrics describing the program’s success 
at delivering centralized services to this community, including operations, user support, advanced 
user support, and education and outreach activities (§E.2). Together, these metrics provide 
perspectives on how XSEDE works to ensure that the XSEDE-associated services and resources 
deliver science impact for the science and engineering research community. 
E.1 XSEDE Resource and Service Usage Metrics 
Table 1 highlights a few key XSEDE measures that summarize the user community, the projects 
and allocations, and resource utilization for the quarter. Expanded information and five-year 
historical trends are shown in three corresponding subsections. 
Notably for Q3 2011, XSEDE saw a slight dip in open user accounts and active individuals. This 
may largely be attributed to the systems that ended TeraGrid service during the quarter. Gateways 
continued to represent a major component of the 
XSEDE community, with 1,158 users submitting 
jobs via science gateways—that is, 37% of 
XSEDE’s active users. At the same time, the 
number of institutions represented by the user 
community grew slightly. More details are 
provided in §E.1.1. 
Project and allocation activity remained strong, 
with XSEDE resources requested at 250% of 
what was available. The quality of the requests 
was strong, with the XRAC recommendations 
also exceeding the resources available. During 
the quarter, 1,588 projects were open and more 
than 60% of them made use of the resources. 
More details are provided in §E.1.2. 
XSEDE computing resources represented 2.55 
Pflops (peak) at the end of the quarter. The 
central accounting system showed 19 resources 
reporting activity, and together they delivered 
14.84 billion NUs of computing. This represents 
a decrease of approximately 5%, again due in 
part to the retirement of a number of TeraGrid 
systems in July 2011. More details are provided 
in §E.1.3. 
E.1.1 User community metrics 
Figure 38 shows the five-year trend in the 
XSEDE user community, including open user 
accounts, total active XSEDE users, active 
individual accounts, active gateway users, and 
Table 7. Quarterly activity summary 
User Community Q3 2011 
Open user accounts 6,056 
Active individuals 1,965 
Gateway users 1,158 
New user accounts 471 
Expired user accounts 147 
Active fields of science 28 
Active institutions 337 
Projects and Allocations  
NUs available at XRAC 13.398B 
NUs requested at XRAC 33.164B 
NUs recommended by XRAC 21.928B 
NUs awarded at XRAC 13.973B 
Open projects 1,588 
Active projects 971 
Active gateways 21 
New projects 187 
Closed projects 253 
Resources and Usage  
Resources open (all types) 32 
Total peak petaflops 2.55 
Resources reporting use 19 
Jobs reported 1.62M 
NUs delivered 14.84B 
Avg wtd run time (hrs) 22.6 
Avg wtd wait time (hrs) 27.7 
Avg wtd slow down 3.1 
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the number of new accounts during the quarter. The decreases related to individual users, both 
open accounts and active, is largely due to the number of resources that retired from TeraGrid 
service in July 2011. Figure 39 shows the activity on XSEDE resources according to field of 
science, including the relative fraction of PIs, open accounts, active users, allocations, and NUs 
used according to discipline. The disciplines with more than 2% of NUs used are listed in the 
figure. PI and users may be counted more than once if they are associated with projects in 
different fields of science. Notably, the Q3 2011 data show that the percentages of PIs and current 
accounts associated with the “other” disciplines represent more than 30% of all PIs and user 
accounts, and more than 20% of active users. Collectively the “other” fields of science represent 
about 7% of total quarterly usage. 
Table 8 and Table 9 highlight aspects of the broader impact of XSEDE. The former shows that 
graduate students, post-doctoral researchers, and undergraduates make up 64% of the XSEDE 
user base. The latter table shows XSEDE’s reach into targeted institutional communities. 
Institutions with Campus Champions represent a large portion of XSEDE’s usage (this table 
shows all users at Campus Champion institutions, not just those on the champion’s project). The 
table also shows XSEDE’s reach into EPSCoR states, the MSI community, and internationally. 
 
Figure 38. XSEDE user census, excluding XSEDE staff. 
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Figure 39. Quarterly XSEDE user, allocation, and usage summary by field of science, in order by usage, 
excluding staff projects. Note: PIs, users may appear under more than one field of science. 
Table 8. End of quarter XSEDE open user accounts by type, excluding XSEDE staff. 
Category Users 
Graduate Student 2,368 
Faculty 1,336 
Postdoctoral 1,008 
University Research Staff 506 
Undergraduate Student 505 
High school  5 
Others 328 
Table 9. Active institutions, overall and in selected categories. Notes: “Total” reflects institutions not in any 
specially designated category. Institutions may be in more than one category. 
Category Institutions Users NUs % NUs 
Campus Champion site 56 704 5,684,904,378 38% 
EPSCoR state 57 288 2,444,544,588 16% 
MSI 12 26 124,201,664 1% 
International 44 70 1,006,013,533 7% 
Total 337 1,965 14,837,829,145 
 
E.1.2 Project and allocation metrics 
Figure 40 shows the historical trends for requests and awards at XSEDE quarterly allocation 
meetings. The figure shows the continued growth in demand against the relative plateau in 
available resources; NUs requested were 250% of NUs available, while the XRAC recommended 
awarding 166% of the NUs available to the 157 requests for resources. Table 10 presents a 
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summary of overall project activity. Notably, 91% of XRAC requests received an award, and 
37% were new awards. 
Table 11 and Table 12 show projects and activity in key project categories—Campus Champion, 
Staff, and Science Gateways—and by allocation board type. (The Campus Champion board was 
only recently created; earlier projects were created as Startups. Science Gateways may appear 
under any board.) Table 11 also shows new and closed projects for the quarter, while Table 12 
shows the number of open and active user accounts with each type of project. Table 13 shows 
detailed information about allocations activity for the various request types available for the 
different classes of projects. Notably, XSEDE had 157 Research (XRAC) requests, of which 143 
(91%) received awards, including 53 new projects. There were also 137 Startup requests, of 
which 118 (86%) received awards, and 12 Education requests, with eight awards. 
As a special class of projects, science gateway activity is detailed in Figure 41, showing 
continued high levels of usage and users from these projects. Table 14 shows gateway activity 
supported by specific XSEDE resources. 
 
Figure 40. Allocation meeting history, showing NUs requested, awarded, available, and recommended. 
Note that December 2007 and June 2008 were the last two MRAC meetings, i.e. only had “medium” 
requests. 
Table 10. Project summary metrics 
Project metric Q3 2011 
XRAC requests 157 
XRAC request success 91% 
XRAC new awards 37% 
Startup requests 137 
Startup request success 86% 
Projects open 1,588 
Projects new 187 
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Projects active 971 
Projects closed 252 
Resource diversity (wtd) 1.5 (2.3) 
SP diversity (wtd) 1.4 (1.8) 
Table 11. Project activity in designated categories 
Type Open New Closed Active NUs % NUs 
Campus Champion 77 8 7 31 32,029,004 0.2% 
Science Gateway 23 1 4 23 792,298,645 5.3% 
TG Staff Project 44 20 0 14 10,506,773 0.1% 
Other 1,444 158 241 903 14,015,306,704 94.4% 
TOTALS 1,588 187 252 971 14,850,141,126  
Table 12. Project activity by allocation board type. 
Board Open projects Open users Active projects Active users NUs 
XRAC (TRAC) 580 4,108 501 1,463 14,148,457,548 
Startup 889 2,337 422 568 581,134,786 
Discretionary 10 78 7 27 85,331,794 
Staff 40 691 13 120 11,732,937 
Campus Champions 12 81 3 13 11,492,094 
Educational 52 714 21 64 10,525,153 
n/a 5 187 4 7 175,907 
TOTALS 1,588 8,196 971 2,262 14,848,850,219 
Table 13. Allocations activity in POPS, excluding staff and discretionary projects. 
 
Research Startup 
 
# Req SU Req # Awd SU Awd # Req SU Req # Awd SU Awd 
New 65 267,832,985 53 91,382,165 114 17,580,896 96 9,324,429 
Prog. Report 4 6,627,000 4 2,644,136 n/a 
Renewal 88 616,777,035 86 267,219,986 23 2,479,406 22 1,462,386 
Advance 28 21,582,561 16 9,467,972 n/a 
Justification 9 72,491,184 4 15,670,002 0 0 0 0 
Supplement 33 70,694,206 13 6,415,240 26 2,267,271 21 1,403,028 
Transfer 164 49,054,714 146 33,915,935 88 2,952,320 70 2,197,518 
Extension 66 n/a 61 n/a 51 n/a 45 n/a 
 
 
Education Campus Champions 
 
# Req SU Req # Awd SU Awd # Req SU Req # Awd SU Awd 
New 10 790,016 6 558,000 12 7,139,193 11 5,821,143 
Prog. Report n/a n/a 
Renewal 2 160,003 2 160,003 7 8,681,228 6 5,268,008 
Advance n/a n/a 
Justification 0 0 0 0 0 0 0 0 
Supplement 1 50,012 0 0 2 60,000 2 60,000 
Transfer 5 146,666 4 97,456 0 0 0 0 
Extension 2 n/a 2 n/a 0 n/a 0 n/a 
Table 14. Gateway activity by resource. 
Resource Gateways Jobs NUs 
SDSC Trestles 5 10,250 147,295,418 
TACC Ranger 7 2,966 28,717,792 
NICS Kraken 1 762 12,360,542 
TACC Lonestar4 6 1,126 12,302,016 
Purdue Steele 4 591 2,583,363 
All 8 others n/a 1,739 501,537 
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Figure 41. Quarterly gateway usage (NUs), jobs submitted, users (reported by AUSS), registered gateways, 
and active gateways. 
E.1.3 Resource and usage metrics 
Figure 42 shows the total NUs delivered by XSEDE computing systems, as reported to the central 
accounting system over the past five years. In Q3 2011, the systems delivered 14.85 billion NUs, 
a decrease of about 5% from Q2, due in part to the retirement of several TeraGrid resources in 
July 2011. However, this represented 11% more NUs than the year ago quarter. Table 15 breaks 
out the resource activity according to different resource types. 
Figure 43 presents a perspective of the capacity and capability use of XSEDE resources by 
project. The figure shows the cumulative percentage of projects and resource usage according to 
each project’s largest reported job size (in cores). The point at which the proverbial 80/20 rule 
holds precisely is at 71/29; that is the 71% of projects whose largest jobs were just less than 1,024 
cores consumed only 29% of the delivered NUs, while the remaining 29% of projects consumed 
the remaining 71% of delivered NUs.  
Finally, Table 16 presents some summary metrics to reflect aggregate “usage satisfaction,” 
including the average run time, wait time, response time (run + wait), and slow down (or 
expansion factor). These values are presented as unweight averages, which show the impact of 
small jobs, and as averages weighted by each job’s portion of the workload (in core-hours), which 
show responsiveness to the jobs responsible for most of the delivered NUs. Notably, while the 
“average” job is only 2 hours long, the average weighted job is just over 22 hours long. The 
weighted average for slow down (3.1) eliminates the skew in the job slow down attributed to 
small jobs and shows a much more realistic average perceived slowdown for the work delivered. 
XSEDE provides central monitoring of GRAM5 and GRAM job submission activity at XSEDE 
SP sites (Figure 44). Table 17 shows the amount of GRAM job submission and gateway activity 
tracked by the central GRAM Audit Tools capability. Currently, 4% of gateway jobs, 5% of 
gateway usage, and 0.2% of GRAM/GRAM5 jobs are tracked via this mechanism. 
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Figure 42. Total XSEDE resource usage in NUs. 
Table 15. Resource activity, by type of resource, excluding staff projects.  
Note: A user will be counted for each type of resource used. 
Type Resources Jobs Users NUs 
High-performance computing 11 1,017,290 1,669 14,406,217,542 
Data-intensive computing 4 51,467 323 299,421,109 
Visualization system 3 19,508 97 112,928,999 
High-throughput computing 1 533,021 22 21,066,703 
Totals 19 1,621,286 2,111 14,839,634,353 
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Figure 43. Cumulative distribution of projects, jobs, and usage according to project’s maximum job size in 
cores (excludes staff projects). Vertical line (black) shows “joint ratio” of 71/29 at just below 1,024 cores. 
I.e., 71% of projects use at most 1,024 cores and consume 29% of XSEDE NUs; the other 29% of projects 
have jobs larger than 1,024 cores and consume the other 71% of XSEDE NUs. 
Table 16. Usage satisfaction metrics, for HPC and data-intensive computing resources only, 
excluding staff projects. 
 
Job attribute Average 
Unweighted 
Run time (hrs) 2.0 
Wait time (hrs) 4.3 
Response time (hrs) 7.2 
Slow down 699.4 
Weighted 
Wtd run time (hrs) 22.6 
Wtd wait time (hrs) 27.7 
Wtd response time (hrs) 50.3 
Wtd slow down 3.1 
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Figure 44. GRAM5 and GRAM jobs recorded per resource. 
Table 17. Grid jobs reported to XDCDB (GRAM Audit Tools activity) 
Quarter 
 
Gateway 
users 
Grid 
jobs Resources 
User 
accounts Projects NUs 
Jan-11 Gateways 8 3,699 1 1 1 12,892,726 
Others n/a 3,301 4 4 4 28,812,561 
Apr-11 Gateways 16 1,759 1 2 2 19,759,464 
Others n/a 1,272 3 4 4 17,900,121 
Jul-11 Gateways 11 656 1 1 2 11,589,061 
Others n/a 31 2 2 2 1,644 
 
E.2 XSEDE Program Metrics 
E.2.1 Project Office 1.1 
1.1.4 External Relations 
Table 18. XSEDE media hits, Q3 2011 
Date Source Link Notes 
9/29/11 ArsTechnica Supercomputing center targets big, fast storage 
cloud at academics, industry  
  
9/26/11 NSF Stampede charges computational science forward 
in tackling complex societal challenges  
  
9/23/11 Network World Internet2 revs up for Fall Member Meeting    
9/22/11 San Francisco 
Chronicle 
Appro and SDSC Gordon Supercomputer to 
Provide up to 35M IOPS  
Also appeared in The Register, 
HPCwire, and domain-B 
9/22/11 HPCwire Dell to Build 10-Petaflop Supercomputer For 
Science 
Appeared in more than 40 
additional publications including: 
CNN International, ZDNet UK, 
The Register, Gemini, 
PhysOrg.com, KUT News, 
eMoneyDaily, Austin American-
Statesman, Red Orbit, KWTX, 
abc13.com, The Cherokeean 
Herald, and numerous blogs. 
9/16/11 PhysOrg.com Modeling the local impact of global climate change    
9/16/11 HPCwire Shodor Announces XSEDE Project    
9/16/11 HPCwire 153 Teraflop Forge Supercomputer Now Available 
at NCSA  
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9/15/11 InsideHPC NCSA Fires Up Heterogeneous Forge Super    
9/9/11 HPCwire Nautilus harnessed for Humanities Research, 
Future Prediction 
  
9/9/11 Computing.co.u
k 
Supercomputers used to research solar energy   
9/8/11 HPCwire Ember sheds light on solar cell research    
9/7/11 International 
Science Grid 
This Week 
Students research solar cells with HPC   
9/7/11 YubaNet.com "Culturomics 2.0" Forecasts Human Behavior by 
Supercomputing Global News  
  
9/7/11 MarketWatch 
(and numerous 
other 
publications) 
Jen-Hsun Huang, Founder and CEO of NVIDIA, to 
Present SC11 Keynote  
  
8/30/11 Globus Online Globus Online to provide software-as-a-service for 
NSF's XSEDE project  
  
8/26/11 Computation 
Institute 
Computation Institute announces role in NSF's 
XSEDE project  
ALSO IN: The Street, R&D 
Magazine, ABC12 (Flint, MI) 
8/24/11 North Georgia 
(College & 
State 
University) 
News 
Chemistry students, professor using 
supercomputers to research solar cells  
  
8/20/11 Center for 
Information 
Technology 
Research in the 
Interest of 
Society 
XSEDE Project Brings Advanced 
Cyberinfrastructure, Digital Services and Expertise 
to Nation's Scientists and Engineers  
  
8/19/11 HPCwire Developing Scientific Computing Communities    
8/15/11 HPCwire Adventures with HPC Accelerators: GPUs and 
Intel MIC Coprocessors  
  
8/12/11 HPCwire Campus Champions Abound at TeraGrid '11, 
Program to Continue under XSEDE  
  
8/12/11 George E. 
Brown, Jr. 
Network for 
Earthquake 
Engineering 
Simulation 
(NEES) 
Group of people authorized to use XSEDE 
supercomputers for simulation  
  
8/9/11 HPCwire NSF's Seidel: 'Software is the Modern Language of 
Science'  
  
8/8/11 Smarter 
Technology 
XSEDE Cyber-Science to Exceed Teragrid    
8/5/11 Case Western 
Reserve 
University 
XSEDE is the new national resources for HPC and 
digital services, replacing TeraGrid  
  
8/3/11 HPCwire TeraGrid '11 Keynote Speaker Nora Sabello Calls 
for New Ways to Teach Science  
  
8/3/11 ISGTW Q&A - John Towns speaks on XSEDE    
8/3/11 Globus Online Globus Online Surpasses 1,000-User Milestone   
8/2/11 Indiana 
University - 
University 
Information 
Technology 
Services 
What is the Extreme Science and Engineering 
Discovery Environment (XSEDE) project? 
  
8/1/11 TeraGrid is now 
XSEDE 
Computational Infrastructure for Geodynamics    
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7/30/11 India Times XSEDE Project Brings Advanced 
Cyberinfrastructure, Digital Services and Expertise 
to Nation's Scientists and Engineers  
  
7/29/11 WILL A Decade After TeraGrid, U of I Heads Up Digital 
Network  
Towns interview 
7/28/11 TimesUnion.co
m 
U. of Ill. leading work to link researchers  AP, picked up from News-Gazette 
7/28/11 Belleville 
News-Democrat 
U. of Ill. leading work to link researchers  AP, picked up from News-Gazette 
7/28/11 RedOrbit XSEDE Project Brings Advanced 
Cyberinfrastructure, Digital Services And Expertise 
To Nation's Scientists And Engineers  
  
7/28/11 The (Indiana) 
Republic 
U of Ill., 16 other institutions have $121 million to 
build better network to link researchers  
AP, picked up from News-Gazette 
7/28/11 HPCwire TeraGrid '11: Towns Keynote Addresses Transition 
From TeraGrid to XSEDE 
  
7/28/11 HPCwire Life After TeraGrid  Towns interview 
7/28/11 Scientific 
Computing 
XSEDE Advanced Cyberinfrastucture   
7/28/11 R&D Magazine Cyber-network to be world’s biggest digital R&D 
resource 
via NSF 
7/27/11 International 
Science Grid 
This Week 
Extreme science    
7/27/11 Gemini XSEDE: Supercomputer power on the desktop   
7/27/11 Austin Business 
Journal 
UT partners in national $121M supercomputing 
grid project  
source: TACC 
7/27/11 WRCB TV Univ. of Tenn. gets grant for supercomputer link  source: Tennessee 
7/27/11 Network World 
/ Alpha Doggs 
(blog) 
NSF going beyond the TeraGrid to put researchers 
in touch with more data -- and each other  
embeds video 
7/26/11 InsideHPC Video: NCSA’s John Towns on the XSEDE project    
7/26/11 Government 
Computer News 
NSF's new shared supercomputing platform goes to 
extremes  
  
7/26/11 Digital Journal UT Given $18 Million to Link Nation's 
Supercomputers 
via PRNewswire, direct from 
University of Tennessee 
7/26/11 National 
Science 
Foundation 
XSEDE Project Brings Advanced 
Cyberinfrastructure, Digital Services and Expertise 
to Nation's Scientists and Engineers  
  
7/26/11 Tennessee 
Today 
(University of 
Tennessee) 
UT Given $18 Million to Link Nation’s 
Supercomputers 
  
7/26/11 GenomeWeb / 
Informatics Iron 
XSEDE Project to Replace TeraGrid    
7/26/11 The Daily 
Texan 
UT joins project to connect scientists with vital 
resources 
interviews with Jay, Faith, Trish 
7/26/11 Sacramento Bee UT Given $18 Million to Link Nation's 
Supercomputers 
via PRNewswire, direct from 
University of Tennessee 
7/25/11 UI campus 
website - 
Campus 
Announcements 
NCSA will lead NSF-funded XSEDE project    
7/25/11 HPCwire XSEDE Project to Replace and Expand TeraGrid    
7/25/11 Indiana 
University 
XSEDE project brings advanced 
cyberinfrastructure, digital services and expertise to 
nation's scientists and engineers  
  
7/25/11 Pittsburgh 
Supercomputing 
Center 
XSEDE project brings advanced 
cyberinfrastructure, digital services, and expertise 
to nation’s scientists and engineers  
  
7/25/11 University of Texas Advanced Computing Center a Major   
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Texas at Austin Partner in $121 Million Advanced Computing 
Project 
7/25/11 Lab Manager 
Magazine 
XSEDE to Superpower Research    
7/22/11 HPCwire Soundbite Episode 122  audio, online interview 
 
E.2.2 Operations 1.2 
1.2.1 Security 
XSEDE is evaluating the security metrics that may be reported in the future. 
1.2.2 Data Services 
XSEDE supports monitoring for two central data movement services: the gridFTP service 
connecting the XSEDE service providers and the Globus Online service for connecting XSEDE 
service providers as well as external sites. 
 
Table 19. Globus Online activity to and from XSEDE endpoints. 
 
Q3 2011 
To/from 
XSEDE 
endpoint 
Files to XSEDE 12.7 million 
TB to XSEDE 206 
Files from XSEDE 13.5 million 
TB from XSEDE 186 
Faults detected 732,000 
Users 116 
To/from 
XSEDE 
via 
Globus Connect 
Files to XSEDE 2.2 million 
TB to XSEDE 41 
Files from XSEDE 1.7 million 
TB from XSEDE 18 
Faults detected 422,000 
Users 71 
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Figure 45. Globus Online activity into and out of XSEDE SP end points. 
 
  
Figure 46. GridFTP volume and file transfers, per SP site 
1.2.3 XSEDEnet 
For Q3 2011, XSEDE did not have the monitoring infrastructure deployed to provide 
performance metrics for the XSEDE network but is working to ensure that such capabilities will 
be in place for future reports. 
1.2.4 Software Testing and Deployment 
XSEDE is evaluating what, if any, software testing and deployment metrics may be provided in 
the future. 
1.2.5 Accounting and Account Management 
The Accounting and Account Management group administers and operates the software for the 
XSEDE allocations system (POPS), the accounting system, and user account management. 
Table 20. Average time to process allocation requests and account creation requests, in days. 
(Quarterly XRAC requests omitted) 
ALLOCATION REQUESTS Q3 2011 
Research Advance 15 
Transfer 5 
Supplement 23 
Justification 37 
Startup, Education, 
Campus Champions, 
Discretionary 
New 13 
Renewal 11 
Transfer 5 
Supplement 10 
Account creation requests 3.2 
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1.2.6 Systems Operational Support 
The Systems Operational Support group encompasses the XSEDE Operations Center (XOC), 
which includes front-line user support and the ticket system, and the system administration of all 
XSEDE centralized services. 
Table 21. XSEDE Operations Center ticket system metrics. 
 Q3 2011 
Total tickets opened 2,800 
Tickets opened – email 1,788 
Tickets opened – portal 812 
Tickets opened – phone 200 
Total tickets closed 2,965 
Tickets Opened – SPs 1,794 
Tickets Closed – SPs 1,965 
Tickets, response in 2 bus. days 1,985 (71%) 
Tickets closed within 2 bus. days 925 (33%) 
 
 
Figure 47. Ticket breakdown (opened/closed) for each major resolution center. 
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Figure 48. Tickets in seven primary problem categories. 
Table 22. XSEDE centralized service uptime and outages. 
Service 
Percentage of Uptime 
(Number of hours) 
Nature of the Outage 
Inca 96.1%  (84 hours) Unplanned 
Karnak 98.2%  (38 hours) Unplanned 
MyProxy 99.9%  (less than 2 hours) Unplanned 
XDCDB  99.6%  (9.5 hours) Unplanned 
XSEDE User News 98.9%  (25 hours) Unplanned 
Sharepoint 98.9%  (25 hours) Unplanned 
AMIE 98.9%  (25 hours) Unplanned 
XSEDE Ticket System 98.9%  (24 hours) Planned 
POPS 98.9%  (24 hours) Planned 
Globus Listener 99.5%  (12 hours) Planned 
Usage Reporting Tools 99.5%  (12 hours) Planned 
SELS 99.5%  (12 hours) Planned 
Secure Wiki 99.5%  (12 hours) Planned 
Openfire Jabber 99.5%  (12 hours) Planned 
AMIE backup 99.8%  (4.5 hours) 4 – Unplanned 
0.5 – Planned 
RDR 99.7%  (8.5 hours) 8 – Unplanned 
0.5 – Planned 
Speedpage 99.9%  (1 hour) Unplanned 
Kerberos (PSC) 99.9%  (1 hour) Unplanned 
Info Services 99.8%  (5 hours) Unplanned 
IIS Metrics 99.8%  (5 hours) Unplanned 
TG Forum Wiki 99.8%  (5 hours) Unplanned 
XSEDE Knowledgebase 99.8%  (5 hours) Unplanned 
Source Repo 99.8%  (5 hours) Unplanned 
Build and Test 99.8%  (5 hours) Unplanned 
Software Distribution 99.8%  (5 hours) Unplanned 
Data Movement Service 99.8%  (5 hours) Unplanned 
User Profile Service 99.8%  (5 hours) Unplanned 
 
31% 
26% 
19% 
9% 
5% 
5% 5% 
Tickets Opened by Category 
jobs / batch queues
login / access
software / apps
mss / data
account / allocaitons
system issues
filesystems
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Table 23. Inca-monitored XSEDE central services, Inca-detected uptimes, and outages. 
Service Definition of outage 
Uptime 
(Details of outages) 
Inca Inca status pages are unavailable or not able to fetch data from the 
database (i.e., test details page fails to load).   Tests every 5 min. 
97.1% 
(Five outages for a total of 
63 hours of downtime.) 
Information 
Services 
Information Web pages are unavailable.  Tests every 15 min. 100% 
(No outages detected) 
Karnak Karnak front page fails to load.  Tests every 30 min. 99.2% 
(Five outages for a total of 
17 hours of downtime) 
MyProxy MyProxy server does not respond to credential query check.  Tests 
every hour. 
99.9% 
(Two brief outages for less 
than 2 hours of downtime) 
User Portal Portal front home page fails to load correctly.  Tests every 30 min. 100% 
(No outages detected) 
XDCDB  Connection to database refused or slow (using check_postgres.pl 
script).  Tests every 5 min. 
99.9% 
(Two outages for a total of 3 
hours of downtime) 
Note that Inca can only monitor the above services when the central instance of Inca at SDSC is available.  
In the future, this will be remedied with proper failover procedures. 
 
E.2.3 User Services 1.3 
The User Information and Interfaces group provides XSEDE users with central information and 
services via the XSEDE User Portal (XUP), web site, XUP mobile, and knowledgebase. 
Table 24. XSEDE web site, user portal and XUP Mobile activity.  
Note: “Users” indicates logged-in users. 
UII Activity Q3 2001 
Web hits 1,114,358 
Web visitors 11,693 
XUP hits 751,526 
XUP visitors 6,290 
XUP users 2,694 
XUP Mobile hits 886 
XUP Mobile users 41 
KB docs retrieved 17,139 
KB retrievals in XUP 3.200 
Total KB docs 348 
New KB docs 24 
 
Table 25. XUP and Web site application visits.  
Note: “Users” indicates logged-in users. 
Application Visits Users 
Resource Listing 64,688 652 
File Manager 49,537 81 users 
(7.3 TB) 
Allocations/Usage 27,589 2,686 
GSI-SSH 11,438 919 
System Accounts 10,949 1,515 
Science Gateways Listing 10,803 177 
System Monitor 5,861 1,047 
Software Search 5,249 150 
Knowledge Base 4,882 285 
Add User Form 3,483 533 
Consulting Form 2,520 434 
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My Jobs 2,465 834 
Ticketing System 1,503 559 
Online Training Listing 1,111 175 
SU Calculator (web) 1,001 141 
User Profile 870 398 
Karnak Prediction Service 751 215  
DN Listing 498 371 
E.2.4 Extended Collaborative Support Service 1.4, 1.5 
The Extended Collaborative Support Service pairs members of the XSEDE user community with 
expert staff members in projects lasting weeks to a year in order to solve challenging science and 
engineering problems through the application of cyberinfrastructure. 
Table 26. Extended Collaborative Support project and staffing activity 
 
  Q3 2011 
Project requests 
(by source) 
XRAC 22 
Supplemental 5 
Projects initiated Research Team 6 
Community Codes 2 
Projects active Research Team 37 
Community Codes 2 
Science Gateways 2 
Projects completed 
 
7 
Novel, Innovative 
Projects (NIP) 
Groups engaged 27 
New allocation awards 8 
NIP ECS requests 5 
NIP ECS projects active 5 
Presentations 2 
ECSS staffing (FTE) Research Team 13.62 
Community Codes 6.98 
Science Gateways 4.83 
NIP 4.7 
TEO 4.07 
 
Table 27. Advanced EOT Support 1.5.3 
Description Count Staff count 
Requests for service  1*  
User meetings and BOFs 5 15 
Mentoring 2 4 
Talks and presentations 6 8 
Tutorials 33 58 
Online tutorials and webinars 2 5 
Online tutorial reviews  8 10 
* 
In progress: online tutorial reviews 
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F XSEDE Publications Listing 
F.1 XSEDE Staff Publications  
F.1.1 Project Office 1.1 
1. Allen, B., Bresnahan, J., Childers, L., Foster, I., Kandaswamy, G., Kettimuthu, R., Kordas, J., Link, M., Martin, 
S., Pickett, K. and Tuecke, S. Globus Online: Radical Simplification of Data Movement via SaaS. 
Communications of the ACM, in press. 
2. Foster, I. Globus Online: Accelerating and democratizing science through cloud-based services. IEEE Internet 
Computing (May/June):70-73, 2011. 
3. Smith W. An Information Architecture Based on Publish/Subscribe Messaging. TeraGrid ’11 Conference (Salt 
Lake City, UT, 18-21 Jul, 2011). 
F.1.2 Operations 1.2 
F.1.3 User Services 1.3 
4. Dooley R. An API to feed the World. TeraGrid ’11 Conference (Salt Lake City, UT, 18-21 Jul, 2011). 
5. Dooley R., Mock S., Navarro J. TeraGrid REST API Tutorial. TeraGrid ’11 Conference (Salt Lake City, UT, 18-
21 Jul, 2011). 
6. Hanlon M., Dooley R., Mock S., Dahan M., Nuthulapati P., Hurley P. Benefits of NoSQL Databases for Portals & 
Science Gateways. TeraGrid ’11 Conference (Salt Lake City, UT, 18-21 Jul, 2011). 
F.1.4 Advanced User Support – Projects 1.4 
7. Browne J. REALLY SIMPLE Performance Optimization with PerfExpert. IEEE Cluster 2011 (Austin, TX, 26-30 
Sept. 2011). 
8. Jos, G. Hybrid Programming Tutorial for Cluster 2011. IEEE Cluster 2011 (Austin, TX, 26-30 Sept. 2011). 
9. Koesterke, L. Early Experiences with the Intel Many Integrated Cores Accelerated Computing Technology. 
TeraGrid ’11 Conference (Salt Lake City, UT, 18-21 Jul, 2011). 
10. McLay R. Defensive Programming. IEEE Cluster 2011 (Austin, TX, 26-30 Sept. 2011). 
11. McLay R. Lmod: Providing a User Friendly Environment on *nix Systems. IEEE Cluster 2011 (Austin, TX, 26-30 
Sept. 2011). 
12. Navratil P., Johnson G., Westing B. Visualization Clusters: from Tiled Displays to Remote Visualization. IEEE 
Cluster 2011 (Austin, TX, 26-30 Sept. 2011). 
13. Rosales Fernandez C. Multiphase LBM Distributed Over Multiple GPUs. IEEE Cluster 2011 (Austin, TX, 26-30 
Sept. 2011). 
14. Subramoni H., Kandalla K., Vienne J., Sur S., Barth B., Tomko K., Panda D., McLay R., Schulz K. Design and 
Evaluation of Network Topology-/Speed- Aware Broadcast Algorithms for InfiniBand Clusters. IEEE Cluster 
2011 (Austin, TX, 26-30 Sept. 2011). 
F.1.5 Advanced User Support – Communities 1.5 
F.1.6 Education and Outreach 1.6 
15. Knepper, R., C.A. Stewart and J.W. Ferguson. XSEDE Campus Bridging Birds of a Feather. (Presentation) 
TeraGrid '11 (Salt Lake City, UT, 18-21 Jul, 2011). Available from: http://hdl.handle.net/2022/13423 
16. Stewart, C.A. 2011. XSEDE Campus Bridging. (Presentation). CASC (Coalition for Academic Scientific 
Computation) Meeting. 7 September 2011. Arlington, VA. Available from: http://hdl.handle.net/2022/13608 
17. Stewart, C.A. 2011. A tale of two grids - Open Science Grid & TeraGrid. Presentation. Presented at FLEET 
Working Group Meeting, 20 July, 2011, Vienna, Austria. Available from: http://hdl.handle.net/2022/13405 
F.2 Publications from XSEDE Users  
The following publications were gathered from Research submissions to the August 2011 
XSEDE Resource Allocations Committee (XRAC) meeting. Renewal submissions are required to 
provide a file specifically to identify publications resulting from the work conducted in the prior 
year. The publications are organized by the proposal with which they were associated. This 
quarter, users identified 662 publications and conference papers that were published, in press, 
accepted, submitted, or in preparation. 
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ASC040046 
1. Blaisdell, G., Lyrintzis, A., Situ, Y., Martha, C., Louis, M., Li, Z., “Recent Advances in Large Eddy Simulations 
for Jet Noise Predictions,” to be presented at the Inter-Noise 2011 Conference, September 4-7, Osaka, Japan, 
2011. 
2. Martha, C., Situ, Y., Louis, M., Blaisdell, G., Lyrintzis, A., Li, Z., “Development of an Efficient, Multiblock 3- D 
Large Eddy Simulation Tool for Jet Noise,” abstract submitted to the 2012 AIAA Aerospace Sciences Meeting to 
be held in January 2012 in Nashville, TN. 
3. Situ, Y., Liu, L., Martha, C. S., Louis, M. E., Li, Z., Sameh, A. H., Blaisdell, G. A., and Lyrintzis, A. S., 
“Reducing Communication Overhead in Large Eddy Simulation of Jet Engine Noise,” Proceedings of the IEEE 
Cluster 2010 Conference to be held September 20-24, 2010 in Heraklion, Crete. [Reported last year as accepted, 
now as published.] 
4. Situ, Y., Liu, L., Martha, C. S., Louis, M. E., Li, Z., Sameh, A. H., Blaisdell, G. A., and Lyrintzis, A. S., 
“Petascale Large Eddy Simulation of Jet Engine Noise based on the Truncated SPIKE Algorithm,” paper 
submitted but not accepted for SC11, plan to submit as a journal article to Parallel Computing. 
ASC090058 
5. Zhuhua Cai, Jeong Woo Han, Yener Kuru, Helia Jalili, and Bilge Yildiz, “Strain Effects on Surface Chemistry and 
Electronic Structure of Epitaxial La0.8Sr0.2CoO3 Films,” 18th International Conference on Solid State Ionics, 
Warszawa, Poland, July 3-8, 2011. (Invited talk) 
6. Zhuhua Cai, Yener Kuru, Jeong Woo Han, Yan Chen, and Bilge Yildiz, “Oxygen Vacancy-Driven Surface 
Electronic Structure on Strained La0.8Sr0.2CoO3 Thin Films at High Temperature,” submitted to J. Am. Chem. Soc. 
(2011). 
7. Jeong Woo Han, Zhuhua Cai, Helia Jalili, Yener Kuru, and Bilge Yildiz, “Strain Effects on the Surface Chemistry 
and Electronic Structure of La1-xSrxMnO3 and La1-xSrxCoO3”, MRS Spring Meeting, San Francisco, CA, April 25-
29, 2011. 
8. Jeong Woo Han, Zhuhua Cai, Helia Jalili, Yener Kuru, and Bilge Yildiz, “Strain Effects on the Surface Chemistry 
and Electronic Structure of La1-xSrxMnO3 and La1-xSrxCoO3”, 219th ECS Meeting, Montreal, Canada, May 1-6, 
2011. 
9. Jeong Woo Han, Helia Jalili, Yener Kuru, Zhuhua Cai, and Bilge Yildiz, “Strain Effects on the Surface Chemistry 
of La0.7Sr0.3MnO3,” ECS Trans. 35 (2011) 2097-2104 
10. Jeong Woo Han and Bilge Yildiz, “Enhanced one dimensional mobility of oxygen on strained LaCoO3 (001) 
surface,” submitted to J. Mater. Chem. (2011). 
11. Jeong Woo Han and Bilge Yildiz, “Highly anisotropic oxygen adsorption and incorporation kinetics on 
(La,Sr)2CoO4+δ surfaces and hetero-interfaces,” in preparation. 
12. Jeong Woo Han and Bilge Yildiz, “Density Functional Theory Study of Enhanced One Dimensional Mobility of 
Oxygen on Strained LaCoO3 (001) Surface,” AIChE National Meeting, Minneapolis, MN, October 16-21, 2011. 
13. Jeong Woo Han and Bilge Yildiz, “Oxygen Adsorption and Incorporation Mechanisms on La2CoO4+δ Surface,” 
220th ECS Meeting, Boston, MA, October 9-14, 2011. 
14. Jeong Woo Han and Bilge Yildiz, “Oxygen Adsorption and Incorporation Mechanisms on La2CoO4+δ Surface,” 
18th International Conference on Solid State Ionics, Warszawa, Poland, July 3-8, 2011. (Invited talk) 
15. Jeong Woo Han and Bilge Yildiz, “Effect of Lattice Strain on the Oxygen Diffusion on and Incorporation into 
LaCoO3(001) Cathode: A First Principles-Based Simulation Study,” 18th International Conference on Solid State 
Ionics, Warszawa, Poland, July 3-8, 2011. 
16. Helia Jalili, Jeong Woo Han, Yener Kuru, Zhuhua Cai, and Bilge Yildiz, "New Insights into the Strain Coupling to 
Surface Chemistry, Electronic Structure and Reactivity of La0.7Sr0.3MnO3", J. Phys. Chem. Lett. 2 (2011) 801-807. 
†Equal contribution 
17. Akihiro Kushima, David Parfitt, Alexander Chroneos, Bilge Yildiz, John A. Kilner, and Robin W. Grimesb, 
“Interstitialcy Diffusion of Oxygen in Tetragonal La2CoO4,” Phys. Chem. Chem. Phys. 13 (2011) 2242-2249. 
ASC090076 
18. Y. Huang and X. Zhong, “Numerical Study of Laser-Spot Effects on Boundary-Layer Receptivity for Blunt 
Compression-Cones in Mach-6 Freestream,” AIAA paper 2010-4447, June 2010. 
19. Y. Huang and X. Zhong, “Numerical Study of Freestream Hot-Spot Perturbation on Boundary-Layer Receptivity 
for Blunt Compression-Cones in Mach-6 Flow,” AIAA paper 2011-3078, June 2011. 
20. J. Lei and X. Zhong, “Linear Stability Analysis of Nose Bluntness Effects on Hypersonic Boundary Layer 
Transition,” AIAA paper 2010-898, January 2010. 
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21. J. Lei and X. Zhong, “Non-linear Breakdown in Hypersonic Boundary Layer Transition Induced by Freestream 
Disturbances,” AIAA paper 2011-3563, June 2011. 
22. X. Zhong and J. Lei, “Numerical Simulation of Nose Bluntness Effects on Hypersonic Boundary Layer 
Receptivity to Freestream Disturbances,” AIAA paper 2011-3079, June 2011. 
ASC100033 
23. Christopher Mitchell, James Ahrens, and Jun Wang. "VisIO: Enabling Interactive Visualization of Ultra-Scale, 
Time Series Data via High-Bandwidth Distributed I/O Systems". IEEE International Parallel and Distributed 
Processing Symposium, May 2011. 
24. Christopher Mitchell, James Ahrens, and Jun Wang. "VisIO: Enabling Interactive Visualization of Ultra-Scale, 
Time Series Data via High-Bandwidth Distributed I/O Systems". Submitted to IEEE Transactions of Parallel and 
Distributed Systems. 
AST040008 
25. M. Watson, & K.-I. Nishikawa, A Method for Incorporating the Kerr-Schild Metric in Electromagnetic Particle-
in-Cell Code, Comput. Phys. Commun. 181, 1750-1757, 2010 
26. K.-I. Nishikawa, J. Niemiec, M. Medvedev, B. Zhang, P. Hardee, A. Nordlund, J. Frederiksen, Y. Mizuno, H. Sol, 
M. Pohl, D. H. Hartmann, M. Oka, & G. J. Fishman, Radiation from relativistic shocks with turbulent magnetic 
fields, Advances in Space Research, 47, 1434 - 1440, 2011 
27. K.-I. Nishikawa, J. Niemiec, M. Medvedev, B. Zhang, P. Hardee, Y. Mizuno, A. Nordlund, J. Frederiksen, H. Sol, 
M. Pohl, D. H. Hartmann, M. Oka, & G. J. Fishman, Radiation from relativistic shocks with turbulent magnetic 
fields, J. Mod. Phys. D, 19, 715, 2010 
28. Y. Mizuno, P. Hardee, Y. Lyubarsky, K. Nishikawa, Current-Driven Kink Instability in Relativistic Jets, J. Mod. 
Phys. D, 19, 683, 2010 
29. Y. Mizuno, B. Zhang, B. Giacomazzo, K.-I. Nishikawa, P. Hardee, S. Nagataki, & H. Hartmann, 
Magnetohydrodynamic Effects in Relativistic Ejecta, J. Mod. Phys. D, 19, 991, 2010 
30. Y. Mizuno, M. Pohl, J. Niemiec, B. Zhang, K.-I. Nishikawa, & P. Hardee, Magnetic Field Amplification by 
Relativistic Shocks in An Inhomogeneous Medium, ApJ, 726, 62 (11pp), 2011 
31. Y. Mizuno, Y. Lyubarsky, K.-I. Nishikawa, & P. H. Hardee, Three-Dimensional Relativistic 
Magnetohydrodynamic Simulations of Current-Driven Instability. II. Relaxation of Pulsar Wind Nebula by 
Current-Driven Kink Instability, ApJ, 728, 90 (7pp), 2011 
32. Y. Mizuno, P. E. Hardee, & K.-I. Nishikawa, Three-Dimensional Relativistic Magnetohydrodynamic Simulations 
of Current-Driven In- stability with A Sub-Alfvénic Jet: Temporal Properties, ApJ, 734, 19 (18pp), 2011 
33. J. Niemiec, M. Pohl, A. Bret, & T. Stroman, Aperiodic magnetic turbulence produced by relativistic ion beams, 
ApJ, 709, 1148, 2010 
34. L. Gargate, R. A. Fonseca, J. Niemiec, M. Pohl, R. Bingham, & L. O. Silva, The nonlinear saturation of the 
nonresonant kinetically driven streaming instability, ApJ, 711, L127, 2010 
35. T. Stroman, M. Pohl, J. Niemiec, & A. Bret, Do cosmic rays affect instabilities in the transition layer of 
nonrelativistic collisionless shocks? ApJ, submitted, 2011 
36. Nishikawa, K.-I. J. Niemiec, M. Medvedev, B. Zhang, P. Hardee, Y. Mizuno, A. Nordlund, J. Frederiksen, H. Sol, 
M. Pohl, D. H. Hartmann, M. Oka, J. F. Fishman, Simulation of relativistic shocks and associated radiation, ASP 
Conference Series, vol. 429, pp. 127-135, 2010 
37. Mizuno, Y., P. Hardee, Y. Lyubarsky, K. Nishikawa, Stability of magnetized relativistic jets, the Proceeding for 
Accretion and Ejection in AGN: A Global View, APS Conference Series, vol. 427, pp. 203-204, 2010 
38. Nishikawa, K.-I. J. Niemiec, M. Medvedev, B. Zhang, P. Hardee, Y. Mizuno, A. Nordlund, J. Frederiksen, H. Sol, 
M. Pohl, D. H. Hartmann, J. F. Fishman, Simulation of relativistic shocks and associ- ated radiation, SLAC’s 
eConf (arXiv:0912.1583) website: http://www.slac.stanford.edu/econf/ 
39. Nishikawa, K.-I. J. Niemiec, M. Medvedev, B. Zhang, P. Hardee, Y. Mizuno, A. Nordlund, J. Frederiksen, H. Sol, 
M. Pohl, D. H. Hartmann, J. F. Fishman, Simulation of relativistic shocks and associated self-consistent radiation, 
Proceedings of Deciphering the Ancient Universe with Gamma-Ray Bursts, AIP Conference Proceedings, vol. 
1279, pp. 261-264, 2010 
40. Mizuno, Y., M. Pohl, J. Niemiec, B. Zhang, K.-I. Nishikawa, P. Hardee, Magnetic Field Amplification by 
Relativistic Shocks in Turbulent Medium, Proceedings of Deciphering the Ancient Universe with Gamma-Ray 
Bursts, AIP Conference Proceedings, vol. 1279, pp. 385-387, 2010 
41. Nishikawa, K.-I. J. Niemiec, M. Medvedev, B. Zhang, P. Hardee, Y. Mizuno, A. Nordlund, J. Frederiksen, H. Sol, 
M. Pohl, D. H. Hartmann, J. F. Fishman, Simulation of relativistic shocks and associated radiation from turbulent 
magnetic fields, submitted to the Proceedings of the IAU Symposium 275, Jets at all Scales, vol. 275, p.354, 2011 
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42. Nishikawa, K.-I. J. Niemiec, M. Medvedev, B. Zhang, P. Hardee, Y. Mizuno, A. Nordlund, J. Frederiksen, H. Sol, 
M. Pohl, D. H. Hartmann, J. F. Fishman, Simulation of relativistic shocks and associated radiation from turbulent 
magnetic fields, submitted to the proceeding of 5th International Conference on Numerical Modeling of Space 
Plasma Flows, June 13-18, 2010, San Diego, CA, ASP Conference Series, 2010 
43. Mizuno, Y., M. Pohl, J. Niemiec, B. Zhang, K.-I. Nishikawa, P. E. Hardee, Magnetic Field Amplification by 
Relativistic Shocks in Turbulent Medium, Proceeding of 274 IAU Symposium Advances in Plasma Astrophysics, 
IAU Conference Proceeding Series, vol. 274, p.476, 2011 
44. Mizuno, Y., P. E. Hardee, Y. Lyubarsky, K.-I. Nishikawa, Current-Driven Kink Instability in Relativistic Jets, 
Proceeding of 274 IAU Symposium Advances in Plasma Astrophysics, IAU Conference Proceeding Series, vol. 
274, p.445, 2011 
AST080048 
45. J. Debuhr, E. Quataert, & C. P. Ma, 2011, “The Growth of Massive Black Holes in Galaxy Merger Simulations 
with Feedback by Radiation Pressure,” MNRAS, 201, 412, 1341 
46. J. Debuhr, E. Quataert, & C. P. Ma, 2011, “Broad-Absorption Line Quasar Outflows Help Quench Star Formation 
in Massive Galaxies” MNRAS, in prep 
AST080049 
47. Lynn, J., Parrish, I., Quataert, E., 2011, “Particle Heating and Diffusion in MHD Turbulence”, MNRAS in prep.  
48. McCourt, M., Parrish, I.J., Sharma, P, & Quataert, E., 2011, “Can conduction induce convection? On the non-
linear saturation of buoyancy instabilities in dilute plasmas?” MNRAS, 413, 1295. 
49. McCourt, M. Sharma, P., Quataert, E., Parrish, I.J., 2011, “Thermal Instability in Gravitationally-Stratified 
Plasmas: Implications for Multi-Phase Structure in Clusters and Galaxy Halos,” MNRAS submitted, 
arXiv:1105.2563 
50. Parrish, I.J., McCourt, M., Quataert, E., Sharma, P., 2011, “MTI-driven Convection at Large Radii in Clusters 
leads to Biases for SZ-Cluster Surveys,” MNRAS in prep.  
51. Parrish, I.J., McCourt, M., Quataert, E., Sharma, P., 2011, “The Effect of Braginskii Viscosity on the MTI and 
HBI,” ApJ in prep. 
52. Sharma, P., Parrish, I. J., & Quataert, E., 2010, “Thermal Instability with Anisotropic Thermal Conduction and 
Adiabatic Cosmic Rays: Implications for Cold Filaments in Galaxy Clusters,” ApJ, 720, 652. 
53. Sharma, P., McCourt, M., Quataert, E., Parrish, I.J., 2011, “Thermal Instability & the Feedback Regulation of Hot 
Halos in Clusters, Groups, and Galaxies,” MNRAS submitted, arXiv:1106.4816 
AST090086 
54. Townsley, D.M., Jackson, A.P., Calder, A.C., “Turbulence Stagnation and the Ignition of the Deflagration in Type 
Ia Supernovae,” in preparation. 
55. Townsley, D.M, Moore, K., Bildsten, L., “Helium Detonations in Thin Helium Layers on Accreting White 
Dwarfs” in preparation. 
56. Jackson, A.P., Townsley, D.M., Calder, A.C., “Turbulence–Flame Interaction Model for Astrophysical Flames” in 
preparation. 
AST090106 
57. K. Sorathia, C. Reynolds, J. Stone and K. Beckwith. “Global Simulations of Accretion Disks 1: Convergence and 
Comparisons with Local Models,” ApJ, 2011, submitted. 
58. K. Sorathia, K. Beckwith, C. Reynolds and J. Stone. “Global Simulations of Accretion Disks 2: Turbulent 
Energetics.” ApJ, 2011, in prep. 
59. K. Beckwith, P. Armitage. and J. B. Simon. “Turbulence in Global Simulations of Magnetized Thin Accretion 
Disks.” MNRAS, 2011, in press. 
60. J. B. Simon, K. Beckwith and P. Armitage. “Influence of Domain Size on Properties of Magnetized Accretion 
Disk Turbulence.” ApJ, 2011, in prep. 
61. K. Beckwith, J. B. Simon and P. Armitage. “Turbulent Energy Transfer and Energetics in Mesoscale Accretion 
Disk Turbulence.” ApJ, 2011b, in prep. 
62. J. B. Simon, K. Beckwith and P. Armitage. “Turbulent Line Widths in Protoplanetary Disks: Predictions from 
Numerical Simulations.” ApJ, 2011, submitted. 
63. O’Neill, S. M., Beckwith, K., & Begelman, M. C. “Physics of Current Driven Instabilities in Relativistic 
Magnetized Jets.” ApJ, 2011, in prep. 
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AST100035 
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You could also list the content from these wiki pages here if it makes sense: 
https://www.xsede.org/web/staff/staff-wiki/-/wiki/Main/July%2b2011%2bASTEO%2bevents 
https://www.xsede.org/web/staff/staff-wiki/-/wiki/Main/August%2b2011%2bASTEO%2bevents 
https://www.xsede.org/web/staff/staff-wiki/-/wiki/Main/Sept%2b2011%2bASTEO%2bevents 
 
Type Title Location Date(s) Hours Number of 
Participants 
Number 
of 
Under-
represen
ted 
people 
Method Funding 
Sources 
Worksh
op 
Computational Biology for 
Biology Educators 
Calvin 
College 
June 12-
18 
40 15 3 Live XSEDE, 
TeraGrid, 
SC11 
Worksh
op 
Computational Biology for 
Biology Educators 
Lafeyette 
College 
June 26-
July 2 
40 11 2 Live XSEDE, 
TeraGrid, 
SC11 
Worksh
op 
Computational Chemistry 
for Chemistry Educators 
 July 24-
30 
40 3 1 Synchrono
us - 
Webcast 
XSEDE, 
TeraGrid, 
SC11 
Worksh
op 
Computational Chemistry 
for Chemistry Educators 
Oklahoma 
State 
University 
July 24-
30 
40 25 9 Live XSEDE, 
TeraGrid, 
SC11 
Worksh
op 
Computational Chemistry 
for Chemistry Educators 
Washington 
and Lee 
University 
July 24-
30 
40 22 12 Live XSEDE, 
TeraGrid, 
SC11 
Worksh
op 
Data-driven Computational 
Science: Modeling and 
Visualization 
Richard 
Stockton 
College of 
New Jersey 
June 19-
21 
40 25  Live XSEDE, 
TeraGrid, 
SC11 
Worksh
op 
Intermediate Parallel 
Programming and Cluster 
Computing 
 July 31-
Aug 6 
40 31 9 Synchrono
us - 
Webcast 
XSEDE, 
TeraGrid, 
SC11 
Worksh
op 
Intermediate Parallel 
Programming and Cluster 
Computing 
Polytechnic 
University 
of Puerto 
Rico 
July 31-
Aug 6 
40 16 15 Live XSEDE, 
TeraGrid, 
SC11 
Worksh
op 
Intermediate Parallel 
Programming and Cluster 
Computing 
University 
of Oklahoma 
July 31-
Aug 6 
40 39 1 Live XSEDE, 
TeraGrid, 
SC11 
Worksh
op 
Introduction to 
Computational Thinking 
Louisiana 
State 
University 
July 31 – 
Aug 6 
40 26 6 Live XSEDE, 
TeraGrid, 
SC11 
Worksh
op 
Introduction to 
Computational Thinking 
Texas State 
Technical 
College 
July 10-
16 
40 19 4 Live XSEDE, 
TeraGrid, 
SC11 
 419 
Waco 
Worksh
op 
Introduction to 
Computational Thinking 
Wayne State 
College 
June 19-
25 
40 11 3 Live XSEDE, 
TeraGrid, 
SC11 
Worksh
op 
Introduction to Parallel 
Programming and Cluster 
Computing 
 June 26 
– July 1 
40 37 10 Synchrono
us - 
Webcast 
XSEDE, 
TeraGrid, 
SC11 
Worksh
op 
Introduction to Parallel 
Programming and Cluster 
Computing 
Idaho State 
University 
June 26 
– July 1 
40 24 3 Live XSEDE, 
TeraGrid, 
SC11 
Worksh
op 
Introduction to Parallel 
Programming and Cluster 
Computing 
University 
of 
Washington 
June 26 
– July 1 
40 23 5 Live XSEDE, 
TeraGrid, 
SC11 
Worksh
op 
Berkeley Par Lab Boot 
Camp 
UC Berkeley August 
15-17 
 155 Onsite; 
155 Remote 
 Live and 
Webcast 
XSEDE 
Worksh
op 
EU-US HPC Summer 
School 
Embassy 
Suite, South 
Lake Tahoe 
August 
7-12 
32 80  Live XSEDE, 
PRACE 
Worksh
op 
Petascale Programming 
Environments and Tools 
7 sites: LSU, 
Michigan 
State Univ, 
NCSA, 
Northwester
n, Princeton, 
Univ of 
Tennessee, 
UT El Paso, 
Univ of Utah 
July 12-
15 
32 79  Live, High 
Def A/V, 
webcast 
NSF CI-
TEAM, 
Blue 
Waters, 
XSEDE 
Confer
ence 
TeraGrid ’11 Conference Salt Lake 
City 
July 17-
21 
40 ??   XSEDE 
         
 
 
 
 
 
 
 
 
 
  
