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A general class of Fuller modified maximum likelihood estimators are considered. 
It is shown that this class possesses finite moments. Asymptotic bias and asymptotic 
mean squared error are derived using small-a expansions. A simulation study is 
carried out to compare different estimators in this class with standard estimators. 
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INTRODUCTION 
The problem of estimating parameters in a single equation of a system 
of simultaneous structural equations has traditionally been reduced to 
choosing between two asymptotically efficient methods of estimation- 
limited information maximum likelihood (LIML) and two-stage least 
squares (TSLS). Recently, however, efforts have been made to distinguish 
between the two procedures by considering higher order approximations of 
the distributions of these estimators. Specifically, Takeuchi and Morimune 
[12] have demonstrated that modifications of the LIML procedure 
provide estimators that are third order efficient and that fixed k-class 
estimators are third order inefficient. This large sample dominance of the 
modified LIML procedures has led several authors (e.g., see Anderson, 
Kunitomo, and Morimune [4] pp. 12-20) to recommend the use of 
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modified estimators of the type suggested by Takeuchi and Morimune [ 121 
and Fuller [S] rather than fixed k-class estimators such as TSLS. Evidence 
of the popularity of these modified estimators is found in the fact that they 
are now part of the commercial software packages such as SAS. 
In this paper we use small (T expansions to study the properties of 
modified LIML estimators. In this regard, we note that the modified 
estimators suggested by Takeuchi and Morimune and Fuller are equivalent 
to 0(03). (See Appendix for details.) Therefore, to the level of approxima- 
tion used in this paper, any statement made concerning the properties of 
either of these estimators holds for both. Accordingly, we concentrate on 
the Fuller modification. The paper is organized as follows: 
1. In Section one we present the formal model and a brief summary 
of the relevant results. 
2. In Section two a generalization of the class of Fuller modified 
limited information maximum iikelihood estimators is considered. This 
generalized class of estimators is a subclass of the k-class estimators 
developed by Theil. We give conditions under which these estimators have 
finite moments, and present small-o approximations for the bias vector and 
mean-squared error. We then discuss conditions for unbiasedness to order 
a2 and suggest estimators which have lower mean-squared errors than 
comparable estimators recommended by Fuller. 
3. In Section three we report the results of a simulation study based 
upon a model considered by Anderson et al. These simulations clearly 
point out the gains attained by using the estimators suggested in Section 
two in lieu of using conventional methods. 
1. THE MODEL 
Let 
Y= y,B+xlY+u, (1.1) 
be one of G simultaneous equations, where y is a T x 1 vector of observa- 
tions on an endogenous variable, Y, is a TX G, matrix of observations on 
Gi additional endogenous variables, and X, is a TX K, matrix of observa- 
tions on K, exogenous variables. y and /I are, respectively, K, x 1 and 
G, x 1 vectors of parameters to be estimated. Finally, u1 is a T x 1 vector 
of independently and identically normally distributed errors with mean 0 
and variance equal to a*. 
It is assumed that Eq. ( 1.1) is part of a system of G B G, + 1 equations 
which are characterized by, in addition to the variables appearing in (l.l), 
a T x (G 1 G, - 1) matrix of observations on G, = (G - G, - 1) endogenous 
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variables and a TX (K- K,) matrix of observations on K, = K-K, 
exogenous variables. Let the T x K matrix of observations on the 
exogenous variables be denoted by X, and let the T x K2 matrix of obser- 
vations on the exogenous variables excluded from (1.1) be denoted by X2, 
so that X, = [Xi I X2]. Correspondingly, let Y= [ y ) Y,]. 
The reduced form of the endogenous variables equals 
Y= X,(n, (n,) + (vi ) V,), where rc; = (rc’,i ) 7~;~) and Z7; = (n;, In;,) are, 
respectively, 1 x (K, + K,) and G, x (K, + K2) matrices of reduced form 
coefficients. The rows of (vi 1 V,) are independently normally distributed 
errors, with each row having mean 0 and nonsingular covariance matrix 
The least squares estimators of ZZ and Q are 
and 
(1.2) 
where 
P=(e,I &)= Y-X*z?. 
We make the usual assumptions concerning the identifiability and 
estimability of (1.1). In particular, we assume that X, has full rank, K, and 
that K, > G,. Then the k-class estimator, b(k), of (/I’ ) y’)’ is given by 
b(k) = [ZyZ- kM)Z] -I zl(Z- kM) y, (1.3) 
where 
z= CYlI~Il 
and 
M=Z-X*(X*X*)-‘X;. 
Many of the single equation estimators used in practice fall within the set 
of k-class estimators. For example, the two stage least squares estimator 
(TSLSE) has k = 1, the ordinary least squares estimator (OLSE) has k = 0, 
and the limited information maximum likelihood estimator (LIMLE) 
suggested by Anderson and Rubin [3] has k = A,, where 
I,=Min(Y- Y,P)‘M,(Y- Y,B) 
B (Y- Y,S)‘MY- YIP) 
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and 
M, = I- x,(x;x,)-’ x; 
It is well known that the k-class estimators are consistent if plim k = 1. 
Therefore the OLSE is inconsistent while the TSLSE and LIMLE are 
consistent. Moreover, it is known that the LIMLE does not possess 
moments and that if k is nonstochastic, the integral moments of b(k) exist 
up to order M*, where 
M*= 
T-K,-G1 for O<k<l 
L for k=l 
and L = K2 - G,, the number of overidentilication restrictions. (See Kinal 
[7] for details.) 
Fuller [S] introduced modifications to the LIML and fixed k-class 
estimators which ensure that the new estimators possess finite moments. 
Specifically, Fuller modified the LIMLE by defining k = &, - a/( T - K) and 
showed that as long as c( > 0, this modification will yield an estimator 
which possesses finite moments in small samples. He also showed that 
when CI = 1 the resulting k-class estimator is unbiased to O(T-‘) and 
demonstrated that setting tl= 4 yields an estimator whose mean-squared 
error to O(Tp2) is uniformly smaller than that associated with any smaller 
c(. Rothenberg [11] shows that the results proved by Fuller under the 
assumption of normality hold for any symmetric error distribution 
possessing higher order moments. 
In a comprehensive paper on single equation estimators, Anderson, 
Kunitomo, and Morimune [4] use small (T expansions of the distributions 
of the Fuller estimators to show that the Fuller modification improves the 
LIML estimator in terms of asymptotic mean-squared error and 
asymptotic probability of concentration. They also show that when Fuller’s 
modification is extended to the double k-class estimator proposed by 
Nagar [9], the resulting estimator dominates the fixed double k-class 
estimator for large T. 
The Fuller estimator modifies the LIML estimator by subtracting from 
the LIML root, A,, a number which is asymptotically negligible as T -+ co. 
In the following section of the paper instead of reducing the LIML root by 
subtraction, we shrink & by multiplying it by a factor which is less than 
one. The difference of this factor from one is asymptotically negligible; and 
therefore, the proposed estimator, like Fuller’s, is third order efficient. 
Using small 0 expansions we show that reducing the root by multiplication 
yields estimator of smaller mean-squared error than comparable Fuller 
estimators. 
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2. AN IMPROVED MODIFIED LIML ESTIMATOR 
In this paper we consider a subclass of single k-class estimators in which 
X1 
L+T-K > 
This class of estimators, suggested by Rothenberg [ 1 l] and Phillips [lo], 
includes most of the single k-class estimators of practical importance: the 
OLS, TSLS, LIML, and Fuller estimators. For convenience, we refer to 
this class of estimators as the general k-class estimator (GKE). 
Since the LIML and fixed k-class estimators with k > 1 are included in 
this family of estimators, it is clear that the moments of the GKE need not 
exist. However, a modification of the argument given by Fuller [S, p. 9443 
establishes that the first two moments of the k-class estimator will exist if 
k has the form k = A0 - E, where E > 0. Therefore, we have the following 
theorem: 
THEOREM 2.1. The general k-class estimators have finite moments if 
Xl 
x2 >o -- 
L+T-K T-K ’ 
Proof Proof follows immediately by noting that 
xl 
> L+T-K 
= lo - Xl& x2 
L+T-K+T-K 
-<A,- Xl x2 
L+T-K+T-K 
=a,- Xl -- x2 =&-E, where E= x1 x2 >o 
L+T-K T-K L+T-K-T-K ’ 
Fuller derived large sample approximations of bias and mean squared 
error for the case when k= I, + x2/(T- K) and on the basis of these 
approximations suggested optimal values for x2. In what follows we 
present small-a approximations for the bias and mean-squared error of 
the GKE and use these approximations to provide alternatives to the 
estimators suggested by Fuller. 
Letting ek =b(k)- (P’lr’)’ and Ax =x, -x2, the results in Kadane [6] 
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and Anderson, Kunitomo, and Morimune [4] can be used to establish the 
following two lemmas:’ 
LEMMA 2.1. The bias of the general k-class estimator to order o2 is given 
by 
E(e,) = (Ax - 1) c?Qq + O(03). (2.2) 
LEMMA 2.2. The mean squared error of the general k-class estimator to 
order g4 is given by 
E(e,e;) = o’Q + 04TR(QC2)Q + 04(3 - 24x) TR(QC,)Q 
+ CT4 “;f,f;‘) (/4~)2-6(4~-1) 
2x:L 
+(L+ T-K)(T-K) “lQ I 
4 
+ (T->-2) 
(L+ T-K-2)(L+2)-2(L+ T-K-2)d~ 
2x2 +(L+T-K)(T-K) Qc2Q+o(a5h I (2.3 1 
where q, Q, Cl, and C2 are as defined in Kadane [6]. That is, 
Q= 
[ 
n;x;x*n, n;x;x, -' 
x; x, 17, x; x, 3 
4’ = Ub2)h2 - B’Q22 IO’) 
Cl = 44’ 
’ Refer to Appendix A.2 (p. 24) in Anderson, Kunitomo, and Morimune 141. They consider 
a k-class estimator similar in form to the one studied in this paper. In their notation 
where 
k=U,+X 
&=1,+1. 
Letting 6=1--xi/(L+T-K) and x=l-xl/(~++-K)+~,/(T-K) and following the 
basic arguments outlined in [4] leads to the results stated in Lemmas 2.1 and 2.2. Detailed 
proofs of these lemmas are available from the authors upon request. 
Finally, although the discussion in this paper focuses on estimators satisfying the conditions 
stated in Theorem 2.1, we have noted that not all k-class estimators have finite moments. For 
those members of the k-class estimators not possessing linite moments, the results of 
Lemma 2.1 and 2.2 should be interpreted as referring to the moments of the approximating 
distribution of ek. The LIML estimator and the estimators suggested by Takeuchi and 
Morimune [ 121 require this interpretation. 
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1 Q** 0 
C2=;;I I 1 o o -44’. 
Allowing T -+ cc in Eq. (2.3) gives the mean squared error of the GKE 
to 0( Tp2). Note that with x1 = 0 this compares to the expression given by 
Fuller [S, see p. 9501). Therefore, the large sample results on the Fuller 
estimators can be extended to the GKE. Specifically, setting Ax = 4 yields 
an estimator whose mean-squared error to 0(Tp2) is uniformly smaller 
than that associated with any other GKE with Ax < 4. 
It is interesting to note that when L > 4, the TSLS estimator is a GKE 
with Ax ~4. For this reason we would expect a modified LIMLE with 
Ax = 4 to dominate TSLS in MSE for large samples when L < 4. 
From Eq. (2.2) we see that the GKE is unbiased to order C? whenever 
Ax = 1. Therefore, the set of unbiased GK estimators includes (among 
others): 
(1) The asymptotically unbiased estimator suggested by Fuller 
(FUNB) which is obtained by setting k = 1, - l/( T - K). 
(2) A “scaled down” LIML type estimator obtained by setting 
k = (1 - i/(L + T - K)) &. Note that this estimator satisfies the conditions 
of Theorem 2.1, so it has finite moments. For convenience we refer to this 
estimator as (SDUNB). 
It can be seen from Eq. (2.3) that the mean-squared errors of these two 
estimators differ by only two terms: 
2x3 
(L+T-K)(T-K)44QC1Q (2.4) 
and 
It is easy to verify that each of these terms is smaller for the SDUNB 
estimator than for the FUNB estimator. 
The above result can be extended to “scaled down” LIML and Fuller 
modified LIML estimators of comparable bias. That is, if Ax = h, where 
h c 2(L + T-K), then the scaled down LIML estimator obtained by 
setting x1 = h and x2 = 0 has smaller MSE to 0(a4) than the comparable 
Fuller estimator (x, = 0 and x2 = -h). Therefore, the Fuller estimator is 
inadmissible to the level of approximation considered in Lemma 2.2. 
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Moreover, upon inspection of Eqs. (2.4) and (2.5), it is seen that the 
difference in MSE between the scaled down and Fuller estimators is 
directly related to L, the number of overidentification restrictions. This 
suggests that any improvement in MSE derived from using the scaled down 
LIML estimators should be more pronounced for equations with a large 
number of overidentitication restrictions. 
If it is desired to minimize the mean-squared error of b(k), then x1 and 
x2 can be chosen to minimize the determinantal value of the moment 
matrix, l,!?(ekeh)l. Following a procedure similar to that in Nagar [S], 
it can be shown that the GKE which minimizes the generalized mean- 
squared error is obtained by setting’ 
1 
k=k,= 1-(L+X7j-K) &+&> > 
I 
where 
f,= - L+T-K-2 
A 
+L+T-K, 
and 
A = L+ T-K+ 2 + TWQG)IWQC,) + (WQC,)IWQCI))~ 
L+T-K T-K-2 (T- K)(T-K-2) 1 ’ 
The values of ii and f2 are parameter dependent. Therefore, the optimal 
GKE, b(k,), cannot be directly implemented. It is possible, however, to 
identify a subclass of the GKE which contains b(k,). In this regard, note 
that Tr(QC,)/TR(QC,) 2 0 implies that A > (L + T- K+ 2)/(L f T- K) 
and it follows that ii 3 4 - 8/(L + T - K + 2) and i2 3 0. Therefore, if the 
objective is to minimize the MSE of the GKE, then k in Eq. (2.1) should be 
restricted so that f, > 4 - 8/(L + T- K+ 2) and i2 2 0. Any other k-class 
estimator is dominated by a member of this family (note that the TSLS, 
LIML, and Fuller estimators are not within this family of estimators). 
Fuller [S] obtained a similar result under the restriction that x1 = 0, and 
he recommended that if one wishes to minimize the mean-squared error of 
the estimator setting x2 = -4 is appropriate. The above discussion leads 
us to suggest that b(k) with k= (l -4/(L. + T-K)) & be used as a 
replacement for Fuller’s recommendation. This estimator is smaller in MSE 
to 0(a4) than the Fuller estimator when L + T- K> 2. 
’ Details are available from the authors upon request. 
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Finally, we consider an operational version of b(k,) obtained by 
estimating ii and i2. This involves estimating TR(QC,)/TR(QC,). To 
estimate this ratio we use the estimates 
Q=( 
z?;(x;x*) I?, fi;x;x, -’ 
x; X*A, > xix, ’ 
where Z? = (Xi X, ) - ‘Xi Y, and 
where 
lj = l/rP(tir2 - &,6,, (0’) 
Y’MY 
fi=--- 
T-K' 
&,=LIML OfB, 
and 
e2 =( Y - YI a,, - Xl Y^L,)‘( Y - Y, h, - XI Y^L,)P 
Using Q and 4 we can define an estimate for A, a, which provides 
and 
41 
L-T-K > 
The estimator b(k,) provides an alternative to the TSLS and FMSE 
estimators when generalized mean-squared error is used as a criterion for 
judging an estimator. 
Small o expansions of the distributions of 6(k,) provide little informa- 
tion on the sampling properties of 6(k,). We investigate the properties of 
b(k,) and the estimators suggested in Section 2 using Monte Carlo simula- 
tion. The results of the simulation are discussed in the next section. 
3. A MONTE CARLO COMPARISON OF DIFFERENT ESTIMATORS 
In order to investigate the properties of the modified LIML estimators 
in small samples and to obtain information about the sampling properties 
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TABLE I 
Results of Simulation Averaged over p for K, = 3 
FUNB SDUNB FMSE SDMSE OKCL OLS 
cs = 10 
Bias 0.5247 0.5109 2.964 2.915 3.049 5.351 
Abs. dev. 1.0011 0.9959 0.9281 0.9232 0.9196 1.238 
MSE 0.9615 0.945 1 0.6942 0.6854 0.698 1 1.1434 
ls = 30 
Bias 0.2979 0.1822 3.604 3.604 4.387 10.1024 
Abs. dev. 1.0262 1.0227 0.9606 0.9550 0.9577 1.2318 
MSE 1.0871 1.0719 0.8690 0.8560 0.8601 1.3118 
6’ = 50 
Bias 0.2657 0.2533 3.665 3.6694 4.159 11.6611 
Abs. dev. 1.0151 1.0138 0.9761 0.9724 0.9742 1.1767 
MSE 1.0482 1.0441 0.9223 0.9138 0.9153 1.2492 
of b(k,) we carried out a Monte Carlo simulation study to calculate the 
bias, the average absolute error, and the mean-squared error (MSE) of the 
estimators discussed in Section 2. The simulations are based on a model 
which has two endogenous variables (i.e., G = 2). This allows us to make 
use of the extensive theoretical results obtained by Anderson et al. (see 
TABLE II 
Results of Simulation Averaged over p for K, = 10 
FUNB SDUNB FMSE SDMSE OKCL OLS 
Bias 0.0532 0.0436 
Abs. dev. 1.1728 1.1477 
MSE 1.804 1.6744 
Bias 0.0880 0.0714 
Abs. dev. 1.088 1.075 
MSE 1.419 1.332 
Bias 0.0988 0.0909 
Abs. dev. 1.030 1.026 
MSE 1.154 1.125 
P=30 
0.4895 
0.9884 
1.092 
P=50 
0.4046 
0.9909 
1.066 
h2=100 
0.3520 
0.9898 
1.025 
0.4871 0.8434 1.789 
0.9599 0.9506 1.291 
1.010 0.9383 1.554 
0.4127 0.8611 1.956 
0.9679 0.9612 1.288 
1.000 0.9483 1.550 
0.3594 0.8944 2.135 
0.9784 0.9765 1.226 
0.9924 0.9671 1.421 
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TABLE III 
Results of Simulation Averaged over p for K2 = 20 
FUNB SDUNB FMSE SDMSE OKCL OLS 
Bias 0.0340 0.0253 0.2514 0.2662 0.7144 1.3459 
Abs. dev. 1.219 1.184 1.028 0.9888 0.9061 1.181 
MSE 2.457 2.123 1.439 1.263 0.8998 1.3319 
P=loO 
Bias 0.0211 0.0159 0.2053 0.2113 0.7260 1.421 
Abs. dev. 1.032 1.020 0.9635 0.9409 0.9096 1.1945 
MSE 1.425 1.307 1.1311 1.037 0.8788 1.359 
[l, 2]), who found that the distribution functions of the TSLS and LIML 
estimators for j3 depend on K2, 
l7; x; M, x, 17, b2= ~ 
22 
and 
where p is defined as the correlation between Y, and pr. 
Accordingly, by simulating the distribution of the estimators for various 
values of K2, d2, and p, we can gather information on the sampling proper- 
ties of the estimators in a systematic fashion for a variety of settings. Since 
TABLE IV 
Bias K,=3 
FUNB SDUNB FMSE SDMSE OKCL OLS 
P=lO 
p =O.lO 0.5711 0.5321 3.4634 3.3649 3.6885 6.1934 
p = 0.50 0.5594 0.5452 2.8826 2.8298 3.0054 5.1486 
p = 0.90 0.4243 0.4279 2.6689 2.6679 2.5585 4.9692 
P=30 
p=O.lO -0.7348 -0.6619 4.5953 4.6071 6.5469 13.4283 
p = 0.50 -0.531 - 0.0470 3.3764 3.3655 4.0897 9.273 
p = 0.90 0.0172 0.0203 3.1693 3.1748 3.0094 8.7564 
62=50 
p=O.lO -0.8863 -0.8350 4.7127 4.7505 7.4845 15.9262 
p = 0.50 -0.1075 -0.1042 3.413 3.4065 4.3595 10.5916 
p = 0.90 -0.0288 -0.0295 3.2251 3.2244 3.0566 9.9678 
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TABLE V 
Absolute Deviation for K, = 3 
FUNB SDUNB FMSE SDMSE OKCL OLS 
62 = 10 
p=O.lO 1.0889 1.0824 0.8093 0.8080 0.7857 0.7101 
p = 0.50 I .0260 1.0213 0.8996 0.8919 0.9153 1.1448 
p = 0.90 0.8711 0.8670 1.0904 1.0865 1.06 1.9135 
62 = 30 
p=O.lO 1.0511 1.0457 0.9417 0.9369 0.9119 0.8699 
p = 0.50 1.0321 1.0289 0.9541 0.9485 0.9715 1.1478 
p = 0.90 0.9908 0.9891 0.9892 0.9836 0.9855 1.7277 
6’ = 50 
p=O.lO 1.0282 1.0264 0.9661 0.9629 0.9437 0.9168 
p = 0.50 1.0190 1.0179 0.9722 0.968 1 0.9843 1.1108 
p = 0.90 0.9960 0.9953 0.9918 0.9881 0.9911 1.5411 
we are concerned with the small sample properties of the GKE, we set 
T-K= 10 and use Anderson et al. [2] as a guideline in selecting small to 
moderate size values to 6*. All results are based on 10,000 replications. 
In tables I-XII we summarize our simulation results for the following 
estimators of b (the coeflicient of Y, in Eq. ( 1.1)): 
FUNB 
TABLE VI 
Mean Squared Error for K2 = 3 
SDUNB FMSE SDMSE OKCL OLS 
P=lO 
p=O.lO 1.155 1.1358 0.6040 0.6013 0.5505 0.4573 
p = 0.50 1.0264 1.0095 0.6939 0.6815 0.7229 0.9957 
p = 0.90 0.6560 0.6437 0.7738 0.7647 0.7903 2.036 
P=30 
p=O.lO 1.1318 1.1107 0.8879 0.8748 0.8208 0.7482 
p=o.50 1.089 1.0768 0.8691 0.8573 0.8944 1.1566 
p = 0.90 1.0324 1.0224 0.8494 0.8361 0.8514 2.1269 
ls=50 
p =O.lO 1.0663 1.0606 0.9370 0.9285 0.8885 0.8374 
p = 0.50 1.0509 1.0473 0.9235 0.9155 0.9404 1.1338 
p = 0.90 1.0250 1.0230 0.9065 0.8970 0.9077 1.8474 
230 KADIYALA AND OBERHELMAN 
TABLE VII 
Bias for K1 = 10 
FIJNB SDUNB FMSE SDMSE OKCL OLS 
62=30 
0.5048 
0.4976 
0.4571 
6’=50 
0.3709 
0.4119 
0.4177 
is = 100 
0.273 1 
0.3659 
0.3899 
p=O.lO -0.1183 -0.1124 
p =oso -0.0436 -0.0305 
p = 0.90 -0.0155 -0.008752 
0.4796 0.9476 1.8659 
0.4995 0.8767 1.7701 
0.4692 0.6858 1.7548 
p=O.lO -0.1986 -0.1867 
p = 0.50 -0.0735 -0.0610 
p = 0.90 -0.0157 -0.0134 
0.3703 1.0153 2.0569 
0.425 1 0.8944 1.9305 
0.4250 0.655 1 1.9107 
p=O.lO - 0.2657 -0.2426 
p=o.50 -0.0688 -0.0618 
p = 0.90 -0.0176 -0.0169 
0.2816 1.1161 2.2843 
0.3767 0.9232 2.0978 
0.3930 0.6314 2.0699 
(1) Two Stage Least Squares (TSLS)- 
k= 1, 
(2) Fuller’s unbiased estimator (FUNB)- 
k=&- l/(T-K), 
FUNB 
TABLE VIII 
Absolute deviation for K2 = 10 
SDUNB FMSE SDMSE OKCL OLS 
J2=30 
1.2437 
1.0092 
0.7002 
P=50 
1.1702 
1.0157 
0.7737 
62 = 100 
1.0854 
1.0096 
0.8632 
p=O.lO 1.5619 1.5215 
p = 0.50 1.2075 1.1798 
p = 0.90 0.7267 0.7195 
1.2044 1.023 0.9130 
0.9794 1.0104 1.3117 
0.6814 0.7907 1.6503 
p=O.lO 1.3300 1.3069 
p = 0.50 1.1230 1.1084 
p = 0.90 0.7928 0.7899 
1.1391 1.0044 0.9435 
0.9918 1.0177 1.2735 
0.7590 0.8354 1.6649 
p=O.lO 1.1485 1.1399 
p = 0.50 1.0551 1.0503 
p = 0.90 0.8749 0.8738 
1.0716 0.9968 0.9712 
0.9975 1.0158 1.1869 
0.8548 0.8976 1.5414 
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FUNB 
TABLE IX 
Mean Squared Error for K2 = 10 
SDUNB FMSE SDMSE OKCL OLS 
p=O.lO 2.835 2.553 
p = 0.50 1.811 1.648 
p = 0.90 0.7488 0.7078 
p=O.lO 1.981 1.8205 
p=oso 1.470 1.372 
p = 0.90 0.7853 0.7738 
p =O.lO 1.415 1.337 
p = 0.50 1.182 1.159 
p = 0.90 0.8592 0.8560 
P=30 
1.601 
1.100 
0.5669 
a*=50 
1.421 
1.093 
0.6727 
cl2 = 100 
1.209 
1.0513 
0.7977 
1.465 1.062 0.8206 
1.019 1.025 1.534 
0.5326 0.6828 2.333 
1.315 1.018 0.8784 
1.025 1.037 1.4845 
0.6434 0.7486 2.333 
1.161 0.9963 0.9330 
1.019 1.033 1.3372 
0.7813 0.8415 2.0391 
(3) An unbiased modified LIML estimator in which the LIML root 
is reduced in scale (SDUNB)- 
k= [ 
1 
l-(L+T-K) Ah 1 
(4) Fuller’s minimum mean-squared error estimator (FMSE)- 
k = 1, - 4/( T- K), 
TABLE X 
Bias for K, = 20 
FUNB SDUNB FMSE SDMSE OKCL OLS 
6*=50 
p=O.lO 0.0564 0.045 1 0.3084 0.3039 0.8109 1.3306 
p = 0.50 -0.0406 - 0.0249 0.2482 0.2583 0.7415 1.343 
p = 0.90 -0.0115 -0.0079 0.2212 0.2302 0.5839 1.3452 
P=lOO 
p=O.lO 0.0508 0.0407 0.2479 0.2432 0.8575 1.4095 
p = 0.50 - 0.0202 -0.0160 0.1915 0.2022 0.7539 1.4232 
p = 0.90 0.0008 1 0.00157 0.1964 0.200 0.5504 1.4257 
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TABLE XI 
Absolute deviation for K2 = 20 
FUNB SDUNB FMSE SDMSE OKCL OLS 
is=50 
p=O.lO 1.9543 1.8925 1.6049 1.5382 1.0929 0.9519 
p = 0.50 1.1648 1.1319 0.9858 0.9484 0.9429 1.2363 
p = 0.90 0.5189 0.5150 0.4928 0.4789 0.6581 1.3395 
a2 = 100 
p=O.lO 1.4607 1.4352 1.3367 1.2978 1.0345 0.9730 
p = 0.50 1.0340 1.0237 0.9668 0.9462 0.9653 1.2162 
p = 0.90 0.5890 0.5877 0.5766 0.5692 0.7017 1.3896 
(5) An alternative to FMSE (SDMSE) in which the LIML root is 
reduced in scale- 
(6) The estimator b(k,), in which optimal values of x1 and x2 are 
replaced by their estimates (OKCL), and 
(7) Ordinary least squares (OLS)- 
k = 0. 
Tables IV-XII present the results of the simulations for low, medium, 
and high values of p. For convenience all the results in these tables are 
expressed as ratios of the listed estimator to TSLS. For example, the figures 
FUNB 
TABLE XII 
Mean Squared Error for K, = 20 
SDUNB FMSE SDMSE OKCL OLS 
a*=50 
p=o.io 4.9292 4.2716 2.8253 2.4639 1.2226 0.9017 
p = 0.50 1.9768 1.7153 1.2034 1.0611 0.9323 1.3989 
p = 0.90 0.4073 0.3924 0.3274 0.3027 0.5152 1.6763 
62=100 
p=O.lO 2.5448 2.2806 1.9278 1.7353 1.0770 0.9437 
p =0.50 1.2859 1.2126 1.0574 0.9838 0.9562 1.380 
p = 0.90 0.4500 0.4456 0.4124 0.3993 0.5659 1.7403 
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on MSE for Fuller’s unbiased estimator in Table VI equals 
(MSE FUNB)/( MSE TSLS). Additionally, in Tables I-III we provide a 
concise report of the simulations by averaging the results for all values of 
p considered (i.e., p = 0.1, 0.25, 0.50, 0.75, and 0.90). 
Looking at the results for small KZ (K, = 3) we see that the modified 
LIML estimators dominate TSLS. Specifically both FMSE and SDMSE 
are consistently superior to TSLS in both MSE and absolute deviation and 
both FUNB and SDUNB have smaller bias than TSLS. Thus the large 
sample result that the modified LIML estimators are lower in MSE than 
TSLS for L < 4 appears to hold in finite samples. 
Looking at the results for larger values of K, we see, as might be 
expected from the findings of previous studies on the properties of the 
TSLS and LIML estimators, that the TSLS estimator is severely biased 
when compared to the modified LIML estimators, and that the relative 
bias of TSLS increases with K,. Both FUNB and SDUNB provide 
relatively unbiased estimators of /I. 
In terms of MSE, however, no one estimator is dominant. In particular, 
the modified LIML estimators have smaller MSE for values of p > 0.50 
while the TSLS estimator has smaller MSE for values of p < 0.5. See 
columns 3 and 4 of Tables IX and XII. Referring to column 5 of this table 
we note that the “optimal” k-class estimator serves as a compromise 
between TSLS and the modified LIML estimators. That is, for smaller 
values of p, the increase in MSE that results from using OKCL instead of 
TSLS is moderate (e.g., when K, = 10 maximum increase in loss is 6 %) 
and yet sizeable gains in efficiency relative to TSLS are possible from using 
OKCL when p >0.5 (as much as 32% for K2 = 10). Therefore b(c,) 
provides a viable alternative to TSLS and the modified LIML estimators 
when MSE or average absolute deviation of error is a criterion of estima- 
tion. 
Finally, we note that, upon comparing FUNB and FMSE with SDUNB 
and SDMSE, respectively, we found, in all 40 cases considered, that the 
MSE and average absolute deviation of error were lower for the “scaled 
down” estimators. Also, although the differences in bias tended to be 
small, the SDUNB estimator was generally less biased than the FUNB 
estimator. The numerical differences in MSE were largest for the lower 
values of 6’ and tended to disappear as 6* increased in value. For example, 
referring to Table II for 6* = 30, K, = 10 there was roughly an 8 % reduc- 
tion in MSE if SDMSE (SDUNB) was used in lieu of FMSE (FUNB). 
This difference reduces to about 3 % when 6* = 100. This suggests that the 
scaled down estimators perform better in small samples. 
Additionally, as suggested by the small G results of the previous 
section of the paper, the difference between the MSE of the scaled down 
and Fuller estimators tend to be more pronounced as the number of over- 
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identification restrictions increases. For example, comparing the results in 
Tables II and III we see that the improvement in MSE derived from using 
SDMSE (SDUNB) in place of FMSE (FUNB) is of the order of 6% when 
K2 = 10, while for K, = 20, the improvement is of the order of 12 %. 
4. CONCLUSION 
In this paper we have considered a general class of k-class estimators 
where 
k= I--(L+;-K) ‘o+(&’ > 
Included within this class of estimators are the TSLS, LIML, and Fuller 
modified LIML estimators. 
We recommend using what we have referred to as a scaled down LIML 
estimator obtained by setting x2 = 0 and x1 > 0. We have demonstrated 
that estimators in this class have finite moments, that they dominate the 
modified estimators of Fuller [S] and Takeuchi and Morimune [ 121 in 
small CJ MSE, and that this dominance becomes more pronounced as the 
number of overidentification restrictions increases. 
A simulation study suggests that these results on the relative efficiency of 
the scaled down LIML estimators also holds in small samples, and that an 
operationalized version of the optimal GKE provides a viable alternative 
to TSLS. 
At least two practical suggestions follow. First, if an almost unbiased 
estimator is required, the the scaled down LIML estimator with x, = 1 
should be employed in lieu of other modified LIML estimators. And 
second, if minimizing mean-squared error is the criterion of estimation, 
then the scaled LIML estimator with xi = 4 or b(R,) should be considered. 
APPENDIX 
We note that the estimator recommended by Takeuchi and Morimune 
[12] can be written as 
b,= b(&) + R, 
when 1 
equals the LIML estimator, 
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and 
(A.11 
with C.C~ equal to a constant, 
and 
1 
(T-K) 
P&i, = ci);2 - SiJ,,. 
All other symbols are defined in the main text of the paper. 
The error vector of the Takeuchi-Morimune estimator equals 
e,=e,,+Z?. 
when ek = b(k) - (fl’ 1 y’)‘. 
Let p represent a (T x 1) vector of i.i.d. random errors having mean 0 
and variance 1; Eq. (1.1) can be written as 
Following Kadane [6] and Anderson, Kunitomo, and Morimune [4], 
expand the reduced form for Y, as 
(Y,l~,)=(~*~*I~1)+(~210) 
=x+av. 
Defining S= V’X+x’V, P,=X,(X;X,)-‘Xi, and M=Z-P,, it can 
be verified that 
1 
RT= (TI-iK) ~ Q(a2V’Mp- a2V’MVe,,), (A.21 
where 
&= {Q-cQSQ-a2QV'PJQ+a2QSQSQ+O(03)} (A.31 
and Q = XX. 
Moreover, letting k = I,- tlF/(T- K) it follows that (see Kadane 
C6, P. 7291) 
ek = eAo + ( TyKj ~ [o'QV'Mp - 03QV'MVQX'p-~3QSQV'Mp] + o(a4) 
(A.4) 
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when 
eA, = QX’p + o*Q( V’N, ,u - SQX’p) 
+ a3Q(SQSQX’p - V’N, VQX’p - SQV’N,p) + O(cr4) (A.5) 
with N, = I - &IL 
The errors e, and ek will be equal to O(a4) if h, equals the difference 
ek-eA, in Eq. (A.4). 
From (A.2), (A.3), and (A.5) we see that 
&= 
( > 
eK (Q - oQSQ)(02V’Mp + a3V’MVQX’p) + O(a4) 
SO 
I 
RT= (&) - (o’Q V’Mp - o’QSQ V’Mp - CT’Q V’MVQX’p) = O(a4). 
Therefore, eT and ek are equal to O(a4) when aT= CI~, and the 
Takeuchi-Morimune and Fuller estimators are equivalent to the order of 
approximation used in both Anderson, Kunitomo, and Morimune [4] and 
this paper. 
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