Abstract. 2014 A 1-dimensional covalent surface is first studied selfconsistently within the narrow gap approximation. Our analysis shows : i) that the potential and charge distribution in the surface region behave rather like those for the case of a metal, and ii) that the dangling-bond surface state is determined by a charge neutrality sum-rule. A covalent 111-surface is then discussed. Our arguments strongly suggest that the same conclusions apply to this surface. By using these results, the 111-Si surface potential has been obtained and compared satisfactorily with other independent theoretical calculations.
LE JOURNAL DE PHYSIQUE TOME 38, AOUT Schrodinger equation for a given assumed surface geometry, with the bare ion potentials of the semiinfinite crystal plus a suitable local potential to take some account of many-body effects [1] .
While a great deal of information has been obtained about surfaces in these calculations [2, 3] , perhaps it could be of interest to look for some general relations between different surface properties which might be contained but unnoticed in the selfconsistent numerical computations and which might also apply to other situations. This has been the point of view motivating this work.
In this paper we first show the two following results for a 1-dimensional covalent surface :
i) The potential and charge distribution near the surface region behave rather like those for the case of a metal (the necessary qualification will be given presently).
ii) The (1) .
In this case, the eigenvalues must satisfy the condition no being the phase-shift produced by the surface potential.
Comparing (6) and (3) (11) . Thus, matching (13) and (10) : where Ev and Ec are the lower and upper band edges, and V g2 has been used. This is the secular equation for the S.S. eigenvalue. Also, matching (13) and (11) : This gives q and hence fixes the wavefunction (11) .
We now study the density of S.S. proceeding in two steps, much in the same way as we used to study the metallic surface. In the first step we imagine two infinite barriers at z = 0 and z = L, with L = N(2 n/g)., and N very large. The wavefunctions of the lower band are :
and the eigenvalues are' obtained from Now there are no bulk states for n = 0, N, i.e., the two band-edges. By using an argument similar to the metal-like case, it is straightforward to obtain the surface density of states for the 1-dimensional crystal with an infinite barrier Knowing the density of states for an infinite barrier at z = 0, we can easily evaluate it for the system described by the wavefunctions (11) . Here, the eigenvalues must satisfy the condition and finally we conclude, in analogy with eq. (8) , that the surface density of states for the valence band is given by :
In the semiconductor case it is interesting to notice how il changes across the band. For E --&#x3E; 0, q -+ 0, while for E = Ev, a = 1 and q = nn (see eq. (15)).
. This gives the whole surface charge in the valence band by using eq. (20) : where we have taken into account spin degeneracy.
The value of n depends on -the surface potential. As the barrier is lowered and/or displaced to the left, a S.S. goes down in energy into the lower band and the associated charge changes by. two electronic charges. Thus n takes on successively the values 0, 1. This implies a constant occupation of the S.S. for reasonaoie changes in the surface potential, i.e., not so large that n changes by one unit. For a surface potential of the kind shown in figure 1 b, and with a S.S. near the midgap it is easily seen that n = 0. This implies 1/2 occupation of the S.S.
After discussing the density of states, it is also interesting to look at the charge density disturbance in real space near the surface region. We recall that, as regards density of states in energy, the change due to the appearance of S.S. in the gaps is exactly cancelled by accompanying distortions in the density of states in the continuum of the bulk bands, so that the change in the total number of states is zero [1, 4] . We now concentrate specifically on the consequences of having S.S. in semiconductor surfaces and investigate a similar but different question, namely the changes in the local density of states associated with (a) the gaps, and (b) the two neighbouring bulk bands.
The problem can be studied starting from the wavefunction (11) , assuming that I' is known (see eq. (13) and (15)). From this wavefunction it is a straightforward matter to obtain the local density of states N(E, z) and the integrated density of states N(E, z) dE in the bands. The details are given in appendix I.
The result is that the above two local densities turn out to cancel each other at every depth z. Thus, in our 2-band analysis, if a gap is in a range of occupied energies, then all distortions in the local densities (a) and (b) cancel out, so that the specific features of the semiconductor case in the local density disappear entirely.
An interesting case appears when the S.S. is in the midgap. Here Here we have shown that ilo(EF) = c/4, the value ofyy' then being -n/4 (see eq. (13) and (1) and we want to study all energy ranges, those of the bulk band included. Very detailed selfconsistent solutions have been obtained [2, 3] in numerical form. Since the computational task involved is rather heavy, the problem is sometimes simplified by studying only high symmetry points of the 2-dimensional B.Z., such as T and X in figure 3 [2] . Surface charge and potential are then constructed on the basis of the information obtained in the study of these two points. The results of (2) show that one can obtain in this way a reasonable description of the surface potential. However, if the problem is to be simplified in this manner, it may be more appropriate to study other high symmetry points. For example, T would seem to be the least convenient one, since it actually has the highest energy of the dangling bond band and is therefore empty. A more convenient choice would seem the J point which in some calculations turns out to have the lowest energy of the dangling bond band and which, moreover, has further surface states in the lower gaps [5, 6] which can be relevant in the interpretation of experimental data. We thus choose J as more representative of the surface properties and will later substantiate this in the context of a more complete analysis. Figure 3 shows the (111) projection of the Jones zone (J.Z.) of the diamond lattice and the B.Z. for this surface. As shown by Elices et al. [7] , in order to study S.S. it is sufficient to include all plane waves corresponding to those points on or inside the J.Z. boundary, such that their surface projections map onto the point of the B.Z. under study. For the J point this means just the wavevector which project onto the three equivalent points in figure 3 . The potential is then consequently approximated by : figure 4, reduced   3 to the first B.Z., whose border is at h/3. The complex band structure is also shown.
We remark that the independent 1-dimensional eq. (26) here obtained correspond to the three equations of [7] derived in the study of the fundamental gap at the J point. It was shown there that a two-band model gives actually rather accurate results compared with those based on a more complete description of the bulk band structure. The same applies when each gap -besides the fundamental one -is studied separately, i.e., an adapted two-band model which focuses on each gap provides a rather accurate basis to study different gap ranges. We shall use here this approximation, so that all 1-dimensional problems will involve a two-band model in the manner explained, and the complete 3-dimensional study of the J point will be built up from the three independent 1-dimensional problems. Now, we concentrate on the study of the fundamental gap, since the effects on the surface potential of the other three gaps for each 1-dimensional problem disappear completely. This was shown in the previous section for a 1-dimensional gap in a range of occupied energies. In each one of the three 1-dimensional problems, we concentrate in the fundamental gap within a two-band approximation with an effective pseudopotential Y8 [7] . The three surface potentials become : which correspond to three independent 1-dimensional problems, with the pseudopotentials displaced by 0, ± a/3. Now, we can analyse selfconsistently the surface of the 3-dimensional crystal as in the previous section, the only difference being the simultaneous consideration of three 1-dimensional cases. To begin with, we need to know the phase-shift '10' which was determined in the 1-dimensional case by a sort of Friedel sum rule. In our present case, we can use a generalization of this sum rule as shown by Langreth [9] and Appelbaum and Blount [10] . Their results state that, in a metal, the average value ( n 0 &#x3E; for all wavefunctions at the Fermi level is determined by the condition of surface charge neutrality, its value being n/4. This is a rather evident generalization of the 1-dimensional result.
We use this value for n0 &#x3E; in studying the contribution of (30a), whereas for the other 1-dimensional n 2 n problems we must take no = 4 ± 3 due to the displacement of the pseudopotentials by ± a/3. We shall discuss later the validity of this approximation.
Proceeding in this way we find that (30a) yields a S.S. eigenvalue exactly at the midgap, whereas no S.S. arises from (30b, c). But in the latter two cases we find results which are symmetric with respect to the midgap, i.e., the local surface density of states in the valence band/conduction band of one case is equal to that in the C.B./V.B. of the other case (Fig. 5) . This result is of paramount importance in establishing the occupation of the S.S., because now we have detailed local cancellation of the actual surface charge density in the V.B. arising from (30b) and (30c) (Fig. 5) . Therefore we are left with just the 1-dimensional problem of (30a) and with no extra charge or potential due to (30b, c). After Let us now discuss the validity of using J as a representative point of the 2-dimensional B.Z. This can, be clarified by looking at the complex band structure in the (111) direction, as we move off the J point (7). In the same J point we find three identical loops, one of them giving a S.S. As we leave this point, the three loops split and, depending on the selected direction, 1 (or 2) of these loops move up in energies, while the other 2 (or 1) move down. At the same time, the S.S. changes its position in relation to its supporting loop, in such a way that, for instance, at T the S.S. is lower than its corresponding midgap, while at X the opposite situation occurs [2, 3, 7] .
Under these conditions, the validity of using J as a representative point means that, on the average, the weight of the loops with the S.S. placed upwards its midgap is counterbalanced by the weight of those with the S.S. placed downwards. An idea of this compensation can be obtained by estimating the centre of the three midgaps averaged over the different points of the whole B.Z. When this is done, we find that this centre is at 0.5 eV above 'the midgap at J. We think that this result is a good indication of the compensation existing between different 2-dimensional points. Moreover, we remark that using J as a representative point we have found a 2 occupation of the S.S., demonstrating a general theorem proved by Kleinman [11] . It seems to us that this result exemplifies the afore mentioned compensation between different 2-dimensional points.
employed elsewhere [12] to obtain the interface potential at metal surfaces, including the discreteness of the lattice.
Following the point of view given in this approach, we start from an equation which relates the actual surface potential V(G, z) to the bare ion potential Yo(G, z) through the dielectric function ~(G, G' ; z, z') of the surface system :
In principle the difference between metal and semiconductor surfaces lies in different functions E-1.
After our previous arguments we shall use for E-1 the same approximations as in the metal case. We summarize here the procedure followed [12] : i) We neglect the effect of crystallinity on the exchange and correlation electronic potential, so that we take the Lang-Kohn [13] ii) We use for E-1 an extension of the semiclassical method as discussed in [12] . The limitation of this approximation -based on jellium models -for semiconductors lies in the spatial variation of the charge density, in the bulk as well as near the surface. We have corrected for this by using the response function evaluated not for the average bulk density po, but for the G = 0 component of the density at z = 0. This amounts to replacing po by 0.67 po, using data of Bertoni et al. [14] which we have done in general for all information needed about the bulk. Using this effective charge, we must calculate the response to a surface charge and a surface dipole. In the first case, we use an interpolation of the results as given by Lang-Kohn [13] . Furthermore, we also need the response to a surface dipole, which in [ 12] was obtained in a linear response. Here instead of the linear response we have calculated the screening by using the same approach [12] without linearizing the potential.
We have thus calculated the surface potential for the ideal 111-Si surface. Figure 6 shows the G = 0 component of this potential, and figure 7 shows this potential as a function of z along two lines going through the atoms in the first and second atomic layers respectively. These results can be compared with those of Schluter et al. [3] we obtain an ionization energy of 4.5 eV which compares with the experimental value of 5.15 eV [15] .
Moreover, it might be in order to discuss briefly the S.S. that our model yields. We concentrate on the J point. The calculation was done following the same general lines as in [7] , and using the same detailed many band bulk structure, but with the following important differences : i) We did not use a step potential, but the potential profile obtained in the previous calculation, and ii) we studied the fundamental gap and the lower gaps as well. Our results have been published elsewhere [1] and shall not be given here. However, we remark that the S.S. in the fundamental gap is placed very close to the midgap in agreement with our simplified analysis and other calculations [2, 3] . At the same time, two other S.S. appear at lower energies, overlapping with the valence band. The lowest one agrees with the state found by Louis [5] and by Falicov and Yndurain [6] . This state belongs to a band of S.S. which, as found by these authors, exists over domains of the 2-dimensional B.Z. close to the J point.
In figure 8 we have drawn the charge density associated to the S.S. of the fundamental gap at J. This can be compared favourably with the same density given by Schliiter et al. [3] , although here these authors have a relaxed geometry. The relaxation must enhance the localization of charge near the surface, this will explain the small differences between the two charges. In conclusion, we find that the previous results show a general agreement with more elaborate computations, giving a strong support to the conclusions of section 3.
At this point, it is tempting to use the general method outlined in [12] 
