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Abst ract - -The  aim of this paper is to prove that many functions having infinitely many poles can 
be expanded in quasipower series which is convergent in the whole complex plane. These new series, 
based on a simple general transformation, axe given here for numerous elliptic (and other similar) 
functions, some trigonometric functions, some polygamma functions and Beta function. 
Keywords - -Ser ies  transformations, Jacobi elliptic functions, Theta functions, Elliptic integrals, 
Trigonometric functions, Polygamma functions, Beta function. 
1. INTRODUCTION 
For some elementary and special functions having infinitely many poles, their expansions, like 
those given below, are known: 
¢(x)  . -  
7r 4x c~ 1 
tan~x = - -  
1r = (2k + 1) 2 -- X 2 
d log F(x) ~ x 
dx - -7 + (x- l) E (k + l)(k + x) 
k=0 
<lxl ¢ 1, 3, 5,. . .  ), (1.1) 
(x¢0 , -1 , -2 ,  . . ) .  (1.2) 
Some such functions (or functions associated with them) can be expanded in power series, which 
are convergent only in a circle determined by poles that have minimal modulus. Continued 
fractions are also known for these functions. In this case, a domain of convergence is considerably 
larger but the convergence can be relatively slow. This is the case, e.g., for 
1+ 1 1 [1/61 °° k2(k2-1)/[4(4k2-1)]l] 
¢"(X)=x 2~x2+x -~ ix  + K k=2 I X 
(1.3) 
(See [1, equation (23)].) It was proved in [2] that almost all such functions except ~(m), for 
rn >/2) can be expanded in a series ~ d,,(x), whose terms are explicitly given rational functions 
in x, and whose convergence is geometric: dn+l(x)/dn(x) ---+ 1/9 or -1 /8 ,  depending on the series 
(see, in particular, [2, Example 2.9], where series for ~ and ~' are given). 
The aim of this paper is to prove that each function of such kind, including all the aforemen- 
tioned ones, can be expanded in another series which is convergent in the whole complex plane. 
These new series, called here quasipower series, are based on a simple general transformation 
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(Section 2). They are given in Section 3 for many elliptic (and other similar) functions, in Sec- 
tion 4 for some trigonometric functions, and in Section 5 for the polygamma functions and Beta 
function. 
2. FORMAL TRANSFORMATION OF  SOME SERIES  
An almost evident heorem concerning a formal transformation of the series 
s~( . )  - & (z; {~k}, {pk}) := p[ -x '  
k=n 
(2.1) 
(n is nonnegative integer, Pk ~ 0 for all k ~> 0) is a starting point of the construction. Series (2.1) 
is treated temporarily as purely formal; its convergence is not discussed. In each case considered 
later, this convergence is evident and the transformation i  question is performable. 
THEOREM 1. 
k=n Pk -- X Cj+n+l' j+l "}- " j=o P]+~ (PJ+~ - x) 
x', (2.2) 
wh ere 
OO 
cuv := pV (#, u = 1 ,2 , . . . ) .  (2.3) 
k=/~ k 
Such a series, whose terms are consecutive powers of a variable x multiplied by simple rational 
functions (defined at 0) in x, are called here quasipower series. Since 
co  
S(3)(x) = J! ~ (Pk ---x) j+l 
k=n 
(j = 0 ,1 , . . . ) ,  
we have 
1 (j) 0 ~j+~+~,~-+l = 7., s]+~+~( ) ( j  : o, 1,. . .  ), 
and in the quasipower series in (2.2) we can separate a part formally similar to the Taylor series. 
PROOF. For each natural k 
og og 3 x k 
- -  -- + pk - l (p_  x)  " p-  x P [j=0 
Then 
O~ k ~_. 
p:-z 
k=n 
~ aAk z + pk-~- l ,  k -z )  = Pk L j=0  k (P 
co £ co O~jwnX j 
E OL k X j  
p j+ l  + E J - - "  
j=0 k=j+n+l k j=0 Pi+n(Pj+n -- X) 
j--o k=j+,~+l p]+,~(p3+,~ - x) x3' 
and (2.3) implies (2.2). | 
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The partial sum of a quasipower series (2.2) with all the terms, for j ~< m gives after certain 
simplification a rational function with the numerator of degree at most 2m + 1 and the denomina- 
tor of degree m + 1. Obviously, it is not the Pad~ approximant [2m + 1/m + 1] of Sn. Evaluating 
a value of this function with the aid of the Horner rule we perform one division, 3rn + 2 multi- 
plications and just as many additions. Applying the Hornet rule directly to the mth partial sum 
of (2.2) we have to perform m + 1 divisions, m multiplications and 3m + 2 additions (obviously, 
o~. J after evaluating of the quotients 3+,~/Pj+,~). Hence, the series (2.2) is interesting also from this 
point of view. 
Let us develop each term of (2.1) in the power series in x. The obtained monomials can be 
arranged in the infinite two-dimensional rray, whose rows correspond to the terms of (2.1) and 
columns correspond to the successive powers of x. Summing the entries of this array by columns 
gives a power series converging at most in the circle determined by the smallest pole Pk. By 
contrast, transformation (2.2) consists in summing other parts of the array: the first row and the 
first column, the rest of second row and the rest of second column, and so on. If {IPkl} --* oe 
(e.g., Pk = k or Pk = r k, where Irl > 1), then the constants Cj+n+ld+l in (2.2) are, when j ~ oe, 
further and further rests of faster and faster converging series. Then the sequences {cj+,~+l,j+l} 
and J {eq+n/pj+~} converge fast to 0, which guarantees a fast convergence of the transformed 
series even if the original series converges very slowly. 
Differentiating m times (m natural) both sides of (2.2), we obtain a possibility of expanding 
of a function having poles of multiplicity (rn + 1) in a quasipower series. The simplest case is 
m=l .  
THEOREM 2. 
OO 
C~k 
s ' (x )  = 
k :n  
(Pn -- X) 2 -~ C j+n+l 'n+l  -{- 
j= l  
More generally, 
quasipower series. 
O~j + n I 
Pj+n(P +n -- Z) j + - -  
x)] 
X 2 -1  " 
Pj+n -- X 
(2.4) 
(2.2) implies a transformation of series ~ ak/(pk -- x) m, for m = 2, 3 , . . . ,  into 
For some series (2.1), and among others, those related with the elliptic Jacobi functions (Sec- 
tion 3) constants c , .  have finite expressions allowing to evaluate them effectively. In contrast 
to these functions, for some trigonometric functions (Section 4) and the polygamma functions 
(Section 5), we lack such finite expressions; even if the parameters ak, Pk are rational, the con- 
stants c~ in general, are not, and we must evaluate then numerically. In these cases it will be 
difficult to use transformed series to evaluate Sn(x) or Stn(X) with the arbitrary precision. On 
the other hand, existence of the poles Pk in the quasipower series from (2.2),(2.4) is as evident 
as in the original ones; each pole occurs in the only one term of series. 
3. ELL IPT IC  JACOBI  FUNCTIONS,  THETA 
FUNCTIONS AND ELL IPT IC  INTEGRALS 
The elliptic Jacobi functions and some functions related to the theta functions or the complete 
elliptic integrals can be represent by series, such as 
o~ qk oo (_l)kq2k+l 
E l+q2k COS2kV, E 1_q2k+1 cos(2k+l )v ,  
k=l  k=0 
where Iql < 1; see [3, Sections 16.23, 16.29, 17.3] and [4, 8.146.1-27]. All these series belong to 
the class (2.1); in particular the above series equal, respectively, 
Sl ( -1 ;{q-kcos2kv},{q-2k}) ,  So(1;{(-1)kcost2k+l)v},{q-2k-1}).  
184 S. PASZKOWSKI 
In such cases, finite expressions for the constants (2.3) result from the identities 
OO 
Ep k coskv = pJ cosjv - pcos(j - 1)v 
1 -2pcosv+p2 ' (3.1) 
k=j 
O0 
Ep k cos(2k + 1)v = pJ cos(2j + 1)v - pcos(2j - 1)v (3.2) 
k=j 1 - 2p cos 2v + p= ' 
(see [4, 1.447 and 1.353]). The identities remain true after changing cosine into sine on the left- 
hand side and in the numerator on the right-hand side. It is worthwhile to mention that the 
same identities permit to develop rational functions in the series of Chebyshev polynomials. 
Applying both versions of identities (3.1),(3.2), we obtain the following theorem. 
THEOREM 3. For every q, such that [q[ < 1, and every v, 
oo qk 
E1  + q2---"--g cos 2kv 
k=l 
O0 [cos(2j + 2)v q2j+l cos(2j + 4)v - q2j+l cos(2j + 2)v] (3.3) 
E ( -1 )  jq(2j+l)( j+l) 
j=O 
oo qk 
E 1 + q2k+l cos(2k + 1)v 
k=O 
= E(_ I  ) jq2j(j+l) [[c°s(2ji ~-+~  i ) ,  +q244-i . . . . . . .  cos(2j + 3)v -- q2j+l cos(2j + 1)v] 
5= 0 1 -- 2q 2j+1 COS 2V -b q4j+2 , 
(3.4) 
oo (_l)kq2k+l 
i -qTVr  cos(2k + 1). 
k=O 
O(3 = Z(_I)j4=j+~//,÷~ ) [cos(2j + 1). 
5=0 [ i - )w+~ 
24+2 cos(2j + 3)v + q2j+2 cos(2j + 1)v] 
q " ~-+--~q2jg7 cos 2v + q4j+4 J , 
(3.5) 
k qk 
k=l  1 Zq2k sin2kv 
OO 
= E q(2j+l)(j+l) [sin(2j + 2)v + q2j+l sin(2j + 4)v - q2j+1 sin(2j + 2)v] 
5=0 [ i -~  i :-~q=J~ cos 2. + q4~+= ' , 
oo qk 
- -  sin 2kv E l+q k 
k=l  
= Z(wl )~q(j+l), [sin(2j + 2) .  4+1 sin(2j + 4)v - q j+l sin(2j + 2)v]  
[ 1-~q7+-i + q" i-_-'2q3---%~cos2----- v + q2a----~+~ , j=0 
(_q)k sin 2kv E l ::t= q k 
k=l 
[sin(2j + 2)v -5+1 sin(2j + 4)v + q j+l sin(2j + 2)v 1 
=-~ (+l)jq(j+l)' [ i~7+~ ~ i:F~q-7=co-~v¥q=-~ ' 
5=0 
c~ qk 
1 -- q=k+l sin(2k + 1)v 
k=O 
O0 
= ~2 q=~(~+l) [sin(2j + 1)v =4.1 sin(2j + 3)v - q2j+l sin(2j + 1)v] 
j=o [ i-q~74-7 + q o- i--2q2J---+-rcos 2----~7~747 ' 
(3.6) 
(3.7) 
(3.8) 
(3.9) 
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oo q2k+l 
E 1 - -~+1 sin(2k + 1)v 
k=0 
= q2 + sin(2j + 3)v - q2 ÷ sin(2j + 1)v 
5=0 [- 1 - -q  2j+1 + ~q2j~-~COS2V+q4j+4 ' 
(3.10) 
kqk E qO+l)2 (J ÷ I) c°s(j + l)v k=l ~ coskv = T_l qVCT + qJ+l 
j=O 
x ((j+2)q2j+2••sjv-[2(j+2)qj+t+(j+1)q•j+a]c•s(j+•)v+[j+2+2(j+1)q2j+•2]c•s(j+2•v-(j+•)qjHc•s(j+3)v) ] 
( l_  2qj+ lcos v_]_q2j+ 2)2 
(3.11) 
oo qk -- q -4- E qj( j÷l)  1 qj÷l "~ JqJ ] (3.12) 
k=lE (1 - qk) 2 (1 - q)2 j=l  1 - qjH j + 1 Z-~-f+l ] + 1---~J" 
It is seen that  the transformed series converge considerably faster that  the original ones; e.g., 
in (3.3) we obtain the series, whose terms tend to 0, when j ~ ec, as fast as q(2j+l)(j+l) and not 
as q3. These series are, therefore, similar to known series for the theta functions; see [3, Section 
16.27] or [4, 8.180]. 
Testing correctness of transformations (3.3)-(3.12), the terms of each series were summed up 
to moment  when a term does not change the sum. An additional condition was applied to the 
original series (3.3)-(3.11): in the last term, the value of the sine or cosine function cannot belong 
to the interval ( -0.1,0.1) .  The calculations were performed in Turbo Pascal using variables of the 
type Extended (about 19 decimal significant digits) for q = 0.5, 0.6, 0.7, 0.8, 0.9, 0.95, 0.99, 0.995 
and v = 10 °, 20 °, . . . .  80 °. In the case (3.5), for q given above, the number of summed terms was 
as follows (the first row- - the  initial series, the second row- - the  transformed series): 
33, 44, 63, 97, 202, 404, 1945, 3827, 
6, 7, 9, 11, 15, 21, 45, 63. 
The quasipower series is even more efficient in case (3.3), when the numbers of summed terms 
equal to 
66, 89, 128, 205, 430, 878, 4466, 8867, 
6, 7, 9, 11, 15, 22, 48, 68. 
Denoting the elliptic Jacobi functions as in [3] and using identities 16.23.1-12, 16.29.1-4, 17.3.22 
and 17.3.23 from this book, and 8.146 from [4], we conclude that  identities (3.3)-(3.12) permit  
to calculate the following elliptic Jacobi functions, logarithmic derivatives of the elliptic theta 
functions and some functions related to the complete elliptic integrals: 
sn - -  (3.9), 
1 
ns  = - -  - -  (3 .10) ,  
sn  
cn - -  (3.4), 
1 nc = - -  - -  (3.5) after changing q into -q, 
cn 
dn - -  (3.3), 
1 nd = - -  - -  (3.3) after changing q into -q, 
dn 
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$n 
sc = - -  - -  (3.8) with upper signs and after changing q into q2, 
cn 
1 
cs = --  - -  (3.7) with upper signs and after changing q into q2 
sc 
sn 
sd = - -  - -  (3.9) after changing q into -q,  
dn 
1 
ds = - -  - -  (3.10) after changing q into -q ,  
sd 
cn 
cd = - -  - -  (3.4) after changing q into --q, 
dn 
1 
dc = _  _ , f~ .~,  
cd 
sn cn 
- -  (3.9) after changing q into q2, 
dn 
sn dn 
- -  (3.8) with upper signs and after changing q into -q,  
cn 
cndn 
- -  (3.7) with upper signs, 
sn 
sn 
- -  (3.8) with lower signs, 
cn dn 
cn 
- -  (3.7) with upper signs and after changing q into -q,  
sn dn 
dn 
- -  (3.10) after changing q into q2, 
sn an 
1 
- -  (3.11) after changing q into q2, 
sn 2 
~--i~ - -  (3.7) with lower signs and after changing q into q2, 
vg__~ __ (3.8) with lower signs and after changing q into q2, 
~2 
0.._~ __ (3.6) after changing q into -q,  
~3 
0--~ - -  ( 3 . 6 / ,  
Oa 
K - -  (3.3) for v = 0, 
__E __ (3.12) after changing q into q2. 
K 
PROOF. 
consider, 
$I (-I; {q-k cos 2kv}, {q-2k}). Hence, in (2.2) constants 
~o c~k oo q -k  cos 2kv 
c j+2 j+ l  = E pJ+----$ = E q-2kU+l)  
k=j+2 k k=j+2 
occur.  In  v iew of (3.1), we have 
Trans format ions  def ined by (3.3)-(3.10) can be verif ied in a s imi lar  manner .  Let  us 
for example ,  (3.3). I t  has conc luded that  the  series on the  le f t -hand side equals  
oo 
E (q2j+l)k cos2kv ,  
k=j+2 
cj+2,j+l = q(2j+l)(j+l) cos(2 j  + 4)v - q2j+l  cos(2 j  + 2)v 
1 - 2q 2j+l cos 2v -b q4j+2 , 
oo 
S,  ( -1 ;  {q -k  cos2kv}  {q-2k})  = E [ " (2 j+ l ) ( j+ l )c°s (2 j ' -+ '4 )v '~ q2j+l  cos(2 j  + 2)v 
' [~ 1 -- ~+1 COS 2v -b q4j+2 
j=0 
q - j - l cos (2 j  q- 2)V ] 
+ ¥i) j  
f rom whence  (3.3) follows. 
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To verify (3.11) another identity is needed: 
oo  
~--~ kp k cos kv 
k=j 
= pj  (1 - 2pcosv + p2) [j cos j r  - (j - 1)pcos(j - 1)v] - 2psinv [sin j r  -p  sin(j - 1)v] 
(1 - 2pcosv + p2) 2 
(it results by differentiating of the sine version of (3.1)). To prove (3.12), Theorem 2.2 is 
needed. | 
Besides series (3.3)-(3.12), similar series for the functions logsn, logcn, logdn and am ([4, 
8.146.20-22 and 4]) are known, but their transformation is not as effective as in Theorem 3. 
Indeed, let us consider, e.g., the series 
o~ qk sin 2kv 
~2 k(1 +q2k / --S1 ( -1;  {k- lq -k  sin2kv}, {q-~k}) 
k=l 
(Iql < 1) 
related to the amplitude am. The transformed series contains the constants 
Cj+2, j+l  z -£ (q2j+l)ksin2kv. 
k=j+2 
The identity 
[4, 1.448.1] gives 
ps inu ~ 1 k . 
_ -- ~p  smku (IPl < 1) arctan l  pcosu 
k=l 
Cj+2,j+I ~ arc tan  
q2j+l sin 2v 
1 -- q2j+l  COS2V 
-J+~-4 1 (2j+l)k sin 2kv. 
-=k  q 
This finite form of cj+2,j+l is rather useless because it requires ubtracting two almost identical 
quantities. 
Applying Theorem 1, we can accelerate ffectively convergence of some Lambert series cited 
in [5] and similar to the series from Theorem 3. It concerns, e.g., the series 
zk 
L(z) := 1 --- z k' (3.13) 
k=l 
such that 
k=l f2k 
where f~ is the n th Fibonacci number [5, Chapter VIII, exercise 114]. To obtain this sum up 
to 18 significant digits (1.5353705088 36252 98), 45 and 21 terms of series (3.13) are needed for 
two above values of z. From Theorem 1, there results that 
c~ 1+zk k 2 
L(z) = ~ 1 - z "--gz " 
k----1 
In this case, only six and four terms are needed. 
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In the same way it can be proved that 
-=- 2 Zk _ 5 1 + z2k (_z)k2 
k=l ’ + Zk k=l 1 - 22k ’ 
In both cases, Knopp gives only the two first series with the same type of convergence [5, Chap- 
ter XII, example (260), 7); the last series seems to be new. 
4. TRIGONOMETRIC FUNCTIONS 
The trigonometric functions having poles (and the corresponding hyperbolic functions) can 
be expressed by power series converging in a circle determined by the smallest pole and also by 
series similar to (1.1). The latter converge very slowly but can be transformed, due to Theorems 1 
and 2, into quasipower series converging in the whole complex plane. Their parameters depend 
on the quantities 
4-m(n) := 2 $ 
k=m 
vm(n) := 2 ‘-$-“, 
k=m 
These notations are a bit more general than in [3, Chapter 231, where C E <i (Riemann zeta 
function), 77 E ~1, X E X1 and p z pi. 
THEOREM 4. For every real or complex x, provided that the following trigonometric function is 
there defined, 
tan % 2 = : z 
i 
Xj+2(2j + 2) + 
1 j=o (2j + 1)2j [(Zj + 1)2 - x2] 1 x2j ’ (4.1) 
1 
cot7Tx = - 
7r 
4 
set ?L x = - 
2 lr 
 1 2 - 2$ j=O [ <j+2(2j + 2) + (j+q2j[(j+1)2-X2] 1 1 x2j 1 ’ (4.2) 
2(-l) j 
j=O [ 
-/Jj+2(2j + 1) + 
(2j + 1)2j-1 ,;2j+ly-X2, ’ 1 x2j (4.3) 
csc~x = ~ + ~ ~(-1)3 -rlj+2(2j + 2) + ’ 
j=O [ (j + 1)2j [(j + 1)2 _ x2] x2j7 1 (4.4) 
(2j + 1)2 +X2 
+ (2jfl)Zj [(2j+1)2-xq j+ (2j+1)2-x2 ( 
X2 )I I 
(45) 
x2j-2 ’ 
csc2 7rx = &2+$ 
i 
1+x2 O” 
2+ C 
(I -X2) j=l [ 
jCj+2C2_?) +jlj+2(2j + 2)x2 
(j + 1)2 + x2 
(. 
X2 
(4.6) 
+ (j + 1)2j [(j + I)2 - ~21 ’ + (j + i)2 - 22 )I I .2j-2 . 
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PROOF. Formulas (4.1)-(4.4) can be obtained in almost he same manner. In particular, 
7r 4 (--1)k-l(2k 1) 4 
E S i (x2 ;{ ( -X)k - i (2k -1 )}  {(2k-1)2})  sec  = = , , 
then 
Cj+2, j+  1 : 
c~ ( -1 )k - l (2k -  1) 
Z (2k- 1/2,+ 
k=j+2 
= ( -1 ) J+ l f l j+2(2 j  + 1), 
and (4.3) results from (2.2). The case of (4.5) and (4.6) is a little more complicated because, e.g., 
sec22x=~-f f  k=l (2k - l -x )2  + (2k - l + x) 2 = -~-ff k=l [(-~---1-~2x-212 
8 
= It-- ~ IS[ (x2; {(2k - 1)2}, {(2k - 1)2}) + x2S~ (x2; {1}, { (2k -  1)2})]. 
It can be verified that in series (4.1)-(4.4) both parts of each term are of similar order provided 
that x is not too great. Indeed, 
1 1 
Aj+2(2j + 2) ;~+2(2j + 2) 
(e 2 - 1) (2j + 1)2J +2' (e 2 - 1) (j + 1)2J +2' 
1 1 
flj+2(2j + 1) rlj+2(2j + 2) (e 2 + 1)(2j + 1) 2jq-1 ' (e 2 -t- 1)(j + 1) 2j+2" 
Series (4.5) and (4.6) have a similar property. 
EXAMPLE 5. The initial terms of quasipower series (4.1) contain the following parameters: 
j Aj+2(2j + 2) 
0 0.2337005501 361698274 
1 0.0023323525 918463755 
2 0.0000113345284592687 
3 0.0000000297684946893 
4 0.0000000000483060215 
5 0.0000000000000530079 
6 0.0000000000000000419 
(2j  + 1) 2j 
1 
9 
625 
1 17649 
430 46721 
2 59374 24601 
2329 80851 22481 
The tangent functions can be also evaluated with the aid of a continued fraction, converging 
(as series (4.1)) in the whole complex plane: 
tanx = x] x21 x 2] x21 . . . .  (4.7) 
]1 J3 15 J7 
Let us compare approximants of tan x defined as partial sums of the series resulting from (4.1) 
after changing ~ onto x: 
8x Aj+2(2j + 2) + 
j=0 (2j + 1)2J (2j + 1)2 - (2z/~)  2 
(4.8) 
and as approximants of fraction (4.7). The precision of an approximant ~ of an exact value v 
can be defined as the quantity -log10 If)/v - 1 I, i.e., number  of precise decimal signif icant digits 
(NPD in abbreviation) in ~. 
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Quasipower series (4.8) and continued fraction (4.7) are roughly equally useful near origin. 
Indeed, for x = 0.5 the approximants of (4.7), from the second up to the seventh, one may 
have 2.81, 4.95, 7.34, 9.94, 12.69, 15.58 NPD, respectively, whereas the m th partial sum of (4.8) 
(containing all the terms with j ~< m) has 2.95, 6.24, 9.80, 13.58, 17.25 NPD for m = 0, 1 , . . . ,  5, 
respectively. It is reasonable to suppose that series (4.8) is particularly good near poles of tangent. 
Indeed, near the third positive pole (5/2)~r a good approximant of tanx  has to result from the 
second partial sum, whose the last term contains in his denominator 25 - (~)2.  In particular, 
if x = 7.854 (tan 7.854 ~ -54448) the partial sums of (4.8) from the second up to the sixth one 
have 7.66, 9.28, 10.99, 12.23 NPD, respectively. On the other hand, the k th approximant of (4.7) 
is a rational function with the even denominator of degree 2[k/2]. Zeros of such a denominator 
approach poles with the smallest moduli. Then only the sixth approximant, or still further, can 
give a reasonable approximate value of tan x, for x near this pole. In fact, at the point 7.854 only 
the approximants from the 19 th up to the 23 rd one have a precision comparable with the sums 
mentioned above: 6.48, 7.86, 9.28, 10.75, 12.26 NPD. 
5. POLYGAMMA FUNCTIONS 
Theorems 1 and 2 can be applied also to the logarithmic derivative of the function F: 
¢(z) . -  dlogr(x) 
dx 
(digamma function), its derivatives ¢', ¢", . . .  (trigamma, tetragamma, ... functions), to the 
function 
(notation as in [4, 8.370]; in [6, Vol. I, Section 1.8], instead of 2~ the symbol G is used) and its 
derivatives and to the function 
B(x,y) :-- tx- l(1 - t )Y - ld t  (~x > 0, ~y > 0). 
To this end, some known formulae are used: 
oo Z I+E 
¢(z) = -~ z k(k + z) 
oo  
~¢(1 + iy) = -~  + y2 ~ 1 
k=l k(k2 + y2) ' 
f i  1 (-oo < y < oo) ~¢( l+ iy )=y k 2+y2 
k=l  
oo 1 
~D(m)(z) : (-m)m+lm! E (z -[- ]¢)m+l 
k=O 
~(z) f i  (-1)k, 
= z¥~ 
k=O 
f i (1  - y)k 
B(x,y)  = #(x  jL-) 
k=0 
(z#O,-1,.,.), 
(m=l ,2 , . . . , z~O, -1 , . . . ) ,  
(see [3, 6.3.16, 6.3.17, 6.3.13] and [4, 8.372.1, 8.382.1]). 
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THEOREM 6. In each point, where the functions given below are defined, 
[ ] 1 z E ( -1 )  j 2) 1 • ¢ (z )=- '7 - - z  + j=o ~j+2(j+ + ( j+ l ) J+ l ( j+ l+z)  z3' 
oo [ 1 ] . 
~( l+ iy )  = _~+y2 }--~(-1)J ~j÷~(2j+a)+ (j + 1)~J+~ [(j + 1)2 +y~] y2~ 
j=O 
~(1 + ~y) = y }--~(_1)5 Cj÷2(2j + 2) + (j + 1)2J [(j + 1)~ + y2] y2j  
j=O 
1 1 
~b'(z) = ~ + (z + 1) - - - - - -5  
+ ~--~ (-1)J- l j=1  4j+2 (j + 1) + (j+l)J(j+l+z) j -  j+l+zZ zj_l, 
(5.1) 
(5.2) 
(5.a) 
(5.4) 
1 ] 
= - + ~j+2(j + 1) - ~3(z) z (j + 1)J(j + 1 + z) z3, 
j=0 
B(x,y) = E (-x) j  [jFfl,~Tx) + E xJ" 
j=o k=j+l k3+lk! J
(5.5) 
(5.6) 
The proof of the theorem is omitted here because it suffices to apply once more Theorem 1 (to 
formulae (5.1)-(5.3), (5.5) and (5.6)) or 2 (to formula (5.4)). Generalizing Theorem 2 we could 
obtain also quasipower series for the higher derivatives of ¢. It is also worthwhile to mention 
that the inner sum in (5.6), for j = 0 equals ~b(1) - ~b(y). It results from the N5rlund series for 
the function ¢ ([6, Section 1.7.4, (30)]). Series (5.6) could be useful in practice provided that 
analogous finite expressions of these sums, for j > 0, are available. 
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