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THE FUNDAMENTAL GROUP OF REDUCED SUSPENSIONS
SAMUEL M. CORSON AND WOLFRAM HOJKA
Abstract. We classify pointed spaces according to the first fundamental
group of their reduced suspension. A pointed space is either of so-called to-
tally path disconnected type or of horseshoe type. These two camps are defined
topologically but a characterization is given in terms of fundamental groups.
Among totally path disconnected spaces the fundamental group is shown to
be a complete invariant for a notion of topological equivalence weaker than
that of homeomorphism.
1. Introduction
In general, the calculation of homotopy groups of suspensions and reduced sus-
pensions is an amazingly difficult endeavour, and little is known, even for simple
spaces like spheres. A great deal of research has been devoted to this, beginning
with Freudenthal’s celebrated stabilization theorem [F]. For the fundamental group
only, on the other hand, the situation is more clearly laid out as long as one only
considers CW-complexes: pi1ΣX is just a free group with the number of connected
components of X minus one as its rank.
This however belies the rich structure and great variety of groups that can be
attained if arbitrary spaces are considered. For example, the Hawaiian earring with
its rather complicated fundamental group is the reduced suspension of ω + 1, i.e. a
countable set with one limit point. An observer might be inclined to assume that
pi1ΣX is at least completely determined by the path components pi0X, as is true for
the ordinary suspension, perhaps additionally equipped with an appropriate topol-
ogy – but even that cannot capture the entire variability. As a second example, the
reduced suspension of the topologist’s sine curve (which has two path components)
is known as the harmonic archipelago and its fundamental group contains the ra-
tionals Q as a subgroup (this space is homotopy equivalent to that mentioned in
[BS] of the same name).
In this article we offer a criterion that relates algebraic properties of pi1ΣX,
such as not containing divisible elements, or being isomorphic to some pi1ΣY with
Y a totally path disconnected space, and a topological condition on X to each
other (Theorem B). For the case of totally path disconnected spaces we provide a
topological characterization that precisely determines the isomorphism classes of
these groups in Theorem A.
Theorem A. Let (X,x), (Y, y) be totally path disconnected Hausdorff spaces
which are first countable at their distinguished points. Then pi1(Σ(X,x)) ≃ pi1(Σ(Y, y))
if and only if there is a bijection f ∶ (X,x)→ (Y, y) with f continuous at x and f−1
continuous at y.
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Figure 1. Polish sausage
Definition 1.1. We will call a pointed space (X,x) a horseshoe space if there
exists a neighbourhood U of x, and sequences (xn)n, (yn)n converging to x, so that
xn and yn are in the same path-component of X but every path connecting the two
points has to leave U .
Theorem B. For a pointed Hausdorff space (X,x) which is first countable at the
distinguished point the following properties are equivalent:
(1) (X,x) is a horseshoe space
(2) The fundamental group pi1(HA) of the harmonic archipelago embeds into
pi1(Σ(X,x))
(3) The group of rationals Q embeds into pi1(Σ(X,x))
(4) pi1(Σ(X,x)) contains an infinitely divisible element
(5) X is not of tpd-type, i.e. there is no totally path disconnected space Y such
that pi1(Σ(X,x)) ≃ pi1(Σ(Y, y))
In Section 2 we give some necessary preliminaries and establish notation. The-
orem A is proved in Section 3 and Theorem B is proved in Section 4.
We point out that this interesting behavior of reduced suspensions is not limited
to the first homotopy group. We illustrate this using a modification of the Warsaw
circle. Let X0 = {(x, sin(pi/x)) ∶ x ∈ (0,1]} ⊂ R2 and X1 = {0} × [−1,1], so that
X0 ∪X1 is the topologist’s sine curve. Let X2 be an arc beginning at (0,−1) and
ending at (1,0) such that X2∩(X0∪X1) = {(0,−1), (1,0)} and X2 never enters the
upper half plane in R2, so that the Warsaw circle WS is given by WS =X0∪X1∪X2.
Define the Polish sausage to be the quotient space PS = W × S1/{(0, y, t) ∼(0, y, t′)}(0,y)∈X1;t,t′∈S1 of W ×S1 which identifies each circle above the limit arc X1
to a point without identifying points on circles above different points of the limit
arc. Thus PS is essentially a two dimensional tube which approaches and thins
towards a limiting arc from the side and also tapers to the limiting arc from below
a´ la the Warsaw circle (see Figure 1). This space is path connected and all points
except those on the limit arc have a neighborhood which is homeomorphic to R2.
We claim, without formal proof, that the Polish sausage has trivial homotopy
groups for every dimension n ≥ 1. One can roughly see this by noticing that for
any compact path connected, locally path connected subset Y ⊂ PS there exists a
homotopy H ∶ PS × [0,1] → PS such that H(z,0) = z for all z ∈ PS and H(Y,1) ⊆
X1.
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However, the second homotopy group of the reduced suspension pi2ΣPS will be
nontrivial. We sketch why this is the case. Let z denote the point [(0,0)×S1] in PS.
The set of disjoint circles {( 1
n+1 ,0)×S1}n∈ω limits to z. Taking one of these circles
Cn = ( 1n+1 ,0)×S1 together with the point z and computing the reduced suspension
Σ(Cn ∪ {z}, z) we get the quotient space of a 2-dimensional sphere obtained by
identifying the north and south poles. This reduced suspension includes into the
reduced suspension ιn ∶ Σ(Cn ∪ {z}, z) → Σ(PS, z) of the entire space. For each
n ∈ ω let ρn ∶ [0,1]2 → Σ(Cn ∪ {z}, z) be a representative of any nontrivial element
of pi2(Σ(Cn∪{z}, z)). Each fn = ιn ○ρn is nulhomotopic in the space Σ(PS, z), but
the infinite concatenation f0 ∗ f1 ∗ f2 ∗⋯ ∶ [0,1]2 → Σ(PS, z) will not be.
2. Notation and Preliminaries
Let us first establish some notation. Set I = [0,1], D1 = [−1,1], ∂D1 = {−1,1},
and D○1 = (−1,1). The reduced suspension Σ(X,x) of a pointed space is the quotient
space of X ×D1 where (X × ∂D1) ∪ ({x} ×D1) is collapsed to a single point. By
abusing language, we may identify this point with x. Further X˚ ∶= (X ∖ {x}) ×D○1
canonically embeds into Σ(X,x), as does Xˇ ∶=X ×{0}, a homeomorphic copy of X.
We shall occasionally refer to subsets of Σ(X,x) of the form X×([−1, a)∪(a,1]) and
consider that x belongs to this set. Lastly, let χ ∶ Σ(X,x)→X be the noncontinuous
map that takes x to itself and a point in X˚ to its projection in X.
Definition 2.1. A map g ∶ Z → Σ(X,x) is reduced if the image under g of each
connected component K of Z ∖ g−1(x) has nonempty intersection with Xˇ.
Lemma 2.2. Every based loop in Σ(X,x) is homotopic to a reduced loop.
Proof. Let γ ∶ I → Σ(X,x) be a loop at x. Let Λ be the set of open intervals (a, b)
in I ∖ γ−1(x) such that γ((a, b)) ∩ Xˇ = ∅. Notice that for each λ ∈ Λ we have that
γ(λ) is either entirely contained in the open upper half of X˚ or the open bottom
half. Let Λ+ be the set of all λ ∈ Λ with each element of γ(λ) having strictly positive
second coordinate and define Λ− similarly. Define a homotopy H ∶ I2 → Σ(X,x) by
letting
H(t, s) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
γ(t) if t ∉ ⋃Λ(x′, (1 − s)l + s) if t ∈ λ ∈ Λ+ and γ(t) = (x′, l)(x′, (1 − s)l − s) if t ∈ λ ∈ Λ− and γ(t) = (x′, l)
The check that H is continuous and that H(t,1) is reduced is straightforward.

Lemma 2.3. If two reduced loops in Σ(X,x) are homotopic the homotopy can be
chosen to be reduced.
Proof. Let γ0 and γ1 be reduced loops and H be a homotopy from γ0 to γ1 in
Σ(X,x). Let H ′(t, s) =H(t, s) whenever (t, s) is in a component K of I2 ∖H−1(x)
which intersects Xˇ and let H ′(t, s) = x otherwise. This new map H ′ is continuous
and reduced. 
We now define and discuss the topologist product operator on groups, which was
first defined in [E1]. Although this construction is fairly general it is sufficient for
our purposes to only consider the topologist product of countably many groups.
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If (Gn)n is a sequence of groups we define the topologist product ⊛nGn in the
following manner. Call a map W ∶W → ⊔n∈NGn a word if W is a countable totally
ordered set and for each n ∈ N the set {i ∈W ∶W (i) ∈ Gn} is finite. We consider two
words W0,W1 to be equal provided there exists an order isomorphism f ∶W0 →W1
such that W1(f(i)) =W0(i). Let W(Gn)n denote the collection of words. For each
N ∈ N define a map pN via the restriction pN(W ) =W ↾ {i ∈W ∶ (∃n ≤ N)W (i) ∈
Gn}. Thus pN maps elements ofW(Gn)n to finite words which only utilize elements
of the set ⋃n≤N Gn. Define an equivalence ∼ on words by letting W0 ∼W1 provided
for all N ∈ N we have pN(W0) equals pN(W1) in the free product ∗n≤NGn. The
set ⊛nGn = W(Gn)n/ ∼ has a group structure. The binary operation is given by
word concatenation: [W0][W1] = [W0W1] where W0W1 is the word with domain
W0 ⊔W1 with order which extends the orders of W0 and W1 and places elements of
W0 in front of those in W1 and W0W1(i) = ⎧⎪⎪⎨⎪⎪⎩W0(i) if i ∈W0W1(i) if i ∈W1 . The trivial element
is the equivalence class of the empty word and the inverse of an element is given by[W ]−1 = [W −1], where W −1 is the word having the same domain as W under the
reversed order and W −1(i) = (W (i))−1.
The word map pN induces a group homomorphism denoted pN by abuse of no-
tation which is a retraction of ⊛nGn to the free product subgroup ∗n≤NGn. If
the groups Gn are trivial for all n > N then pN is an isomorphism of the group⊛nGn with itself. Given N ∈ N let ⊛n>N Gn denote the subgroup of ⊛nGn consist-
ing of those elements having a word representative W ∈ [W ] such that im(W ) ⊆⊔∞n=N+1Gn. There is a canonical isomorphism ⊛nGn ≃ (∗n≤NGn) ∗ (⊛n>N Gn) ob-
tained by considering a word W ∈W(Gn)n as a finite concatenation of equivalence
classes in ∗n≤NGn and equivalence classes in ⊛n>N Gn. Let pN denote the retrac-
tion from ⊛nGn to ⊛n>N Gn. In all examples that we consider in this paper the
groups Gn will be free groups.
The canonical example of a topologist product has Gn ≃ Z, in which case ⊛nGn ≃⊛nZ. Letting an be a choice of generator for Gn ≃ Z, any word W ∈ W(Z)n is ∼
to a word W0 where im(W0) ⊆ {a±1n }n∈N. This particular topologist product is
isomorphic to the fundamental group of the Hawaiian earring mentioned in the
introduction. We give a description of a class of homomorphisms called realizations
from ⊛nZ to the fundamental group of a space. Suppose (Z, z) is a Hausdorff
space which is first countable at z and that (γn)n is a sequence of loops such
that for any neighborhood U of z there is an N ∈ N such that im(γn) ⊆ U for all
n ≥ N . Let I denote the set of closed intervals in I whose endpoints are elements
of the Cantor ternary set and whose interiors contain no element of the ternary
set. The set I has a natural order given by letting I0 < I1 if and only if all
points in the interior of I0 are less than all points in I1, and the order type is
isomorphic to that of Q. Thus given a word W ∈ W(Z)n with im(W ) ⊆ {a±1n }n∈N
there exists an order embedding ι ∶W → I and we let Rι(W ) ∶ I → Z be given by
Rι(W )(t) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
z if t ∈ I ∖⋃ im(ι)
γn( t−min(I0)max(I0)−min(I0)) if t ∈ I0 = ι(i) and W (i) = an
γ−1n ( t−min(I0)max(I0)−min(I0)) if t ∈ I0 = ι(i) and W (i) = a−1n
The check that the homotopy class of Rι(W ) does not depend on the order
embedding ι is straightforward, so that one can write R(W ) as a loop well defined
up to a homotopy taking place entirely in the range of Rι(W ) for any embedding
THE FUNDAMENTAL GROUP OF REDUCED SUSPENSIONS 5
ι. The check that R(W0) is homotopic to R(W1) via a homotopy in im(R(W0))∪
im(R(W1)) whenever W0 ∼ W1 is more challenging. Finally one checks that R ∶⊛nZ→ pi1(Z, z) is a homomorphism.
For example, the Hawaiian earring is formally the subspace
E = ⋃
n∈NC((0, 1n + 2), 1n + 2)
of R2 where C(p, r) denotes the circle centered at p of radius r. Thus E is a shrink-
ing wedge of countably many circles in the plane with wedge point (0,0). For each
n ∈ N we let γn ∶ I → E be the loop γn(t) = ( 1n+2 sin(2pit), 1n+2 − 1n+2 cos(2pit)). Thus
the homotopy class [γn] generates the fundamental group pi1(C((0, 1n+2), 1n+2)).
The associated realization map is an isomorphism. The retraction map pN ∶ ⊛nZ→∗n≤NZ is the induced map of the topological retraction which fixes the outer circles⋃n≤N C((0, 1n+2), 1n+2) and sends all other points to (0,0).
We note that if (rn)n is a sequence of finite natural numbers which is not even-
tually 0 then ⊛nZ ≃ ⊛n F (rn) by enumerating the disjoint union ⊔∞n=0rn via a
bijection g ∶ N → ⊔∞n=0rn and defining an isomorphism by mapping am to the free
generator g(m).
3. Proof of Theorem A
We give the proof of Theorem A, beginning with the reverse direction. Let
f ∶ (X,x) → (Y, y) be a bijective map between totally path disconnected spaces,
with f continuous at x and f−1 continuous at y. Then there is an induced map
ϕ ∶ Σ(X,x) → Σ(Y, y) defined by ϕ((p, t)) ∶= (f(p), t) if (p, t) ∈ X˚, and ϕ(x) ∶=
y. This map is well-defined, however it need not be continuous, for neither is f .
Nevertheless, it will suffice in a more specific setting:
Recall that a Peano continuum is a path connected, locally path connected
compact metric space. The classical Hahn-Mazurkiewicz theorem states that a
Hausdorff space is a Peano continuum if and only if it is the continuous image
of the closed interval I. Peano continua are obviously closed under continuous
Hausdorff images.
Lemma 3.1. If a continuous map g from a Peano continuum Z to Σ(X,x) is
reduced, the composite map ϕ ○ g ∶ Z → Σ(Y, y) is also continuous.
Proof. As Z is first countable, it suffices to show that whenever a sequence (zn)n
converges to z ∈ Z, the image sequence (ϕ○g(zn))n converges to ϕ○g(z). We study
two possibilities:
First assume T ∶= {χ ○ g(zn) ∶ n ∈ N} ∪ {x} is finite. Then the sequence (g(zn))n
and its limit g(z) are contained in Σ(T,x) ⊆ Σ(X,x), a bouquet of finitely many
circles. Clearly, ϕ induces a homeomorphism from Σ(T,x) to Σ(f(T ), y), so the
sequence ϕ ○ g(zn) converges to ϕ ○ g(z).
Otherwise consider an infinite subsequence (znk)k of (zn)n so that χ○g(znk) are
all distinct and not equal to x. Because g is reduced, we may choose to each znk
an mk in the same component of Z ∖ g−1(x) with g(mk) ∈ Xˇ, or more precisely,
g(mk) = (χ ○ g(znk),0). As Z is compact, there is a subsequence (znki )i such that
the corresponding mki converge. Z is even a Peano continuum, hence there is a
path ρ with ρ(1 − 1
i+1) =mki . Since these points are in different components in Z,
the path g ○ρ in Σ(X,x) hits the base point x on each subinterval (1− 1
i+1 ,1− 1i+2),
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so g ○ ρ(1) has to be x. This then implies the sequence (g(mki))i converges to x,
which in turn requires χ ○ g(znki ) = χ ○ g(mki) to converge to x. In particular this
shows that g(z) = x. Further, f ○χ ○ g(znki ) = χ ○ϕ ○ g(znki ) converges to f(x) = y,
and so also does ϕ ○ g(znki ).
Combining this with the argument from the first case shows that every subse-
quence (znk)k of (zn)n has a sub-subsequence (znki )i with ϕ ○ g(znki )→ y. Fortu-
nately this property is adequate evidence for (ϕ ○ g(zn))n converging to ϕ ○ g(z) =
y. 
We return to the proof of the theorem. By virtue of ϕ, every reduced loop γ in
Σ(X,x) is matched up with a reduced loop ϕ ○ γ in Σ(Y, y). Now by Lemma 2.2
any element in pi1(Σ(X,x)) can be represented by a reduced loop. Supposing two
reduced loops γ, δ represent the same class, then by Lemma 2.3 there is a reduced
homotopy H between them. Clearly, ϕ ○H is a homotopy between ϕ ○ γ and ϕ ○ δ,
continuous again thanks to the previous lemma.
Hence, the map ψ ∶ pi1(Σ(X,x))→ pi1(Σ(Y, y)), given by [γ]↦ [ϕ○γ] for reduced
representatives γ, is well-defined. Finally, ψ([γ][δ]) = ψ([γ])ψ([δ]), evidently by
construction, thus ψ is a homomorphism. Since it is invertible, it actually is an
isomorphism, pi1(Σ(X,x)) ≃ pi1(Σ(Y, y)). This completes the proof of the reverse
direction of Theorem A.
For the forward direction of Theorem A we build up some notation and develop
some machinery about sequences of cardinal numbers. Then we characterize the
fundamental group of (X,x), a totally path disconnected Hausdorff space which is
first countable at the distinguished point.
If (λn)n and (µn)n are two sequences of cardinal numbers we write (λn)n ≈ (µn)n
provided there exists a bijection f ∶ ⊔nλn → ⊔nµn such that for each M ∈ N there
exists M ′ ∈ N such that f(⊔Mn=0λn) ⊆ ⊔M ′n=0µn and f−1(⊔Mn=0µn) ⊆ ⊔M ′n=0λn. The
relation ≈ is an equivalence relation. We remark that if g ∶ N→ N is a bijection then
given any sequence of cardinals (λn)n we have (λn)n ≈ (λg(n))n. More generally
if g ∶ N → N is a surjective, finite-to-one function we have (λn)n ≈ (µn)n where
µn = ∑m∈g−1(n) λm.
Lemma 3.2. (λn)n ≈ (µn)n if and only if the following hold:
(1) (λn)n is eventually zero iff (µn)n is
(2) If κ is an infinite cardinal then (λn)n is eventually < κ iff (µn)n is
(3) For each M ∈ N there exists M ′ such that ∑Mn=0 λn ≤ ∑M ′n=0 µn and ∑Mn=0 µn ≤∑M ′n=0 λn
Proof. (⇒) Suppose that (λn)n ≈ (µn)n and select f as in the definition of ≈. If
without loss of generality λn = 0 for all n ≥M then selecting M ′ as in the definition
of ≈ we see that f(⊔Mn=0λn) ⊆ ⊔M ′n=0µn and since f is onto we have that µn = 0 for
n ≥ M ′. Thus (1) holds. If without loss of generality we have λn < κ for n ≥ M
then we again select M ′ as in the definition of ≈. If µm ≥ κ with m >M ′ then since
f−1 is bijective we must have f−1(µm) ⊆ ⊔∞n=M+1λn. Since λn < κ for all n ≥M + 1
we see that f−1(µm) is not a subset of ⊔Ln=M+1λn for any L ∈ N, so f−1(µm) is not
a subset of ⊔Ln=0λn for any L ∈ N, a contradiction. Thus (2) holds. That (3) holds
is clear from the existence of f .
(⇐) Suppose the sequences (λn)n and (µn)n satisfy (1)-(3). We treat cases.
If one, and therefore both, is eventually zero then we can select M such that
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λn = 0 = µn for n ≥M . By (3) we know that ∑n≤M λn = ∑n≤M µn and letting f be
any bijection f ∶ ⊔Mn=0λn → ⊔Mn=0µn it is clear that f witnesses that (λn)n ≈ (µn)n.
Next, suppose that both sequences are eventually finite and not eventually zero.
If the λn are all finite then the µn must all be finite as well, by (3). In this case
we have ∑n λn = ℵ0 = ∑n µn and any bijection f ∶ ⊔∞n=0λn → ⊔∞n=0µn demonstrates(λn)n ≈ (µn)n. The case where all the µn are finite is symmetric. In case the λn
(and therefore also the µn) are not all finite, select M such that n ≥ M implies
λn and µn are both finite. By assumption we have ∑Mn=0 λn and ∑Mn=0 µn are both
infinite cardinals, and (3) implies that ∑Mn=0 λn = ∑Mn=0 µn. In this case we start
with f ′ ∶ ⊔Mn=0λn → ⊔Mn=0µn being any bijection and as ∑∞n=M+1 λn = ℵ0 = ∑∞n=M+1 µn
we can extend such an f ′ to a bijection f ∶ ⊔∞n=0λn → ⊔∞n=0µn, and this f witnesses(λn)n ≈ (µn)n.
In our last case we suppose that both sequences are not eventually finite. We
first modify the sequences to make the proof simpler. Let n0 < n1 < n2 < ⋯ be
the subsequence in N such that λnk is infinite for each k ∈ N. We notice that the
sequence (λ′k)k ≈ (λn)n where λ′0 = ∑n0n=0 λn and for k ≥ 1 we have λ′k = ∑nkn=nnk−1 λk.
Making the same modification to the µn, the conditions (1)-(3) are preserved for the
pair of sequences (λ′n)n and (µ′n)n. Thus we may assume that the λn and µn are
always infinite. Let κ be the least infinite cardinal such that (λn)n is eventually
strictly less than κ, so that by (2) we know that κ satisfies the same condition
for (µn)n. Note also that we may assume that κ > λn, µn for n ≥ 1. This is
because we may select M large enough that λn, µn < κ for all n > M and letting
λ′0 = ∑Mn=0 λn and λ′k = λk−M for k > 0. Defining µ′n similarly we get new sequenes(λ′k)k and (µ′k)k such that (λn)n ≈ (λ′k)k, (µ′k)k ≈ (µn)n and the sequence pair(λ′k)k and (µ′k)k still satisfies (1)-(3). We may also assume that λ1 ≤ λ2 ≤ λ3 < ⋯
and similarly µ1 ≤ µ2 ≤ µ3 ≤ ⋯. This we can do by noticing that since κ > λn for
all n ≥ 1 we may select a subsequence starting n0 = 0, n1 = 1 and letting n2 be the
least index > 1 such that λn2 ≥ λn1 . In general for k ≥ 1 we let nk+1 be the least
index such that λnk+1 ≥ λnk . Such selections are always possible since κ was chosen
to be the smallest cardinal which was eventually strictly larger than the (λn)n and
the (µn)n. Let λ′0 = λ0, λ′1 = λ1 and λ′k = ∑nkn=nk−1 λn for k ≥ 2. Performing the
same modifications on the sequence (µn)n gives us new sequences (λ′k)k ≈ (λn)n,(µ′k)k ≈ (µn)n with (λ′k)k and (µ′k)k satisfying (1)-(3) with respect to each other.
Thus we may assume that (λn)n ≈ (µn)n, that all λn and µn are infinite, that κ is
the least cardinal greater than λn and than µn for n ≥ 1, and that λ1 ≤ λ2 ≤ ⋯ and
µ1 ≤ µ2 ≤ ⋯. It is possible that λ0 > λ1 and that µ0 > µ1. We treat subcases.
Subcase 1 If (λn)n is eventually constant then κ is a successor cardinal, say
κ = η+, and this implies that (µn)n also stabilizes at η. If in addition we have λ0 ≥ κ
then by (3) we know that µ0 = λ0 ≥ κ. Letting (λ′k)k be given by λ′0 = λ0 and λ′k = η
for k ≥ 1 it is easy to see that (λn)n ≈ (λ′k)k ≈ (µn)n and we have (λn)n ≈ (µn)n.
If instead λ0 < κ then by (3) we know that µ0 < κ as well. Letting λ′k = η for all
k ∈ N we get once more that (λn)n ≈ (λ′k)k ≈ (µn)n and so we are done with this
subcase.
Subcase 2 If (λn)n is not eventually constant then κ is a limit cardinal. Then(µn)n cannot stabilize either and we have κ = sup{λn}∞n=1 = sup{µn}∞n=1. If in
addition we have λ0 ≥ κ then by (3) we have µ0 = λ0 ≥ κ. By gathering finite
segments as before we may assume that λ1 < µ1 < λ2 < µ2 < ⋯. Let f ∶ ⊔∞n=0λn →⊔∞n=0µn be defined by letting f ↾ λ0 be a bijection of λ0 with µ0, f(λ1) ⊂ µ1,
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f−1(µ1∖f(λ1)) ⊂ λ2, f(λ2∖f−1(µ1)) ⊂ µ2, etc. (such an f is defined by induction).
This gives (λn)n ≈ (µn)n. Finally, if λ0 < κ then µ0 < κ as well (by (3)) and we
perform a similar back-and-forth argument to obtain (λn)n ≈ (µn)n.

Lemma 3.3. If γ ∶ I → Σ(X,x) is a based loop then the only limit point of γ(I)∩Xˇ
in Σ(X,x) can be x.
Proof. The space Σ(X,x) is Hausdorff since X is Hausdorff. Then γ(I) is a Peano
continuum, and in particular is locally path connected and compact. The set Xˇ is
closed in Σ(X,x) and so Xˇ∩γ(I) is compact. Thus Xˇ∩γ(I) is closed in Σ(X,x). If
x′ is a limit point of Xˇ∩γ(I) in Σ(X,x) then x′ ∈ Xˇ∩γ(I), and if x′ ≠ x then x′ ∈ X˚.
As γ(I) is locally path connected there exists a path connected neighborhood of x′
inside X˚ ∩ γ(I). This is impossible since any neighborhood in X˚ of x′ contains a
point in γ(I) ∩ Xˇ ∖ {x′} and such a point cannot be connected to x′ by a path in
X˚ since X is totally path disconnected. 
If x ∈ K ⊆ X we may consider Σ(K,x) to be a subspace of Σ(X,x). There
is a map pK ∶ pi1(Σ(X,x)) → pi1(Σ(K,x)) given by [γ] ↦ [γ′] where γ′(t) =⎧⎪⎪⎨⎪⎪⎩γ(t) if γ(t) ∈ Σ(K,x)x otherwise . It is straightforward to prove that this map is a well-
defined homomorphism. Moreover, this map composes with the homomorphism
i∗ ∶ pi1(Σ(K,x)) → pi1(Σ(X,x)) induced by inclusion to give the identity map
on pi1(Σ(K,x)). Thus pK is a group theoretic retraction, so that we may write
pi1(Σ(K,x)) ≤ pi1(Σ(X,x)). Also, if x ∈K1 ⊆K2 ⊆X we have pK1 ○ pK2 = pK1 .
Let KX be the set of all countable compact subsets of X which contain x and
whose set of limit points is included in {x}. Alternatively K ∈ KX if and only if
x ∈ K and for any neighborhood U of x the set K ∖ U is finite. The set KX is a
directed set under set inclusion and upper bounds of finite subsets of KX are given
by unions.
Lemma 3.4. pi1(Σ(X,x)) = ⋃K∈KX pi1(Σ(K,x)).
Proof. That the expression even makes sense and that the inclusion ⊇ holds follows
from the discussion above. Any reduced loop γ in Σ(X,x) is a representative of
an element of pi1(Σ(χ(γ(I) ∩ Xˇ), x)), and so the other inclusion holds by Lemma
2.2. 
Lemma 3.5. If x is not a limit point of X then pi1(Σ(X,x)) is a free group of rank
card(X) − 1.
Proof. There exists an obvious homorphism φ ∶ F (X ∖ {x}) → pi1(Σ(X,x)) which
takes each generator x′ ∈X∖{x} to a loop that traverses a generator of pi1(Σ({x,x′}, x)).
By Lemma 3.4 this map is necessarily onto, since each K ∈ KX is finite and Σ(K,x)
is a finite wedge of card(K) − 1 many circles whose fundamental group is mapped
onto isomorphically from the free subgroup F (K ∖ {x}) ≤ F (X ∖ {x}) via the re-
striction of φ. In fact the kernel of φ is trivial since the restriction of φ to any
subgroup F (K ∖ {x}) is an injection for K ∈ KX . 
Let X = U0 ⊇ U1 ⊇ ⋯ be a basis of neighborhoods of x. Define a sequence of
cardinal numbers (λn)n by letting λn = card(Un ∖ Un+1). We now give another
characterization of pi1(Σ(X,x)).
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Lemma 3.6. pi1(Σ(X,x)) ≃ ⊛n F (λn).
Proof. Since F (λn) ≃ F (Un ∖ Un+1) we are really showing that pi1(Σ(X,x)) ≃⊛n F (Un ∖Un+1). We use the characterization in Lemma 3.4 to define a homomor-
phism, and prove that this homomorphism is an isomorphism.
For each K ∈ KX let Kn =K ∩(Un∖(Un+1∖{x})) (each Kn is finite). The space
Σ(K,x) is either a finite wedge of circles or a homeomorph of the Hawaiian earring.
For each x′ ∈X ∖{x} let γx′ be a loop that traverses the circle Σ({x,x′}, x) exactly
once by passing through the negative coordinates first and then the positives. By
the discussion in Section 2 we have an induced isomorphism φK ∶ pi1(Σ(K,x)) →⊛n F (Kn). Moreover for K,K ′ ∈ KX the map φK∪K′ ∶ pi1(K ∪K ′, x)→ ⊛n F (Kn ∪(K ′)n) is an extension of φK and φK′ . Thus there exists a homomorphism φ ∶
pi1(Σ(X,x))→ ⊛n F (Un ∖Un+1), where the codomain we have written contains the
codomain of each φK . As each φK is injective we know φ is injective.
For surjectivity of φ, let [W ] ∈ ⊛n F (Un ∖Un+1) be given. Pick a representative
W ∈ [W ]. For each n ∈ N the set W −1(F (Un ∖Un+1)) is finite. Then for each n ∈ N
there exists a finite set Kn ⊆ Un ∖Un+1 such that each letter in F (Un ∖Un+1) used
in the word W is actually in F (Kn). Letting K = ⋃nKn we see that our choice of
notation Kn matches the Kn for K as defined in the previous paragraph. Moreover,
W is a representative of an element in ⊛n F (Kn), and φK is onto ⊛n F (Kn), so[W ] is in the image of φ. 
We state two results: the first is due to G. Higman [Hi], the second was proved
by K. Eda [E2].
Theorem 3.7. If φ ∶ ⊛nZ → F is a homomorphism with F a free group, then for
some N ∈ ω we have φ ○ pN = φ where pN is the retraction to ∗n<NZ.
Theorem 3.8. Let (Gn)n and Hj (j ∈ J) be groups and φ ∶ ⊛nGn → ∗j∈JHj be a
homomorphism to the free product of the groups Hj . Then there exist N ∈ ω and
j ∈ J such that φ(⊛n≥N Gn) is contained in a subgroup which is conjugate to Hj .
From Theorem 3.7 we obtain the following:
Lemma 3.9. If φ ∶ ⊛n F (κn) → F is a homomorphism with F a free group then
for some N we have φ ○ pN = φ.
Proof. Suppose for contradiction that for φ ∶ ⊛n F (κn) → F we have no N ∈ N
such that φ ○ pN = φ. Then for each N ∈ N we have a word WN such that [WN ] ∈⊛n>N F (κn) and φ([WN ]) ≠ 1. Then we can select finite sets rn ⊆ κn such that
for all N ∈ N we have [WN ] ∈ ⊛n F (rn) ≤ ⊛n F (κn). Now φ ↾ ⊛n F (rn) violates
Theorem 3.7 since ⊛n F (rn) ≃ ⊛nZ as discussed in Section 2. 
Let now Y = V0 ⊇ V1 ⊇ ⋯ be a basis of neighborhoods of y and define the sequence(µn)n of cardinal numbers by µn = card(Vn ∖ Vn+1). For the forward direction of
Theorem A we assume that pi1(Σ(X,x)) ≃ pi1(Σ(Y, y)). By Lemma 3.6 we have an
isomorphism ψ ∶ ⊛n F (λn) ≃ ⊛n F (µn). If we can show that (λn)n ≈ (µn)n we will
be done, for a witness f ′ ∶ ⊔∞n=0λn → ⊔∞n=0µn induces a map f ∶ ⊔∞n=0(Un ∖ Un+1) →⊔∞n=0(Vn ∖ Vn+1) and by extending f to have f(x) = y we obtain a bijective map f
with f continuous at x and f−1 continuous at y.
We check conditions (1)-(3) of Lemma 3.2. To avoid confusion we let pN,X and
pNX be the distinguished retractions on ⊛n F (λn) for each N ∈ N and similarly for
pN,Y and p
N
Y on ⊛n F (µn).
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To see that (1) holds we suppose without loss of generality that (µn)n is even-
tually 0. Then ⊛n F (µn) ≃ ∗n≤MF (µn) ≃ F (∑n≤M µn). Then the image of ψ is a
free group, so by Lemma 3.9 we have N such that ψ ○ pN,X = ψ. But ψ is injective,
so pN,X has trivial kernel, so that in fact λn = 0 for n > N .
To see that (2) holds suppose that n ≥ M implies µn < κ with κ an infinite
cardinal. As ψ ∶ ⊛n F (λn) → (∗n≤MF (µn)) ∗ (⊛n>M F (µn)), we know by Theo-
rem 3.8 that there is some N such that ψ(⊛n>N F (λn)) is a subgroup of either
a conjugate of ∗n≤MF (µn) or a conjugate of ⊛n>M F (µn). By composing the
isomorphism ψ by conjugation in the group ⊛n F (µn) we may assume that ei-
ther ψ(⊛n>N F (λn)) ≤ ∗n≤MF (µn) or ψ(⊛n>N F (λn)) ≤ ⊛n>M F (µn). In case
ψ(⊛n>N F (λn)) ≤ ∗n≤MF (µn), we know since ψ is an isomorphism that in fact⊛n>N F (λn) is a free group, so applying Lemma 3.9 gives us an M ′ > N such that
λn = 0 < κ for all n > M ′. In case ψ(⊛n>N F (λn)) ≤ ⊛n>M F (µn) we have that
the homomorphism pNX ○ ψ−1 ↾ ⊛n>M F (µn) is a surjection from ⊛n>M F (µn) to⊛n>N F (λn). Then for each N ′ > N the map pN ′,X ○ pNX ○ ψ−1 ↾ ⊛n>M F (µn) is
a surjection from ⊛n>M F (µn) to the free group ∗N ′≥n>NF (λn), so by Lemma 3.9
we have M ′ >M such that pN ′,X ○ pNX ○ ψ−1 ○ pM ′ ∶ ⊛n>M F (µn) → ∗N ′≥n>NF (λn)
satisfies pN ′,X ○ pNX ○ ψ−1 ○ pM ′ ↾ ⊛n>M F (µn) = pN ′,X ○ pNX ○ ψ−1 ↾ ⊛n>M F (µn).
As im(pM ′ ↾ ⊛n>M F (µn)) = ∗M ′≥n>MF (µn) and pN ′,X ○ pNX ○ ψ−1 ↾ ⊛n>M F (µn) is
onto ∗N ′≥n>NF (λn), we know that the rank of ∗M ′≥n>MF (µn) is at least that of∗N ′≥n>NF (λn). Thus in particular we have λN ′ < κ for every N ′ > N and we are
done in this case as well.
To see that condition (3) holds we let M ∈ N be given. For the homomorphism
pM,Y ○ψ ∶ ⊛n F (λn)→ ∗n≤MF (µn) there exists M ′0 ∈ N such that pM,Y ○ψ ○pM ′0,X =
pM,Y ○ ψ. Since pM,Y ○ ψ is a surjection and im(pM ′0,X) = ∗n≤M ′0F (λn), it must
be that the rank of ∗n≤M ′0F (λn) is at least that of ∗n≤MF (µn), so that ∑M ′0n=0 λn ≥∑Mn=0 µn. By performing a similar argument on pM,X○ψ−1 ∶ ⊛n F (µn)→ ∗n≤MF (λn)
we obtain an M ′1 with ∑M ′1n=0 µn ≥ ∑Mn=0 λn, and M ′ = max{M ′0,M ′1} gives us (3).
4. The proof of Theorem B
We remind the reader of the statement of Theorem B:
Theorem B. For a pointed Hausdorff space (X,x) which is first countable at the
distinguished point the following properties are equivalent:
(1) (X,x) is a horseshoe space
(2) The fundamental group pi1(HA) of the harmonic archipelago embeds into
pi1(Σ(X,x))
(3) The group of rationals Q embeds into pi1(Σ(X,x))
(4) pi1(Σ(X,x)) contains an infinitely divisible element
(5) X is not of tpd-type, i.e. there is no totally path disconnected space Y such
that pi1(Σ(X,x)) ≃ pi1(Σ(Y, y))
We present the proof in a sequence of propositions. The implication (2) ⇒ (3)
follows from the fact that Q embeds as a subgroup of pi1(HA) (see [CHM] for an
explicit construction of such an embedding, or [Ho]). The (3) ⇒ (4) claim is trivial.
We present (4) ⇒ (5) in Proposition 4.1. The (5) ⇒ (1) will be the content of
Proposition 4.5. Finally, (1) ⇒ (2) will be shown in Proposition 4.8.
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Proposition 4.1. If (Y, y) is totally path disconnected, Hausdorff and first count-
able at y then pi1(Y, y) has no infinitely divisible elements.
Proof. We saw in Lemma 3.6 that pi1(Σ(Y, y)) ≃ ⊛n F (µn) for some sequence (µn)n
of cardinals. By the definition of the topologist product we know g ∈ ⊛n F (µn) is
not identity if and only if for some N ∈ N we have pN(g) ≠ 1. If g is infinitely
divisible then so is pN(g), but pN(g) is in the free subgroup ∗n≤NF (µn) and free
groups have no infinitely divisible elements. 
We build towards Proposition 4.5, first giving a construction of a graph and then
proving a lemma.
Suppose (X,x) is Hausdorff and also first countable at the basepoint. Let X =
U0 ⊇ U1 ⊇ ⋯ be a nesting basis of open neighborhoods of x, so in particular ⋂nUn ={x}. For z ∈ X ∖ {x} let g0(z) be the maximum n such that z ∈ Un and g1(z)
be the minimum n such that z ∉ Un (we are using the Hausdorff condition here).
Thus g0(z) < g1(z). Let ιˇ ∶ X → Xˇ be the map ιˇ(z) = (z,0) ∈ Xˇ. Thus ιˇ is a
homeomorphism and χ ↾ Xˇ is the inverse homeomorphism.
Construction 4.2. Given a Peano continuum Y ⊆ Σ(X,x) we construct a graph
ΓY . The construction of ΓY will use certain arbitrary choices along the way. Let
Kˇ = Xˇ ∩ Y and K = χ(Kˇ), so both K and Kˇ are compact but probably not Peano
continua. For z ∈ K ∖ {x} we let O′z ⊆ (Ug0(z) ∖ Ug1(z)) × (− 12 , 12) ⊆ X˚ be an open
set such that Y ∩O′z is path connected and ιˇ(z) ∈ O′z (here we are using the fact
that Peano continua are locally path connected). Let Oz = χ(O′z ∩ Xˇ) so that Oz is
a neighborhood of z in X. Notice that any two points z0, z1 ∈ Oz can be connected
by a path in Ug0(z)∖Ug1(z) since there is a path from ιˇ(z0) to ιˇ(z1) in O′z ∩Y which
projects to a path in Ug0(z) ∖Ug1(z) via χ.
We define an open cover O of K ∖ {x} by induction. As K ∖U1 is compact and{Oz}z∈K∖U1 is an open cover, select a finite subcover O0. The set K ∖ (U2 ∪⋃O0)
is compact and covered by {Oz}z∈K∖(U2∪⋃O0) so we pick a finite subcover O1.
Assuming On has been defined, notice that K ∖ (Un+2 ∪⋃nj=0Oj) is compact and
covered by {Oz}z∈K∖(Un+1∪⋃nj=0Oj) so we pick a finite subcoverOn+1. LetO = ⋃nOn.
Define the graph ΓY to have vertex set O and to have an edge between Oz0 and
Oz1 if and only if O
′
z0 ∩O′z1 ≠ ∅. Notice that each element of O is of finite valence
since for each Oz ∈ O we have O′z ∩O′z0 = ∅ for each Oz0 ∈ O ∖⋃g1(z)n=0 On.
Remark 4.3. If C ⊆ ΓY is an infinite component then we can pick a tree T ⊆ C
such that T has the same set of vertices as C and all edges of T are also edges
in C. Then T would also be of finite valence, so by the Ko¨nig Infinity Lemma
there exists in T , and therefore in ΓY , an infinite path Oz0 ,Oz1 ,Oz2 , . . . with
Ozm ≠ Ozn if m ≠ n. Let ρn ∶ I → Umin{g0(zn),g0(zn+1)} be a path from zn to
zn+1. By pasting these paths together we obtain a path ρ ∶ I → X by letting
ρ(t) = ⎧⎪⎪⎨⎪⎪⎩ρn(
t−(1− 1n+1 )
1
n+1− 1n+2 ) if t ∈ [1 − 1n+1 ,1 − 1n+2 ]
x if t = 1 . That ρ is indeed continuous fol-
lows from the pasting lemma and from the fact that for any n ∈ N we have ρ(t)
eventually in Un.
Lemma 4.4. Suppose (X,x) is Hausdorff and also first countable at x. Let Y ⊆
X be a selection from pi0(X) with x ∈ Y . Then the homomorphism induced by
inclusion ι∗ ∶ pi1(Σ(Y,x))→ pi1(Σ(X,x)) is injective.
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Proof. Assume the hypotheses and let X = U0 ⊇ U1 ⊇ ⋯ be a basis of open neigh-
borhoods at x. Since (Y,x) is totally path disconnected, Hausdorff, and first
countable at x we know by Lemma 3.4 that pi1(Σ(Y,x)) = ⋃K∈KY pi1(Σ(K,x))
in the notation of that lemma. Thus it suffices to show that ι∗ ↾ pi1(Σ(K,x))
is injective for any K ∈ KY , so fixing K ∈ KY we may simply assume Y = K.
We have by Lemma 3.6 an isomorphism of pi1(Σ(K,x)) with ⊛n F (λn), where
λn = card(K ∩ (Un ∖ Un+1)). By definition of KY we have each λn finite. Sup-
posing for contradiction that [W ] ∈ ⊛n F (λn) is a nontrivial element such that[W ] ∈ ker(ι∗) we select N ∈ N large enough that pN([W ]) ≠ 1. This retraction
pN ∶ ⊛n F (λn)→ ∗n≤NF (λn) corresponds to the topological retraction from Σ(Y,x)
to Σ(Y ∖ (UN+1 ∖ {x}), x) which maps all points in Σ(UN+1, x) to the point x. If
γ = R([W ]) is a realization of [W ] (see Section 2) then we have by assumption a
nulhomotopy H ∶ I2 → Σ(X,x) of γ. We may assume without loss of generality that
Σ(K,x) ⊆ H(I2). We give a map f ∶ H(I2) → Σ(K ∖ (UN+1 ∖ {x}), x) such that
f ○ ι ∶ Σ(K,x) → Σ(K ∖ (UN+1 ∖ {x}), x) is homotopic to the retraction associated
with pN . This would imply that pN([W ]) = 1 giving a contradiction.
Perform Construction 4.2 of the vertex set O and graph ΓH(I2) for the Peano
continuum H(I2). Letting {x0, x1, . . . , xq} = K ∖ UN+1 we let Cxj be the path
component in ΓH(I2) of an O ∈ O such that xj ∈ O. For 0 ≤ j ≤ q let C ′xj = {O′}O∈Cxj
where O′ ⊆ Σ(X,x) is the open set used in the construction such that O′ ∩H(I2)
is path connected and χ(O′ ∩ Xˇ) = O. For xj0 ≠ xj1 we have ⋃C ′xj0 ∩⋃C ′xj1 = ∅.
The set ⋃Nn=0On = {O0, . . . ,Ok} is a finite cover for the set χ(H(I2)∩Xˇ)∖UN+1.
Let {O′0, . . . ,O′k} be the collection of open sets used in the construction of ΓH(I2)
such that Oi = χ(O′i ∩ Xˇ) and O′i ∩H(I2) is path connected. Now H(I2) is covered
by {O′0, . . . ,O′k} ∪ ⋃
m≥2{Σ(UN+1, x) ∪X × ([−1,− 1m) ∪ ( 1m,1])}
so by compactness we may select M ∈ N such that H(I2) ⊆ (⋃ki=0O′i)∪(Σ(UN+1, x)∪
X × ([−1,− 1
M
) ∪ ( 1
M
,1])).
Define f ∶H(I2)→ Σ(K ∖ (UN+1 ∖ {x}), x) by
f((z, l)) = ⎧⎪⎪⎨⎪⎪⎩(xj ,Ml) if (z, l) ∈ ⋃C
′
xj and l ∈ [− 1M , 1M ]
x otherwise
That f is continuous is geometrically clear. Finally, we note that f ○ι ∶ Σ(K,x)→
Σ(K∖(UN+1∖{x}), x) is given by (f○ι)((z, l)) = ⎧⎪⎪⎨⎪⎪⎩(xj ,Ml) if z = xj and l ∈ [−
1
M
, 1
M
]
x otherwise
.
The map T ∶ Σ(K,x) × I → Σ(K ∖ (UN+1 ∖ {x}), x) defined by
T ((z, l), s) = ⎧⎪⎪⎨⎪⎪⎩(z, sMl) if z ∉ UN+1 and ∣sMl∣ ≤ 1x otherwise
is a homotopy of the retraction Σ(K,x)→ Σ(K ∖ (UN+1 ∖ {x}), x) to f ○ ι. 
Suppose that (X,x) is Hausdorff and first countable at x and not a horseshoe
space. Then for each path component C ∈ pi0(X) with x ∉ C there exists a minimal
n such that Un+1 ∩ C = ∅. Were this not the case we would get a sequence (xn)n
with xn ∈ C∩Un. We let sequence (yn)n be defined by letting y0 = x0 and yn+1 = xn,
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and since (X,x) is not horseshoe we have for each k ∈ N an nk ∈ N such that n ≥ nk
implies there exists a path in Uk from xn to yn (else we could pick a subsequence
and use U = Uk to witness that (X,x) is horseshoe). This implies the existence of
a path from x0 to x, which contradicts x ∉ C.
We say a section Y ⊆ X of pi0(X) with x ∈ Y is tight if z ∈ Y ∖ Un implies
C ∩ Un = ∅ where z ∈ C ∈ pi0(X). We note that (X,x) Hausdorff, first countable
at x and not a horseshoe space implies that X has a tight section by selecting for
each C ∈ pi0(X) with x ∉ C the n with C ∩ Un ≠ ∅ and C ∩ Un+1 = ∅ and picking
xC ∈ C ∩Un.
Proposition 4.5. Let (X,x) be Hausdorff and first countable at x and not horse-
shoe and let Y be a tight section. Then
(a) the map ι∗ ∶ pi1(Σ(Y,x))→ pi1(Σ(X,x)) induced by inclusion is injective;
(b) every loop γ in Σ(X,x) is homotopic to one in Σ(Y,x), thus ι∗ ∶ pi1(Σ(Y,x))→
pi1(Σ(X,x)) is an isomorphism.
Proof. We have already seen by Lemma 4.4 that part (a) holds even if the section
is not tight. Let Y be a tight section and let f ∶ pi0(X) → Y be given by Y ∩ C ={f(C)}. To prove part (b) we let γ be a loop in Σ(X,x). Let Λ be the set of
components of I ∖ γ−1(x). Then Λ is a countable collection of open intervals in I.
To simplify notation, let γ1, γ2 denote the projection of γ to X and D
○
1, respectively,
on these intervals (γ1 = χ ○ γ). We have a trichotomy on Λ, depending on how the
ends of the interval are mapped to the basepoint,
Λ0 ∶= {λ ∈ Λ ∶ {limt↘inf λ γ2(t), limt↗supλ γ2(t)} ⊆ {−1,1}}
Λ+ ∶= {λ ∈ Λ ∖Λ0 ∶ 1 ∈ {limt↘inf λ γ2(t), limt↗supλ γ2(t)}}
Λ− ∶= Λ ∖ (Λ0 ∪Λ+).
To each λ ∈ Λ0 we can assign a unique component Cλ ∈ pi0(X,x) satisfying
im(γ ↾ λ) ⊆ Cλ × D○1 ⊆ Σ(X,x). Let µλ be the midpoint of the interval λ, i.e.
µλ ∶= 12(sup(λ) + inf(λ)). Then there is a function u assigning to each λ ∈ Λ0
the maximal k ∈ N so that Uk contains a path connecting the point γ1(µλ) to
f(Cλ). Applying that (X,x) is not a horseshoe space to the sequences (γ(µλ))λ
and (f(Cλ))λ elucidates that the map u ∶ Λ0 → N is finite-to-one.
Next observe that every λ ∈ Λ+ ∪ Λ− has to be mapped to the path component
of x. Extend u by setting u(λ) to be the maximal k so that γ(λ) ⊆ Σ(Uk, x) ∪(X × ([−1. − 1 + 1
k
) ∪ (1 − 1
k
,1])). Trivially, the map u defined globally on Λ is still
finite-to-one.
The desired homotopy is constructed in two steps. First we move the image of
each λ ∈ Λ0 into a single circle in Σ(X,x) by changing its X-coordinate, whilst that
of each λ ∈ Λ+ ∪Λ− is pulled towards an end of D1 and thus to the base point. For
0 ≤ s < 1
2
define
H(t, s) ∶=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(γ1((t − µλ)(1 − 2s) + µλ), γ2(t)) if t ∈ λ ∈ Λ0,(γ1(t), γ2(t)(1 − 2s) + 2s) if t ∈ λ ∈ Λ+,(γ1(t), γ2(t)(1 − 2s) − 2s) if t ∈ λ ∈ Λ−,
x if γ(t) = x.
For s = 0 this coincides with the original path, H(t,0) = γ(t). Moving up along
s, the map traces back each point in the interval λ ∈ Λ0 to the midpoint µn with
respect to γ1. Clearly, H is continuous on each block λ × [0, 12). By the continuity
of γ it is also continuous at the remaining points mapped to x.
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Next the image of each λ ∈ Λ0 is to be moved to the the circle passing through
f(Cλ). To each λ let δλ be a path connecting γ1(µλ) to f(Cλ) with image in Uu(λ).
Then for 1
2
≤ s ≤ 1 define
H(t, s) ∶= { (δλ(2s − 1), γ2(t)) if t ∈ λ ∈ Λ0,
x otherwise
The definition ofH(⋅, 1
2
) matches up precisely with the one from the first half. Again
H is continuous on each block λ× [ 1
2
,1]. Since each Σ(Un, x)∪ (X × ([−1,−1+ 1n)∪(1 − 1
n
,1])) contains the image of all but finitely many of them, H is continuous
everywhere. Finally notice that H(⋅,1) corresponds to a loop in Σ(Y,x), and we
have constructed the desired homotopy.

Next we provide a couple of lemmas towards Proposition 4.8.
Lemma 4.6. If (X,x) is a horseshoe space there exists a neighborhood U of x and
sequences (xn)n and (yn)n in U converging to x such that
(1) There exists a path in X from xn to yn
(2) There does not exist a path in U from xn to
(i) ym for any m ∈ N
(ii) xm for m ≠ n
(iii) x
(3) There does not exist a path in U from yn to
(i) xm for any m ∈ N
(ii) ym for m ≠ n
(iii) x
(4) Exactly one of the following holds:
(i) For m ≠ n there is no path in X from xn to xm
(ii) All elements in {xn}n∈N ∪ {yn}n∈N are in the same path component in
X
Proof. By definition of horseshoe space there exists a neighborhood V and se-
quences (x′n)n and (y′n)n in V such that there exists a path from x′n to y′n in X
but no such path exists in V . Let U0 = X ⊇ U1 = V ⊇ U2 ⊇ U3 ⊇ ⋯ be a nesting
neighborhood basis at x consisting of open sets. We start with condition (4). Define
an equivalence relation R on N by letting (m,n) ∈ R if and only if there is a path
in X from x′m to x′n. By Ramsey’s Theorem there exists an infinite subset T ⊆ N
such that exactly one of the following holds:
(i) For all m,n ∈ T we have (m,n) ∈ R.
(ii) For distinct m,n ∈ T we have (m,n) ∉ R.
Thus by passing to the subsequence given by T we may without loss of generality
assume that (4) holds for the pair of sequences (x′n)n and (y′n)n. If (4) (i) holds
then for at most one n we have xn connected to x via a path in X. Then by
passing to a further subsequence we get all xn in different path components from
x in the space X. Furthermore, conditions (1) - (3) obviously follow for U = V and(xn) = (x′n)n and (yn)n = (y′n)n.
Now we are left with the case where (4) (ii) holds for the sequences (x′n)n and(y′n)n, so all elements in the set S = {x′n}n∈N ∪ {y′n}n∈N are in the same path
component in X. Define h ∶ S × S → N ∪ {∞} by letting
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h(z0, z1) = sup{n ∈ N ∶ ∃ a path in Un from z0 to z1}
Were there to exist a sequence (zn)n in S such that lim inf h(zn, zn+1) =∞ we would
have paths ρn in Uh(zn,zn+1) from zn to zn+1 (here we define U∞ = {x}). By letting
ρ ∶ I → X be given by ρ(t) = ⎧⎪⎪⎨⎪⎪⎩ρn(n(n + 1)(t − 1 +
1
n
)) if t ∈ [1 − 1
n+1 ,1 − 1n+2)
x if t = 1 we
get a path ρ from z0 to x within the open set Umin{h(zn,zn+1)} which passes through
all the points in {zn}n∈N. We treat further cases.
Suppose there is no subsequence nk in N for which lim inf h(x′nk , x′nk+1) =∞. We
claim there exists an infinite set T ⊆ N and an m ∈ N such that h(x′n, x′n′) ≤ m for
distinct n,n′ ∈ T . Supposing not, we define a symmetric relation Rm = {(n,n′) ∈
N × N ∶ h(x′n, x′n′) ≥ m} and notice that N × N = R0 ⊇ R1 ⊃ R2 ⊇ ⋯. Ramsey’s
Theorem states that there exists an infinite set T1 ⊆ N such that one of the following
occurs:
(a) n,n′ ∈ T1 Ô⇒ (n,n′) ∈ R1
(b) For distinct n,n′ ∈ T1 we have (n,n′) ∉ R1
and by our assumption we know it is (a) that holds. As T1 is infinite there exists by
Ramsey’s Theorem an infinite subset T2 ⊆ T1 such that n,n′ ∈ T2 Ô⇒ (n,n′) ∈ R2
(again, by assumption). Continuing in this way we get a sequence of infinite sets
N ⊇ T1 ⊇ T2 ⊇ ⋯. with n,n′ ∈ Tm implying (n,n′) ∈ Rm. But now we select n1 ∈ T1,
n2 > n1 with n2 ∈ T2, n3 > n2 with n3 ∈ T3, etc. and obtain limh(x′nk , x′nk+1) = ∞,
a contradiction. Thus by passing to a subsequence and letting U = Um we may
assume that (x′n)n is a sequence in U such that there is no path in U connecting
x′n to x′n′ for n ≠ n′. Moreover there is at most one k for which x′k connects to x by
a path within U , so by passing to a further subsequence we may assume that none
of the x′n connect to x via a path in U . We now let xn = x′2n and yn = x′2n+1 and the
conditions (1) - (4) are straightforward to check. In case there is no subsequence nk
in N for which lim inf h(x′nk , x′nk+1) =∞ the same proof would yield U and sequences(xn)n and (yn)n as desired.
Now suppose that for some subsequence nk in the naturals we have lim inf h(x′nk , x′nk+1) =∞. Then by passing to a further subsequence we may assume that h(x′n, x′n+1) ≥ 1
for all n ∈ N and that lim inf h(x′n, x′n+1) = ∞. Thus there exists a path in U1 = V
from x′0 to x which passes through x′1, . . .. Now there cannot exist a subsequence
nk in the naturals such that lim inf h(y′nk , y′kk+1) =∞, for this would witness a path
in V which goes from some y′nk to x to x′nk , a contradiction. Thus this puts us into
an earlier case and we are done. 
Lemma 4.7. For any pointed space (Z, z) and  ∈ (0,1] the map f ∶ Σ(Z, z) →
Σ(Z, z) given by f((z0, l)) = ⎧⎪⎪⎨⎪⎪⎩(z0,
l

)
z otherwise
is homotopic to the identity map.
Proof. The map H ∶ Σ(Z, z) × [,1] → Σ(Z, z) given by H((z0, l), t) = ft(z0, l) is a
homotopy from f to the identity map f1. 
We note that pi1(HA), the fundamental group of the harmonic archipelago, is
isomorphic to the group ⊛nZ/⟨⟨{an}n∈N⟩⟩. This follows by combining Theorem 5
and Proposition 13 of [CHM].
Proposition 4.8. If (X,x) is a horseshoe space then the fundamental group of
the harmonic archipelago embeds into pi1(X,x).
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Proof. Since (X,x) is a horseshoe space we select an open neighborhood U of x
and sequences (xn)n and (yn)n in U satisfying the conclusion of Lemma 4.6 . Let
γxn , γyn ∶ I → Σ(X,x) be given by γxn(t) = (xn,2t − 1) and similarly γyn(t) =(yn,2t−1), and γn ∶ I → Σ(X,x) be given by γxn ∗γ−1yn . Let R ∶ ⊛nZ→ pi1(Σ(X,x))
be the realization map associated with the sequence (γn)n (see Section 2). We
notice that each γn is nulhomotopic in Σ(X,x) since γxn is homotopic to γyn via
the homotopy H(t, s) = (ρ(s),2t − 1) where ρ is a path from xn to yn in X. Thus
an ∈ ker(R) for each n and ⟨⟨{an}n∈N⟩⟩ ≤ ker(R). We shall be done if we show⟨⟨{an}n∈N⟩⟩ ≥ ker(R).
Suppose that [W ] ∈ ker(R) and fix a representative word W ∈ [W ] and order
embedding ι ∶W → I. By assumption there exists a nulhomotopy H ∶ I2 → Σ(X,x)
of the loop γ =Rι(W ). That is, for all s, t ∈ I2 we have
H(t,0) = γ(t)
H(0, s) =H(1, s) =H(t,1) = x
Lemma 4.9. There exists N ∈ N such that for any n ≥ N , any path in H(I2) from
ιˇ(xn) or ιˇ(yn) to (X ∖U) × [− 12 , 12 ] must travel through X × ([−1,− 12) ∪ ( 12 ,1]).
Proof. We know H(I2) is metrizable as the continuous Hausdorff image of a Peano
continuum. The sets C0 = ((X ∖U)× [− 12 , 12 ])∩H(I2) and C1 = ({x}∪{ιˇ(xn)}n∈N∪{ιˇ(yn)}n∈N) ∩H(I2) are disjoint, closed and compact respectively in H(I2). Thus
there exists d > 0 such that each element of C0 is at least distance d from any
element of C1. Let {zm}m∈N ⊆ {ιˇ(xn)}n∈N ∪ {ιˇ(yn)}n∈N be a set such that m0 ≠
m1 ⇒ zm0 ≠ zm1 and such that for each m ∈ N there exists a path ρm in H(I2)
from zm fo C0 which lies inside (X × [− 12 , 12 ]) ∖ {x}. Let z′m be the first point
along ρm which is distance
d
2
away from C1. Then z
′
m0 ≠ z′m1 for m0 ≠ m1 else
we get a path in U from χ(zm0) to χ(zm1) by passing along χ ○ ρm0 to χ(z′m0)
and then passing from χ(z′m0) along χ ○ ρm1 back to χ(zm1), which cannot exist
by our choice of of sequences (xn)n and (yn)n as in Lemma 4.6. Let z ∈ H(I2) be
an accumulation point of the set {z′m}m∈N. Certainly the distance from z to C1 is
d
2
and z ∈ (U × [− 1
2
, 1
2
]) ∖ {x}. By local path connectedness of H(I2) there exist
distinct m0 and m1 and paths ρ
′
0 and ρ
′
1 in (U × (− 34 , 34)) ∖ {x} from z to z′m0 and
z′m1 respectively. But now by composing these paths with χ we argue again that
there is a path in U from χ(zm0) to χ(zm1), a contradiction. 
Now using the N specified by Lemma 4.9 we show that pN([W ]) is trivial in⊛nZ. The map f 1
2
○H is a nulhomotopy of f 1
2
○γ. Define H ′(t, s) to be f 1
2
○H(t, s)
if for some n > N there exists a path in I2 ∖ (f 1
2
○H)−1(x) from (t, s) to an element
of I × {0} ∩ ((f 1
2
○H)−1({ιˇ(xn)}n>N ∪ {ιˇ(yn)}n>N)) and let H ′(t, s) = x otherwise.
Note that H ′(t,0) = f 1
2
○ γ′(t) where γ′ =R(pN(W )) and that H ′ has range inside
Σ(U,x). By the proof of Lemma 4.7 there is a homotopy of γ′ to f 1
2
○ γ′ which
takes place entirely inside Σ(U,x). Thus γ′ is nulhomotopic in Σ(U,x).
Let φ ∶ ⊛nZ → ⊛nZ be the endomorphism induced by the word map g ∶ an ↦
a2na
−1
2n+1. This endomorphism is easily seen to be injective. From the sequence
of loops (δn)n given by δn = ⎧⎪⎪⎨⎪⎪⎩γxm if n = 2mγym if n = 2m + 1 we get a realization map Rδ ∶⊛nZ → pi1(Σ(U,x)). By Lemma 4.4 we have injectivity of the map Rδ, and it
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is easily seen that Rδ ○ φ(pN([W ])) is homotopic in Σ(U,x) to R(pN([W ])). As
Rδ ○ φ is injective we see that pN([W ]) is trivial in ⊛nZ.

References
BS. W. Bogley, A. Sieradski, Weighted combinatorial group theory and wild metric com-
plexes, Groups–Korea ’98 (Pusan), de Gruyter, Berlin, 2000, 53-80.
CHM. G. Conner, W. Hojka, M. Meilstrup, Archipelago groups, Proc. of the Amer. Math.
Soc. 143 (2015), 4973-4988.
E1. K. Eda, Free σ-products and noncommutatively slender groups, J. Algebra 148
(1992), 243-263.
E2. K. Eda, Atomic property of the fundamental groups of the Hawaiian earring and
wild locally path-connected spaces, J. Math. Soc. Japan 63 (2011), 769-787.
F. H. Freudenthal, U¨ber die Klassen der Spha¨renabbildung I. Große Dimensionen,
Compos. Math. 5 (1938), 299-314.
Hi. G. Higman, Unrestricted free products and varieties of topological groups, J. London
Math. Soc. 27 (1952), 73-81.
Ho. W. Hojka, The harmonic archipelago as a universal locally free group, J. Algebra
437 (2015), 44-51.
Ikerbasque- Basque Foundation for Science and Matematika Saila, UPV/EHU, Sar-
riena S/N, 48940, Leioa - Bizkaia, Spain
E-mail address: sammyc973@gmail.com
Institute for Analysis and Scientific Computation, Technische Universita¨t Wien,
Vienna, Austria
E-mail address: w.hojka@gmail.com
