PariStorage: reingegnerizzazione della rigenerazione by Bovi, Simone
UNIVERSITA’ DI PADOVA FACOLTA’ DI INGEGNERIA
CORSO DI LAUREA IN INGEGNERIA INFORMATICA
TESI DI LAUREA
PARISTORAGE
REINGEGNERIZZAZIONE DELLA
RIGENERAZIONE
Relatore: Ch.mo Prof. Enoch Peserico Stecchini Negri De Salvi
Correlatore: Ing. Michele Bonazza
Laureando: Simone Bovi
Anno Accademico 2010-2011A me stessoIndice
Sommario 1
Introduzione 3
1 Il plugin DistributedStorage 7
1.1 Introduzione al plugin . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Erasure Coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3 DHT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 Nuove funzionalità implementate 17
2.1 Cancellazione di un ﬁle . . . . . . . . . . . . . . . . . . . . . . . . 17
2.1.1 Il Thread Renewer . . . . . . . . . . . . . . . . . . . . . . 17
2.2 Mascheramento . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.1 L’algoritmo di hashing utilizzato . . . . . . . . . . . . . . 19
2.2.2 Implementazione . . . . . . . . . . . . . . . . . . . . . . . 19
3 Reengineering della rigenerazione 21
3.1 Introduzione . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.1.1 Entry di rigenerazione . . . . . . . . . . . . . . . . . . . . 22
3.2 Confronto tra la situazione precedente e quella futura . . . . . . 24
3.2.1 Situazione precedente . . . . . . . . . . . . . . . . . . . . 24
3.2.2 Situazione futura . . . . . . . . . . . . . . . . . . . . . . . 25
3.3 L’algoritmo di rigenerazione . . . . . . . . . . . . . . . . . . . . . 27
3.3.1 Casi limite . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.4 Implementazione . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.4.1 Meccanismi di comunicazione . . . . . . . . . . . . . . . . 30
IINDICE
3.4.2 Messaggi introdotti . . . . . . . . . . . . . . . . . . . . . . 32
3.4.3 Thread introdotti . . . . . . . . . . . . . . . . . . . . . . . 33
3.4.4 Classi eliminate . . . . . . . . . . . . . . . . . . . . . . . . 39
3.5 Motivazioni per il reengineering . . . . . . . . . . . . . . . . . . . 40
Conclusioni 41
A Codice sorgente 43
A.1 Cancellazione di un ﬁle . . . . . . . . . . . . . . . . . . . . . . . . 43
A.2 Mascheramento . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Elenco delle ﬁgure 47
Bibliograﬁa 49
IISommario
La possibilità di salvare un proprio ﬁle nella rete, e di poterlo riottenere aven-
do come garanzia la sicurezza e l’integrità dello stesso, è il principale obietti-
vo della ricerca che ruota attorno allo storage distribuito. Deve essere inoltre
posta in primo piano la privacy nei confronti dell’utente e del contenuto del
documento da esso salvato, nonchè un’adeguata scalabilità del sistema. A
conseguenza di ciò, i diversi processi coinvolti devono essere fortemente ot-
timizzati con il proposito di ottenere buone prestazioni nella risposta alle ri-
chieste e minor generazione di trafﬁco di rete possibile, coniugando sicurezza
e riservatezza. Il plugin DistributedStorage, presente nel progetto PariPari, si
occupa proprio di questo genere di servizi proponendo soluzioni e implemen-
tazioni attualmente non presenti nel panorama informatico che lo rendono
unico nel suo genere.
Viene qui presentato il lavoro svolto durante l’anno accademico 2010-2011 co-
me componente del gruppo. Verrà inizialmente presentato il progetto nel suo
complesso per poterne comprendere le peculirità principali e, successivamen-
te, si entrerà più nel dettaglio con le realizzazioni proposte. Una prima parte
verrà dedicata alla spiegazione delle attività che hanno richiesto l’implemen-
tazione di funzionalità che altri studenti avevano ritenuto importanti per il
servizio, mentre la seconda riguarderà un reengineering completo del proces-
so che si occupa della rigenerazione di un ﬁle, ovvero una delle caratteristiche
principali per il buon funzionamento del plugin.
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Caratteristiche di PariPari
PariPari è una rete multifunzionale e multiprotocollo sviluppata in linguag-
gio Java da un sempre più numeroso gruppo di studenti del Dipartimento
di Ingegneria dell’Informazione dell’ Università di Padova. La data di nasci-
ta del progetto è il 2004, anno in cui Paolo Bertasi ([2]) ne ha presentato le
caratteristiche principali all’interno propria tesi di laurea. Attualmente al
progetto collaborano circa una sessantina di persone e questa tesi vuole illu-
strare i miglioramenti apportati ad esso durante la mia collaborazione.
Le peculiarità della rete PariPari sono essenzialmente:
 architettura serverless: è una rete puramente P2P e quindi, al suo inter-
no, tutti i nodi che ne fanno parte hanno la medesima importanza. Non
esistono nodi centrali adibiti alla gestione e al controllo, ovvero server,
che coordinano i vari processi, ma la rete risulta, al contrario, comple-
tamente autosufﬁciente e autogestita mediante i nodi che la popolano.
Questo tipo di decentralizzazione assicura una maggiore longevità del
progetto (vedasi come esempio contrario, invece, la chiusura di molti
server all’interno della rete ED2K di eMule che hanno portato alla pa-
ralisi dello stesso), oltre ad assicurare tutta la scalabilità necessaria in
situazioni di questo tipo;
 architettura a plugin: esiste una cosiddetta autorità centrale, il Core,
che si occupa di gestire la corretta comunicazione fra i plugin e di asse-
gnare agli stessi le risorse in maniera ottimale. Il programmatore può
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così, alla necessità, ampliare le funzionalità e i servizi di PariPari scri-
vendo un proprio modulo. Attualmente esistono già numerosi plugin in
via di sviluppo e, in particolare, è presente tra di essi la suddivisione fra
cerchia interna e cerchia esterna.
Figura 1: Cerchia interna e cerchia esterna di PariPari
Della cerchia interna fanno parte i plugin essenziali per il corretto fun-
zionamento della rete e sono i moduli su cui poi si appoggiano i rima-
nenti della cerchia esterna.
Della prima fanno parte:
– Connectivity: gestisce il corretto accesso alla rete;
– Local storage: gestisce il corretto accesso alla risorse locali e al
ﬁlesystem;
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– Crediti: gestisce la corretta concessione di risorse (
 DBMS
 DistributedStorage
 DistributedBackup
 DNS
 Login
 Mulo
 Webserver
 IM
 IRC
 NTP
 VoIP
– multifunzionalità e aderenza alla maggior parte dei protocolli: ven-
gono fornite le funzioni maggiormente richieste dagli utenti di reti
P2P quali il ﬁle sharing, lo storage e il backup distribuito, sia i
servizi tipici di internet (IRC , IM, VoIP DBMS, Web Server, DNS)
– un nuovo tipo di sistema per la gestione dei crediti grazie al qua-
le è prevista la transitività degli stessi e la concessione di risorse
proporzionale al numero di crediti accumulati; questo assicura una
maggior meritocrazia all’interno della rete e impedisce ai plugin
mal progettati di togliere risorse agli altri moduli;
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Di tutti i plugin sopracitati, in questa tesi andremo ad approfondire il
funzionamento di DistributedStorage.
Verranno inizialmente richiamati i concetti fondamentali per la corret-
ta comprensione delle nuove caratteristiche e funzionalità aggiunte al
plugin lungo questo periodo di presenza nel progetto. Il primo capitolo
servirà principalmente a questo.
Il secondo capitolo, invece, si occuperà dell’implementazione della can-
cellazione di un ﬁle da parte dell’utente.
Il terzo capitolo andrà a illustrare un meccanismo adottato per la sicu-
rezza e privacy dei ﬁle immagazzinati nella cloud: il mascheramento dei
ﬁles.
Il quarto capitolo andrà invece ad illustrare come si è deciso di reim-
plementare la rigenerazione di un ﬁle del quale vengono persi blocchi
all’interno della rete.
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Il plugin
DistributedStorage
1.1 Introduzione al plugin
Il plugin DistributedStorage, come dice il nome stesso, costituisce un
sistema per la gestione e condivisione di ﬁle in un contesto distribuito,
in particolare all’interno della rete di PariPari. Come in tutto il pro-
getto, anche in questo caso è presente un’architettura completamente
serverless, peculiarità che lo differenzia da altri prodotti analoghi che
svolgono lo stesso tipo di funzioni ma con modalità differenti, quale ad
esempio Wuala che fa uso di server. Sono presenti, inoltre, le funzioni
tipiche di questo genere di prodotti, quali lo store di un ﬁle nella storage
cloud, il suo ritrovamento a seguito del relativo salvataggio (retrieve),
e la sua deﬁnitiva cancellazione (delete) una volta che l’utente ne abbia
deciso l’eliminazione dalla rete. Di quest’ultima funzione verrà propo-
sta, nel capitolo successivo, la soluzione da me implementata e che è
attualmente presente nel plugin.
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1.2 Erasure Coding
Per poter salvare un ﬁle all’interno di un ambiente distribuito esistono
principalmente due tipi di soluzioni comunemente adottate:
– replicazione
– erasure coding
La replicazione è il metodo più immediato da comprendere: del ﬁle ven-
gono effettuate copie totali e queste vengono ripartite tra i diversi nodi
sparsi per la rete. Questa soluzione rende immediato il recupero del ﬁle
consentendo una bassa latenza di risposta, ma presenta diversi svan-
taggi rispetto alla seconda soluzione che ora andremo ad analizzare.
Figura 1.1: Replicazione
81.2 Erasure Coding
L’ erasure coding è, invece, una particolare tecnica di codiﬁca che con-
sente di suddividere un ﬁle in n blocchi, detti sourceblock, dai quali poi
ne verranno creati altri m, detti checkblock, per un totale di n + m bloc-
chi per singolo ﬁle, con n e m decisi in base alla dimensione del ﬁle
di partenza. Il concetto fondamentale è che da un qualsiasi sottoinsie-
me di dimensione m del gruppo di n + m blocchi è possibile recuperare
il ﬁle originario. In particolare, n dipende dalla dimensione del ﬁle di
partenza, mentre m dipende dalla probabilità da noi impostata di po-
ter recuperare il ﬁle e dall’afﬁdabilità dei nodi della rete, la quale a sua
volta dipende dalla probabilità con la quale possiamo aspettarci che un
determinato nodo sia ancora online dopo un certo periodo T stabilito a
priori.
Quello appena spiegato è il funzionamento degli optimal erasure codes
ma, in realtà, attualmente nel plugin vengono utilizzati i near optimal
erasure codes che, a fronte di un’incremento  del numero minimo m di
blocchi richiesti per il recupero del ﬁle, consentono una maggior rapidità
nella codiﬁca e decodiﬁca dello stesso.
Figura 1.2: Erasure Coding
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La soluzione attualmente implementata è quella che fa uso di un parti-
colare tipo di near optimal erasure code. In particolare, vengono impie-
gati gli LDPC (Low Density Parity Code, ovvero dei codici a correzione
d’errore lineari che trovano una loro efﬁcace rappresentazione tramite
graﬁ bipartiti o matrici che indicano per ogni sourceblock quali check-
blocks esso contribuisce a generare. In questo tipo di codice i checkblocks
vengono creati a partire dallo XOR di determinati sourceblocks. Per po-
ter riottenere il ﬁle di partenza è necessario recuperare tutti i source-
blocks, oppure ottenere i sourceblocks mancanti tramite i checkblocks ad
esso collegati.
I vantaggi di questo tipo di soluzione rispetto alla replicazione sono di-
versi. Innanzitutto, lo spazio occupato sul disco dei singoli nodi per sin-
golo ﬁle è di molto minore rispetto all’altra soluzione dato che ne viene
salvato solo un piccolo frammento e non l’intero ﬁle. Questo fatto, oltre
a sfruttare minore risorse locali del nodo, aiuta a occupare meno banda
del sistema. Come secondo aspetto, è degno di nota il fatto che utilizzan-
do un numero elevato di blocchi per singolo ﬁle è possibile aumentare
drasticamente le possibilità di recupero del ﬁle a parità di spazio occu-
pato con la replicazione. Inoltre, pensando alla possibilità di modiﬁche
incrementali dei ﬁle come sviluppo futuro del plugin, il fatto che il ﬁle
sia diviso in blocchi potrà permettere il rinvio e la modiﬁca soltanto dei
blocchi interessati al cambiamento.
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1.3 DHT
Il meccanismo utilizzato per poter ritrovare sulla rete le risorse che in-
teressano o quali nodi offrano determinati servizi è fornito dal plugin
DHT. La DHT può essere immaginata come un’enorme hash table di-
stribuita su diversi nodi e nella quali ogni entry è identiﬁcata da un nu-
mero a 256-bit chiamato ID. E’ importante ricordare, inoltre, che queste
entry scadono nel giro di pochi minuti a meno che un qualche nodo non
rinnovi, se deve farlo, la risorsa della quale ha pubblicato l’entry; a que-
sto serve il thread Renewer del quale si parlerà più approfonditamente
in seguito discutendo della cancellazione di un ﬁle dalla storage cloud di
PariPari.
Senza questo genere di soluzione l’unica alternativa per recuperare le
informazioni cercate sarebbe quella di tenere una lista di tutti i nodi co-
nosciuti, fare richieste broadcast ad essi e, nel caso non si fosse ancora
trovato quello che si stava cercando, si dovrebbe procedere in modo ri-
corsivo con le stesse operazioni. Il modulo DHT ci permette di aggirare
questo ostacolo grazie alla possibilità di poter salvare chiavi alle quali
sono associate delle note. Nel momento in cui si avesse la necessità di
trovare una risorsa o un servizio basterà quindi fare una ricerca mirata
con una chiave ben precisa.
L’esempio che comunemente si propone per spiegare questo concetto è
dato dallo scenario in cui un nodo voglia trovarne un altro che offra
il servizio di distributed storage. Nel momento in cui un nodo avvia
PariPari e successivamente il plugin Distributed Storage, sulla DHT
viene salvata una DHTEntry la cui semplice struttura si può vedere
nell’immagine sottostante:
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Figura 1.3: DHTEntry
Da quest’immagine si possono vedere:
– la chiave: distributedstorage
– la nota: 9000
La chiave è il parametro che dovrà essere passato alla DHT per la ricer-
ca (attualmente la ricerca dei nodi che offrono il servizio di distributed-
storage è implementata dal metodo ﬁndNodes() all’interno di .DHTMa-
nager), mentre la nota rappresenta informazioni accessorie che possono
risultare utili per il programma. In questo caso particolare nella nota
è presente la porta TCP sulla quale è in ascolto il server socket del no-
do, ma nulla vieta in futuro di poter aggiungere altre informazioni più
speciﬁche grazie alle quali trovare il nodo più adatto per certi tipi di ope-
razioni fra quelli disponibili. Questa ricerca di servizi su DHT ritorna
un array di DHTNodeAPI che contiene tutti i nodi che offrono quel ser-
vizio. A questo punto basterà leggere nella nota di uno di essi la porta
sulla quale è in ascolto per potersi mettere in comunicazione con esso.
Un altro aspetto importante nel quale la DHT ci viene in aiuto è quello
dell’individuazione dei nodi che ospitano i blocchi del ﬁle che ci interes-
sa.
La DHT, infatti, permette di tenere traccia di essi tramite la pubblica-
zione di entry che si riferiscono al ﬁle oppure al singolo blocco.
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In particolare esiste una netta suddivisione tra:
– entry globali
– entry particolari
Le prime sono associate a ciascun ﬁle presente nella rete e sono neces-
sarie per il corretto mantenimento e eventuale ricostruzione dell’intero
ﬁle. Le seconde, invece, sono relative a ciascun checkblock o sourceblock
generato e sono necessarie per la ricostruzione degli stessi.
Quello che differenzia fondamentalmente i due tipi di entry è il fatto che
quelle globali possiedono le cosiddette ErasureCodingInfo che sono ne-
cessarie nella fase di decodiﬁca e che vengono usate dai nodi contenenti
i blocchi per operare sul ﬁle. Senza quel tipo di informazioni non sa-
rebbe possibile la ricostruzione della matrice di adiacenza (matrice che
fornisce per ogni sourceblock i checkblocks che contribuisce a generare),
il recupero della lunghezza del ﬁle e della dimensione dei blocchi, e sa-
rebbe quindi a rischio l’intera recuperabilità del ﬁle. Proprio per questo,
infatti, la mancata presenza di entry globale comporta attualmente l’im-
mediata cancellazione di tutti i blocchi particolari associati a quel ﬁle.
Data l’importanza di questo tipo di entry, i nodi afﬁdatari dei blocchi la
ripubblicano immediatamente dopo aver pubblicato le relative note par-
ticolari per aggirare l’eventualità che il possessore originario del ﬁle si
disconnetta e ritorni online dopo un tempo molto lungo.
La nota particolare ha grande importanza in quanto comunica all’intera
rete il possesso di un particolare blocco di un ﬁle. In assenza di quest’in-
formazione il fatto di avere un blocco ospitato sul proprio nodo sarebbe
del tutto irrilevante dato che nessuno degli altri partecipanti potrebbe
mai venirlo a sapere.
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Di seguito possiamo vedere due immagini rappresentanti i contenuti dei
due tipi di note:
Figura 1.4: Entry globale
Figura 1.5: Entry particolare
Per quanto riguarda le caratteristiche comuni possiamo dire che la pri-
ma parte rappresenta la chiave: rispettivamente ﬁleName@owner (ﬁ-
leID.toString()) per le entry globali e ﬁleName-blockID@owner (blockI-
dentiﬁer) per le entry particolari. blockID rappresenta il valore che iden-
tiﬁca il blocco nella matrice d’adiacenza.
Per quanto riguarda la sezione delle note in comune tra le entry trovia-
mo:
– digitalSign: è una ﬁrma impressa dal proprietario che serve a ga-
rantire l’integrità dei dati presenti nella nota. Viene utilizzato
SHA1-RSA ed è ottenuta mediante la chiave privata dell’utente
proprietario del ﬁle. Nel caso delle entry particolari questa ﬁrma
viene accompagnata al blocco e viene pubblicata dall’afﬁdatario di
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quest’ultimo. Questo tipo di ﬁrma risulta utile anche in un altro
caso come verrà spiegato in un capitolo successivo;
– timestamp: questo parametro rappresenta l’istante temporale nel
quale la nota è stata pubblicata e serve per avere informazioni ag-
giornate sullo stato del ﬁle e dei blocchi nel caso il proprietario ab-
bia deciso di procedere con modiﬁche o con la cancellazione dello
stesso;
– expirationData: parametro passato all’avvio dell’operazione di store
che indica la data decisa dal proprietario per la cancellazione del
ﬁle
Andiamo ora ad analizzare le diversità fra i due tipi di note.
Nel caso delle entry globali:
– ﬁleName@owner: viene effettuato un confronto con il FileID passa-
to come chiave per veriﬁcare la correttezza della nota restituita;
– ErasureCodingInfo: già discusso nel paragrafo precedente.
Nel caso, invece, delle entry particolari:
– ﬁleName-blockID@owner: per veriﬁcare il controllo della correttez-
za della nota ritornata;
– blockHash: hash del blocco precedentemente calcolato utilizzato
per garantire l’integrità dello stesso;
– neighbors: i chunk adiacenti, ovvero i vicini del blocco nel grafo
bipartito.
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Nuove funzionalità
implementate
2.1 Cancellazione di un ﬁle
Una delle principali funzionalità che deve essere presente all’interno di
un sistema che fornisce un servizio di storage distibuito è la possibilità,
da parte del possessore del ﬁle, di poter cancellare in qualsiasi momento
e in modo deﬁnitivo ciò che ha salvato nella storage cloud di PariPari.
Questo tipo di servizio è strettamente legato al processo compiuto dal
thread Renewer, ovvero il thread che rinnova la disponibilità delle risor-
se (quali ﬁle o servizi offerti) che, altrimenti, verrebbero mantenute solo
per pochi minuti prima della loro scadenza.
2.1.1 Il Thread Renewer
Renewer è un thread periodico che si occupa, come detto in precedenza,
del rinnovo delle risorse.
In particolare si occupa di:
– rinnovare l’offerta del servizio distributedstorage;
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– rinnovare le entry globali e particolari relative ai blocchi di cui il
nodo è afﬁdatario.
Quello che interessa il processo di cancellazione è, in particolare, il se-
condo dei due punti. Infatti, prima di procedere al rinnovamento del-
le entry globali o particolari, vengono estratte le informazioni relative
all’expiration date e viene valutato se la data limite è stata superata; in
tal caso i blocchi locali, o quelli relativi al ﬁle nel caso di entry globa-
le, vengono eliminati senza il rinnovamento dell’entry collegata; in caso
contrario, l’entry viene rinnovata.
L’idea di base per la cancellazione di un ﬁle sta, quindi, nel ﬁssare l’
expiration date a un istante che sarà sicuramente, da quel momento in
poi, già passato: attualmente è implementata una soluzione che prevede
la pubblicazione, da parte del proprietario, di una entry globale con ti-
mestamp maggiore delle entry già presenti e una expiration date ﬁssata
all’istante corrente. Il fatto di avere un timestamp maggiore dei prece-
denti consente agli altri nodi di sapere che quella è l’entry alla quale
bisogna fare riferimento.
L’expiration date non è una peculiarità solo delle entry globali perchè,
nell’ ottica di possibili modiﬁche incrementali, si potrebbe pensare di
eliminare solo quei blocchi non più allineati con la versione ultima del
ﬁle: nel caso in cui l’entry globale abbia una expiration date maggiore
di quella dell’entry particolare allora il blocco collegato a quest’ultima
deve essere eliminato. Nel caso contrario si deve, ovviamente, procedere
all’eliminazione di tutti i blocchi collegati al ﬁle.
Chiaramente è di vitale importanza per il successo del servizio che sia
presente un qualche meccanismo di sicurezza e controllo sul processo
di cancellazione di un ﬁle in modo che solo il proprietario del ﬁle possa
procedere allo stesso. La garanzia di sicurezza deriva dal fatto che le
note sono ﬁrmate con la chiave privata del possessore originario del ﬁle
e che, quindi, chiunque non la possegga non potrà pubblicare note valide
relative alla cancellazione del ﬁle.
182.2 Mascheramento
In appendice vengono presentati estratti di codice relativi all’implemen-
tazione sopra illustrata.
2.2 Mascheramento
In un servizio di storage distribuito qual è quello fornito dal plugin di-
stributed storage sono necessarie alcune forme di privacy nei confronti
dell’utente e dei ﬁle da esso salvati.
Il mascheramento implementato si occupa quindi di offrire questo ge-
nere di soluzione, modiﬁcando il nome del ﬁle e dell’ utente coinvolto
nell’operazione di storage nei loro corrispettivi prodotti da un partico-
lare algoritmo di hashing. Il mascheramento va inoltre a modiﬁcare i
medesimi dati presenti all’interno del ﬁle contenente i relativi metadati.
2.2.1 L’algoritmo di hashing utilizzato
L’algoritmo di hashing scelto per il mascheramento è SHA-256 (Secure
hash Algorithm). Questo produce un output di 256 bit ed è stato scelto
sulla base della sua attuale non attacabilità e sicurezza. Si era inizial-
mente pensato a SHA-1, ma il successo di alcuni attacchi nei confronti
di esso ne ha sconsigliato l’utilizzo (si veda [7]).
2.2.2 Implementazione
Il mascheramento è stato implementato tramite uno switch presente nel
ﬁle di conﬁgurazione del plugin, è disponibile per tutte le più importan-
ti operazioni, quali lo store, retrieve, delete, ed è perfettamente integrato
con OwnerFileManager [3].
L’obiettivo primario che ha guidato l’implementazione è stato quello del-
la trasparenza nei confronti del programmatore, ovvero che per quest’ul-
timo non dovesse essere necessario sapere quando usare o non usare il
mascheramento e creare, quindi, versioni diverse di codice a seconda del
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suo utilizzo.
E’ stato quindi deciso di modiﬁcare la classe FileID.java, e in particola-
re il suo costruttore, per ottenere questo tipo di risultato, come si può
vedere dall’appendice.
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Reengineering della
rigenerazione
Il reengineering della rigenerazione di un ﬁle all’interno del plugin Di-
stributedStorage della rete PariPari consiste in un ripensamento gene-
rale delle modalità con cui il thread si avvia e di come viene gestito il
relativo processo, nonchè nell’eliminazione della nota di rigenerazione.
3.1 Introduzione
La rigenerazione è una delle caratteristiche più importanti all’interno di
un software che fornisce un servizio di storage distribuito ed è essenzia-
le per il suo corretto funzionamento. Lo è ancor di più se consideriamo
la sua natura totalmente serverless per la quale, non potendoci afﬁdare
a dei server centrali come nel caso di Wuala, è necessaria maggior com-
plessità per poter garantire una ricostruzione sempre perfetta del ﬁle.
La necessità di questo processo deriva dal fatto che, una volta salvati
nella rete i blocchi facenti parte del ﬁle, il proprietario originario non ha
più nessun tipo di controllo su di esso dato che non può pretendere che i
nodi che li ospitano stiano continuativamente online nell’attesa che que-
sto recuperi il ﬁle completo tramite un retrieve.
Il momento critico avviene nel lasso di tempo fra la disconnessione di un
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nodo che possiede l’unica copia di un determinato blocco e la scadenza
della relativa entry particolare che non viene più rinnovata da Renewer.
Questo è l’intervallo di tempo in cui è indispensabile ricostruire quel
blocco. Scaduto quel lasso di tempo sarà comunque possibile ricostruire
il blocco ma nessuno potrà sapere che ciò è avvenuto. Questo è dovuto
al fatto che le note sono ﬁrmate dal proprietario del ﬁle e che quindi un
singolo nodo non può generarle e pubblicarle da sè.
Al di là dei dettagli speciﬁci con i quali si svolge la rigenerazione (per
i quali si rimanda a [3] ), quello che preme sottolineare è il come viene
attualmente svolta per andare poi a vedere i cambiamenti messi in atto
e le loro motivazioni.
Ci sono due ambiti particolari nei quali si differenzia in gran parte
la situazione attuale da quella futura e che verranno spiegati più nel
dettaglio successivamente:
– chi esegue la rigenerazione;
– come si garantisce la mutua esclusione su di essa.
Il primo punto verrà chiarito meglio di seguito mentre, per comprendere
meglio il secondo, è utile richiamare il concetto di entry di rigenerazione,
una tecnica usata ﬁno ad ora ma che nel futuro sarà abbandonata.
3.1.1 Entry di rigenerazione
E’ fondamentale che esista un meccanismo di mutua esclusione sul pro-
cesso di rigenerazione di ﬁle, risorse, blocchi per fare in modo che non
ci sia una sovrapposizione di interventi di rigenerazione sullo stesso
blocco da parte di nodi distinti. Fino ad ora questa è stata garantita
dall’entry di rigenerazione, ovvero una entry salvata su DHT dal nodo
che si appresta a effettuare la rigenerazione.
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Questa entry ha questo tipo di struttura:
Figura 3.1: Entry di rigenerazione associata a un blocco
dove ﬁleID rappresenta il ﬁle al quale appartiene il blockID preso in
considerazione per la rigenerazione. blockID rappresenta il blocco dal
quale parte il checking della rigenerazione. In pratica si va a guardare
lo stato del blocco e di tutti i suoi vicini nella matrice d’adiacenza. Un
nodo, quindi, prima di rigenerare va a controllare tramite la DHT che
nessun’altro lo stia facendo facendo una ricerca tramite la chiave che si
vede nella parte sinistra della entry.
Il problema di questo tipo di nota è che chiunque può crearla e pubbli-
carla senza realmente procedere con il processo di rigenerazione; esiste
un meccanismo di controllo per il quale gli altri nodi controllano se ef-
fettivamente si sta procedendo alla rigenerazione o replicazione ma è
inefﬁciente.
Questo tipo di entry per ottenere la mutua esclusione sarà abbandonato
in favore della soluzione proposta più avanti.
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3.2 Confronto tra la situazione precedente e quel-
la futura
Andiamo ora più nel dettaglio del reengineering confrontando le carat-
teristiche della situazione precedente con quelle della situazione futura.
3.2.1 Situazione precedente
Ogni nodo controlla lo stato di ognuno dei propri blocchi e dei suoi vi-
cini relativamente alla propria matrice d’adiacenza. Quando si accorge
che un blocco tra quelli che sta controllando è mancante (la nota rela-
tiva pubblicata su DHT esiste ma il nodo relativo risulta essere ofﬂi-
ne), agisce di conseguenza in prima persona per la sua rigenerazio-
ne, distinguendo il caso che il blocco mancante sia un checkblock o un
sourceblock.
Assenza di un sourceblock Il thread Regenerator genera le matrici
di adiacenza e vi legge quali sono i blocchi necessari per effettuare la
rigenerazione, li scarica, ed effettua lo XOR fra di essi, rigenerando così
il sourceblock mancante.
Assenza di un checkblock Dalla matrice di adiacenza il thread Re-
generator scopre quali sono i sourceblock dai quali è stato creato, li sca-
rica, e ne effettua lo XOR, rigenerando così il checkblock mancante.
A questo punto, il thread Regenerator chiama il metodo replicateBlock
tramite il quale replica nella rete il blocco appena rigenerato correda-
to dalla propria entry particolare precedentemente recuperata. (Al mo-
mento attuale è prevista la replicazione e quindi la presenza di un certo
numero di copie di blocchi sparsi per la rete in base a un parametro; in
futuro è possibile che si passi a un sistema in cui esiste, invece, solo una
copia per ogni blocco).
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3.2.2 Situazione futura
Il preambolo è analogo al caso precedente e viene riportato uguale: ogni
nodo controlla lo stato di ognuno dei propri blocchi e dei suoi vicini nella
matrice d’adiacenza.
Le differenze con il caso precedente stanno nel fatto che:
– Chi si occupa della predisposizione della rigenerazione di un blocco
non è lo stesso nodo che si occupa della rigenerazione stessa;
– Il nodo che si occuperà della rigenerazione vera e propria viene
scelto da DHT per questioni di sicurezza; in pratica la nuova DHT
ci permetterà di sapere qual è il nodo più vicino all’ hash del blocco,
e questo permetterà di stabilire un criterio su chi possa o non possa
pubblicare una nota: solo i nodi che si trovano nella posizione giu-
sta (ovvero con ID vicino all’ hash del blocco) potranno pubblicare
le relative note, e quelli maligni non saranno in grado di dichiarare
il falso;
– La mutua esclusione è riferita soltanto al processo di rigenera-
zione vero e proprio e non al preambolo iniziale, e non fa uso della
entry di rigenerazione;
– I nodi comunicano tramite messaggi le proprie intenzioni senza
appoggiarsi alla DHT.
Esistono 2 fasi principali in questa nuova modalità di rigenerazione: l’
organizzazione della rigenerazione e la rigenerazione.
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Organizzazione della rigenerazione
A partire dal preambolo iniziale, succederà che prima o poi un nodo si
accorgerà che è necessaria la rigenerazione di un blocco. A questo punto,
è necessario che il nodo comunichi tramite messaggi ai nodi che possie-
dono i blocchi necessari alla rigenerazione di inviarli al nodo prescelto
da DHT per la rigenerazione vera e propria. E’ necessario, quindi, ge-
stire la mutua esclusione sul processo di rigenerazione vero e proprio e,
per raggiungere questo scopo, viene utilizzata una tecnica presentata
nel paragrafo successivo.
L’algoritmo, in forma discorsiva, viene spiegato quì di seguito.
Il nodo che per primo si accorge che un blocco deve essere rigenerato
deve comunicare a tutti i nodi possessori dei blocchi necessari per la ri-
generazione di inviare quei blocchi al futuro afﬁdatario. Inoltre, scarica
la relativa nota e la invia al futuro afﬁdatario (quello scelto dalla DHT)
afﬁnchè quest’ultimo la pubblichi e si garantisca così la mutua esclu-
sione sul processo. E’ necessario introdurre, quindi, una serie di nuovi
messaggi per la comunicazione fra nodi, fra i quali quello che invita il
nodo a pubblicare una nota e quello che sollecita i nodi possessori dei
blocchi necessari alla rigenerazione di inviarli al futuro afﬁdatario. Tra-
mite questo meccanismo, un altro nodo non si prenderebbe in carico di
rigenerare quel particolare blocco perchè troverebbe la relativa nota su
DHT già pubblicata e scoprirebbe che il nodo che la pubblica è online
(è infatti il nuovo afﬁdatario). Chiaramente, è necessario predisporre
una serie di eccezioni per gestire l’eventualità che l’afﬁdatario ﬁnale si
scolleghi durante l’operazione o che lo facciano gli afﬁdatari dei blocchi
necessari per la rigenerazione (3.3.1).
Rigenerazione
Il nodo prescelto per la rigenerazione vera e propria porta a termine il
processo dopo aver controllato di avere su disco tutti i blocchi necessari
per la rigenerazione.
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3.3 L’algoritmo di rigenerazione
La situazione è la seguente: il nodo custode del blocco marrone (per
semplicità chiameremo i blocchi con il loro colore) si disconnette. Il nodo
blu, insieme ad altri nodi non illustrati nella ﬁgura, è tra i candidati
per effettuare il check della rigenerazione del blocco marrone; uno di
questi (il primo che se ne accorge) deve sostenere il compito di gestire la
parte iniziale della rigenerazione, mentre solo uno, scelto dalla DHT,
dovrà procedere alla rigenerazione vera e propria e su di esso dovrà
essere messo un lock per la mutua esclusione. A questo punto parte
la procedura illustrata nell’immagine sottostante:
Figura 3.2: L’algoritmo di rigenerazione
1. Il nodo blu si accorge prima di tutti che il nodo marrone si è discon-
nesso e preleva la nota marrone da DHT;
2. Il nodo blu consegna la nota marrone a quello che sarà il futuro
afﬁdatario del blocco marrone e gliela fa pubblicare;
3. Il nodo blu comunica al nodo verde e rosso di inviare i loro blocchi
al nodo scelto dalla DHT (lo stesso a cui il nodo blu ha consegnato
la nota marrone);
4. I blocchi blu, verde e rosso vengono inviati al futuro afﬁdatario;
5. Il futuro afﬁdatario, dopo aver controllato di aver ricevuto tutti i
blocchi necessari per la rigenerazione, effettua lo XOR dei blocchi
ricevuti e diventa il nuovo nodo marrone
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E’ importante sottolineare che, dopo il punto 2, qualsiasi altro respon-
sabile della rigenerazione del blocco marrone diverso dal nodo blu vedrà
che c’è una nota pubblicata dalla DHT e che il nodo che la pubblica è
connesso. Per questo motivo non interverrà e la mutua esclusione sarà
garantita.
Nell’implementazione attuale si preferisce fare in modo che il nodo de-
stinatario pubblichi la nota del ﬁle del quale si è assicurato la concreta
rigenerazione solo dopo che i nodi possessori dei blocchi necessari per
la rigenerazione sono stati contattati, così da evitare potenziali proble-
mi nell’ultima operazione che renderebbero nulla la mutua esclusione
appena acquisita.
3.3.1 Casi limite
Nell’algoritmo illustrato in precedenza si possono presentare 3 casi li-
mite, ovvero:
1. il responsabile della rigenerazione si scollega
2. uno o più proprietari dei blocchi necessari per la rigenerazione si
scollegano
3. l’afﬁdatario ﬁnale si scollega
Per i primi due casi viene proposta un’unica soluzione: il responsabi-
le della rigenerazione, una volta comunicato all’afﬁdatario ﬁnale quali
sono i blocchi che dovrà ricevere per poter rigenerare, viene trattato co-
me un aiutante1 qualsiasi. Quindi, una volta che l’afﬁdatario ﬁnale si
renderà conto che non potrà avere uno o più blocchi necessari per la
rigenerazione a causa del fatto che uno o più degli aiutanti o il respon-
sabile si è disconnesso, ordinerà lui stesso la rigenerazione del blocco o
dei blocchi che risultano essere mancanti.
1aiutante = nodo che possiede un blocco necessario per la rigenerazione
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Per il terzo caso la soluzione proposta si serve delle caratteristiche della
nuova DHT che permette ora di poter impostare il tempo di permanenza
di una nota; in questo caso la nota globale con la quale il nodo che rige-
nera si guadagna la mutua esclusione avrà una durata minore rispetto
ai 5 minuti canonici impostati per tutte le note su DHT in Distributed-
Storage. Quindi ad esempio, creando e pubblicando una nota che dura
un minuto, se la rigenerazione non va a buon ﬁne ci sarà solo un minuto
di ritardo prima che il nodo responsabile si accorga del problema e faccia
partire un nuovo processo.
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3.4 Implementazione
Ora passiamo a vedere nel dettaglio l’implementazione della nuova rige-
nerazione approfondendo i nuovi thread creati e i nuovi tipi di messaggi
introdotti.
Prima di addentrarci nel dettaglio della nuova implementazione è uti-
le ricordare i meccanismi attualmente presenti per la comunicazione
interna ed esterna fra i plugin.
3.4.1 Meccanismi di comunicazione
All’avvio di DistributedStorage viene avviato il thread MainThread che,
dopo aver gestito le credenziali dell’utente e il ﬁle di conﬁgurazione, si
occupa di lanciare i rimanenti thread. Questi, in particolare, sono:
– DistributedStorageListener
– InternalMessageListener
– ExternalMessageListener
DistributedStorageListener si occupa di soddisfare tutte le richieste pre-
senti in un buffer globale rappresentanti richieste interne (InternalMes-
sageListener), oppure richieste esterne (ExternalMessageListener). Per
ognuna di queste richieste viene lanciato un SatisﬁerThread che soddi-
sfa materialmente le richieste e che restituisce una risposta al plugin
relativo. SatisﬁerThread concretamente si appoggia al proprio server
interno, ovvero DStorageServer, per poter distinguere il tipo di richiesta
o messaggio proveniente e lanciare il metodo appropriato in DStorage-
Manager per poter soddisfare correttamente la richiesta;
InternalMessageListener riceve le richieste interne provenienti dai plu-
gin realmente in esecuzione sulla macchina tramite il Core e le inserisce
nel buffer globale introdotto precedentemente;
ExternalMessageListener si occupa di mettere in comunicazione i nodi
facenti parte della storage cloud di PariPari istanziando un server socket
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sulla porta letta nel ﬁle di conﬁgurazione sulla quale rimane in ascol-
to in attesa di richieste esterne. Questa porta viene inserita all’interno
della richiesta prima di aver inviato tutto nel buffer globale in modo che
il nodo richiedente possa ricevere una risposta.
Figura 3.3: Meccanismi di comunicazione
Quindi, nel caso concreto della comunicazione esterna fra nodi tramite
messaggi, avvengono i seguenti passaggi:
– il messaggio viene ricevuto da ExternalMessageListener,
– viene inserito nel buffer globale,
– viene estratto da DStorageListener,
– viene lanciato un SatisﬁerThread,
– il quale a sua volta chiama il DStorageServer per poter identiﬁcare
il tipo di messaggio,
– e chiamare, quindi, il metodo corrispondente in DStorageManager;
– inﬁne, al nodo richiedente viene mandato un messaggio indicante
il completamento o meno della richiesta.
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3.4.2 Messaggi introdotti
Sono stati aggiunti e modiﬁcati diversi messaggi per l’implementazione
del reengineering; ora andremo a elencarli e a vederli più nel dettaglio.
KeepBlockMessage L’unica modiﬁca presente rispetto al precedente
KeepBlockMessage è l’introduzione nel costruttore del parametro boo-
lean publishNote. Come dice il nome, questo serve a speciﬁcare se del
blocco passato si vuole anche pubblicare la relativa entry su DHT, op-
pure no. Il caso in cui non si vuole venga pubblicata è quello in cui
l’entry era stata precedentemente pubblicata per garantirsi la mutua
esclusione sulla rigenerazione del blocco associato.
KeepRegenerationBlockMessage Nuovo messaggio introdotto per
comunicare a un altro nodo di salvare su disco uno speciﬁco blocco nella
cartella regeneration senza pubblicare la relativa nota.
PerformRegenerationMessage Nuovo messaggio introdotto per di-
re al futuro afﬁdatario di pubblicare la relativa nota del blocco da ri-
generare per poter ottenere la mutua esclusione e portare a termine
concretamente il processo di rigenerazione.
SendBlockMessage Nuovo messaggio introdotto per dire ai nodi che
sono possessori dei blocchi necessari per la rigenerazione di mandarli al
futuro afﬁdatario.
SuccessfullRegenerationMessage Nuovo messaggio introdotto per
comunicare al nodo che ha gestito l’organizzazione della rigenerazione
lo stato di soddisfacimento del processo.
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3.4.3 Thread introdotti
Al contrario della situazione precedente in cui era presente un unico
thread per la rigenerazione, il thread Regenerator, al momento sono in-
trodotti tre nuovi thread: RegenerationStarter, RegenerationManager-
Thread e RegenerationThread.
Figura 3.4: Rigenerazione
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RegenerationStarter RegenerationStarter è il thread periodico che
viene lanciato all’esecuzione del plugin tramite la classe MainThread.
Questo thread si occupa di considerare il gruppo formato dal singolo
blocco presente su disco nella cartella data e i suoi vicini nella matrice
d’adiacenza. Va quindi a controllare per ognuno dei blocchi di questo
gruppo se sia necessario rigenerare o meno il blocco oppure se qualcuno
dei vicini se ne sta già occupando andando a vedere se esistono entry
relative su DHT (tramite il metodo di DHTManager countRemoteIden-
tiﬁer()).
Figura 3.5: Il thread RegenerationStarter
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RegenerationManagerThread Il thread RegenerationManagerThread
si occupa di organizzare la rigenerazione del blocco una volta stabilito
che essa sia un’operazione indispensabile. Inizialmente il thread con-
trolla che tipo di blocco deve essere rigenerato, ovvero se si tratta di un
sourceblock o di un checkblock, quindi ne recupera i vicini. A questo
punto vengono contattati uno per uno i singoli nodi che ospitano uno
dei vicini del blocco di partenza e ad essi vengono inviati un SendBlock-
Message per comunicare a quale nodo devono inviare il proprio blocco.
Poichè tra i vicini c’è sicuramente il blocco ospitato sul disco dal nodo
che ha fatto partire il thread esiste un metodo privato, SendLocalBlock-
ForRegeneration, per poterlo inviare direttamente al futuro destinatario
senza passare dalla procedura precedente. Una volta inviati i singoli
messaggi, viene comunicato al futuro afﬁdatario di pubblicare la nota
del blocco da rigenerare per acquisire la mutua esclusione sul processo
tramite un PerformRegenerationMessage. Quindi il thread resta in at-
tesa che il futuro afﬁdatario comunichi il successo della rigenerazione
per poi procedere all’ uccisione del thread. Altrimenti aspetta un certo
tempo preﬁssato e poi ricomincia dall’inizio.
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Figura 3.6: Il thread RegenerationManagerThread
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RegenerationThread Il thread RegenerationThread controlla perio-
dicamente di avere tutti i blocchi necessari alla rigenerazione, procede
allo XOR di essi e rigenera deﬁnitivamente il blocco. A questo punto
viene comunicato al nodo che aveva fatto partire l’organizzazione della
rigenerazione (ovvero quello che ha lanciato RegenerationBeginning) di
far terminare quel thread (ovvero RegenerationManagerThread) tramite
un SuccessfullRegenerationMessage.
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Figura 3.7: Il thread RegenerationThread
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3.4.4 Classi eliminate
Sono state eliminate le classi RegenerationFile e RegenerationInfo poi-
chè non sono più necessarie date le prossime nuove funzioni fornite
dalla DHT. Queste classi, infatti, servivano ad immagazzinare infor-
mazioni relative allo stato della rigenerazione in modo da controllare
che un qualche nodo malevolo non dichiarasse di rigenerare senza poi
effettivamente farlo.
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3.5 Motivazioni per il reengineering
Sono diverse le motivazioni che hanno guidato questo reengineering, in
particolare riguardanti la sicurezza.
Questa nuova soluzione ha il merito di poter impedire a un nodo qual-
siasi di appropriarsi di blocchi di un ﬁle di cui non è proprietario. In
altre parole non sarà più possibile che un nodo N qualsiasi si appropri
di blocchi altrui di sua spontanea volontà, ma saranno sempre gli altri
nodi a decidere di fornirglieli. Oltretutto, dato che per ora la cifratu-
ra dei ﬁle non è molto robusta (RC4), attualmente un utente malevolo
potrebbe facilmente scaricarsi i blocchi necessari per ricostruire il ﬁle,
ricostruirlo e forzare RC4. Con questo tipo di soluzione quel problema
viene evitato.
Viene suddiviso, inoltre, il carico di lavoro per la rigenerazione: un no-
do si occupa dell’organizzazione della rigenerazione, i nodi possessori
dei blocchi vicini al blocco di rigenerare si occupano di inviare i propri
blocchi al futuro afﬁdatario, e quest’ultimo si occupa della rigenerazione
vera e propria. In questo modo le prestazioni migliorano sensibilmente.
Oltretutto, il fatto che i blocchi arrivino al nodo generatore tutti insie-
me permette di sfruttare maggiormente la banda in download del nodo,
risorsa che precedentemente sarebbe andata invece sprecata a meno di
non lanciare thread multipli o chiamate asincrone.
Viene inoltre eliminata l’entry di rigenerazione, cosa che comporta una
maggior semplicità, grazie al minor numero di controlli da effettuare, e
meno numero di entry per la rete.
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Il lavoro svolto in questa tesi è consistito nell’incremento delle funzio-
nalità del plugin DistributedStorage di PariPari e della reingegnerizza-
zione di una di esse, la rigenerazione, allo scopo di migliorarne le perfor-
mance e la sicurezza.
Delle funzionalità implementate, la cancellazione di un ﬁle è sicuramen-
te quella più importante e basilare per il corretto funzionamento del ser-
vizio e si afﬁanca alle altre due funzioni indispensabili quali lo store e il
retrieve; al momento, quindi, le funzionalità di base sono completamente
coperte.
L’altra funzionalità introdotta, non basilare ma ugualmente fondamen-
tale per un utilizzo concreto da parte di utenti reali, è quella del ma-
scheramento del nome del ﬁle e dell’utente che ne ha fatto lo store. In
un momento attuale in cui la privacy è diventata ormai un principio por-
tante della nostra società, una soluzione di questo tipo è stata un grande
risultato da questo punto di vista e può rappresentare motivo di ﬁducia
da parte degli utenti nei confronto di PariPari, sentendosi questi ultimi
maggiormente tutelati.
Oltre alle due funzionalità sopra descritte e introdotte da zero, è sta-
ta effettuata una reingegnerizzazione e reimplementazione di una delle
funzionalità già presenti precedentemente: la rigenerazione. Questo ha
comportato un’attenta analisi della situazione preesistente e una riﬂes-
sione accurata su ciò che poteva e doveva essere migliorato, aggiunto,
modiﬁcato.
Per concludere, posso affermare che è stata un’esperienza molto forma-
tiva e che credo sarà utile nella futura concreta vita lavorativa dato
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che è stata la perfetta simulazione di quello che potrebbe essere un am-
biente di lavoro del domani, avendo dovuto interagire con altre persone,
integrare e aggiungere codice in un prodotto già cominciato e dovendo,
inoltre, rispettare tutte le scadenze precedentemente concordate.
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Codice sorgente
A.1 Cancellazione di un ﬁle
Di seguito l’implementazione del setting dell’ expiration date all’istante
corrente.
Da notare che, prima di uscire dal metodo, viene eliminato anche il ﬁle
contenente i metadati relativi al ﬁle salvato nella rete.
Listing A.1: paripari.distributedstorage.DStorageManager.manageFileDeletion
public boolean manageFileDeletion(IFileID fileID, KeyPair
keys) throws InterruptedException, IOException {
DHTEntry protocolObj = DHTManager.getFileEntryObject(fileID
, keys.getPublic());
if (protocolObj == null) {
return false;
}
GregorianCalendar expiration = DistributedStorage.
getNtpTime().getGregorianCalendar();
GregorianCalendar expiration = new GregorianCalendar(
TimeZone.getDefault());
// We set expiration on DHT note so everyone knows that
this file is going to be deleted
protocolObj.setExpiration(keys.getPrivate(), expiration);
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FileAPI file = DistributedStorage.getFile(fileID.
toOriginalString(), DSU.STORED_FILES_FOLDER, AccessMode.
RW, true);
if (file != null) {
file.delete();
}
return DHTManager.storeFileEntry(fileID, protocolObj.
getNote());
}
Di seguito, invece, il thread Renewer si occupa di veriﬁcare le informa-
zioni relative all’ expiration date prima di procedere al rinnovamento
dell’ entry globale.
Listing A.2: paripari.distributedstorage.Renewer
// If time’s expired we erase all blocks from disk
currentTime = DistributedStorage.getNtpTime().
getGregorianCalendar();
currentTime = new GregorianCalendar(TimeZone.
getDefault());
if (currentTime.after(fileProto.getExpiration())) {
Console.println("[Renewer]: the file has expired,
deleting block "
+ tempBlockID);
deletedFileID.add(tempFileID);
blocksManager.deleteBlockFromDisk(tempBlockID);
continue;
}
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A.2 Mascheramento
Mascheramento implementato a livello di costruttore nella classe Fi-
leID.java. Si noti che, poichè il mascheramento agisce a livello di co-
struttore per una maggiore trasparenza, è necessario procedere inizial-
mente ad un controllo per evitare che venga prodotto un hashing doppio
non desiderato.
Listing A.3: paripari.distributedstorage.FileID
public final class FileID implements IFileID, Serializable {
private static final long serialVersionUID =
-7864486105390909436L;
private String fileName;
private String owner;
private String fileNameBeforeMasking;
private String ownerBeforeMasking;
public static final String DELIMITER = "@";
public FileID(String fileName, String owner) {
if (ConfigurationFile.useMask()) {
// Avoiding multiple hashing
if ((fileName.length() != 64) && (owner.length() != 64))
{
byte[] tempFileName = HashFramework.getHash(fileName.
getBytes(), HashStandards.SHA256);
String fileNameEncrypted = HashFramework.byteToHex(
tempFileName);
byte[] tempOwner = HashFramework.getHash(owner.getBytes
(), HashStandards.SHA256);
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String ownerEncrypted = HashFramework.byteToHex(
tempOwner);
this.fileName = fileNameEncrypted;
this.owner = ownerEncrypted;
}
else {
this.fileName = fileName;
this.owner = owner;
}
this.fileNameBeforeMasking = fileName;
this.ownerBeforeMasking = owner;
byte[] tempFileName = HashFramework.getHash(fileName.
getBytes(), HashStandards.SHA256);
String fileNameEncrypted = HashFramework.byteToHex(
tempFileName);
byte[] tempOwner = HashFramework.getHash(owner.getBytes()
, HashStandards.SHA256);
String ownerEncrypted = HashFramework.byteToHex(tempOwner
);
this.fileName = fileNameEncrypted;
this.owner = ownerEncrypted;
}
else {
this.fileName = fileName;
this.fileNameBeforeMasking = fileName;
this.owner = owner;
this.ownerBeforeMasking = owner;
}
}
}
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