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Kapitell 
Motivation 
In jedem größeren Industrieunternehmen erfolgt die Abwicklung der Produktion un-
ter Einsatz von EDVI-Anlagen. Immer mehr strebt man hierbei eine integrierte 
Aufgabendurchführung im Rahmen eines CIM2-Konzeptes an [HaLä 90]. 
CIM ist nach [Karg 90] eine Konzeption für eine umfassende Integration der DV-
Unterstützung in den betriebswirtschaftlichen und technischen Bereichen einer Un-
ternehmung. Bereiche, in denen bereits EDV-unterstützt aber in Insellösungen ge-
arbeitet wird, sollen in einen daten integrierten Verbund zusammengefaßt werden. 
Zwei Teilgebiete der betrieblichen Leistungserstellung sind die Konstruktion und die 
Arbeitsplanung [Zäp 89]. Für die rechnergestützte Konstruktion hat sich der Begriff 
CAD3 durchgesetzt, für das elektronische Erstellen eines Arbeitsplanes der Begriff 
CAPP4. CAD und CAPP werden in [Zäp 89] unter dem Begriff CAE5 zusammenge-
fasst. 
CAD dient der Erstellung von Konstruktionszeichnungen und der Durchführung von 
Konstruktionsberechnungen. Die mit CAD entwickelte konstruktive Lösung für ein 
Objekt ist der Ausgangspunkt für die Arbeitsplanung. Dort wird ein Plan für die 
Herstellung des Objektes erstellt, also u.a. eine Ermittlung der Arbeitsvorgangsfolge 
und der Maschinenauswahl [Eve 89]. 
Die Komplexität und die wirtschaftliche Bedeutung der Arbeitsplanung hatte be-
reits eine Vielzahl von Ansätzen zur Folge, diese computerunterstützt durchzuführen. 
Auch der Einsatz von Methoden der KI6 [BKL 91c] wurde untersucht . Einige dieser 
Ansätze werden in [Bec 91] vorgestellt. 
In [BKL 91c, Bec 91] wird eine Feature-basierte Arbeitsplanung vorgeschlagen. 
Grundidee ist die Identifikation von Werkstückbereichen, aus denen nach dem Prin-
zip der heuristischen Klassifikation Informationen für die Arbeitsplanung resultieren. 
Als Beschreibungselement dienen dem Experten dabei Feature, die auf den geometri-
schen und technologischen Daten eines Produktes basieren. Jedem Feature sind ein 
1 Elektronische Datenverarbeitung 
2Computer Integrated Manufacturing 
3Computer Aided Design 
"Computer Aided Process Planning 
5Computer Aided Engineering 
6Künstliche Intelligenz 
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oder mehr Skelettpläne 7 zugeordnet. Wenn ein Werkstück durch Feature beschrieben 
wird, kann aus den zugehörigen Sklettplänen ein Arbeitsplan generiert werden. 
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Abbildung 1.1: Beschreibung einer Welle durch Feature 
Um die Beschreibung eines Werkstücks durch Feature automatisch erzeugen 
zu können, werden im ARC-TEC-ProjektS unter anderem attributierte Graph-
Grammatiken verwendet. Durch Repräsentation der Feature als Produktionen dieser 
Grammatik und des Werkstücks als Graph können Feature durch den Rechner er-
kannt werden. Ein dafür spezialisierter Parser namens GraPaKL wird in [Mau 92J 
beschrieben. 
Möglich ist auch der umgekehrte Weg: Die Konstruktion (Generierung) eines 
Werkstücks mittels der Feature. 
1.1 Aufgabenstellung 
In einer Umgebung, in der Expertenwissen durch Feature ausgedrückt werden soll, 
kommt der Repräsentation dieser Feature eine wichtige Rolle zu. 
Es war ein System zu entwickeln, in dem die Definitionen der Feature eingegeben, 
dargestellt und effizient verwaltet werden. Im einzelnen waren folgende Probleme zu 
lösen: 
7 abstrahierte Teil-Arbeitspläne 
8 ARC-TEC ist ein Projekt am DFKI, das sich in erster Linie mit dem Einsatz der KI in CIM 
beschäftigt . 
6 
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Abbildung 1.2: Darstellung eines Feature als Graph und seine Repräsentation 1ll 
FEAT-REP 
• Spezifizierung einer Datenstruktur für eine Graph-Grammatik, die maßge-
schneidert für Feature in CIM ist, und dadurch die besonderen Charakteristika 
der Feature berücksichtigt. 
• Entwurf einer integrierten Entwicklungsumgebung für Featuregrammatiken. 
Tests auf korrekte Syntax der Featuredefinitionen. 
Einbindung von TAXON zur Entdeckung und Verwaltung von Ähnlich-
keiten zwischen Featuredefinitionen. 
Tests zur Vollständigkeit und Wohlgeformtheit [Dro 89] der Grammatik. 
• Entwicklung einer einfachen graphischen Benutzeroberfläche für diese Entwick-
lungsumgebung. 
• Bereitstellung von Schnittstellen, die anderen Programmen den Zugriff auf die 
Repräsentation erlauben. 
• Ein- und Ausgabe von Dateien im FEAT-REP-Format, einer Darstellung von 
Featuredefinitionen in Textform [BKL 9Ib]. 
• Implementierung eines Compilers, der die interne Repräsentation der Gram-
matik in die des Graph-Parsers GraPaKL überführt. 
1.2 Gliederung der Arbeit und Überblick 
Nachdem in diesem Kapitel eine Einführung in das zu bearbeitende Gebiet gege-
ben wurde und die Aufgabenstellung erläutert wurde, werden im zweiten Kapitel 
attributierte Grammatiken und Graph-Grammatiken definiert. Außerdem wird der 
Begriff der Wohlgeformtheit einer Grammatik erklärt. 
Im dritten Kapitel werden zwei existierende Systeme zur Eingabe von Graph-
Grammatiken vorgestellt. Speziell werden die Mächtigkeit der verwalteten Graph-
Grammatiken und die Benutzerschnittstelle analysiert. 
1.2. GLIEDERUNG DER ARBEIT UND ÜBERBLICK 7 
Das vierte Kapitel geht näher auf Feature in CIM ein. Ihre Definition und ihre 
Verwendung im ARC-TEC-Projekt werden aufgezeigt. Kurz wird die Vorgehensweise 
beim Parsen und Generieren von Werkstücken diskutiert. 
Im fünften Kapitel wird eine attributierte Graph-Grammatik zur Repräsentation 
von Feature definiert. Sie kombiniert und erweitert die Definitionen aus Kapitel drei 
um die in Kapitel vier genannten Charakteristika der Feature berücksichtigen zu 
können. 
Taxonomien dienen zum Aufbau einer Hierarchie auf den eingegebenen Featurede-
finitionen. Sie bilden damit ein wichtiges Werkzeug zur Effizienzsteigerung bei der 
Benutzung von Features und zur Strukturierung der Regelbasis. Die Definition und 
Verwendung von Taxonomien, sowie das dafür verwendete Programm TAXON wer-
den im sechsten Kapitel erläutert. 
Das in dieser Arbeit erstellte System zur Entwicklung der Feature-Grammatiken 
erhielt den Namen GGD9 . Sein Konzept wird in Kapitel sieben vorgestellt. 
Kapitel acht zeigt, wie das Konzept aus Kapitel sieben umgesetzt wurde und 
erläutert die Implementierung des GGD. An Hand eines Beispiels wird die Erstel-
lung einer Grammatik mit dem GGD gezeigt. Im neunten Kapitel wird die Frage 
diskutiert, ob statt des GGD auch eines der in Kapitel drei vorgestellten Systeme 
verwendet oder angepasst werden könnte, um Feature zu repräsentieren. 
In Kapitel zehn werden schließlich die Resultate dieser Arbeit zusammengefaßt. 
Außerdem werden einige ungelöste Probleme angesprochen und Vorschläge für Er-
weiterungen des GGD gemacht. 
Anhang A wendet sich an den Benutzer des GGD, also den Wissensingenieur, 
der eine Grammatik entwickelt. Auch wenn großer Wert auf die Entwicklung einer 
benutzerfreundlichen Oberfläche gelegt wurde, ist bei diesem komplexen Programm 
ein solches Manual notwendig. 
Anhang B erläutert Details der Implementierung, um zukünftige Wartungsarbeiten 
und Erweiterungen zu ermöglichen. Es werden auch die Schnittstellen zu anderen 
Programmen dokumentiert. 
9Graph Grammar Developer 
Kapitel 2 
Attributierte Grammatiken und 
Graph-Grammatiken 
In diesem Kapitel sollen die formalen Grundlagen für die in dieser Arbeit verwen-
deten attributierten Graph-Grammatiken gelegt werden. An Hand der Literatur 
werden attributierte String-Grammatiken und allgemeine Graph-Grammatiken vor-
gestellt. In Kapitel 5 wird dann, aufbauend auf diesen Definitionen eine Attributierte 
Graph-Grammatik entwickelt, die maßgeschneidert für die Repräsentation von Fea-
turedefinitionen ist. 
2.1 Attributierte Grammatiken 
Es soll zunächst die nicht-attributierte Grammatik definiert werden, wie sie in der 
Theorie der formalen Sprachen genutzt werden. Üblicherweise werden (kontextfreie) 
Grammatiken wie folgt definiert [Dro 89]: 
Definition 2.1 (Grammatik) 
Eine GrammatiP G ist ein 4-Tupel G = (T, N, S, P). Dabei ist T die nichtleere, 
endlich Menge der Terminalsymbole, N die nichtleere, endliche Menge der Non-
Terminalsymbole und SEN das Startsymbol, auch Axiom genannt. Sei V = TuN. 
P ist die Menge der Produktionen (Regeln), jede Produktion wird als A -+ Xl, ... ,Xn 
dargestellt mit A E N, Xi E V für alle i E [1, ... , n]. S darf nicht auf der rechten 
Seite einer Produktion verwendet werden. 
Definition 2.2 (Sprache) Die durch eine Grammatik G definierte Sprache, also 
die Menge der durch diese Grammatik definierten Wörter, wird als L(G) bezeichnet. 
Attributierte Grammatiken sind Erweiterungen der oben definierten Gramma-
tiken [Mah 88]. Sie sind ein anerkanntes Mittel zur Beschreibung der statischen 
Semantik von Programmiersprachen, und werden bei der Syntaxanalyse von Pro-
grammen eingesetzt [Knu 68]. 
1 Um diese Grammatik von Graph-Grammatiken zu unterscheiden, wird sie im folgenden auch 
'String Grammatik' genannt. 
8 
2.1. ATTRIBUTIERTE GRAMMATIKEN 9 
Jeder Knoten des beim Parsen oder Generieren entstehenden Strukturbaumes wird 
mit Attributen 'dekoriert', die die Eigenschaften dieses Knotens spezifizieren. Zu 
den Aufgaben der Analyse gehört es, die Werte der Attribute zu bestimmen - man 
spricht von Attributauswertung - und deren Konsistenz zu prüfen. Die Werte der 
Attribute ergeben sich i.allg. aus Attributwerten der im Strukturbaum benachbarten 
Knoten. Auch bei der Generierung eines Wortes können Attribute hilfreich sein, 
indem sie nicht kontextfreie Informationen bereitstellen. 
Die formale Definition von Attributierten Grammatiken lautet (nach [Mah 88, 
AlMe 91]): 
Definition 2.3 (Attributierte Grammatiken) Ein Attributierte Grammatik AG 
ist ein 4-Tupel AG = (G,A,R,B) mit 
G = (T, N, P, Z) ist eine Grammatik wie in Definition 2.1 beschrieben. 
Sei V = Tu N. 
A = U A( x) ist eine endliche Menge von Attributen, wobei A( x) die 
xEV 
Menge der Attribute eines x E V ist. 
R = U R(p) ist die Menge der Attributierungsregeln, die den Produktio-
pEP 
nen zugeordnet sind. R(p) sind die Attributierungsregeln eines pEP. 
B = U B(p) ist die Menge von Kontextbedingungen, die jeweils den 
pEP 
Produktionen zugeordnet sind. B(p) sind die Kontextbedingungen eines 
pEP. 
Jedem x E V ist also eine (möglicherweise leere) Menge von Attributen zugeordnet. 
Durch Attributierungsregeln werden diesen Attributen Werte zugewiesen. 
Definiert sind Attributierungsregeln als (ajo,p,ko) +- !«ajl,p,kd, ... ,(ajn,p,kn )), 
wobei (aji'p, ki ) ein Attribut aji des Symbols ki in der Produktion p ist (mit i E 
[0, ... , nJ). Eine Attributierungsregel ist somit eine Abbildung aus der Wertemenge 
verschiedener Attribute in die Wertemenge eines bestimmten Attributs. 
Zu beachten ist, das sich Attribute aus Attributwerten beliebiger Knoten der Pro-
duktion berechnen, und daß auch Attributen von Knoten auf der rechten Seite einer 
Produktion ein Wert zugewiesen werden kann. Es wird daher unterschieden in 
'Abgeleitete' (synthetisierte) Attribute sind Attribute des Knotens der linken Seite 
der Produktion. Sie berechnen sich aus den Attributen der Symbole der rechten 
Seite. 
'Ererbte' Attribute sind Attribute der Knoten der rechten Seite der Produktion, die 
sich aus den Attributen des Nonterminals auf der linken Seite berechnen. Sie 
dienen zum Ausdruck von Kontext-Abhängigkeiten. 
'Lexikalische' Attribute, die vorgegebenen Attribute der Terminalsymbole. 
Die Kontextbedingung ist eine boolsche Funktion, die aus den Attributwerten ei-
ner Produktion die Anwendbarkeit dieser Produktion bestimmt. Sie ist definiert 
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als f«ao,p, ko), ... , (am,p, km)) -- {true I false}. Liefert eine Kontextbedingung 
false, so kann diese Produktion nicht verwendet werden, es ist also ein semanti-
scher Fehler entdeckt worden. 
Die Theorie der Attributierten Grammatiken beschäftigt sich mit den Problemen, 
die sich aus diesen Definitionen ergeben (Bestimmung von Auswertereihenfolgen, 
Vermeidung von zyklischen Attributsdefinitionen) [Mah 88]. 
Obwohl Attributsauswertungen und die Kontextbedingungen einen Bezug zum Kon-
text herstellen, wird eine solche Grammatik als kontextfreie attributierte Grammatik 
bezeichnet. Entscheidend für die Bezeichnung 'kontextfrei' ist die Form der Produk-
tionen der Grammatik. 
2.2 Graph-Grammatiken 
Graph-Grammatiken sind seit etwa 20 Jahren ein Gegenstand der Forschung, mo-
tiviert durch die theoretische Attraktivität und zahlreiche praktische Anwendungen 
[EKG 79-91]. So werden Graph-Grammatiken derzeit in der Mustererkennung, zur 
Modellierung biologischer Strukturen, im Software Engineering und zur Wissens-
repräsentation eingesetzt. Mit einer in [BKL 91 b] vorgestellten Anwendung, dem 
Einsatz in einem CIM-Konzept, beschäftigt sich auch diese Arbeit. 
Der wesentliche Unterschied zwischen einer Grammatik, wie sie meist in der Theorie 
formaler Sprachen verwendet wird, und einer Graph Grammatik liegt darin, daß 
nicht mit Strings gearbeitet wird, sondern mit (i.allg. knotenbeschrifteten) Graphen. 
Definition 2.4 (Graph) Ein knotenbeschrifteter Graph G wird definiert als 4-
Tupel G = (V, E, E, cp), wobei V eine nicht/eere Menge von Knoten, E ~ V x V 
die Menge der Kanten, E ein endliches nichtleeres Alphabet der Knoten-Label, und 
cp : V -- E die Labelfunktion sind. Für ein v E V ist cp( v) der Label von v. 
Für ein Alphabet E wird die Menge aller Graphen, deren Knoten-Label Elemente von 
E sind, als OE bezeichnet. 
LEARRE Graph-Grammatik 
Das einfachste Modell einer Graph-Grammatik ist eine LEARRE2 Grammatik 
[Roz 86]. Dabei wird eine Produktion als geordnetes Paar (Q, ß) definiert. Q ist 
die linke Seite der Produktion, ß die rechte Seite. Q und ß sind Graphen. 
Für die Anwendung einer Produktion werden folgende Bezeichner definiert: 
Muttergraph: Bezeichnung für den Teilgraph, der zur linken Seite der Produktion 
isomorph ist, und daher ersetzt wird. 
Restgraph: Der Teil des Graphen, der nicht zum Muttergraph gehört, wird Rest-
graph genannt. 
2Ein Akronym für 'Locate, establish Embedding Area, Remove, Replace, Embed'. 
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Einbettungsgebiet: Der Teil des Restgraphen, der zum Tochtergraphen benach-
bart sein wird. 
Tochtergraph: Die rechte Seite der Produktion, die eingefügt wird. 
Prinzipiell läuft die Anwendung einer Produktion auf einen Graph in fünf Schritten 
ab: 
1. Im Ausgangsgraphen wird ein zur linken Seite der Produktion isomorpher Teil-
graph bestimmt, der Muttergraph. 
2. Es wird eine Teilmenge der Knoten des Restgraphen bestimmt, das Einbet-
tungsgebiet. Das Verfahren zu dessen Ermittlung ist abhängig vom spezifischen 
Typ der Grammatik. 
3. Der Muttergraph wird entfernt (zusammen mit allen Kanten, die mindestens 
ein Ende im Muttergraph haben). 
4. Die rechte Seite der Produktion, der Tochtergraph wird eingefügt. 
5. Der Tochtergraph wird eingebettet, d.h. es werden Kanten gezogen zwischen 
den Knoten des Einbettungsgebiets und einigen Knoten des Tochtergraphen. 
Die gen aue Festlegung der zu ziehenden Kanten ist abhängig vom spezifischen 
Typ der Grammatik. 
NLC Graph-Grammatik 
Die meisten Ansätze für Graph-Grammatiken basieren auf dem LEARRE-Modell. 
Häufig ist die Einschränkung, daß bei der Generierung eines Graphen jeweils nur 
ein einzelner Knoten ersetzt wird, die linke Seite der Produktion (der Mutter-
graph) ist also ein einzelner Knoten [EnRo 91]. Die Ersetzung von Knoten wird 
durch eine endliche Zahl von Produktionen, die Einbettung durch eine endliche 
Zahl von Einbettungs-Anweisungen spezifiziert. Oft sind diese Produktionen und die 
Einbettungs-Anweisungen kombiniert in Ersetzungsregeln, die jeweils aus einer Pro-
duktion und endlich vielen Einbettungs-Anweisungen bestehen. Diese Ersetzungsre-
geln bilden dann den Hauptbestandteil einer Graph-Grammatik. 
Ein typischer Vertreter dieser Art von Grammatiken sind NLC3 Graph-Gramma-
tiken. Die Produktionen haben einen einzelnen Knoten auf ihrer linken Seite, und 
einen ungerichteten Graph auf ihrer rechten Seite. Die Einbettungs-Anweisungen 
verbinden den Tochtergraphen mit einer Teilmenge der Knoten, zu denen der Mut-
tergraph benachbart war. Die Ersetzung und Einbettung basiert auf den Label der 
beteiligten Knoten. Die Einbettung erfolgt lokal, d.h. im Gegensatz zur LEARRE 
Grammatik werden neue Kanten nur zu den zum Mutterknoten benachbarten Kno-
ten gezogen. 
Definition 2.5 (NLC Graph-Grammatik) Eine NLC Graph-Grammatik ist de-
finiert durch GG = (N, T, P, C, S), mit 
N ist eine nicht leere, endliche Menge, die Nonterminale. 
3Node Label Controlled 
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T ist eine nicht leere Menge, die Terminale. Sei V = NUT 
P ist eine endliche Menge von Paaren der Form (Ct, ß) mit Ct E V, ß E GE, die 
Menge der Produktionen. 
C ist eine Teilmenge von V x V, die Verbindungsrelation. 
SEE ist der Startsymbol. 
NLC Graph-Grammatiken sind kontext-frei in dem Sinne, daß es keine Anwendungs-
bedingungen gibt und Ersetzungen lokal sind. Andererseits ist, bedingt durch die 
Einbettung, die Reihenfolge der Graphersetzungen entscheidend4 für den resultie-
renden Graph5 • 
In kontextfreien Graph-Grammatiken in bei der Generierung eines Graphen die An-
wendung einer Produktion nicht Reihenfolge-erhaltend, ein Unterschied zu String-
Grammatiken. 
[0' J 
-. 
o Ersetzter Knoten 
() Nachbarn des ersetzten Knotens 
- - - - - - - Durch die Einbettung eingefuegte Kanten 
Abbildung 2.1: Beispiel für die Anwendung einer Produktion in einer NLC GG 
Ein Beispiel für die Anwendung einer Produktion zeigt Abb. 2.1. Die Verbindungs-
relation sei gegeben durch C = {(a,c), (b,b), (A,b)}. Dann ergibt sich aus dem 
linken Graph durch Anwendung der Produktion p der rechte Graph. 
"Dieses ist nicht zu verwechseln mit der Eigenschaft Konfluenz. Natürlich sind auch Graph-
Grammatiken im allgemeinen nicht konftuent. 
5In [JaRo 83] werden allerdings Neighbourhood-uniform NLC grammars vorgestellt, bei denen 
die Reihenfolge der Anwendung ohne Belang ist. Diese Grammatiken sind allerdings nicht so 
mächtig wie NLC Grammatiken. 
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RNLC Graph-Grammatik 
Eine Abwandlung von NLC Graph-Grammatiken sind solche mit regelabhängiger 
Einbettung, dort hat jede Produktion eine eigene Einbettungsrelation. 
Definition 2.6 (RNLC6 Graph-Grammatiken) Eine RNLG Graph-Gramma-
tik ist definiert durch E = (1:;, T, P, Z), wobei 1:;, T und Z wie in Dei. 2.5 definiert 
sind. P ist eine Menge von Tripeln (o.,ß,G) mit 0. E 1:;, ß E Gr:. und G ~ 1:; x 1:;. 
In [JaRo 80] wird gezeigt, daß die Menge der möglichen NLC Grammatiken gleich der 
Menge der RNLC Grammatiken ist. In dem Beweis wird zu jeder RNLC Grammatik 
eine äquivalente NLC Grammatik konstruiert, die umgekehrte Richtung ist trivial. 
I-NCE Graph-Grammatik 
Ähnlich der RNLC ist die I-NGE7 Graph-Grammatik definiert8 [EMR 84]. Im Un-
terschied zur RNLC werden in der Einbettungsvorschrift G nicht die Label der zu 
verbindenen Knoten angegeben. Es werden zu tatsächlich vorhandenen Knoten der 
rechten Seite die Label der Knoten angegeben, mit denen sie verbunden werden 
können. 
Da es auf der rechten Seite einer Produktion auch mehrere Knoten mit dem gleichen 
Label geben kann, lassen sich mit 1-NCE Graph-Grammatiken detailliertere Ein-
bettungsvorschriften als mit RNLC formulieren. In [EMR 84] wird gezeigt, daß die 
Menge der NLC Grammatiken und die Menge der 1-NCE Grammatiken gleich ist. 
dNCE Graph-Grammatik 
Eine andere Erweiterung von NLC Graph-Grammatiken erreicht man bei der Ver-
wendung gerichteter Kanten, also Pfeilen. In diesen sogenannten dNLG Grammati-
ken9 [EnRo 91] werden jeweils zwei Verbindungsrelationen spezifiziert, Gin und Gout. 
Die Elemente dieser bei den Mengen geben an, für welche vom ersetzten Knoten ein-
bzw. ausgehenden Kanten neue Kanten gezogen werden. Dabei ist diese Ersetzung 
richtungserhaltend, d.h. Kanten einer bestimmten Richtung werden immer nur durch 
Kanten der gleichen Richtung ersetzt. 
Die in dieser Arbeit verwendete Graph-Grammatik' ANCEGG' 
Die in Kapitel 5 definierte Grammatik kombiniert einige der hier vorgestellten Defini-
tionen. Es handelt sich um eine NCE GG, für die wie für eine attributierte Gramma-
tik Attribute, Berechnungsvorschriften und Bedingungen definiert sind. Außerdem 
sind zwei verschiedene Mengen von Kanten definiert, 'Nachbarschaften' und 'Über-
lappungen ' . 
7Neighbourhood-Controlled Embedding 
8Wobei I-NCE Grammatiken wiederum nur ein Spezialfall der NCE Grammatiken sind. In NCE 
besteht die linke Seite einer Produktion aus einem allgemeinen Graphen, bei I-NCE nur aus 
einem Knoten. 
9directed NLC grammars 
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2.3 Wohlgeformtheit einer Grammatik 
Das in Kapitel 7 vorgestellte System GGD zur Entwicklung einer Graph-Grammatik 
ist in der Lage, die Wohlgeformtheit einer Grammatik zu überprüfen. Dieser Begriff 
soll im folgenden definiert werden. 
Die meisten Definitionen, die für String-Grammatiken angegeben werden, lassen 
sich wegen der Ähnlichkeit der Konzepte auf Graph-Grammatiken übertragen. Ent-
sprechend wurden auch hier die Definitionen zur Wohlgeformtheit aus [Dro 89] an 
Graph-Grammatiken angepaßt. 
Definition 2.7 Ein Symbol Y ist sinnlos, wenn gilt: -.3 i E IN mit Y :::::}, d und 
d ein Graph über T. Y läßt sich also nicht zu einem Graphen expandieren, dessen 
[(noten alle Terminalsymbole E T sind. 
Ein Symbol YEN u T ist unerreichbar, wenn Vd E L( G) gilt: Y fI. d. 
Eine Grammatik ist A-frei, wenn sie keine Produktion der Form X -+ A enthält, 
wobei X ein Nonterminal ist und A für den leeren Graphen steht. 
Eine Einzelproduktion ist eine Produktion der Form X -+ Y, wobei sowohl X als 
auch Y Nonterminale sind. 
Definition 2.8 (Wohlgeformte Grammatik) Eine Grammatik G = (N, T, P, Z) 
ist wohlgeformt 10, wenn sie die folgenden Bedingungen erfüllt: 
1. Sie enthält keine sinnlosen Symbole. 
2. Sie enthält keine unerreichbaren Symbole. 
S. Sie ist A-frei. 
4- Sie enthält keine Einzel-Produktionen. 
Durch Überprüfung der Wohlgeformtheit einer Grammatik läßt sich testen, ob Fehler 
in der Grammatik die Analyse eines allgemeinen Graphen möglicherweise verhindern, 
und ob es Produktionen gibt, die nicht zur Anwendung kommen können. Bei der 
Generierung mit einer nicht wohlgeformten Grammatik läßt sich unter Umständen 
kein Graph erzeugen, dessen Knoten nur Terminalsymbole sind. 
Durch das Verbot von Einzelproduktionen erreicht man, daß ein Parser immer termi-
niert, da mit jedem Schritt eines Parse-Vorgangs die Zahl der Knoten kleiner wird ll . 
lOengl.: proper 
11 Dennoch überprüft das System GGD diese Bedingung nicht . Zur Begründung siehe 7.5.2. 
Kapitel 3 
Existierende Systeme zur Eingabe 
von Graphen und 
Graph-Grammatiken 
Da Graph-Grammatiken seit etwa zwanzig Jahren ein wichtiger Forschungsschwer-
punkt sind [EKG 79-91], wurden auch Systeme entwickelt, um Graphen und Graph-
Grammatiken einzugeben [Nag 79]. Die meisten dieser Systeme unterstützen den 
Benutzer durch eine graphische Oberfläche da Darstellungen von Graphen in Text-
form für Menschen in der Regel nur schwer zu verstehen sind. 
In der Literatur sind verschiedene Systeme um Graphen einzugeben und zu editieren, 
beschrieben [ZiNa 79, New 88]. Einige Programme sind auf spezielle Anwendungen 
zugeschnitten, andere lassen sich flexibel anpassen. Graph-Grammatiken werden 
allerdings nur selten berücksichtigt. 
Es sollen hier zwei für diese Arbeit interessante Systeme vorgestellt werden, mit de-
nen sich auch Graph-Grammatiken entwickeln lassen. Es handelt sich um die bei den 
einzigen Systeme für Graph-Grammatiken, die in der mir zugänglichen Literatur in 
ausreichender Tiefe beschrieben sind. Von besonderem Interesse ist vor allem das 
System GraphEd. 
3.1 GraphEd - Ein interaktiver Graph-Editor 
GraphEd wurde 1988 von M. Himsolt an der Universität Passau entwickelt [Hirn 89]. 
Das Programm ist in C implementiert und läuft unter Unix und SunView. Es ist in 
erster Linie ein Editor, um Graphen einzug~ben. Als Erweiterung lassen sich aber 
auch Graph-Grammatiken eingeben. 
Anwendung 
GraphEd versteht sich als System, um Graphen und Graph-Grammatiken zu ent-
wickeln. Es ist nicht auf eine bestimmte Anwendung festgelegt, sondern bietet die 
Voraussetzungen für den Einsatz in verschiedene Bereichen. Der Autor führt u.a. 
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Petri-Netze, Datenbank-Design, elektronische Schaltungen und Datenstrukturen als 
Beispiele auf. 
Mächtigkeit der Graph-Grammatik 
GraphEd wird in [Hirn 91] als erstes System zur interaktiven Eingabe von Graph-
Grammatiken überhaupt bezeichnet. 
Um den Anforderungen möglichst vieler verschiedener Anwendungen gerecht zu wer-
den, versucht das System, möglichst viele Arten von Graphen repräsentieren zu 
können. So erlaubt es gerichtete und ungerichtete Kanten, Sorten für Knoten und 
Kanten und mehrere Kanten zwischen zwei Knoten. 
GraphEd bietet die Möglichkeit, Graph-Grammatiken, aber nicht attributierle 
Graph-Grammatiken zu repräsentieren. Jede Produktion hat einen Knoten auf ihrer 
linken Seite, einen beliebigen Graph auf ihrer rechten Seite. Graph-Grammatiken, 
in deren Produktionen die linke Seite auch mehrere Knoten enthalten darf, können 
nicht repräsentiert werden. 
Als Regelung zur Einbettung von ersetzten Graphen l verwendet GraphEd eine Va-
riante von (gerichteten) 1-NCE Graph-Grammatiken [Hirn 89]. 
Die Einbettung wird durch 
embedding: SORT x {in, out} t-+ NODE 
beschrieben. Dabei ist NODE eine Menge von Knoten der rechten Seite und 
LABEL eine Menge von Knotenlabels. in bzw. out bezeichnen die Richtung der 
jeweiligen Kante. 
embedding(l, d) = {nt, ... , nm } bedeutet, daß wenn es Kanten in Richtung d zwi-
schen dem ersetzten Knoten und Knoten mit Sorte 1 gab, dann wird jede dieser 
Kanten ersetzt durch m neue Kanten, die diese Knoten mit Sorte 1 mit den Knoten 
nl bis n m verbinden. Die neuen Kanten haben die gleiche Richtung wie die ersetzten 
Kanten. 
Beispiel: embedding(IA
'
, in) = {2, 3} heißt: Wenn es Kanten gab von Knoten 
mit Sorte I A' zu dem ersetzten Knoten, dann wird jede dieser Kanten ersetzt durch 
Kanten von den I A'-Knoten zu den Knoten 2 und 3 des eingefügten Knotens (2 und 
3 sind Nummern zur Identifizierung der Knoten der rechten Seite der Produktion). 
Abb. 3.1 zeigt eine beispielhafte Produktion. Die linke Seite hat das Label 'A', die 
rechte Seite besteht aus den drei Knoten 'X ~ 'h' und 'd ~ Die beiden Knoten links 
spezifizieren die Einbettung. Bei Anwendung der Produktion wird jede Kante von 
einem 'B'-Knoten zu dem zu expandierenden 'A '-Knoten durch eine Kante zum 
'X '-Knoten der rechten Seite ersetzt, analoges gilt für Kanten von diesem 'A '- zu 
'c~Knoten. 
1 Es ist in erster Linie an eine Verwendung der Produktionen zur Graphgenerierung gedacht. 
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Abbildung 3.1: Beispiel einer Produktion in GraphEd 
Graphische Oberfläche 
GraphEd's Benutzeroberfläche bietet alle Operationen, um Graphen zeichnen und 
manipulieren zu können. Kanten und Knoten können eingefügt, gelöscht und 
verändert werden. Knoten beliebiger Form und Größe, und Kanten in verschiedenen 
Stilen und Biegungen sind möglich. Knoten können zu Gruppen zusammengefasst 
werden und zusammen modifiziert werden. Operationen zum Ausschneiden und 
Einfügen stehen zur Verfügung. Der Benutzer wird durch Algorithmen unterstützt, 
die das Layout eines Graphen optimieren (Minimierung von Kantenüberkreuzungen) 
oder Tests ausführen (wie einen Test auf Zusammenhang des Graphen). Es können 
mehrere Graphen zur gleichen Zeit bearbeitet werden. 
Knoten und Kanten können zwar mit Attributen versehen werden, diese Attribute 
spezifizieren aber lediglich die Darstellung dieser Objekte in der GraphEd-Oberfläche 
(wie Größe, Form, Font des Labels). 
GraphEd bedient sich einer eleganten Methode, Produktionen darzustellen: Der 
Knoten, der die linke Seite der Produktion darstellt, wird besonders groß gezeichnet, 
die gesamte rechte Seite wird in diesen Knoten gezeichnet. Knoten zur Spezifizierung 
der Einbettung werden außerhalb der linken Seite dargestellt. Der Graph wird also 
ähnlich wie in Abb. 3.1 dargestellt. 
Der Benutzer kann in jedem dargestellten Graphen einen Knoten expandieren. Dazu 
wählt er erst eine Produktion aus, und dann den zu expandierenden Knoten. Dieser 
wird dann durch die rechte Seite der Produktion ersetzt und automatisch eingebettet. 
Integration in andere Systeme 
Andere Programme haben zwei Möglichkeiten, mit GraphEd zu kommunizieren. 
Graphen und Produktionen werden in einem dokumentierten Dateiformat gespei-
chert, diese Dateien können durch andere Programme gelesen und manupiliert wer-
den. Alternativ können benutzerdefinierte Module in der Programmiersprache 'c' 
direkt auf die GraphEd-Datenstrukturen zugreifen. 
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3.2 PAGGED und NPAGGlmp - Entwick-
lung attributierter programmierter Graph-
Grammatiken 
In [Göt 88] behandelt H. Göttler die Verwendung von Graph-Grammatiken zur 
Softwareentwicklung und beschreibt die Implementierung eines entsprechenden Sy-
stems an der Universität Nürnberg-Erlangen 1987-88. Das System besteht aus 
zwei Teilen, einem Softwarepaket zur Repräsentation und Anwendung von Graph-
Grammatiken ('NPAGGlmp') sowie einem Editor, um Produktionen eingeben zu 
können ('PAGGED'). Das System ist in LISP auf einem CADMUS-Rechner imple-
mentiert. 
Anwendung 
In dieser Arbeit werden attributierte, 'programmierte' Graph-Grammatiken zur 
Softwareentwicklung eingesetzt. Unter Verwendung dieser Grammatik werden Pro-
gramme geschrieben. Der Zustand eines Programms ist durch einen Graph gegeben, 
jede Produktion beschreibt eine Änderung dieses Zustands. 
Mit einer speziellen Programmiersprache (PGA 2) kann der Kontrollfluß für die An-
wendung der Produktionen spezifiziert werden. Es läßt sich angeben, welche Pro-
duktionen in welcher Reihenfolge unter welchen Bedingungen auszuwerten sind. 
Mächtigkeit der Graph-Grammatik 
Produktionen der Graph-Grammatik werden durch einen Graph mit drei Kompo-
nenten dargestellt: Erstens die 'linke Seite' der Regel, zweitens die 'rechte Seite', 
und drittens eine Komponente, die als Einbettungsvorschrift dient. Im Gegensatz 
zu vielen anderen Definitionen kann auch die linke Seite aus einem Graph mit mehr 
als nur einem Knoten bestehen. Jeder Knoten und jede Kante wird mit einem Label 
versehen. 
Außerdem kann jeder Knoten attributiert werden, zu jeder Produktion lassen sich 
Attributsberechungsvorschriften angeben. Zusätzlich können Vor- und Nachbedin-
gungen spezifiziert werden, die zur Anwendung der Produktion erfüllt sein müssen. 
Eine Produktion läßt sich in einem sog. V-Diagramm darstellen. Abb. 3.2 zeigt ein 
Beispiel für eine Produktion (ohne Kantenlabel ). 
An diesem Bespiel soll gezeigt werden, wie eine Produktion angewendet wird. Im 
linken Graph in Abb. 3.3 soll der Knoten mit Label 'a' durch Anwendung dieser Pro-
duktion durch einen Graph zweier Knoten mit den Label 'e' und 'f' ersetzt werden. 
Jede Kante von dem ersetzten Knoten zu Knoten mit Label 'b' wird durch Kanten 
von 'e' und 'f' zu 'b' ersetzt. Jede Kante von 'a' zu einem Knoten mit Label 'c', der 
wiederum mit einem Knoten mit Label 'd' verbunden ist, wird durch eine Kante von 
'd' nach 'f' ersetzt. Kantenlabel wurden in diesem Beispiel nicht berücksichtigt. 
2 Programmierte GraphoperationsAnwendung 
3.2. PAGGED UND NPAGGIMP 
Abbildung 3.2: Beispiel einer Produktion im PAGGED 
o Ersetzter Knoten 
o Eingefuegte Knoten 
- - - - - Eingefuegte Kanten 
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Abbildung 3.3: Beispiel für die Anwendung einer Produktion im PAGGED 
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Es fällt auf, daß diese Form der Einbettung deutlich mächtiger ist als die des Gra-
phEd. Kanten können ihre Richtung ändern, und können flexibel ergänzt und 
gelöscht werden. 
Die hier beschriebene Dreiteilung einer Produktion kann in einigen Fällen sehr in-
effizient sein (Beispiel: Für das Löschen von Kanten sind linke und rechte Seite der 
Produktion identisch. Um die Produktion anzuwenden, ist das Löschen und Neuer-
zeugen der beteiligten Knoten erforderlich.). In der aktuellen Implementierung dieses 
Systems ist eine Produktion daher in vier Komponenten aufgeteilt (Als vierte Kom-
ponente gibt es Knoten, die vorhanden sein müssen, aber nicht gelöscht werden). Die 
sich daraus ergebende, sehr komplexe Produktionsanwendung soll hier nicht näher 
beschrieben werden. 
Graphische Oberfläche 
Als Benutzerschnittstelle dient der Grapheditor PAGGED. Mit ihm können Produk-
tionen direkt in ein V-Diagramm eingegeben werden. Die Graphen werden also wie 
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in Abb. 3.2 (Seite 19) dargestellt3 . 
Es stehen natürlich alle notwendigen Operationen zum Erzeugen, Verschieben und 
Löschen von Knoten und Kanten zur Verfügung. Dazu kommen die Verwaltungs-
operationen zum Erzeugen und Löschen von Produktionen. Für Attribute und Be-
dingungen wird ein Texteditor aufgerufen. 
Einbindung in andere Systeme 
Die mit PAGGED erstellten Produktionen werden an das System NPAGGImp wei-
tergegeben, der sie zur Auswertung der PAG-Programme nutzt. Die Produktionen 
sind in Dateien mit LISP-artiger Syntax gespeichert, je Produktion wird eine Datei 
verwendet. Auch andere Programme könnten auf die Dateien zugreifen. 
3In der aktuellen Implementierung wird ein X-Diagramm verwendnet, um die vier Komponenten 
einer Produktion darzustellen. 
Kapitel 4 
Feature in CIM 
Ein zentraler Begriff dieser Arbeit sind Feature. Im ARC-TEC-Projekt bilden sie die 
Einheit, mit der ein Experte in seiner Domäne Wissen über ein Produkt formuliert. 
In diesem Kapitel wird der Begriff des Feature definiert, die Bedeutung von Feature 
für diese Arbeit erklärt und die Anwendung von Feature aufgezeigt. 
4.1 Was sind Feature? 
Die meisten bisherigen CAD-Systeme beschreiben Werkstücke in Begriffen einer nied-
rigeren Abstraktionsebene wie Linien, Punkte, Oberflächen oder Toleranzen. Mit 
solchen Daten läßt sich ein Werkstück zwar quantitativ beschreiben, nicht aber auf 
einer höheren, qualitativen Ebene. Solche qualitativen Daten sind aber notwendig, 
um etwa die Fertigung eines Werkstücks planen zu können. 
Im ARC-TEC-Projekt werden diese qualitativ höherwertigen Informationen durch 
sogenannte Feature repräsentiert. Die Feature können als Sprache betrachtet werden, 
in der ein Experte ein Werkstück beschreiben kann. 
Die genaue Definition eines Feature ist umstritten, in [BKL 91 b 1 findet sich die fol-
gende Formulierung, die auch für diese Arbeit Gültigkeit haben soll: 
Ein Feature ist ein auf den technischen und geometrischen Daten ei-
nes Produkts basierendes Beschreibungselement, mit dem ein Experte in 
einer Domäne bestimmte Informationen assoziiert. 
Verschiedene Experten werden also auch unterschiedliche Feature verwenden, um da-
mit ein Werkstück zu beschreiben. Zum Beispiel sieht ein Konstrukteur ein Produkt 
aus einem anderen Blickwinkel als ein Experte für die Fertigung. Jeder Experte wird 
seine Erfahrung, sein Wissen und seine Terminologie in die Definition der für ihn 
relevanten Feature einfließen lassen. 
Feature können nach Art und Anwendung unterschieden werden. Verschiedene Ar-
ten eines Feature sind funktionale (wie Lagersitz), qualitative (wie Stangenteil oder 
stabiles Teil) oder geometrische (wie Schulter, Nut oder Bohrung) Feature. Diese 
Einteilung findet sich auch in [SaFi 90]. 
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In der Anwendung kann man beispielsweise unterscheiden, ob es sich um ein Design-
oder Fertigungs-bezogenes Feature handelt. 
Wenn Werkstücke nicht allein auf einer geometrischen Ebene beschrieben werden sol-
len, sondern auch durch Feature, stellt sich die Frage nach einer geeigneten Repräsen-
tation. Für Feature und Werkstücke ist eine Repräsentation zu finden, die es erlaubt, 
• Feature in einer einfachen, möglichst natürlichen Weise zu formulieren 
• sich aus der Anwendung ergebende speziellen Charakteristika von Feature zu 
berücksichtigen 
• das Problem effizient zu lösen, die Beschreibung eines Werkstücks durch geo-
metrische und technische Primitive in eine Beschreibung durch Feature zu 
überführen 
• die Beschreibung eines Werkstücks aus Featuredefinitionen zu generieren. 
Im ARC-TEC-Projekt wird ein Ansatz verfolgt, der auf Graphen bzw. Graph-Gram-
matiken basiert. Diese Idee findet sich u.a. auch in [JoCh 88]. 
RSC H RSCJ H RSR H ASCJ H ASC 
-1- -2- -3- -4- -5-
Abbildung 4.1: Eine einfache Welle und der dazugehörige Graph 
Werkstücke werden als Graphen repräsentiert, dabei stehen die Knoten i.allg. für ele-
mentare Flächen (wie Zylindermantelftächen, Rechteckftächen), die Kanten für N ach-
barschaftsbeziehungen zwischen den Flächen. Abb. 4.1 zeigt ein einfaches Werkstück 
(eine Welle), und den zugehörigen Graph. Nicht dargestellt sind hier die Attribute, 
die zu den Flächen noch Angaben wie Radius, Länge und Oberftächenbeschaffenheit 
machen. 
Die Feature werden durch Produktionen einer Graph-Grammatik repräsentiert. Die 
rechte Seite einer Produktion beschreibt jeweils ein Feature, die Menge aller Feature 
(also die Grammatik) repräsentiert das eingegebene Wissen eines Experten. Als 
lesbarer Text wird diese Grammatik in der dafür maßgeschneiderten Sprache FEAT-
REP dargestellt. 
Ein Beispiel l für ein (geometrisches) Feature zeigt Abb. 4.2. Das Feature Schul-
ter wird hier durch zwei benachbarte Flächen, eine Langdrehfiäche und einen Ring 
1 aus der Grammatik für rotationssymmtrische Werkstücke 'turning. hat-rap' (vereinfacht). 
4.1. WAS SIND FEATURE? 
Sdlultet' I , 
Band Sdllllh'r 
Flanke.radiusl - Grund.radlus 
Flanke.radius2 > Flanke.radiusl 
Abbildung 4.2: Beispiel für ein einfaches Feature 
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charakterisiert. Außerdem muß durch entsprechende Bedingungen festgelegt wer-
den, daß der Innenradius des Ringes gleich dem Radius der Langdrehfiäche und der 
Außenradius des Ringes größer dem Innenradius sein müssen. Langdrehfiäche und 
Ring haben in diesem Beispiel Namen ('Label') erhalten, die im nächsten Beispiel 
verwendet werden. 
Nut 
/ \ 
Schultet' Schultet' I, I, 
Band Langdrehflache Band 
'\ IIt 
Overlap 
1.Grund 
2.Grund 
Abbildung 4.3: Beispiel eines Features mit überlappenden Flächen 
Ein weiteres Beispiel (Abb. 4.3) zeigt, wie Feature zur Definition neuer Feature ge-
nutzt werden können. Zwei Schultern wie aus Abb. 4.2 definieren eine Nut, wenn sich 
die bei den Schultern mit ihrer mit Grund bezeichneten Fläche überlappen. Überlap-
pung heißt, daß es sich um identische Flächen handeln muß, d.h. die bei den Schultern 
'teilen' sich den Grund. 
Für ein und dasselbe Feature gibt es in der Regel mehrere Definitionen (z.B. wird es 
in einer Feature-Beschreibung für Drehteile verschiedene Definitionen einer Schulter 
geben). In der entsprechenden Graph-Grammatiken gibt es dann mehrere Produk-
tionen der gleichen Sorte (z.B. der Sorte Schulter). 
Featurebeschreibungen für die beschriebene technische Anwendung weisen verschie-
dene Charakteristika auf, diese müssen in der Sprache FEAT-REP oder jeder anderen 
Repräsentation von Feature Berücksichtigung finden: 
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Dimensionsabhängigkeit: In Abhängigkeit von ihren Abmessungen können iden-
tische Strukturen unterschiedliche Feature repräsentieren. Dies macht es not-
wendig, zusätzliche Bedingungen (Constraints) in eine Featuredefinition ein-
zufügen, und führt zu Featurebeschreibungen, die sich nur durch ihre Cons-
traints unterscheiden. 
Überlappungen: Teile von Feature können sich überlappen, d.h. einzelne Flächen 
können Bestandteil mehrerer, benachbarter Feature sein. 
'Tiefe' Nachbarschaften: Die Nachbarschaft von Feature sollte auch 'tief' spezi-
fiziert werden können, d.h. es sollte anzugeben sein, welche Bestandteile zweier 
Feature sich berühren. 
Zahlreiche ähnliche Definitionen: In einer praktischen Anwendung wird die Re-
gelbasis sehr groß sein. Zahlreiche Feature-Definitionen sind ähnlich zueinan-
der. Eine gute Repräsentation sollte diese Tatsache ausnutzen, z.B. durch die 
kompakte Formulierbarkeit von Varianten und Spezialfällen, und durch die 
Einführung von Vererbung. 
Sinnvoll erscheint es, eine Hierarchie aller Featuredefinitionen zu berechnen, in 
der aufgezeigt wird, welche Feature eine Spezialisierung anderer Feature, und 
welche Feature (möglicherweise unbeabsichtigt) identisch sind. 
Kontextsensitivität: Einige Feature müssen in einem bestimmten Kontext stehen, 
d.h. sie werden nur dann erkannt, wenn sie zu bestimmten anderen Feature be-
nachbart sind. Bespielsweise wird eine Langdrehfläche nur in einem bestimmten 
Kontext als Nutgrund bezeichnet. 
Mehrdeutigkeit: Ein Werkstück läßt sich häufig durch syntaktisch unterschiedli-
che, semantisch aber häufig ähnliche Featuremengen beschreiben (Interessiert 
ist man dann meistens aber nur an einer Beschreibung). 
Sortenhierarchie: Um die Wissensbasis zu strukturieren, und die Zahl der Featu-
redefinitionen zu minimieren, kann eine isa-Hierarchie auf den Sorten definiert 
werden. Mit ihr läßt sich angeben, daß jedes Feature einer bestimmten Sorte 
auch ein Feature einer anderen Sorte definiert (Beispiel: Jede linke Schulter ist 
auch eine Schulter). 
Aus diesen Charakteristika ergeben sich die folgenden Anforderungen für eme 
Repräsentation von Features: 
• Jede Featuredefinition definiert ein Feature einer bestimmten Sorte. 
• Ein nichtleeren, zusammenhängenden Graph spezifiziert die Geometrie des Fea-
tures. Die Kanten des Graphen sind Nachbarschaften oder Überlappungen. 
• Nachbarschaften können auch 'tief' (s.o.) angegeben werden. 
• Neben Nachbarschaften müssen Überlappungen kodiert werden können. 
• Jedem Knoten sind Attribute zugeordnet. Berechnet werden bei der Analyse 
eines Graphen aber nur die in 2.1 definierten synthetisierten Attribute, also 
diejenigen der linken Seite der Produktion. 
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• Es gibt Anwendungsbedingungen, also Prädikate auf den Attributen, die die 
Gültigkeit einer Regel ausdrücken. 
• Für das Parsen eines Graphen soll eine Standardeinbettung verwendet wer-
den, zu der innerhalb einer Featuredefinition keine weiteren Angaben gemacht 
werden müssen. 
• Bei der Generierung ist erforderlich, detailliertere Angaben zur Einbettung 
zu machen. Diese werden in den einzelnen Definitionen durch Kontextknoten 
spezifiziert. 
4.2 Einsatz von Feature 
Beim Einsatz von Features zur Beschreibung von Werkstücken gibt es zwei grundle-
gende Probleme: 
1. Wie läßt sich ein durch Primitive wie Flächen und Nachbarschaften gegebenes 
Werkstück überführen in eine Beschreibung durch Features: das Problem der 
Feature-Erkenn ung. 
2. Genauso wie sich eine Beschreibung durch Features aus den Werkstückdaten 
gewinnen läßt, ist auch der umgekehrte Weg denkbar: Die Erzeugung einer 
geometrischen Beschreibung des Werkstücks. 
Im ARC-TEC-Projekt wird ein auf Graph- Grammatiken basierender Formalismus 
verfolgt. Basierend darauf wurde im Rahmen dieses Projekts die Repräsentations-
sprache TEC-REp2 [BKL 91a] entwickelt: Werkstücke werden als attributierte Gra-
phen repräsentiert, dabei kodieren die Knoten einzelne Flächen, die Knotensorte 
bestimmt den Flächentyp (wie Rechteck, Zylindermante0 . Jedem Knoten sind At-
tribute zugeordnet, die geometrische und technologische Informationen (wie Radius, 
Länge, Oberflächengüte etc.) liefern. Die Kanten des Graphen kodieren die To-
pologie des Werkstücks: Zwei Knoten sind benachbart, wenn sie durch eine Kante 
miteinander verbunden sind. 
4.2.1 Parsen von Werkstückdaten 
Ein Parser3 löst das sogenannte Wortproblem [Zirn 82]. Es ist das Problem, für 
ein Wort x und eine Grammatik G festzustellen, ob x E L( G), und falls dieses der 
Fall ist, einen Ableitungsbaum zu finden. 
Für unser Problem heißt dies: Es ist festzustellen, ob sich ein Werkstück durch die 
verwendete Feature-Grammatik vollständig erkennen läßt. Eine erfolgreiche Analyse 
liefert (über den Ableitungsbaum) eine Beschreibung des Objektes durch Features. 
Ein Bottum-Up Parser für Graphen geht im Prinzip nach folgendem Algorithmus 
vor (angelehnt an [ASU 86]): Durch Reduktionsschritte wird der Graph in einen 
2Eine B-Rep Darstellung, d .h. nur die Außenflächen des Körpers werden repräsentiert. 
3deutsch: Analyseprogramm 
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Zielknoten überführt. In jedem dieser Schritte wird ein Teil des Graphen, der der 
Beschreibung durch die rechte Seite einer Produktion entspricht durch den Knoten 
der linken Seite dieser Produktion ersetzt. Falls in jedem Reduktionsschritt der ge-
eignete Teilgraph ersetzt wird, erhält man schließlich einen Zielknoten und damit 
einen Parse des Graphen. 
Eine Implementierung eines Parsers muß aber auch die folgenden Probleme lösen: 
Nicht jeder ausgeführte Reduktionsschritt führt zu einer Lösung. Bei Benutzung 
einer umfangreichen Grammatik kann der Suchraum sehr groß werden ('Kombina-
torische Explosion '). 
Abbildung 4.4: Featurebaum einer einfachen Welle. 
Auch ein Parser muß die speziellen Charakteristika der Feature berücksichtigen 
können. Im ARC-TEC-Projekt wurde daher ein Parser für attributierte Graph-
Grammatiken, GraPaKL4 [Mau 92], entwickelt. Als Graph-Parser kann er nicht nur 
für Drehteile, sondern auch für Frästeile5 eingesetzt werden. 
4.2.2 Generierung von Werkstückdaten 
Bei der Generierung wird versucht, an Hand von Featurebeschreibungen die Geo-
metrie und Topologie eines Werkstücks zu erzeugen. Ensprechend der in [BKL 91aJ 
beschriebenen Repräsentation erhält man einen Graph, dessen Knoten die Flächen 
des Werkstücks und dessen Kanten die Nachbarschaften kodieren. 
Ein Generator arbeitet ähnlich dem in 2.2 beschriebenen LEARRE-Algorithmus: 
ausgehend von einem Startknoten werden Knoten expandiert, d.h. durch die rechte 
4Graph Parser KaisersLautern 
5Werkstücke, die sich durch Bohr-, Säge- und Fräsoperationen aus einem quaderförmigen Roh-
ling herstellen lassen. 
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Seite einer Produktion ersetzt. Dieses wird solange wiederholt, bis der generierte 
Graph nur aus Knoten besteht, deren Sorten Terminale sind. 
Die Implementierung eines Generators ist im ARC-TEC Projekt bisher nur geplant 
[BKLSS 92]. Die in dieser Arbeit beschriebene Repräsentation von Feature sollte 
aber genauso für die Generierung von Werkstückdaten geeignet sein, wie sie es für 
das Parsen ist. Es wurde daher darauf geachtet, daß es zumindest prinzipiell möglich 
ist, jede Feature-Grammatik sowohl zum Parsen wie auch zum Generieren benutzten 
zu können. 
Ein Algorithmus zur Generierung eines Werkstückgraphen muß Überlappungen, 
'tiefe' N achbarschaften, Kontextknoten sowie Sortenhierachien berücksichtigten. A n-
wendungsbedingungen und Attributsberechnungsvorschriften sollten ebenfalls ausge-
wertet werden. 
Die gen aue Semantik der Kontextknoten bei der Generierung ist noch nicht geklärt. 
Die folgende Definition sollte aber ausreichend sein: 
Ein 'Kontextknoten' ist ein spezieller Knoten der rechten Seite einer 
Produktion, der eine Liste von Sorten spezifiziert. Ein Generierungs-
Algorithmus verwendet ihn, um die Einbettung eines Tochtergraphen 
festzulegen. 
Eine Charakteristik unserer Anwendung ist, daß bei der Expandierung eines Knotens 
keine Kanten 'verloren' gehen. Jeder Nachbar des expandierten Knotens ist auch mit 
(mindestens) einem Knoten des Tochtergraphen benachbart. Hätte die Anwendung 
einer Produktion zur Folge, daß diese Forderung nicht erfüllt würde, könnte sie der 
Generierungs-Algorithmus nicht verwenden. 
Beispiel 
Das Beispiel illustriert die Verwendung von Kontextknoten. Die Menge der Termi-
nale sei T={RSC, RSCJ, RSR }, die der Nonterminale sei N={ Shaft , Trunnion, 
Shoulder, Crest, Planeface, Longturn, Band}. Der Startknoten Z ist 'Shaft'6. Die 
Produktionen sind in Abb. 4.5 graphisch dargestellt. 
Abb. 4.6 zeigt die Expansion des Start knotens 'Shaft'. Da die Grammatik keine 
Überlappungen oder 'tiefe' Nachbarschaften enthält, wurde eine Darstellungsart 
gewählt, die den entstehenden Graph zeigt. 
Ausgehend von 'B' konnte nur Trunnion expandiert werden, da nach Anwendnung 
der Produktion für Crest der Graph nicht mehr zusammenhängend gewesen wäre7 . 
In Graph 'C' konnte sowohl Shoulder als auch Crest expandiert werden, wodurch 'D' 
bzw. 'E' generiert wurden. Von 'F' nach 'G' wurden fünf Produktionen anwendet, 
auf jeden Knoten des Graphen eine. 
Fügt man der Grammatik aus Abb. 4.5 die einzelne Regel aus Abb. 4.7 zu, könnten 
auch beliebig große Graphen erzeugt werden. Allerdings ist dieses in unserer Anwen-
dung semantisch nicht sinnvoll, da es keine beliebig detaillierten Werkstücke geben 
kann. 
6engl. für Welle. 
7Begründet ist dies in den nicht ausreichend spezifizierten Kontextknoten. 
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Abbildung 4.5: Grammatik zum Beispiel 
4.3 Verwendung von Feature in der Literatur 
In der Literatur finden sich verschiedene Ansätze, Feature in KI-basierten Systemen 
einzusetzen. Zwei Einsatzgebiete lassen sich erkennen: Zum Einen die Entwicklung 
von intelligenten CAD-Systemen, die featurebasiertes Design erlauben, zum Anderen 
die automatische Arbeitsplangenerierung, bei der aus der CAD-Darstellung eines 
Werkstücks Feature extrahiert werden, und so dessen Fertigung geplant werden kann. 
Auch in (JoCh 88] werden Features eingesetzt, um aus den CAD-Daten eines 
Werkstücks eine qualitative Beschreibung zu gewinnen, die für die Automation der 
Arbeitsplanung verwendet werden kann. Wie in [BKL 91b] soll das Wissen zur 
Herstellung eines Features verwendet werden, um einen Plan zur Fertigung des 
Werkstücks zu generieren. Als wichtige Probleme werden die Wahl einer geeigne-
ten Repräsentation und die Entwicklung eines Parsers gesehen. 
Wie in TEC-REP [BKL 91a] wird ein Werkstück als Graph seiner Flächen repräsen-
tiert. Allerdings sind nicht die Knoten, sondern die Kanten attributiert. Durch ein 
Attribut wird unterschieden, ob die durch eine Kante verbundenen Flächen einen 
konkaven oder konvexen Winkel bilden. Weitere Attribute sind nicht definiert. Auch 
die Feature werden als Graphen repräsentiert. Wie im GGD werden diese entspre-
chend ihrer Komplexität in eine Hierarchie eingeordnet; man verspricht sich davon 
Effizienz beim Parsen und eine kompakte Repräsentation. 
Allerdings wird in [JoCh 88] nicht versucht, unter Verwendung der Theorie der 
Graph-Grammatik eine Beschreibung eines kompletten Werkstücks zu finden. Der 
ein Feature beschreibende Graph enthält nur Terminale, es wird kein Feature in der 
Beschreibung eines anderen verwendet. 
Durch diesen eingeschränkten Einsatz von Features und die recht einfache Repräsen-
tation ergeben sich mehrere Probleme. Bearbeitet werden können nur Werkstücke 
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t 
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Abbildung 4.6: Beispiel für die Anwendung eines Algorithmus zur Generierung 
~ 
Abbildung 4.7: Zusätzliche Regel zur Grammatik aus Abb. 4.5. 
mit planaren Flächen. Andere, z.B. zylindrische Flächen sind nicht vorgesehen. Ver-
schiedene Feature, die sich zwar in ihrer Funktion, nicht aber in ihren Graphen 
unterscheiden, lassen sich nicht eindeutig unterscheiden. 
In [UnRa 88] wird angenommen, daß Feature den Schlüssel zu einer vollautomati-
schen Arbeitsplanung darstellen. In dem dort beschriebenen Ansatz wird aber nicht 
eine Beschreibung durch Features aus CAD-Daten gewonnen, sondern Feature wer-
den in erster Linie vom Designer des Werkstücks verwendet. Die Beschreibung des 
Werkstücks enthält dann nicht nur geometrische Daten, sondern auch Informationen 
über Toleranzen und Topologie. 
konkaver Winkel 
Abbildung 4.8: Eine Beschreibung des Feature 'Pocket' in [JoCh 88]. 
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In dem Projekt wurde daher ein System entwickelt, mit dem das Design eines 
Werkstücks featurebasiert erfolgen kann. Es wurden ein CAD-System und ein Sy-
stem zur automatischen Arbeitsplan-Erstellung miteinander gekoppelt. Der Designer 
erhält so direkte Hinweise zur Herstellbarkeit des von ihm entworfenen Werkstücks. 
In einem bereits eingegebenen CAD-Modell lassen sich Features manuell identifi-
zieren oder bereits bekannte anzeigen und manipulieren. Alternativ läßt sich ein 
Werkstück direkt mit den (herstellungbezogenen) Feature konstruieren. Aus den 
eingegebenen Daten kann dann ein Arbeitsplan generiert werden. 
Im Gegensatz zum in [BKL 9Ib] beschriebenen Ansatz ist nicht vorgesehen, aus dem 
CAD-Modell eines Werkstücks automatisch eine vollständige Feature-Beschreibung 
zu generieren. Es fehlt eine formale Definition von Feature, wie sie Graph-
Grammatiken zur Verfügung stellen. 
In [SaFi 90] und [FFPR 90] werden Feature als Abstraktionsmechanismus und Mit-
tel zur Kommunikation zwischen Experten bezeichnet. Wie im ARC-TEC Projekt 
werden Graph-Grammatiken verwendet, um Feature zu beschreiben. Da auch das 
Werkstück als Graph repräsentiert wird, läßt sich mit einem entsprechenden Pro-
gramm aus CAD-Daten eine qualitative Beschreibung durch Features erzeugen. 
Die Anwendung für die Verwendung von Feature wird in der Entwicklung einer in-
telligenten CAD-Umgebung gesehen, weniger in der automatischen Plangenerierung. 
Schon während des Designs sollen die Anforderungen, die sich aus dem Material, der 
Herstellung oder der Wartung ergeben, berücksichtigt werden können. Jedes einzelne 
Tool der CAD-Umgebung verwendet seine spezifischen Feature, und hat somit eine 
eigene Sicht auf das Werkstück. Alle Tools arbeiten aber auf einer gemeinsamen, 
einheitlichen Repräsentation des Werkstücks. 
Die Feature werden ähnlich wie in [JoCh 88] repräsentiert: Die Knoten sind nicht 
attributiert, bei den Kanten werden konvexe und konkave Knanten unterschieden. 
Zur Effizienzsteigerung bei der Verwendung von Feature wird die Grammatik compi-
liert. Die Knoten werden klassifiziert nach Zahl und Art der von ihnen ausgehenden 
Kanten, danach entsprechend der Kardinalität der Klassen und der Zahl der Kanten 
in eine Ordnung eingefügt. Ziel ist es, einem Parser eine Heuristik für die Reihenfolge 
der zu suchenden Knoten zu lieferns. 
F4 Fl F2 F3 FS F6 F7 
Abbildung 4.9: Beschreibung eines Features 
8 Auch im GGD werden die Knoten für den Parser in eine Reihenfolge gebracht, allerdings auch 
aus technischen Gründen, und nicht automatisch, sondern durch den menschlichen Experten. 
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Im Beispiel in Abb. 4.9 wurden die Knoten bereits in eine Ordnung gebracht, die 
Kanten sind in Richtung niedrigerer Priorität gerichtet. Knoten 'F2' hat die höchste 
Priorität, weil er der einzige seiner Art (mit je zwei konvexen und konkaven Kanten) 
ist. Ein Parser würde seine Suche mit diesem Knoten beginnen. Die niedrigste 
Priorität haben 'F4' und 'F5', weil sie jeweils nur einen Nachbarn haben. 
Die Repräsentation des Wissens kann aber nicht nur Feature und die Produktgeo-
metrie enthalten, es müssen auch Anforderungen aus der Herstellung, durch Indu-
strienormen oder physikalische Gesetze berücksichtigt werden. In [FFPR 90] werden 
daher Constraints verwendet, diese werden aber nicht wie in [BKL 91b] einzelnen 
Feature zugeordnet. Die vorgeschlagenen Algorithmen überprüfen diese Anforde-
rungen an das Design, unterstützen aber auch den Ingenieur bei der Entwicklung 
von Design-Alternativen. 
f1 
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Abbildung 4.10: Zylinder und zugehöriger Web-Graph nach [ChRe 91] 
In [ChHe 91] werden Web Grammatiken, eine spezielle Graph-Grammatik zur Fea-
tureerkennung verwendet. Das Werkstück und die Feature werden wieder als Graph 
repräsentiert, allerdings mit einem wichtigen Unterschied zu anderen Ansätzen: 
Nicht nur die Flächen, auch die Kanten des Werkstücks sind Knoten des Graphen. 
Auf diese Weise lassen sich verschiedene Kanten (wie Linie, Kurve, Kreis etc.) un-
terscheiden. 
Besondere Aufmerksamkeit finden in [ChRe 91] ineinander geschachtelte Feature 
(wie die Bohrung in der Bohrung) und sich überschneidende Feature (wie sich ü ber-
lappende Bohrungen). Für geschachtelte Feature werden rekursive Beschreibungen 
verwendet, bei denen das definierte Feature wieder in seine Beschreibung eingeht. 
Sich überschneidende Feature werden durch spezielle Feature definiert. Diese Lösun-
gen entsprechen somit jenen, die auch in unserer Repräsentation gewählt würden. 
Allerdings kennt die Grammatik in [ChHe 91] keine Attribute, so daß Abmessungen, 
Dimensionen und Richtungen nicht berücksichtigt werden können. 
Kapitel 5 
Attributierte 
Graph-Grammatiken zur 
Featurerepräsentation 
Graph-Grammatiken sind ein adäquater Formalismus, um Feature in einer CIM-
Umgebung zu repräsentieren: Feature haben die Charakteristik der Produktionen 
einer Graph-Grammatik!. 
Feature lassen sich im wesentlichen durch ihre Bestandteile sowie die Nachbarschaf-
ten zwischen diesen Teilen beschreiben. Die Übertragung einer solchen Beschreibung 
in eine Produktion einer Graph-Grammatik ist einsichtig und technisch einfach. 
"Eine Schulter besteht aus einem 'Grund' und 
einer 'Flanke', die benachbart sind." 
gI::::. ~ }/:. ::::: ~ 
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Abbildung 5.1: Analogie zwischen Featurebeschreibung und Produktion. 
Da sich auch ein Werkstück durch einen Graph beschreiben läßt, kann das Problem, 
eine Beschreibung durch Feature zu finden oder ein Werkstück aus Featurebeschrei-
bungen zu generieren, durch die Verwendung von Graph-Grammatiken gelöst wer-
den. 
Die theoretische Fundierung von Graph-Grammatiken erlaubt, bereits bekannte Er-
gebnisse und Definitionen (wie Vollständigkeit oder Termination) anzuwenden. Be-
stehende Algorithmen (wie Parser oder Generator) können übernommen werden. 
Allerdings bereitet es Probleme, mit den bisher beschriebenen Graph-Grammatiken 
(siehe 2.2) alle Eigenschaften wiederzugeben, die unsere Feature auszeichnen. Vorzu-
lZur Begriffsdefinition: Dem Begriff Feature, wie er in (BKL 91b] definiert wurde, entspricht die 
Sorte im GGD. Eine Feature-Regel wird bier als Produktion oder Featuredefinition bezeichnet . 
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ziehen wäre ein Formalismus, der den Charakteristika der Feature besser entspricht 
(siehe 4.1). 
Um diese Anforderungen zu erfüllen, wurde eine Grammatik definiert, die im folgen-
den ANCEGG2 genannt werden soll. 
Der bei der Beschreibung von Graph-Grammatiken (2.2) verwendete Begriff Label 
diente dazu, jedem Knoten eines Graphen ein Symbol zuzuweisen. Durch dieses 
Symbol gab es verschiedene Arten von Knoten (die z.B. bei Graphersetzungen von 
Interesse waren), innerhalb einer Regel konnte es aber mehrere Knoten mit dem 
gleichen Label geben. 
Für die Definition der ANCEGG wird der Begriff Sorte die Rolle des Labels aus 
2.2 übernehmen! Als Label wird jener Name bezeichnet, den ein Knoten zu seiner 
eindeutigen Identifikation innerhalb einer Produktion erhält! Jedem Knoten wird in 
einer ANCEGG somit sowohl eine Sorte als auch ein Label zugewiesen. 
Produktionen in dieser Grammatik haben grundsätzlich nur einen Knoten auf ihrer 
linken Seite, einen Graph mit mindestens einem Knoten auf ihrer rechten Seite. Eine 
(echte) Teilmenge dieser Knoten kann als Kontextknoten deklariert werden, die bei 
der Einbettung eine besondere Rolle spielen. 
Der Graph auf der rechten Seite einer Produktion ist zusammenhängend. Die Knoten 
des Graphs sind durch zwei Arten von Kanten verbunden: Nachbarschaften und 
Überlappungen. Es sind sog. 'tiefe' Nachbarschaften erlaubt, bei denen angegeben 
wird, welche Teile der Knoten benachbart sind. Zu Überlappungen muß jeweils 
angegeben werden, welche Teile eines Knotens sich überlappen. Alle Kanten sind 
ungerichtet und nicht attributiert. 
Es gibt Attributsberechnungsvorschriften für die Attribute der linken Seite, die sich 
aus Attributen der rechten und linken Seite berechnen. Die Auswertereihenfolge der 
Berechnungsvorschriften ist vorgegeben. Zu einer Produktion können Anwendungs-
bedingungen angegeben werden. 
Sowohl beim Parsen als auch beim Generieren eines Graphen ergibt sich das Problem, 
ein eingesetzten Knoten bzw. Graphen in den Restgraphen einzubetten. 
Beim Parsen werden von dem eingesetzten Knoten Kanten eingesetzt zu allen Kno-
ten, zu denen auch der Muttergraph benachbart war [Mau 92]. Die Kontextknoten 
müssen hier nicht beachtet werden. Andere Methoden sind denkbar, erscheinen aber 
für unsere Anwendung nicht sinnvoll. 
Beim Generieren eines Graphs sind Angaben zur Einbettung des Tochtergraphen 
notwendig3 • Einige bekannte Methoden für die Einbettung wurden in 2.2 vorge-
stellt, die vorliegende Arbeit orientiert sich an NCE Grammatiken. Zu diesem Zweck 
können zu den Knoten der rechten Seite einer Produktion zusätzlich Kontextknoten 
angegeben werden. Bei der Anwendung einer Produktion wird dann der Tocht-
ergraph durch Kanten mit Knoten des Restgraphen verbunden, deren Sorten den 
benachbarten Kontextknoten entsprechen (Abschnitt 4.2.2 geht näher auf die Pro-
blematik der Graphgenerierung ein). 
2 Attributed Neighbourhood Controlled Embedding Graph Grammar 
3Es ist im allgemeinen semantisch falsch, einfach jeden Knoten des Tochtergraphen mit jedem 
Nachbarn des expandierten Knotens zu verbinden. 
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Das Sorten alphabet E ist durch eine Partialordung <E strukturiert, die Sortenhier-
archie. 
Definition 5.1 Sei E eine Menge von Sorten und <E eine Partialordnung auf E. 
Dann ist <E eine Sortenhierarchie für E und für zwei Sorten SI, S2 E E ist SI eine 
Subsorte von 52, falls SI <E S2. 
Für eine ausgezei~hnete Sorte namens ANY E E gilt Vx E E : x <E ANY. 
Definition 5.2 (ANCEGG) 
Eine ANCEGG4 wird definiert als GG = (N,T,P,S,<E,L). Dabei ist N die nicht-
leere, endlich Menge der Nonterminalsymbole, T die nicht/eere, endlich Menge der 
Terminalsymbole, und SEN das Startsymbol, auch Axiom genannt . Sei V = Tu N. 
P ist die Menge der Produktionen. <E ist die oben definierte Partialordung auf E. 
L die Menge der Label, die zur Identifizierung der Knoten dienen. 
Definition 5.3 Eine Produktion pEP ist definiert als p = (a, ß, A, R, B). 
a steht für die linke Seite der Produktion und ist ein einzelner Knoten E N, ß für die 
rechte Seite der Produktion, einem Graph über V, genannt Spezifikation. Sei V(a) 
die ein-elementige Menge der Knoten der linken Seite, V(ß) die Menge der Knoten 
der Spezifikation. 
A = U A(x) ist eine endliche Menge von Attributen, wobei A(x) die Menge der Attri-
x 
bute eines x E V(a)UV(ß) ist. R ist die Menge der AttributsberechnungsvorschriJten, 
und B die der Anwendungsbedingungen. 
Ein r E R ist eine Funktion k +- !(l}'"" In), wobei k E A(x), x E V(a)) und 
li E A(y), y E V(ß) ist. Ist eine Funktion! nicht berechenbar, kann die Produktion 
nicht angewendet werden. 
Jedes bEB ist ein Prädikat, es ist definiert als P(l}, .. . ,In) -+ {true I false}, mit 
li E A(x), xE V(ß). Liefert ein b false, so kann diese Produktion nicht angewendet 
werden. 
Definition 5.4 Eine Spezifikation ß in einer Produktion p ist definiert als ß = 
(V, C, EN, Eü , u, e). 
V ist die Menge der Knoten = V(ß), C die der Kontextknoten. EN ist die Menge 
der NachbarschaJten, Eü die der Überlappungen. 
u : V U C -+ E ordnet jedem x E V U C eine Sorte zu. Die Bijektion e : V U C -+ L 
ordnet jedem xE VuC ein Label zu, mit x i= y {::} e(x) i= e(y) für alle x, y E vuC. 
Eine Pfadspezifikation sei definiert als (/0 , I}, ... , Im) mit 10 = e(v), v E V U C, 
li E L, 0 ~ m < 00. Eine Pfadspezifikation ist also der Label eines der Knoten des 
Graphen, gefolgt von einer (möglicherweise leeren) Sequenz beliebiger anderer Labels. 
Jedes Element von EN und Eü ist ein Paar von Pfadspezifikationen. 
(W_l Boden) = (W 2 Boden) 
:'7. I J -f:lllllllllililil:lllilllllll!l!il' m:::::m::::· :@7·dW2 . '::.'::::"'~ 
':8::;:;:;;;' 
,;':::;;:/ 
:7 
Nachbarschaft 
Überlappung 
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Abbildung 5.2: Zwei Featuredefinitionen, die zweite mit 'tiefer' Nachbarschaft und 
Überlappung 
Zu jeder Überlappung und Nachbarschaft wird durch die Pfadspezifikation angege-
ben, welche Komponenten eines Knoten sich überlappen bzw. benachbart sind, sie 
werden dabei durch die Label benannt. 
Um den Einsatz von Pfadspezifikationen zu illustrieren, zeigt Abb. 5.2 zwei Featu-
redefinitionen. Die beiden 'Winkel', die die 'Ecke' bilden, sind nur mit ihren Kno-
ten 'Seite' benachbart. Damit wäre EN = ((W_l Seite) (W_2 Seite)). Analog ist 
Eü = ((W_l Boden)(W -2 Boden)). 
Label werden also zur Darstellung von Überlappungen und 'tiefen' Nachbarschaf-
ten, aber auch in Anwendungsbedingungen und Attributsberechnungsvorschriften 
zur Identifizierung von Knoten verwendet. 
Beispiel einer ANCEGG 
Es soll eine Grammatik spezifiziert werden, die 'Rechtecke', 'Winkel', 'Rech-
teLWinkel' und 'Ecken' kennt. Ein Winkel besteht aus zwei benachbarten Recht-
ecken; eine Ecke setzt sich aus zwei 'Rechten_Winkeln' zusammen, von denen sich 
jeweils ein Rechteck überlappt, die bei den anderen Rechtecke sind benachbart. Die 
Grammatik hat drei Produktionen, für 'Winkel', 'RechteLWinkel' und 'Ecke'. Auf 
Attribute und deren Berechnung wird hier verzichtet. 
4Genaugenommen müßte es A I-NCE GG heißen, dajede Produktion nur einen Knoten auf ihrer 
linken Seite aufweist . 
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Winkel Recbtec_ Winkel Edte 
Abbildung 5.3: Die Elemente der Beispielgrammatik. 
Ecke 
Abbildung 5.4: Graph einer 'Ecke' und seine Struktur. 
Es ist N = {Winkel, Rechter_Winkel, Ecke}, V = {Rechteck}, Z = Eckes. Es sei 
Rechter_Winkel <E Winkel, jeder 'Rechte_Winkel' ist also auch ein 'Winkel'. 
1. Produktion: a = Winkel. A = 0. R = 0. B = 0. 
Die Spezifikation ß: V = {Xl, X2}, O'(XI) = Rechteck, 0'(X2) = Rechteck, 
L = {RAI, RA2}, ~(XI) = RAI, ~(X2) = RA2, EN = {((RAI), (RA2))}, 
Eü = 0. 
2. Produktion: a = Rechter _Winkel. A = 0. R = 0. 
B = {rechtwinklig(RAl, RA2)}. Die Spezifikation ß: V = {Xl, X2}, O'(xt} = 
Rechteck, 0'(X2) = Rechteck, L = {RAI, RA2}, ~(xd = RAI, ~(X2) = RA2, 
EN = {((RAI), (RA2))}, Eü = 0. 
3. Produktion: a = Ecke. R = 0. B = 0. A = 0. 
Die Spezifikation ß: V = {Xl, X2}, 'O'(xt} = Rechter_Winkel, 
0'(X2) = Rechter_Winkel, L = {Winkell, Winkel2}, ~(xd = Winkell, 
~(X2) = Winkel2, EN = {((Winkell RAI), (Winkel2 RAI))6}, Eü = 
{((Winkell RA2), (Winkel2 RA2))}. 
5Man beachte aber, daß eine Ecke alleine noch keinen geschlossenen geometrischen Körper 
beschreibt. 
6Ein Beispiel für eine 'tiefe' Nachbarschaft. 
Kapitel 6 
Integration von Taxonomien 
6.1 Motivation 
In 4.1 wurde auch auf eine wichtige Eigenschaft der Graph-Grammatik zur Feature-
Repräsentation hingewiesen: Die Zahl der Produktionen kann zwar sehr groß sein, 
andererseits sind aber viele der Produktionen ähnlich zueinander. Es erscheint wich-
tig, diese Eigenschaft auszunutzen, sei es zur Unterstützung bei der Entwicklung 
einer Grammatik, sei es zur Effizienzsteigerung von Programmen, die diese Gram-
matik verwenden. 
Im System GGD geschieht das durch automatische Einordnung der Featuredefini-
tionen in eine Hierarchie, die deren Ähnlichkeit aufzeigt. Die errechnete Hierarchie 
steht dem Wissensingenieur und anderen Programmen zur Verfügung. 
Im folgenden soll zunächst TAXON vorgestellt werden, dieses System wird in dieser 
Arbeit zur Entdeckung und Verwaltung von Ähnlichkeiten eingesetzt. Es wird dann 
gezeigt, warum es sinnvoll ist, Ähnlichkeiten auszuwerten, wie dieses bewerkstelligt 
wird, und welche Rolle TAXON dabei spielt. 
6.2 TAXON - Ein terminologisches Wissensre-
präsentationssystem 
TAXON ist ein System zur Repräsentation von terminologischem, d.h. begrifflichem 
Wissen. Es weist syntaktisch und semantisch Ähnlichkeiten mit KL-ONE auf, und 
steht somit in der Tradition semantischer Netze und Frames. 
Begriffliches Wissen läßt sich in Form von Rollen und Konzepten darstellen. Außer-
dem können Aussagen (Assertion) und deren Zusammenhang zum begrifflichen Wis-
sen repräsentiert werden. 
In TAXON ist diese Aufgabe in zwei Bereiche unterteilt: Die T-Box enthält das 
terminologische Wissen, die A-Box das Aussagewissen. 
In der T-Box werden die Begriffe erklärt, die die allgemeine Struktur der Welt 
beschreiben. Es gibt zwei Typen von Ausdrücken, die Konzepte und die Rollen. 
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Der zentrale Begriff ist das Konzept. Ein Konzept ist eine einstellige Relation, eine 
Beschreibung der Objekte der Welt. 
Beispiel: Konzepte wären 'Zylinder', 'Winkel', oder 'Nut'. 
Rollen sind zweistellige Relationen, die Beziehungen beschreiben, die zwischen den 
Objekten bestehen. 
Beispiel: Die Rolle 'Bestandteil-sein' setzt Konzept in Beziehung zu anderen, kom-
plexen Konzepten. 
Konzepte lassen sich in primitive und komplexe Konzepte unterscheiden. 
Mit primitiven Konzepten werden grundlegende Begriffe repräsentiert, die als nicht 
wei ter definierbar angenommen werden. 
Beispiel: 'Winkel', 'rechtwinklig'. 
Komplexe Konzepte werden aus primitiven bzw. bereits definierten Konzepten durch 
Kombination und Restriktion aufgebaut (mit Hilfe von Rollen und konzeptformen-
den Operatoren). Der T-Box-Formalismus wird daher auch als Konzeptbeschrei-
bungssprache bezeichnet. 
Beispiel: Ein 'Rechter-Winkel' ist ein 'rechtwinkliger' 'Winkel'. Ein 'Nutgrund' ist 
eine 'Langdrehfläche', der zu einer 'Nut' in der 'Bestandteil-sein'-Beziehung steht. 
Die so definierten Konzepte werden in eine Begriffshierarchie eingeordnet, genannt 
Taxonomie. Diese wird von TAXON berechnet und verwaltet . In dieser Hierarchie 
steht ein Konzept über dem anderen, wenn ein Konzept ein anderes subsumiert, es 
ist also eine Instanz des einen immer auch eine Instanz des anderen Konzepts. 
Beispiel: 'Nutgrund' wird von 'Langdrehßäche' subsumiert, jeder 'Nutgrund' ist per 
se auch eine 'Langdrehfläche' . 
Eine Ergänzung von TAXON gegenüber KL-ONE liegt in der Möglichkeit, konkrete 
Bereiche zu definieren. Prädikate können dann einen konkreten Bereich referenzieren 
und deren Objekte und Operatoren benutzen. In technischen Anwendungen ist es 
sinnvoll, auf diese Weise Zugriff auf reele Arithmetik zu haben. Bespielsweise lassen 
sich dann Radien vergleichen oder Abstände überprüfen. 
Beispiel: Jeder 'Kegel' habe zwei Radien 'Rad-I' und 'Rad-2'. Eine 'Kegel' ist genau 
dann ein 'Zylinder', wenn (= 'Rad-I' 'Rad-2') gilt. 
In der A-Box kann ein konkreter Zustand der Welt beschrieben werden. Mit Hilfe 
von Assertions (Zusicherungen) instantiiert man die in in der T-Box definierten Rol-
len und Konzepte. 
Es können Instanzen eines Konzepts definiert werden, d.h. es werden Objekte er-
zeugt, die durch dieses Konzept beschrieben werden. Es können aber auch Instanzen 
von Rollen definiert werden, diese setzten zwei Objekte bezüglich einer in der T-Box 
definierten Rolle in Verbindung. 
Beispiel: 'Teil-I' ist eine 'Nut' und 'Teil-2' eine 'Langdrehfläche'. 'Teil-2 ist 'Bestand-
teil' von 'Teil-I'. TAXON kann dann selber feststellen, daß 'Teil-2' ein 'Nutgrund' 
ist. 
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6.3 Taxonomien und Ähnlichkeiten von Features 
Im System GGD wird die Ähnlichkeit von Produktionen der Grammatik ausgenutzt. 
Informal gesagt, werden zwei Produktionen als ähnlich angesehen, wenn ihre rechten 
Seiten eine ähnliche Struktur haben, d.h. die Zahl und Sorten ihrer Knoten sind 
gleich oder ähnlich, die Kanten verbinden die Knoten zu ähnlichen Graphen, und die 
Bedingungen zur Anwendung sind ähnlich. 
Abbildung 6.1: Drei Graphen, A und B sind ähnlich zueinander, nicht jedoch C. 
Um den Begriff der Ähnlichkeit handhabbar zu machen, wird eine Partialordnung 
:SE auf den Produktionen definiert. 
Durch diese Ordnung läßt sich eine Hierarchie auf den Feature aufbauen, in der PI 
unter P2 steht, wenn Pt <E P2 gilt. Es ist kein spezielles TOP-Element I definiert, 
das größer als alle anderen Elemente ist. 
Wann ist nun eine Produktion eine Erweiterung einer anderen? Ziel der Definition 
war es, eine Relation zu finden, die der nicht näher definierbaren Einteilung <Experte 
durch einen Experten möglichst nahe kommt. 
Gesucht war eine Ordnung <E für die gilt: Pt <Experte P2 --+ Pt <E P2. Ideal, 
aber wohl nicht zu erreichen, wäre diese Ordnung, wenn gleichzeitig PI <E P2 --+ 
Pt <Experte P2 gelten würde. 
Es wurde demnach versucht, die Ordnung möglichst nahe an die Einschätzung durch 
den Experten zu approximieren, ohne Pt <Experte P2 --+ Pt <E P2 zu verletzen. 
Zwei wesentliche Merkmale einer Produktion sind der Graph, der durch die Spezifika-
tion kodiert wird, und die Menge der Bedingungen. Diese beiden Merkmale werden 
zur Definition der Ähnlichkeit herangezogen. 
Definition 6.1 Pt, P2 seien zwei Produktionen einer ANCEGG. Sei PI ::Sc P2 eine 
Parlialordnung auf den Graphen, die durch die Spezifikationen dieser Produktionen 
festgelegt sind. Sei Pt :Sc P2 eine Partialordnung auf den Bedingungen der Produk-
tionen. 
Für zwei Produktionen Pt, P2 E P geite Pt ::SE P2 genau dann, wenn Pt ::Sc P2 /\ Pt :Sc 
P2' Es sei Pt <E P2, gdw. Pt :SE P2/\ Jp2 :SE Pt). 
Es gibt zahlreiche Möglichkeiten, auf Graphen eine Partialordnung zu definieren, wie 
es durch :Sc geschehen soll. So könnte man einen Graphen als kleiner bezeichnen, 
wenn er ein Teilgraph eines anderen Graphen ist. Allerdings ist diese Relation für 
1 Wie 'THING' in KL-ONE. 
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Abbildung 6.2: Zwei einfache Graphen, für die U 5:G V gelten soll. 
unsere Zwecke zu restriktiv. Beispielsweise wären die bei den Graphen in Abb. 6.2 
nicht vergleichbar, weil im rechten Graphen die Kante zwischen 'A' und 'B' fehlt. 
Eine weitere naheliegende Möglichkeit der Definition der Relation 5:G ist der Test, 
ob sich der 'kleinere' Graph durch Zufügen von Kanten und Knoten zum 'größeren' 
Graphen erweitern lässt. Dazu soll der Begriff der Erweiterung definiert werden. 
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Abbildung 6.3: Verschiedene Erweiterungen von Graphen 
Definition 6.2 Ein Graph gilt als Erweiterung eines anderen, wenn er durch eine 
Folge dieser Operationen aus dem anderen Graph generiert werden könnte: 
1. Das Einfügen eines zusätzlichen Knotens mit einer Kante, die diesen mit dem 
Restgraph verbindet. Ein Sonderfall ist das Teilen einer bestehenden Kante 
durch einen neuen Knoten am Punkt der Teilung. 
2. Das Hinzufügen einer zusätzlichen Kante. 
Definition 6.3 Für Produktionen Pt , P2 E P gelte Pt 5:G P2 genau dann, wenn der 
Graph der rechten Seite von p2 eine Erweiterung des Graphen von pI darstellt. 
Durch diese Definition sind diejenigen Graphen vergleichbar, die unserer Einschät-
zung nach auch von einern Experten als ähnlich eingestuft würden. 
Abb. 6.4 zeigt ein Beispiel aus dem CIM-Bereich: Eine Hierarchie verschiedener 
Schultern für Drehteile. Links wird jeweils eine schematische Zeichnung der entspre-
chenden Schulter angegeben, rechts deren Darstellung als Graph. Shoulder-4 ist ein 
Beispiel für einen Graph, der eine Erweiterung mehrerer Graphen darstellt. 
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Abbildung 6.4: Eine Hierarchie von Graphen der Sorte 'Schulter'. 
Die Definition einer Partialordnung Cl ~c C2 auf den Bedingungen von Produktionen 
stellt ein Problem dar, für das in dieser Arbeit keine befriedigende Lösung gefunden 
werden konnte. Eine solche Ordnung wäre aber fast von gleichem Interesse wie die 
Ordnung über die Graphen der rechten Seiten. 
Bei zahlreichen Feature ist ein großer Teil des kodierten Wissens in den Bedingungen 
enthalten, während der Graph sehr einfach ist (z.B. aneinandergrenzende Rechtecke, 
die nur unter einem bestimmten Winkel und einer bestimmten Lage als Feature 
erkannt werden). Nutzt man die in den Bedingungen enthaltenen Informationen 
nicht, schränkt das den Nutzen einer Partialordung auf allen Feature ein. 
Manche Feature unterscheiden sich durch die Bedingungen, unter denen sie angewen-
det werden können (z.B. Dimensionen), weisen aber identische oder ähnliche Graphen 
auf. Ohne Betrachtung der Bedingungen ist nicht feststell bar , ob die Feature unter 
ähnlichen Bedingungen angewendet werden können. 
Möchte man aber Bedingungen für eine Partialordnung heranziehen, reicht es nicht, 
nur die Syntax deren zu vergleichen. Nötig wäre, die Bedingungen auch in ihrer 
Semantik zu analysieren und zu verstehen. Da für die Bedingungen allgemeine LISP-
Ausdrücke zugelassen sind, ist es i.allg. kaum entscheidbar, ob für zwei Bedingungen 
Cl! C2 : cl I- C2 gilt, ob also C2 durch Cl bedingt wird, oder ob sie widersprüchlich sind. 
Einfach realisierbar wäre ein Vergleich der verwendeten Attribute, etwa in der Form: 
PI ~c 1'2, wenn die Menge der in PI verwendeten Attribute eine Teilmenge der in 1'2 
verwendeten ist. Da aber diese Relation nicht sehr aussagekräftig ist, wurde auf ihre 
Verwendung verzichtet. 
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In dem Beispiel in Abb. 6.4 gehörten alle Produktionen nur einer Sorte an. Dies läßt 
sich im allgemeinen Fall aber nicht sagen. Auch Produktionen verschiedener Sorten 
können bezüglich der Relation ":;E vergleichbar sein. 
Beispielsweise könnten Schultern mit einer bestimmten Eigenschaft als Produktio-
nen der Sorte Complex-Shoulder definiert werden, in der Produktions-Taxonomie 
würden die dennoch als Erweiterung 'normaler' Schultern eingeordnet. 
Jedoch sind sorten übergreifende Abhängigkeiten nicht immer erwünscht. Es kann 
vorkommen, daß Produktionen unterschiedlicher Feature als ähnlich erkannt werden, 
ohne daß dies vom Benutzer erwünscht wäre. Das System, das die Partialordnung 
verwaltet sollte daher die Möglichkeit bieten, wahlweise nur die 'ähnlichen' Produk-
tionen der gleichen Sorte auszugeben. 
Noch besser wäre es, könnte der Benutzer bestimmte Beziehungen verbieten, also 
Disjunktionen einführen. Leider erlaubt dies TAXON in seiner aktuellen Version2 
nicht. 
6.3.1 TAXON im GGD 
Das Programm TAXON ist in die Graph-Grammatik-Entwicklungsumgebung GGD 
integriert worden. Es verwaltet dort eine Partialordnung der Produktionen. 
Jede neue oder geänderte Produktion wird in ein (komplexes) TAXON-Konzept 
umgesetzt3 , dieses Konzept wird dann an TAXON zur Klassifizierung übergeben. 
Allerdings erfolgt die Klassifizierung aus Implementierungsgründen nicht gemäß De-
finition 6.1 (siehe auch 8.4.3, Seite 57). 
Der Benutzer kann jederzeit die aktuelle Taxonomie abfragen. TAXON ist so ein-
gebunden, daß sich zu einer bestimmten Produktion alle größeren, kleineren oder 
äquivalenten Produktionen ermitteln lassen, wahlweise der gleichen oder einer belie-
bigen Sorte. 
6.3.2 Ähnlichkeiten aus der Sicht des Wissensingenieurs 
Die Benutzung von Taxonomien auf Features kommt dem Wissensingenieur, der die 
Aufgabe hat, eine Regelbasis zu entwerfen, bzw. zu verändern, in vielerlei Hinsicht 
zu Gute . 
• Die Benutzung von Taxonomien erleichtert die Eingabe von neuen Sorten und 
deren Produktionen. Bei einer Sorte mit zahlreichen ähnlichen Produktio-
nen ist es sinnvoll, mit den einfacheren Beschreibungen anzufangen, und diese 
dann schrittweise um kompliziertere Fälle zu ergänzen. Man erreicht so eine 
Beschleunigung der Eingabe und behält die Übersicht über bereits eingege-
bene Produktionen. TAXON dient dabei zur Kontrolle, ob neue Produktionen 
korrekt eingegeben und klassifiziert wurden. 
2 An der Implementierung von Disjunktionen in TAXON wird aber gearbeitet. 
3siehe auch B.3. 
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• Taxonomien sind ein starkes Werkzeug, um Mängel und Fehler der Regelbasis 
zu erkennen. Der Wissensingenieur kann leicht erkennen, wenn 
eine Produktion in ihrer Struktur äquivalent zu einer anderen ist. Der 
Verdacht liegt dann nahe, daß eine Produktion versehentlich zweimal ein-
gegeben wurde oder daß in der Regelbasis gleiche Produktionen für na-
mentlich verschiedene Sorten definiert wurden. 
eine Regel in eine Hierarchie eingeordnet wird, in der dieses nicht vor-
gesehen war. Wenn eine Produktion fälschlicherweise einer anderen Pro-
duktion über- oder untergeordnet wurde, liegt entweder ein Eingabefehler 
oder ein Fehler beim Entwurf der Regelbasis vor. 
eine Regel nicht wie erwünscht in eine Hierarchie eingeordnet wird. Auch 
hier kann z.B. ein Eingabefehler vorliegen . 
• Taxonomien können als Mittel der Strukturierung dienen. Gerade in größen 
Wissensbasen ist es schwierig, den Überblick über die bereits eingegebenen 
Produktionen zu behalten. Die Hierarchien, die durch TAXON berechnet und 
verwaltet werden, geben ein gutes Bild der Struktur der Wissensbasis. 
6.3.3 Ausnutzung von Taxonomien durch andere Pro-
gramme 
Die durch TAXON berechnete Hierarchie kommt nicht nur dem Wissensingenieur zu 
Gute, der eine Regelbasis eingibt oder bearbeitet. Für die meisten Programme, die 
auf Features in der im GGD verwendeten Form zugreifen, ist ein sinnvoller Einsatz 
der Hierarchien denkbar. 
Ein Beispiel wäre ein Parser, der, nachdem er dabei gescheitert ist, eine bestimmte 
Regel zu instanziieren, es mit einer einfacheren, aber ähnlichen Regel versucht4• 
Er kann selber entscheiden, ob diese einfachere Regel der gleichen Sorte angehören 
muß oder nicht . Bereits gewonnenes Wissen über die Struktur des Werkstücks kann 
dadurch möglicherweise erneut genutzt werden. 
Sinnvoll wäre die Hierarchie möglicherweise für ein Programm, das Werkstücke aus 
den Produktionen generiert. Es könnte die Ähnlichkeiten von Produktionen be-
nutzen, um Entscheidungen über auszuwählende Produktionen zu treffen und so 
möglichst einfache oder besonders komplizierte Werkstücke zu generieren. 
Auch in [JoCh 88] wird festgestellt, daß es sinnvoll ist, Features in eine Hierarchie 
einzuordnen, die auf deren Geometrie basiert. Als Hauptvorteil wird die Reduzierung 
der Zeit zur Erkennung eines Features genannt. Ein weiterer Vorteil sei die kompak-
tere Repräsentation, die sich aus der Vererbung von Eigenschaften einer Klasse an 
ihre Subklassen ergebe. 
4GraPaKL benutzt diese Möglichkeit bisher nicht, könnte sie aber in der Heuristik zur Auswahl 
von Patches benutzen. 
Kapitel 7 
Konzeption eines Systems zur 
Repräsentation und Entwicklung 
von Graph-Grammatiken 
7.1 Anforderungen und Konzept für das System 
GGD 
Das System GGD ist ein System zur Entwicklung und Verwaltung von attributierten 
Graph-Grammatiken. Das System ist maßgeschneidert für die Anforderungen, die 
sich für die Repräsentation von Features in CIM ergeben. 
Schnittstellen zu anderen Programmen und Funktionen zur Ein- und Ausgabe 
ermöglichen den Einsatz des GGD als eine Komponente eines CIM-Systems. Ins-
besondere dient es als Wissensbasis für Experten und Programme zur Generierung 
und Analyse von Werkstücken. 
Im einzelnen gab es für die Entwicklung des GGD folgende Anforderungen: 
• Repräsentation einer Graph-Grammatik (GG). Dabei ist diese GG spezialisiert 
für Features in CAD /CAM, d.h. die besonderen Eigenschaften von Features 
werden berücksichtigt. 
• Bereitstellung einer Entwicklungsumgebung für Graph-Grammatiken. Diese 
unterstützt einen Wissensingineurs bei der Entwicklung einer Regelbasis, also 
einer Menge von Produktionen. Diese Unterstützung besteht u.A. aus Tests 
zur Konsistenz der Regelbasis und aus der Einbindung von Tools wie TAXON. 
• Eine graphische Benutzeroberfläche, um Feature in einfacher Weise eingeben 
zu können. 
• Effiziente Speicherung und Verarbeitung der Informationen, bezogen auf Spei-
cherplatz und Zugriffszeit. Gleichzeitig soll die Repräsentation so einfach sein, 
daß spätere Wartungsarbeiten am Programm nicht ausgeschlossen sind. 
• Eingabe und Ausgabe der Regelbasis im FEAT-REP Dateiformat. 
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• Unterstützung des Graph Parsers GraPaKL und anderen Programmen. 
Generator 
1 
GGD - Entwicklung und Repräsentation 
von Feature Grammatiken 
.... --+-{( FeaIUl'e-Definilionen ) 
( Wet1<stueckdaten ).....--..... Parser ~( Features ~ r Planungskomponente 
~ 
Abbildung 7.1: Einbettung des Systems GGD 
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Das Datenflußdiagramm in Abb. 7.1 zeigt schematisch, wie die Umgebung des 
GGD aussehen kann. Ein Generator kann unter Zugriff auf die Featuredefinitionen 
Werkstücke generieren. Ein Parser benutzt die Featuredefinitionen, um aus den geo-
metrischen Daten eines Werkstücks eine Beschreibung durch Features zu gewinnen. 
Die untere Zeile in Abb. 7.1 (der Transformation der Werkstückdaten in einen Ar-
beitsplan) wird derzeit als ein integriertes System, PIM1 [BKL 91c], implementiert. 
Der verwendete Parser ist das Programm 'GraPaKL' [Mau 92], als Planungskompo-
nente dient 'Skippy' [Bec 91]. 
7.2 Komponenten des GGD 
Der GGD selber setzt sich aus verschiedenen Komponenten zusammen, die jeweils 
bestimmte Aufgaben übernehmen. Der gen aue Aufbau ist 8.1 zu entnehmen, an 
dieser Stelle soll nur ein grober Überblick gegeben werden, welche Komponenten 
vorhanden sein sollten. 
Die Aufgaben der in Abb. 7.2 angegebenen Komponenten können wie folgt charak-
terisiert werden: 
Visualisierung: Eine graphische Oberfläche, die dem Benutzer in einfacher Weise 
erlaubt, Graphen einzugeben, anzusehen, und zu verändern. Ein Editor zur 
Eingabe von Constraints ist Bestandteil dieser Komponente. Durch entspre-
chende Menüs können die meisten Funktionen der anderen Komponenten auf-
gerufen werden. Ziel war es, dem Benutzer die Entwicklung von Graph-
Grammatiken möglichst einfach zu machen. GGD sollte aber auch ohne diese 
graphische Oberfläche benutzt werden können (beispielsweise wenn ein Dritt-
programm auf den GGD zugreifen will). 
1 Planning In Manufacturing 
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Abbildung 7.2: Aufbau des Systems GGD 
Repräsentation: Die Komponente, in der das gesamte Wissen repräsentiert wird. 
Die Funktionen zum Zugriff und zur Modifikation der Regelbasis bilden einen 
wesentlichen Bestandteil. Eingebettet in diese Komponente ist das Wissens-
repräsentationssytem TAXON. 
Konsistenz-Tests: Unerlässlich bei der Entwicklung einer Graph-Grammatik ist 
die Möglichkeit, immer wieder Konsistenztests durchführen zu können. Die 
Konsistenz einzelner Produktionen wird, soweit möglich, zum Definitionszeit-
punkt getestet, der Konsistenztest für die gesamte Regelbasis kann jederzeit 
aufgerufen werden. Für eine Übersicht über die einzelnen Tests siehe 7.5.1 und 
7.5.2. 
FEAT-REP Interface: FEAT-REP ist nach [BKL gIb] das Dateiformat, in dem 
alle Informationen und Daten der Features festgehalten werden. GGD ist in 
der Lage, Dateien dieses Formats zu erzeugen und zu lesen. 
GraPaKL-Compiler: Der Graph-Parser GraPaKL verlangt die Definition ei-
ner Grammatik in einer speziellen Syntax. GGD übersetzt die in der 
Repräsentation-Komponente gespeicherten Informationen in Dateien, die von 
GraPaKL verarbeitet werden können. 
7.3 Sorten, Produktionen und Hierarchien 
7.3.1 Sorten 
Der Begriff der Sorte wurde in Kapitel 5 eingeführt. Der Name einer Sorte dient zu 
ihrer Identifizierung, er muß daher eindeutig sein. 
Wie in 4.1 erklärt, werden die Feature nach ihrer Art und ihrer Anwendung un-
terschieden. Diese Angaben werden zusammen mit der Sorte verwaltet2 . 
2 Art und Anwendung einer Produktion bestimmt sich somit aus der Sorte der Produktion. 
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Auf den Sorten ist eine Partialordnung, die Sortenhierarchie definiert. Der Benutzer 
soll die Möglichkeit haben, zu jeder Sorte Supersorten anzugeben. Durch Angabe 
von Superklassen läßt sich eine isa-Hierarchie aufbauen, wie man sie aus der objek-
torientierten Wissensrepräsenation kennt. Jede Sorte entspricht dabei einer Klasse. 
Jede Instanz (Produktion) einer Sorte ist gleichzeitig auch Instanz ihrer Supersorten. 
7.3.2 Produktionen 
Jede Produktion definiert genau ein Feature, Feature können nur durch Produktionen 
definiert werden. Eine Produktion, und damit das entsprechende Feature erhält einen 
eindeutigen, identifizierenden Namen. Jede Produktion gehört einer der Sorten an. 
Die Sorte einer Produktion bestimmt sich aus der Sorte des Knotens, der die linke 
Seite der Produktion bildet. GGD sollte erlauben, die Sorte einer Produktion zu 
ändern. 
Jede Produktion kann mit einem Symbol als Ordnungswert versehen werden. 
GGD verwaltet außerdem eine Ordnung auf diesen Symbolen. Es besteht somit 
die Möglichkeit, eine Partialordung auf den Produktionen für eine benutzerdefinierte 
Heuristik anzugeben. Diese kann von anderen Programmen (wie einem Parser) ver-
wendet werden. 
Eine Produktion definiert die topologische Struktur eines Features. Die rechte Seite 
einer Produktion besteht aus (einem oder mehr) Knoten, die durch N achbarschaften 
und Überlappungen verbunden sind. Dieser Graph muß zusammenhängend ist. 
Zusätzlich können Kontextknoten definiert werden, die zu den regulären Knoten 
benachbart sind. Diese dienen zur Spezifizierung der Einbettung bei der Generierung 
eines Graphen. 
Jeder Knoten der rechten Seite eines Graphen verfügt über zumindest zwei Attribute, 
einer Sorte und einer Nummer. Außerdem kann optional ein Label gesetzt werden. 
Die Sorte eines Knotens muß einer der definierten Sorten entsprechen, kann aber 
der Sorte der Produktion entsprechen. Eine Produktion kann in ihrer rechten Seite 
mehrere Knoten der gleichen Sorte enthalten. 
Eindeutig identifiziert wird jeder Knoten der rechten Seite einer Produktion durch 
die Nummer. Die Knoten werden durchgehend von 1 bis n (bei n Knoten) nume-
riert. Dadurch erhält man eine totale Ordnung auf den Knoten. Diese wird z.B. vom 
Graph-Parser GraPaKL verwendet, um die Reihenfolge der zu suchenden Knoten zu 
bestimmen. Die Numerierung der Knoten kann vom Benutzer geändert werden. 
Der optionale Label erfüllt zwei Funktionen: Zum Ersten kann er als Beschreibung 
seiner Funktion innerhalb der Produktion dienen (Beispiel: Flanke, Oberteil). Zum 
Zweiten dient er als Referenz, wenn in anderen Produktionen auf Knoten der Pro-
duktion zugegriffen werden soll (z.B. durch Überlappungen). Die Knoten-Nummern 
können hier nicht verwendet werden, da dann eine Änderung dieser Nummern mögli-
cherweise aufwendige Modifikationen anderer Produktionen bedeuten würden. 
Je zwei Knoten der rechten Seite eines Graphen können durch eine Überlappung 
oder eine Nachbarschaft miteinander verbunden sein. 
Nachbarschaften können auch tief spezifiziert werden, um zu erreichen, daß be-
stimmte Teile der in den Knoten benannten Features benachbart sind. Dazu werden 
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die Label des betroffenen Knoten angegeben. 
Analog zu den tiefen N achbarschaften spezifizeren bei Überlappungen Label die sich 
überlappenden Flächen. 
Die bloße Definition der Topologie eines Feature ist im allgemeinen nicht ausrei-
chend. Zusätzlich müssen Attribute berechnet und Zusicherungen überprüft werden. 
Für diesen Zweck lassen sich zu jeder Produktion Attributsberechnungsvorschriften 
und Bedingungen angeben, die im folgenden unter dem Begriff Constraints zusam-
mengefaßt werden sollen. 
Jede neue oder geänderte Produktion wird klassifiziert (siehe 6.3) . Zu diesem Zweck 
wird sie in ein TAXON-Konzept umgesetzt, und von TAXON in die von diesem 
Programm verwaltete Hierarchie eingeordnet. 
7.3.3 Hierarchien 
Die relativ große Zahl unterschiedlicher Hierarchien mag verwirren. Es soll daher 
klargestellt werden, welche Hierachien verwaltet werden und wozu sie eingesetzt wer-
den können. 
(Sorte-B }---__________ _ 
Regel-2 
---------------------
, 
" J , --
'..j Regel-5 1----.) 
---+ isa 
--+ Instanz_von 
----. erweitert_durch 
('-~ Partialordnung 
Abbildung 7.3: Durch GGD verwaltete Hierachien 
1. Die Sorten sind in eine isa-Hierarchie eingeordnet, d.h. eine Sorte kann Sub-
und Supersorten haben. Hier entsprechen Sorten den Klassen der objektorien-
tierter Wissensrepräsentation. 
2. Jede Produktion ist eine Instanz einer Sorte. Jede Produktion ist außerdem 
Instanz der Supersorten ihrer Sorte. 
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3. TAXON ordnet alle Produktionen entsprechend ihrer Ähnlichkeit zueinander 
in eine Hierarchie ein. In dieser Hierarchie wird eine Produktion einer anderen 
untergeordnet, wenn sie eine Erweiterung darstellt (siehe Kapitel 4). 
4. Durch die Angabe eines Ordnungswertes läßt sich eine zusätzliche Partialord-
nung definieren. 
Abb. 7.3 zeigt ein Beispiel, wie das Geflecht der Hierarchien aussehen könnte. Man 
beachte, daß die durch die Ähnlichkeit und den Benutzer definierten Ordnungen auch 
sortenübergreifend gelten. 
7.4 Das Attributkonzept 
--
Ein Konzept zur Verwaltung der Attribute und Label scheint erforderlich. Durch ein 
solches Konzept lassen sich verschiedene systemantische Fehler erkennen (z.B. Label 
und Attribute gleichen Namens, Label mit nicht eindeutiger Sorte). Zudem erfordert 
die Subsortenhierarchie ein Konzept zur Vererbung von Label und Attributen. 
Im Gegensatz zur Grammatikdefinition in 5 ist im folgenden nicht nur der Name 
eines Labels von Interesse. Innerhalb einer Sorte und in Sortenhierarchien darf jedes 
Label nur Knoten einer bestimmter Sorte bezeichnen. 
Attribute werden durch Attribut-Zuweisungen in den Constraints einer Produktion 
definiert und berechnet. Knoten der rechten Seite eines Graphen können mit Label 
versehen werden, die Label werden so in ihrer Sorte festgelegt. Label werden auch 
durch Rollenzuweisung (role-assignment, siehe A.2.3) eingeführt. 
7.4.1 Label und Attribute in Produktionen 
Jedes Label kann als Tupel (Name, Sorte) aufgefasst werden. Sei LName der Name, 
LSorte die Sorte eines Labels L. Für je zwei Label Lx, Ly einer Produktion mit 
Lx =f Ly muß dann LXNcame =f LYNcame gelten. Die Namen der Label müssen also 
paarweise verschieden sein. 
Ein Attribut hat zwar bei der Verwendung der Features einen Wert, da aber der Wert 
nicht typgebunden ist, spielt er für diese Überlegungen keine Rolle. Ein Attribut sei 
daher einfach ein Name. 
Sei A die Menge der Attribute, C die Menge der Label einer Produktion. Sei CName 
die Menge der Namen der Label in C. Dann muß An CName = 0 gelten, kein Name 
darf also sowohl für ein Attribut wie für ein Label vergeben sein. 
7.4.2 Label und Attribute in Sorten 
Für zwei Produktionen Sund R der gleichen Sorte muß gelten: Für zwei Label 
Ls E Cs und LR E CR gilt: 
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Label gleichen Namens müssen also in jeder Produktion auch die gleiche Sorte haben. 
Sei A' die Vereinigung der A aller Produktionen dieser Sorte. Sei C die Vereinigung 
der! aller Produktionen dieser Sorte. 'Dann muß A' n !~ame = 0 gelten. Der 
Name eines Labels in einer Produktion darf also nicht in einer anderen Produktion 
ein Attribut bezeichnen, und umgekehrt. 
7.4.3 Vererbung von Label und Attributen bei Subsorten-
beziehungen 
In Subsortenbeziehungen gilt das in der objektorientierten Wissenrepräsenation übli-
che Verfahren: Jede Subklasse erbt alle Attribute aller ihrer Superklassen. Entspre-
chend gilt hier: Jede Subsorte erbt alle Attribute und Label ihrer Supersorten. 
Erbt eine Klasse von zwei Superklassen, kann es zu Vererbungskonflikten kommen. 
Bei der Repräsentation von Features sind diese Konflikte möglich: 
1. Ein Attribut einer der Supersorte ist ein Name eines Label der Sorte oder einer 
anderen Supersorte. 
2. Der Name eines Label einer der Superklassen ist ein Attribut der Sorte oder 
einer anderen Supersorte. 
3. Label gleichen Namens der Sorte und der Supersorten haben unterschiedliche 
Sorten. 
Im GG D werden Vererbungskonflikte als Fehler betrachtet, und erfordern eine Mo-
difikation der Wissensbasis. Es sind also keine Mehrfachvererbungen zugelassen. 
Dieser strenge Ansatz schränkt den Wissensingenieur ein, insbesondere durch die 
sortengebundenen Label. Andererseits erhält man eine konsistente Regelbasis, in 
der etliche subtile Fehler (z.B. durch Zugriff auf Label, deren Sorte nicht der erwar-
teten entspricht) nicht auftreten können. 
7.5 Konsistenztests 
7.5.1 Konsistenztests auf Produktionen 
Sobald eine Produktion in der Repräsentation-Komponente gespeichert werden soll, 
werden einige Konsistenztests durchgeführt. Es handelt sich jeweils um lokale Tests, 
die ohne Kenntnis anderer Produktionen durchgeführt werden können. Zunächst 
wird die Syntax der Definition getestet, dann die Semantik. Die meisten Syntax-
Tests können nicht fehlschlagen, wenn die graphische Benutzeroberfläche benutzt 
wird. 
Folgende Bedingungen zur Semantik werden getestet: 
• Jeder Label eines Knoten darf nur maximal einmal verwendet werden. 
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• workpiece darf nicht als Sorte eines Knotens der rechten Seite einer Produktion 
verwendet werden. 
• Jeder in den Kanten oder Überlappungen referenzierte Knoten und Knoten-
Label muß auch tatsächlich vorhanden sein. 
• Die bei den Enden einer Kante oder Überlappung müssen verschieden sein. 
• Die rechte Seite einer Produktion muß zusammenhängend sein, sowohl mit als 
auch ohne Berücksichtigung der Kontextknoten. 
• Die Knoten müssen von 1 bis n numeriert sein (bei n Knoten). Die Nume-
rierung muß einer GraPaKL-spezischen Bedingung genügen, nach der jeder 
Knoten (außer demjenigen mit Nummer 1) zu mindestens einem Knoten mit 
einer kleineren Nummer durch eine Kante verbunden sein muß. 
7.5.2 Konsistenztests auf der Regelbasis 
Der Benutzer kann selbst den Zeitpunkt bestimmen, an dem die Konsistenz der 
gesamten Regelbasis getestet werden soll. Vor dem Speichern als GraPaKL-Datei 
sollte dieser Test unbedingt ausgeführt werden. 
Getestet wird, ob die Regelbasis konsistent und wohlgeformt (siehe 2.3) ist. Wer-
den hier Fehler gefunden, ist die Regelbasis nicht zum Parsen oder Generieren von 
Werkstückdaten geeignet. 
Die folgenden Test werden durchgeführt: 
• Gibt es Zyklen in den Sub- bzw. Supersortenbeziehungen? 
• Sind alle zu einer Sorte angegebenen Supersorten tatsächlich definiert? 
• Gibt es ein Startsymbol? 
• Enthält die Regelmenge sinnlose Symbole? 
• Enthält die Regelmenge unerreichbare Symbole? 
• Ist die Syntax der Constraints korrekt? 
• Sind referenzierte Label definiert worden? 
• Gibt es Fehler bezüglich des in 7.4 definierten Attributkonzeptes? 
Es wird nicht getestet, ob eine Regelmenge 'Einzelproduktionen' (siehe 2.3) enthält, 
denn diese können in unserer Anwendung durchaus vorkommen (z.B. kann eine Lang-
drehfläche durch einen Zylindermantel definiert werden). Dennoch sollte ein Parser 
immer terminieren, da zirkuläre Definitionen für uns semantisch nicht sinnvoll sind. 
Kapitel 8 
Implementierung des Systems 
GGD 
8.1 Module und Struktur des GGD 
Das System GGD ist modular aufgebaut, die Funktionen für eine bestimmte Funktion 
finden sich in jeweils einem bestimmten Modul. Jedes Modul entspricht einer Datei 
der Implementierung. Abb. 8.1 zeigt die Modulel und den Kontroll- und Datenfluß 
zwischen den Modulen. 
Die einzelnen Module haben die folgende Aufgabe: 
Check Durchführung der Konsistenztests. 
Constraint-Editor Ein Editor, in dem die Contraints, also Bedingungen und At-
tributsberechnungsvorschriften eingegeben werden können. 
Dags Verwaltung der DAGs (siehe 8.3). 
Feat-Rep Ein- und Ausgabe von Dateien im Feat-Rep-Format. 
GrPaKL-Output Compilierung der Datenbasis für den Graph-Parser GraPaKL. 
Initialize Initialisierung der DAGs und einiger gloabler Variablen bei Arbeitsbeginn 
oder zur Löschung der Datenbasis. 
Interface-V -R Die Schnittstelle zwischen der Repräsentations- und Visualisie-
rungskomponente des GGD. 
Loader Systemfunktionen zum Einlesen der anderen Module. 
Macros Einige allgemeine Zugriffsmacros, die die Verwendung des Programms ohne 
Grafikoberfläche erleichtern. 
Rules Repräsentation der Regeln (Produktionen), Funktionen zum Zugriff und zur 
Manipulation der Regeln. 
Rule-Editor Verwaltung der Fenster, in denen die Struktur (Knoten und Kanten) 
einer Produktion eingegeben werden kann. Außerdem Funktionen zur Steue-
rung des Systems (Datei verwaltung etc.) 
1 Die Kästchen mit den abgerundeten Ecken. 
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Abbildung 8.1: Die Module des GGD und der Daten- und Kontrollfluß. 
Sorts Repräsentation der Sorten. 
Startup Start und Initialierung der graphischen Oberfläche. 
Taxon Die Einbindung des Systems TAXON. 
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Terminals Ein Teil der Sorten sind Terminalsymbole. Sie werden in diesem Modul 
eigens verwaltet. 
8.2 Die graphische Benutzerschnittstelle 
Die graphische Benutzerschnittstelleerlaubt, alle Sorten und Produktionen im Dialog 
mit dem System interaktiv eingeben und manipulieren zu können. Die Bedienung 
orientiert sich an anderen Programmen mit graphischer Oberfläche. 
Für die Eingabe von Produktionen und Constraints stehen spezielle, maßgeschnei-
derte Editoren zur Verfügung. Dialoge und Fenster erlauben die Ein- und Ausgabe 
von Texten. Alle Eingaben können durch Benutzung der Maus erfolgen, nur Texte 
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(wie dem System nicht bekannte Namen) müssen über die Tastatur eingegeben wer-
den. 
Für alle Operationen (wie 'Erzeugen einer Produktion', oder' Abspeichern einer Da-
tei') stehen Menüs zur Verfügung. Durch Anwahl eines Objektes (wie einer Pro-
duktion oder eines Knotens) lassen sich Menüs öffnen, die die für dieses Objekt zur 
Verfügung stehenden Operationen zur Auswahl anbieten. 
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Abbildung 8.2: Die graphische Benutzeroberfläche des GGD 
8.3 Datenstrukturen 
" 
Zentrale Datenstruktur im GGD sind gerichtete zusammenhängende azyklische Gra-
phen (Directed Acyclic Graphs, DAG's). Alle Informationen im GGD werden durch 
DAG's repräsentiert, auch die Daten der in der Visualisierungs-Komponente darge-
stellten Objekte. 
Formal betrachtet, können DAG's durch die folgende Definition beschrieben werden: 
• Ein DAG ist ein gerichteter Graph <1> bestehend aus einer Menge V, den [(noten 
von <1>, und einer Menge E von geordneten Paaren [ x, 'IjJ ] mit X, 'IjJ E V, den 
Kanten von <1>. 
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• Zwei Knoten x, 1/J E V heißen direkt verbunden, wenn [ x, 1/J] E E oder [ 1/J, X 
] E E gilt . 
• Ein DAG ist zusammenhängend, d.h. für je zwei Knoten X, 1/J E V gibt es eine 
Menge {Xo, Xl,···, Xn}, wobei Xi mit Xi-l ('V i E {O, ... , n -I}), X mit Xo und 
1/J mit Xn direkt verbunden sind . 
• Ein DAG ist azyklisch, d.h. er enthält keine Kantenfolge der Form [X, XO], ... , 
[Xn, X]· 
Eine übliche Notation für DAG's sind Matrizen von Attribut-Werte Paaren. Die 
Attribute sind markierte Kanten und die Werte sind Knoten eines DAG's. 
Ein Beispiel aus dem GGD ist die Repräsentation eines Knotens einer Produktion: 
Nummer 12 
Name Bottom 
Sorte RSC 
Innerhalb eines DAG's ist eine Schachtelung möglich, das heißt ein Wert eines At-
tributs in einem DAG kann wieder ein DAG sein. 
Als Beispiel diene die Darstellung einer Produktion im GGD: 
Name Left-Shoulder-21 
Sorte Left-Shoulder 
Supersorte Shoulder 
Order 4711 
Nummer 12 
Node-l Name Bottom 
Sorte RSC 
Knoten 
Nummer 13 
Node-2 Name Top 
Sorte RSCJ 
Eine aus der Rekursion der DAG's resultierende Notation sind Pfade. Ein Pfad 
ist eine (endliche) Sequenz von Attributen und beschreibt einen (partiellen) Weg in 
einem DAG. 
Der Pfad, um im Beispiel auf die Sorte des zweiten Knotens zuzugreifen, würde 
(Knoten Node-2 Sorte) lauten, und 'RSCJ' zurückliefern. 
8.4 Eingabe von Sorten, Produktionen und Hier-
archien 
Das im GGD repräsentierte Wissen setzt sich aus Sorten, Produktionen, sowie Hier-
archien über Sorten und Produktionen zusammen. Dieser Abschnitt soll zeigen, wie 
die Eingabe dieses Wissens in das System GGD implementiert ist. 
8.4.1 Sorten 
Die Sorten müssen explizit vom Benutzer des GGD definiert werden. Produktionen 
können nur dann einer Sorte zugeordnet werden, wenn diese bereits definiert wurde. 
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Die Attribute 'Art' und 'Anwendung' einer Sorte werden durch den Benutzer des 
Programms festgelegt. Diese Angaben werden im GGD repräsentiert, bisher aber 
nicht weiter ausgewertet. 
Zu jeder Sorte können ihre Supersorten (auch mehr als eine) angegeben werden. 
Zyklische Subsortenbeziehungen sind aber nicht erlaubt. Diese Sortenhierarchie wird 
aktiv verwaltet, d.h. das System verhindert zyklische Beziehungen und die Angabe 
nicht vorhandener Sorten, und überwacht die Vererbung von Attributen (Zum Ver-
erbungskonzept siehe 7.4.). 
Eingegeben werden die Sorten in einem Dialog, der die oben genannten Werte ab-
fragt. Bei der Eingabe von 'Name' und 'Art' wird sofort überprüft, ob es sich um 
erlaubte Werte handelt (z.B. kein bereits definierter Name). 
Eine Sonderstellung nehmen atomare Features (Terminale) ein, die vordefiniert sind 
und daher nicht vom Benutzer eingegeben werden müssen. 
Beispiel einer Sorte: Eine Linke-Schulter ist ein geometrisches (Art) Feature, das 
durch Drehen (Anwendung) hergestellt wird. Seine Supersorte ist Schulter. 
8.4.2 Produktionen 
GGD erlaubt, Produktionen (Regeln) zu erstellen und zu löschen. Zu jeder Produk-
tion können ihre Sorte, ein Ordnungswert sowie ein Dokumentationsstring angegeben 
werden. Die Definition ähnlicher Produktionen wird unterstützt. 
Knoten, Nachbarschaften und Überlappungen können gesetzt und entfernt werden. 
Kontextknoten werden analog zu regulären Knoten repräsentiert, in der graphischen 
Oberfläche allerdings gesondert dargestellt2 • 
Constraints werden in einem speziellen Editor eingegeben, der für jede Produktion 
zur Verfügung steht. Attribute einer Regel werden implizit definiert, in dem ihnen 
in den Constraints ein Wert zugewiesen wird. Auch werden Label durch ihre Ver-
wendung in einem Knoten definiert, der Benutzer muß sie nicht zusätzlich angeben3 . 
( 'on ... traint-Editor !"ur 'lIt-1 
(= (' 2 radius) (' 1 radius» 
(:- radius (' top radius» 
Ueberlappma 
Nacbbanchaft 
:\ ut-I 
Abbildung 8.3: Produktion im GGD 
2In 4,2.2 wurde gefordert, daß in einem Kontextknoten eine Liste von Sorten angegeben werden 
kann. In der aktuellen Implementierung kann aber nur eine Sorte spezifiziert werden. 
3Ein Unterschied zur GraPaKL-Grammatik, dort müssen alle verwendeten Attribute und Label 
explizit definiert werden . 
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Abb. 8.3 zeigt die Darstellung einer typischen Produktion wie sie auf der interaktiven 
Graphikoberfläche des GGD dargestellt wird. Es handelt sich um eine Nut, die durch 
zwei Schultern und einer Langdrehfläche beschrieben wird. Nicht sichtbar ist hier 
die Angabe der sich überlappenden Flächen der Schultern. 
In der Sicht der objektorientierten Wissensrepräsentation bilden die Produktionen 
die Instanzen ihrer Sorten. Damit ist dann jede Produktion einer Subklasse im-
mer auch eine Instanz jeder ihrer Superklassen und, durch die Transitivität dieser 
Beziehung, auch derer Superklassen. 
8.4.3 Die Verwendung von TAXON 
Definition der verwendeten Partialordnung 
Die Partialordnung $.E ist nicht so implementiert, wie sie in Definition 6.1 in 6.3 
spezifiziert wurde. Tatsächlich lautet die Definition: 
Definition 8.1 PI, P2 seien zwei Produktionen einer ANCEGG. 
ßI = (VI,CI,ENI,EÜl'O'I,ed und ß2 = (~,C2,EN2,Eü2'0'2,6) seien die Spe-
zifikationen dieser Produktionen. Seien IENd, IEN2 1, IEül1, IEü2 1 die Kardina-
litäten der Mengen E NI , E N2 , E ÜI ' E Ü2 ' Sei H SI = {yly E Vi,O'(Y) = s}, 
H Sl = {y Iy E ~,O'(Y) = s}. Entsprechend sind 1H.'11 und IHa2 1 die Kardinalitäten 
dieser Mengen. 
Sei PI 5:E' P2 eine Partialordnung auf den Graphen, die durch die Spezifikationen 
dieser Produktionen festgelegt sind. 
Es gilt PI 5:E' P2 genau dann, wenn IENII 5: IEN2 1/\ IEül l5: IEü2 1/\ Vs E (Vi U~): 
IHal l5: IH8l l· 
Attribute und Constraints finden aus den in 6.3 genannten Gründen keine Berück-
sichtigung. Kontextknoten werden ebenfalls nicht einbezogen. 
Für den Vergleich dieser Definition des 5:E' mit der Definition von 5:G (Definition 
6.1) gilt: Aus Pt 5:G P2 folgt PI $.E' P2. 
Die Entscheidung für diese Relation fiel aus zwei Gründen . 
• Sie ist formal einfacher und klarer, für 5:G konnte nur eine algorithmische 
Definition gefunden werden. Sie ist auch durch TAXON effizient auswertbar. 
Die Berechnung der Relation $.G ist aufwendig, zudem wäre sie in dieser Form 
nicht für TAXON geeignet gewesen . 
• Die Zahl der gefundenen Ähnlichkeiten vergrößert gegenüber der ursprüngli-
chen Relation, was uns zumindest in der Erprobungsphase des Systems hilfrei-
cher als eine restriktivere Relation erschien. 
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Die Einbindung von TAXON in den GGD 
Jede Produktion wird durch TAXON klassifiziert. TAXON berechnet entsprechend 
der oben angegebenen Definition von ~E' eine Hierarchie der Ähnlichkeiten. 
Eine Produktion wird umgesetzt in ein komplexes Konzept. Dieses Konzept besteht 
aus einer Konjunktion von Prädikaten, jeweils eines für jede in der rechten Seite der 
Produktion auftauchende Sorte, außerdem für die Nachbarschaften und die Über-
lappungen. Jedes der Prädikate ist so definiert, daß es genau dann wahr ist, wenn 
eine Produktion gleichviele oder mehr der jeweiligen Elemente enthält. TAXON ist 
in der Lage, diese Prädiakte zu vergleichen und so die erwünschte Ordung über die 
Produktionen zu berechnen. 
Beispiel: 
LONGTURN H PLANEFACE LONGTURN H PLANEFACE H LONGTURN 
Abbildung 8.4: Zwei einfache rechte Seiten von Produktionen. 
Eine Produktion, deren rechte Seite aus einem 'Planeface' , einer 'Longturn' und einer 
Kante besteht (Abb. 8.4 links), würde umgesetzt zu 
(AND (F-O OVERLAPS-SORT) 
(F-l EDGES-SORT) 
(F-l PLANEFACE-SORT) 
(F-l LONGTURN-SORT» 
Eine Produktion, deren rechte Seite aus einem 'Planeface' , zwei 'Longturn' und zwei 
Kanten besteht (Abb. 8.4 rechts), würde umgesetzt zu 
(AND (F-O OVERLAPS-SORT) 
(F-2 EDGES-SORT) 
(F-l PLANEFACE-SORT) 
(F-2 LONGTURN-SORT» 
In TAXON subsumiert dieses Konzept das oben angegebene. 
8.5 Implementierung der Konsistenztests 
Die Implementierung der in 7.5.1 beschriebenen Tests bereitete keine größeren Pro-
bleme. Die Test werden in der dort eingehaltenen Reihenfolge durchgeführt. 
Bei einem Fehler bricht die Testroutine ab und teilt dem Benutzer den gefundenen 
Fehler mit. Gespeichert wird die Produktion erst, wenn kein Fehler gefunden wird. 
Der Test der Regelbasis wird in vier Durchgängen durchgeführt. In jedem Durchgang 
wird eine Reihe von logisch zueinandergehörigen Tests durchgeführt. 
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1. Durchgang Es werden zwei Tests durchgeführt: 
• Gibt es Zyklen in den Sub- bzw. Supersortenbeziehungen? Beispiel: 
SorteA ist Subsorte von SorteB, gleichzeitig ist SorteB Subsorte von 
SorteA' 
• Sind alle zu einer Sorte angegebenen Supersorten tatsächlich definiert? 
Dieser Test muß für die Subsorten einer Sorte nicht durchgeführt werden, 
da diese nicht explizit gespeichert, sondern aus den Supersorten berechnet 
werden. 
2. und 3. Durchgang Es wird geprüft, ob die Graph-Grammatik 'wohlgeformt' 
(siehe 2.3, und 7.5.2) ist. Es werden die dafür notwendigen Bedingungen gete-
stet: 
• Gibt es mindestens ein Startsymbol, alsö eine Produktion mit Sorte 
Workpiece. Im Gegensatz zu zahlreichen anderen Definitionen einer 
Graph-Grammatik kann mehr als nur ein Startsymbol definiert werden. 
• Lässt sich jedes Nonterminal aus den Startsymbolen herleiten? Diese 
Frage ist gleichbedeutend mit: Gibt es Produktionen, die nie verwendet 
werden? 
Ausgehend von den Produktionen für das Startsymbol werden rekursiv 
die Symbole der rechten Seite der Produktionen expandiert. 
• Gibt es für jedes in der rechten Seite einer Produktion verwendete Non-
terminal mindestens eine definierende Produktion? 
• Lassen sich alle Nonterminale zu Terminalen ableiten. Das verwendete 
Verfahren ist hier Bottum-Up. Ausgehend von den Terminalsymbolen 
wird versucht, Produktionen für alle Nonterminalsymbole zu finden. 
4. Durchgang Es werden alle Pfade in Constraints auf ihre Zulässigkeit geprüft . 
Entsprechend dem in 7.4 aufgestellten Sorten- und Attributmodell werden ver-
schiedene Tests durchgeführt. Gleichzeitig wird die Syntax der Constraints 
geprüft, da dieses nicht während der in 7.5.1 beschriebenen Tests durchgeführt 
wird. 
Für jede einzelne Produktion wird zunächst überprüft: 
• Wird in keiner Rollenzuweisung (role-assignment, siehe A.2.3) eine Sorte 
spezifiziert, die dem System nicht bekannt ist? 
• Wird kein Name sowohl als Label für einen Knoten als auch für eine 
Rollenzuweisung verwendet? 
• Wird kein Name sowohl als Attributsname als auch als Label verwendet? 
Für alle Produktionen der einzelnen Sorten folgen diese Tests: 
• Steht kein Label in verschiedenen Produktionen einer Sorte für verschie-
dene Sorten? 
• Gibt es keinen Sortenkonflikt zwischen den in den verschiedenen Super-
sorten der Sorte verwendeten Labels. 
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• Gibt es keinen Sortenkonfiikt zwischen den Labels einer Sorte und denen 
ihrer Supersorten? 
• Wird kein Name in einigen Produktionen der Sorte als Attributsname, in 
anderen als Rollenname verwendet? 
• Wird kein Rollenname in einer der Produktionen der Supersorte als At-
tributname verwendet, und vice versa. 
Erst wenn diese Tests abgeschlossen sind, und damit bekannt ist, welche Namen 
in welchen Produktionen für Attribute oder Rollen bestimmter Sorten stehen, 
kann die Korrektheit der Constraints überprüft werden. 
Es wird für jeden Pfad geprüft, ob er korrekt spezifiziert sind (zur Syntax von 
Pfaden siehe die Produktion für <path> in A.2.3). 
• Es darf sich nicht um einen leeren Pfad handeln. 
• Jedes Symbol ai (i > 1) eines Pfades (% ala2 ... an) muß in dem durch 
die Symbole al bis ai-l vorgegebenen Kontext definiert sein. Für al sind 
die Rollen- und Attributnamen dieser Produktion erlaubt. 
Beispiel: Zu überprüfen sei in einem Constraint einer bestimmten Pro-
duktion der Pfad (1. Upper Bottom Radius). Dann muß Upper ein Rol-
lenlabel dieser Produktion sein, diese Rolle habe die Sorte U. Für die 
Sorte U muss es dann zumindest eine Produktion geben mit einer Rolle 
namens Bottom, diese habe die Sorte B. In der Sorte B kann Radius 
ein Rollen- oder Attributnamen sein; ist es ein Attributlabel, muß es in 
mindestens einer der Produktionen von Beine Berechnungsvorschrift für 
Radi us geben. 
• Ein Pfad darf nach einem Attribut nicht fortgesetzt werden. Beispiel: 
Der Pfad (1. Bottom Radius Middlestep) ist illegal, wenn es sich bei 
Radius um ein Attribut handelt. 
• Wenn ein Pfad das Schlüsselwort sort enthält, muß er nach diesem Wort 
enden. 
Die Pfade, die bei Überlappungen und 'tiefen' N achbarschaften angegeben wer-
den können, müssen in gleiche Weise wie Pfade in Constraints getestet werden. 
Allerdings muß zusätzlich sichergestellt werden, daß keine Attribute referen-
ziert werden. 
Beispiel für die Erstellung 
Grammatik mit dem GGD 
• eIner Graph-
Es soll eine einfache Grammatik entwickelt werden, mit ihr wird nur ein einfacher 
Zylinder beschrieben. Die Produktionen dieser Grammatik sind in Abb. 8.5 in der 
Form abgebildet, wie sie auch auf der Benutzeroberfläche gezeichnet werden. Nicht 
abgebildet sind die Attribute und die Constraints, die in speziellen Texteditoren 
definiert werden: Attribut jeder Regel ist 'Radius'. Bei 'Cylinder' und 'Crest' wird 
getestet, ob die Radien der bei den Elemente gleich sind. 
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Abbildung 8.5: Ein Zylinder und sein Strukturbaum. 
('~ lindl"r 
~ 
(ov (\ 1 Mantel) 
(\ 2 Mantel» 
Abbildung 8.6: Produktionen der Beispielgrammatik 
Die Darstellung im FEAT-REP-Format 
Die Grammatik im FEAT-REP Format zeigt Abb. 8.7. 
Die Schnittstelle zu GraPaKL 
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Die im GGD erstellte Grammatik kann im GraPaKL-Format ausgegeben werden 
(Abb. 8.8). Diese Datei kann der GraPaKL direkt zum Parsen eines Zylinders ver-
wenden. 
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Tb1. i. the fll. ·cyllnder.r •• t-llep' 
Laot chanqe: 10.7.1992 
Tb. file cant.ln. tlv. aorta .nd flve rul ••. 
"CG fuer .lal.eben Zylinder" 
( (F •• turen.-
(F •• turellll1d 
(F •• t ureappl1cat 10ft 
(OocuJDent at iOft 
(F •• tuterul •• 
I 
lIRu1.-Id 
(Hod •• 
I 
( (Node-nu_r 
(Node-aort 
(Node-x 
(Node-y 
IINode-nu_r 
(Mode-.ort 
INode-x 
INode-y 
11 
(Overlapa 
CYLIlID2Rl 
"qeo_trlcal") 
·drillinq·) 
·Zylinder·) 
CYLiliDER-lZ) 
1) 
CREn) 
22) 
2711 
2) 
CIlEST) 
121) 
2711 
( «(1 HANTEL) 12 MANULllll 
(eon.tr.1nt. 
11- (' 1 RADIOS) (, 2 RADIOS)) 
(:- RADIOS I' 1 RADIOSll)l) 
)) 
: :CYLIND2R 
«(F •• turen ... 
(F •• turek ind 
CREST) 
(F •• turwapplic.at ion 
(Oocuftlentat lon 
(r •• turarul •• 
( 
"q.olllletrlcal"', 
·dri111nq·) 
"Kraq.n") 
( (Rule-Id 
(Hod •• 
CREST-26) 
I 
( (Node-nurmer 
(Mode-aort 
(Node-x 
INode-y 
IINode-nuoober 
INode-1abe1 
(Mode-.ort 
I Node-. 
INode-y 
II 
(2dq •• ( «(1) (2ll11 
(Can.tr.tnt. 
1) 
PLANIFACI) 
24) 
2111 
2) 
HANUL) 
LONGTOIQI) 
126) 
2211 
«- (\ 1 RADIOS) (' 2 RADIOS)) 
(:- RADIOS (\ 1 RADIOSIlII) 
II 
::CREST 
«F •• turen_ 
(F •• turek Ind 
(F •• tureapplloat lall 
(Docu_at at laD 
(F.aturervl •• 
( 
( (Ru1.-Id 
(Node. 
( 
IQUtPIICI) 
·~tric.l") 
"drillin,,") 
-"ell.tuec.k") 
~IIC2-U) 
( (Node-nuoober 
(Mode-.ort 
(Nod.-. 
lNode-y 
1) 
CYLIlIDIR) 
20) 
1711 
II 
(Conat raint. 
1(:- RADIOS (\ 1 RADIOS))))1 
II 
: : IIORXP IICI 
( (F •• turw>n .... 
(F •• turelr.ind 
(F •• ture.pplic.t ion 
(Oocu_nt.t ion 
(re.turerul •• 
( 
( (Rul.-Id 
(Hod •• 
( 
( (Node-nuoober 
(NociIII'-.ort 
lNode-x 
INode-y 
11 
(Con.tr.int. 
PLANlFAC2) 
"q.o.et r 1cal- , 
·drl111nq·) 
·Plandr.hf l .. eb.-' 
PLANlFACl-19) 
1) 
RSC) 
15) 
14ll 
«:- RADIOS (\ 1 RADIUS)))) I 
II 
: :PLANlFACI 
«F •• turen .... 
(F.aturelr.ind 
(F •• tureapplio.t ion 
(r •• turerul •• 
LCltGTORN) 
·qe~tric.l-) 
-drlll1nq·) 
( 
( (Ru1.-Id 
(Mod •• 
I 
( (Node-nu"'r 
(Mode-.ort 
(Node-. 
(Node-y 
11 
(Con.t r.int. 
LCltGTURII-14) 
1) 
RlCJ) 
20) 
2011 
«:- RADIOI (\ 1 RADIOSIllI) 
II 
: : LONGTORII 
;;: lnd of Fil. 
Abbildung 8.7: Beispielgrammatik im FEAT-REP Format 
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;; ; Thh h the file 'CYLINDER.qq', a GraPaKL-Flle. 
(make-gg 
:name "CYLINDER" 
:default-graph NIL 
: include "TEC-REP" 
;;; -------------------------------------
: ,orts ' ( 
«(GOAL WORKPIECE ) 
(CYLINDER . CYLINDER58) 
(attr . RADIUS)) ;WORKPIECE 
«NONTERMINAL CYLINDER 
(CREST . CREST60) 
(CREST . CREST59) 
(attr . RADIUS)) ;CYLINDER 
«NONTERMINAL CREST ) 
(LONGTURN • MANTEL) 
(PLANEFACE . PLANEFACE61J 
(attr . RADIUS)) ;CREST 
«(NONTERMINAL PLANEFACE ) 
(RSC . RSC62) 
(attr . RADIUS)) ;PLANEFACE 
(NONTERMINAL LONGTURN ) 
(RSCJ RSCJ63) 
(attr • RADIUS)) ;LONGTURN 
:sorts 
;;;-----------------------------------
:rulea'( 
;;; WORKPIECE-40 
(WORKPIECE ( 
(CYLINDEJt- CYLINDER58 
«:- RADIUS (' CYLINDER58 RADIUS)))) 
)) ;WORKPIECE-40 
CYLINDER-32 
(CYLINDER ( 
(CREST CREST59 
(CREST CREST60 
«OV (' CREST59 MANTEL) (' CREST60 MANTEL)) 
(- (' CREST59 RADIUS) (' CREST60 RADIUS)) 
(:- RADIUS (, CREST59 RADIUS)))) 
)) ;CYLINDER-32 
'" CREST-26 
(CREST ( 
(PLANEFACE PLANEFACE61 
(LONGTURN MANTEL 
(NR (, PLANEFACE61) (, MANTEL)) 
(- (' PLANEFACE61 RADIUS) (, MANTEL RADIUS)) 
(:- RADIUS (' PLANEFACE61 RADIUS)))) 
)) ; CREST-2 6 
PLANEFACE- 19 
(PLANEFACE ( 
(RSC RSC62 
«:- RADIUS (' RSC62 RADIUS)))) 
)) ;PLANEFACE-19 
.. , LONGTURN-14 
(LONGTURN ( 
(RSCJ RSCJ63 
«(:- RADIUS (, RSCJ63 RADIUS»») 
») ; LONGTURN-14 
) ;rules 
:ma)(e-qq 
Abbildung 8.8: Beispielgrammatik im GraPaKL Format 
Kapitel 9 
Vergleich des GGD mit anderen 
Systemen zur Eingabe von 
Graph-Grammatiken 
Es stellt sich die Frage, ob es nicht besser gewesen wäre, eines der in Kapitel 3 
vorgestellten Systeme zur Eingabe von Graph-Grammatiken zu verwenden, anstatt 
mit GGD ein eigenes System zu entwickeln. 
Es sollen hier GraphEd und PAGGED mit dem GGD verglichen werden, und Vor-
und Nachteile der einzelnen Systeme herausgestellt werden. Die Diskussion steht 
vor dem Hintergrund ein System zu finden, das für die Eingabe von auf die Feature-
Repräsentation maßgeschneiderten Grammatiken geeignet ist. 
Anwendung 
GG D wurde von vorneherein als ein spezialisiertes Tool zur Eingabe von Graph-
Grammatiken ausgelegt. Dagegen ist GraphEd nicht auf eine spezielle Anwendung 
festgelegt. PAGGED ist ein Editor für Graph-Grammatiken, die zur Softwareent-
wicklung eingesetzt werden. 
Mächtigkeit der Graph-Grammatik 
Sowohl GraphEd als auch PAGGED können die meisten wichtigsten Charakteristika 
unserer Grammatik wiedergeben: Den Knoten können Sorten zugewiesen werden, 
Kanten sind in zumindest zwei Typen unterscheidbar (Nachbarschaften und Über-
lappungen). Folgende Probleme bleiben aber ungelöst: 
• Die Notation der Einbettung im PAGGED ist mächtiger, aber auch schwieriger 
zu spezifizieren als in GDD und GraphEd . 
• GraphEd kennt weder Attribute, Berechnungsvorschriften noch Bedingungen. 
Ihre Repräsentation ist nicht vorgesehen. 
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• Im GGD können bei Nachbarschaften und Überlappungen sog. Pfade spezi-
fiziert werden. Diese Möglichkeit besteht in GraphEd und PAGGED nicht. 
Überlappungen können also nur durch einen speziellen Kantentyp spezifiziert 
werden, die notwendigen Pfade sind nicht vorgesehen 
• GraphEd und PAGGED kennen kein Subsortenkonzept wie der GGD. Der 
Verzicht auf diese Eigenschaft würde ein deutliche Einschränkung bedeuten. 
• Nicht möglich ist in GraphEd und PAGGED die Angabe einer Partialordnung 
auf den Knoten einer Produktion oder den Produktionen, die einem Programm 
als Heuristik dienen können. 
Graphische Oberfläche 
Bei GraphEd und PAGGED handelt es sich um Produkte, die in jahrelanger Arbeit 
entwickelt und verbessert wurden. Es ist nicht überraschend, daß die Oberflächen 
dieser Systeme ausgereifter sind und mehr Funktionen zur Manipulation eines Gra-
phen anbieten. Allerdings bietet auch GGD alle benötigten Operationen (Erzeugen, 
Verschieben und Löschen von Kanten und Knoten, Verändern von Knotensorten, 
Kontrollanweisungen zum Definieren und Löschen von Produktionen). Mit genügend 
Zeit wäre auch die Oberfläche des GGD entsprechend ausbaubar. 
GGD bietet im Gegensatz zu den beiden anderen Programmen einen direkten Zugriff 
auf Schnittstellen und Tests. Ohne größeren Aufwand können die Daten im FEAT-
REP oder GraPaKL Format erzeugt werden, Tests zur semantischen Integrität einer 
Regel oder der Regelbasis sind integriert und stehen zur direkten Verfügung. 
Integration in andere Systemen 
PAGGED und GraphEd kommunizieren im wesentlichen über Dateien mit anderen 
Programmen. GraphEd bietet zudem die Einbindung benutzerdefinierter Module. 
GGD erlaubt, über dokumentierte Schnittstellen den Zugriff auf alle Datenstruktu-
ren, und ist durch seinen modularen Aufbau leicht erweiterbar. Eine Integration in 
andere Systeme kann daher ohne größeren Aufwand erfolgen. 
Anpassung von PAGGED und GraphEd an unsere Anforderungen 
Ohne Frage wäre mit einem entsprechenden Aufwand eine Anpassung des PAGGED 
und des GraphEd an die in Kapitel 5 definierte Grammatik theoretisch möglich. 
Bei bei den Programmen wäre eine Behebung der oben aufgeführten Mängel jedoch 
schwierig. Der Aufwand wäre wahrscheinlich höher gewesen als der für die eigene 
Implementierung des GGD. Hätte man eines der Programme so erweitert, daß seine 
Funktionalität der des GGD entsprochen hätte, wären eine Neuimplementierung 
größerer Teile notwendig geworden . 
• Im GGD können direkt Feat-Rep-Dateien gelesen und erzeugt werden, außer-
dem können Dateien im GraPaKL-Format erstellt werden. Diese direkte An-
bindung fehlt in den bei den anderen Programmen. Notwendig wäre ein Com-
piler zwischen Feat-Rep und dem jeweiligen Dateiformat anderer Systeme. 
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• Im GGD ist es möglich, bestimmte Konsistenztests auf der Regelbasis sofort 
durchzuführen (wie Zusammenhang der rechten Seiten, korrekte Numerierung 
der Knoten, Verwendung vordefinierter Terminalsymbole). Mit den anderen 
Programmen solche Tests nur mit entsprechenden Erweiterungen möglich, oder 
wenn die Datenbasis in Form einer Datei vorliegt. 
• Jede neue Regel wird im GGD sofort von TAXON in eine Hierarchie einge-
ordnet, und gibt dem Benutzer so schon während der Entwicklung wichtige 
Hinweise. Eine Integration von TAXON in ein anderes System wäre aufwen-
dig, da jeweils die interne Repräsentation der Produktionen verarbeitet werden 
müßte. 
• Im GraphEd ist es nicht möglich, zu jeder Regel Constraints anzugeben. Im 
GGD und PAGGED steht dafür ein spezieller Editor zur Verfügung. 
Ein großes Problem sind auch die in den Programmen verwendete Hard- und Soft-
ware, die teilweise von der im ARC-TEC Projekt verwendeten abweicht. Eine Benut-
zung dieser Programme, wenn sie denn innerhalb unserer technischen Möglichkeiten 
liegt, würde dem Ziel der Integration aller verwendeten Programme daher widerspre-
chen. 
Fazit 
Angesichts der beschriebenen Probleme bei der Anpassung der von PAGGED und 
GraphEd wurde mit einer eigenen Implementierung der bessere Weg beschritten. 
Zudem sind meiner Ansicht nach die Vorteile eines maßgeschneiderten System zur 
Featurerepräsentation höher zu bewerten als einige zusätzliche Möglichkeiten der 
Benutzerschnittstelle. Zudem erschwert eine zu große Mächtigkeit eines Systems 
seine Bedienung, provoziert Eingabefehler und erfordert mehr Wissen des Benutzers. 
Kapitel 10 
Abschlussbetrachtung und 
Ausblick 
In dieser Arbeit wurde ein maßgeschneidertes System für die Repräsentation von Fea-
ture erstellt. Die formale Grundlage lieferten Graph-Grammatiken, mit denen sich 
die Charakteristika der Feature sehr gut wiedergeben lassen. Ein wichtiger Teil des 
Systems sind Werkzeuge, die die Entwicklung einer Graph-Grammatik unterstützen. 
Vergleicht man die Anforderungen, die in Kapitell aufgestellt wurden mit den er-
reichten Ergebnissen, so stellt man fest, daß die wesentlichen Ziele erreicht wurden: 
• Es wurde mit der ANCEGG eine Datenstruktur entwickelt, die die besonderen 
Charakteristika von Features berücksichtigt. 
• Es wurde mit dem GGD ein System entworfen, mit dem sich Feature-
Grammatiken in einfacher Weise entwickeln lassen. Integriert sind Tests zur 
Syntax von Regeln und zur Wohlgeformtheit der Grammatik. 
• Das Programm TAXON wurde integriert, um Ähnlichkeiten zwischen Feature-
definitionen zu entdecken und zu verwalten. 
• Durch Schnittstellen wird anderen Programmen der Zugriff auf die repräsen-
tierten Daten erlaubt. Dateien im FEAT-REP Format können gelesen und 
erzeugt werden. Ein Compiler übersetzt die Definitionen in ein für den Gra-
phparser GraPaKL geeignetes Format. 
Leider konnte nicht jedes Konzept so umgesetzt werden, wie dies zu Beginn der 
Arbeit erhofft wurde. Es handelt sich nicht um prinzipielle Mängel, vielmehr wären 
mit einem entsprechenden zeitlichen Aufwand bessere Lösungen zu finden. Keines 
dieser Probleme ist so gravierend, daß es die Verwendung des GGD grundsätzlich 
einschränken würde. 
• Die Partialordnung, nach der TAXON alle Regeln klassifiziert, erfüllt ihre Auf-
gabe, den Aufbau einer Hierachie ähnlicher Regeln, nicht optimal. Es sind mehr 
Feature bezüglich dieser Partialordnung vergleichbar als es der Einschätzung 
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durch einen Experten entspricht. Leider konnte keine bessere Lösung gefunden 
werden, die auch in TAXON realisierbar ist. 
Wünschenswert ist es, auch die Constraints für diese Partialordnung auszu-
werten. Es wäre zu untersuchen, wie hier das ARC-TEC-Tool CONTAXI 
eingesetzt werden kann . 
• Zu Beginn er Arbeit wurde erhofft, durch 'Structure Sharing' ähnlicher Feature 
eine kompaktere Repräsentation erreichen zu können. Es wurde aber schnell 
festgestellt, daß es einen zu großen Aufwand bedeutet hätte, 'Structure Sharing' 
zu berücksichtigen. 
• Die graphische Benutzeroberfläche genügt keinen professionellen Ansprüchen. 
Verbesserungen wären in der Operationsauswahl, besonders aber beim einge-
setzten Texteditor wünschenswert. 
Auch wenn die Definition einer ANCEGG aus Kapitel 5 alle wesentlichen Elemente 
enthält, um die Charakteristika von Feature adäquat zu repräsentieren, ist sie doch 
nicht ohne Mängel. Man muß sich allerdings fragen, ob diese Mängel wirklich durch 
eine andere Definition behoben werden sollten, oder es sich nicht vielmehr um Eigen-
schaften handelt, die erst in einer konkreten Grammatik überprüft werden können. 
1. Nicht alle Aspekte des in 7.4 beschriebenen Attributkonzepts werden wieder-
gegeben. Dazu gehört die Vererbung von Attributen in der Sortenhierarchie, 
und die Sortenbindung der Label innerhalb einer Sortenhierarchie. 
2. Je nach Definition des Einbettungsalgorithmus eines Generators können se-
mantisch nicht sinnvolle Graphen definiert werden (z.B. sind benachbarte Kon-
textknoten für eine RNLC-Einbettung wie in 2.2 (Seite 13) semantisch nicht 
sinnvoll). 
Der GGD ist zwar ein in sich abgeschlossenes, einsatzfähiges System. Dennoch sind 
Erweiterungen denkbar, die nützlich wären, und mit vertretbarem Aufwand zu im-
plementieren sein müßten: 
• Bei der Übersetzung der eingegebenen Daten in das GraPaKL-Format wird 
zwar versucht, aus jeder Regel eine für den Parser effizient zu bearbeitende 
Definition zu erzeugen. Eine Optimierung, die mehr als eine Regel betrachtet, 
findet aber nicht statt. Es wäre eine interessante Aufgabe, hier nach Verbes-
serungen zu suchen . 
• Skelett pläne sind Teilarbeitspläne für einzelne Feature. Wegen der engen Be-
ziehung zwischen Feature und zugehörigem Arbeitsplan wäre zu überlegen, ob 
diese nicht gemeinsam repräsentiert werden können. Dieses würde die Arbeit 
des Ingenieurs erleichtern, der nicht nur die Feauture, sondern auch die zu-
gehörigen Skelettpläne entwickeln muß. Das System könnte den Entwickler 
unterstützen, z.B. durch Tests, ob im Skelettplan referenzierte Flächen und 
Attribute überhaupt definiert sind. 
1 Ein Constraint-Solver über hierarchisch strukturierte Domänen. 
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• Eine Visualisierung der Features als Teile (also nicht nur als abstrakte Graphen) 
wäre für den Experten von Interesse, ist aber nicht einfach zu implementieren. 
Anhang A 
Benutzung des GGD 
Der GGD ist ein komplexes Werkzeug, um Graph-Grammatiken zu entwickeln. Die 
Definition dieser Graph-Grammatiken ist speziell dafür entworfen, Features in CIM 
zu repräsentieren. 
Es existiert eine graphische Oberfläche, mit der die Regeln l und Sorten der Graph-
Grammatik eingegeben werden können. Alternativ kann die Eingabe auch durch 
den Aufruf der entsprechenden Funktionen im LISP-Reader oder durch andere Pro-
gramme erfolgen. 
In den nächsten Abschnitten wird davon ausgegangen, daß die graphische Oberfläche 
benutzt wird. Wird diese Benutzeroberfläche nicht benutzt, sind die in Abschnitt 
B.2 beschriebenen Funktionen zu verwenden. 
Die graphische Oberfläche kennt die folgenden Darstellungselemente: Regeleditor, 
Constrainteditor, Menü, Textfenster und Dialog. 
Der Regeleditor ist ein Fenster, in dem interaktiv eine Regel eingegeben und editiert 
werden kann. Es können mehrere Regeleditoren gleichzeitig geöffnet sein, aber nur 
einer für jede Regel. 
Der Constrainteditor ist ein einfacher Texteditor, in dem die Constraints einer Re-
gel editiert werden können. Der Constrainteditor zu einer Regel kann nur aufgerufen 
werden, wenn auch der Regeleditor dieser Regel geöffnet ist; es kann für jede Regel 
nur ein Constrainteditor geöffnet werden. 
Ein Menü gibt dem Benutzer die Auswahl unter Alternativen, die in Zeilen unter-
einander dargestellt werden. Eine Auswahl wird getroffen, in dem eine der Zeilen 
angewählt wird. Ohne eine Wahl zu treffen wird das Menü geschlossen, sobald der 
Mauszeiger das Menüfenster verläßt. 
Textfenster sind einfache Fenster, in denen dem Benutzer eine Information ange-
zeigt wird. Beispiele sind Fehlermeldungen und Ergebnisse abgeschlossener Tests. 
Ein Dialog dient der Eingabe von Werten über die Tastatur. In den meisten Dialo-
gen können Werte in mehrere Felder eingetragen werden. Solange ein Dialog geöffnet 
ist, kann kein anderes Element der Graphikoberfläche angesprochen werden. 
11m Anhang wird der Begriff 'Regel' als Synonym zu 'Produktion' verwendet. Einem Benutzer, 
der in Graph-Grammatiken weniger bewandert ist, wird das Wort 'Regel' weniger abstrakt 
erscheinen. 
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A.l Entwicklung einer Graph-Grammatik 
Eine Graph-Grammatik besteht, einfach gesagt, aus einer Menge von Regeln. Jede 
dieser Regeln ist einer bestimmten Sorte zugeordnet. 
Im GGD können Sorten und Regeln im Prinzip in beliebiger Reihenfolge eingegeben 
werden. Sollte eine Regel eingegeben werden, deren Sorte nicht bekannt ist, wird 
automatisch die Funktion zur Definition einer Sorte aufgerufen. Allerdings ist es 
sinnvoller, die Daten nicht in beliebiger, sondern einer strukturierten Reihenfolge 
einzugeben. 
Folgende Reihenfolge möchte ich vorschlagen: 
1. Zunächst sollten die Sorten aller Nonterminalsymbole eingegeben werden, zu-
sammen mit den Super- und Subsortenbeziehungen. Wird dann direkt die 
Funktion zum Konsistenztest der Regelbasis aufgerufen, werden zyklische Sub-
sortenbeziehungen entdeckt, allerdings sind Fehlermeldungen über nicht exi-
stente Regeln die Folge. 
2. Danach sollten für jede einzelne Sorte die Regeln eingegeben werden. Bei ähn-
lichen Regeln kann die Funktion zur Kopie einer bestehenden Regel ausgenutzt 
werden. Auch Constraints sollten sofort eingegeben werden. Die meisten Tests 
zur Korrektheit einer einzelnen Regel führt GGD sofort aus. Falls TAXON 
benutzt wird, kann die korrekte Klassifizierung direkt überprüft werden. 
3. Nachdem alle Regeln eingegeben worden sind, sollte der Konsistenztest auf-
gerufen werden. In vier Durchgängen wird dabei die semantische Integrität 
der Regelmenge überprüft. Bei Fehlermeldungen sollte der Mangel unbedingt 
abgestellt werden. Warnungen bezeichnen Eigenschaften der Regelmenge, die 
erwünscht sein können, möglicherweise aber auf ein Fehler hindeuten. 
4. Schließlich sollten die Daten als FEAT-REP-Datei gespeichert werden. Dieses 
Dateiformat kann von GGD wieder gelesen werden. Es ist also auch möglich, 
die Entwicklung einer GG zu unterbrechen, die Daten abzuspeichern, und diese 
dann später wieder zu laden und weiter zu bearbeiten. Diese Möglichkeit be-
steht auch dann, wenn der Konsistenztest Fehler meldet. 
Wenn der Konsistenztest ohne Fehlermeldungen ausgeführt wird, kann die Re-
gelmenge auch als GraPaKL-Datei abgespeichert werden. Es ist nicht sinnvoll, 
eine fehlerhafte Datenbasis als GraPaKL-Datei zu speichern, da diese von Gra-
PaKL nicht zum Parsen von Werkstücken verwendet werden kann. 
A.2 Benutzung der graphischen Oberfläche 
Alle wichtigen Operationen zur Entwicklung einer Regelbasis können in der gra-
phischen Benutzeroberfläche eingegeben werden. Meistens kann die Maus benutzt 
werden, zur Eingabe von Namen und Constraints dient die Tastatur. 
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RegelopcrlllionsaUJwahl Laden einer Regel 
Regel laden 
Loesc:hen einer Regel 
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TAXON-Aufruf 
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Abbild ung A.1: Hierarchische Operationsauswahl 
Ist das Fenster der GGD-Oberfiäeche (Fenstertitel LISP-GRAPHICS) nicht geöffnet, 
kann dieses mit (boot-ggd) aufgerufen werden. Die Arbeit mit dem GGD kann 
durch (stop-ggd) wieder beendet werden. 
Die Operationen, die sich nicht auf eine bereits dargestellte Regel beziehen, können 
über das hierarchische Operationsmenü aufgerufen werden. Das Top-Menü dazu 
erscheint bei einem Mausclick auf eine beliebige freie Position des Fensters. Die 
Hierarchie ist Abb. A.1 zu entnehmen. 
Im folgenden soll kurz die Aufgabe der verschiedenen 'Blätter' in Abb. A.l, die 
Funktionsaufrufe symbolisieren, beschrieben werden. 
Laden einer Regel: Für die zuvor ausgewählte Regel wird ein Regeleditor geöffnet, 
dort kann die Regel betrachtet und verändert werden. Die Repräsentation ei-
ner Regel und deren graphische Darstellung sind logisch voneinander getrennt, 
Änderungen werden erst wirksam, wenn die geänderte Regel in die Regelbasis 
eingefügt ('gespeichert') wird. Es ist nicht möglich (und auch nicht sinnvoll), 
die gleiche Regel mehrfach graphisch darzustellen. Sollte für die Regel bereits 
ein offener Editor existieren, bietet das System aber an, eine Kopie dieser Regel 
zu erzeugen. Auf diese Weise lassen sich schnell ähnliche Regeln eingeben. 
Löschen einer Regel Eine Regel wird aus der Repräsentations-Komponente 
gelöscht. Es gibt kein UNDO, es ist also nicht möglich, eine bereits gelöschte 
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Regel wieder zu laden. Es ist nicht erlaubt, eine Regel zu löschen, die gerade 
dargestellt wird. 
TAXON-Aufruf Zur ausgewählten Regel wird ihre Position in der von TAXON 
verwalteten Hierarchie ausgegeben. 
Erzeugen einer Regel Öffnet einen leeren Regeleditor für die Sorte Unknown. Be-
vor diese Regel gespeichert wird, sollte die Sorte in eine tatsächlich exisistie-
rende Sorte geändert werden. 
In der Regelauswahl vor dem Laden einer Regel besteht zusätzlich die Möglich-
keit, einen leeren Editor einer bestimmten Sorte zu erzeugen. 
Sortendaten ändern Ein Dialog wird geöffnet, in dem die Sortendaten geändert 
werden können. 
Sorte erzeugen Ein Dialog zur Eingabe der Sortendaten erscheint. 
Konsistenzprüfung In vier Durchgängen wird die Konsistenz der Regelbasis fest-
gestellt. Nach jedem Durchgang werden die gefundenen Fehler und Warnungen 
aufgezählt. Bei gefundenen Fehlern ist der Test abzubrechen, und zu wiederho-
len, nachdem die Fehler eliminiert wurden. Wurden nur Warnungen gefunden, 
kann der Test fortgesetzt werden. 
FEAT-REP speichern Hier muß zunächst der Dateiname eingegeben werden. Ein 
Mauscliek mit der rechten Maustaste auf das Eingabefeld liefert eine Liste der 
bereits verwendeten Namen. Außerdem kann ein Dokumentarstring eingegeben 
werden. Dieser sollte zur Beschreibung der Aufgabe dieser Graph-Grammatik 
dienen. Die Datei erhält das Suffix . Feat-Rep. 
FEAT-REP laden Eine FEAT-REP-Datei wird wieder geladen. Die Syntax von 
FEAT-REP ist in A.3 beschrieben. Es ist durchaus möglich, FEAT-REP-
Dateien mit einem normalen Texteditor zu verändern, und die geänderte Datei 
dann wieder in den GGD zu laden. Vor dem Aufruf dieser Funktion müssen alle 
Fenster im GGD geschlossen werden. Eine alte Regelbasis wird beim Laden 
einer FEAT-REP-Datei gelöscht. 
GraPaKL speichern Auch muß zunächst der Dateiname eingegeben werden. Die 
Datei erhält die Endung .gg. Ein Dokumentarstring und der Name eines 
DeJault-Graph können angegeben werden. Der Default-Graph wird von Gra-
PaKL geparst, wenn kein anderer Graph angegeben wird. 
Löschen der Regelbasis Nach einer Sicherheitsabfrage werden alle Regeln und 
Sorten sowohl in der Repräsentations- als auch der Visualisierungs-Kompo-
nente gelöscht. Die Daten der Terminalsymbole bleiben unverändert. Dateien 
werden nicht gelöscht. Diese Aktion kann nicht rückgängig gemacht werden. 
GGD beenden Nach einer Sicherheitsabfrage wird das GGD-Fenster LISP-
GRAPHICS geschlossen. 
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A.2.1 Eingabe einer Sorte 
Es ist oben beschrieben, wie ein Dialog zur Eingabe oder Änderung der Daten einer 
Sorte geöffnet wird. Ein solcher Dialog erscheint auch dann, wenn eine Regel einer 
bisher unbekannten Sorte in die Repräsentationskomponente eingefügt werden soll. 
You may define a new sort. GJ kaneell 
Name : 
Kind: 
Application: 
Subsort of: 
Documentation: 
Der Dialog hat etwa die hier abgebildete Form, folgende Daten lassen sich eingeben: 
Name: Der Name einer Sorte muß von LISP als Symbol repräsentiert werden 
können. Erlaubt ist also jede Kombination aus Buchstaben, Ziffern und be-
stimmten anderen Sonderzeichen (siehe auch [Ste 90]) . Groß-/Kleinschreibung 
ist ohne Bedeutung. Nicht erlaubt sind die Namen T und NIL, oder Namen der 
TEC- REP- Primitive. 
Kind: Die Art des Features muß hier eingetragen werden, entsprechend [BKL 9Ib] 
sind die Werte geometrieal, functional und,qualitative erlaubt. 
Application: Die Angabe der Anwendung des Features ist optional, einige mögliche 
Werte nach [BKL 9Ib) sind design, assembling, milling, drilling oder 
turning. 
Subsort of: Hier können die Supersorlen dieser Sorte eingetragen werden. Es 
können auch mehrere Supersorten angegeben werden (getrennt durch Leer-
zeichen, ohne Klammern um diese Liste). Die Subsorten einer Sorte müssen 
nicht explizit spezifiziert werden. 
Documentation: Ein beliebiger Text (String) kann die Funktion dieser Sorte näher 
spezifizieren. 
Wenn der Wert der globalen Variablen *sort-order-p* nicht NIL ist, fragt der 
Dialog auch nach einem Ordnungswert für diese Sorte. Der Default für diese Variable 
Ist NIL. 
Möglichkeiten, den Namen einer Sorte zu ändern, oder eine Sorte zu löschen, sind 
noch nicht implementiert. Ersatzweise wird empfohlen, FEAT-REP-Dateien ent-
sprechend zu editieren. 
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A.2.2 Eingabe einer Produktion 
Für jede in der graphischen Oberfläche bearbeiteten Regel (Produktion) wird ein 
Regeleditor geöffnet. Dies ist ein Fenster, in dem die Knoten, Kanten und Überlap-
pungen angezeigt werden. 
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Abbildung A.2: Regeleditor mit beispielhafter Regel 
Im letzten Kapitel ist beschrieben, wie ein Regeleditor geöffnet werden kann. Abb. 
A.2 zeigt ein solches Fenster. Die Bedienung des Regeleditors soll im folgenden 
anhand der verschiedenen Elemente des Fensters erklärt werden. 
Der Titelbalken 
Im Titelbalken wird der aktuelle Name dieser Regel abgebildet. Ist die Regel der 
Repräsentation-Komponente schon bekannt, ist dies die interne Bezeichnung. Diese 
hat immer die Syntax <Sorte>-<Nummer>. 
Wird eine neue Regel eingegeben, die also noch nicht in der Repräsentation-
Komponente abgelegt ist, oder wurde die Sorte der Regel geändert, wird im Ti-
tel balken nur die Regelsorte angegeben. 
Das Sternchen * erscheint links vom Regelnamen, sobald die Regel geändert wurde. 
Es ist also sinnvoll, eine solche Regel irgendwann in der Repräsentation-Komponente 
zu speichern. 
Durch Mausclicks auf den Titelbalken werden verschiedene Menüs aufgerufen. Mit 
der linken Maustauste läßt sich das Regelmenü, durch die rechte Maustaste das Fen-
stermenü anwählen. 
Im Regelmenü können die folgenden Operationen aufgerufen werden: 
Show / Change Rule Data Es erscheint ein Dialog, der etwa die folgende Form 
hat: 
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This is rule Shoulder-2. It consists of 
3 Nodes, 1 overlap, and 2 edges. 
Sort: Shoulder 
Order: 
Documentation: 
~ 
kaneell 
Im Feld Sort kann eine neue Sorte eingegeben werden. Das Feld darf nicht 
leer bleiben. 
Im Feld Order kann ein beliebiger Wert eingegeben werden, solange er von 
LISP als Symbol interpretiert werden kann. Er wird von einer (Partial-) 
Ordnung2 auf der Menge der Regeln verwendet. 
In Documentation kann ein String eingegeben werden, der die Aufgabe der 
Regel näher beschreibt. 
Show / Edit Constraints Der Constraint-Editor wird geöffnet (wenn er nicht be-
reits geöffnet ist). Zur Syntax von Constraints siehe A.2.3, zur Bedienung des 
Editors siehe A.2.3. 
Save as changed rule Dieser Menüeintrag erscheint nur, wenn die Regel be-
reits in der Repräsentations-Komponente gespeichert ist, aber im Regeleditor 
verändert wurde. Eine Auswahl dieser Operation bewirkt, daß die Regel auch 
in der Repräsentations-Komponente geändert wird. Zuvor wird die Regel auf 
ihre Integrität getestet und von TAXON neu klassifiziert. 
Ausnahme: Wurde die Sorte der Regel geändert, ist diese Operation nicht 
möglich. 
Save as new Rule Eine Auswahl dieser Operation bewirkt, daß die Regel in der 
Repräsentations-Komponente gespeichert wird. Ein Aufruf bei einer bereits 
gespeicherten, unveränderten Regel bewirkt also eine Duplizierung. Dabei wird 
die Regel auf ihre Integrität getestet und von TAXON in die Regel-Hierarchie 
eingeordnet. 
Quit editing this rule Der Regeleditor wird geschlossen. Ist die Regel geändert 
worden (zu erkennen am Sternchen im Fensterbalken), erfolgt zuvor eine Si-
cherheitsabfrage. Ein eventuell geöffneter Constraint-Editor wird ebenfalls ge-
schlossen. 
Im Fenstermenü können die üblichen Operationen zur Manipulation eines Fensters 
aufgerufen werden: 
Move Verschieben des Fensters. Die linke obere Ecke des Fensters wird neu gesetzt, 
die Größe des Fensters bleibt unverändert. 
Reshape Verändern der Grösse der Fensters. Die rechte untere Ecke des Fensters 
wird neu festgesetzt. 
2Die Ordnung selber wird durch die Funktion extend-order eingegeben. 
A.2. BENUTZUNG DER GRAPHISCHEN OBERFLÄCHE 
Expose Holt das Fenster gegenüber allen anderen Fenstern in der Vordergrund. 
Hide Versteckt das Fenster hinter allen anderen Fenstern im Hintergrund. 
Der Operationsbalken 
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Am unteren Rand eines Regeleditors findet sich der Operationsbalken. Hier kann die 
aktuelle Operation zur Veränderung der rechten Seite der Regel ausgewählt werden. 
Der Name der aktuellen Operation wird angezeigt. 
Folgende Operationen können ausgewählt werden: 
New Node - Show Node Diese Operation erfüllt die zwei Aufgaben, Knoten zu 
erzeugen, und ihre Daten zu ändern. Es ist die einzige Operation, bei der ein 
Mausclick in die freie Fensterfiäche (außerhalb eines Knotens) eine Funktion 
hat. 
Knoten in einem Regeleditor haben folgende Form: 
SHOULDER 
BoltOm ....... __...... 
.------ Sorte ------. 
.------ Nummer ------ • 
• ------ Label ....... _--...... 
Darstellung eines Kontextknotellll: SHOULDER I]. ------ Sorte 
• Let!· .------ Label 
Neben der Sorte und der Nummer des Knotens wird, falls vorhanden, das 
Label, also ein Bezeichner, dargestellt. 
Kontextknoten sind an ihrer besonderen Darstellung zu erkennen. Sie besitzen 
keine Nummer, können aber mit einem Label versehen werden. 
Durch Click auf die freie Fläche des Fensters wird ein neuer Knoten erzeugt. 
Seine obere linke Ecke wird auf den Ort des Mausclicks gesetzt. Der Benutzer 
hat selber darüber zu wachen, daß sich der neue Knoten nicht mit bereits 
vorhandenen Knoten überlappt. Der neue Knoten erhält automatisch eine 
eindeutige Nummer sowie die Sorte ANY. 
Durch Anwahl eines Knotens erscheint der folgende Dialog, in dem die Sorte 
und das Label des Knotens geändert werden können. Durch Anwahl des Fel-
des Context-Node kann ein Knoten zum Kontextknoten erklärt werden. Die 
interne Bezeichnung ist für den Anwender unerheblich. 
Node 1 in rule Longturn-22. 
rt's internal identifier is NODE20. 
Sort: Shoulder 
Label: 
I Context-Node 
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Im Allgemeinen wird man diesen Dialog immer nach Erzeugen eines Knotens 
aufrufen um die Sorte zu ändern. Als Sorte ist jedes Terminal und Nonterminal 
erlaubt, mit der Ausnahme von Workpiece. 
Move Node Verschieben eines Knotens. Dazu wird der Knoten ausgewählt, dann 
verschoben, und mit einem weiteren Mausclick an seine neue Position gesetzt. 
Das System wacht darüber, daß Knoten nicht außer halb des Regelfensters po-
sitioniert werden, innerhalb des Fensters ist der Benutzer dafür verantwortlich, 
daß sich Knoten nicht überlappen. 
Delete Node Löscht einen Knoten, sowie alle Kanten und Überlappungen, die mit 
diesem Knoten inzident sind. Während der Operation nimmt die Maus die 
Form eines Totenkopfes an. 
New Edge Erzeugt eine neue Nachbarschafts-Kante zwischen zwei Knoten. Dazu 
werden nacheinander beide Knoten angewählt. Zwischen zwei Knoten kann es 
jeweils nur eine Kante geben. 
Show Edge Erlaubt die Eingabe der in 4.1 erklärten tiefen Nachbarschaften. Nach-
dem zwei Knoten angewählt wurden, zwischen denen eine Kante existiert, er-
scheint der folgende Dialog: 
Edge between Node 2 and Node 3 . 
You may specify surface labels. 
Node 2: [Bottom 
Node 3: [Bottom 
G=:J 
kaneell 
Es kann für beide Knoten ein Pfad, also eine Liste von Label eingegeben wer-
den. Dieser Pfad darf aber auch leer sein. 
Delete Edge Löscht die Nachbarschaftskante zwischen zwei Knoten. Dazu werden 
nacheinander die beiden Knoten angewählt. 
New Overlap Erzeugt eine Überlappungskante zwischen zwei Knoten. Dazu wer-
den nacheinander beide Knoten angewählt. Es erscheint dann sofort der fol-
gende Dialog: 
Overlap between Node 2 and Node 3. 
Please specify surface labels. 
Node 2: ~ Bottom 
Node 3: ~ 
GJ 
kaneell 
Bei einer Überlappung muß für jeden der bei den Knoten ein Pfad (eine Liste 
von Labels) angegeben werden, der nicht leer sein darf. Zwischen zwei Knoten 
kann es jeweils nur eine Überlappungskante geben. 
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Show Overlap Erlaubt die Veränderung der bei der Erzeugung der Überlappung 
eingegebenen Labels. Der gleiche Dialog wie bei New Overlap wird dazu 
geöffnet. 
Delete Overlap Löscht die Überlappungskante zwischen zwei Knoten. Dazu wer-
den nacheinander die beiden Knoten angewählt. 
Renumber Nodes Vergabe von neuen Nummern an die Knoten einer Regel. Die 
Nummern der Knoten stellen auch die Reihenfolge dar, in der GraPaKL im 
Parse nach den Knoten sucht. Eine Umnumerierung der Knoten kann aus 
diesen Gründen notwendig werden: 
• Durch das Löschen von Knoten sind die Knoten nicht mehr durchgehend 
von 1 bis n (bei n Knoten) numeriert. 
• Der Graph gehorcht nicht mehr einer GraPaKL-spezischen Bedingung, 
nach der jeder Knoten (außer demjenigen mit Nummer 1) zu mindestens 
einem Knoten mit einer kleineren Nummer durch eine Kante verbunden 
sein muß. 
• Aus Optimierungsgründen wird eine andere Reihenfolge gewünscht. 
Nach Auswahl dieser Operation sind die Knoten in der gewünschten Reihen-
folge auszuwählen, wobei der erste Knoten die Nummer 1 erhält, der zweite die 
2, U.s. w. Zur besseren Übersicht sind die noch nicht neu numerierten Knoten 
schwarz gefärbt. Kontextknoten werden bei der Umnumerierung nicht berück-
sichtigt. 
Nach Abschluß der Operation werden automatisch, falls notwendig, Referenzen 
in den Constraints auf die Knotennummern neu gesetzt. 
A.2.3 Verwendung von Constraints 
Bisher wurde beschrieben, wie Knoten und Kanten einer Regel eingegeben werden. 
Zusätzlich kann eine Regel mit Constraints versehen werden. Constraints dienen 
zur Formulierung von Bedingungen, die die Regel erfüllen muß, zur Angabe der 
Berechnungsvorschriften für Attribute, sowie für Rollenzuweisungen. 
Die Syntax der Constraints orientiert sich im wesentlichen an der Constraint-Syntax 
des GraPaKL3. Die Constraints zu einer Regel können mit dem später beschriebenen 
Constraint-Editor eingegeben und modifiziert werden. 
<constraint> ::2 <path-constraint> I 
<predicate> I 
(Y.-role <role-label> <path-constraint> ) 
(Y.-role <role-label> <predicate> ) 
<path-constraint> ::= (nr <path> <path» 
(ov <path> <path» 
(no-nr <path> <path» 
3Die folgenden Abschnitte sind teilweise aus [Mau 92] übernommen. 
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<path> .. = (1. <role-label>+) I 
(1. <role-label>. <attribute-label» 
(1. <role-label>. sort) I 
(Y.-global <global-sort> <attribute-label» 
<predicate> ::= <form> 
<form> ::- <path> I <assignment> I 
<subsort-declaration> , <lisp-form> 
<assignment> ::= <attribute-assignment> I <role-assignment> 
<attribute-assignment> ::- (:= <attribute-label> <form» 
<role-assignment> ::- (_. <role-sort> <role-label> <form» 
<subsort-declaration> ..• (subsort <form» 
Dabei bedeuten die Komponenten im einzelnen folgendes: 
constraint Kann ein path-constraint oder ein path sein. Durch Einbettung 
in das 1.-role-Konstrukt kann ein bestimmter Auswertezeitpunkt in einem 
GraPaKL-Parse angegeben werden (siehe BA). 
path-constraint Werden im GGD normalerweise nicht benötigt, da diese Infor-
mationen graphisch eingegeben werden können. Um aber Fälle wie meh-
rere Kanten zwischen zwei Knoten behandeln zu können, erlaubt GGD auch 
path-constraints. 
path Pfade bezeichnen Knoten und Attribute in Knoten der rechten Regelseite und 
deren Komponenten. Ein Pfad, der mit dem Schlüsselwort sort endet, lie-
fert die Sorte des Knotens bzw. der bezeichneten Komponente. Pfade der 
Form (Y.-global <global-sort> <attribute-label» liefern den bezeichne-
ten Attributwert des Knotens mit der angegebenen global-Sorte. Undefinierte 
Pfade, d.h. Pfade, die Rollen oder Attribute bezeichnen, die im jeweiligen 
Bezugsknoten nicht besetzt sind, liefern NIL. 
predicate Durch Prädikate können Bedingungen formuliert und Attribute berech-
net werden. Sie gelten als erfüllt, wenn sie nicht NIL liefern, dabei gelten 
subsort-declaration, attribute- und role-assignment immer als erfüllt. 
attribute-assignment Weist einem Attribut einen entsprechenden Wert zu. Der 
Wert kann aus den Knoten- und Attributwerten bereits gefundener Knoten 
berechnet werden, auch mit Hilfe benutzerdefinierter Funktionen. 
role-assignment Weist einer Rolle einen Wert zu. Das angegebene role-Iabel wird 
damit praktisch als Abkürzung für den jeweiligen Pfad definiert, nur sinnvoll, 
falls der Pfad definiert ist. Man beachte den Unterschied zur GraPaKL-Syntax: 
Um die Sorte des Rollenlabels zu bestimmen, muß diese hier angegeben werden. 
subsort -declarat ion Spezialisiert die Regel-Sorte auf eine berechnete Untersorte. 
Natürlich muß die Subsorten-Beziehung definiert sein. 
lisp-form Ein beliebiger Lisp-Ausdruck. Neben allen Standard Common Lisp 
Funktionen sind folgende Prädikate für Vergleiche in der Sortenhierarchie ver-
wendbar: 
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(subsort sI s2) Erfüllt, falls sI Untersorte von s2 ist, d.h. wenn sI :::;s 
s2. 
(samesort sI s2) Erfüllt, falls sI in der Sortenhierarchie mit s2 ver-
gleichbar ist, also wenn sI ~s s2 oder s2 :::;s sI. 
Der Constraint-Editor 
Dieser Texteditor wird durch Auswahl des entsprechenden Menüpunktes im Regel-
menü einer Regel geöffnet. Er hat etwa folgendes Aussehen: 
('unslrainl-Edilur fur SllIIlIldl'r-(17 
(= (t 2 radius) (t 1 radius» 
(:= radius (t top radius» 
Durch die Maus kann der Cursor (ein senkrechter Strich) positioniert werden. Neben 
den üblichen Tasten zur Eingabe von Zahlen und Buchstaben sind folgende Tasten 
belegt (auf einer SUN-Workstation): 
BackSpace oder Delete Löscht das Zeichen links des Cursors 
~ oder Control-b Setzt den Cursor um eine Position nach links 
-+ oder Control-f 
T oder Control-p 
1 oder Control-n 
Control-a 
Control-e 
Horne 
End 
PgDn oder Control-v 
PgUp oder Meta-v 
Control-k 
Control-y 
Setzt den Cursor um eine Position nach rechts 
Setzt den Cursor um eine Zeile nach oben 
Setzt den Cursor um eine Zeile nach unten 
Setzt den Cursor an den Zeilenanfang 
Setzt den Cursor an das Zeilenende 
Setzt den Cursor an den Zeilenanfang der ersten Zeile 
Setzt den Cursor an das Zeilenende der letzten Zeile 
Blättert eine Seite nach unten 
Blättert eine Seite nach oben 
Löscht die akt uelle Zeile 
Fügt eine gelöschte Zeile vor der aktuellen Zeile ein. 
Steht der Cursor hinter einer schließenden Klammer ), wird die entsprechende öff-
nende Klammer ( invertiert dargestellt. 
Durch Click auf den Fensterbalken des Constraint-Editors erscheint ein Menü, wel-
ches folgende Operationen anbietet: 
Save 'Speichert' den Fensterinhalt, d.h. der Text wird als neue Constraintmenge 
der Regel interpretiert. Dabei wird getestet, ob der Text ebensoviele öffnende 
wie schließende Klammern enthält. 
Move, Reshape, Expose, Hide Die üblichen Funktionen, um ein Fenster zu ver-
schieben, seine Größe zu ändern und um es vor bzw. hinter andere Fenster zu 
bringen. 
Exit Beendet den Constraint-Editor. Zuvor wird der Text wie bei Save 'gespei-
chert'. 
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A.2.4 Benutzung von TAXON 
Alle Regeln, die mit Hilfe des GGD eingegeben werden, werden durch TAXON klas-
sifiziert. Die Klassifizierung wurde in 6 näher erläutert. 
Durch den Befehl (setf *use-taxon* NIL) kann die Verwendung von TAXON ab-
geschaltet werden. Dies kann beispielsweise aus Effizienzgründen sinnvoll sein. Es ist 
aber nicht möglich, TAXON dann nachträglich wieder zu benutzen (neue Regeln sind 
nicht klassifiziert worden). Soll die Taxonomie wieder korrekt aufgebaut werden, ist 
folgendes Verfahren empfehlenswert: 
1. Speichern der Regeln als FEAT-REP-Datei. 
2. Eingabe von (setf *use-taxon* T). 
3. Laden der gespeicherten FEAT-REP-Datei. 
Die von TAXON errechnete Klassifikation einer Regel durch die folgenden Operatio-
nen ausgegeben: 
1. Nach dem Einfügen einer neuen Regel die Repräsentations-Komponente, z.B. 
beim 'Speichern' einer in der Visualisierungs-Komponente eingegebenen Re-
gel. Eine Ausnahme ist das Laden einer FEAT-REP-Datei, aus einsichtigen 
Gründen wird dabei nicht für jede Regel die errechnete Klassifikation ausgege-
ben. 
2. Aufruf der Operation 'Show TAXON-Classijication'in der Regeloperationsaus-
wahl 
Es wird dann ein Fenster geöffnet, das diese Daten zur Klassifikation ausgibt: 
• Die Namen der Regeln der gleichen Sorte, die von TAXON als äquivalent, als 
direkt unter, bzw. als direkt über der Regel klassifiziert werden . 
• Die Namen der Regeln anderer Sorten, die von TAXON als äquivalent, als 
direkt unter, bzw. als direkt über der Regel klassifiziert werden. 
A.3 Das Dateiformat FEAT-REP 
Die Syntax für FEAT-REP-Dateien, wie sie vom GGD erzeugt und gelesen wird, ist 
die folgende: 
<FEAT-REP-file> ::= { ( Documentation <documentation> ) } 
{ ( Order <orderset> ) } 
<feature>* 
<orderset> : :. ( <order>* ) 
<order> .. = ( <symbol> <symbol>+ ) 
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<feature> 
<rule> 
<node> 
<featurekind> 
<path> 
<documentation> 
<node-number> 
- ( (Featurename <sort-name> ) 
( Featurekind <featurekind> ) 
{ ( Featureapplication <string> ) } 
{ ( Documentation <documentation> ) } 
{ ( Supersorts ( <sort-name>+ ) ) } 
{ ( Subsorts ( <sort-name>+ ) ) } 
{ ( Featureorder <symbol> ) } 
{ ( Featurerules ( <rule>* ) ) } ) 
.. = ( (Rule-Id <rule-name> ) 
{ ( Documentation <documentation> ) } 
{ ( Order <symbol> ) } 
{ ( Nodes ( <node>* ) ) } 
{ ( Kontext-Nodes (_ <node>* ) ) } 
{ ( Edges ( (path path)+ ) ) } 
{ ( Overlaps ( (path path)+ ) ) } 
{ ( Constraints ( <constraint>+ ) ) } ) 
. . = ( (Node-number <node-number> ) 
{ ( Node-label <symbol> ) } 
{ ( Node-x <integer> ) } 
{ ( Node-y <integer> ) } ) 
· .= geometrical I functional I qualitative 
· ,= ( <node-number> <node-label>+ ) 
.. = <string> 
· . = <integer> 
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Die Syntax eines <constraint> wurde bereits in A.2.3 aufgeführt. <string>, 
<symbol> und <integer> stehen für die Definition eines Strings, eines Symbols bzw. 
eines Integerwertes in LISP. 
<orderset> gibt die Partialordung an, die auf den Symbolen der Regel definiert 
wurde. Jedes Element von <orderset> ist eine Liste von Symbolen (so SI! ... sn) 
mit (so, Si) Element der Ordnung für alle i E [1, ... , n]. 
Die Klassifizierung der Regeln durch TAXON wird nicht in der FEAT-REP-Datei 
gespeichert, die Hierarchie wird immer wieder neu berechnet. 
Man beachte, daß diese Syntax von der in [BKL gIb] vorgeschlagenen teilweise ab-
weicht. Die wichtigsten Unterschiede: 
• Die Ausdrücke für die drei Featurearten Qualitative-Feature, Funktional-
Feauture und Geometrical-Feature werden hier zu einem Ausdruck zusammen-
gefaßtj dieser eine Audruck hat einen Slot <featurekind> . 
• Die Slots für Spezialize-Feature und Subsumes-Features wurden durch Slots für 
Supersorts und Subsorts ersetzt. Die Slots für has-parts und is-part-oj, die nur 
redundante Informationen enthielten, wurden gestrichen. 
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• Rule-attributes werden jetzt explizit den verschiedenen Regeln zugeordnet, und 
nicht, wie in der alten Syntax, zusätzlich zu den Regeln in einern eigenen Slot 
angegeben. 
• Die alte Syntax für Regeln erlaubte nicht, die Struktur einer Regel adequat 
auszudrücken. Die Syntax wurde daher geändert. 
• Neu ist die Möglichkeit, zu jeder Produktion (Regel) einen Ordnungswert an-
zugeben, und eine Ordnung auf diesen Symbolen zu spezifizieren. 
• Die Option, einen Dokumentationsstrings anzugeben, wurde ergänzt. 
Anhang B 
Implementierung des GGD 
-
GGD ist implementiert in COMMON-LISP ohne Verwendung von CLOS. Es umfasst 
mehr als 250 Funktionen und Macros in über 15 Dateien, die Größe aller Dateien 
beträgt knapp 300 KB. Das System ist sowohl unter Symbolics Genera wie auch 
unter Kyoto Common Lisp lauffähig. 
Im folgenden sollen nicht alle Einzelheiten der Implementierung erläutert werden. 
Es soll aber gezeigt werden, wie der GGD aufgebaut ist, welches die wesentlichen 
Dateien, Datenstrukturen und Funktionen sind, und wie GGD auch ohne Graphik-
Oberfläche benutzt werden kann. Damit haben sowohl der Autor eines Programmes, 
das auf GGD-Funktionen zugreift, als auch ein Programmierer, der den GGD erwei-
tern will, einen Ansatzpunkt für ihre Arbeit. 
B.I Zugriff auf DAG's 
Der DAG als zentrale Datenstruktur des GGD wurde in 8.3 vorgestellt. Hier soll 
seine Verwendung aufgezeigt werden. 
Jeder DAG wird in einer (oft globalen) Variablen gespeichert. So gibt es u.a. eine 
Variable *rules* für die repräsentierten Regeln, und eine Variable *sorts* für die 
Sorten. 
Zur Verwaltung von DAG's werden nur wenige Funktionen benötigt. Diese reichen 
aus, um Attribute und Werte zu setzen und abzufragen. Realisiert sind DAG's im 
GGD über A-Listen. Dadurch erreicht man eine relativ effiziente, einfache Imple-
mentierung von DAG's. 
(dag-value dag path) ist die wichtigste der Funktionen. dag ist der Name einer 
bereits gebundenen Variablen, path der Pfad, über den zugegriffen werden soll. 
Mit einem Aufruf von (dag-value) wird der Wert des durch den Pfad spezifizierten 
Attributs ausgegeben. Existiert der Pfad in diesem DAG nicht, wird NIL, aber kein 
Fehler ausgegeben. Ist der Wert des spezifizierten Attributs wiederum ein DAG, 
wird dieser DAG ausgegeben. 
Außerdem kann (dag-value) zusammen mit setf zum Setzen eines Wertes eines 
Attributs benutzt werden. Existiert ein Pfad nicht, wird er bei dieser Operation 
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generiert. 
Um ein Attribut zu löschen, wird der Wert des Attributs auf NIL gesetzt. 
Beispiel: 
(dag-value *sorts* I (shaft application) 
ermittelt den Wert des Attributs application für die Sorte shaft. 
(setf (dag-value *rules* I (shoulder-64 nodes» NIL) 
löscht alle Knoten in der Regel shoulder-64. 
B.2 Funktionen und Macros des GGD 
GGD kann auch ohne Graphik-Oberfläche benutzt werden. Das bietet sich an bei-
spielsweise für Programme, die auf die GGD-Wissensbasis zugreifen möchten. Es 
folgt daher ein Überblick über die wichigsten GGD-Funktionen. Gleichzeitig soll er 
als Information für jeden dienen, der das Programm GGD verändern will. 
Das erste Wort innerhalb der Klammern ist jeweils der Funktionsname, die anderen 
Wörter sind Namen für die Argumente. 
Zugriffsmacros 
(sort-kind sortname) Die Art des Features, das durch diese Sorte repräsentiert 
wird. 
(sort-application sortname) Die Art des Features, das durch diese Sorte 
repräsentiert wird. 
(sort-documentation sortname) Der String zur Dokumentierung dieser Sorte. 
(sort-rule-ids) Eine Liste der Namen aller Regeln, deren linke Seite diese Sorte 
hat. 
(rule-sort rule-id) Die Sorte der linken Seite der Regel, kurz die Sorte der Regel. 
(rule-nodes rule-id) Die Knoten der Regel. Für den Zugriff auf die Knoten-Slots 
gibt es eigene Zugriffsmacros (s.u.). 
(rule-context-nodes rule-id) Die Kontextknoten der Regel. Auf ihre Slots kann 
mit den gleichen Macros wie für die regulären Knoten zugegriffen werden. 
(rule-constraints rule-id) Liefert eine Liste der aktuellen Constraints. 
(rule-edges rule-id) Die Kanten der Regel. Die Syntax entspricht der in A.3 für 
Edges angegebenen. 
(rule-overlap rule-id) Die Überlappungen (Feature-Interactions) der Regel. 
Die Syntax entspricht der in A.3 für Overlaps angegebenen. 
(rule-order rule-id) Das Symbol, daß zum Aufbau einer Partialordnung auf der 
Regelbasis genutzt werden kann. 
(rule-documentation rule-id) String, der nähere Informationen zur Regel liefern 
kann. 
(node-number node) Die Nummer des Knotens. 
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(node-x node) Die x-Koordinate des Knotens in einem Regeleditor. 
(node-y node) Die y-Koordinate des Knotens in einem Regeleditor. 
(node-sort node) Die Sorte des Knotens. 
(node-label node) Das Label des Knotens. 
Diese Macros können auch mit dem LISP-Befehl sett benutzt werden. 
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Beispiel: (sett (rule-order 'band-34) 3) setzt den Ordnungswert der Regel 
Band-34 auf 3. 
Die (sort- ... -Macros brauchen als Argument den Sortennamen, die (rule- ... -
Macros den Regelnamen, die (node- ... -Macros benötigen einen DAG, der einen 
Knoten repräsentiert. Das Macro rule-nodes liefert dementsprechend eine Liste 
von DAGs, deren Elemente für die (node- ... -Macros geeignet sind. 
FUnktionen zur Regel- und Sortenmanipulation 
(new-sort tkey name kind application order supersort docu) 
Definition einer neuen Sorte. Alle Angaben außer name und kind sind optional. 
name Der Name der Sorte. Muß ein LISP-Symbol sein. 
kind Art des Features. Erlaubte Werte sind die Strings 'geometrical', 'func-
tional' und 'qualitative'. 
application Ein String zur Anwendung des Features. 
order Symbol, kann zum Aufbau einer Ordnung auf den Sorten genutzt wer-
den. 
supersort Liste der Supersorten dieser Sorte. 
docu Ein String, der Informationen zur Sorte gibt. Um den String in GGD-
Dialogen darstellen zu können, sollte er kein NewLine-Zeichen enthalten. 
(list-all-sorts) Liefert eine Liste der Namen aller Sorten. 
(list-all-sorts-wi th-rules) Liefert eine Liste der Namen aller Sorten, für die 
jeweils mindestens eine Regel definiert wurde. 
(direct-sub-sorts sortname) Gibt eine Liste der Namen aller direkten Subsorten 
zurück. 
(direct-super-sorts sortname) Gibt eine Liste der Namen aller direkten Super-
sorten zurück. 
(sub-sorts sortname) Gibt eine Liste der Namen aller Subsorten, also auch tran-
si ti v, zurück. 
(super-sorts sortname) Gibt eine Liste der Namen aller Supersorten, also auch 
transitiv, zurück. 
(direct-sub-sort-p sortl sort2) Liefert genau dann T, wenn sortl eine direkte 
Subsorte von sort2 ist. 
(direct-super-sort-p sort 1 sort2) Liefert genau dann T, wenn sortl eine di-
rekte Supersorte von sort2 ist. 
88 ANHANG B. IMPLEMENTIERUNG DES GGD 
(sub-sort-p sortl sort2) Liefert genau dann T, wenn sort! eine Subsorte (auch 
transitiv) von sort2 ist. 
(super-sort-p sortl sort2) Liefert genau dann T, wenn sortl eine Supersorte 
(auch transitiv) von sort2 ist. 
(set-rule .tkey siehe Au/zählung) Definition einer neuen Regel bzw. Änderung ei-
ner bestehenden. Folgende Schlüsselwörter sind erlaubt: 
sort Die Sorte der Regel. 
order Ein Symbol, das zum Aufbau einer Partialordnung auf allen Regeln 
benutzt werden kann. 
nodes Liste der Knoten dieser Regel. Die Spezifizierung der Knoten hat fol-
gende Syntax: 
( :number <integer> 
:sort <sortname> 
: label <symbol> 
:x <integer> 
:y <integer> ) 
context-nodes Liste der Kontext-Knoten dieser Regel. Die Syntax entspricht 
der für dir nodes. 
edges Eine Liste der Kanten. Die Syntax entspricht der in A.3 für Edges 
angegebenen. 
overlaps Die Überlappungen (Feature-Interactions) der Regel. Die Syntax 
entspricht der in A.3 für Overlaps angegebenen. 
documentation Ein Dokumentationsstring. Er sollte keine NewLine-Zeichen 
enthalten. 
feat-rep-id Normalerweise wird für eine neue Regel von dieser Funktion ein 
neuer Name erzeugt. Durch feat-rep-id kann eine neue Regel aber 
auch einen bestimmten Namen erhalten. Dies wird derzeit benutzt, wenn 
Regeln aus einer FEAT-REP-Datei gelesen werden. 
old-rule-id Der Name einer bestehenden Regel, falls diese geändert werden 
soll. Am Vorhandensein dieses Argument erkennt GGD, daß keine neue 
Regel erzeugt werden soll. 
Vor dem Einfügen einer Regel in die Repräsentationskomponente wird 
(check-rule) zur Überprüfung der Konsistenz der Regel aufgerufen, danach 
(tx-insert-rule). 
(delete-rule rule-id) Löscht die Regel mit Namen rule-id. 
(list-all-rules) Liefert eine Liste der Namen aller Regeln in der Repräsentations-
Komponente. 
(extend-order symbol-l symbol-2) Dient zur Definition einer Ordung auf den 
entsprechenden Symbolen, die zu jeder Regel angegeben werden können. Das 
geordnete Paar (symbol-l symbol-2) wird als zusätzliches Element in die 
Ordnung aufgenommen. 
(check-rulebase) Testet die Konsistenz der Regelmenge (in vier Durchgängen). 
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(help) Gibt die Namen der wichtigsten Funktionen zur Bedienung des GGD ohne 
Graphik-Oberfläche aus. 
(init-ggd) Initialisiert die Regelbasis und alle globalen Variablen, außerdem TA-
XON. Die Graphikoberfläche wird nicht geöffnet oder geschlossen. 
(boot-ggd) Öffnet die Graphikoberfiäche, falls sie noch nicht geöffnet ist. 
(ini t-ggd) wird aufgerufen. 
(stop-ggd) Schließt die Graphikoberfläche. Diese Funktion oder die gleichnamige 
Operation im Operationsauswahlmenü sollte auf jeden Fall zum Abschluß der 
Benutzung der Graphikoberfiäche aufgerufen werden. 
FUnktionen zum Zugriff auf TAXON 
Da einige Tricks notwendig waren, um gewisse Mängel von TAXON zu überwinden 
(siehe B.3), mußten zusätzliche Funktionen zum Zugriff auf TAXON definiert werden. 
(tx-insert-rule rule-id &:key query) Klassifizierung einer Regel durch TA-
XON. Wenn query ungleich NIL ist, wird ein Fenster mit Angaben zur Klassi-
fizierung dieser Regel geöffnet. 
(tx-show-and-edit-classification rule-id) Öffnet ein Fenster mit Angaben 
zur Klassifizierung dieser Regel. Eine Veränderung der Klassifikation (z.B. 
durch Disjunktionen) ist bisher nicht möglich. 
(tx-upper-same-sort-rules rule-id) Namen der Regeln der gleichen Sorte, die 
TAXON als direkt über rule-id stehend klassifiziert. 
(tx-lower-same-sort-rules rule-id) Namen der Regeln der gleichen Sorte, die 
TAXON als direkt unter rule-id stehend klassifiziert. 
(tx-equivalent-same-sort-rules rule-id) Namen der Regeln der gleichen 
Sorte, die TAXON als äquivalent zu rule-id klassifiziert. 
(tx-upper-struct-rules) Namen der Regeln beliebiger Sorte, die TAXON als di-
rekt über rule-id stehend klassifiziert. 
(tx-lower-struct-rules) Namen der Regeln beliebiger Sorte, die TAXON als di-
rekt unter rule-id stehend klassifiziert. 
(tx-equivalent-struct-rules) Namen der Regeln beliebiger Sorte, die TAXON 
als äquivalent zu rule-id klassifiziert. 
Ein-/ Ausgabe von Dateien 
(load-feat-rep path) Lädt eine FEAT-REP-Datei. Die Syntax dieser Datei ist 
in A.3 beschrieben. path ist ein Pfad, der die zu ladende Datei spezifiziert. 
(save-feat-rep path &:optional docu) Speichert eine Datei im FEAT-REP-
Format. docu ist ein optionaler String, der die Grammatik dokumentiert. 
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(save-grapakl path toptional docu default) 
B.3 
Speichert eine Datei im GraPaKL-Format. docu ist ein optionaler 
Dokumentations-String; defaul t ist der Name einer Datei, die GraPaKL als 
Beschreibung eines Default-Graphen verwenden soll. 
Einbindung von TAXON 
Im GGD wird eine Hierarchie der Regeln berechnet: Jede einzelne Regel wird in ein 
TAXON-Konzept umgesetzt (wie in Kapitel 6 beschrieben), dieses Konzept wird in 
der T -BOX von TAXON klassifiziert, und diese Klassifizierung wird als Hierarchie 
auf den Regeln interpretiert. Die Möglichkeiten, die die A-BOX von TAXON bietet, 
werden nicht ausgenutzt. 
Bei der Einbindung von TAXON tauchten aber einige Probleme auf, die sich aus 
verschiedenen Eigenschaften und Fehlern von TAXON ergeben. Im folgenden wird 
geschildert, welche Anforderungen an ein System zur Klassifizierung von Regeln ge-
stellt wurden, wo sich dabei Probleme mit TAXON ergaben, und wie diese, falls 
möglich, gelöst wurden. 
• Es ist einem Benutzer des GGD erlaubt, Regeln zu ändern und zu löschen. Jede 
Regeländerung hat i.allg. auch eine Änderung des entsprechenden TAXON-
Konzeptes zur Folge, dieses müßte dann also geändert oder gelöscht werden. 
Es besteht aber in TAXON keine Möglichkeit ein einmal definiertes Konzept 
zu ändern oder zu löschen. 
• Es wäre schön, könnte man das Konzept zu einer Regel 'probeweise' in eine 
Hierarchie eingeordnen. So könnte der Benutzer testen, ob eine Regel wunsch-
gemäß klassifiziert wird, um dann nötigenfalls die Regel zu ändern. Leider ist 
das entsprechende TAXON-Konstrukt fehlerhaft. Diese Möglichkeit besteht 
also nicht. 
• Es ist im GGD sinnvoll, mehrere Hierarchien zu verwalten. Man könnte sowohl 
Hierarchien für die Regeln einzelner Sorten als auch eine Hierarchie für die 
Regeln aller Sorten aufbauen. TAXON ordnet aber alle Konzepte immer in 
gen au eine Hierarchie ein. 
• Es gibt keine Möglichkeiten, Disjunktionen zu erklären. 
Die ersten drei Probleme konnten mit der im Folgenden erklärten Einbindung gelöst 
werden, Disjunktionen bleiben zukünftigen Erweiterungen vorbehalten. 
• Das eine Regel beschreibende Konzept wird nicht unter dem Namen der Regel 
in TAXON eingefügt, sondern unter generisch erzeugten Namen. Funktionen 
im GGD übernehmen die Abbildung von den Regelnamen zu generierten Na-
men. 
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• Jede Regel wird zweimal (unter verschiedenen) Namen in TAXON eingefügt. 
Einmal als Konzept, daß keine Information über die Sorte der linken Seite 
der Regel enthält, einmal mit dieser Information. Auf diese Weise lassen sich 
mehrere Hierarchien aufbauen, eine für jede Sorte, eine weitere für alle Regeln 
aller Sorten. 
Beispiel: Die Regel Schul ter-23 wird in ein TAXON-Konzept umgesetzt, 
dieses Konzept wird ohne Sortenname der linken Regelseite als I0028, mit 
Sortennamen als S0029 in TAXON eingefügt. Um die in der von TAXON 
berechneten Hierarchie über Schul ter-23 stehenden Schultern zu ermitteln, 
werden die Konzepte über S0029 abgefragt . 
• Wird eine Regel gelöscht, nimmt GGD die für diese Regel generierten Kon-
zeptnamen in eine dafür vorgesehene Liste auf. TAXON kennt diese Konzepte 
dann immer noch. GGD-Funktionen müssen daher zusätzliche Berechnungen 
anstellen, wenn TAXON-Anfragen den Namen einer gelöschten Regel zurück-
liefern. 
Beispiel: Die Regel Schul ter-23 soll gelöscht werden. Neben den Ände-
rungen In den GGD-Datenstrukturen werden S0029 und I0028 als gelöscht 
markiert. Liefert nun eine Anfrage zu einer anderen Regel z.B. S0029 als 
höherstehenden Konzept, müssen für eine korrekte Antwort die Konzepte über 
S0029 ermittelt werden. 
Die oben erklärte Einbindung hat auch gewisse Nachteile, und zwar ein geringer 
Performanceverlust sowie eine Reduzierung der Lesbarkeit der TAXON-Hierarchie, 
wenn man nicht die in B.2 aufgeführten Funktionen benutzt. Dies wirkt sich um so 
mehr aus, je mehr Regeln während des Benutzung des GGD gelöscht bzw. geändert 
werden. 
B.4 Generierung von GraPaKL-Dateien 
Um eine GGD-Wissensbasis in eine GraPaKL-Datei auszugeben, sind einige zusätz-
liche Berechungen notwendig. Voraussetzung ist der bestandene Konsistenz-Check, 
u.a. weil in der aktuellen Implementierung während des Konsistenz-Checks einige 
Werte gesetzt werden, die für die GraPaKL-Ausgabe benötigt werden 1. 
Die GraPaKL-Syntax verlangt, daß alle Attributnamen und Knotendaten einer Sorte 
getrennt von den eigentlichen Regeln angegeben werden. Für jeden Knoten muß 
Name und Sorte angegeben werden. Namenskonflikte dürfen nicht auftreten. Kno-
ten mit gleichem Namen müssen in allen Regeln eines Features der gleichen Sorte 
angehören. Die Menge der Namen der Attribute darf sich nicht mit der Menge der 
Namen der Knoten überschneiden. 
Im GGD haben zwar alle Knoten eine Nummer, oft aber kein Label, also einen ex-
pliziten Namen. Die Label dienen dazu, bestimmte Knoten in Überlappungen und 
1 Außerdem läßt sich eine GraPaKL-Datei aus einer fehlerhaften Regelbasis nicht sinnvoll 
verwenden. 
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Pfaden anzusprechen. Weil i.allg. nicht alle Knoten einer Regel auf diese Weise ge-
nutzt werden, ist es nicht sinnvoll, für jeden Knoten ein Label zu verlangen. Attribute 
werden durch Constraints eingeführt. 
Für jede Sorte werden bei der GraPaKL-Ausgabe zunächst die Namen der Attribute 
und Label aus allen Regeln gesammelt. Es wird getestet, ob sich Namenskonftikte 
zwischen Attributen und Label ergeben, und ob gleiche Label immer Knoten gleicher 
Sorte bezeichnen (siehe auch 7.4). 
Aus Gründen der Homogenität der Regelbasis werden die Supersorten der Sorte mit 
einbezogen: kein Name eines Attributs einer Supersorte darf in der Sorte als Label 
verwendet werden, entsprechendes gilt für Label einer Supersorte und Attribute der 
Sorte sowie für SortenkonBikte zwischen Label gleichen Namens. 
Da im GraPaKL jeder Knoten einen Namen braucht, werden für GGD-Knoten ohne 
Label sog. Surrogatlabel generiert. Die Nummern der Knoten können nicht verwendet 
werden, da gleiche N ummem i.allg. in verschiedenen Regeln für Knoten unterschied-
licher Sorten stehen. Die Surrogat label werden so 'sparsam' wie möglich generiert, 
d.h. jedes Surrogatlabel wird, wenn möglich, in mehreren Regeln verwendet. 
Die Reihenfolge, in der die Knoten in einer GraPaKL-Regel angegeben werden, ist 
dem GGD durch die Knotennummern vorgegeben. Zusätzlich müssen die Constraints 
sowie die Nachbarschaften und Überlappungen (die im GraPaKL als Constraints 
repräsentiert werden) angegeben werden. 
Die einfachste Lösung wäre, alle Constraints nach der Liste der Knoten auszugeben. 
GraPaKL würde dann während des Parse-Vorgangs zunächst alle Knoten der Regel 
suchen, und dann die Constraints auswerten. 
Es ist in GraPaKL aber möglich, ein Constraint sofort anzugeben, wenn alle in den 
Pfaden des Constraints referenzierten Knoten angegeben wurden. (Beispiel: Ein 
Constraint, in dem nur Knoten Nr. 1 referenziert wird, kann direkt nach Knoten 1 
ausgegeben werden.) Aus Effizienzgründen ist dies oft sinnvoll. 
In der aktuellen Implementierung des GGD wurde folgende Taktik gewählt: Ein 
Constraint, das sich aus einer Nachbarschaft oder Überlappung ergibt, wird sofort 
nach den beteiligten Knoten ausgegeben (Beispiel: Das Constraint für eine Kante 
von Knoten 1 nach Knoten 2 wird sofort nach den Daten für Knoten 2 ausgegeben). 
N ach den Daten eines Knotens werden ausserdem die vom Benutzer definierten Cons-
traints ausgegeben, die das Y.-role-Konstrukt benutzen und deren <role-label> 
dem Label oder der Nummer dieses Knotens entspricht. Alle weiteren vom Benutzer 
eingeführten Constraints ohne Y.-role werden nach dem letzten Knoten ausgegeben. 
B.5 Dateien 
Das System GGD ist zweckmäßigerweise auf verschiedene Dateien aufgeteilt. Die 
folgenden Dateien gehören (in alphabetischer Reihenfolge) dazu, und haben folgende 
Aufgaben: 
check.lisp Hat die Aufgabe, alle notwendigen Tests zur Konsistenz der Regelbasis 
durchzuführen. 
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dag.lisp DAGs sind die zentrale Datenstruktur im GGD. In dieser Datei werden sie 
definiert und verwaltet. 
editor.lisp Ein einfacher Editor, der speziell für die Eingabe von Constraints pro-
grammiert wurde. Die Benutzung als normaler Texteditor ist möglich. 
feat-rep.lisp Lesen und Generieren von FEAT-REP-Dateien. Die Einlese-Routinen 
sind darauf ausgelegt, Fehler in von Hand erstellten oder geänderten FEAT-
REP-Dateien abfangen zu können. 
grapakl-out.lisp Ausgabe der Wissensbasis in eine Datei im GraPaKL-Format 
(Suffix . gg). Vorraussetzung für den Aufruf der Ausgabefunktion ist der vor-
herige Konsistenztest. 
init-ggd.lisp Einige kleinere Funktionen zur Initialisierung der DAGs und von glo-
balen Variablen 
interface-v-r.lisp Das Interface zwischen der Visualisierungskomponente und der 
Repräsen tationskomponente. 
laden.lisp Lädt alle Programm-Dateien in das jeweilige LISP-System. 
macros.lisp Verschiedene Zugriffsmacros. 
rule-editor-dags.lisp Die Verwaltung der Regeldaten, wenn die entsprechenden 
Regeln in der Visualisierungskomponente bearbeitet werden. 
rule-editor.lisp Der wesentliche Teil der Visualisierungskomponente, die interak-
tive, mausgesteuerte Eingabe und Modifizierung von Regeln. 
rules.lisp Verwaltung der Regeldaten in der Repräsentationskomponente. Außer-
dem Tests der einzelnen Regeln auf semantische Korrektheit (z.B. zusam-
menhängende rechte Regelseite). 
sorts.lisp Verwaltung der Daten der Sorten, außerdem Test der Sorten auf Korrekt-
heit (z.B. gültiger Name, erlaubte Feature-Application). 
startup.lisp Startet und beendet die Benutzung der graphischen Obverfl.äche. 
taxon.lisp Anbindung des Wissensrepräsentationssytems TAXON. Außerdem ei-
nige Funktionen zur (teilweisen) Überwindung der TAXON-Mängel. 
terminals.lisp Ein-/ Ausgabe und Verwaltung der Terminals (also der TEC-REP 
Primitive). 
Weitere Dateien sind graphtools.lisp, easy-Ioad.lisp, lispm-init.lisp und pa-
trrc.lisp. Diese Dateien entstanden nicht im Rahmen der Implementierung des 
GGD, stellen aber einige Systemfunktionen zur Verfügung. graphtools.lisp ist eine 
für den GGD angepasste Version der gleichnamigen Datei von Harald Aust und 
ergänzt die graphische Oberfläche X-Window-Toolkit um zusätzliche Dialoge. 
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