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Machine learning application developers and data scientists spend inordinate amount of
time iterating on machine learning (ML) workflows, by modifying the data pre-processing,
model training, and post-processing steps, via trial-and-error to achieve the desired model
performance. As a result, developers are “in-the-loop” of the development cycle. Under this
“human-in-the-loop” setting, the ultimate goal of a ML system becomes shortening the time
to obtain deployable models from scratch. However, some of the existing ML systems ignore
this iterative aspect, and only optimize the one-shot execution of the workflow, while some
of them don’t provide enough support for system users to make iterative changes. Here,
we first conduct a mini-survey of the applied machine learning literature to quantitatively
study the user behavior in iterative ML application development. Then, we propose Helix,
a declarative machine learning system implemented in Scala. Helix mainly focuses on the
optimization of the execution across iterations by reusing or recomputing intermediate results
as appropriate. Finally, we describe our collaboration system on top of Helix, that includes
a workflow management module and a visualization tool, to make the machine learning
system easier to use. In our evaluations, Helix achieved a 60% magnitude reduction in
cumulative running time compared to state-of-the-art machine learning tools.
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CHAPTER 1: INTRODUCTION
Building a real-world machine learning model is a trial-and-error based iterative process
[1]. At the beginning of the development of the model, data scientists usually create a
relatively simple version of the model, with hyperparameters set using prior experience or
preliminary hypotheses. Then, based on the performance of the initial model, they may
modify the training workflow by changing the values of the hyperparameters, adding or
deleting features used in the training process, or switching to other training models, in order
to achieve better performance. In that case, a large amount time is actually spent on iterating
workflow. Many such iterations take place between the conception and the deployment of
the ML model, with the developer as an integral component. Figure 1.1 shows a typical
development cycle of human-in-the-loop machine learning. The dashed box represents one
instance of the ML workflow. The performance of the model acts as feedback to the users









Figure 1.1: Development Cycle of Human-in-the-loop Machine Learning.
However, existing ML systems fail to support rapid iteration on machine learning work-
flows. Even single modification to the workflow needs a complete run from scratch, which
may takes several hours for this recomputation. For example, KeystoneML [2] optimizes
the one-shot execution of ML workflows by using some optimizing methods include common
subexpression elimination and shared result evaluation. DeepDive [3] takes advantage of
multiple input data sources and applies approximate inference to speed up model training.
Moreover, it materializes the results of all feature extraction and engineering steps. Even
though it helps accelerate iterative development by reusing intermediate result in some cer-
tain cases, in general it is wasteful in terms of storage and time-consuming.
Here, we propose Helix, a declarative, general-purpose end-to-end machine learning sys-
tem that accelerates iterative machine learning application development. Key features in
Helix include:
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• Declarative domain specific language. Helix adopts a hybrid approach: data sci-
entists write code in a simple, intuitive, and modular domain-specific language (DSL)
built using Scala, while also employing UDFs as needed for imperative code, say for
feature extraction or transformation. This interoperability allows data scientists to
leverage existing functions and libraries on JVM and Spark-specific operators. By
examining code written in this DSL, Helix can track changes across iterations and
optimize execution to accelerate both the current and subsequent iterations, described
next.
• Iterative execution optimization. Helix represents the machine learning workflow
as a directed acyclic graph (DAG) of data collections. For each node (representing an
intermediate result), Helix determines whether this result is worth materializing by
considering the maximum storage budget, the time to compute the node and all of
its ancestors, and the size of the output—we call this the materialization problem.
Then, during subsequent iterations, Helix determines whether to read the result for
a node from persistent storage (if previously materialized), or to compute it from the
input—we call this the recomputation problem.
We found that recomputation is in PTIME via a non-trivial reduction to Max-Flow
using the Project Selection Problem [4], while materialization is NP-Hard via
a reduction from the Knapsack Problem. We propose a simple cost model used in
an online algorithm to provide an approximate solution to the materialization problem.
• Workflow versioning and visualization tool. We build a versioning and visualiza-
tion tool on top of Helix, enabling the management of workflow versions, execution
plan visualization, and version comparison. Users can easily track the evolution of a
workflow, including the changes to hyperparameters, feature selection, and the perfor-
mance impact of each modification on the workflow.
• Collaboration on workflow development. We enable collaboration on single work-
flow development for multiple system users. Users can easily check out the current
version of other users’ workflow, and build on top of it. Intermediate results can also
be shared to reduce the repeated training time.
Outline. In Chapter 2, we briefly introduce several popular machine learning systems, in
both execution side and user interface side. In Chapter 3, we quantitatively study the user
behavior in developing ML applications in multiple domains using ML systems, by conduct-
ing a mini-survey of the applied machine learning literature. We also provide guidelines for
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ML system developers. In Chapter 4, we give an overview of Helix, the declarative machine
learning system we designed to accelerate iterative machine learning workflow development.
In Chapter 5, we describe how we further improve the user-friendliness of Helix by provid-
ing a collaboration system on top of Helix. Finally in Chapter 6, we conclude the whole
paper and provide several future directions and opportunities on building human-in-the-loop
machine learning systems.
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CHAPTER 2: RELATED WORK
In this chapter, we provide a brief overview of related work on human-in-the-loop machine
learning system. We will focus on both execution and user interaction aspects.
2.1 MACHINE LEARNING SYSTEMS WITH INTUITIVE USER INTERFACE
There are many existing machine learning systems that not only focus on computational
performance, but also user-friendliness. Most of them satisfy multiple user needs.
OpenML is a novel open science platform that provides easy access to machine learning
data, software and results to encourage further studies and applications [5]. It borrows the
benefits of the open source world, by creating the platform to let users to share machine
learning code, datasets, and experiments. Users can simply built directly on the work of
others, and can clearly browse the hyperparameters used. They provides the service as a
website.
DeepDive [3] is similar to Helix. As an automatic knowledge base construction tool,
it takes advantage of multiple input data sources and can apply approximate inference to
speed up model training. What’s more, it also provides a tool named Mindbender, which
brings up an interactive search interface to browse data produced by DeepDive, as well as
its input/source data. This tool is valuable for users to explore insights underlying some
specific data samples, and create better workflows.
TensorFlow [6] is one of the most popular machine learning frameworks. It provides an
interface for expressing machine learning algorithms, and an implementation for executing
them [6]. TensorBoard is one of the built-in modules that helps users understand the struc-
ture of the computation graphs and also to understand the behavior of the ML models. Most
of the visualizations are interactive, they support pan and zoom, and expand grouped nodes
to allow drilling down for more details.
MLBase [7] provides a vision of combining declarative programming with machine learn-
ing. It allows users to specify the desired requirements declaratively, with the backend
automatically optimizing the desired user models.
2.2 MACHINE LEARNING SYSTEM WITH VERSIONING IN BUILT
While the research and open-source community has strived to make machine learning
systems more user friendly, as we saw in the previous subsection, there are also several
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existing work that focus on model/workflow life cycle management or versioning.
MLlib[8], the machine learning pipeline API in Apache Spark, allows users to compose
pipelines consisting of transformers and estimators [9]. An estimator can be applied to data
and produces a parametric representation, which is the model learned. This model can then
be used as a transformer to create predictions on new data. The model can be saved to disk
and be reloaded later by explicitly calling the given API.
Sherlock, a machine learning system for fast iteration in model building, has a central
repository of models both for tracking modeling experiments and for reusing previous com-
putation [10]. It stores tables corresponding to model specifications, trained models, quality
information, and intermediate results from training models.
ModelDB [1] is another system focused on model versioning. In this system, they allow
machine learning users to store and retrieve machine learning models through a specially
designed API. The lightweight API allows users to use mainstream machine learning systems
to train the model and push to ModelDB. However, they only care about the model life cycle,
but not consider the evolution of datasets, and the versioning of the intermediate results.
Weide et al’s work on versioning for end-to-end machine learning pipelines [9] produces
derivations of datasets to ensure that multiple versions of a pipeline can run in parallel
while minimizing the amount of redundant computations. They support version control for
the schema changes of pipelines. They also propose partial dataset derivations to make the
persisting of immediate data more user-friendly. However, they don’t have a way to support
reloading of previous versions and collaborations on a single workflow.
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CHAPTER 3: A SURVEY OF THE APPLIED MACHINE LEARNING
LITERATURE
To develop a user-friendly machine learning system, we first want to study the user be-
havior when using machine learning frameworks or tools. In this chapter, we describe a
small-scale survey of applied machine learning (ML) workflow development in practice. We
collect and analyze statistics on the role of iteration within machine learning workflow de-
velopment, and report some preliminary trends and insights from these statistics. We finally
show how this quantitative study can guide our design decisions for multiple aspects of
human-in-the-loop machine learning systems.
3.1 INTRODUCTION
When designing ML systems, designers strive to make their system 1) more user-friendly;
2) suitable to multiple ML application domains. However, there are two reasons why building
such general purpose, usable machine learning systems/tools is hard. First, a systematic un-
derstanding of the broad machine learning landscape requires domain knowledge of various
application fields. Given most system designers are computer scientists, they are oblivi-
ous of fields other than typical industry (E-commerce, recommendations, etc.) and typical
machine learning areas (NLP, Computer Vision, etc.); thus it’s hard for them to design a
ML system that satisfies the requirements of a wide audience. Second, machine learning
workflow development is anecdotally regarded to be an iterative process of trial-and-error
with humans-in-the-loop. However, most system designers design their system only based
on some anecdotal or user-survey-based [11, 12, 13] evidence for this iterative process. To
the best of our knowledge, there are not any quantitative evidence for how data scientists
iterate on ML workflows. For current machine learning system designers, they have been
heavily relying on anecdotal studies and surveys of people in designing and justifying design
decisions for machine learning systems. There are no quantitative guarantees whether the
systems will have good performance on multiple real applications.
Therefore, we need better understanding of user behavior beyond anecdotal evidence,
which can guide ML system designers in developing general purpose and usable ML systems.
Moreover, we expect the inferred user behavior model can act as benchmarks for ML systems.
There are many issues that need to be answered to tackle this problem. For example,
what kinds of data should we collect to represent the user behavior? What methods should
we use to analyze the data collected? Given most of the machine learning workflows are
domain specific, how do we create a general user behavior model that captures a variety of
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use-cases? Moreover, data that shows the whole picture of end-to-end system development is
hard to gather. Publications about machine learning are usually results-driven; sometimes
only the configuration that leads to the best performance is reported. Also, some of the
development efforts that are trivial in the specific domain, are often omitted by the authors,
because of page limitations. As a result, only partial information about the whole iterations
of the machine learning application development is reported in the literature, which also
makes our analysis hard.
Here, we propose a novel method for formally studying user behavior in using machine
learning systems for domain-specific machine learning application development, by surveying
the applied ML literature across five application domains. To learn how the users interact
with a ML workflow, we first divide a ML workflow into three major components: Data
Pre-processing (DPR), Learning/Inference (L/I), and Post Processing (PPR). We conduct a
survey of 105 papers spanning five application domains, collecting statistics on user actions
inferred from these publications for the DPR, L/I, and PPR components of an ML workflow.
The number of iterations can also be inferred using the statistics collected as described. To
ensure the quality of our statistics, we propose a way to take consensus over results collected
by multiple surveyors. With this information, we report some interesting trends and findings
that may help ML system designers make better design decisions, along with some limitations
of our approach. Finally, several ML system requirements are suggested by our analysis.
The main contributions of this chapter are the following:
• Presenting a novel method for formally studying user behavior in using ML systems
for domain specific application development.
• Designing a effective way to collect statistics that can help us quantitatively understand
user behavior beyond anecdotal evidence. Detailed statistics are open sourced so that
others can study it for more insight.
• Reporting preliminary trends seen in our mini-survey to help system designers under-
stand how to build better ML systems for a wide audience.
• Proposing desired ML system requirements based on our collected statistics.
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3.2 DATA AND STATISTICS
3.2.1 Corpus
We surveyed 105 papers randomly sampled from KDD ’16 Applied Data Science Track,
ACL ’16, Nature ’16, and CVPR ’16, spanning applications in social sciences (SocS), web
applications (WWW), natural sciences (NS), natural language processing (NLP), and com-
puter vision (CV). Paper topics were determined using the ACM Computing Classification
System (CCS) 1. Keywords in each paper are matched with entries in the CCS tree, and
each paper is assigned as its domain the most appropriate high-level entry containing its
keywords. Figure 3.1 illustrates the domain composition of the conferences surveyed. While
ACL, CVPR, and Nature specialize in a single domain, KDD embraces many domains, with
a focus on web applications and social science.











Figure 3.1: Paper count per domain by conference.
3.2.2 Machine Learning Workflows
Machine learning workflow is a series of steps to complete a ML application. In general,
it contains the following three major components:
Data Pre-processing (DPR). Data pre-processing is the step to get your data ready to
use by a ML training algorithm. This stage contains all of the data manipulation operations,
such as data cleaning and feature extraction, used to turn raw data into a format compatible
with ML algorithms.
Learning/Inference (L/I). Once the data is transformed into a learnable representation,
such as feature vectors, learning takes place, using the transformed data to derive an ML
1https://www.acm.org/publications/class-2012
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model via optimization. Inference refers to the processing by which the learned model is
used to make predictions on unseen data, and is performed after learning.
Post Processing (PPR). Post processing is what ML developers do after learning and
inference, based on Bruha et al. [14], there are typically four categories of PPR:
• Rule-based knowledge filtering.
• Rule-based knowledge integration.
• Interpretation and explanation.
• Evaluation.
Based on our statistics, the first two operations are sparse in our collected corpus, thus
are omitted from our study.
3.2.3 Statistics Collection
Our goal in this survey is to collect statistics on how users iterate on ML workflows.
However, iterations are often not explicitly reported in publications. To overcome this
challenge, we designed a set of statistics that allow us to infer the iterative process leading to
the results reported in each paper. We introduce the statistics for each individual component
of the ML workflow below.
DPR. As mentioned above, DPR encompasses all operations involved in transforming raw
data into learnable representations, such as feature engineering, data cleaning, and feature
value normalization. We record D, the set of distinct DPR operation types found in each
paper and collect nD = |D|. Mentions of DPR operations are usually found in the data and
methods sections in the paper.
L/I. Workflow modifications concerning L/I fall into one of three categories: 1) hyper-
parameter tuning for a model (e.g., increasing learning rate, changing the architecture of a
neural net) and 2) switching between model classes (e.g., from a decision tree to an SVM).
For each paper, we record M, the set of all model classes and P , the set of distinct hyper-
parameters tuned across all model classes, and collect nM = |M| and nP = |P|. Evidence
for these statistics is usually found in the algorithms section, as well as result tables and
figures.
PPR. Of the four types of PPR operations enumerated above, evaluation and interpre-
tation/explanation are the most commonly reported in papers, often presented in tables or
figures. For each paper, we record E , the set of evaluation metrics used, and collect nE = |E|.
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In addition, we collect ntable and nfigure, the number of tables and figures containing results
and case studies, respectively.
We refer to D,M,P , E collectively as entity sets in the rest of the paper 2.
To ensure the quality of the statistics collected, we had three graduate students in data
mining, henceforth referred to as surveyors, perform the survey independently on the same
corpus. We reference the results collected by each surveyor with a subscript, e.g.,M1 is the
set of model classes recorded by surveyor 1. To increase the likelihood of consensus, we first
had the surveyors discuss and agree on a seed set for each entity set, e.g., E = {Accuracy,
RMSE, NDCG}. Surveyors were then asked to remove from and add to this set as they saw
fit for each paper. Let n′x be the aggregated value of the statistic nx. We aggregate the three
sets of results as follows:
• For an entity set S (e.g.,M, the set of model classes), let Sa = S1 ∪ S2 ∪ S3. We filter
Sa to obtain S
′ ⊆ Sa such that s ∈ S ′ is identified by at least two surveyors. That is,
a paper is considered to contain an operation only if it is identified to be in the paper
by at least two surveyors independently. We define n′S for the corresponding statistic
as |S ′|.
• For ntable and nfigure, we define n′table/figure to be the average of the values obtained by
the three surveyors.
3.2.4 Estimating Iterations using Statistics
The information collected above indicate versions of the workflow studied but not the
iterative modifications themselves. To infer the number of iterations using the statistics
collected above, we make the following assumptions:
• Each iteration involves a single change. While it is possible for multiple changes to be
tested in a single iteration, it is unlikely the case since the interactions can obfuscate
the contribution of individual changes.
• Each element in an entity set is tested exactly once. For the authors to report on
a variant, there must have been at least one version of the workflow containing that
variant. Although it is likely for a variant to be revisited in multiple iterations in
the actual research process, papers, by convention, provide little information on this
2The complete entity sets and statistics can be found at https://github.com/gestalt-
ml/AppliedMLSurvey/blob/master/data/combinedCounts.tsv
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aspect. Due to this lack of evidence, we take the conservative approach by taking the
minimum value.
Let tDPR, tLI , tPPR be the number of iterations containing changes to the DPR, L/I, and PPR
components of the workflow, respectively. Using the two assumptions above, we estimate
tDPR, tLI , and tPPR as follows:
• t̂DPR = n′D
• t̂LI = (n′M − 1) + (n′P − 1)








For t̂DPR, we assume that the authors start with the raw data and incrementally add more
data pre-processing operations in each iteration. We subtract one from n′M and n
′
P in t̂LI
to account for the fact that the initial version of the workflow must contain a model, a set
of hyperparameters, and an optimization algorithm. The estimator t̂PPR assumes that in a
PPR iteration, the authors can either gather all information on a single metric or generate
an entire figure/table.
3.3 TRENDS AND INSIGHTS
In this section, we share interesting trends about ML workflow development discovered
from our survey.
3.3.1 Iteration Count
Figure 3.2 shows the histograms for the three iteration estimators t̂DPR, t̂LI , t̂PPR across
the entire corpus and by domain, and Figure 3.3 shows the mean for DPR, L/I, and PPR
iterations for each domain. Overall, we found that 1) most papers use more than one
evaluation method; 2) PPR is the most common iteration type; and 3) more L/I iterations
are reported than DPR iterations. We conjecture that 3) might not be reflective of the actual
iterations but rather an artifact of publication conventions, which deem DPR experiments
less important to report in a publication.
When grouped by domains, we see that the distributions for certain domains deviate a
great deal from the overall trends. Domains dominated by deep neural nets (DNNs), which
are designed to replace manual feature engineering for higher order features, tend to show
fewer DPR and more L/I iterations, such as NLP and CV. Additionally, there are only a
11
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Estimator Value Histograms for Web Applications
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Estimator Value Histograms for Computer Vision
Figure 3.2: Distribution of number of iterations by workflow component.
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Figure 3.3: Mean iteration count by domains.
few highly processed datasets studied in all of the NLP and CV papers, further reducing
the need for data pre-processing in these domains. On the other hand, social and natural
sciences exhibit the opposite trend, biasing towards more DPR iterations. This is largely due
to the fact that both domains rely heavily on domain knowledge to guide ML and strongly
prefer explainable models. In addition, a large amount of data is required to enable training
of DNNs. The scale of data is often much smaller for SocS and NS than NLP and CV, thus
preventing effective application of DNNs and requiring more manual features.
3.3.2 Data Pre-processing by Domain
SocS NS WWW NLP CV


























Table 3.1: Common DPR operations ordered top to bottom by popularity. Join = joining
multiple data sources; Feat. def. = custom logic for fine-grained feature extraction; Univer.
FS = univariate feature selection, using criteria such as support and correlation per feature;
BOW = bag of words; PCA = principal component analysis, a common dimensionality
reduction technique.
Table 3.1 shows the most popular DPR operations in each application domain, ordered
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top to bottom by popularity, with abbreviations expanded in the caption. While the table
reaffirms common knowledge such as feature normalization is important, Table 3.1 also
shows two striking results: 1) all but one domain frequently require joins of multiple data
sources; 2) fine-grained features defined using domain knowledge are prevalent across all
domains. Result 1) suggests that unlike classroom and data competition settings in which
the input data resides conveniently in a single file, data in real-world ML applications is
aggregated from multiple sources (e.g., user database and event logs). Result 2) contradicts
the common belief that ML applications have collectively progressed beyond handcrafted
features thanks to the advent of deep learning (DL). In addition to the incompatibilities
with DL in some domains mentioned in Section 3.3.1, the efficacy of features designed using
domain knowledge versus using DL to search for the same features without domain knowledge
is possibly another contributing factor.
3.3.3 Learning/Inference by Domain
SocS NS WWW NLP CV
GLM (36.0%) SVM (32.7%) GLM (37.0%) RNN (32.4%) CNN (38.2%)
SVM (28.0%) GLM (15.4%) RF (11.1%) GLM (14.7%) SVM (17.6%)
RF (20.0%) RF (13.5%) SVM (11.1%) SVM (11.8%) RNN (17.6%)
Decision Tree
(12.0%)
DNN (13.5%) Matrix Factor-
ization (11.1%)
CNN (8.8%) RF (5.9%)
Table 3.2: Common model classes ordered top to bottom by popularity per domain. GLM
= generalized linear models (e.g., logistic regression); RF = random forest; SVM = support
vector machine; R/CNN = recursive/convolutional neural networks.
Table 3.2 lists the most popular model classes for each application domain, with abbrevi-
ations expanded in the caption. We have already discussed the disparity between popularity
of DL in CV/NLP and other domains in Section 3.3.1. Most traditional approaches such
as GLMs, SVMs, and Random Forest are still in favor with most domains, since the large
additional computation cost for DL often fails to justify the incremental model performance
gain. Matrix factorization, which is highly amenable to parallelization, is popular in web
applications for supporting recommendation engines. Interestingly, SVM is the most pop-
ular method in natural sciences by a large margin, possibly due to its ability to support
higher order functions through kernels. NS applications experimenting with DL are mostly
computer vision related.
Table 3.3 shows the most popular model tuning operations by domains. The top two
14
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Kernel (9.1%) CV (11.8%) Kernel (6.1%) Regularize
(11.5%)
Table 3.3: Most popular model tuning operations by domain. CV = cross validation; LR =
learning rate; DNN arch. = DNN architecture modification; Kernel specifically applies to
SVM.
operations, learning rate and batch size, are both concerned with the training convergence
rate, suggesting that training time is an important factor in all domains. Cross validation and
regularization are both mechanisms to control model complexity and overfitting to observed
data. Lower complexity models usually result in faster inference time and better ability to
generalize to more unseen data.
3.3.4 Post Processing by Domain
SocS NS WWW NLP CV
P/R (25.7%) Acc. (28.6%) Acc. (20.8%) P/R (29.2%) Vis. (33.3%)
Acc. (20.0%) P/R (18.6%) P/R (20.8%) Acc. (27.1%) Acc. (29.8%)
Feat. Contrib.
(17.1%)
Vis. (15.7%) Case (13.2%) Case (14.6%) P/R (17.5%)
Vis. (14.3%) Correlation
(11.4%)
DCG (9.4%) Human Eval.
(8.3%)
Case (12.3%)
Table 3.4: Most popular evaluation methods by domain. P/R = precision/recall; Acc. =
accuracy; Vis. = visualization; Feat. Contrib. = feature contribution to model perfor-
mance; NCG = discounted cumulative gain, popular in ranking tasks; Case = case studies
of individual results.
Of the evaluation methods listed in Table 3.4, P/R, accuracy, correlation, and DCG are
summary evaluations of model performance while case study, feature contribution, human
evaluation, and visualization are fine-grained methods towards insights to improve upon the
current model. While the former group can be used automatically such as in grid search,
the latter group is aimed purely for human understanding.
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3.4 SYSTEM DESIGN GUIDES
Our purpose of this quantitative study on user behavior on ML system is providing guide-
lines for ML system designers. Here, based on the insights from previous sections, we provide
several typical aspects that worth considering for ML system designers. What’s interesting
is that some of these findings do not agree with the anecdotal evidence from previous survey
papers [11, 12, 13]; system designers should re-think those aspects to make their systems
perform well on multiple application domains.
• Fine-grained feature engineering. Given deep learning is used more and more fre-
quently, fine-grained feature engineering, like feature definition and univariate feature
selection, is recently considered as outdated practice. However, based on our analysis,
handcrafted features designed using domain knowledge is popular in all application
domains. A well-designed ML system should provide adequate support for feature
engineering in the data pre-processing stage.
• Support multiple data sources. Joining multiple data sources is common among
multiple application domains. Thus ML systems should support efficient joins in the
data pre-processing stage.
• Rapid model training. We found that most tuned model parameters are related to
training time, especially in deep learning. This suggests that developers are in need
of systems that have fast model training and low latency for the end-to-end workflow
execution, in general.
• Rapid iterative changes. Iterative ML application development can be found in
every ML application paper, independent of the domain. Accelerating the response of
the system during iterative changes can significantly reduce the overall developing time
of a machine learning application. Moreover, understanding which types of changes
are more frequent can further help system designers optimize their system for a specific
domain.
We basically follow those guidelines to design and build Helix, the human-in-the-loop
machine learning system we describe in the following sections.
3.5 LIMITATION
Our approach is limited in its ability to accurately model iterations due to several char-
acteristics of the corpus:
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1) While the corpus spans multiple domains, the number of papers in each domain is
small, which can lead to spurious trends.
2) Papers provide an incomplete picture of the overall iterative process. Machine learning
papers are results-driven and focus more on modeling than data pre-processing by
convention. Due to space constraints, authors often omit a large number of iterative
steps and report only on the small subset that led to the final results.
3) Papers often present results side by side instead of the order they were obtained,
making it difficult to determine the exact transitions between the variants studied in
the iterative process.
We attempt to overcome some of these limitations by
• Having multiple surveyors and aggregating the results to reduce the change of spurious
results, as elaborated in Section 3.2.3;
• Devising estimators that do not rely on information about the order of operations, as
elaborated in Section 3.2.4.
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CHAPTER 4: HELIX- A DECLARATIVE MACHINE LEARNING SYSTEM
In this chapter, we mainly propose Helix, the declarative machine learning system de-
signed based on the previous user behavior studies.
4.1 INTRODUCTION
As we found in the previous chapter, machine learning application developers spend an
inordinate amount of time iterating on machine learning workflows, by modifying the data
pre-processing, model training, and post-processing steps, via trial-and-error to achieve the
desired model performance. However, every single small change to the workflow results in
several hours of recomputation, even though the change may only affect a small portion of the
workflow. In this chapter, we describe Helix, a declarative machine learning system aimed
at accelerating iterative machine learning application development. Most design decisions
for Helix are based on the insights from the mini-survey in Chapter 3. Experiments show
that Helix has almost the same performance as KeystoneML and DeepDive do on one-shot




1.  object Census extends Workflow {
2.     // Declare variable names (for consistent reference) omitted.
3.     data refers_to new FileSource(train="dir/train.csv", test="dir/test.csv") 
4.     data is_read_into rows using CSVScanner(Array("age", "education", ...)) 
5.     ageExt refers_to FieldExtractor("age")
6.     eduExt refers_to FieldExtractor("education")
7.     occExt refers_to FieldExtractor("occupation")
8.     clExt refers_to FieldExtractor("capital_loss")
9.     raceExt refers_to FieldExtractor("race")
     + msExt refers_to FieldExtractor("marital_status")
10.   target refers_to FieldExtractor("target")
11.   ageBucket refers_to Bucketizer(ageExt, bins=10)
12.   eduXocc refers_to InteractionFeature(Array(eduExt, occExt))
13. - rows has_extractors(eduExt, ageBucket,  eduXocc, clExt, target) 
     + rows has_extractors(eduExt, ageBucket,  eduXocc, msExt, target)
14.   income results_from rows with_labels target
15.   incPred refers_to new Learner(modelType="LR"”, regParam=0.1)
16.   predictions results_from incPred on income
17.   checkResults refers_to new Reducer( (preds: DataCollection) => {
18.      // Scala UDF for checking prediction accuracy omitted. })
19.   checkResults uses extractorName(rows, target)
20.   checked results_from checkResults on testData(predictions)
21.   checked is_output() 
22.  }
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Figure 4.1: Example workflow for predicting income from census data
The Helix backend comprises a domain specific language (DSL) in Scala as the program-
ming interface, a compiler for the DSL, and an execution engine. Figure 4.2 illustrates the
backend architecture. The compiler first translates the program written in the DSL into a








   object App extends Workflow {
       data refers_to FileSource(train="trainData", test="testData") 
       …














Figure 4.2: System architecture.
them), which is then optimized to minimize overall execution time, by pruning extraneous
operations (or equivalently, intermediate results), reordering operations, and reusing results
from previous iterations when applicable. The execution engine uses an online algorithm
that determines at runtime the set of intermediate results to materialize in order to mini-
mize execution time for subsequent iterations. We provide a brief overview of each of these
three components below.
4.2.1 Programming Interface
Helix’s DSL is akin to KeystoneML’s DSL for constructing ML pipelines, with the added
benefit of user-friendly data structures for data pre-processing and unified support for train-
ing and testing. Helix users program their entire procedure in a single Scala interface called
Workflow. Users can directly embed Scala expressions as user-defined functions (UDFs) into
declarative statements in the DSL, in the same fashion that SparkSQL supports inline SQL
UDF registration [15]. Figure 4.1a) shows an example workflow in the Helix DSL for the
Census application. The DSL facilitates elaborate data pre-processing and complex machine
learning (ML) model development. The DSL supports both fine-grained and coarse-grained
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feature engineering, as well as both supervised and unsupervised learning, with a hand-
ful of operator types. The DSL has been used to implement workflows in social sciences,
information extraction, computer vision, and natural sciences, all under 100 lines of code
per workflow. Users can easily extend the default set of operators to adapt to their cus-
tom use case by providing only the UDF without copying boilerplate code. Helix’s data
structures for pre-processing maintains features in human-readable format for ease of devel-
opment and automatically converts it into a compatible format for ML. Users do not need
to treat training and test data separately. Helix ensures that both will undergo the same
data pre-processing process and the appropriate data is used for training and evaluation.
4.2.2 Compiler
During the compilation phase, high-level DSL declarations in a Workflow are first trans-
lated into a DAG of operations (or equivalently, intermediate results) using the intermediate
code generator. Figure 4.1b) shows an example of the operations DAG compiled from the
program in Figure 4.1a). The DAG optimizer analyzes the generated DAG along with rel-
evant data, including the input data and any materialization of intermediate results from
previous executions, to produce a physical execution plan, with the optimization objective
of minimizing the latency of the current iteration. This involves several components:
Iterative change tracker. To avoid the inefficiencies of rerunning invariant operations,
Helix automatically detects changes to an operator from the last iteration and deprecates
all results affected by the changes via dependency analysis. Unfortunately, the problem of
determining operator equivalence for arbitrary functions is undecidable as per Rice’s Theo-
rem [16], with extensive bodies of work in the programming language community dedicated
to verifying operational equivalence of programs for specific classes of programs. Currently,
Helix supports change detection via source code version control; covering more general
cases is future work. Figure 4.1a) shows highlighted changes automatically detected by He-
lix between two versions of a workflow (+/− indicates statements that are added/deleted).
Program slicing component. Helix applies program slicing techniques from compilers
to prune extraneous operations that do not contribute to the final results. Feature selec-
tion is a prevalent practice in machine learning, and this component uses fine-grained data
provenance to eliminate computation for redundant features that do not impact the model,
without any human supervision—users do not have to make any changes to explicitly avoid
running redundant computations.
Recomputation component. The DAG optimizer in the compiler determines the op-
timal reuse policies that minimize execution time of the current iteration given results from
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previous iterations. Formally, let G = (N,E) be a DAG of operations. Each ni ∈ N
has a compute cost ci and a load cost li. Additionally, each node is assigned a state
from S = {load, compute, prune}, with the prune constraint that stipulates that a node
in compute cannot have parents in prune (i.e., the parents of a node must be available for
that node to be computed). Let s : N → S be the state assignments and I be the indicator





I{s(ni) = compute}ci + I{s(ni) = load}li (4.1)
This cannot be solved via a simple traversal of the DAG due to the prune constraint.
While loading a node ni allows us to prune all of its ancestors A(ni), the actual run time
reduction incurred by loading ni depends on the states of all descendants of each nj ∈ A(ni).
For example, if lk  ck for a node nk that is a child of some nj ∈ A(ni), the run time
is minimized by keeping nj and computing nk from it. We prove that this problem is
polynomial-time reducible to the Project Selection problem [4], a variant of Max-
Flow, and devise an efficient PTIME algorithm to compute the optimal plan via this
reduction[17].
Figure 4.1b) shows an example optimized plan with unnecessary operations corresponding
to the source code grayed out. Each node corresponds to the result of an operator declared
in Figure 4.1a), with operators for data pre-processing in purple and machine learning in
orange. Nodes with a drum to the left are reloaded from disk, whereas nodes with a drum
to the right are materialized. Operators that appear in the source code but pruned during
execution are grayed out. The red and green highlights correspond to modifications to the
DAG due to iterative changes highlighted in 4.1a).
4.2.3 Execution Engine
The execution engine executes the physical plan produced by the compiler, using Spark [18]
as the main backend for data processing, supplemented with JVM libraries for application-
specific needs.
During execution, the materialization optimizer chooses intermediate results to persist
(with a maximum storage constraint) in order to minimize the latency of future iterations,
using runtime statistics from the current and prior executions for guidance. This optimiza-
tion problem is complicated by two practical challenges: 1) the total number of iterations
the user will perform is not known a-priori; 2) changes to the workflow in future iterations
are unpredictable, thus making it difficult to determine the set of intermediate results that
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can be reused in iterations that follow. Even in the simplest case, with the strong assump-
tion that the user will carry out only one more iteration, and all results from the current
iteration will be reusable in the next, it can be shown, via a reduction from the Knapsack
Problem, that this optimization problem is still NP-Hard. Additionally, the decision
to materialize must take place immediately upon operation completion, as it is prohibitive
to cache multiple intermediate results for deferred decisions. Thus, an online algorithm is
needed to make decisions quickly in real-time. We use the following simple cost model to
determine the set of intermediate results to materialize as they become available. Recall an
operator ni is associated with a load cost li and a compute cost ci. At iteration t, ri, the
reduction in execution time at iteration t+1, from materializing ni at t, can be approximated
as




If ri is positive and the data size for ni is less than the remaining storage budget, then mate-
rialize ni. Although this model ignores the dependencies between other operators and A(ni),
it is cheap to compute and effective in practice, while satisfying the online constraint. Our
ongoing work investigates predicting reuse probability based on user studies and workflow
features.
4.3 EXPERIMENTAL RESULTS
We evaluate the cumulative runtime performance on four typical workflows and compare
against two similar ML system, KeystoneML and DeepDive, to show Helix’s ability to
accelerate iterative machine learning application development.
4.3.1 Workflows
The four workflows we studying for our evaluation span a diverse range of application
domains with distinct characteristics to test each system’s versatility. KeystoneML, which
focuses on large scale classification problems, does not provide a programming interface con-
ducive to structured prediction problems. On the other hand, DeepDive is highly specialized
for information extraction and therefore inflexible in the type of ML tasks it supports.
Census Workflow. This workflow illustrates a simple classification task with straight-
forward features from structured input. The dataset from [19], hosted by the UCI Machine
Learning Repository [20], contains 14 continuous and categorical attributes representing de-
mographic information, such as age, education, occupation. The classification task is to
22
use demographic information to predict whether a person’s annual income is > 50K. The
complexity of this application is representative of applications from the social and natural
sciences, where well-defined variables are being studied for covariate analysis.
NLP Workflow. This is a complex structured prediction task that identifies mentions of
spouse pairs from news articles. DeepDive provides a detailed tutorial describing the steps
involved in this workflow 1. In contrast to Census, the input to this workflow is unstructured
text, and the objective is to extract structured information instead of simple classification.
Thus, this workflow requires more data pre-processing steps to enable learning, which mirrors
the industry application setting, in which extensive data ETL is necessary.
In our evaluations, the input articles have been pre-processed using the Bazaar parser 2
prior to being ingested by both Helix and DeepDive. This is to exclude from the overall
run time the time for NLP parsing, which both systems perform by invoking the same Scala
library.
MNIST Workflow. The MNIST dataset contains images of handwritten digits to be
classified by an ML model, which is a well-studied task in the computer vision community.
The workflow, implemented in both KeystoneML and Helix, involve very little data pre-
processing, and the majority of the time is spent on learning the model. We include this
application in our evaluations to ensure that in the extreme case where there is little reuse
in each iteration, Helix does not behave suboptimally.
KnowEng Workflow. The goal of this workflow is to identify pairs of genes that are
functionally related to each other, and their correlation with diseases, by mining scientific
literature. This workflow involves two major steps: 1) split the input articles into words
and learning vector representations for each word using word2vec[21]; 2) cluster the vector
representation of genes using K-Means to identify functional similarity. This workflow also
has minimal data pre-processing but involves multiple learning steps, unlike MNIST. Addi-
tionally, each input record, which is an article, maps onto many training examples, which
are gene names.
Simulating iterative development. The modus operandi for all application domains
represented in the workflows are studied in our mini-survey in Chapter 3. We convert the
iteration counts in Figure 3.3 into fractions and use them to create user models for each
domain, with the fractions representing the likelihood of an iteration containing a certain
type of change. These user models are used to determine the type of change in each iteration
as follows. At each iteration, we draw an iteration type from {DPR, L/I, PPR} according




Figure 4.3: Cumulative run time in log scale for the four workflows studied. To indicate
the type of change in each iteration, we color the area under the curve purple for DPR,
orange for ML, and green for PPR. DeepDive has missing data for iterations > 2 because
its learning and evaluation components are not user configurable.
operator of the drawn type and modify the code for the operator. For example, if an “L/I”
iteration were drawn, we could choose to change the regularization parameter for the ML
model.
Running workflows. All experiments are run on a server with 120GB RAM and 16
CPUs (Intel Xeon @ 2.40GHz), running Spark in local mode. After running the initial
version to obtain the run time for iteration 0, a workflow is modified according to the type
of change determined as above. In all three systems the modified workflow is recompiled.
In DeepDive, we rerun the workflow using the command deepdive run. In Helix and
KeystoneML, we resubmit a job to Spark in local mode.
Results. Figure 4.3 shows the cumulative run time in log scale for all four workflows. For
the Census workflow, Helix shows nearly an order of magnitude reduction in cumulative
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run time over KeystoneML in just nine iterations. Extrapolating from the run time trends,
the performance gap can only widen with more iterations. DeepDive has data for only the
first two iterations because its learning and evaluation components are opaque and therefore
inconfigurable to the end user. For the same reason, we only include DPR iterations for
the NLP workflow, which is only supported by Helix and DeepDive. The 40-60% per
iteration speed up over DeepDive in the NLP workflow is mainly due to the fact that unlike
DeepDive, Helix does not need to rely on an external procedural language (Python in the
case of DeepDive) for UDFs.
As mentioned above, the bulk of the workflow run time for MNIST is spent on learning
the model, which cannot be reused across iterations because the pre-processing is nonde-
terministic. Thus, this workflow does not benefit from reuse of intermediate results, which
become invalid in the next iteration. This workflow is meant to test Helix’s ability to be
efficient in the extreme case of zero reuse. Figure 4.3 demonstrates that Helix does not
wastefully materialize useless intermediate results in this case, intelligently adapting to the
particular setting of the application. The small discrepancy observed between KeystoneML
and Helix is mainly due to data provenance overhead, which Helix maintains to facilitate
feature engineering.
The Genomics workflow also has minimal data pre-processing and encompasses multiple
learning steps. DeepDive does not appear to support multiple learning steps for models that
are not factor graphs or logistic regression. Hence we compare Helix with only KeystoneML
for this workflow. The materialize-nothing strategy in KeystoneML clearly leads to no run
time reduction in subsequent iterations. Helix, on the other hand, shows a per iteration run
time that is proportional to the number of operators affected by the type of change in that
iteration. For example, during PPR iterations (green) where only the evaluation metrics are
changed, Helix has nearly zero run time. Iterations with DPR changes (purple) have the
least amount of reusable intermediate results from the last iteration, hence have the largest
rerun time of all three iteration types. As expected, the rerun time for ML iterations is
somewhere in the middle between DPR and PPR. This trend is also true of the iteration
rerun times in the Census workflow.
From those experimental results, we found that Helix support all four use cases and shows
40−60% cumulative run time reduction compared to both DeepDive and KeystoneML. The
trends also suggest that the performance gap between Helix and the baseline systems will
widen even more with more iterations.
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CHAPTER 5: COLLABORATION SYSTEM FOR ITERATIVE MACHINE
LEARNING
In the previous chapter, we gave an overview of Helix, and our current progress on the
backend system. However, most optimizations are targeted at reducing iterative execution
time as opposed to simplifying development effort for users. As a machine learning developer
or data scientist, a user may want to record every change made to a workflow, along with
the corresponding performance, without manually recording everything. Keeping track of
the evolution of a workflow is helpful for future fine-tuning and reproducibility. Moreover,
for a single machine learning workflow, users may want to collaborate with each other by
checking out an other user’s version, or even reuse their intermediate results to accelerate
training. Here, we propose a workflow versioning system built on top of Helix, that supports
collaborative workflow development task. Users can track and reload previous versions of a
workflow, including source code, intermediate results, parameters, and models. A graphical
user interface is provided to make the interactions between users and the system more
intuitive. We further propose an optimized method to store intermediate results of different
workflow versions to significantly reduce the disk usage.
5.1 INTRODUCTION
As described in previous chapters, even though Helix provides a solution for efficient
iterative workflow execution, it focuses less on the user interface. For example, even though
Helix’s declarative programming interface lets users use high-level specification for work-
flows, the learning curve is still steep because users have to understand the definitions of the
operators and add boilerplate headers and main function to make the workflow compile. It
is also hard for users to understand the optimization decisions without a visualization of the
execution plan.
To understand other needs of users of machine learning systems, we interviewed some ML
workflow developers. Building a machine learning workflow from scratch is time consuming
because they have to repeat the trial-and-error process. Developers prefer to build on top
of existing workflows, since most of these workflows have been tested by others. That’s
how collaboration comes in the workflow building context. It would be beneficial if we
could provide a platform to let developers to checkout a particular version of a workflow,
with not only the source code, but also the hyperparameters and intermediate results that
can be reused. It is expected that the developer could have the same efficiency in further
development as the original owner of the version that is checked out.
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As the workflow development is an iterative process, developers often built hundreds of
versions of a given workflow before arriving at one that meets some acceptance criteria. It
could be beneficial if there is a practical way to manage the versions of this workflow, so that
developers can “remember” what they have changed with respect to the hyperparameters and
feature selections, also the influence on the performance of each modification of the workflow.
This is called the “evolution” of the workflow. A tool to help users better understand the
evolution of the workflow may save them a lot of time on development and fine-tuning.
Here, we propose a workflow versioning system built on top of Helix. It not only provides
an intuitive graphical user interface for users to interact with the Helix engine and visualize
various aspects including execution plans, but also provides support for collaborative work-
flow development. Users can easily check out previous versions of a workflow, including the
source code, intermediate results, hyperparameters, and possible model performance, and
develop their own version on top of that.
The main contributions include:
1. A web-based graphical user interface for Helix. It includes four main modules: a
code editor, a workflow versions browser, a workflow version comparison tool, and a
workflow DAG visualization tool. System users can directly write code within the UI,
specify the values of the parameters, and submit the workflow to the backend server.
The Helix engine will then accept the machine learning job in the backend and will
return any results whenever it finishes the execution.
2. Make collaboration on same workflow possible. Users can manually check out other
user’s workflows, and extend it.
3. Workflow versioning control system on top of Helix. Workflow versions are managed
by the system. All the evolutions of the workflow, including parameters, performances,
features, and so on, are all tracked and recorded.
4. Better storage engine to optimize the disk usage. A optimized way to store the in-
termediate results by reusing those of the parent versions, instead of repeated storing
the same intermediates. The reusability are inferred from the operator version and the
workflow DAG.
5.2 SYSTEM OVERVIEW
In this section, we introduce the architecture of our collaboration system, which is built on
top of the Helix machine learning system. The whole pipeline is shown in Figure 5.1. Users
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can interact with our frontend tools and web code editors to write a new Helix machine
learning workflow or modify an existing workflow version stored in our system. After editing,
users can submit the new version to the backend. We use Django [22] as our web server to
handle all of the HTTP requests from the frontend. The server will start an asynchronous
task using Celery task queue [23], and call the Helix engine to compile the submitted code
and run the submitted code.
After execution, Helix will send all the performance metrics to the workflow versioning
module; the versioning module will generate a new version with the submitted code, the
parameters and all of the metrics generated from Helix engine. Since these parameters and
performance metrics have heterogeneous formats, we use MongoDB [24] as our versioning
storage. In the meantime, Helix will materialize some intermediate data objects to speed
up future iterations; these data objects will be stored on disk.
Figure 5.1: System Architecture.
5.3 USER INTERFACE DESIGN
Helix users can use the code editor to write a new machine learning workflow, or try
to refine an existing workflow by loading it into the code editor and modify the code and
parameters. As we can see from the Figure 5.2 and Figure 5.3, users can edit workflow code
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within the code box. In the right hand side, there are several input boxes indicates the
parameter key-value pairs that are used in this workflow. By clicking the “Add Parameter”
button below, user can add new parameters to the workflow.
5.3.1 Code Editor
Figure 5.2: Template For New Workflow.
The grammar and syntax of this workflow will follow Helix’s Scala-based DSL. However,
to simplify the programming effort for users who may not be familiar to Scala programming,
we will complete the code by automatically adding Scala headers and the main function of
the workflow Scala class for workflow code, when it is submitted to our Helix backend. By
doing this, data scientists can focus on writing the workflow logic using the Helix declarative
programming interface without being distracted by the Scala grammar and shorten the code
length they need to write for the target workflow.
5.3.2 Workflow Versions Browser
During the iterations of improving model performance for a specific workflow, users can
generate multiple workflow versions with different workflow logic and parameter settings. In
real world scenarios, user may roll back their changes for a given workflow and try other
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Figure 5.3: Editing Existing Workflow
directions. In our collaboration system, the workflow version browser will help Helix users
to keep track of changes they made in constructing the workflow and tuning the machine
learning model. We show a version browser example in Figure 5.4.
In the screenshot, all of the versions of the “CensusExample” workflow are listed from
top to bottom, sorted by the order of submission time. Each block indicates an individual
workflow version, and within the block the most important information related to this version
is displayed to let users have a basic understanding of these versions. If the user is interested
in a specific version, they can click on several buttons below to view the details of this
workflow version. For example, if user want to view the parameters set in this version, they
can click on “View Params” to view all the parameters and their values. If the user feels
like this version is the correct starting point for exploration, they can click the yellow button
“Use Model” to load the version’s code and parameters into the editor.
5.3.3 Workflow Version Comparison
When the system has collected a series of workflow versions for a single workflow, users
may get lost in these versions and may have no clue why a version has better accuracy over
another. To help users get a deeper insight into what contributed to the accuracy changes
of the final model, the workflow version comparison tool depicted in Figure 5.5 lets users
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Version ID: 2, Creation Time: 01:23:45 Jan 06 2018 Version ID: 3, Creation Time: 02:33:33 Jan 06 2018
Figure 5.5: Comparison Between Versions
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choose two versions for the same workflow and list all of the differences between them. From
the example in the screenshot we can see that the newer version in the right half modified
both operators and parameters to achieve nearly 2% increase in model accuracy. The new
version of these operators and parameters are displayed with green color background, while
the original version of them is shown in red color background. Users who have been exposed
to Github will be comfortable with the use of these two colors to describe changes. Two
blocks in the middle of screen show that the “row” operation includes more operations, and
two blocks in the bottom of screen show that two boolean parameters are changed from
“false” to “true”. Listing all of the differences on screen will let user be able to catch all the
changes at a glance.
5.3.4 Workflow DAG Visualization
To recap, during the compilation step of Helix, the high-level DSL declarations in the
workflow are translated to a directed acyclic graph (DAG), corresponding to an execution
plan. In the DAG, nodes represent data collections, analogous to a relation in a RDBMS, and
edges represent operations, which takes one or more data collections as input and output data
collections, ML models, or scalars. The workflow-level optimizations of Helix, including the
optimal execution plan and optimal materialization plan, are all based on the graph. Thus,
having a nice visualization of the workflow DAG helps users understand what have been
pruned by Helix compiler, and better understand the internal logic of the system to write
more efficient code.
The workflow DAG is represented in Helix using Graph for Scala. To visualize this graph,
we first export the serialized version of the Graph object in JSON format. Each node (data
collection) is serialized with its name and level order. Each edge (operation) is serialized
with its source node, target node, name, and operator type. Then we use Force-Directed
Graph D3.js to render the DAG in the detail page of the workflow. A sample DAG is shown
in Figure 5.5. Different colors of the edges represent different types of operations, including
scanner, extractor, and example. Users can zoom in to explore the detail of each node and
edge, or zoom out and drag nodes to have a high level idea of the DAG pattern, which is
beneficial for comparison between DAGs.
5.4 STORAGE OPTIMIZATION
Helix may materialize some data objects in each workflow execution. These intermediate
objects can only be reused when the next version of this workflow does not change the logic
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of corresponding operators in the workflow. When users generate large amounts of versions
for a specific workflow via iterative changes, Helix is unable to compare differences between
each pair of versions, thus may either (1) materialize all of the data objects for each version
and takes up a large amount of disk space or (2) does not materialize these data objects and
as a result slow down ad-hoc machine learning iterations.
Figure 5.6: Storage Optimization
To solve this problem, we propose a data object sharing mechanism to manage data objects
from all of the versions shown in Figure 5.6. When the user submits a version of a workflow,
our system will compare it with its parent version, and list all the operators that are reusable
and operators that are not reusable. For all the operators that are reusable, we check the
versioning module to see whether the corresponding data collection has been materialized.
This can be done by checking the incoming edge of each data collection; if all of the incoming
edges (operators) are reusable, then the data collection is also reusable. Then, if it has been
materialized, we can fetch it from disk to speedup execution, and add a reference to the
same file in the new version statistics.
5.5 EVALUATION
To evaluate the usability of our frontend user interface, we conducted a small-scale pilot
study on our proposed user interface. In this section, we interviewed two Illinois graduate
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students who have different programming skills and different machine learning background
to try out our frontend and give feedback for both the editor and the versioning toolset.
5.5.1 User Study Setting
We invited two students Alex and Bob to join our evaluation. Alex is a masters student
from the ECE department, with limited programming background. His primary program-
ming language is Matlab. He took a machine learning course during his undergraduate
studies, but he didn’t have sufficient experience in writing machine learning workflows and
tuning the performance. Bob is a masters student from the CS department with strong
programming skills. He has taken several projects related to machine learning and deep
learning, and has enough machine learning experience.
We provided them an example workflow code written in our Scala DSL, and explained to
them about the basic usage of the declarative programming interface in the example code.
Then, we asked them to write a workflow using the Census dataset to predict whether a
person’s income is greater or equal to 50K or less than 50K. After they completed this task,
we give them access to the version list where we have stored several versions of the Census
workflow and let them try to play with the version comparison tools. The feedback is given
as follows.
5.5.2 User Study Feedback
For writing the workflow, both Alex and Bob gave positive feedback for the parameter
key value boxes in the right half of the editor page. Alex felt this gave him a clear idea
of what parameters have been set, although it might still be a little bit hard to figure out
the meaning of the parameter if the workflow is written by an other user and the naming
of parameter is not descriptive. Bob felt that we should split up the parameter boxes into
two parts, one for feature-extraction-related parameters and the other for machine learning
model related parameters, recognized that this will give power users quick access to the
model configuration when they are performing parameter tuning. For the editor itself, they
encountered difficulties when they were debugging the workflow. This is because our editor
does not include highlighting, auto-completion, and grammar checking, so it might take a
user longer to find an error than using a real IDE. Further developing this editor is our future
work, along with simplifying the programming interface.
For the workflow version browser, they both felt that it is a good design for collaboration,
providing users a good starting point without writing a new workflow from scratch and waste
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time tuning along a direction without benefits in performance. For the interface, Bob felt
that it should include advance searching and filtering, when user wants to browse a very
popular workflow whose version number is mature enough. For example, when the user
wants to view the performance of a specific machine learning model type, they should be
able to filter out irrelevant versions.
For the version comparison tool, Alex felt that it will certainly help him to understand
the differences between versions, and guide him to write a better workflow code with correct
logic and appropriate parameter settings. Bob felt that even though it is clear what has
been changed between two versions, it still cannot give users an explanation why this leads
to a change in performance.
From the feedback we can see that they both gave a preliminary positive feedback to
this interface, and there are plenty of directions to make the tool more user-friendly and
insightful.
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CHAPTER 6: FUTURE WORK
Even though Helix has shown better performance against many state-of-the-art machine
learning tools in terms of iterative development, there are still a number of directions to
extend the tool to further enhance ease-of-use, programmability, and scalability. In this
chapter, we briefly describe these directions.
6.1 EFFECTIVE INTERFACE FOR WORKFLOW DESIGN
Even though the declarative programming interface is already close to human language,
there are still some clunky components. In the future, we can try to use Scala macro to
simplify programming interface, and then let users focus more on the logic of the workflow
than the programming language complaxities.
Moreover, it would be helpful if we can create a graphical interface for users to design
ML workflow. Users can select a particular type of operator, fill in required parameters
and statement, then drag it into the workspace. System can then generate the workflow
code based on the design in the workspace. This may help scientists without sufficient
programming background to quickly develop machine learning applications.
6.2 EFFECTIVE WORKFLOW DISCOVERY
In current version of our system, we only provide the ability to compare two workflow
versions. This is obvious not sufficient for users to understand the interplay between param-
eters, features, models, and the corresponding performance. Plotting and visualization is one
of the solutions. Users can choose what attributes to be compared against performance, and
system can show them the appropriate scatter plot. This allows users to see what changes
give the most benefits with respect to the final performance. That will provide users a more
effective guide for how to fine-tune the model to save exploration time.
6.3 AUTOMATIC PARAMETER TUNING
Since our system allows users to store the history of parameters and corresponding ac-
curacies, it is possible to infer the best setting of parameters (auto-tuning) based on those
recorded observations. Since Helix computation engine we use optimizes across iterations,
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an intuitive approach for auto-tuning is basically making a grid search on possible param-
eter settings, and get the actual accuracy of each setting. Then, we can choose the setting
with the highest accuracy. Other smarter techniques are worth thinking after the basic
implementation.
Kandasamy et al’s work [25] shows that Bandit algorithms provide another possible direc-
tion for automatic parameter tuning. The task of tuning hyper-parameters in ML application
development can be cast as bandit optimisation problem, where we need to sequentially eval-
uate a noisy black box function with the goal of finding its optimum[25]. With some domain
knowledge, the performance of auto tuning with Bandits will have more chances to be better
and more efficient than human tuning.
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