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Kurzfassung
Innerhalb der letzten Jahre hat sich das Datenaufkommen in der Biologie exponentiell
vervielfacht. Der Einsatz moderner Hochdurchsatzmethoden verdrängt die traditionel-
le Art der Forschung in zunehmendem Maße. Der wissenschaftliche Fokus bewegt
sich dabei von der Untersuchung einzelner Datendomänen (Bereiche) und problem-
orientierter Arbeit hin zur domänenübergreifenden und ergebnisoffenen Analyse.
Obwohl bioinformatische Werkzeuge die Datenanalyse in hohem Maße unterstützen,
sind umfangreiche, experimentell gewonnene Datensätze nur noch schwer manuell zu
handhaben. Dies trifft insbesondere auf genetische Daten zu. Daher ist in den letzten
Jahren eine große Anzahl verschiedener Informations- und Analysesysteme entwickelt
worden. Der Fokus dieser Systeme liegt häufig nur auf einer Datendomäne; eine in-
tegrierte Analyse fehlt vielfach. Unter dem Begriff der integrierten Analyse wird die
Zusammenführung (Integration) von Daten aus verschiedenen Domänen mit dem Ziel
der gemeinsamen Auswertung verstanden.
Während der Blickpunkt der wissenschaftlichen Gemeinschaft vorrangig auf der Er-
forschung des Menschen und von Organismen wie der Fruchtfliege oder der Maus
liegt, sind Pflanzen vielfach unterrepräsentiert. Dies betrifft sowohl die Gewinnung als
auch die Speicherung und Auswertung von Daten. Pflanzen haben jedoch als Nah-
rungsgrundlage für Mensch und Tier sowie als erneuerbare Energiequellen eine große
Bedeutung.
Das Ziel der vorliegenden Arbeit besteht in der Entwicklung eines Konzepts zur Er-
möglichung der flexiblen, integrierten Analyse pflanzenbiologischer Daten. Dabei sol-
len potenzielle Wechselwirkungen zwischen den Datendomänen, beispielsweise Geno-
typ-Phänotyp-Korrelationen, aufgezeigt werden. Eine wichtige Voraussetzung hierfür
ist die Qualität der zugrunde liegenden Daten, insbesondere die Vergleichbarmachung
von Daten aus unterschiedlichen Quellen. Hierzu werden spezifische Herausforde-
rungen und Lösungsansätze diskutiert sowie existierende Ansätze betrachtet. Es wer-
den Vorschläge zur integrierten Analyse biologischer Daten unter Berücksichtigung
von Spezifika der Pflanzenbioinformatik erarbeitet und erörtert. Besonderes Gewicht
wird dabei auf Qualitätsaspekte dieser Daten sowie auf domänenübergreifende Ana-
lysemöglichkeiten gelegt. Diese Problematiken werden durch existierende Ansätze in
dieser Wissensdomäne häufig nicht zufriedenstellend berücksichtigt.
Als Ergebnis der Arbeit wird der Entwurf eines Konzepts zur integrierten Analyse
pflanzenbiologischer Daten unter Verwendung von Datawarehouse-Methoden präsen-
tiert. Anschließend werden die einzelnen Elemente des Konzepts anhand eines Pro-
totypen erläutert. Dieser dient der Integration von phänotypischen, genetischen und
Passportdaten von Braugerstensorten mit dem Ziel der flexiblen Durchführung von As-
soziationsstudien zur Aufdeckung potentieller Genotyp-Phänotyp-Korrelationen. Be-
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Ausgehend von einer Motivation wird in diesem Kapitel die Zielstellung der vorliegen-
den Arbeit beschrieben. Daran anschließend erfolgt die Vorstellung der Gliederung der
Arbeit.
1.1 Motivation und Zielsetzung
Das Datenaufkommen in der Biologie hat sich durch den zunehmenden Einsatz moder-
ner Hochdurchsatzverfahren in den letzten Jahren vervielfacht [Pen05, Kit02, Aug01,
Roo01]. Zur Verwaltung von in molekularbiologischen Experimenten gewonnenen
Daten wurde eine Vielzahl von Informationssystemen [GC09] geschaffen.
Daneben gibt es große Mengen biologischer Daten, die nicht aus dem molekularen Be-
reich stammen, beispielsweise phänotypische Daten. Auch diese Daten werden zuneh-
mend elektronisch gehalten und zentral in Datenbanken gespeichert [MPL01, Knü01,
MGF98].
Der Fokus der naturwissenschaftlichen Gemeinschaft liegt dabei vorrangig auf der Er-
forschung des Menschen und anderer Organismen wie der Fruchtfliege oder der Maus.
Pflanzen sind oftmals unterrepräsentiert. Davon betroffen sind neben der Gewinnung
auch die Speicherung und Analyse von Daten [GBWK+08]. Dieses Defizit steht im
Gegensatz zum Nutzwert.
Pflanzen erfahren eine stetig wachsende Bedeutung. Neben ihrer Verwendung als Nah-
rungsgrundlage für Mensch und Tier kommen Pflanzen zunehmend auch als erneuer-
bare Energiequellen zum Einsatz [NIB07, THL06]. Weitere Potenziale liegen in der
1
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Nutzung als Grundlage neuer Arzneimittel oder für die chemische Industrie [MB06,
SGGC01, Del99].
Die Quellen pflanzenbiologischer Daten zeichnen sich häufig durch Heterogenitäten
bezüglich ihrer Anwendbarkeit, Struktur oder ihres Inhaltes aus. Hinzu kommen Daten
in proprietären Formaten wie beispielsweise Spreadsheets mit einer großen Vielfalt an
Formatierungen. Das Kombinieren dieser Daten erfolgt über Datenintegration. Dabei
können und müssen Heterogenitäten aufgelöst werden.
Grundsätzlich bieten sich zur Auswertung solcher Daten zwei Vorgehensweisen an, die
hypothesengetriebene und die datengetriebene Analyse. Im ersten Fall steht die Über-
prüfung von Hypothesen anhand von Stichproben im Mittelpunkt. Dieser Ansatz wird
auch als modellgetriebene Analyse bezeichnet. Die zweite Herangehensweise beschäf-
tigt sich mit der explorativen, ergebnisoffenen Untersuchung großer Datenmengen, um
neues Wissen zu gewinnen.
Obwohl umfangreiche Datensätze aus verschiedenen Datendomänen, beispielsweise
Marker-, Sequenz- und Expressionsdaten, Charakterisierungs- und Evaluierungsdaten,
zur Verfügung stehen, erfolgt die Betrachtung dieser Daten häufig isoliert voneinan-
der [PK06,Sea03]. Das sich aus der domänenübergreifenden Untersuchung von Daten
ergebende Potenzial (z. B. Genotyp-Phänotyp-Korrelationen) wird in der pflanzlichen
Forschung noch nicht hinreichend genutzt.
Abbildung 1.1 zeigt eine schematische Darstellung der potenziellen Verknüpfungs-
punkte zwischen Datendomänen aus dem pflanzenbiologischen Bereich. Im Mittel-
punkt stehen hierbei die so genannten Passportdaten, die Beschreibungen eines (ab-
strakten) Objektes Pflanze enthalten und als Bindeglied zwischen verschiedenen Da-







Abbildung 1.1: Beziehungen zwischen verschiedenen Datendomänen
1.1. Motivation und Zielsetzung 3
Die vorliegende Arbeit beschäftigt sich mit Herausforderungen und Lösungsansätzen
zur integrierten Analyse pflanzenbiologischer Daten. Unter Integration ist die Erlan-
gung des Zugriffs auf eine Anzahl existierender, heterogener Datenquellen und die
Verfügbarmachung der Daten über eine zentrale, integrierte Komponente zu verste-
hen. Der Begriff der integrierten Analyse beschreibt darüber hinaus die Integration
und gemeinsame Auswertung von Daten aus verschiedenen Domänen. Um dieses Ziel
zu erreichen, wird im Rahmen der Arbeit ein Konzept entwickelt, das die Besonder-
heiten pflanzenbiologischer Daten berücksichtigt. Einen Schwerpunkt bildet dabei die
Sicherstellung hoher Datenqualität. Anhand einer praktischen, biologischen Fragestel-
lung mit wirtschaftlicher Relevanz soll die Anwendbarkeit demonstriert werden.
Gerste (Hordeum vulgare) gehört zu den wichtigsten Kulturpflanzen und wurde im
Jahr 2000 in Deutschland auf über 18% der landwirtschaftlichen Nutzfläche ange-
baut [Ref07]. Sie ist sehr anpassungsfähig an verschiedene, auch extreme Umwelt-
bedingungen und findet als Lebens- und Futtermittel sowie als Braugerste vielseitige
Verwendung. Deutschland ist nach der Russischen Föderation und Kanada der welt-
weit drittgrößte Gerstenproduzent [FAO05], wobei ein großer Teil der Sommergersten
für die Bierherstellung verwendet wird. Malz- und Brauqualität gehören daher zu den
kommerziell wichtigsten Merkmalen von Gerste. Aufgrund der hohen Erzeugerpreise
nimmt der Braugerstenanbau zu [ZMP08].
Die gezielte Züchtung von Braugerstensorten mit besserer Malzqualität kann durch
die Ermittlung signifikanter Assoziationen von Single-Nucleotide-Polymorphismen
(SNP) und Haplotypen-Mustern mit Malz- und Brauqualitätsmerkmalen erheblich er-
leichtert werden. Dies wird auch als markergestützte Selektion (Marker Assisted Se-
lection, MAS) bezeichnet. Informationen über solche Zusammenhänge ermöglichen
eine Zeit- und Kostenersparnis im Zuchtprozess.
Das grundsätzliche Vorgehen dieses Anwendungsfalls ist in Abbildung 1.2 als Work-
flow dargestellt. Pflanzliche Daten aus verschiedenen Domänen werden experimentell
erhoben und in diversen Formaten auf unterschiedlichen Medien gespeichert. Aus die-
sen Rohdaten werden durch Auswertungen teilweise sekundäre Daten abgeleitet. Um
domänenübergreifende Analysen durchzuführen, ist die Integration relevanter Daten
erforderlich.
An jeder Position des eben skizzierten Workflows können Fehler auftreten, die die
Qualität der Auswertungen nachhaltig negativ beeinflussen. Das Spektrum der Fehler
reicht von unzureichend dokumentierten Experimenten, die die Vergleichbarkeit von
Daten vermindern [Mem05,Irr05], über Sequenzierfehler [HHM+07,CW92] bis hin zu
Problemen bei der Verarbeitung von Rohdaten, die zu Inkonsistenzen in abgeleiteten
Daten führen [GBA04, MNF03].
Im Rahmen dieser Arbeit existieren nur begrenzte Möglichkeiten, Einfluss auf die Er-
hebung von Daten zu nehmen. Dies gilt insbesondere für die Gewinnung von Primär-


















Integration von Daten Analyse integrierter Daten
Abbildung 1.2: Schematische Darstellung des Anwendungsfalles
die Generierung sekundärer Daten betroffen. Diese Daten müssen als gegeben hinge-
nommen werden.
Der Fokus wird daher auf die Erkennung und Behandlung von Inkonsistenzen während
der Integration von Daten gerichtet sein. Dies kann u. a. das Herausfiltern potenziell
fehlerhafter Daten umfassen, um die Qualität von Analyseergebnissen zu verbessern.
1.2 Gliederung der Arbeit
Im folgenden Kapitel 2 der vorliegenden Arbeit werden Grundlagen aus der Infor-
matik und der Biologie vorgestellt. Hierzu zählen insbesondere Datenbanksysteme,
Möglichkeiten der Modellierung sowie pflanzenbiologische Datendomänen und Res-
sourcen, die für die vorliegende Arbeit von Bedeutung sind. Weiterhin wird auf fach-
übergreifende Grundlagen wie kontrollierte Vokabulare, Taxonomien und Ontologien
eingegangen.
Die Vorstellung weiterer für die Arbeit notwendiger Konzepte erfolgt in Kapitel 3.
Hier werden neben verschiedenen Ansätzen zur Datenintegration Möglichkeiten der
Analyse großer Datenmengen vorgestellt. Dabei wird besonderer Wert auf Methoden
des Dataminings gelegt.
In Kapitel 4 erfolgt die Auseinandersetzung mit der oftmals unzureichenden Daten-
qualität in der Pflanzenbioinformatik. Es wird eine Klassifikation der Ursachen vorge-
schlagen und anhand von Beispielen illustriert. Anschließend werden Empfehlungen
1.2. Gliederung der Arbeit 5
zur Verbesserung der Qualität im Rahmen der gesamten, oben beschriebenen Pipeline
gegeben.
Eine Analyse verschiedener existierender Systeme wird in Kapitel 5 durchgeführt.
Hierzu werden die zehn in [Sch02] entwickelten Kriterien zur Bewertung von Inte-
grationsansätzen um sieben weitere Merkmale ergänzt. Diese dienen dazu, zusätzlich
auch das Analysepotenzial der untersuchten Systeme zu bewerten.
Basierend auf dieser Untersuchung und den Überlegungen zur Datenqualität in Kapi-
tel 4 wird in Kapitel 6 ein Konzept zur flexiblen, integrierten Analyse pflanzenbiolo-
gischer Daten entwickelt. Im Mittelpunkt stehen dabei ein Datenpool, der Daten aus
verschiedenen Domänen hält, sowie analysespezifische Datamarts.
In Kapitel 7 wird ein Prototyp auf der Grundlage des Konzepts präsentiert. Dieser dient
der Unterstützung von Assoziationsstudien zur Aufdeckung von Genotyp-Phänotyp-
Korrelationen in Braugerstensorten.




In diesem Kapitel werden grundlegende biologische Konzepte sowie Techniken aus
der Informatik beschrieben, die für das Verständnis der vorliegenden Arbeit erforder-
lich sind. Anschließend wird auf fachübergreifende Konzepte eingegangen. Die Be-
schreibung der Grundlagen soll vergleichsweise abstrakt erfolgen, um sowohl Lesern
mit informatischem als auch mit biologischem Hintergrund den Zugang zu dieser Ar-
beit zu erleichtern. Für weiterführende Informationen sei auf die referenzierte Literatur
verwiesen.
2.1 Grundlagen aus der Informatik
2.1.1 Datenbanksysteme
Ein Datenbanksystem (DBS) dient der elektronischen Datenverwaltung. Es setzt sich
aus zwei Teilen zusammen, aus einem Datenbankmanagementsystem (DBMS) und
einer oder mehrerer Datenbanken [HS97] (Abbildung 2.1). Die Hauptaufgabe eines
DBS besteht in der persistenten Speicherung und der Zurverfügungstellung von Daten
für Applikationen und Nutzer.
Als Datenbank wird ein Datenbestand bezeichnet, der strukturiert sowie funktional
zusammengehörig ist und von einem Datenbankmanagementsystem verwaltet wird.
Ein Datenbankmanagementsystem ist die Verwaltungssoftware einer Datenbank. Sie
speichert, modifiziert und organisiert Daten und beantwortet Anfragen. Hierfür stellt


















Abbildung 2.1: Schematische Darstellung der Komponenten eines Datenbanksystems
nach [HS97]
Die Basisfunktionalität eines Datenbankmanagementsystems wird durch die neun so
genannten Codd’schen Regeln [Cod82] beschrieben:
1. Integration:
Alle Daten, die von Applikationen benötigt werden, sollen einheitlich verwaltet
werden.
2. Operationen:
Operationen zur Datenspeicherung, Suche und Änderung müssen bereitgestellt
werden.
3. Katalog:
Datenbeschreibungen (Metadaten) der Datenbank müssen über einen Katalog
(Data Dictionary) zugreifbar sein.
4. Benutzersichten:
Auf den Datenbestand müssen durch das DBMS kontrollierte Sichten erstellbar
sein.
5. Konsistenzüberwachung:
Die Korrektheit des Datenbestandes, z. B. bei Änderungen, ist sicherzustellen.
6. Datenschutz:
Es dürfen nur autorisierte Zugriffe auf die Datenbank erlaubt werden.
7. Transaktionen:
Änderungsoperationen sollen zu funktionellen Einheiten zusammengefasst wer-
den können; die Änderungen sollen persistent im Datenbestand gespeichert oder,
bei einem Fehler, als Ganzes rückabgewickelt werden.
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8. Synchronisation:
Die gegenseitige Beeinflussung paralleler Transaktionen unterschiedlicher Nut-
zer ist zu vermeiden.
9. Datensicherung:
Im Fall von Systemfehlern muss der Datenbestand wiederherstellbar sein.
Datenunabhängigkeit
Ein Kernkonzept von Datenbankanwendungen bildet die Datenunabhängigkeit. Dies





Implementierungsunabhängigkeit heißt, dass die konzeptuelle Sicht auf Daten von der
tatsächlichen Speicherung unabhängig ist. Es wird auch von physischer Datenunab-
hängigkeit gesprochen.
Der Begriff der Anwendungsunabhängigkeit bedeutet, dass die Datenbank von Modi-
fikationen der Anwendungsschnittstellen unabhängig ist. Hier wird auch von logischer
Datenunabhängigkeit gesprochen.
In [TK78] wurde zur Realisierung der Datenunabhängigkeit eine 3-Ebenen-Architektur
vorgeschlagen, die allgemein akzeptiert ist (Abbildung 2.2).
Internes Schema
Konzeptuelles Schema




Abbildung 2.2: 3-Ebenen-Schemaarchitektur nach [TK78]
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Die unterste Ebene dieser Architektur bildet das interne Schema. Es beschreibt, wie die
Datenbank systemspezifisch realisiert wurde (Dateiorganisation, Zugriffspfade etc.).
Das interne Schema ist vom genutzten Basissystem abhängig.
Die mittlere Ebene, das konzeptuelle Schema, wird durch die Modellierung der Daten-
bank in einem systemunabhängigen Datenmodell gebildet. Das konzeptuelle Schema
ist von der konkreten Implementierung der internen Ebene unabhängig.
Die oberste Ebene besteht aus einem oder mehreren externen Schemata. Mit diesen
werden anwendungs- oder benutzerspezifische Sichten auf den Datenbestand definiert.
Datenbankmodelle
Datenbankmodelle beschreiben Datenbanken. Hierzu steht ihnen ein System von Kon-
zepten zur Verfügung, mit deren Hilfe Syntax und Semantik von Datenbankbeschrei-
bungen (Datenbankschemata) definiert werden [HS97]. Datenbanksysteme können auf
verschiedenen Datenbankmodellen basieren.
Die klassischen Vertreter sind
• das hierarchische Datenbankmodell [McG77],
• das Netzwerkdatenbankmodell (CODASYL) [COD71],
• das relationale Datenbankmodell [Cod70] und
• das objektorientierte Datenbankmodell [ABD+89].
Außerdem gibt es Mischformen wie das objektrelationale Datenbankmodell [Cat91].
Das relationale Datenbankmodell hat sich als Standard etabliert und wird auch in der
vorliegenden Arbeit verwendet. Daher soll es kurz beschrieben werden.
Der Begriff der Relation, die mathematische Beschreibung einer Tabelle, bildet die
Grundlage dieses Konzepts (Abbildung 2.3). Zu modellierende Realweltobjekte (Enti-
täten) werden dabei durch das so genannte Relationenschema, einer Menge von Attri-
buten, beschrieben. Die Tupel (Zeilen) bilden die Relation über dieses Schema. Eine
Menge von Relationenschemata wird als Datenbank bezeichnet.
















Abbildung 2.3: Veranschaulichung des Relationenmodells nach [Cod70]
Die relationale Algebra definiert die Operationen, die auf einer Menge von Relationen





Auswählen von Tupeln einer Relation.
3. Kreuzprodukt (kartesisches Produkt):
Kombination aller Tupel der Relation R1 mit denen der Relation R2.
4. Vereinigung:
Wenn zwei Relationen R1 und R2 das gleiche Relationenschema haben, kön-
nen sie zu einer einzigen Relation vereint werden. Hierbei werden Duplikate
entfernt.
5. Differenz:
Entfernung aller Tupel aus Relation R1, die auch in Relation R2 vorhanden sind.
6. Umbenennung:
Umbenennen von Attributen und Relationen für Mengenoperationen zwischen
Relationen mit unterschiedlichen Attributen, für Joins über Relationen mit ver-
schiedenen Namen sowie für kartesische Produkte mit identischen Attributbe-
zeichnungen.
Andere Operationen der relationalen Algebra, wie z. B. der Durchschnitt oder der Join,
werden durch Kombination dieser sechs Grundoperationen gebildet.
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2.1.2 Datenmodellierung
Modellierung ist in der Informatik die abstrakte Abbildung von Objekten der realen
Welt zur Beantwortung von Fragestellungen. Die Basis dafür bildet ein in einer forma-
len Sprache definiertes Modell. Das Ergebnis der Modellierung ist ein Schema.
Eine wichtige Aufgabe im Rahmen dieser Arbeit liegt in der Modellierung von Re-
alweltobjekten und ihren Beziehungen. Daher sollen im Folgenden zwei verbreitete
Möglichkeiten der Modellierung vorgestellt werden, die für diese Arbeit relevant sind.
Das Entity-Relationship-Modell (ER-Modell)
Das Entity-Relationship-Modell ist ein Datenmodell, dass von [Che76] zur Beschrei-
bung von Ausschnitten der realen Welt vorgeschlagen wurde. In der konzeptionellen
Phase ermöglicht das ER-Modell die Kommunikation zwischen Entwicklern und Nut-
zern. Das Resultat der Modellierung in Form eines ER-Schemas wird zur Grundlage
der späteren Implementierung.
Das ER-Modell enthält drei grundlegende Elemente:
1. Entität (Entity):
Objekte der realen Welt, über die Informationen gespeichert werden sollen, wer-
den als Entitäten bezeichnet, z. B. Pflanze oder Gewächshaus.
2. Beziehung (Relationship):
Entitäten können miteinander in Beziehung stehen, z. B. Pflanze wächst in Ge-
wächshaus.
3. Attribut:
Attribute beschreiben sowohl Eigenschaften von Entitäten als auch Eigenschaf-
ten von Beziehungen, z. B. Wuchshöhe.
Abbildung 2.4 zeigt ein Beispiel für ein ER-Schema. Entitäten werden als Rechtecke
dargestellt, Beziehungen als Rhomben. Attribute (Eigenschaften) sind als Rechtecke
mit abgerundeten Ecken mit den jeweiligen Entitäten bzw. Beziehungen verbunden.
Um die Teilnahme von Instanzen von Entitäten an einer Beziehung einzuschränken,
wurde das Konzept der Kardinalität entwickelt. Hierfür können ein minimaler und ein
maximaler Wert angegeben werden. Im Beispiel aus Abbildung 2.4 würde die Kardi-
nalität wächst in (Pflanze[1,1], Gewächshaus[0,100]) bedeuten, dass eine Pflanze in







Abbildung 2.4: Ein Beispiel eines Entity-Relationship-Schemas in Chen-Notation
[Che76]
genau einem Gewächshaus aufwächst und dass in einem Gewächshaus maximal 100
Pflanzen wachsen.
Bei dem eben vorgestellten ER-Modell wird auch vom klassischen ER-Modell ge-
sprochen. Es wurde durch das erweiterte Entity-Relationship-Modell (EER-Modell)
[EGH+92] um eine Reihe von Konstrukten ergänzt. Hierzu zählen insbesondere:
• Generalisierung:
Mit Hilfe einer Generalisierungsbeziehung können Entitäten in einen allgemei-
neren Kontext gesetzt werden. Beispielsweise sind sowohl eine Gerstenpflanze
als auch eine Weizenpflanze eine Pflanze.
• Partitionierung:
Das Gegenstück zur Generalisierung bildet die Partitionierung. Eine Entität kann
dadurch in einem spezielleren Kontext betrachtet werden. So kann z. B. ein Ge-
wächshaus sowohl ein kleines als auch ein großes sein.
• Spezialisierung:
Die Spezialisierung ist ein Spezialfall der Partitionierung mit genau einem Ein-
gang und einem Ausgang.
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Unified Modelling Language (UML)
Bei der Unified Modelling Language (UML) handelt es sich um eine standardisierte
Sprache, die von der Object Management Group (OMG)1 entwickelt und 1997 vorge-
stellt wurde. Der Zweck der UML besteht in der Modellierung von Daten, Software
und anderen Systemen. Für die zur Modellierung notwendigen Begriffe wurden Be-
zeichner sowie grafische Notationen definiert und Beziehungen zwischen diesen Be-
griffen festgelegt. Außerdem können mit der UML Schemata von statischen Struktu-
ren und dynamischen Abläufen erstellt werden. Die aktuelle Version der UML ist die
2.2. [UML07].
Das Ergebnis der Modellierung mit der UML ist ein UML-Diagramm. UML2 unter-
scheidet sechs verschiedene Typen von Strukturdiagrammen:
• Klassendiagramm:
Klassendiagramme bilden Klassen mit Attributen und Methoden sowie ihre Be-
ziehungen ab.
• Komponentendiagramm:
Mit Komponentendiagrammen werden Abhängigkeiten von Komponenten so-
wie ihre Beziehungen modelliert.
• Kompositionsstrukturdiagramm:
Kompositionsstrukturdiagramme stellen den Aufbau der Schnittstellen von Klas-
sen oder Komponenten dar.
• Objektdiagramm:
Ein Objektdiagramm hat dieselbe Struktur wie ein Klassendiagramm, jedoch
werden die zu einem bestimmten Zeitpunkt existierenden Objekte (=Instanzen
von Klassen) und ihre Attributausprägungen dargestellt.
• Paketdiagramm:
Um ein Gesamtmodell in überschaubare Einheiten zu unterteilen, können be-
liebige Modellelemente (unterschiedlichen Typs) zu Paketen zusammengefasst
werden. In einem Paketdiagramm werden die Beziehungen zwischen solchen
Paketen oder auch die Komposition eines Paketes aus existierenden Paketen mo-
delliert.
1http://www.omg.org [Stand 2009-04-02]
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• Verteilungsdiagramm:
Einsatz- oder Verteilungsdiagramme zeigen die Verteilung der Komponenten ei-
nes Systems (Hardware, Software) und ihre Kommunikationsbeziehungen.
Weiterhin wird zwischen sieben Verhaltensdiagrammtypen unterschieden:
• Anwendungsfalldiagramm:
Ein Anwendungsfall ist ein Arbeitsablauf in einem System. Ein Anwendungsfall-
oder Use-Case-Diagramm modelliert die Interaktionen zwischen Anwendungs-
fällen und Akteuren.
• Aktivitätsdiagramm:
In Aktivitätsdiagrammen werden anhand verschiedener Knoten Abläufe darge-
stellt. Diese Knoten sind durch Objekt- und Kontrollflüsse verbunden.
• Sequenzdiagramm:
Mit Sequenzdiagrammen wird der zeitlich begrenzte Austausch von Nachrichten
zwischen Akteuren und Objekten modelliert.
• Kommunikationsdiagramm:
Kommunikationsdiagramme dienen der Abbildung der Interaktionen ausgewähl-
ter Objekte innerhalb eines bestimmten Kontextes.
• Interaktionsübersichtsdiagramm:
Ein Interaktionsübersichtsdiagramm stellt Teilabläufe durch eingebettete oder
aber referenzierte Aktivitäts-, Kommunikations- oder Sequenzdiagramme dar.
• Zeitdiagramm:
Ein Zeitdiagramm stellt den zeitlichen Ablauf von Zustandsänderungen betei-
ligter Objekte dar.
• Zustandsdiagramm:
Zustandsdiagramme modellieren den Ablauf von Zuständen von Objekten in-
nerhalb ihres Lebenszyklus.



















Aktivität 1 Aktivität 2





Abbildung 2.5: Auswahl von Notationselementen der UML
2.1.3 Entity-Attribute-Value-Ansatz
Der Entity-Attribute-Value-Ansatz (EAV) ist eine Methode zur generischen Daten-
bankmodellierung. Hierbei werden Kombinationen aus Realweltobjekt (Entity), At-
tribut und Ausprägung (Value) als Tupel in einer Tabelle gespeichert. Dieses Vorgehen
wird schematisch in Abbildung 2.6 gezeigt.
Ursprünglich wurden Attribut-Wert-Paare (AV) im Bereich der künstlichen Intelligenz
eingesetzt [Win84]. Der darauf basierende EAV-Ansatz wurde in den 1990er Jahren im
Bereich der Lebenswissenschaften, insbesondere bei Krankenhausinformationssyste-
men (siehe z. B. [FHJ+90, NB98]), populär.
Eine Erweiterung dieses sehr simplen Ansatzes stellt das so genannte EAV/CR (EAV
with classes and relationships) [NMC+99] dar. Hierbei wird versucht, komplexe Ob-
jekte (Klassen) und ihre Beziehungen untereinander abzubilden. Die Beziehungen
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Entity Attribute Value
HOR 1234 Taxon Hordeum vulgare L.
HOR 1234 Herkunft Großbritannien
HOR 1234 Jahr 1975
HOR 1234 Wuchshöhe 100
HOR 1234 Ertrag 500
HOR 1234 Blühzeitpunkt 10. Mai
HOR 1234 Resistenz 7
... ... ...
Beobachtungen
Abbildung 2.6: Speicherung phänotypischer Beobachtungswerte nach dem EAV-
Ansatz
selbst werden hierbei auch als EAV-Tripel abgespeichert. Abbildung 2.7 illustriert den

















1 1 HOR 123
2 1 TRI 12
3 2 LYC 10
Entity EntityID AttributeID Wert









Abbildung 2.7: Speicherung phänotypischer Beobachtungswerte mit dem EAV/CR-
Ansatz
Die Vor- und Nachteile einer Verwendung dieses Ansatzes im Rahmen der vorliegen-
den Arbeit werden in Kapitel 6 ausführlich diskutiert.
2.1.4 Record Linkage
Um Daten aus verschiedenen Quellen integrieren zu können (vgl. Kapitel 3) ist es oft-
mals erforderlich, Verbindungen über Attributausprägungen herzustellen, die nur ähn-
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lich, aber nicht identisch sind. Die Ursachen dafür sind vielfältig, z. B. Schreibfehler,
Synonyme etc.
Hier bietet es sich an, die Ähnlichkeit sim zwischen Attributausprägungen zu bestim-
men und Records darüber miteinander zu verknüpfen. Ähnlichkeit bedeutet in diesem
Kontext, dass die beiden miteinander verglichenen Attributausprägungen eine Reihe
gemeinsamer Eigenschaften haben. Das Verhältnis zwischen den gemeinsamen und
den unterschiedlichen Eigenschaften bildet dabei den Grad der Ähnlichkeit.
Eine solche Vorgehensweise wird als Record Linkage bezeichnet [NKAJ59, FS69]
(vgl. Abschnitt 6.5). Im Fall numerischer Datentypen kann die Ähnlichkeit durch die
Verwendung der Abweichung bestimmt werden [MWBL05]. Für alphanumerische Da-
tentypen bieten sich Äquivalenzmethoden und Similarity-Ranking-Methoden an.
Äquivalenzmethoden vergleichen zwei Zeichenketten miteinander und geben im Fall
einer Ähnlichkeit TRUE oder im negativen Fall FALSE zurück. Eine Auswahl der
verbreitetsten Verfahren soll im Folgenden vorgestellt werden.
• Lautähnlichkeit:
Hierbei erfolgt ein Vergleich zweier Zeichenketten dahingehend, wie sie ausge-
sprochen klingen. Der bekannteste Vertreter dieses Ansatzes ist der Soundex-
Algorithmus [Rus18], der für eine Zeichenkette einen Code aus einem Buchsta-
ben, gefolgt von drei Zahlen generiert (die Gerstensorte Ingrid wird hierbei zu
I526). Das Funktionsprinzip entspricht dem eines Hash-Verfahrens. Die kodier-
ten Ergebnisse werden verglichen. Nur etwas über ein Drittel der gefundenen
Übereinstimmungen sind korrekt [LR96]. Es existieren mehrere Varianten für
verschiedene Sprachen. Beispielsweise wurde für die deutsche Sprache das so
genannte Kölner Verfahren [Pos69] entwickelt.
• Wortstamm:
Bei diesem Verfahren werden zwei Zeichenketten auf der Basis ihrer Wortstäm-
me miteinander verglichen. Hierfür wird ein Suffix-Verzeichnis für mögliche
Wortendungen benötigt. Diese Methode ist, wie auch das Lautähnlichkeitsver-
fahren, sprachabhängig.
• Groß-/Kleinschreibung:
Mit dieser Methode wird überprüft, ob zwei Zeichenketten identisch sind, wenn
die Groß-/Kleinschreibung außer Acht gelassen wird, z. B. Gerste und GERSTE.
• Synonyme:
Anhand kontrollierten Vokabulars kann festgestellt werden, ob zwei Zeichenket-
ten die gleiche Bedeutung haben, z. B. Gerste und Hordeum.
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• Wildcards:
Wildcards sind Platzhalter für andere Zeichen. Hiermit können Zeichenketten
dahingehend überprüft werden, ob sie zumindest in Teilen übereinstimmen. Es
wird vielfach zwischen Platzhaltern für genau ein Zeichen (z. B. _ oder ?) und
Platzhaltern für beliebig viele Zeichen (z. B. % oder *) unterschieden. Beispiels-
weise würde beim Vergleichen von Sortennamen der Ausdruck Ingrid% die Zei-
chenketten Ingrid WT und Ingrid BC mlo5 für äquivalent befinden, nicht aber
die Zeichenkette Ingrid.
• Reguläre Ausdrücke:
Reguläre Ausdrücke beschreiben auf der Basis syntaktischer Regeln Zeichen-
ketten. Der reguläre Ausdruck bildet also ein Muster, das mit einer Menge von
Zeichenketten verglichen werden kann, um eine Teilmenge herauszufiltern.
Im Gegensatz zu den eben vorgestellten Äquivalenzmethoden vergleichen Similarity-
Ranking-Methoden zwar ebenfalls zwei Zeichenketten, geben jedoch zurück, wie groß
(Ranking) deren Ähnlichkeit ist.
• Hamming-Ähnlichkeit:
Sie basiert auf der Hamming-Distanz [Ham50]. Die Hamming-Distanz ist ein
Maß für die Unterschiedlichkeit digitaler Daten. Zwei Binärdatenblöcke A und
B fester Länge werden bitweise verglichen und die Anzahl der verschiedenen
Stellen wird gezählt. Haben die verglichenen Datenblöcke unterschiedliche Län-
gen, so ist die Hamming-Distanz unendlich.
Aus der Hamming-Distanz hamm(SA, SB) kann die Hamming-Ähnlichkeit durch
simhamm(SA, SB) = 1−
hamm(SA,SB)
n
berechnet werden. n bezeichnet hierbei die
Länge der verglichenen Datenblöcke. Die Hamming-Ähnlichkeit bewegt sich
zwischen 1 (identisch) und 0 (keine Ähnlichkeit).
• Editbasierte Ähnlichkeit:
Je weniger Elemente von einer Zeichenkette A substituiert werden müssen, um
zu einer Zeichenkette B zu gelangen, desto ähnlicher sind sich A und B. Aus
den Kosten von Einfüge-, Lösch- und Ersetzungsoperationen ergibt sich der
Editierabstand. Eines der wichtigsten Distanzmaße aus der Gruppe der Editer-
abstände ist die Levenshtein-Distanz [Lev66]. Ein weiteres wichtiges Maß ist
die Damerau-Distanz [Dam64]. Bei dieser wird zusätzlich zu den drei genann-
ten Operationen noch das Vertauschen von Zeichenkettenelementen ermöglicht,
um Tipp-/Buchstabierfehlern zu begegnen. Die Levenshtein-Distanz der beiden
Zeichenketten Hordeum und Horedum hat den Wert 2, weil zwei Ersetzungen
ausgeführt werden müssen (e gegen d und d gegen e). Die Damerau-Distanz
hingegen ist 1, weil das Vertauschen von ed zu de nur eine Operation darstellt.
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Die Berechnung der Edit-Ähnlichkeit aus dem Edit-Abstand erfolgt mit der For-
mel simed = 1− ed(SA,SB)max{|SA|,|SB |} .
• Longest-Common-Substring-basierte Ähnlichkeit:
Das Longest-Common-Substring-Verfahren [Wei73] basiert auf Vergleichen von
Teilstrings. Je länger ein Substring ist, den zwei Zeichenketten teilen, desto grö-
ßer ist ihre Ähnlichkeit. Wenn in einer der zu vergleichenden Zeichenketten ein
Fehler (z. B. ein Tippfehler in der Mitte des gemeinsamen Strings) vorliegt, wür-
den die beiden Zeichenketten dann fälschlich als weniger ähnlich bewertet wer-
den.
Die Berechnung der Ähnlichkeit kann durch simlcs(SA, SB) = lcs(SA,SB)max{|SA|,|SB |} er-
folgen. lcs(SA, SB) sei hierbei die Länge des längsten gemeinsamen Teilstrings.
Die drei eben vorgestellten Verfahren reagieren sehr empfindlich auf Vertauschun-
gen von Zeichen und Teilstrings sowie auf Zeichenketten unterschiedlicher Länge.
Wird beispielsweise ein Personenname im ersten zu vergleichenden String nach dem
Muster „Vorname Nachname“ und im zweiten nach dem Muster „Nachname, Vorna-
me“geschrieben, so ist die Ähnlichkeit bei Verwendung dieser Verfahren relativ gering.
Eine Alternative stellen so genannte tokenbasierte Verfahren dar. Hierbei erfolgt ei-
ne Zerlegung der Strings in Token, d. h. Vorkommen von Zeichen. Der Vergleich der
Strings erfolgt nun über gemeinsame Token, die Reihenfolge spielt keine Rolle.
Zwei dieser Verfahren, die ebenfalls zu den Similarity-Ranking-Methoden gezählt
werden können, sollen im Folgenden vorgestellt werden.
• Dice-Ähnlichkeitskoeffizient:
Der Dice-Ähnlichkeitskoeffizient [Dic45] wird als D = 2·|A∩B|
|A|+|B|
errechnet. Hier-
bei ist |A∩B| die Anzahl der Übereinstimmungen und |A|+ |B| die Anzahl der
Elemente, die verglichen werden; der Koeffizient nimmt einen Wert zwischen
0 und 1 an. Da der Vergleich unabhängig von ihrer Reihenfolge über Token
durchgeführt wird, ist der Dice-Ähnlichkeitskoeffizient der beiden Zeichenket-




Der Jaccard-Ähnlichkeitskoeffizient [Jac01] oder Tanimoto-Koeffizient [Tan57]
zweier Zeichenketten A und B wird durch J = |A∩B|
|A∪B|
errechnet, wobei |A ∩ B|
wieder die Schnittmenge und |A∪B| die Vereinigung der Elemente von A und B
ist. Der Jaccard-Ähnlichkeitskoeffizient der beiden Zeichenketten Hordeum und
Horedum ist J = 7
(7+7−7)
= 1.
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In Abhängigkeit des Anwendungsfalles kann es sinnvoll sein, Äquivalenz- und Simila-
rity-Ranking-Methoden zu kombinieren. Beispielsweise kann mit Hilfe von Äquiva-
lenzmethoden eine Vorauswahl getroffen werden (z. B. gleicher Wortstamm). Darauf
aufbauend können die Resultate mit Similarity-Ranking-Methoden weiter verfeinert
werden. Falls erforderlich, müssen die Ergebnisse manuell verifiziert werden.
2.2 Grundlagen aus der Biologie
2.2.1 Bausteine des Lebens
Organismen bestehen aus Organen, die aus Gewebekomplexen gebildet werden. Ge-
webe wiederum sind funktionelle Einheiten mehrerer Zellen. Jede Zelle stellt ein ei-
genständiges und abgegrenztes System dar, das bestimmte Funktionen erfüllen kann.
Es haben sich durch die Evolution zwei Arten von Zellen entwickelt, die Prokaryoten
und die Eukaryoten. Prokaryoten sind einfach aufgebaut und verfügen nicht über einen
Zellkern. Eukaryoten, z. B. Tiere und Pflanzen, sind komplexer aufgebaut und haben
einen Zellkern. Sie können sowohl als Einzeller, z. B. Backhefe (Saccharomyces cere-
visiae), oder auch als Mehrzeller, z. B. Gerste (Hordeum vulgare), vorkommen.
Transkription und Translation
Zellen enthalten den Träger der Erbinformation, die Desoxyribonukleinsäure (DNS).
In Prokaryoten liegt die DNS in einfacher, geschlossener Form im Cytoplasma vor,
während sie in Eukaryoten in linearer Form in den so genannten Chromosomen des
Zellkerns gespeichert ist. Die Struktur der DNS, die Doppelhelix, wurde 1953 be-
schrieben [WC53b, WC53a]. Die Einzelstränge der DNS bestehen aus Desoxyribo-
semolekülen und Phosphorsäure, die miteinander verbunden sind. Auf jedem Einzel-
strang sind die vier organischen Basen Adenin (A), Cytosin (C), Guanin (G) sowie
Thymin (T) in einer bestimmten Abfolge angeordnet. Die Basen der beiden Stränge
verhalten sich paarweise zueinander komplementär, Adenin auf dem einen Strang ist
immer Thymin auf dem anderen Strang zugeordnet, Cytosin immer Guanin. Die bei-
den sich gegenüber liegenden Basen werden als Basenpaar bezeichnet und sind durch
zwei (A=T) bzw. drei (G≡C) Wasserstoffbrücken miteinander verbunden. Die Dop-
pelhelix ist das Resultat einer Drehung dieses leiterförmigen Makromoleküls.
Abfolgen von Basenpaaren, die genetische Informationen kodieren, werden als Ge-
ne bezeichnet. Diese enthalten beispielsweise Baupläne für Enzyme (eine Klasse der
Proteine), die als Katalysatoren am Stoffwechsel des Organismus beteiligt sind.
DNS verfügt über die Fähigkeit, sich durch die so genannte DNS-Synthese zu replizie-
ren. Dabei wird zuerst die Doppelhelix durch das Enzym Helicase in zwei Einzelsträn-
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ge zerlegt, welche jeweils als Vorlage für einen zu synthetisierenden, komplementären
Gegenstrang dienen. Dies erfolgt durch DNS-Polymerasen.
Die Synthese von Proteinen auf Basis eines Gens erfolgt über den Mechanismus der
Genexpression. Dabei wird zuerst ein Abschnitt der DNS abgeschrieben (transkri-
biert) und in eine komplementäre Ribonukleinsäuresequenz überführt. Ribonuklein-
säure (RNS) ist ein Molekül, bei dem die Base Thymin durch die Base Uracil ersetzt
wird. Jeweils drei nebeneinander liegende Basen bilden ein so genanntes Triplett. Die-
ses definiert eine spezifische Aminosäure und damit ein spezifisches Protein. Hierbei
wird vom genetischen Code gesprochen [JM61]. Die Übersetzung dieses Codes in ei-
ne Aminosäuresequenz erfolgt durch die Translation und bildet den zweiten Schritt der
Genexpression. Das Ergebnis der Translation ist eine Aminosäuresequenz, welche die
Basis für ein Protein ist. Abbildung 2.8 veranschaulicht diesen Prozess.
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Abbildung 2.8: Schematische Darstellung der Genexpression
Enzyme und biochemische Reaktionen
Proteine, die über die Fähigkeit verfügen, biochemische Prozesse zu katalysieren,
heißen Enzyme. Enzyme besitzen ein aktives (katalytisches) Zentrum zur Interakti-
on mit Metaboliten (Substraten oder Produkten) während biochemischer Reaktionen.
Bestimmte Enzyme verfügen darüber hinaus über ein regulatorisches (allosterisches)
Zentrum, um ihrerseits durch Metaboliten beeinflusst zu werden (allosterische Regu-
lation).
Eine biochemische Reaktion ist die Umwandlung einer Substratmenge in eine Pro-
duktmenge. Die meisten Reaktionen werden durch Enzyme katalysiert. Enzym und
Substrat bilden im ersten Schritt der Reaktion einen Enzym-Substrat-Komplex (durch
Substratbindung am katalytischen Zentrum des Enzyms), die Aktivierungsenergie wird
herabgesetzt, die Reaktionsgeschwindigkeit erhöht. Im zweiten Schritt erfolgt eine
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Aufspaltung in Enzym und Produkt. Das Enzym wird bei der Reaktion nicht ver-
braucht.
Biochemische Reaktionen können durch verschiedene Mechanismen der Zelle regu-
liert werden. Die Regulation findet dabei auf verschiedenen Ebenen mit diversen Mög-
lichkeiten der Unterscheidung statt. Der am besten erforschte Regulationstyp ist die
enzymatische Regulation [Bis00]. Hierbei wird zwischen Inhibitoren und Aktivatoren
unterschieden. Inhibitoren sind Moleküle, die auf Enzyme und/oder Substrate einwir-
ken und dadurch eine Reaktion hemmen. Die katalytische Aktivität von Enzymen wird
durch Aktivatoren erhöht.
2.2.2 Besonderheiten von Pflanzen
Im Gegensatz zum Tierreich zeichnen sich Pflanzen durch eine Reihe von Besonder-
heiten aus, die im Folgenden kurz erwähnt werden sollen:
• Die Zellwände pflanzlicher Zellen bestehen hauptsächlich aus Zellulose.
• Zellen enthalten Chloroplasten zur Gewinnung von Energie aus Licht auf dem
Wege der Photosynthese. Hierbei wird Licht in Energie in Form von Glucose
umgewandelt oder als Stärke gespeichert.
• Zellen enthalten Vakuolen. Das sind kleine Räume innerhalb der Zellen, die
Farb- und Duftstoffe etc. enthalten können.
• Genome von Pflanzen sind meist um ein Vielfaches umfangreicher als das des
Menschen oder Genome von Tieren (Tabelle 2.1).
• Umweltfaktoren wie Boden, Wetter, biotische (z. B. Schädlingsbefall) und abio-
tische (z. B. Dürre) Stressfaktoren haben große Einflüsse auf phänotypische Aus-
prägungen von Pflanzen. Pflanzen sind standortgebunden.
• In Pflanzen ist der so genannte sekundäre Metabolismus stark ausgeprägt. Durch
diesen werden Substanzen produziert, die keine besondere Relevanz für die pro-
duzierende Zelle haben, jedoch für das Überleben des gesamten Organismus von
großem Interesse sind. Hierzu zählen beispielsweise Wachse, die von bestimm-
ten Pflanzen zum Schutz vor UV-Licht produziert werden. Der sekundäre Meta-
bolismus ist für die Forschung besonders interessant (z. B. erhöhter Flavonoid-
Gehalt für pharmazeutische Anwendungen).
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Tabelle 2.1: Übersicht der Genomgrößen verschiedener Organismen
Organismus geschätzte Genomgröße
Fruchtfliege (Drosophila melanogaster) ca. 0, 12 · 109 Bp [ACH+00]
Mensch (Homo sapiens) ca. 3 · 109 Bp [Int04]
Reis (Oryza sativa) ca. 4, 5 · 109 Bp [YHW+02, GRL+02]
Gerste (Hordeum vulgare) ca. 5, 5 · 109 Bp [BL95]
Weizen (Triticum aestivum) ca. 17 · 109 Bp [BL95]
2.2.3 Datendomänen
Für die vorliegende Arbeit standen eine Reihe von Inhouse- und öffentlich zugängli-
chen Datenquellen unterschiedlicher Domänen zur Verfügung, die im Folgenden be-
schrieben werden. Die Verwendung von Inhouse-Daten wurde bevorzugt, weil bei die-
sen Daten in den meisten Fällen mehr Informationen über die Qualität der erhobenen
Daten und Zusatzinformationen wie z. B. Entwicklungsstadium etc. verfügbar waren.
Außerdem kann bei Inhouse-Daten ein größerer Einfluss auf die strukturierte Speiche-
rung genommen werden, der nicht unterschätzt werden sollte (vgl. Kapitel 4).
Sequenzdaten
In der Biologie werden unter dem Begriff der Sequenz Abfolgen von Nukleotiden
(DNS-Sequenz) oder Aminosäuren (Aminosäuresequenz) als Ergebnis einer Sequen-
zierung, d. h. der Ermittlung ihrer Teilbausteine, verstanden.
DNS-Sequenz Eine genomische DNS-Sequenz setzt sich aus einer Abfolge der Nu-
kleotide Adenin (A), Cytosin (C), Guanin (G) und Thymin (T) in unterschiedli-
cher Häufigkeit auf einem DNS-Strang als Träger von Informationen zusammen.
Durch DNS-Sequenzierung wird der Aufbau solcher Sequenzen entschlüsselt.
Die DNS-Sequenzierung geht im Wesentlichen auf [MG77] und [SNC77] zu-
rück.
Die Nutzung so genannter Expressed Sequence Tags (ESTs) ist eine weitere
Möglichkeit, Sequenzinformationen zu erhalten. Hierzu wird aus einem Orga-
nismus extrahierte Boten-RNS (mRNS) zur Stabilisierung durch das Enzym
Reverse Transkriptase in komplementäre DNS (cDNS) überführt. Durch Anse-
quenzieren werden kurze Abschnitte (bis zu 700 Basenpaare) der cDNS-Stränge
gewonnen, die Expressed Sequence Tags. Diese einzelnen Teilabschnitte können
durch ein Alignment in eine Konsensussequenz überführt werden. Die Sequen-
zierung mittels der EST-Methode führt nicht zur vollständigen genomischen
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DNS, da nur Genabschnitte sequenziert werden, die in einem bestimmten Ge-
webe, das sich in einem bestimmten Entwicklungsstadium befindet, exprimiert
sind. Es fehlen also die Intronbereiche eines Gens. Insofern können nur Aussa-
gen über die Exonstruktur und den transkribierten Bereich eines Gens getroffen
werden. Diese Technik wird jedoch, insbesondere im Bereich der Pflanzenbiolo-
gie (vgl. [KLF+05]), häufig verwendet, da sie schneller und kostengünstiger als
die vollständige Sequenzierung eines Organismus (wie z. B. im Humangenom-
projekt2) ist. Die EST-Sequenzierung geht auf [AKG+91] zurück.
Aminosäuresequenz Aminosäuresequenzen geben über die Zusammensetzung von
Proteinen Auskunft. Sie werden daher auch als Proteinsequenzen bezeichnet.
Sammlungen von Proteinsequenzen bilden in der biologischen Forschung eine
wichtige Informationsquelle [ABW04].
Markerdaten
In der Genetik wird unter einem Marker ein DNS-Abschnitt verstanden, der in unter-
schiedlicher Ausprägung in verschiedenen Individuen vorliegt und mit phänotypischen
Unterschieden korreliert ist [PV94]. Markerdaten können heutzutage mit modernen
Hochdurchsatz-Verfahren schnell und in großen Mengen gewonnen werden. Zur Ver-
waltung dieser Daten werden zunehmend Datenbanken eingesetzt, z. B. [Sof03,Sei03].
RFLP-Marker Diese Abkürzung steht für Restriction Fragment Length Polymor-
phism [BWSD80, TYPB89]. Damit werden Unterschiede von DNS-Sequenzen
an gleichen Positionen in Chromosomen verschiedener Individuen bezeichnet,
die in Form unterschiedlicher Restriktionsfragmentmuster sichtbar gemacht wer-
den können. Die Länge dieser Fragmente wird durch Mutation beeinflusst. Je
näher sich RFLPs auf der DNS befinden, desto wahrscheinlicher werden sie ge-
meinsam vererbt. Daher können RFLPs bei der Genkartierung als genetische
Marker verwendet werden.
AFLP-Marker AFLP heißt Amplified Fragment Length Polymorphism [VHB+95].
Bei der AFLP-Markeranalyse wird die DNS mit Hilfe zweier spezifischer Re-
striktionsenzyme in Fragmente geschnitten. Durch Polymerasekettenreaktionen
(PCRs) werden diese Fragmente vervielfältigt. Dabei entstehen, wie auch bei
RFLP-Markern, verschieden lange Fragmente, die durch Unterschiede in der
Anzahl der Restriktionsschnittstellen bedingt sind. Diese werden durch Gelelek-
trophorese sichtbar gemacht. Hierbei kann zwischen Individuen unterschieden
werden und es können Verwandtschaftsbeziehungen dargestellt werden.
2http://www.ornl.gov/sci/techresources/Human_Genome/home.shtml [Stand 2009-04-02]
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SNP-Marker Single Nucleotide Polymorphisms (SNPs) [WH02] stellen Variationen
von einzelnen Basenpaaren auf der DNS dar, so genannte Punktmutationen, wel-
che zu einem bestimmten Grad im Genpool einer Population vorkommen. Wie
häufig genau SNPs auftreten, hängt vom jeweiligen Organismus ab, z. B. tritt
beim Mais durchschnittlich alle 60 Basenpaare ein SNP auf [CCJ+02]. SNPs
werden u. a. zur Marker-Merkmals-Assoziation in einem sequenzierten Genfrag-
ment eingesetzt [MWR09].
In diesem Zusammenhang wird unter dem Begriff eines Haplotypen die Kombi-
nation mehrerer SNPs verstanden.
SSR-Marker Simple Sequence Repeats oder Mikrosatelliten sind DNS-Abschnitte,
die sich im Genom eines Organismus häufig wiederholen. Sie bestehen aus 1-6
Basenpaaren [TMVG03], die 10-100 mal wiederholt werden. SSRs werden häu-
fig zur Bestimmung von Verwandtschaftsbeziehungen eingesetzt [GLCSF95].
INDEL-Marker Die beiden allelspezifischen genetischen Mutationen Einfügen (In-
sertion) und Löschen (Deletion) werden gemeinsam als INDEL bezeichnet. IN-
DELs können die Basis für einen DNS-Sequenz-Polymorphismus an einer be-
stimmten Position im Genom sein, der in einer Anzahl von Genotypen beob-
achtbar ist. Solche INDELs werden vererbt und können als Marker Anwendung
finden [VBJE08].
Expressionsdaten
Unter Genexpression wird die Umsetzung der DNS-Information in Strukturen und
Funktionen von Zellen verstanden [EBS+06, RRW+06], z. B. in Enzyme. In Abhän-
gigkeit des Ortes in einem Organismus (z. B. eines bestimmten Gewebes oder Kompar-
timentes), des Entwicklungsstadiums sowie von Umwelteffekten werden unterschied-
lich hohe (oder auch keine) Mengen von Genprodukten hergestellt (exprimiert). Mit
Hilfe von Array-Technologien [SSDB95] kann zeitgleich eine Vielzahl von Konzen-
trationen dieser Produkte ausgewertet werden (Expression Profiling).
Daten über metabolische Netzwerke
Metabolische Netzwerke (Pathways) sind Abfolgen biochemischer Reaktionen, die
sich in Abhängigkeit des beobachteten Organismus, seines Entwicklungsstadiums, des
Locus innerhalb dieses Organismus sowie externer Faktoren unterscheiden können
[WGK+06]. Im pflanzlichen Bereich ist insbesondere der so genannte sekundäre Me-
tabolismus von großem Interesse (vgl. Abschnitt 2.2.2).
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Phänotypische Daten
Der Begriff des Phänotyps bezeichnet direkt und indirekt beobachtbare Eigenschaften
eines Organismus. Er setzt sich aus einer Vielzahl von Merkmalen zusammen. Nach-
folgend sollen zwei Unterkategorien phänotypischer Daten vorgestellt werden.
Charakterisierungsdaten Charakterisierungsdaten sind Merkmale von Pflanzen,
die relativ einfach beobachtet werden können. Die gleiche umweltunabhängige
und ausschließlich genetisch determinierte Ausprägung ermöglicht eine schnel-
le phänotypische Unterscheidung. Dazu zählen Merkmale wie die Zeiligkeit
bei Getreide oder die Unterscheidung zwischen Sommer- und Wintertyp. Dies
wird für die taxonomische Bestimmung von Pflanzen genutzt. Zusätzlich zu ei-
ner festen Menge von Charakterisierungsmerkmalen, können für unterschied-
liche Fruchtarten noch jeweils eine Reihe weiterer Merkmale betrachtet wer-
den [Knü01].
Evaluierungsdaten Im Gegensatz zu den Charakterisierungsdaten hängen die so
genannten Evaluierungsdaten sehr stark von Umwelteinflüssen ab. Dazu zählen
Merkmale wie Wuchshöhe, Ertrag oder die Anfälligkeit gegenüber bestimmten
abiotischen oder biotischen Stressfaktoren, aber auch Inhaltsstoffe von Pflanzen
[Knü01, WKV+06].
Passportdaten
Passportdaten [vHK95] dienen der Identifikation von Genotypen. Sie enthalten Merk-
male wie die Akzessionsnummer des Genotypen in einer Genbank, den Fundort oder
die Institution, von der das Material bezogen wurde (Donor), den wissenschaftlichen
Namen etc. Sie unterliegen in der Regel kaum Änderungen.
Passportdaten bieten die Möglichkeit der Verknüpfung unterschiedlichster Datenquel-
len. Über den wissenschaftlichen Namen können phänotypische Daten mit moleku-
laren Daten verlinkt werden, beispielsweise mit Sequenz- oder Markerdaten. Durch
Informationen wie dem Fundort können zusätzlich noch geografische Daten hinzuge-
zogen werden. Die Passportdaten sind ein wichtiges Bindeglied zwischen verschiede-
nen Datendomänen (siehe Kapitel 6).
2.2.4 Besondere pflanzliche Datenressourcen
Nachfolgend werden ausgewählte Informationssysteme vorgestellt, die am Leibniz-
Institut für Pflanzengenetik und Kulturpflanzenforschung (IPK) gepflegt werden und
wertvolle Ressourcen im Rahmen dieser Arbeit darstellen.
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Das Genbankinformationssystem GBIS
Das IPK in Gatersleben besitzt eine der weltweit bedeutendsten Lebendsammlungen
von Kulturpflanzen und verwandten Wildarten mit ca. 150.000 Pflanzenmustern. Die
Erhaltung erfolgt in Form von Saatgut und teilweise auch als vegetatives Material. Für
den Betrieb einer Genbank dieser Größenordnung ist es erforderlich, eine Vielzahl von
Informationen zu verwalten und ständig verfügbar zu halten. Hierzu wurde am IPK das
Genbankinformationssystem GBIS3 [OK06] entwickelt.
GBIS besteht aus drei Modulen:
• GBIS/I:
GBIS/I ist ein webbasiertes Informationssystem, das hauptsächlich für externe
Nutzer von Genbankmaterial konzipiert ist. Hiermit kann auf Passportdaten so-
wie Charakterisierungs- und Evaluierungsdaten zugegriffen werden. Neben der
Recherche verfügt das GBIS/I-Modul über eine Warenkorbfunktionalität und ein
Bestellsystem, das es ermöglicht, für ausgewähltes Material Saatgutproben zu
ordern.
• GBIS/M:
Das Modul GBIS/M ist die institutsinterne Managementkomponente des Gen-
bankinformationssystems. Es dient der Verwaltung des im Kühllager, in Cryo-
Konservierung oder im vegetativen Vermehrungsanbau befindlichen Genbank-
materials. Hierzu zählen insbesondere die Überwachung der Keimfähigkeit der
gelagerten Samenproben, die Initiierung des Vermehrungsanbaus und die Ver-
waltung von Charakterisierungs- und Evaluierungsdaten [WKV+03] aus diesen
Anbauten.
• GBIS/B:
Ebenfalls institutsintern ist das Modul GBIS/B. Es dient der Planung des Ver-
mehrungsanbaus von Genbankmaterial sowie der Erhebung von Charakterisie-
rungs- und Evaluierungsdaten mit Hilfe mobiler Erfassungsgeräte.
Abbildung 2.9 zeigt die Nutzerschnittstelle des GBIS/I-Moduls.
3http://gbis.ipk-gatersleben.de [Stand 2009-04-02]
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Abbildung 2.9: Ein Screenshot der Weboberfläche des GBIS/I-Moduls
Die Europäische Poa-Datenbank (EPDB)
Die Europäische Poa-Datenbank4 [WHG+07] ist ein zentrales Nutzpflanzeninforma-
tionssystem im Rahmen des European Cooperative Programme for Crop Genetic Re-
sources Networks (ECP/GR)5. Die EPDB verwaltet Passportdaten (ca. 5.000 Akzes-
sionen) über die Mehrheit der in europäischen Genbanken gehaltenen Rispengras-
Akzessionen. Rispengras (Poa) ist eine der wertvollsten Futtergrasgattungen.
Die Zielstellungen der Europäischen Poa-Datenbank sind nach [WHG+07]:
• die Katalogisierung der in europäischen Genbanken gehaltenen Poa-Akzessionen,
• das Zurverfügungstellen von Informationen,
• das Identifizieren von Lücken (z. B. durch unterrepräsentierte Arten) innerhalb
der europäischen Poa-Sammlungen sowie
• das Identifizieren von Duplikaten.
Der Zweck der Europäischen Poa-Datenbank besteht somit neben der Recherche haupt-
sächlich in der Verbesserung der europäischen Koordination der Erhaltung von Poa-




die Originalität der jeweiligen Akzessionen gepflegt. Über diese Information kann das
„Most Original Sample“ (MOS) einer Akzession bestimmt werden. Tabelle 2.2 ver-
deutlicht die Definition des MOS.
Tabelle 2.2: Most-original-sample-(MOS)-Definition nach [Ano00]
Originalität (EURISCO-Code) Erklärung
most original sample (1) Das Institut, welches das Material erhält, ist ent-
weder Sammler oder Züchter der Akzession.
with MOS (2) Das Institut, welches das Material erhält, ist ent-
weder Sammler oder Züchter der Akzession.
Diese Akzession wurde jedoch an mindestens
eine andere Institution weitergegeben und wur-
den von dieser (unter einer anderen Akzessions-
nummer) zurückerhalten. Somit ist die betrof-
fene Akzession zwar nicht MOS, befindet sich
aber in derselben Sammlung wie das MOS.
one away (3) Es gibt eine Weitergabe zwischen einer Akzes-
sion und dem Original (MOS).
more away (4) Es wurden zwei oder mehr Weitergaben durch-
geführt.
unknown (5) Es existiert keine Information über den Origi-
nalitätsstatus der betroffenen Akzession.
Das Backend der Europäischen Poa-Datenbank bildet das relationale Datenbankma-
nagementsystem Oracle, das Frontend ist mit JSP/Java implementiert. Ein Ausschnitt
der Recherche-Oberfläche wird in Abbildung 2.10 gezeigt.
Die Europäische Poa-Datenbank bildet eine wichtige Schnittstelle zwischen phänoty-
pischen Daten und Markerdaten.
Die Europäische Gerstendatenbank (EBDB)
Ein weiteres zentrales Nutzpflanzeninformationssystem im Rahmen des European Co-
operative Programme for Crop Genetic Resources Networks (ECP/GR) ist die Eu-
ropäische Gerstendatenbank6 [FWKG06]. Sie wurde 1983 mit den gleichen Zielstel-
lungen wie die Europäische Poa-Datenbank initiiert. Auch hier werden Backend und
6http://bic-gh.de/ebdb [Stand 2009-04-02]
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Abbildung 2.10: Ein Screenshot der EPDB-Oberfläche aus [WHG+07]
Frontend durch das relationale Datenbankmanagementsystem Oracle sowie eine JSP/
Java-Oberfläche gebildet.
Die Europäische Gerstendatenbank verwaltet Daten zu ca. 155.000 Gerstenakzessio-
nen, die hauptsächlich in europäischen Genbanken gehalten werden. Hinzu kommen
noch Daten zu Pflanzenmustern aus Japan und Australien.
Neben Passportdaten enthält die EBDB auch Charakterisierungsdaten zu allen 155.000
Akzessionen sowie Evaluierungsdaten zu ca. 4.000 Akzessionen, die im Rahmen ei-
nes europäischen Projektes7 gewonnen wurden. Außerdem verwaltet diese Datenbank
Informationen über die so genannte Barley Core Collection [KvH95]. Diese Kernkol-
lektion umfasst die vergleichsweise geringe Anzahl von 1.293 Akzessionen. Sie besitzt
aufgrund ihrer großen genetischen Diversität eine hohe Variabilität. Für Forschung und
Züchtung ist sie eine wichtige Ressource.
Die Europäische Gerstendatenbank bildet ebenso wie die Europäische Poa-Datenbank
ein wichtiges Bindeglied zwischen phänotypischen Daten und Markerdaten.
Metabolische Netzwerkdaten aus Meta-All/MetaCrop
Meta-All8 [WGK+06] ist ein Informationssystem zur Verwaltung metabolischer Netz-
werkdaten in Pflanzen. Dieses System speichert sehr detaillierte, feingranulare Daten
7Evaluation and Conservation of Barley Genetic Resources to Improve Their Accessibility to Breeders
in Europe (EU-GENRES CT98-104)
8http://bic-gh.de/meta-all [Stand 2009-04-02]
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über Netzwerke und ihre Bestandteile. Dabei wird sehr genau unterschieden, in wel-
chem Organismus sowie an welchem Ort innerhalb dieses Organismus biochemische
Prozesse aktiv sind. Weiterhin werden Entwicklungsstadien berücksichtigt. Daten kön-
nen um eine Vielzahl von Literaturquellen und verschiedene Qualitätstags angereichert
werden.
Alle in Meta-All gespeicherten Daten können parallel versioniert werden. Dies stellt
einen großen Vorteil gegenüber der weit verbreiteten seriellen Versionierung dar. Zum
einen ermöglicht es verteilt arbeitenden Forschergruppen, gemeinsam an Netzwerken
zu arbeiten und beispielsweise im Falle abweichender wissenschaftlicher Meinungen
parallele Versionen anzulegen. Zum anderen sind auf Basis einer bestimmten Version
publizierte Daten immer zugreifbar.
Über eine SBML-Schnittstelle [HFS+03] erfolgt ein Austausch mit Visualisierungs-
und Simulationswerkzeugen.
Eine Instanz des Meta-All-Informationssystems ist am IPK in Gatersleben unter der
Bezeichnung MetaCrop9 im Einsatz [GBWK+08, GBJK+08]. Sie enthält manuell ku-
rierte, fein-granulare Stoffwechseldaten über sechs agronomisch bedeutende Kultur-
pflanzenarten. Abbildung 2.11 zeigt einen Ausschnitt der MetaCrop-Nutzerschnittstelle.
Abbildung 2.11: Ein Screenshot der MetaCrop-Oberfläche aus [GBWK+08]
9http://metacrop.ipk-gatersleben.de [Stand 2009-04-02]
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2.3 Fachübergreifende Grundlagen
2.3.1 Kontrolliertes Vokabular
Ein kontrolliertes Vokabular ist eine Sammlung von Bezeichnungen mit einheitlicher
Syntax, die Begriffen eindeutig zugeordnet sind und damit sicherstellen, dass keine
Homonyme auftreten. Der umgekehrte Fall, dass jedem Begriff nur eine Bezeichnung
zugeordnet ist, es also keine Synonyme gibt, ist nicht immer gewährleistet.
Eine große Bedeutung haben kontrollierte Vokabulare in der Dokumentationswissen-
schaft. Beispiele hierfür sind Fachwortverzeichnisse oder Glossare, die Begriffe einer
Fachsprache definieren. Ein weiterer Anwendungsbereich kontrollierter Vokabulare ist
die Informatik. Hier werden zur eindeutigen Kennzeichnung von Objekten Identifika-
toren verwendet.
Der primäre Zweck für die Nutzung kontrollierten Vokabulars besteht darin, die Be-
schreibung von Objekten/Begriffen konsistent zu machen und die Suche nach diesen
zu erleichtern. Zwei Eigenarten der natürlichen Sprache machen die Verwendung sol-
chen Vokabulars notwendig [Ame05]:
• zwei oder mehr Terme beschreiben dasselbe Objekt (Synonyme) oder
• zwei oder mehr Objekte werden durch denselben Term beschrieben (Homonym).
Um ein kontrolliertes Vokabular zu erhalten, werden drei grundlegende Methoden ein-
gesetzt:
• Definition des Anwendungsbereiches der Terme,
• Verknüpfen von synonymen Termen und
• Unterscheidung zwischen homonymen Termen.
Ein biologisches Anwendungsbeispiel kontrollierten Vokabulars ist die Nomenklatur
der Enzymnummern10 [WI92].
2.3.2 Taxonomie
Eine Taxonomie ist eine Sammlung von Termen eines kontrollierten Vokabulars, die
hierarchisch strukturiert sind. Jeder einzelne Term befindet sich mit mindestens einem
weiteren Term in einer Elter-Kind-Beziehung.
10http://www.chem.qmul.ac.uk/iubmb/enzyme [Stand 2009-04-02]
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In der Biologie wird der Begriff der Taxonomie für eine hierarchische Klassifikation
von Organismen verwendet, um deren Verwandtschaftsbeziehungen darstellen zu kön-
nen. Wenn durch gemeinsame Merkmale eine Gruppe von Lebewesen unterscheidbar
von anderen Gruppen von Lebewesen beschreibbar ist, wird diese Gruppe als Taxon
bezeichnet. Die Klassifikation solcher Taxa erfolgt anhand verschiedener Stufen, wie
z. B. Ordnung, Familie, Gattung, Art.
2.3.3 Ontologien
Ein großes Problem, gerade im interdisziplinären Bereich, besteht darin, dass vielfach
unterschiedliche Vokabularien, Paradigmen, Sprachen und (Modellierungs-)Werkzeuge
verwendet werden. Daraus resultieren Schwierigkeiten in der Kommunikation zwi-
schen Individuen und damit auch bei der Identifikation und Spezifikation von Syste-
men. Dies kann außerdem zu Problemen bei der Interoperabilität und der Wiederver-
wendbarkeit führen. Beispiele dafür werden in Kapitel 4 erläutert. Ein Lösungsansatz
ist die Vereinheitlichung und Spezifikation von Terminologien und Konzepten im Rah-
men von Ontologien.
In der Metaphysica generalis (abgeleitet vom Werk „Metaphysik“ des Aristoteles), ei-
nem speziellen Teil der Philosophie, hat der Begriff der Ontologie (von griech. on:
Seiendes; logos: Wort, Diskurs) als die Lehre vom Seienden eine lange Tradition. Als
Begründer gilt der griechische Philosoph Parmenides. In der traditionellen Ontologie
steht die Frage im Mittelpunkt, wie sich das Sein zum Seienden verhält. Im Gegensatz
dazu ist die moderne analytische Ontologie die Lehre der grundlegenden Kategori-
en (Entität, Eigenschaft, Ereignis etc.) und ihrem Verhältnis zueinander. Für weitere
Informationen vgl. [Wei91, RK98].
In der Informatik wird unter Ontologie die Definition von Klassen (Konzepte, Objek-
te) und ihren Beziehungen (Attribute, Rollen) untereinander verstanden [Gru93]. Sie
ist formal definiert und enthält das Vokabular einer Domäne/eines Bereiches, mit dem
Ziel, die Kommunikation zwischen Menschen/Organisationen und die Interoperabili-
tät zwischen Systemen zu verbessern. Ontologien werden nicht von einer einzelnen
Person genutzt, sondern durch eine Gruppe vereinbart.
Zur Formulierung von Ontologien werden Ontologiesprachen verwendet. Dies ermög-
licht den maschinenverarbeitbaren Austausch zwischen verschiedenen Anwendern/An-
wendungen. Als Beispiel sei das Resource Description Framework (RDF)11 genannt.
Auch in der Biologie fallen sowohl immer größere Datenmengen als auch immer kom-
plexere Daten an, die beispielsweise molekulare Interaktionen beschreiben. Um solche
Daten zu verwalten und zueinander in Beziehung setzen zu können, sind vergleichbare
Strukturen erforderlich. Hierfür werden auch in diesem Bereich zunehmend Ontologi-
11http://www.w3.org/RDF [Stand 2009-04-02]
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en genutzt [BR04]. Diese Bioontologien sind formale Repräsentationen verschiedener
biologischer Wissensbereiche, deren Objekte zueinander in Beziehung stehen, z. B.
• Gene Ontology (biologische Prozesse, zelluläre Komponenten) [GO 08],
• Trait Ontology (phänotypische Merkmale) [JWN+02] oder
• Plant Ontology (Anatomie und Entwicklungszustände von Pflanzen) [ATI+08]).
Dieses biologische Wissen kann dann mit molekularen Daten, aber auch gleicherma-
ßen mit phänotypischen Daten etc. integriert werden. Abbildung 2.12 zeigt einen Aus-
schnitt aus der Gene Ontology.
Abbildung 2.12: Ein Ausschnitt aus der Gene Ontology nach [GO 08]
Für weitergehende Informationen sei auf [Gru95, SK02, BR04] verwiesen.
2.3.4 Merkmale und Skalen
Merkmalsausprägungen werden mit Skalen gemessen, welche aus Anordnungen von
Werten bestehen [Sch94]. Zum besseren Verständnis der Verfahren zur Datenanaly-
se, die in Abschnitt 3.2 vorgestellt werden, sollen im Folgenden kurz die wichtigsten
Typen von Merkmalen und ihre Merkmalsskalen beschrieben werden.
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Nominalskala Von nominal messbaren Werten wird gesprochen, wenn diese nur
über die Aussagen gleich oder verschieden geordnet werden können, d. h. es gibt keine
natürliche Reihenfolge der Werte. Ein typisches Beispiel ist das Merkmal Geschlecht,
das die Ausprägungen weiblich und männlich annehmen kann. Nominal messbare
Merkmale heißen daher auch qualitative Merkmale.
Rang- oder Ordinalskala Wenn nominal messbare Werte zusätzlich nach einer
natürlichen Reihenfolge geordnet werden können, handelt es sich dabei um ordinal
messbare Werte. Ein Beispiel hierfür sind Zensuren. Hierbei kann keine Aussage über
den absoluten Wert einer Merkmalsausprägung getätigt werden, z. B. kann nicht ge-
sagt werden, die Zensur 2 ist doppelt so gut wie die Zensur 1 etc. Hier wird auch
von intensitätsmäßigen Merkmalen gesprochen. Ein Beispiel aus dem pflanzenbiolo-
gischen Bereich bilden Boniturnoten (1 = geringe Merkmalsausprägung, . . . , 9 = hohe
Merkmalsausprägung).
Metrische oder Kardinalskala Bei metrisch messbaren Merkmalen sind die Merk-
malswerte reelle Zahlen. Solche Merkmale können gemessen werden und verfügen
über eine Dimension (Einheit), z. B. Pflanzenhöhe [cm]. Daher werden sie auch als
quantitative Merkmale bezeichnet.
2.4 Resümee
In diesem Kapitel wurden Grundlagen für das Verständnis dieser Arbeit präsentiert.
Hierzu erfolgte die Vorstellung von Datenbanksystemen sowie von Möglichkeiten der
Datenmodellierung. Da die Integration von Daten aus verschiedenen Domänen in die-
ser Arbeit eine bedeutende Rolle spielt, wurde danach auf Methoden des Record Lin-
kage eingegangen.
Aufgrund der interdisziplinären Ausrichtung der vorliegenden Arbeit, wurden neben
Grundlagen der Informatik auch biologische präsentiert. Hierbei lag der Fokus insbe-
sondere auf relevanten biologischen Datendomänen sowie besonderen Datenressour-
cen. Abschließend erfolgte die Vorstellung fachübergreifender Grundlagen.
3 Datenintegration
und -analyse
Auf den allgemeinen Grundlagen aus Kapitel 2 aufbauend sollen auf den folgenden
Seiten Konzepte der Datenintegration sowie der Datenanalyse dargestellt werden, die
für das Verständnis der vorliegenden Arbeit notwendig sind.
3.1 Datenintegration
Nach [Wie96] ist Integration ein Service, der Inhalte von multiplen, oftmals heteroge-
nen, Datenquellen kombiniert. Dabei besteht das Ziel darin, aus diesen Kombinationen
neue Erkenntnisse zu gewinnen.
Bei der Integration von Daten wird zwischen zwei Bereichen unterschieden. Zum
einen gibt es die klassische Datenintegration, die vorzugsweise im betrieblichen Um-
feld stattfindet. Dabei werden bestehende betriebliche Informationssysteme integriert
oder fusioniert, um einen einheitlichen Zugriff auf die darin gehaltenen Daten zu errei-
chen [Mer97]. Die Datenintegration in diesem Bereich ist Bestandteil des vor einigen
Jahren aufgekommenen Begriffes Enterprise Application Integration (EAI) [RMB00],
unter dem Technologien zur unternehmensweiten Integration von Geschäftsfunktionen
verstanden werden. Zum anderen gibt es die Integration von Daten aus heterogenen
Quellen, vielfach aus dem WWW, die mindestens miteinander und nach Möglichkeit
zusätzlich mit eigenen Daten verknüpft werden sollen. Hierunter fällt in vielen Fällen
die Datenintegration in der Bioinformatik, die einen Schwerpunkt dieser Arbeit bildet.
Datenbanken in der Biologie zeichnen sich oftmals durch eine Reihe von Heterogeni-
täten aus. Dazu zählen Heterogenitäten bezüglich ihrer Anwendbarkeit, ihrer Struktur,
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ihres Inhalts sowie der Plattformen, auf denen sie basieren. Viele dieser Datenban-
ken wurden ad hoc erstellt und sind im Verlauf der Zeit gewachsen [BK03]; sie sind
vielfach ungenügend strukturiert und basieren hauptsächlich auf Flatfiles. Ein Beispiel
dafür ist das japanische KEGG-System [KGH+06]. Datenzugriffe sind in diesem Be-
reich auf verschiedene Arten möglich, über (statische) Web-Seiten, per Web-Interface
oder Web-Services, über Datenbankdumps, aber auch über direkte Datenbankzugriffe.
Nach [Sch98] können die verschiedenen Arten der Heterogenität folgendermaßen klas-
sifiziert werden:
• Heterogenität auf Systemebene:
Komponentendatenbanksysteme besitzen unterschiedliche Systemeigenschaften.
Hierbei kann es sich z. B. um Optimierungsstrategien, Transaktionsmodelle etc.
handeln. Dies kann bereits bei der Entwicklung des Integrationssystems durch
spezifische Datenbankadapter o. ä. überwunden werden.
• Heterogenität auf Datenmodellebene:
Hiervon wird gesprochen, wenn unterschiedliche Datenbankmodelle und -spra-
chen Anwendung finden. Die jeweiligen Datenbankmodelle (hierarchisch, rela-
tional etc.; vgl. Abschnitt 2.1.1) müssen vom Integrationssystem unterstützt und
in ein einheitliches Datenbankmodell überführt werden.
• Heterogenität auf Schemaebene:
Diese Art der Heterogenität tritt dann auf, wenn gleiche oder ähnliche Daten
unterschiedlich repräsentiert werden. Hierzu muss beim Entwurf des Integra-
tionssystems eine Schemaintegration durchgeführt werden. Diese ist z. T. nur
manuell möglich.
• Heterogenität auf Datenebene:
Wenn für semantisch äquivalente Datenbankobjekte mit bestimmten Eigenschaf-
ten unterschiedliche Daten existieren, wird von Heterogenität auf Datenebene
gesprochen. Solche Objekte müssen vom Integrationssystem zur Laufzeit er-
kannt werden. Dabei sind ebenfalls teilweise manuelle Eingriffe notwendig.
Die Mehrheit der existierenden biologischen Datenquellen steht grundsätzlich zuein-
ander in Beziehung [BK03] und kann daher integriert werden. Bei der Integration
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biologischer Daten wird traditionell zwischen zwei Vorgehensweisen unterschieden
[DOB95]:
• Virtuelle oder logische Integration:
Dies ist der Standardansatz zur Integration von Internet-Datenquellen. Eine An-
frage wird an verschiedene Datenquellen gesendet und die Ergebnisse werden zu
einem Report kombiniert. Sowohl das Absetzen der Anfrage als auch das Erstel-
len des Ergebnisses erfolgen zur Laufzeit. Daten werden nicht lokal gespeichert.
• Materialisierte oder physische Integration:
Dieses Vorgehen basiert auf der lokalen Speicherung von Daten. Datenquellen
werden hierbei regelmäßig auf neue Daten hin durchsucht. Diese werden in einer
Datenbank gespeichert und vorhandene Daten entsprechend aktualisiert. Anfra-
gen richten sich direkt an die Datenbank. Ein typischer Vertreter dieses Ansatzes
ist ein Datawarehouse-System.
Weiterhin gibt es auch hybride Ansätze (z. B. [KDKR05]). Hierbei werden Datenquel-
len beispielsweise automatisch durchsucht und es wird ein Index über die vorhandenen
Daten erstellt. Anfragen richten sich an diesen Index. Dieser ermöglicht dann den di-
rekten Zugriff auf die Datenquellen.
In den folgenden Abschnitten werden die virtuelle und die materialisierte Integration
detaillierter vorgestellt.
3.1.1 Virtuelle Integration
Zur Verdeutlichung der virtuellen Integration wird dieses Konzept anhand der beiden
Ansätze der Multidatenbanksysteme und der Mediatorensysteme erläutert.
Multidatenbanksysteme (MDBS)
Multidatenbanksysteme sind Systeme, die aus mehreren separaten Datenbanksyste-
men zusammengesetzt sind [SH99]. Sie dienen dazu, Daten aus z.T. heterogenen Da-
tenbanken zu extrahieren und sie dem Nutzer in einer homogenen Sicht zu präsentie-
ren. Dabei wird eine logische Integration durchgeführt [Sch98].
Da MDBS selber Datenbanksysteme sind, verfügen sie über Datenbankfunktionalitä-
ten. Sie ermöglichen die Erstellung eines Verbundes über mehrere Datenbanksysteme.
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Nach [Sch98] werden zwei Anwendungsszenarien für Multidatenbanksysteme unter-
schieden:
1. Beim ersten Szenario wird bereits während des Entwurfs festgelegt, dass ei-
ne Datenbank von mehreren Datenbankmanagementsystemen verwaltet werden
soll. Die Datenbank wird dazu in voneinander unabhängige Partitionen unter-
teilt. Gründe dafür können Performance und Autonomie sein.
2. Beim zweiten Szenario sollen mehrere bestehende Datenbanksysteme zusam-
mengefasst werden, ohne dabei bereits vorhandene Anwendungen und Datenbe-
stände anzutasten. In diesem Fall kann durch logische Integration eine homoge-
ne Sicht auf die gesamte Datenbank erstellt werden.
Abbildung 3.1 zeigt die Unterteilung von Multidatenbanksystemen in Subtypen nach
[SL90].
Abbildung 3.1: Unterteilung von Multidatenbanksystemen nach [SL90]
Nicht-föderierte Datenbanksysteme: Nicht-föderierte Datenbanksysteme sind
solche Multidatenbanksysteme, bei denen die einzelnen Komponentendatenbanken
nicht autonom sind. Daher wird nicht zwischen lokalen und globalen Nutzern unter-
schieden.
Föderierte Datenbanksysteme (FDBS): Im Gegensatz zu den nicht-föderierten
handelt es sich bei den föderierten Datenbanksystemen um Multidatenbanksysteme,
bei denen die Autonomie der Komponentendatenbanken erhalten bleibt. Die Daten
werden von den jeweiligen Komponentendatenbankmanagementsystemen kontrolliert
und es wird zusätzlich zwischen lokalen und globalen Nutzern unterschieden.
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Föderierte Datenbanksysteme können weiterhin in lose gekoppelte sowie eng gekop-
pelte unterteilt werden. Im Fall der losen Kopplung muss jeder Anwender seine spezi-
elle Föderation entwerfen und verwalten. Bei der engen Kopplung wird dies vom Ad-
ministrator übernommen. Gibt es hierbei nur ein föderiertes Schema, wird von einer
einfachen Föderation gesprochen, bei mehreren föderierten Schemata von mehrfacher
Föderation.
Abbildung 3.2 illustriert die Architektur eines föderierten Datenbanksystems nach
[Con97]. Globale Anwendungen greifen hier über einen gemeinsamen Föderierungs-
dienst auf die einzelnen, autonomen Komponentendatenbanksysteme zu. Im Gegen-
satz dazu erhalten lokale Anwendungen direkt über die Datenbankmanagementsyste-
me der jeweiligen Komponentendatenbanksysteme Zugriff.
Abbildung 3.2: Schema eines föderierten Datenbanksystems nach [Con97]
Die durch ein föderiertes Datenbanksystem verwalteten Schemata bilden gemeinsam
die so genannte Schemaarchitektur. Allgemein üblich ist die 5-Ebenen-Schemaarchi-
tektur nach [SL90], die in Abbildung 3.3 gezeigt wird.
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Abbildung 3.3: 5-Ebenen-Schemaarchitektur nach [SL90]
Bei der 5-Ebenen-Schemaarchitektur kommen drei Methoden zum Einsatz:
• Schematranslation:
Hierbei erfolgt die Überführung eines Schemas von einem Datenmodell in ein
anderes.
• Schemaintegration:
Mehrere heterogene Schemata werden in ein gemeinsames integriert.
• Schematransformation:
Ein Schema wird modifiziert. Ausgangs- und Zielschema sind dabei nicht iden-
tisch.
Im Folgenden werden die Zusammenhänge zwischen diesen drei Begriffen kurz dar-
gestellt. Die lokalen Schemata einer Komponentendatenbank entsprechen den konzep-
tuellen Schemata. Diese heterogenen Schemata werden im Rahmen einer Translati-
on in das gemeinsame Datenmodell eines föderierten Datenbanksystems (kanonisches
Datenmodell) überführt. Die damit vorliegenden Komponentenschemata werden vom
Komponentendatenbankmanagementsystem verwaltet, das die Entscheidung darüber
trifft, welche der Daten dem föderierten Datenbanksystem zur Verfügung stehen sol-
len. Aus diesen Daten wird das Exportschema gebildet. Aufgrund der Heterogenitäten
der Exportschemata untereinander sind Schemaintegrationen erforderlich, die die Da-
ten in das föderierte Schema (Beschreibung der föderierten Datenbank im kanonischen
Schema) überführen. Um verschiedenen Applikationen anwendungsspezifische Sich-
ten zur Verfügung zu stellen, muss im abschließenden Schritt eine Transformation der
Daten vom föderierten Schema in externe Schemata durchgeführt werden.
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Mediatorensysteme
Während in den vorangegangenen Abschnitten die Integration heterogener Daten auf
der Basis von Datenbanksystemen erläutert wurde, gibt es, insbesondere im Bereich
der Bioinformatik, große Datenmengen, die nicht in Datenbanken verfügbar sind, son-
dern in z. T. proprietären Formaten wie HTML-Seiten, Textdateien etc.
Hierzu bietet es sich an, eine zusätzliche Vermittlungsschicht – einen Mediator – zu
verwenden, die die unterschiedlichen Formate der jeweiligen Datenquellen versteht.
Hierfür wurde von [Wie97] eine 3-Schichten-Architektur (Applikation – Mediator –
Datenquelle) vorgeschlagen, die in Abbildung 3.4 gezeigt wird.
Datenquelle 1
Mediator
Datenquelle 3 Datenquelle n
Nutzer/
Applikation
Abbildung 3.4: 3-Schichten-Architektur für die Integration nach [Wie97]
Als Unterstützung von Mediatoren werden oftmals so genannte Wrapper eingesetzt.
Dieser Begriff soll vor der eigentlichen Beschreibung von Mediatoren erklärt werden.
Wrapper: Wrapper sind Softwarekomponenten, die Daten und Anfragen von einem
Modell in ein anderes konvertieren [CHS+95, PGMW95].
Obwohl für solche Softwarekomponenten keine standardisierten Anforderungen exis-
tieren, stimmen die von verschiedenen Autoren im Rahmen von Integrationsprojekten
formulierten Anforderungen weitgehend überein.
Nach [HSK+01] und [RS97] hat ein Wrapper vier Aufgaben zu erfüllen:
1. Informationen in ein einheitliches Datenmodell zu überführen,
2. Informationen darüber zurückzugeben, wie eine Datenquelle abgefragt werden
kann,
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3. Transformation von Abfragen, die an den Wrapper übergeben werden, in ein von
der Datenquelle verstandenes Format sowie
4. Abfragen auszuführen und Resultate zurückzugeben.
Sollen Informationen aus verschiedenen Datenbeständen abgefragt werden, erhält ein
Mediator diese Anfrage. Dieser verfügt über das Wissen, in welchem Datenbestand
welche Information enthalten ist, jedoch nicht, wie sie im Detail abgefragt wird. Des-
halb spricht er den Wrapper über eine vordefinierte Schnittstelle an. Der Wrapper ant-
wortet über dieselbe Schnittstelle.
Wenn es identische Mediator-Wrapper-Schnittstellen für mehrere Wrapper gibt, kön-
nen Wrapper dem Verbergen der Heterogenität von verschiedenen Datenbeständen die-
nen. Da die jeweilige Abfrageschnittstelle speziell an eine Datenquelle angepasst ist,
ist für jede Datenquelle ein spezifischer Wrapper erforderlich.
Zum Erstellen von Wrappern existieren verschiedene Strategien. Einerseits ist es mög-
lich, Wrapper individuell zu programmieren (häufig ad hoc). Dieses Vorgehen kann
dazu führen, dass eine Vielzahl von Wrappern existiert, welche sich beispielsweise im
verwendeten Datenmodell unterscheiden. Ein weiteres Problem besteht darin, dass die
Semantik solcher Wrapper häufig im Quellcode verborgen ist, wodurch die Anpas-
sung und Wiederverwendbarkeit erschwert wird. Andererseits ist es möglich, Wrap-
per semiautomatisch zu erzeugen. Hierdurch wird die Kompatibilität erhöht und die
Einbindung in Mediatoren erleichtert. Als Beispiel seien hier Garlic1 und TSIMMIS2
genannt.
Mediator: Mediatoren sind Software-Module, die zwischen Nutzeranwendungen
und Datenquellen vermitteln. Aufgrund ihres Wissens über bestimmte Datenquellen
und deren Abfragemöglichkeiten sind sie in der Lage, Informationen für eine darüber-
liegende Applikationsschicht bereitzustellen [Wie97]. Sie spielen bei der Integration
von Daten eine zentrale Rolle.
Mediatoren stellen dynamische Schnittstellen dar und bilden so eine Mittel- oder Zwi-
schenschicht, die Nutzeranwendungen von Datenquellen unabhängig macht. Sie er-
möglichen dadurch für den Anwender eine homogene Sicht auf unterschiedliche Arten
von Datenquellen.
Ein Mediator erhält Nutzeranfragen in einer standardisierten Anfragesprache. Er ver-
fügt über das Wissen, in welchen Datenquellen die gewünschten Informationen gehal-
ten werden. Üblicherweise werden die Datenquellen von speziell darauf ausgelegten
1http://www.almaden.ibm.com/cs/garlic [Stand 2009-04-02]
2The Stanford-IBM Manager of Multiple Information Sources, http://www-db.stanford.edu/tsimmis
[Stand 2009-04-02]
3.1. Datenintegration 45
Wrappern angesprochen, die die Schnittstellen zwischen Mediator und Datenquellen
bilden.
Obwohl Mediatoren auch direkt mit Datenquellen interagieren könnten, würde dies für
jede Anbindung einer neuen Quelle eine Adaptation des Mediators bedeuten. Anpas-
sungen wären auch bei Änderungen der Datenquellen notwendig. Daher ist es vorteil-
hafter, jeder Datenquelle einen Wrapper zuzuordnen.
Der Mediator formt an ihn übergebene Anfragen um und verteilt sie an einen oder
mehrere Wrapper. Die von diesen zurückgegebenen Resultate werden vom Mediator in
das oben erwähnte standardisierte Format transformiert und an den Nutzer übermittelt.
In [SH99] werden Mediatoren nach der Anzahl der Datenquellen, auf die sie zugreifen,
unterteilt (siehe Abbildung 3.5). Mediatoren mit Zugriff auf nur eine Datenquelle füh-
ren eine Aggregation und Abstraktion von Daten durch, solche mit Zugriff auf mehrere
zusätzlich eine Bereinigung und Integration der Daten.
Abbildung 3.5: Unterteilung von Mediatoren nach [SH99]
Eine automatisierte Integration von Daten ist, bedingt durch die Heterogenitäten der
Struktur, Schnittstellen und Implementierungen von Mediatoren, sehr schwierig. Da-
her werden in [Wie97] konzeptuelle Anforderungen vorgeschlagen:
• Mediatoren sollen klein,
• einfach und
• von potentiellen Nutzern überprüfbar sein.
Für kleine und einfache Mediatoren spricht, dass für Entwicklung und Wartung sol-
cher Softwaremodule nur begrenzte Ressourcen erforderlich wären. Böten sie zusätz-
lich Informationen über sich selbst, wäre es Nutzern möglich, ihre Funktionsweise zu
ermitteln, z. B. die verwendeten Regeln.
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Zum Betrieb eines Mediators sind zwei Schnittstellen vonnöten. Hierfür wird von
[Wie97] die Verwendung von Kommunikationsprotokollen vorgeschlagen.
• Schnittstelle Nutzer — Mediator:
Diese Schnittstelle dient der Weiterleitung der Anfrage vom Nutzer zum Media-
tor in einer wohldefinierten Anfragesprache wie z. B. XML.
• Schnittstelle Mediator — Datenquelle:
Die Vorgaben dieser Schnittstellen werden durch die zugrunde liegenden Da-
tenquellen gebildet. Der Datenzugriff kann hier etwa über SQL, aber auch über
CGI-Aufrufe o. ä. erfolgen. Diese Schnittstelle wird vielfach durch Wrapper rea-
lisiert.
Ein Mediator empfängt Anfragen der Applikationsschicht und leitet sie an einen oder
mehrere Wrapper weiter. Der Mediator verfügt hierbei über das Wissen, welche Quel-
len die erforderlichen Daten bereitstellen können und legt die Abfragereihenfolge fest.
Die Anfrage wird in Teile zerlegt, in die spezifischen lokalen Schemata der einzelnen
Wrapper überführt und an diese übergeben.
Die dem Mediator im jeweiligen Schema der Wrapper übergebenen Resultate werden
anschließend in das einheitliche, globale Schema überführt und an die Applikations-
schicht weitergeleitet.
3.1.2 Materialisierte Integration
In den vorhergehenden Abschnitten wurden Verfahren zur virtuellen Integration von
Daten vorgestellt. Anhand des Datawarehouse-Ansatzes wird nun die materialisierte
Integration beschrieben.
Datawarehouses
Operativsysteme dienen der Speicherung und Verwaltung operativer Daten, d. h. Da-
ten, die für den laufenden Geschäftsbetrieb eines Unternehmens erforderlich sind. Ihre
Datenstrukturen und Abfragewerkzeuge sind auf Routineaufgaben abgestimmt. Ope-
rativsysteme sind transaktionsorientiert, sie speichern keine historischen Daten son-
dern Momentaufnahmen. Es wird auch von OLTP-Systemen (OnLine Transactional
Processing) gesprochen.
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Dies ist grundsätzlich auch auf die Bioinformatik übertragbar. Ein Beispiel für ein
bioinformatisches Operativsystem ist das in Abschnitt 2.2.4 beschriebene Genbankin-
formationssystem GBIS.
Ende der 1980er Jahre wurde das Konzept der analytischen Datenbanken oder Da-
tawarehouses eingeführt [DM88]. Die Intention lag in der Trennung der operativen
Daten von solchen Daten, die zur Entscheidungsunterstützung oder für das Berichts-
wesen verwendet werden. Damit spielt die Zeitabhängigkeit von Daten bei Dataware-
houses eine große Rolle. Weiterhin dienen Datawarehouses der Integration von Daten
aus einer Vielzahl von Quellen.
Es gibt keine eindeutige Definition des Begriffes Datawarehouse. Allgemein akzeptiert
ist die Definition eines Datawarehouses nach [Inm05] als Datensammlung mit den
folgenden Eigenschaften:
• subjektorientiert:
Modellierung eines spezifischen Anwendungsziels
• integriert:
Nutzung von Daten aus einer Vielzahl von Quellen
• nicht-flüchtig:
Persistente Speicherung von Daten im Warehouse
• zeitabhängig:
Verwendung von Daten, die über einen längeren Zeitraum erhoben wurden, für
Zeitreihenanalysen etc.
Architektur: Abbildung 3.6 zeigt schematisch den Prozess der Erstellung eines Da-
tawarehouses.
Durch so genannte Extraktions-Transformations-und-Lade-Prozesse (ETL-Prozesse)
werden Daten aus unterschiedlichen, inner- und außerbetrieblichen Quellen in einem
Warehouse-Schema vereinigt. Sie laufen in einer Staging Area (Datenbeschaffungsbe-
reich) ab.












































Abbildung 3.6: Schematische Darstellung der Datawarehouse-Erstellung
ETL-Prozesse bestehen aus drei Teilen:
• Extraktion:
Extraktion einer relevanten Teilmenge der Daten aus einer Quelle in die Staging
Area. Es erfolgt eine erste Schematransformation (vgl. Abschnitt 3.1.1).
• Transformation:
Transformation der Quelldaten. Dies umfasst u.a. das Mapping unterschiedlicher
Wertebereiche aufeinander, die Anpassung von Datentypen und Ausprägungen,
die Duplikatentfernung sowie die Aggregation von Werten.
• Laden:
Laden der transformierten Daten aus der Staging Area in das Warehouse-Schema.
Hierbei erfolgt eine zweite Schematransformation.
Ein so genanntes Metadaten-Repository dient als Speicher für die für das Dataware-




• die Generierung von Reports etc.
Die Erstellung eines Datawarehouses, insbesondere die Ausführung von ETL-Prozessen,
wird durch einen Data-Warehouse-Manager überwacht.
Datamart: Neben dem zentralen Datenlager, der Warehouse-Datenbank, können ei-
ne Reihe von Datamarts existieren. Datamarts sind bereichs- oder auswertungsspezi-
fische Sichten auf Daten, die der Beantwortung bestimmter Fragestellungen dienen.
Daten in Datamarts verfügen häufig über mehrere Dimensionen und sind aggregiert.
Es gibt verschiedene Gründe, neben dem zentralen Datawarehouse Datamarts zu er-
stellen:
• es ist eine bestimmte Aufgabe zu erfüllen,
• es gibt eine bestimmte Nutzergruppe, z. B. einen Organisationsbereich oder eine
Abteilung,
• es sind spezielle Datenstrukturen erforderlich,
• es gibt Performancegründe, insbesondere bei Abteilungslösungen.
Im Warehousebereich gibt es die sich widersprechenden Ansätze von Inmon [Inm05]
und Kimball [Kim98]. Von Inmon wird ein Top-Down-Ansatz propagiert, in dem das
Datawarehouse als zentrales Datenlager gesehen wird, von dem alle Datamarts ab-
geleitet werden. Im Gegensatz dazu beginnt beim Bottom-Up-Ansatz nach Kimball
das Datawarehousing mit der Erstellung von Datamarts. Das unternehmensweite Da-
tawarehouse stellt hierbei nur eine virtuelle Kollektion aller Datamarts dar.
Operational Data Store (ODS): Daten liegen in Datawarehouse-Datenbanken
und in Datamarts hauptsächlich aggregiert vor. Um auch atomare Daten abspeichern
zu können, wurde von [Inm99] das Konzept des Operational Data Stores vorgeschla-
gen. Auch hier werden im Rahmen des Datawarehouseprozesses aus mehreren Quel-
len integrierte, bereinigte und subjektorientierte Daten abgespeichert. Im Gegensatz
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Operational Data Stores wurden ursprünglich für administrative Berichtsaufgaben ent-
wickelt, d. h. für einfache Anfragen über kleinere Datenmengen. Sie werden regelmä-
ßig aus den angeschlossenen Operativsystemen aktualisiert. Daten eines Operational
Data Stores können, aber müssen nicht, vom Datawarehouse weiterverarbeitet wer-
den. Je nach Implementierung bilden sie die Vorstufe zum analytischen Datawarehou-
se oder werden alternativ bzw. ergänzend zu Datawarehouses eingesetzt. In den letzten
Jahren werden Operational Data Stores im Unternehmensbereich verstärkt für das Cu-
stomer Relationship Management (CRM) genutzt.
3.2 Datenanalyse
Nachdem auf den vorhergehenden Seiten Konzepte der Integration von Daten vor-
gestellt wurden, sollen im Folgenden Möglichkeiten zur darauf aufbauenden Analy-
se pflanzenbiologischer Daten beschrieben werden. Hierzu gibt es grundsätzlich zwei
Ansätze, die modellgetriebene und die datengetriebene Analyse.
• Modellgetriebene Analyse:
Modellgetriebene Analysen gehen von Hypothesen (von einem Modell der Wirk-
lichkeit abgeleitet) aus und überprüfen diese Hypothesen anhand von Stichpro-
ben. Dies ist traditionell das typische Vorgehen in der pflanzenbiologischen For-
schung.
• Datengetriebene Analyse:
Datengetriebene oder explorative Analysen hingegen beschreiben und verallge-
meinern Muster in Daten (hier: die Gesamtheit der Daten). Dabei werden Hypo-
thesen und Modelle abgeleitet, die dann gezielt überprüft werden können. Dies
ist insbesondere im Bereich von High-Throughput-Daten ein viel versprechen-
der Ansatz.
Zur Analyse von in relationalen Datenbankmanagementsystemen vorliegenden pflan-
zenbiologischen Daten bieten sich die drei Möglichkeiten
• Datenbanksprachen (Abschnitt 3.2.1),
• OnLine Analytical Processing (Abschnitt 3.2.2) und
• Knowledge Discovery in Databases (Abschnitt 3.2.3)
an, die in den folgenden Abschnitten erläutert werden.
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3.2.1 Datenbanksprachen
Die am weitesten verbreitete Datenbanksprache ist die Structured Query Language
(SQL). Hierbei handelt es sich um eine mächtige und standardisierte Sprache, die sich
gut für Ad-hoc-Anfragen und -Analysen eignet.
SQL ist eine Weiterentwicklung von SEQUEL [CB74]. Es existieren mehrere standar-
disierte Versionen. Daneben gibt es eine Reihe von SQL-Dialekten in verschiedenen
Datenbankmanagementsystemen.
SQL ist eine deklarative Anfragesprache für relationale Datenbanken, d. h. mit ihr wird
formuliert, was abgefragt werden soll, aber nicht, wie dies geschieht. Sie verfügt über
eine vergleichsweise einfache Syntax, die an die englische Sprache angelehnt ist. Mit
Hilfe mehrerer Teilsprachen [HS97] bietet SQL eine Vielzahl von Befehlen zur
• Schematadefinition (Data Definition Language, DDL),
• Datenmanipulation (Data Manipulation Language, DML),
• Einrichtung interner Zugriffspfade (Storage Structure Language, SSL) und
• Anfrageformulierung (Interactive Query Language, IQL).
Für gelegentliche Benutzer, insbesondere Experimentatoren mit geringen Informatik-
kenntnissen, ist sie jedoch zu kompliziert.
Im Rahmen dieser Arbeit werden Datenbanksprachen nicht für die eigentlichen Ana-
lysen, sondern nur für vorbereitende Schritte eingesetzt. Daher soll an dieser Stelle
nicht weiter auf sie eingegangen werden.
3.2.2 OnLine Analytical Processing (OLAP)
Das OnLine Analytical Processing (OLAP) gehört zu den hypothesengetriebenen Ana-
lysesystemen. Der Begriff OLAP wurde 1993 eingeführt [CCS93]. Die ursprüngliche
Intention von OLAP-Systemen ist die Entscheidungsunterstützung im Unternehmens-
umfeld.
Die Grundlage bildet ein OLAP-Würfel (engl. Cube), meist ein Stern- oder Schnee-
flockenschema, der mit Daten aus operativen oder Datawarehouse-Systemen gespeist
wird. Der Würfel besteht aus Indikatoren (=Fakten), Dimensionen (=Kriterien zur Zu-
sammenfassung und Navigation von Indikatoren) und Kategorien (=Wertebereiche von
Dimensionen).
OLAP ist abfragezentriert und daher auch für gelegentliche Benutzer geeignet. Die mit
solchen Systemen möglichen Analysen zeichnen sich durch eine einfache Komplexität
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aus. Aufwendige Berechnungen werden vordefiniert. Neben importierten operativen
Daten werden auch abgeleitete, z. B. aggregierte, verwendet.
Typische Anwendungsklassen von OLAP-Systemen sind z. B.
• Visualisierung von Daten,
• Drill down (Detaillierung entlang einer Dimension),
• Drill up (Zusammenfassung entlang einer Dimension),
• Filtern nach bestimmten Kriterien,
• Slicing (Auswahl von Teilmengen der verfügbaren Dimensionen),
• Dicing (Abwahl von Teilmengen der verfügbaren Dimensionen) oder
• Pivoting (Wechseln von Spalten und Zeilen).
In [CCS93] wurden 12 Regeln zur Beschreibung des OLAP-Konzepts vorgestellt. In
der Folgezeit fand eine Erweiterung auf 18 statt. Sie wurden kontrovers diskutiert. In
[PC95] wurde unter dem Akronym FASMI (Fast Analysis of Shared Multidimensional
Information) eine weitere Definition vorgeschlagen, die nur aus 5 Regeln besteht und
bis heute Anwendung findet. Diese Regeln lauten:
1. Fast:
Die Antwortzeiten von OLAP-Systemen sollten bei einfachen Anfragen unter
einer Sekunde und bei komplexeren unter 30 Sekunden liegen.
2. Analysis:
Das OLAP-System muss in der Lage sein, jegliche Geschäftslogik und Statistik,
die für den Anwender relevant ist, zu erfüllen; Anfragen müssen vom Nutzer
einfach und schnell zu spezifizieren sein.
3. Shared:
Das System muss einen Mehrbenutzerbetrieb ermöglichen und mit einem ent-
sprechenden Rechtemanagement und Zugriffsschutz ausgestattet sein.
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4. Multidimensional:
Das OLAP-System muss eine multidimensionale Sicht auf die zu analysieren-
den Daten ermöglichen. Die Dimensionen sollen aus verschiedenen Hierarchien
bestehen können.
5. Information:
Dem Nutzer müssen alle Daten zur Verfügung stehen. Durch Beschränkungen
(z. B. technische) des Analysesystems dürfen keine Daten ausgeblendet sein.
Diese Anforderungen deuten schon darauf hin, dass OLAP für bioinformatische An-
forderungen nur bedingt geeignet ist. Analysen pflanzenbiologischer Daten sind oft-
mals sehr rechenaufwendig, so dass keine Antwortzeiten im Sekundenbereich möglich
sind. Dies würde der Definition von OLAP widersprechen. Diesem Problem könn-
te zwar durch die (teilweise) Vorberechnung begegnet werden, jedoch wird dabei ein
weiterer Nachteil sichtbar. Um Vorberechnungen durchzuführen bzw. OLAP generell
sinnvoll einsetzen zu können, muss im Vorfeld vollständig spezifiziert werden, wel-
che Analysen auf welchen Daten ausgeführt werden sollen. Dies mag für Zwecke der
Entscheidungsunterstützung in einem Wirtschaftsunternehmen möglich sein, jedoch
ist zweifelhaft, ob dies in der pflanzenbiologischen Forschung mit häufig wechseln-
den Fragestellungen sinnvoll ist. Vielmehr besteht die Gefahr, dass nach Spezifikation
und Implementierung die Fragestellung bereits überholt ist. Sinnvoll erscheint OLAP
dann, wenn (abgesehen vom Finden einer adäquaten Fragestellung) große Mengen von
Daten anfallen (z. B. bei Hochdurchsatzmethoden) und die OLAP-Analysen oft aus-
geführt werden. Ein Beispiel hierfür ist in [KDR04] beschrieben.
3.2.3 Knowledge Discovery in Databases (KDD)
Der Begriff Knowledge Discovery in Databases (KDD) wurde durch den ersten KDD-
Workshop 1989 [PS91] geprägt. KDD wird in [FPSS96a] als nicht-trivialer Prozess der
Identifizierung gültiger, neuer und potenziell nützlicher Muster in Daten definiert. Um
von Daten zu Wissen zu kommen, bedarf es einer Abfolge von Teilschritten. [BA96]
beschreibt 9 Teilschritte, welche in der Literatur vielfach zu 5 Schritten zusammenge-
fasst werden:
1. Selektion:
Entwicklung eines Verständnisses für den Anwendungsbereich, Identifikation
der Ziele des KDD-Prozesses sowie Auswahl der Zieldaten aus den Rohdaten.
2. Vorverarbeitung:
Anwendung von einfachen Datenbereinigungsschritten auf die Zieldaten und
Entwicklung von Vorgehensweisen zur Anwendung bei fehlenden Daten.
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3. Transformation:
Auswahl der für die Zielstellung relevanten Merkmale aus den Zieldaten (feature
selection), Reduktion der Dimension der Zieldaten.
4. Datamining:
Hauptbestandteil des KDD-Prozesses. Zur Entdeckung neuer Informationen in
großen Datenmengen werden in der Literatur verschiedene Datamining-Aufga-
ben unterschieden (vgl. z. B. [FPSS96b, Lus02, AZ98]). Zu jeder dieser Aufga-
ben existiert eine Vielzahl von Methoden. Eine oder mehrere dieser Methoden
werden auf die Zieldaten angewandt.
5. Interpretation/Evaluation:
Die entdeckten Muster werden auf verschiedene Arten (z. B. mit Hilfe weiterer
Software oder manuell) ausgewertet und interpretiert. Es entsteht neues Wissen.
In den beiden folgenden Abschnitten 3.2.4 und 3.2.5 werden gängige Verfahren zur
Vorverarbeitung und Transformation von Daten vorgestellt. Im Anschluss wird in Ab-
schnitt 3.2.6 eine Auswahl gängiger Datamining-Methoden beschrieben. Die ausge-
wählten Verfahren werden hinsichtlich ihrer Verwendbarkeit bei pflanzenbiologischen
Daten diskutiert.
3.2.4 Vorverarbeitung von Rohdaten
Um Datamining-Methoden anwenden zu können, sind eine Reihe von vorgelagerten
Schritten erforderlich. Insbesondere die Behandlung von Fehlwerten und Ausreißern
führt zu einer Erhöhung der Qualität der zu analysierenden Daten. Potenzielle Ver-
schiebungen in den Ergebnissen können so vermieden oder zumindest verringert wer-
den.
Dies ist im Bereich der pflanzenbiologischen Forschung besonders bedeutsam, da
pflanzenbiologische Daten oftmals sehr lückenhaft sind (vgl. Kapitel 4).
Behandlung von fehlenden Werten
Datamining-Algorithmen gehen unterschiedlich mit fehlenden Werten um. Bestimmte
Algorithmen, wie sie in Abschnitt 3.2.6 vorgestellt werden, setzen die Behandlung
solcher Werte voraus (z. B. k-Means-Clustering), andere Methoden interpretieren sie
als fehlende Datenpunkte, die durch den Algorithmus selbst behandelt werden (z. B.
Entscheidungsbäume).
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Gängige Methoden zur Behandlung von fehlenden Werten sind nach [Sch91]:
• Eliminierungsverfahren:
Entfernung unvollständiger Objekte ganz oder teilweise aus dem zu analysie-
renden Datensatz. Hierbei können Merkmale, die nicht bei allen Records Werte
aufweisen, entfernt werden oder auch einzelne Records, die nicht für alle Merk-
male Ausprägungen haben. Dies kann allerdings zu einer Verzerrung führen, so
dass der Datensatz u. U. nicht mehr repräsentativ ist.
• Imputationsverfahren:
Ersetzung mit Nicht-Nullwerten. Dazu wird beispielsweise bei kardinalen (me-
trischen) Werten das arithmetische Mittel und bei klassierten Werten der Modal-
wert benutzt. Gängig sind auch Median, Minimum, Maximum oder die Erset-
zung mit zufällig aus vorhandenen Daten gewählten Werten. Von [Rub78] wurde
das Verfahren der mehrfachen Ersetzung (Multiple Imputation) vorgeschlagen.
Es sieht vor, für ein fehlendes Datum verschiedene Werte zu ergänzen, um die
durch die einfache Ersetzung dieses Datenpunktes hervorgerufene Unsicherheit
bezüglich dieses Wertes abzufangen.
• Schätzverfahren:
Schätzung fehlender Daten über Heuristiken. Hierbei kommt häufig der EM-
Algorithmus [DLR77] zum Einsatz.
Behandlung von Ausreißern
Als Ausreißer werden Datenpunkte bezeichnet, die weit außerhalb des Streuungsberei-
ches des Erwartungswertes des jeweiligen Datensets liegen. Ausreißer können auf die
Ergebnisse verschiedener Algorithmen signifikante Einflüsse haben (z. B. bei Cluster-
Methoden, Bayes’schen Netzen oder Support Vector Machines).
• Winsorising (Umkodierung):
Der Begriff des Winsorisings wurde erstmals 1960 verwendet [Dix60]. Er geht
auf Charles P. Winsor zurück, der vorgeschlagen hatte, anstelle von extremen
Ausreißern, schlechten oder unbekannten Werten den nächsthöheren respektive
nächstniedrigeren beobachteten Wert zu verwenden. Beispielsweise könnten für
eine 90-prozentige Winsorisation die unteren 5% der Werte auf das Minimum
des 5. Perzentils und die oberen 5% auf das Maximum des 95. Perzentils gesetzt
werden.
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• Trimming (Clipping, Entfernung):
Eine andere Vorgehensweise ist das Trimming. Dabei werden Werte außerhalb
des Streuungsbereiches des Erwartungswertes entfernt und in den Folgeschritten
ignoriert [Tuk62].
3.2.5 Transformation von Rohdaten
Im Anschluss an die Vorverarbeitung werden die Daten für die jeweiligen Algorithmen
vorbereitet. Welche Schritte genau erfolgen, hängt vom zu verwendenden Algorithmus
ab. Im folgenden sollen einige Verfahren zur Reduktion der Dimension von Daten mit
dem Ziel der einfacheren Auswertbarkeit vorgestellt werden.
Einteilung in Klassen (Diskretisierung/Binning)
Hierunter wird ein Mapping von (metrisch messbaren) Werten auf ordinale Werte auf
Basis von Klassen oder Bereichen von Werten (Bins) verstanden. Dabei werden ver-
wandte Werte gruppiert, um die Anzahl der unterschiedlichen Ausprägungen eines
Attributes zu verringern. Der Nutzen besteht in der Erstellung von kompakteren Mo-
dellen, die sich leichter berechnen lassen.
Es gibt verschiedene Möglichkeiten für die Umsetzung einer Diskretisierung, z. B.
Bins mit gleicher Breite.
Beispiel 3.1 Diskretisierung numerischer Werte:
1 – 20 → 1
21 – 40 → 2
41 – 60 → 3
61 – 80 → 4
81 – 100 → 5
[. . .] [. . .]
Beispiel 3.2 Diskretisierung klassierter Werte:
Hordeum, Triticum, ... → Graminae
Lycopersicon, Nicotiana, ... → Solanacae
Achillea, Matricaria, ... → Asteraceae
Euphorbiaceae, Bromeliaceae, ... → Cactacea
[. . .] [. . .]
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Normalisierung
Allgemein wird unter Normalisierung eine Abbildung auf einen einheitlichen Werte-
bereich mit dem Ziel der Vergleichbarmachung von Datensätzen verstanden. Im Falle
numerischer Werte kann dies eine Transformation in einen vorgegebenen Wertebe-
reich, z. B. in das Intervall von 0 bis 1, sein.
Beispiel 3.3 Normalisierung von Messwerten auf das Intervall [0, 1] mit
der Minimum-Maximum-Normalisierung. Wenn xmin der kleinste und xmax
der größte Wert einer Menge X von numerischen Werten ist, so gilt für den






Datamining (Teilprozess des Knowledge Discovery in Databases (KDD) [FPSM92,
PSMSU94]) ist ein Prozess, der durch die Anwendung von Methoden auf einen Da-
tenbestand Regeln, Muster oder statistische Auffälligkeiten entdeckt. Die Interpreta-
tion der entdeckten Muster ist nicht Bestandteil des Dataminings. Beim Datamining
steht im Kontext des KDDs mehr der beschreibende Charakter im Vordergrund, we-
niger der vorhersagende [FPSS96b]. Datamining wird üblicherweise dann eingesetzt,
wenn die Fragestellung nicht genau geklärt ist.
Zur Entdeckung neuer Informationen in großen Datenmengen werden in der Litera-
tur verschiedene Datamining-Aufgaben unterschieden (vgl. z. B. [FPSS96b, Lus02,
AZ98]).
Für diese Arbeit wurde eine Einteilung in die folgenden drei Gruppen gewählt:
• Klassifikation,
• Segmentierung und
• Entdeckung von Abhängigkeiten.
Zu jeder dieser Aufgaben existiert eine Vielzahl von Verfahren. Eine oder mehrere
dieser Methoden werden auf die Zieldaten angewandt. In den folgenden Ausführungen
soll zu jeder dieser Gruppen eine Auswahl verbreiteter Verfahren vorgestellt werden.
Diese Präsentation erfolgt nur überblicksweise, um dem Leser ein Verständnis für die
Thematik zu vermitteln.
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Klassifikation
Das Ziel der Klassifikation besteht in der Zuordnung (Klassifizierung) von Daten in ei-
ne Klasse aus einer Menge vordefinierter Klassen. Jedem Datum oder Objekt wird ein
Vektor (Featureset) zugeordnet, dessen Dimensionen Eigenschaften des Objekts be-
schreiben. Damit Objekte klassifiziert werden können, müssen Klassifikatoren trainiert
werden. Dazu ist ein bereits zugeordneter Trainingsdatensatz erforderlich. Deswegen
werden Klassifikationsverfahren auch als überwacht (supervised) bezeichnet. Je bes-
ser ein Klassifikator trainiert ist, desto besser können Datenobjekte klassifiziert wer-
den. Die einzelnen Dimensionen des Featuresets sollen dabei einen möglichst hohen
Informationsgehalt für die Klassifikation haben und untereinander keine abhängigen
Informationen enthalten. Der Prozess der Auswahl der Features wird als Featureselek-
tion bezeichnet. Eine Auswahl verbreiteter Methoden wird im Folgenden beschrieben.
k-Nearest-Neighbour-Klassifikator: Auf der Basis von bereits eingeordneten
Werten trifft der k-Nearest-Neighbour-Klassifikator eine Vorhersage darüber, zu wel-
cher Klasse ein zuzuordnender Wert gehört [CH67]. Es wird dabei entschieden, welche
k der zugeordneten Werte dem zu klassifizierenden Wert am nächsten sind. Hierbei
wird von den k nächsten Nachbarn gesprochen. Das gewählte Abstandsmaß spielt für
die Qualität des Ergebnisses eine entscheidende Rolle.
Entscheidungsbaum: Der Entscheidungsbaum-Algorithmus ist eine Vorhersage-
methode, bei der die Zerlegung eines Datensatzes durch eine Serie von Entweder-oder-
Entscheidungen erfolgt. Klassen werden hierbei durch bestimmte Attributausprägun-
gen beschrieben. Auf dieser Basis erfolgt die Ableitung von Entscheidungsregeln, z. B.
• wenn Pflanze zur Familie der Gräser gehörig, dann Klasse A, sonst Klasse B,
• wenn Pflanze kleiner als 80cm, dann Klasse C, sonst Klasse D.
Der Datensatz wird anhand seiner Attributwerte schrittweise zerlegt. Dabei wird bei
jedem Attribut entschieden, ob ein Kriterium erfüllt ist oder nicht. Diese Zerlegung
erfolgt dahingehend, dass die resultierende Partitionierung sukzessive verbessert wird.
Zusätzlich kann ein Abbruchkriterium festgelegt werden, z. B. eine minimale Anzahl
von Elementen in einem Knoten oder eine maximale Tiefe des Entscheidungsbaumes.
Abbildung 3.7 zeigt das Zustandekommen einer Klassifikation mit einem Entschei-
dungsbaum.
Entscheidungsbäume unterstützen beliebige Skalen. Die zur Klassifizierung herange-
zogenen Attribute können dabei sogar unterschiedliche Skalen haben. Weiterhin lassen




30 Pflanzen 20 Pflanzen
Familie der Gräser?
ja nein
10 Pflanzen 20 Pflanzen
Wuchshöhe < 80cm
ja nein
Abbildung 3.7: Klassifikation von Daten mit einem Entscheidungsbaum
Segmentierung (Clustering)
Bei Datensätzen, für die entweder keine Klassen bekannt sind oder aber kein Trai-
ningsset zur Verfügung steht, kann keine klassifizierende Methode angewandt werden.
Stattdessen wird versucht, die Daten in sog. Cluster einzuteilen. Dabei gilt, dass die
Abstände der Objekte innerhalb eines Clusters untereinander möglichst klein sein sol-
len, die Abstände zwischen verschiedenen Clustern hingegen möglichst groß. Es exis-
tiert eine Vielzahl von Distanzmaßen, z. B. die Euklidische Distanz3, auf die hier aber
nicht näher eingegangen werden soll. Beim Clustering wird auch von unüberwachten
Verfahren (unsupervised) gesprochen.
Der Begriff der Clusteranalyse wurde erstmals 1939 verwendet [Try39]. Er vereinigt
eine Menge von Algorithmen/Methoden (vgl. [Har75]) zur Gruppierung von vergleich-
baren Objekten in verschiedene Kategorien. Damit können Strukturen in Daten erkannt
werden, ohne dass dabei die Gründe für die Strukturierungen erklärt werden.
Clustering-Methoden werden genutzt, wenn a priori keine Hypothesen vorliegen (er-
gebnisoffene Analyse). Im Folgenden sollen ausgewählte, verbreitete Clustering-Me-
thoden kurz vorgestellt werden.
Hierarchisches Clustering: Hierarchisches Clustern [LW67] erfolgt entweder
top-down oder bottom-up. Beim Top-down-Ansatz wird ein Basiscluster, der alle Ele-
mente enthält, in mehreren Zyklen sukzessive immer weiter aufgeteilt. Im Gegensatz
3Die Euklidische Distanz für zwei Vektoren x und y mit x = (x1 . . . xn) und y = (y1 . . . yn) ist als




(xi − yi)2 definiert.
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dazu beginnt beim Bottom-up-Ansatz der Clusterprozess mit den einzelnen Elemen-
ten, die stückweise zu immer umfangreicher werdenden Gruppen zusammengefasst
werden. Das Resultat beider Ansätze ist eine Baumstruktur. Wird der resultierende
Baum in einer ausgewählten Ebene geschnitten, ergibt sich eine Clusterung der Aus-
gangselemente in Abhängigkeit der gewählten Ebene.
Abbildung 3.8 zeigt beispielhaft ein Dendrogramm als Ergebnis des Clusterns von




































Abbildung 3.8: Dendrogramm mit Gerstensorten als Ergebnis einer hierarchischen
Clusterung
k-Means: Ein weiteres, verbreitetes Clustering-Verfahren ist der k-Means-Algorith-
mus [McQ67, BH67]. Dieser erwartet die Angabe der Anzahl k der Zielcluster. Da-
nach werden k Clusterzentren (Zentroiden) beliebig vergeben. Der Algorithmus ord-
net jedem zu clusternden Objekt das nächstliegende Clusterzentrum zu. Für die so
entstandenen Cluster werden im nächsten Schritt die Zentren neu berechnet. Unter-
scheiden sich diese von den ursprünglich (willkürlich) vergebenen, so werden die Ob-
jekte auf Basis der neuen Clusterzentren erneut geclustert. Dies wird solange wieder-
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holt, bis sich die Zuordnung der Objekte zu den Clusterzentren nicht mehr ändert.














Abbildung 3.9: Schematische Darstellung einer k-Means-Clusterung in drei Schritten
In Abhängigkeit der initial vergebenen Clusterzentren können die mit dem k-Means-
Algorithmus ermittelten Cluster erheblich voneinander abweichen. Im pflanzenbiolo-
gischen Bereich werden Clustering-Methoden beispielsweise zur Ermittlung der Po-
pulationsstruktur von Genotypen genutzt. Dies findet in Kapitel 7 Anwendung. Um
zu einem stabilen Ergebnis zu gelangen, muss im Fall des k-Means-Verfahrens mit
unterschiedlichen Initialisierungsparametern wiederholt gerechnet werden.
Entdeckung von Abhängigkeiten
In den folgenden Abschnitten soll eine Auswahl von Verfahren zur Aufdeckung von
Abhängigkeiten zwischen Merkmalen kurz vorgestellt werden. Solche Verfahren sind
ein Forschungsschwerpunkt in der Pflanzenbioinformatik, um Ursache-Wirkungs-Be-
ziehungen beispielsweise zwischen dem Genotyp und dem Phänotyp von Pflanzen zu
ergründen. Dieses Beispiel wird im Anwendungskapitel dieser Arbeit (Kapitel 7) auf-
gegriffen und ausführlich erläutert.
Hauptkomponentenanalyse: Die Hauptkomponentenanalyse (Principal Compo-
nents Analysis) geht auf [Pea01] zurück und wurde durch [Hot33] verbreitet. Dieses
Verfahren ermittelt aus einer Menge von Variablen mit vielen Eigenschaften diejenigen
Faktoren, die diese Eigenschaften determinieren.
Daten liegen in einem n-dimensionalen Koordinatensystem als Punktwolke vor. In die-
ses Koordinatensystem wird nun ein weiteres gelegt und rotiert. Dabei wird die erste
Achse derart durch die Punktwolke gelegt, dass die Varianz der Datenpunkte in der
Richtung, die die Achse anzeigt, maximal ist. Danach wird eine zweite Achse ortho-
gonal zur ersten so durch die Punktwolke gelegt, dass die Varianz am zweitgrößten
ist. Dies wird für alle n Dimensionen wiederholt. Die Varianzen der einzelnen Achsen
addieren sich zur Gesamtvarianz. Nun wird betrachtet, welche Faktoren (repräsentiert
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durch die Achsen) zusammen den größten Prozentsatz der Gesamtvarianz abdecken.
Dies sind die Hauptkomponenten.
Korrelationskoeffizient: In der Statistik wird von einer Korrelation gesprochen,
wenn zwei oder mehr Variablen in funktionaler Beziehung zueinander stehen. Hierzu
kann ein so genannter Korrelationskoeffizient r mit r ∈ [−1,+1] berechnet werden.
Wenn r gegen +1 geht, wird von einer positiven Korrelation zwischen zwei Variablen
A und B gesprochen, d. h. wenn der Wert der Variable A größer wird, trifft dies auch
auf B zu. Geht r gegen −1, liegt eine negative oder inverse Korrelation vor, d. h. wenn
A größer wird, wird B kleiner. Geht r gegen 0, liegt keine Korrelation vor.
Wird eine Korrelation festgestellt, sollte diese im zweiten Schritt auf Signifikanz ge-
prüft werden. Dies ist insbesondere wichtig, wenn der zugrunde liegende Testdatensatz
nicht sehr umfangreich ist. Der Signifikanzlevel sagt aus, wie hoch die Wahrschein-
lichkeit für eine zufällige Korrelation auf Basis dieses Testdatensatzes ist. Ob eine
Korrelation signifikant ist, kann im Rahmen eines Korrelationstestes auf der Basis der
t-Verteilung [Stu08] überprüft werden.
Korrelationen können bei metrisch oder ordinal messbaren Merkmalen [Sch94] be-
rechnet werden. Auf nominale Daten kann diese Methode nicht angewandt werden.
Es existieren verschiedene Typen von Korrelationskoeffizienten, z. B. Pearson und
Spearman. Der Pearson-Korrelationskoeffizient [Pea96] ist ein dimensionsloses Maß
für den Grad des linearen Zusammenhangs. Dabei wird von einer annähernden Nor-






Sind die Variablen nicht normalverteilt oder handelt es sich um ordinale Werte, kann
der Korrelationskoeffizient nach Spearman verwendet werden. Dieser wird auch als
Spearman-Rangkorrelationskoeffizient oder Spearmans Rho [Spe04] bezeichnet. Hier-
für werden die Merkmalsausprägungen nach Größe sortiert, danach wird ihnen eine
Rangzahl zugewiesen. Mit Hilfe dieser Rangzahlen wird der Pearson-Korrelations-
koeffizient berechnet. Ein weiterer Rangkorrelationskoeffizient ist als Kendalls Tau
[Ken38] bekannt.
Ein Beispiel sei das Merkmal Höhe einer Pflanze, das auf einer Bewertungsskala von
1 bis 3 mit 1=klein (5-20cm), 2=mittel (21-70cm) und 3=groß (71-80cm) angegeben
wird. Würde mit diesen Werten der Pearson-Korrelationskoeffizient berechnet, müsste
davon ausgegangen werden, dass die Abstände zwischen klein und mittel sowie zwi-
schen mittel und groß identisch sind, was aber nicht der Fall ist. Deswegen wird hier
ein Rangkorrelationskoeffizient berechnet. Das folgende Beispiel zeigt, wie in diesem
Fall Rangzahlen zugewiesen werden.
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Beispiel 3.4 Zuweisung von Rangzahlen für ein ordinal skaliertes Merk-
mal:
Pflanze Höhe (ordinal) zugewiesene Reihenfolge Rangzahl
Pflanze #2 1 1 1,5 (1+2
2
)
Pflanze #1 1 2 1,5
Pflanze #7 2 3 4,5 (3+4+5+6
4
)
Pflanze #3 2 4 4,5
Pflanze #6 2 5 4,5
Pflanze #4 2 6 4,5
Pflanze #5 3 7 7
Assoziationskoeffizient: Bei nominal messbaren Merkmalen kann ein Assozia-
tionskoeffizient A mit A ∈ [−1,+1] berechnet werden [Sch94]. Es wird von einer
Assoziation [Yul00] gesprochen, wenn zwei oder mehr Variablen in Beziehung zuein-
ander stehen.
Für zwei nominal messbare Merkmale X und Y sei h(y¯) der häufigste Wert von Y ,
h(y¯|xi) der häufigste durch xi bedingte Wert von Y und n die Gesamtanzahl der Werte.
Für den Assoziationskoeffizienten AY X für die Abhängigkeit des Merkmals Y vom






Nachfolgend wird die Berechnung eines Assoziationskoeffizienten am Beispiel der
Merkmale Gattung (X) sowie Ährenfarbe (Y ) verdeutlicht.
Beispiel 3.5 Berechnung des Assoziationskoeffizienten AY X auf Basis
der häufigsten Werte der Merkmale X und Y :
Ährenfarbe Hordeum (x1) Triticum (x2) Secale (x3) Anzahl
grün (y1) 10 10 30 50
hellbraun (y2) 30 50 40 120
mittelbraun (y3) 40 30 20 90
dunkelbraun (y4) 5 20 10 35
Anzahl 85 110 100 295
AY X =
40 + 50 + 40− 120
295− 120
≈ 0, 057
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Regressionsanalyse: Mit Hilfe der Regressionsanalyse wird versucht, die Ten-
denz eines Zusammenhangs zwischen einer Variable Y und einer oder mehrerer Va-
riablen X1 . . . Xn zu beschreiben, wobei Y von X1 . . . Xn statistisch abhängig ist
[Sch94]. Ziel der Regressionsanalyse ist die Bestimmung einer Regressionsfunktion,
die die tatsächlich beobachteten Werte möglichst gut abbildet.
Das allgemeine mathematische Modell lautet:
Y = f(X1 . . . Xn, β) + ǫ
Hierbei ist β ein Vektor unbekannter Parameter, die mit Hilfe der Regression bestimmt
werden sollen, und ǫ ein zufälliger Fehler.
Gibt es einen linearen Zusammenhang zwischen X und Y , kann das Regressionsmo-
dell berechnet werden. Besteht kein linearer Zusammenhang, wird es näherungsweise
gelöst. Auf die verschiedenen Verfahren zur Regressionsanalyse soll an dieser Stelle
nicht näher eingegangen werden.
Sinnvoll ist der Einsatz der Regressionsanalyse nur bei metrisch messbaren Merkma-
len [Sch94]. Damit ist diese Analyseform für eine Vielzahl pflanzenbiologischer Daten
nicht einsetzbar. Hierunter fallen z. B. Evaluierungsdaten, die häufig mit einer ordina-
len Skala erhoben werden, oder auch SNP-Markerdaten, denen eine nominale Skala
zugrunde liegt.
Der Begriff der Regression geht auf Francis Galton zurück [Gal85, Gal86].
Varianzanalyse (ANOVA): Abschließend soll noch ein Verfahren vorgestellt wer-
den, das häufig im pflanzenbiologischen Bereich Anwendung findet – die Varianzana-
lyse.
Unter dem Begriff der Varianzanalyse (Analysis of variance, abgek. ANOVA) werden
statistische Verfahren zusammengefasst, die mit Hilfe der Varianz versuchen, Gesetz-
mäßigkeiten in Daten zu entdecken. Die Varianzanalyse geht auf den Statistiker und
Genetiker Ronald A. Fisher [Fis18] zurück und nutzt die F-Verteilung (auch Fisher-
Snedecor-Verteilung) [Sne34] zur Überprüfung auf statistische Signifikanz.
Der Grundgedanke der Varianzanalyse besteht darin, zu versuchen, die Varianz einer
abhängigen, metrisch messbaren Zufallsvariable über den Einfluss einer oder mehre-
rer unabhängiger, kategorialer Gruppenvariablen (Faktoren) zu erklären. Existiert eine
abhängige Variable, ist die Varianzanalyse univariat, bei mehreren multivariat. Erfolgt
die Gruppeneinteilung der zu untersuchenden Objekte hinsichtlich eines Merkmals, so
wird von einfaktorieller Varianzanalyse gesprochen, erfolgt sie hinsichtlich mehrerer
Merkmale, von mehrfaktorieller. Die Kombination dieser Unterscheidungsmerkmale
führt zu vier Arten der Varianzanalyse:
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• der einfaktoriellen univariaten Varianzanalyse,
• der mehrfaktoriellen univariaten Varianzanalyse,
• der einfaktoriellen multivariaten Varianzanalyse sowie
• der mehrfaktoriellen multivariaten Varianzanalyse.
Die Merkmalswerte der abhängigen Variablen werden in Gruppen zerlegt. Dies ge-
schieht auf der Basis der Ausprägungen der unabhängigen Variablen. Danach werden
Variationen der Mittelwerte zwischen den so entstandenen Gruppen sowie innerhalb
dieser Gruppen betrachtet.
Die Varianz zwischen den Gruppen V ARzw errechnet sich durch die Abweichung der
Gruppenmittelwerte x¯i vom Gesamtmittelwert x¯. Wenn m die Anzahl der Gruppen








Die Varianz innerhalb einer Gruppe V ARin wird durch die Abweichungen der Ausprä-
gungen dieser Gruppe xij vom Gruppenmittelwert x¯i berechnet. n sei die Gesamtan-










Ist die Varianz zwischen den Gruppen V ARzw größer als die innerhalb der Gruppen
V ARin, deutet dies darauf hin, dass ein Zusammenhang zwischen den Ausprägungen
der unabhängigen Variable und denen der abhängigen Variable besteht. Dies wird über





Es existiert eine Anzahl von Variationen der Varianzanalyse unter Bezeichnungen wie
ANCOVA (Analysis of Covariance), MANOVA (Multivariate Analysis of Variance)
etc.
Ein Beispiel für den Einsatz dieser Technik in der Pflanzenbiologie ist die Überprü-
fung auf mögliche Zusammenhänge zwischen Sorten (unabhängige Variable, nominal
messbar) und den Ausprägungen eines agronomischen Merkmals (abhängige Variable,
metrisch messbar) im Rahmen von Feldversuchen. Die Aufdeckung solcher Zusam-
menhänge spielt in der Pflanzenzüchtung eine sehr wichtige Rolle.
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3.3 Resümee
Im ersten Teil dieses Kapitels wurden mit der virtuellen und der materialisierten In-
tegration zwei Vorgehensweisen präsentiert, die zur Integration pflanzenbiologischer
Daten verwendet werden können.
Die virtuelle Integration findet zum Anfragezeitpunkt eines Systems statt. Anfragen
werden an verschiedene Datenquellen geleitet, die Resultate werden kombiniert. Hier-
bei werden durch das Integrationssystem keine Daten lokal gespeichert. Dieses Vor-
gehen ist bei der Integration von Internet-Datenquellen weit verbreitet. Zur Verdeutli-
chung wurden die Ansätze der Multidatenbanken und der Mediatoren beschrieben.
Im Gegensatz dazu erfolgt bei der materialisierten Integration eine lokale Speicherung
von Daten. Anfragen werden an diesen Datenbestand gerichtet. Als Beispiel für diesen
Ansatz wurden Datawarehouse-Systeme erläutert.
Die Verwendbarkeit der beschriebenen Ansätze im Rahmen dieser Arbeit wird in Ka-
pitel 6 diskutiert.
Im zweiten Teil dieses Kapitels wurden drei mögliche Vorgehensweisen zur Analyse
pflanzenbiologischer Daten, Datenbanksprachen, OnLine Analytical Processing und
Datamining, vorgestellt und in Bezug auf ihre Einsetzbarkeit in der Pflanzenbioinfor-
matik diskutiert. Es wurde festgestellt, dass Datenbanksprachen und OnLine Analyti-
cal Processing für experimentelle Anwender nicht oder nur unter besonderen Bedin-
gungen geeignet sind und dass das Hauptaugenmerk im Rahmen dieser Arbeit auf den
Komplex des Dataminings gelegt werden sollte.
Im Anschluss wurden verschiedene Verfahren zur Datenanalyse überblicksweise vor-
gestellt und mit Beispielen aus der Pflanzenbioinformatik untersetzt.
4 Datenqualität in der
Pflanzenbioinformatik
Schätzungen von Analysten gehen davon aus, dass allein für US-Unternehmen jährli-
che Kosten in Höhe von über 600 Milliarden US-Dollar durch schlechte Datenqualität
verursacht werden [Eck02]. Dieses Problem beschränkt sich jedoch nicht nur auf den
privatwirtschaftlichen Bereich mit seinen Kunden- und Produktdaten, sondern lässt
sich auf viele weitere Gebiete, wie das der Lebenswissenschaften, ausweiten.
Wissenschaftler im Bereich der Lebenswissenschaften im Allgemeinen sehen sich
häufig mit einer problematischen Datenqualität konfrontiert, die in der Literatur mehr-
fach diskutiert wurde (vgl. [PK06,MWBL05,RHM04,MNF03,BB96]). Dies gilt auch
für pflanzenbiologische Daten im Speziellen (vgl. [Vor02,HMF02]). Die Gründe hier-
für sind vielschichtig und sollen in diesem Kapitel erörtert werden.
Zur Durchführung aussagekräftiger Analysen sind qualitativ hochwertige Daten uner-
lässlich. Insbesondere bei der Integration (siehe Kapitel 3) als notwendiger Vorausset-
zung für eine domänenübergreifende Datenanalyse wirken sich syntaktische und se-
mantische Heterogenitäten pflanzenbiologischer Daten aber oftmals sehr negativ aus.
Die Syntax betrifft die Struktur oder das Schema von Daten. Von syntaktischer Hete-
rogenität wird gesprochen, wenn gleiche Sachverhalte unterschiedlich modelliert wer-
den oder es strukturelle Unterschiede in der Darstellung gibt. Dies ist beispielsweise
der Fall, wenn verschiedene Datenmodelle (z. B. relationales oder hierarchisches Da-
tenmodell, vgl. Abschnitt 2.1.1) Verwendung finden, beim Einsatz unterschiedlicher
Modellierungskonzepte oder beim Auftreten von Konflikten auf Datenebene, die aus
der Nutzung uneinheitlicher Datentypen, Wertebereiche etc. resultieren. Ebenfalls da-
zu gehören die Verwendung verschiedener Tabellen-/Attributnamen, abweichende In-
tegritätsbedingungen oder die Nutzung unterschiedlicher Defaultwerte, aber auch län-
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dertypische Zeichenkodierungen oder Trennzeichen. Beispielsweise werden im Deut-
schen Dezimalstellen durch ein Komma getrennt, im Englischen durch einen Punkt.
Die Semantik bezieht sich auf die Bedeutung bzw. den Inhalt von Daten. Von seman-
tischer Heterogenität wird bei unterschiedlicher Bedeutung/Interpretation von Daten
gesprochen [KS91]. Dazu zählen Synonyme und Homonyme, die Verwendung unter-
schiedlicher Einheiten für dasselbe Merkmal, aber auch das Vorhandensein von Dupli-
katen in Daten, von veralteten oder falschen Daten.
Um Qualitätsprobleme pflanzenbiologischer Daten und ihre Ursachen betrachten zu
können, wird die folgende Klassifikation vorgeschlagen:
• Informationstechnische Ursachen,
• Ursachen während der Datengewinnung,
• Konzeptionelle Ursachen und
• Biologisch bedingte Ursachen.
Die folgenden Abschnitte sollen diese vier Kategorien anhand von Beispielen illustrie-
ren. Anschließend werden Vorschläge zur Verbesserung der Datenqualität gemacht.
4.1 Informationstechnische Ursachen für
Qualitätsprobleme
4.1.1 Software
In der Bioinformatik ist in den letzten zwei Jahrzehnten eine Vielzahl von Algorith-
men und Applikationen entstanden, die weit verbreitet sind. Sie arbeiten mehrheitlich
mit unterschiedlichen Ein- und Ausgabeformaten, Schnittstellen und Modellen und
sind überwiegend dateibasiert. Standardformate wie SBML [HFS+03] werden noch
zu selten eingesetzt. Es werden vielfach keine einheitlichen Vokabulare für verwen-
dete Merkmale genutzt. Häufig werden auch für ein Merkmal unterschiedliche Werte-
bereiche verwendet oder es bestehen Inkonsistenzen innerhalb der Daten (siehe auch
Abschnitt 4.2).
Dies erschwert sowohl die Werkzeug- als auch die Ergebnisdatenintegration in erheb-
lichem Maße. Werkzeuge müssen entweder reimplementiert oder es muss eine zusätz-
liche Homogenisierungsschicht verwendet werden [BLSS04].
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4.1.2 Weiterverbreitung von Daten
Zwei weitere Probleme sind durch die verschiedenen molekularbiologischen Integrati-
onsansätze bedingt. Einerseits können beim Integrationsprozess Daten verloren gehen,
weil sie beispielsweise zum Zeitpunkt der Integration vom Integrierenden nicht für
wichtig erachtet werden. Andererseits können sich über solche Integrationsprozesse
Fehler fortpflanzen. Dies ist insbesondere dann gefährlich, wenn die zu integrierenden
Daten durch die Verwendung von Vorhersagemethoden entstanden sind, die aus dem
Integrationsprozess resultierenden Daten aber als Fakt angesehen werden.
4.2 Durch die Datengewinnung bedingte
Ursachen für Qualitätsprobleme
4.2.1 Rohdaten
Die Gewinnung von Rohdaten (Primärdaten) wird vielfach nicht ausreichend doku-
mentiert. Insbesondere im molekularbiologischen Bereich werden Zusatzinformatio-
nen wie der verwendete Genotyp, das Entwicklungsstadium, Gewebe und Behandlung
häufig nicht oder nur unstrukturiert als Fließtext in Bemerkungsfeldern abgelegt. Ge-
nau diese Zusatzinformationen haben jedoch im pflanzenbiologischen Bereich einen
hohen Einfluss (vgl. Abschnitt 4.4).
Neben den durch die Dokumentation bedingten Problemen gibt es auch methoden-
bedingte. So können bei der Sequenzierung von DNS nicht immer alle Nukleotide
eindeutig identifiziert werden und es kommt zu Sequenzierfehlern [CW92,HHM+07].
Dies kann seine Ursache sowohl in der eingesetzten Hardware (Sequenzierautomaten)
als auch in der verwendeten Auswertungssoftware haben. Werden solche Fehler nicht
erkannt und (manuell) bereinigt, können sie sich von der Gewinnung der Daten bis hin
zu den Analysen fortpflanzen.
4.2.2 Abgeleitete Daten
Die Gewinnung von abgeleiteten Daten (Sekundärdaten) als Ergebnis von Analysen
der Rohdaten und/oder weiteren Sekundärdaten wird ebenfalls häufig schlecht oder
gar nicht dokumentiert. Insbesondere fehlen oftmals Aussagen über die Verlässlich-
keit der abgeleiteten Daten bzw. diese Aussagen sind nur umgangssprachlich formu-
liert, was wiederum Probleme nach sich zieht. Die Verwendung einer einheitlichen
Bewertungsskala, ähnlich der Schulnoten, würde die Vergleichbarkeit abgeleiteter Da-
ten verbessern.
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Weiterhin kommt es häufig zum inkorrekten Einsatz statistischer Verfahren [GBA04].
So wird teilweise versucht, Boniturdaten mit Hilfe des einfachen arithmetischen Mit-
tels zu verrechnen. Da es sich dabei aber um ordinal messbare Werte handelt, ist ein
arithmetisches Mittel per definitionem nicht erlaubt.
4.2.3 Zeitlich begrenzte Projekte
Daten werden vielfach im Rahmen zeitlich begrenzter Projekte gewonnen. Forschungs-
ergebnisse sollen schnellstmöglich publiziert werden. Die Daten selbst werden aber oft
nicht persistent und zentral gespeichert. Die dezentrale Speicherung in Spreadsheet-
Dateien mit diversen Formatierungen wird häufig als einfache Lösung bevorzugt. Dies
führt zu einem erheblichen zeitlichen und personellen Mehraufwand für die syntak-
tische Datenaufbereitung vor einer Integration. In vielen Fällen wird dieses Problem
durch unzureichende Dokumentation noch verschärft.
4.2.4 Manuelle Erfassung von Daten
Bedingt durch den Faktor Mensch liegt im manuellen Erfassen von Informationen ein
großes Potenzial für fehlerhafte Daten. Dies umfasst auch das Kopieren von Daten
bzw. Teilmengen von Daten zwischen verschiedenen Spreadsheet-Dateien o. ä. (vgl.
Abschnitt 4.2.3).
4.3 Konzeptionelle Ursachen für
Qualitätsprobleme
4.3.1 Bewertungssysteme
Die Erfassung von Daten erfolgt oftmals nicht einheitlich. Beispielsweise werden phä-
notypische Eigenschaften von Pflanzen häufig mit Hilfe so genannter Boniturskalen
erfasst. Das sind Bewertungsskalen, die verschiedene Ausprägungen eines Merkmals
mit diskreten Werten (Klassen) kodieren.
Die folgenden zwei Beispiele sollen die Verwendung unterschiedlicher Boniturskalen
am Beispiel des phänotypischen Merkmals Echter Mehltau (Blumeria graminis) für
die Gerste (Hordeum vulgare) illustrieren1.
1http://pgrc.ipk-gatersleben.de/eval/hor/hor.html [Stand 2009-04-02]
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Beispiel 4.1 Boniturskala Nr. 1 für das Merkmal Echter Mehltau:
0 → kein Befall
1 → geringer Befall
2 → mittlerer Befall
3 → starker Befall
4 → sehr starker Befall
Beispiel 4.2 Boniturskala Nr. 2 für das Merkmal Echter Mehltau:
a → anfällig
r → resistent
Diese Beispiele verdeutlichen zwei Probleme. Zum einen werden für die Merkmals-
ausprägungen unterschiedliche Schlüssel verwendet, obwohl es hierfür Empfehlungen
gibt, z. B. [IPG94]. Zum anderen wird eine abweichende Anzahl von Ausprägungen
verwendet (im ersten Beispiel 5, im zweiten 2).
Das erste Problem kann durch Metainformationen, die die jeweiligen Schlüssel auf-
einander abbilden, leicht gelöst werden. Das zweite Problem hingegen ist nicht trivial.
Da in der Mehrheit der Fälle keine Informationen über die Verteilung der beobachte-
ten Werte innerhalb der Merkmalsklassen (Boniturwerte) erfasst werden, können die
beiden Skalen nicht korrekt aufeinander abgebildet werden. Teilweise kann dies durch
Fachwissenschaftler durchgeführt werden, die auf langjährige Erfahrungen mit sol-
chen Daten zurückgreifen können. Allerdings kommt es dabei fast zwangsläufig zum
Auftreten von Fehlern und damit auch zur Fortpflanzung dieser Fehler durch nachfol-
gende Analyseschritte.
Ein weiteres Problem der Boniturskalen zeigt sich am Beispiel des Züchtungsfort-
schritts. Beispielsweise bekam eine im Jahr 1980 zugelassene Gerstensorte für das
Merkmal Ertrag die Bestnote 9. Bedingt durch den Fortschritt in der Pflanzenzüch-
tung ist der Ertrag dieser Sorte heutzutage nicht mehr erstklassig und würde z.B. nur
noch mit der Boniturnote 7 bewertet. Daten dieser Sorte sind somit nicht mit aktuell
erhobenen Daten anderer Sorten vergleichbar. Dadurch, dass Boniturnoten Bereiche
von Ausprägungen zusammenfassen, ist im nachhinein auch keine Aktualisierung der
alten Daten möglich.
4.3.2 Informationssysteme
Verschiedene Informationssysteme erlauben nur den Autoren eines Datensatzes, die-
sen zu ändern. Dadurch wird eine Vielzahl von falschen Daten nicht aktualisiert bzw.
es werden weitergehende Erkenntnisse nicht eingepflegt [BB96].
Viele Informationssysteme arbeiten ohne oder nur mit linearer Versionierung von Da-
ten. Dies ist in zweierlei Hinsicht problematisch. Zum einen sind Erkenntnisse in der
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biologischen Forschung häufig in der Fachwelt umstritten, so dass es sinnvoll wäre,
verschiedene, parallele Versionen desselben biologischen Sachverhalts verfügbar zu
haben. Zum anderen wird häufig basierend auf einer bestimmten Version eines Infor-
mationssystems publiziert. Wird dieses linear versioniert, sind ältere Versionen von
Informationen z. T. nicht oder nur mit Schwierigkeiten zugreifbar [WGK+06, Wei05].
4.3.3 Vorhersagemethoden
Ein weiteres Problem liegt in der Verwendung von Vorhersagemethoden. Dies ist grund-
sätzlich nicht negativ zu bewerten, insbesondere dann, wenn bestimmte biologische
Sachverhalte noch nicht ausreichend erforscht sind. Problematisch ist dieses Vorgehen
jedoch, wenn solche Vorhersagen als Fakt interpretiert oder sogar noch generalisiert
und auf weitere Daten (z. B. von anderen Organismen) übertragen werden [BB96].
In [MNF03] sind verschiedene Studien angeführt, die bei abgeleiteten Informationen
über strukturelle oder funktionale Eigenschaften von Sequenzen von Fehlerraten bis
zu über 40% ausgehen.
4.3.4 Nichteinheitliche Vokabulare / Methoden
Oftmals werden in der Pflanzenbiologie keine einheitlichen Vokabulare verwendet.
Zwar werden in der Molekularbiologie zunehmend sowohl quasi-standardisierte Ver-
fahren als auch kontrolliertes Vokabular in Form von Ontologien eingesetzt, beispiels-
weise die GeneOntology [GO 08], die PlantOntology [ATI+08] oder die TraitOnto-
logy [JWN+02], und dadurch sukzessive die Vokabulare in diesem Bereich verein-
heitlicht. Jedoch werden im Bereich der Daten über pflanzengenetische Ressourcen
(z. T. durchaus vorhandene2) Vokabulare deutlich seltener eingesetzt, wodurch die Ver-
gleichbarkeit solcher Daten erheblich gemindert wird.
Vielfach werden bei Experimenten keine standardisierten Methoden verwendet. Da-
durch kommt es zu erheblichen Problemen, wenn Daten aus vergleichbaren Versu-
chen, die aber in unterschiedlichen Laboratorien erhoben wurden, verglichen werden
sollen [Mem05, Irr05].
2Z. B. FAO/IPGRI Multi-Crop Passport Descriptors (MCPD) [ADM01]
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4.4 Biologisch bedingte Ursachen für
Qualitätsprobleme
Neben den vom Menschen verursachten Qualitätsproblemen gibt es auch solche, die
in der Natur des biologischen Objektes (Pflanze) begründet sind. Beispielsweise sind
je nach Entwicklungsstadium eines Organismus verschiedene Gene aktiv (Genexpres-
sion) und damit unterschiedliche Stoffwechselwege und -funktionen. Dies hat natür-
lich auch Auswirkungen auf phänotypische Ausprägungen. Hinzu kommen Organe,
Gewebe, Zelltypen und Kompartimente (subzelluläre Einheiten), die in einzelnen Ent-
wicklungsstadien noch nicht existieren. Biochemische Reaktionen finden nicht immer
zur selben Zeit an denselben Orten im Organismus statt. Diese Aufzählung ließe sich
beliebig weiter fortsetzen.
Wie schon in Abschnitt 4.2 beschrieben, gilt es, die Erhebung von Daten feingranular
zu dokumentieren. Jedoch verbleiben, bedingt durch die Anzahl von Einflussfaktoren,
z. T. große Unsicherheiten bezüglich der Aussagekraft von Daten. Dies gilt es, bei der
Analyse solcher Daten zu berücksichtigen. Diese Problematik soll am Beispiel von
Umwelteffekten illustriert werden. Sie wird während der Beschreibung des Anwen-
dungsfalls in Kapitel 7 erneut aufgegriffen werden.
Umwelteinflüsse (z. B. Licht, Boden, Klima), biotische Stressfaktoren (z. B. Krank-
heitserreger, Nährstoffmangel bzw -überschuss) und abiotische Stressfaktoren (z. B.
Trockenheit, Toxizität) haben erhebliche Auswirkungen auf Pflanzen (z. B. [HNFH06,
IPS05]). In Abbildung 4.1 wird anhand mehrerer Kornqualitätsmerkmale gezeigt, wie
groß der Einfluss von Umwelt- und sonstigen Merkmalen auf phänotypische Ausprä-
gungen bei Pflanzen ist. Oft sind weniger als 30% der phänotypischen Merkmals-
ausprägung genetisch determiniert. Besonders deutlich wird dies am Merkmal Roh-
protein Gerste (RP) mit ca. 10% genetischer Varianz.
4.5 Lösungsvorschläge
Das aus den vorhergehenden Abschnitten resultierende primäre Ziel ist die Vergleich-
barkeit von Daten. Ist das Zustandekommen der Daten nicht durchgängig und struktu-
riert dokumentiert, werden Integration und weitere Analyse z. T. erheblich erschwert
oder sogar gänzlich unmöglich gemacht.
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Abbildung 4.1: Einflüsse von Umwelt- und sonstigen Merkmalen auf mehrjährige
Kornqualitätsparameter bei Sommergersten, Quelle: [HNFH06]
Zur Verbesserung der Datenqualität werden daher folgende Vorschläge gemacht:
• Automatische Erfassung von Daten:
Direkte Einspeisung von Daten (z. B. von Sequenzierautomaten) in Informati-
onssysteme. Das manuelle Erfassen und Kopieren von Daten sollte nach Mög-
lichkeit vermieden werden, um das damit einhergehende Fehlerpotenzial zu ver-
ringern.
• Protokollierung:
Jeder Schritt, egal ob Gewinnung von Roh- oder abgeleiteten Daten, sollte aus-
führlich und vor allem strukturiert dokumentiert werden, um eine Nachvollzieh-
barkeit zu gewährleisten.
• Messverfahren:
Keine Verwendung von Boniturnoten, sondern Einsatz von Messverfahren. Wer-
den dabei unterschiedliche Einheiten verwendet, so können diese, sofern sie als
Metadaten verfügbar sind, problemlos abgeglichen werden.
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• Mittelwertvermeidung:
Keine Verwendung von Mittelwerten, da dabei das Problem der Gewichtung von
Merkmalsausprägungen auftreten kann; einzelne Messwerte sind zu bevorzugen.
Werden dennoch Mittelwerte oder diskrete Werte (Boniturnoten) genutzt, wären
zusätzlich noch Informationen über die Verteilung der einzelnen Datenpunkte
wünschenswert.
• Datenbanknutzung:
Experimentell gewonnene Daten sollten in jedem Fall sowohl zentral als auch
persistent gespeichert werden. Hierzu bieten sich Datenbankmanagementsyste-
me an.
• Vermeidung von Ad-hoc-Statistik:
Keine Ad-hoc-Anwendung von statistischen Verfahren zur Datenauswertung.
Dabei kommt es durch fehlerhafte Anwendung oft zu abgeleiteten Daten, deren
Weiterverarbeitung bedenklich ist. Das Vorgehen sollte auf jeden Fall ausführ-
lich dokumentiert werden, damit das Zustandekommen der Daten nachvollzogen
werden kann.
• Kennzeichnung abgeleiteter Daten:
Abgeleitete Daten sollten unbedingt auch als solche gekennzeichnet werden.
Zusätzlich sollten (mit Unsicherheiten behaftete) vorhergesagte Daten mit ei-
nem entsprechenden Label versehen werden (Quality-Tagging). Ebenfalls soll-
ten Daten gekennzeichnet werden, die im Rahmen einer Integration aus anderen
Quellen importiert werden.
• Parallele Versionierung:
Im Gegensatz zu der in der Literatur häufig geäußerten Meinung, dass für natur-
wissenschaftliche Daten eine sequenzielle Versionierung ausreichend sei [RL05],
wird vorgeschlagen, im pflanzenbiologischen Bereich eine parallele Versionie-
rung zu verwenden. Einerseits bietet dieses Vorgehen Unterstützung beim Auf-
treten abweichender fachlicher Meinungen. Andererseits wird dadurch auch das
Veröffentlichen von wissenschaftlichen Ergebnissen erleichtert, da auch ältere
Daten direkt zugreifbar sind.3
3Der Einsatz von Qualitäts-Tags in Verbindung mit paralleler Versionierung wurde im Rahmen dieser
Arbeit in [WGK+06] vorgeschlagen.
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• Metadatennutzung:
Nutzung von Metadaten über Experimentaufbau, verwendete Methoden, Para-
meter, Einheiten, Entwicklungsstadien und Zytologie von Pflanzen etc. Hierzu
gehören insbesondere:
– die zu verwendenden Merkmalsbezeichnungen (möglichst auf Basis kon-
trollierten Vokabulars),
– das Mapping von Merkmalen aus mehreren Quellen aufeinander, d. h. das
Auflösen von Synonymen und Homonymen,
– die erlaubten Wertebereiche, im Falle diskreter Werte auch die erlaubten
einzelnen Ausprägungen,
– die verwendeten Methoden zur Merkmalserfassung (die u. U. schon Rück-
schlüsse auf die Verlässlichkeit der Daten erlauben),
– die verwendeten Einheiten der Merkmale (zuzüglich Informationen zur
Umrechnung zwischen den Einheiten),
– die externen Einflüsse / Umweltbedingungen bei der Erhebung der Daten
sowie
– Qualitätstags.
Hierfür sollten, soweit möglich, kontrollierte Vokabulare oder biologische On-
tologien zum Einsatz kommen.
Semantische und syntaktische Probleme von Daten müssen im Rahmen einer Daten-
integration gelöst werden. Dafür unbedingt notwendig sind Expertenwissen und die
Definition von Integritätsbedingungen. Besonders letzteres wird durch unvollständiges
Wissen über die einzelnen Datendomänen und eine Vielzahl von biologischen Ausnah-
men erschwert [MWBL05]. Probleme können oftmals nur durch Fachwissenschaftler
der jeweiligen Datendomänen gelöst werden. Danach kann die Bereinigung der eigent-
lichen Daten zumindest semi-automatisch ablaufen; evtl. auftretende Konflikte müssen
meist manuell aufgelöst werden.
Die Messung der Qualität pflanzenbiologischer Daten ist nur unter Zuhilfenahme ge-
eigneter Stichproben möglich. Hierzu müssen die Daten der Stichprobe mit nachweis-
lich korrekten Daten (z. B. aus einer externen Quelle oder manuell aufbereitet) vergli-
chen werden. Beispielsweise kann die Korrektheit eines Stichprobeneintrages über die
Distanz zum korrespondierenden Eintrag der externen Quelle bestimmt werden. Bei
alphanumerischen Daten können hierfür die in Abschnitt 2.1.4 vorgestellten Metho-
den Anwendung finden. Eine weitere Verwendungsmöglichkeit dieser Methoden, die
Verknüpfung von Records unterschiedlicher Datendomänen, wird in Abschnitt 6.5.2
ausführlich diskutiert. Für einen Überblick verschiedener Metriken zur Bewertung von
Datenqualität sei auf [Kli08] verwiesen.
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Im Rahmen dieser Arbeit wird der Fokus auf die Sicherstellung einer hohen Daten-
qualität während der Integration von Daten gelegt.
4.6 Resümee
In diesem Kapitel wurde sich mit der Qualität pflanzenbiologischer Daten auseinan-
dergesetzt. Hierzu erfolgte eine Klassifikation der Ursachen von Qualitätsproblemen.
Die vorgeschlagenen vier Kategorien wurden anhand von Beispielen diskutiert.
Am Ende des Kapitels wurden Vorschläge zur Verbesserung der Datenqualität gemacht
und erläutert. Diese fließen in den Entwurf eines Konzepts in Kapitel 6 sowie in die
Entwicklung eines Prototypen in Kapitel 7 ein.




In diesem Kapitel sollen ausgewählte bioinformatische Integrations- und Analysean-
sätze vorgestellt und anhand verschiedener Bewertungskriterien untersucht werden.
Da keine geeigneten Integrations- und Analyseansätze speziell für den pflanzlichen
Bereich zur Verfügung stehen, erfolgt die Betrachtung allgemeiner bioinformatischer
Ansätze. Ein Schwerpunkt liegt dabei auf ihrer Anwendbarkeit auf pflanzenbiologi-
sche Daten. Die Ergebnisse dieser Untersuchung werden als Anforderungen in das in
Kapitel 6 zu entwickelnde Konzept einfließen.
5.1 Bewertungskriterien
Einheitliche Kriterien sind die Voraussetzung für den Vergleich von Integrations- und
Analyseansätzen. Hierzu soll im ersten Schritt auf die Arbeit von [Sch02] zurückge-
griffen werden. Darin wurden verschiedene bioinformatische Integrationsansätze ana-
lysiert und anhand von zehn Kriterien mit + bzw. − bewertet, die hier kurz vorgestellt
werden:
• Grad der Integration (G):
Hierbei wird festgestellt, ob die Schemata der einzelnen zu integrierenden Da-
tenquellen in einem gemeinsamen, globalen Schema zusammengeführt werden
(+) (enge Kopplung) oder ob das globale Schema nur aus einem Nebeneinander
von Teilschemata besteht (−) (lose Kopplung).
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• Materialisierung der Integration (M):
Dieses Kriterium bewertet, zu welchem Grad die integrierten Daten materiali-
siert bzw. verlinkt sind. Materialisierte Daten sind performanter zugreifbar, al-
lerdings unter Umständen nicht aktuell (−). Verlinkte oder virtuell integrierte
Daten sind ständig aktuell (+), allerdings ist diese Aktualität mit Kosten in Form
von Netzwerkzugriffen etc. verbunden.
• Realisierungsstand (R):
Dieses Merkmal unterscheidet, ob ein zu bewertender Ansatz implementiert
ist (+) oder ob es sich dabei nur um einen theoretischen Ansatz handelt (−).
• Plattformunabhängigkeit (P):
Hier wird unterschieden, inwieweit ein Integrationssystem an eine bestimmte
Architektur gebunden (−) oder auf verschiedenen einsetzbar ist (+).
• Internetfähigkeit (I):
Dieses Merkmal gibt an, ob entfernte Zugriffe (Internet/Intranet) auf das Inte-
grationssystem möglich sind (+) oder ob eine lokale Installation erforderlich
ist (−).
• Schnittstelle, Anfragesprachen (SA):
Dieses Kriterium ist erfüllt, wenn mit Hilfe von Standardanfragesprachen wie
z. B. SQL (siehe Abschnitt 3.2.1) auf die integrierten Daten zugegriffen werden
kann.
• Schnittstelle, Programmiersprachen (SP):
Das mit dem vorigen eng verwandte Kriterium gibt über die Möglichkeiten des
Datenzugriffs über Application Programming Interfaces (APIs) wie beispiels-
weise JDBC [Sun09] Auskunft.
• Schnittstelle, Datenausgabeformate (SF):
Hier wird bewertet, ob die integrierten Daten mit Standardaustauschformaten
zugreifbar gemacht werden können (+). Im bioinformatischen Umfeld kommen
hierzu insbesondere SBML [HFS+03] oder auch MAGE-ML [SMS+02] in Be-
tracht.
• Flexibilität (F):
Dieses Merkmal unterscheidet, ob das zu bewertende Integrationssystem hin-
sichtlich neuer Anforderungen anpassbar ist (+) oder ob es sich um eine stati-
sche Lösung handelt (−).
5.1. Bewertungskriterien 81
• Unterstützung von Informationsfusion (U):
Mit dem zehnten Merkmal wird bewertet, ob ein System Informationsfusion
unterstützt (+). Informationsfusion bedeutet in diesem Kontext die Kombination
von Daten heterogener Quellen mit dem Ziel der Ableitung neuer Informationen.
Um neben der Integration auch die Analyse von pflanzenbiologischen Daten bewerten
zu können, ist die Verwendung weiterer Kriterien erforderlich. Hierzu wurden auf Ba-
sis von in verschiedenen pflanzenbioinformatischen Forschungsprojekten gewonnenen
Erkenntnissen sieben weitere Kriterien entwickelt. Diese werden nun erläutert:
• Gleichzeitige Verwendung verschiedener Datendomänen (D):
Zur Verschiebung des Fokus der pflanzenbiologischen Forschung vom hypo-
thesengetriebenen zum datengetriebenen Arbeiten wird es als notwendig erach-
tet, Daten unterschiedlicher Domänen nicht nur separat zu betrachten. Mit die-
sem Kriterium soll analysiert werden, inwieweit das zu bewertende System die
gleichzeitige Analyse verschiedener Datendomänen ermöglicht (+) oder ob es
auf bestimmte Datendomänen beschränkt ist (−).
• Unterstützung ergebnisoffener Analysen (E):
Hier wird bewertet, ob ein System nur die Überprüfung von Hypothesen er-
möglicht (−) oder darüber hinaus auch die ergebnisoffene Untersuchung von
integrierten Datenbeständen (+). Letzteres ist dann gegeben, wenn durch die
Anwendung von Analysemethoden neue Hypothesen generiert werden können.
• Beschränkung auf eine Klasse von Analysen (A):
Es soll untersucht werden, ob Auswertungssysteme auf eine Klasse von Analy-
sen oder sogar Daten fokussieren (−) oder ob grundsätzlich eine Vielzahl von
Datendomänen und Analysen berücksichtigt werden kann (+).
• Beschränkung auf ein festes Zielschema (Z):
Bezüglich des Zielschemas soll unterschieden werden, ob das zu untersuchende
System ein Schema für die integrierten Daten zwingend vorgibt (−) oder ob
dieses variabel ist, insbesondere hinsichtlich von Analysen, die zum Zeitpunkt
des Entwurfs des Systems noch nicht angedacht waren (+). Dieses Merkmal
steht in engem Zusammenhang mit den Kriterien F und A.
• Verwendbarkeit bei proprietären Datenformaten (V):
Im Bereich der pflanzenbiologischen Forschung liegen große Datenmengen nur
in Form proprietärer, z. T. sehr heterogener Dateien vor. Daher ist die Verwend-
barkeit eines Analyseansatzes auch für diese Daten sehr wichtig (+).
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• Berücksichtigung der Datenqualität (Q):
Es soll untersucht werden, ob in einem Integrations- und Analysesystem die
Qualität der zugrundeliegenden Daten in angemessener Weise berücksichtigt
wird und ob Mechanismen zur Qualitätsverbesserung vorgesehen sind (+).
• Nutzung von Metadaten (N):
Mit diesem Kriterium wird bewertet, ob ein System die Nutzung von Metadaten
ermöglicht, um die Nachvollziehbarkeit und die Vergleichbarkeit von sowohl
integrierten Daten als auch Analyseergebnissen zu gewährleisten (+).
Nachfolgend wird eine Auswahl aktueller Systeme zur Integration und Analyse biolo-
gischer Daten vorgestellt und anhand der siebzehn oben beschriebenen Kriterien be-
wertet. Erfüllt das System das jeweilige Kritierium, wird dies mit einem + bewertet,
im negativen Fall mit −. Sind keine Informationen vorhanden, wird dies mit ◦ ge-
kennzeichnet. Die Ergebnisse werden am Ende des Kapitels in Form einer Tabelle
zusammengefasst.
5.2 Gene-EYe
In [RHM04] wird die Integrations- und Analyseplattform Gene-EYe vorgestellt. Gene-
EYe implementiert eine 3-Schichten-Architektur, die aus den Ebenen Genome Data
Store, Genome Database und Genome Data Warehouse besteht (Abbildung 5.1).
In der untersten Ebene, dem Genome Data Store, können Daten aus verschiedenen
Quellen (V mit +) relational und materialisiert abgespeichert werden (M mit −). Die
daraus resultierenden Nachteile bezüglich der Aktualität der Daten werden bewusst
akzeptiert. Das relationale Schema der jeweiligen Daten wird direkt von ihrer Quelle
abgeleitet. Die Daten werden in dieser Ebene noch nicht integriert, für jede Datenquel-
le gibt es ein eigenes Schema. Weitere Quellen können eingebunden werden (F mit +).
Die zweite Ebene, die Genome Database, dient der eigentlichen Integration der Daten.
Dies erfolgt über die Definition problemspezifischer Sichten. Dabei werden Daten aus
verschiedenen Quellen zusammengeführt (G mit +). Es gibt keine Einschränkung in
Form eines festen Zielschemas (Z mit +). Analysen werden auf den integrierten Daten
dieser Ebene durchgeführt (U mit +). Der Fokus des Systems liegt dabei auf mole-
kularbiologischen Daten, speziell auf Sequenzdaten (D mit −). Dies gilt auch für die
angebotenen Analysen (A mit −), die im Rahmen des so genannten Genomic Toolkits
verfügbar sind.
Die Datenanalyse ist im beschriebenen Anwendungsfall auf ein konkretes Problem
fokussiert, es wird jedoch davon ausgegangen, dass sich in gewissem Umfang auch













Abbildung 5.1: Schematische Darstellung des Gene-EYe-Ansatzes nach [RHM04]
In der obersten Ebene, dem Genome Data Warehouse, werden Analyseergebnisse ab-
gespeichert. Solche Ergebnisse können wiederum als neue Datenquellen für weitere
Analysen in den Genome Data Store eingebunden werden.
Über Datenaustauschformate liegen keine Informationen vor (SF mit ◦). Gene-EYe ist
implementiert (R mit +), über eine Plattformunabhängigkeit wird jedoch keine Aus-
sage getroffen (P mit ◦). Dasselbe gilt für die Internetfähigkeit des Systems (I mit ◦).
Gene-EYe unterstützt die Nutzung von Metadaten (N mit +) und die Bereinigung von
Daten im Rahmen von ETL-Prozessen (Q mit +).
5.3 Columba
Columba [RMT+04,TRM+05] ist ein System zur multidimensionalen Integration von
Proteinstrukturdaten (D mit −). Im Fokus dieses Ansatzes stehen Datenobjekte aus
der Protein Data Bank (PDB) [BWF+00]. Als Dimensionen sind um diese Objekte
Daten verschiedener Quellen gruppiert, die der Beschreibung von Proteindaten dienen
(Z mit −). Diese Daten werden materialisiert (M mit −) in jeweils eigenen Schemata
(G mit −) gespeichert.
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Columba integriert Daten aus verschiedenen heterogenen Quellen und ermöglicht da-
mit Informationsfusion (U mit +). Die zu integrierenden Daten werden hauptsächlich
aus Flat-Files oder HTML-Dateien extrahiert, daher kann die Verwendbarkeit bei pro-
prietären Datenformaten (V) mit + bewertet werden.
Columba ist implementiert (R mit +). Resultate werden als XML-Dateien angebo-
ten (SF mit +). Es existiert eine zentrale Columba-Instanz. Daher wird das Kriterium
Plattformunabhängigkeit (P) mit − bewertet.
Columba hat Zugriff auf eine eingeschränkte Anzahl von Datenquellen1. Die mit Co-
lumba durchführbaren Auswertungen sind sehr eng umrissen (A und E mit −), hin-
sichtlich neuer Anforderungen erscheint das System unflexibel (F mit −).
Auf das eigentliche Integrationssystem ist kein Internetzugriff möglich, sondern nur
auf die integrierten Daten (I mit −).
Über die Nutzung von Metadaten wird keine Aussage getroffen (N mit ◦). Mecha-
nismen zur Verbesserung der Qualität der integrierten Daten werden nicht eingesetzt
(Q mit −).
5.4 GeWare
GeWare [KDR04, RKL07] ist ein datawarehousegestützter Ansatz zur Integration und
Analyse von microarraybasierten Genexpressions- und Annotationsdaten (D mit−) im
biomedizinischen Anwendungsbereich. GeWare wird in Abbildung 5.2 schematisch
dargestellt.
GeWare verwendet für die integrierten Daten ein festes Zielschema (Z mit −). Es
handelt sich dabei um ein multidimensionales Datenmodell mit Expressionsdaten als
Fakten sowie Annotationen, Proben, Experimenten und Methoden als Dimensionen
(G mit +). Zu integrierende Daten werden in einer Staging Area vorverarbeitet und im
eben genannten Zielschema materialisiert gespeichert (M mit −). Daten aus verschie-
denen Quellen können integriert und gemeinsam analysiert werden. Somit unterstützt
GeWare Informationsfusion (U mit +). Die Integration neuer Daten kann über Web-
seiten gesteuert werden (I mit +).
Während die zu integrierenden Expressionsdaten durch die Fokussierung auf Affy-
metrix-Chips2 standardisiert sind, bietet GeWare eine Reihe von Parsern, um Annota-
tionsdaten aus verschiedenen Quellen zu importieren (V mit +).



















Abbildung 5.2: Schematische Darstellung des GeWare-Ansatzes nach [RKL07]
Es werden verschiedene Normalisierungs- und Auswertungsmethoden angeboten, die
aber auf die Domäne der Expressionsdaten beschränkt sind (A mit −). Ebenso wird
die Möglichkeit, neue Arten von Daten zu verarbeiten oder neue Analysemethoden
anzuwenden, vom festen Zielschema des GeWare-Ansatzes eingeschränkt (F mit −).
GeWare verwendet das Konzept des OnLine Analytical Processings (OLAP) zur Ana-
lyse, d. h. die durchführbaren Analysen müssen im Vorfeld spezifiziert werden (vgl.
Abschnitt 3.2.2). Ergebnisoffene Analysen sind damit nicht möglich (E mit −).
Analysierte Daten können als Flat-Files mit verschiedenen Separatoren exportiert wer-
den. Zur Unterstützung eines Standardaustauschformates wie MAGE-ML liegen keine
Informationen vor (SF mit ◦).
GeWare ist implementiert (R mit +). Über eine Plattformunabhängigkeit kann keine
Aussage getroffen werden (P mit ◦). Dies betrifft auch die Nutzung von Metadaten
(N mit ◦). Eine Verbesserung der Datenqualität wird durch verschiedene Normalisie-
rungsmethoden unterstützt (Q mit +).
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5.5 Atlas
Mit Atlas [SHX+05] wird ein Datawarehouse-Ansatz zur materialisierten Integration
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Abbildung 5.3: Schematische Darstellung des Atlas-Ansatzes nach [SHX+05]
Obwohl sich das System auf molekulare Daten stützt, ermöglicht es dennoch die Inte-
gration von vier Gruppen von Daten: Sequenzen, molekulare Interaktionen, Daten mit
Beziehungen zu Genen sowie Ontologiedaten (D mit +).
Mit Atlas ist nur die Integration einer eingeschränkten Anzahl von Datenquellen mög-
lich. Die Daten werden in ein MySQL-System integriert, es existiert kein globales
Schema, sondern für jede der vier Datengruppen ein separates (G mit −). Die Teil-
schemata sind dabei jeweils fix (Z mit −). Auf diese Daten kann durch Application
Programming Interfaces (API) mit verschiedenen Programmiersprachen, z. B. C++,
Java und Perl, zugegriffen werden. Die festen Zielschemata schränken eine flexible
Erweiterung mit neuen Anforderungen ein (F mit −).
Es existiert mit der so genannten Atlas Toolbox eine Anzahl Kommandozeilen-APIs
für einfache Zugriffe (z. B. Sequence Retrieval) auf die integrierten Daten (SP mit +)
einschließlich einer Reihe einfacher Applikationen. Weitere Anwendungen können
auf Basis dieser APIs sowie der oben erwähnten Programmiersprachen-APIs belie-
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big hinzugefügt werden. Die Art der möglichen Analysen wird nur durch die vier inte-
grierbaren Gruppen von Daten eingeschränkt; weitere Einschränkungen bestehen nicht
(A mit +). Ergebnisoffene Analysen sind damit grundsätzlich möglich (E mit +).
Atlas ist implementiert (R mit +) und für eine Unix-Basis vorgesehen (P mit −). Zum
Export wird das General Feature Format (GFF)3 unterstützt (SF mit +). Da der Fo-
kus von Atlas auf der Integration von Daten aus etablierten bioinformatischen Quellen
liegt, wird die Verwendbarkeit bei proprietären Datenformaten (V) mit − bewertet. In-
formationsfusion wird unterstützt (U mit +). Atlas nutzt Metadaten im Rahmen von
Ontologien (N mit +), Mechanismen zur Qualitätsverbesserung werden nicht einge-
setzt (Q mit −).
5.6 BioWarehouse
BioWarehouse [LPW+06] ist ein weiterer Datawarehouse-Ansatz zur Integration und
Analyse bioinformatischer Daten.
Der Fokus dieses Systems liegt auf pathwayorientierten Daten (A und D mit −). Zur
Speicherung der integrierten Daten dient ein festes Zielschema (Z mit −). Dadurch
wird die Erweiterung um neue Anforderungen eingeschränkt (F mit −).
BioWarehouse ist nicht für die Verwendung von Daten mit proprietären Formaten kon-
zipiert (V mit −), sondern integriert Daten aus existierenden Datenbanken. Ein Export
integrierter Daten in Standardaustauschformaten ist nicht möglich (SF mit −).
Integrierte Daten werden beim BioWarehouse-Ansatz in einem gemeinsamen, globa-
len Schema zusammengeführt (G mit +) und dort materialisiert (M mit −).
Die Intention von BioWarehouse liegt in einer lokalen Installation. Auf integrierte
Daten kann über das Internet zugegriffen werden, auf die Integrationsroutinen selbst
nicht (I mit −).
Obwohl in [LPW+06] nur sehr einfache Datenabfragen beschrieben sind, werden er-
gebnisoffene Analysen mit dem BioWarehouse-Ansatz grundsätzlich als möglich ein-
geschätzt (E mit +).
BioWarehouse ist realisiert (R mit +). Über eine Plattformunabhängigkeit kann keine
Aussage getroffen werden (P mit ◦). Informationsfusion wird unterstützt (U mit +).
Über die Nutzung von Metadaten und die Berücksichtigung der Datenqualität wird
keine Aussage getroffen (N und Q mit ◦).
3http://www.sanger.ac.uk/Software/formats/GFF [Stand 2009-04-16]
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5.7 BioMart
BioMart (vormals EnsMart) [KKS+04] ist ein Framework zur Integration von Daten
aus verschiedenen Quellen und zur Erzeugung von Nutzerschnittstellen zur Abfrage
der integrierten Daten (Abbildung 5.4).
Datamart
Staging Area







Abbildung 5.4: Schematische Darstellung des BioMart-Ansatzes nach [KKS+04]
Die BioMart-Software erzeugt aus einer Anzahl von Datenquellen, die zuvor spe-
zifiziert wurden, einen Datamart, dem ein Sternschema mit Fakten und Dimensio-
nen zugrunde liegt (G und Z mit +). Daten werden in diesem Datamart materiali-
siert (M mit −).
Die zu integrierenden Quellen müssen in einer Staging Area relational vorliegen, pro-
prietäre Formate, wie sie in der Pflanzenbioinformatik sehr häufig vorkommen, wer-
den nicht unterstützt (V mit −). Die Daten können beliebigen Datendomänen angehö-
ren (D mit +).
Auf die integrierten Daten kann über das Internet zugegriffen werden, auf die zur In-
tegration verwendeten Prozeduren nicht (I mit −).
Obwohl Datamart-Schemata von der BioMart-Software auf der Grundlage der spezifi-
zierten Datenquellen generiert werden, wird die Flexibilität dieses Ansatzes hinsicht-
lich der Adaptierbarkeit bei neuen Anforderungen negativ bewertet (F mit −). Die
Ursache liegt in den sehr eingeschränkten Analysemöglichkeiten. Das Nutzerinterface
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bietet ausschließlich Reports an, deren Treffermenge durch das Setzen von Filtern ver-
ringert werden kann (A mit−). Damit sind auch keine ergebnisoffenen Analysen mög-
lich (E mit −).
Abfrageergebnisse können u. a. im Microsoft-Excel-Format, das in der biologischen
Forschung weit verbreitet ist, heruntergeladen werden (SF mit +).
BioMart ist realisiert (R mit +). Die BioMart-Software ist in Perl bzw. Java imple-
mentiert und es existieren vorkompilierte Pakete für verschiedene Betriebssysteme
(P mit +). Informationsfusion wird vom BioMart-Ansatz unterstützt (U mit +). Über
die Berücksichtigung der Datenqualität und die Nutzung von Metadaten kann keine
Aussage getroffen werden (Q und N mit ◦).
5.8 Resümee
In diesem Kapitel wurden sechs bioinformatische Integrations- und Analyseansätze
anhand eines einheitlichen Sets von Kriterien bewertet. Tabelle 5.1 fasst die Bewer-
tung der vorgestellten Ansätze zusammen. Merkmale, zu denen keine ausreichenden
Informationen vorlagen, wurden mit ◦ gekennzeichnet. Da die vorgestellten Ansätze
relationale Datenbankmanagementsysteme verwenden, kann davon ausgegangen wer-
den, dass bei allen Systemen ein Datenzugriff sowohl über Anfrage- als auch über
Programmiersprachen (z. B. mit JDBC oder ODBC) möglich ist (SA und SP mit +).
Bei der Analyse hat sich gezeigt, dass die Mehrheit der Ansätze nicht für die daten-
domänenübergreifende Arbeit, sondern nur für ausgewählte Domänen konzipiert ist.
Ebenfalls fokussieren diese Ansätze mehrheitlich auf eine eingeschränkte Menge von
Analysemöglichkeiten. Die Flexibilität hinsichtlich der Adaptation eines Systems an
neue Anforderungen wurde, mit Ausnahme des Gene-EYe-Systems, negativ bewertet.
Diese Aussage wird noch dadurch unterstützt, dass mehrheitlich fixe Zielschemata für
die integrierten Daten verwendet werden, wodurch eine Anpassung erschwert wird.
Die während dieser Analyse gewonnenen Erkenntnisse, insbesondere die aufgezeigten
fehlenden Eigenschaften der vorgestellten Ansätze, sollen bei der Entwicklung eines
Konzepts zur integrativen Analyse pflanzenbiologischer Daten in Kapitel 6 berück-
sichtigt werden.
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Tabelle 5.1: Überblick der bewerteten Integrations- und Analyseansätze
G M R P I SA SP SF F U D E A Z V Q N
Gene-EYe + − + ◦ ◦ + + ◦ + + − + − + + + +
Columba − − + − − + + + − + − − − − + − ◦
GeWare + − + ◦ + + + ◦ − + − − − − + + ◦
Atlas − − + − − + + + − + + + + − − − +
BioWarehouse + − + ◦ − + + − − + − + − − − ◦ ◦
BioMart + − + + − + + + − + + − − + − ◦ ◦
Legende:
G – Grad der Integration enge Kopplung (+) lose Kopplung (−)
M – Materialisierung der Inte-
gration
nicht materialisiert (+) materialisiert (−)
R – Realisierungsstand implementiert(+) theoretischer Ansatz (−)
P – Plattformunabhängigkeit unabhängig (+) plattformgebunden (−)
I – Internetfähigkeit entfernter Zugriff (+) lokale Installation (−)
SA – Schnittstelle, Anfrage-
sprachen
unterstützt (+) nicht unterstützt (−)
SP – Schnittstelle, Program-
miersprachen
unterstützt (+) nicht unterstützt (−)
SF – Schnittstelle, Datenausga-
beformate
verschiedene Formate (+) nur ein Format (−)
F – Flexibilität anpassbar (+) statisch (−)
U – Unterstützung von Infor-
mationsfusion
unterstützt (+) nicht unterstützt (−)
D – Gleichzeitige Verwen-
dung verschiedener
Datendomänen
mehrere Domänen (+) nur eine Domäne (−)
E – Unterstützung ergebnisof-
fener Analysen
unterstützt (+) nicht unterstützt (−)
A – Beschränkung auf eine
Klasse von Analysen
keine Beschränkung (+) Beschränkung (−)
Z – Beschränkung auf ein fes-
tes Zielschema
keine Beschränkung (+) Beschränkung (−)
V – Verwendbarkeit bei pro-
prietären Formaten
verwendbar (+) nicht verwendbar (−)
Q – Berücksichtigung der Da-
tenqualität
berücksichtigt (+) nicht berücksichtigt (−)
N – Nutzung von Metadaten möglich (+) nicht möglich (−)
6 Entwicklung
eines Konzepts
In diesem Kapitel soll ein Konzept zur integrierten Analyse von Daten im pflanzenbio-
logischen Umfeld entworfen werden. Teile der hier beschriebenen Architektur wurden
bereits in [KGM+07] vorgestellt.
In Abschnitt 3.1 wurden biologische Datenbanken und ihre Besonderheiten, insbeson-
dere die Heterogenitäten der Struktur, der Semantik und der Zugriffsmöglichkeiten, be-
schrieben. Wenn Daten aus mehreren Systemen integriert und analysiert werden sollen,
sind Transformationen notwendig, welche nicht immer automatisch ausgeführt werden
können. Insbesondere ist es im Bereich pflanzenbiologischer Daten vielfach notwen-
dig, eine manuelle Datenkuration durchzuführen [ZFT+05]. Der Zugriff auf Daten
über Webinterfaces impliziert lange Antwortzeiten. Daten, die in keinem Informati-
onssystem vorliegen, sondern nur als z. B. einfache Flatfiles, verfügen über keine An-
frageschnittstellen. Dies ist in der Pflanzenbioinformatik der Standardanwendungsfall.
Daher muss eine Möglichkeit geschaffen werden, solche Daten für Analysen integriert
und performant zur Verfügung zu stellen.
Aus den zuvor genannten Gründen scheidet der Einsatz der virtuellen Integration (sie-
he Abschnitt 3.1) aus. Am vielversprechendsten erscheint die Verwendung materiali-
sierter Integration in Verbindung mit Datawarehouse-Methoden.
Der Standard-Datawarehouse-Ansatz, wie er im Unternehmensbereich Anwendung
findet, ist nur bedingt auf biologische Daten übertragbar [Aug01]. Einerseits sind Da-
tenquellen im Life-Science-Bereich häufiger Schema- und Systemevolution unterwor-
fen und andererseits ist der Prozess der Warehouse-Erstellung per se zeitaufwändig
und kostspielig. Andere Merkmale eines Datawarehouses wie z. B. die zeitliche Di-
mension von Daten, die insbesondere im Unternehmensbereich für die Betrachtung
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von Umsatzentwicklung etc. sehr wichtig ist, spielen bei biologischen Daten z. T. nur
eine untergeordnete Rolle (z. B. bei Sequenzdaten) [SKSB00].
Dessen ungeachtet erfreuen sich Datawarehouse-Methoden in der bioinformatischen
Forschung wachsender Beliebtheit. Im Folgenden soll ein Prozessfluss zur Integrati-
on und Analyse pflanzenbiologischer Daten unter Verwendung von Datawarehouse-
Methoden entworfen werden.
Hierbei müssen vier Hauptaufgaben berücksichtigt werden: Analysen sollen (1) flexi-
bel und zeitnah durchführbar sein und es müssen sowohl (2) datengetriebene Analysen
(im Hinblick auf Massendaten) als auch gleichzeitig (3) problemorientiertes Arbeiten
(hypothesengetrieben) ermöglicht werden. Darüber hinaus soll (4) eine hohe Daten-
qualität sichergestellt werden.
Es wird eine mehrschichtige Architektur, die aus den Schritten
1. Quelldaten,
2. Extraktion, (Transformation,) Laden,
3. Datenpool,
4. Transformation und Laden,
5. analysespezifische Datamarts und
6. Analyse
besteht, vorgeschlagen. Abbildung 6.1 illustriert die vorgeschlagene Architektur. Die
einzelnen Schichten werden in den folgenden Abschnitten diskutiert.
6.1 Schicht 1: Quelldaten
Die erste Schicht umfasst die Quelldaten. Diese können über Operativsysteme, pro-
prietäre Formate, XML-Dateien oder Flatfiles mit vielfältigen Formatierungen verfüg-
bar sein. Auf diese Daten wird in der hier vorgeschlagenen Architektur nur lesend
zugegriffen.
Wenn Möglichkeiten der Einflussnahme auf die Erhebung der Quelldaten bestehen,
sollten die in Abschnitt 4.5 gemachten Vorschläge zur Verbesserung der Datenqualität
berücksichtigt werden. Hierbei sind insbesondere die automatische und strukturierte
Erfassung von Daten in Informationssystemen sowie die Verwendung von Metadaten
hervorzuheben.
















































Abbildung 6.1: Architekturüberblick des Systems
6.2 Schicht 2: Extraktion, (Transformation,) Laden
Schicht 2 beinhaltet die Extraktions-, Transformations- und Ladeschritte, die für den
Datenimport aus den Quellen notwendig sind. Hierfür bietet sich der Einsatz etablierter
Technologien wie des Oracle Warehouse Builders (OWB) [Ora09c] oder (im bioinfor-
matischen Bereich) des Sequence-Retrieval-Systems (SRS) [EHB03] an.
Es wird vorgeschlagen, den Fokus dieser Schicht auf Extraktion und Laden zu legen,
um so viel Quelldaten wie möglich im Datenpool (Schicht 3) zu speichern. Unabhän-
gig davon soll es möglich sein, in dieser Schicht (Basis-)Transformationen durchzu-
führen. Die eigentlichen Transformationen sollten jedoch möglichst erst in Schicht 4
stattfinden, um flexibel hinsichtlich verschiedener Transformationsmethoden oder zu-
künftiger Analyseansätze zu sein. Dies liegt in der Datenlage der Pflanzenbioinforma-
tik begründet, in der Daten oftmals nur in proprietären Formaten und in unzureichender
Qualität vorliegen (vgl. Kapitel 4) und in der Fragestellungen häufig wechseln. Mit
Hilfe von Transformations- und Ladeschritten (Schicht 4) sollen analysespezifische
Datamarts (Schicht 5) befüllt werden.
Es kann jedoch sinnvoll sein, auf Basis von Metadaten nur bestimmte Datensätze zur
Speicherung zuzulassen (z. B. einheitliche Benennung von Merkmalen, korrekte Wer-
tebereiche), um die später erfolgende Datenbereinigung zu vereinfachen. Dies muss
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im Kontext des jeweiligen Anwendungsgebietes diskutiert werden. Auch hier sei auf
die Vorschläge aus Abschnitt 4.5 verwiesen.
6.3 Schicht 3: Datenpool
Das zentrale Element der hier vorgeschlagenen Architektur wird von einem Datenpool
gebildet, der Eigenschaften von sowohl Datawarehouse-Datenbanken als auch Opera-
tional Data Stores kombiniert.
Wie in Abschnitt 3.1.2 erläutert wurde, besteht die Intention einer Datawarehouse-
Datenbank darin, vor allem aggregierte Daten über einen längeren Zeitraum persistent
zu speichern [Inm05]. Im Gegensatz dazu ist ein Operational Data Store in der Data-
warehouse-Terminologie ein Datenbankschema, dessen Zweck darin besteht, nicht-
aggregierte, flüchtige Daten über einen kurzen Zeitraum zu halten [Inm99]. Des Wei-
teren können die Daten im Operational Data Store um abgeleitete (sekundäre) Daten
ergänzt werden.
In der Pflanzenbiologie wird häufig sehr problemorientiert geforscht und Fragestellun-
gen sind oftmals nur für eine bestimmte Zeit von Interesse. Daher stellt sich die Frage,
inwieweit es sinnvoll ist, jeweils zu versuchen, komplexe Datawarehouse-Schemata zu
entwickeln. Zum einen ist der Entwicklungsprozess zeitaufwendig und zum anderen
sind solche Schemata, vor allem Stern- oder Schneeflockenschemata, auf bestimmte
Analysen zugeschnitten und müssen im Falle der Nutzung für andere Analysen neu
aus den Quellen in andere Schemata etc. importiert werden.
Daher wäre es vorteilhaft, einen Basisdatenpool aufzubauen und zu pflegen. Zur Si-
cherstellung einer hohen Qualität erscheint es sinnvoll, Werkzeuge zur manuellen Ku-
rierung der Daten zu schaffen. Die manuelle Kurierung von Daten findet in der Pflan-
zenbiologie zunehmend Verbreitung [ZFT+05]. Im Rahmen dieser Arbeit wurde ein
solches Vorgehen in [WGK+06] und [GBWK+08] beschrieben.
Der Basisdatenpool kann die Grundlage späterer Analysen bilden. Die Analysen in der
Pflanzenbioinformatik sind unterschiedlicher Natur; das in Unternehmens-Dataware-
houses häufig eingesetzte OLAP stellt hier nur einen kleinen Anteil.
Für den Basisdatenpool wird die Verwendung datendomänenspezifischer Schemata
vorgeschlagen. Um Daten aus neuen Quellen zeitnah und mit nur geringem Aufwand
in den Datenpool zu importieren, müssen diese Schemata nach Möglichkeit gene-
risch sein. Hierfür bietet es sich an, je nach Datendomäne, zwischen einer klassischen
relationalen Modellierung sowie der Verwendung des so genannten Entity-Attribute-
Value-Ansatzes (EAV) abzuwägen. Die Vor- und Nachteile des jeweiligen Vorgehens
sollen im Folgenden diskutiert werden.
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Klassische relationale Modellierung
Die klassische relationale Modellierung ist die etablierte Technik. Hierbei werden Ei-
genschaften von Realweltobjekten auf Attribute von Modellobjekten abgebildet. Da-
durch kann das Ausmaß der Logik, die in der Applikationsebene benötigt wird, relativ
niedrig gehalten werden. Jedes Attribut stellt eine Spalte in einer Tabelle dar. Refe-
rentielle Integritäten etc. können durch herkömmliche DBMS-Mechanismen sicherge-
stellt werden. Ein solches Schema kann auch ohne tieferes Hintergrundwissen gelesen
werden. Allerdings impliziert dieses Vorgehen eine Reihe von Nachteilen. Die Art der
Modellierung ist vergleichsweise statisch. Kommen weitere Attribute hinzu, muss ei-
ne Schemaanpassung durchgeführt werden. Fallen Attribute weg, muss ebenfalls das
Schema geändert werden respektive diese Attribute altern aus. Das Hinzufügen ei-
nes Attributes bedeutet nicht zwangsläufig nur die Erweiterung einer Tabelle. In vie-
len Fällen ist damit das Erstellen einer neuen Tabelle (1:n-Beziehung) verbunden, um
der Normalform zu entsprechen. Bei m:n-Beziehungen kommen noch Brückentabel-
len hinzu. Je nach Frequenz der Schemaanpassungen kann es damit zu einer schwer
überschaubaren Anzahl von Tabellen kommen. Abbildung 6.2 zeigt ein Beispiel für
diese Art der Modellierung.
ID Taxon
1 Hordeum vulgare L.
2 Lycopersicon esculentum Mills.












ID Akzessionsnummer Taxon_ID Herkunfts_ID
1 HOR 1234 1 2
2 TRI 12 2 3
3 LYC 10 3 1
Pflanze
ID Pflanzen_ID Jahr Wuchshöhe Ertrag Blühzeitpunkt Resistenz …
1 3 1975 100 500 10. Mai 7 …
2 1 1980 90 350 30. Apr 8 …
3 2 2006 120 800 15. Mai 9 …
Beobachtungen
Abbildung 6.2: Speicherung phänotypischer Beobachtungswerte mit klassischer rela-
tionaler Modellierung
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Entity-Attribute-Value-Ansatz
Der in Abschnitt 2.1.3 vorgestellte Entity-Attribute-Value-Ansatz (EAV) speichert, im
Gegensatz zur klassischen Modellierung, Kombinationen aus Realweltobjekt (Entity),
Attribut und Ausprägung (Value) als Tupel in einer Tabelle.
Die Vorteile dieses Ansatzes sollen nachfolgend erläutert werden:
• Flexibilität:
Attribute werden nicht zu Spalten einer Tabelle, sondern werden als Zeilen in
einer Tabelle gehalten. Auf diese Weise ist das beliebige Hinzufügen von Attri-
buten möglich, ohne das zugrunde liegende Schema anpassen zu müssen.
• Kompaktheit des Schemas:
Ein nach dem EAV-Ansatz entworfenes Schema ist sehr kompakt und unanfällig
für Änderungen. Dies kann sinnvoll sein, wenn große Mengen an Datensätzen
mit heterogenen Attributen abgespeichert werden sollen.
• Effizienz:
Daten können sehr speicherplatzeffizient gehalten werden. Dies betrifft vor al-
lem lückenhafte Daten sowie Datensätze mit sich ändernden Attributen, wie sie
für die Pflanzenbioinformatik charakteristisch sind. Bei der klassischen relatio-
nalen Modellierung würden sehr viele Attribute unbesetzt bleiben.
Neben den eben beschriebenen Vorteilen sind mit dem EAV-Ansatz auch Nachteile
verbunden:
• Eingeschränkte Integritätssicherung:
Bei der Verwendung des EAV-Ansatzes kommen integritätssichernde Mechanis-
men relationaler Datenbankmanagementsysteme nur eingeschränkt zum Tragen.
Tritt beispielsweise bei der Implementierung von Anfragen ein Schreibfehler
beim Namen eines Attributes auf, so führt dies nicht zu einer Fehlermeldung
des DBMS. Eine Abfrage liefert in diesem Fall keine Resultate, was aber für
das DBMS keinen Fehler darstellt, da der Attributname keine Tabellenspalte ist,
sondern in einer Tabellenzeile gespeichert ist. Das Debuggen wird dadurch er-
heblich erschwert.
Checkconstraints, referentielle Integrität etc. können teilweise über Datenbank-
trigger nachgebildet werden.
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• Verlagerung von Logik / erhöhter Entwicklungsaufwand:
Die Verwendung des EAV-Ansatzes bedingt die Verlagerung von Logik in die
Anwendungsebene, da das Schema aufgrund seiner kompakten und flexiblen
Natur Realweltobjekte und ihre Beziehungen nur eingeschränkt widerspiegelt.
Dies trifft auch auf die Erweiterung EAV/CR zu.
Ein Entwickler kann nicht auf der Grundlage der in einem herkömmlichen rela-
tionalen Schema modellierten Abhängigkeiten und Beziehungen aufbauen, son-
dern muss sich, um die Logik implementieren zu können, zuerst umfassend in
das jeweilige Anwendungsgebiet einarbeiten. Hierbei muss beachtet werden,
dass sich der Gesamtaufwand vervielfacht, wenn mehrere Entwickler beteiligt
sind.
• Umfangreiche Verwendung von Metadaten:
Werden nur große Mengen verschiedener Attribute verwendet, die voneinander
unabhängig sind, kann die Nutzung dieses Ansatzes sinnvoll sein. Sollen aller-
dings ebenfalls Beziehungen zwischen Attributen abgebildet werden, kann dies,
je nach Komplexität der Beziehungen und Umfang des Schemas, zu Schwie-
rigkeiten führen. Auch in der Erweiterung EAV/CR müssen hierfür eine Reihe
zusätzlicher Attribute und/oder Tabellen als Metadaten eingeführt werden, um
die Beziehungen abzubilden, was die Vorteile der flexiblen Modellierung rela-
tivieren kann und/oder wiederum zusätzliche Logik in die Anwendungsschicht
verlagert.
• Transponierung von Daten / erhöhter Rechenaufwand:
Attribute sind beim EAV-Ansatz nicht, wie bei relationalen Tabellen üblich, ne-
beneinander angeordnet, sondern als Zeilen einer Tabelle untereinander. Um für
Darstellungszwecke oder zur Weiterverarbeitung mit externen Werkzeugen eine
konventionelle Präsentation zu erhalten, muss eine rechenaufwendige Transpo-
nierung durchgeführt werden. Dies kann mit Hilfe von (PL/SQL-)Prozeduren
oder auch mit einer Vielzahl von Selbstverbünden (Selfjoins) der Tabelle über
Aliase realisiert werden. Wird versucht, die Tabelle, die die Attributausprägun-
gen (untereinander) enthält, über Aliase mit sich selbst zu verbinden, kann dies
u. U. fehlschlagen, da es bei einer Reihe von Datenbankmanagementsystemen
Limitierungen hinsichtlich der Anzahl von Tabellen/Aliasen pro Verbund gibt.
Dieses Problem ist in [NB98] ausführlich beschrieben. Wird versucht, Daten mit
einer (PL/SQL-)Prozedur (ohne Selfjoins) zu transponieren1, kann dies nicht in
einer einzigen Abfrage erfolgen, sondern diese Prozedur muss mehrere Teilab-
fragen ausführen.
1Das im Rahmen dieser Arbeit verwendete DBMS Oracle lässt dies ohne weiteres zu.
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• Erhöhte Fehleranfälligkeit:
Werden sehr viele Attribute verwendet und wird der Datenbestand dadurch un-
übersichtlich, ist es möglich, dass Attribute z. B. in ähnlicher Schreibweise dop-
pelt angelegt werden. Dies fällt bei einer klassischen Modellierung viel schneller
auf.
• Performanceeinbußen:
Die Nutzung von EAV-Schemata kann mit einer Reihe von Performanceeinbu-
ßen verbunden sein, insbesondere bei sehr großen Datenmengen oder bei Ver-
wendung sehr komplexer SQL-Anfragen [CNM+00].
Schlussfolgerung
Wie eben aufgeführt, haben sowohl die klassische relationale Modellierung als auch
der EAV-Ansatz Vor- und Nachteile. Daher sollten die Vorteile beider vorgenannter
Techniken miteinander kombiniert werden. Es erscheint hierbei sinnvoll, diejenigen
Entitäten, deren Attribute vollständig beschrieben werden können, klassisch zu mo-
dellieren. Ist dies nicht möglich, kann um flexible Konstrukte ergänzt werden. Es wird
vorgeschlagen, für jede der in Abschnitt 2.2.3 beschriebenen Datendomänen ein ei-
genes Schema zu entwerfen. Diese Schemata müssen einerseits den Spezifika der je-
weiligen Domänen Rechnung tragen, aber andererseits auch so flexibel sein, dass pro-
blemlos neue Datenquellen angeschlossen werden können, ohne dass das Schema einer
Adaptation bedarf.
Alle domänenspezifischen Schemata bilden gemeinsam den Datenpool aus Schicht 3
des hier beschriebenen Konzepts.
6.4 Schicht 4: Transformation und Laden
Schicht 4 umfasst Transformations- und Ladeschritte (ergänzend zu denen aus Schicht 2),
die notwendig sind, um analysespezifische Datamarts, die in Schicht 5 beschrieben
werden, zu befüllen. Der Schwerpunkt liegt hier auf den beiden Aufgaben
• Verbesserung der Datenqualität (Abschnitt 6.4.1) und
• Vorbereitung / Vorverarbeitung von Daten (Abschnitt 6.4.2).
Diese beiden Punkte spiegeln sich in Abbildung 6.3 wider, mit deren Hilfe die für
Schicht 4 vorgeschlagenen Prozesse erläutert werden sollen.





















































































Abbildung 6.3: Detailansicht von Schicht 4 des Konzepts
6.4.1 Verbesserung der Datenqualität
Grundsätzlich sollen zu analysierende Daten eine möglichst hohe Qualität aufweisen.
Dieser Anspruch ist nicht trivial. Auf die oftmals unzureichende Datenqualität in der
Bioinformatik sowie auf verschiedene Vorschläge zur Verbesserung der Qualität insbe-
sondere pflanzenbiologischer Daten wurde bereits ausführlich in Kapitel 4 eingegan-
gen. Obwohl die Datenqualität in jeder der hier beschriebenen Schichten berücksich-
tigt werden sollte, wird vorgeschlagen, das Hauptaugenmerk auf Schicht 4 zu legen.
Aus der Sicht eines Datenbankentwicklers lässt sich das Problem qualitativ schlechter
Daten durch die konsequente Verwendung von Konsistenzregeln, passenden Datenty-
pen2, Fremdschlüsseln etc. lösen. Ist ein Datenbankschema derart angelegt, können
darin nur qualitativ hochwertige Datensätze abgespeichert werden. Hier wird aber so-
fort sichtbar, dass dadurch lediglich die Sicherstellung der Datenqualität vollständig
in die Ebene der Datengewinnung bzw. der Operativsysteme verlagert wird. Wenn oh-
ne Einflussmöglichkeiten auf externe Daten zugegriffen werden muss, könnten daher
im schlechtesten Fall keine Daten verfügbar sein, die den jeweiligen Qualitätskriterien
entsprechen.
Als pragmatischer Ansatz wird deshalb vorgeschlagen, im Datenpool (Schicht 3) weit-
gehend auf die oben genannten Constraints etc. zu verzichten, um die Befüllung des
Datenpools mit großen Mengen von Daten zu ermöglichen. In der darauffolgenden
2z. B. keine Zahlen in Feldern vom Datentyp Character
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Schicht 4 können verschiedene Schritte zur Verbesserung der Datenqualität unternom-
men werden. Welche Operationen dabei durchgeführt werden und in welchem Umfang
dies geschieht, hängt von den Analyseaufgaben ab, für die der jeweilige Datamart
(Schicht 5) entwickelt wird.
Denkbar sind hier z. B. folgende Möglichkeiten3:
• Sicherstellung, dass für ein zu analysierendes Merkmal die Ausprägungen in-
nerhalb eines bestimmten Wertebereichs liegen; andere Daten werden dabei her-
ausgefiltert,
• Datentypkonvertierungen entsprechend des Zielschemas,
• Umrechnung von Ausprägungen, die in verschiedenen Einheiten vorliegen,
• Abbildung von Bewertungsskalen, die unterschiedliche Werte verwenden (z. B.
Boniturskalen), aufeinander,
• Normalisierung zur Vergleichbarmachung von Daten aus verschiedenen Experi-
menten etc.
Die entsprechend behandelten Daten stehen danach dem analysespezifischen Datamart-
Schema in Schicht 5 zur Verfügung. Die Ergebnisse von Basistransformationen, z. B.
die Normalisierung von Expressionsdaten, können im Rahmen von Ergänzungen die
Daten in Schicht 3 erweitern und damit sukzessive zu einer Verbesserung der Daten
im Datenpool beitragen. Dies ist schematisch auch in Abbildung 6.1 dargestellt. Es
wird vorgeschlagen, hierbei auf Updates der Daten in Schicht 3 zu verzichten, so dass
die ursprünglichen Daten erhalten bleiben. Stattdessen könnten die transformierten
Daten als qualitätsverbesserte Version gespeichert werden. Dies ermöglicht es, auch
zukünftig weitere Methoden auf die Originaldaten anzuwenden, z. B. ein neuartiges
Normalisierungsverfahren.
Eine weitere Aufgabe von Schicht 4 ist das Identifizieren von Duplikaten innerhalb
von Datendomänen. Werden pflanzenbiologische Daten aus verschiedenen Quellen in-
tegriert, ist das Auftreten von Duplikaten möglich. Diese sollten eliminiert werden.
Hierzu bietet es sich an, die Suche nach Duplikaten in den Passportdaten zu beginnen.
Passportdaten nehmen diesbezüglich eine Schlüsselstellung ein (vgl. Abschnitt 2.2.3).
Für die Duplikatsuche in Passportdaten können u. a. die in Abschnitt 2.1.4 vorgestell-
ten Methoden eingesetzt werden. Beispielsweise können Sorten- oder wissenschaftli-
che Namen mit Hilfe des Editierabstandes dahingehend überprüft werden, ob sie den-
selben Term definieren und sich nur durch einen Buchstabierfehler o. ä. unterscheiden.
Hierbei wird von internem Data Linkage oder Record Linkage gesprochen.
3jeweils unter Nutzung von Metadaten
6.5. Schicht 5: Analysespezifische Datamarts 101
Noch genauere Ergebnisse können erzielt werden, wenn zusätzlich noch auf Informa-
tionen wie bestimmte Charakterisierungs- oder Markerdaten zurückgegriffen werden
kann. Hierbei sollten aber keine Daten wie z. B. Evaluierungsdaten, die stark von ex-
ternen Einflüssen abhängen können, verwendet werden. Außerdem sind die oben be-
schriebenen Metadaten und Expertenwissen unerlässlich.
Mit einem ähnlich gelagerten Problem befasst sich Abschnitt 6.5.2. Dort werden ver-
schiedene Methoden ausführlicher diskutiert.
6.4.2 Vorbereitung / Vorverarbeitung von Daten
Eng verbunden mit der Verbesserung der Datenqualität ist auch die Vorbereitung von
Daten für Analysen, wobei sich die beiden Aufgaben z. T. nicht klar voneinander ab-
grenzen lassen.
Damit Daten mit den in Kapitel 3.2 beschriebenen Methoden analysiert werden kön-
nen, müssen bestimmte Voraussetzungen erfüllt sein. Dazu gehören je nach anzuwen-
dender Methode beispielsweise
• die Durchführung von Diskretisierungen,
• die Behandlung von fehlenden Werten sowie
• das Erkennen von Ausreißern.
Diese vorbereitenden Schritte sollen in dieser Schicht durchgeführt werden. Die dafür
notwendigen Methoden wurden in Abschnitt 3.2.4 beschrieben. Soll OLAP verwendet
werden, müssen hier beispielsweise auch Aggregationen durchgeführt werden.
6.5 Schicht 5: Analysespezifische Datamarts
Schicht 5 umfasst Datamarts, die entsprechend den Spezifikationen von Nutzern ent-
wickelt werden und den Anforderungen der jeweiligen Analysen angepasst sind. An
dieser Stelle soll noch einmal hervorgehoben werden, dass die Intention, die dem hier
beschriebenen Konzept zugrunde liegt, nicht darin besteht, ein allumfassendes Data-
warehouse als Basis für sämtliche Analysen zu entwickeln. Dieses Vorgehen erscheint
im Bereich der Pflanzenbioinformatik nicht angemessen. Neben dem Datenpool aus
Schicht 3 (in dem die unterschiedlichen Domänen noch nicht miteinander verknüpft
sind) und den Datamarts aus Schicht 5 sollte es keine weitere Materialisierung geben.
Hierdurch wird auch der Datenqualität Rechnung getragen, die per se subjektiv ist.
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Es wird vorgeschlagen, kein festes Zielschema zu verwenden, um sich nicht auf be-
stimmte Auswertungen festzulegen. Daher muss es ermöglicht werden, Zielschemata
mit beliebigen Inhalten aus dem Datenpool (Schicht 3) zusammenzustellen. Hierzu
sollten so weit wie möglich etablierte Werkzeuge Verwendung finden. Im Rahmen
dieser Arbeit wurde vielfach der Oracle-Warehouse-Builder eingesetzt.
Um domänenübergreifende, analysespezifische Datamarts zu erstellen, müssen zuerst
die Schemata oder Teile der Schemata verschiedener Datendomänen miteinander ver-
bunden werden. Im zweiten Schritt können die eigentlichen Daten über identifizieren-
































































































Abbildung 6.4: Detailansicht von Schicht 5 des Konzepts
6.5.1 Verknüpfen von Schemata unterschiedlicher Domänen
Um Schemata von Datendomänen oder Teile von Datendomänen miteinander zu ver-
binden, ist in jedem Fall Expertenwissen notwendig. Jedoch bietet es sich an, Ver-
knüpfungspunkte bei gleichen oder ähnlichen Tabellen- und Attributbezeichnungen
und auch bei gleichen Datentypen zu suchen. Dies kann semi-automatisch (mit an-
schließender Korrektur) über das Data-Dictionary des DBMS oder mit Hilfe kontrol-
lierten Vokabulars ablaufen.
Grundsätzlich wird das Bindeglied zwischen verschiedenen Datendomänen in der Pflan-
zenbioinformatik durch das Objekt Pflanze gebildet. Solche Objekte sind am besten
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durch Passportdaten abzubilden. Über Attribute wie Akzessionsnummer, Sortenname
oder Taxonomie lassen sich vielfach Daten unterschiedlicher Domänen miteinander
verbinden. Unabhängig davon hat die praktische Erfahrung im Rahmen dieser Arbeit
gezeigt, dass physisch oftmals auch Sequenzdaten im Fokus von Untersuchungen ste-
hen und sich Datendomänen auf diese Weise über Sequenzidentifikatoren verbinden
lassen. Ein großer pflanzenbiologischer Forschungsschwerpunkt ist die Analyse von
Genstruktur und -funktion. Sequenzierungen sind dabei ein häufig genutzter Ansatz.
Spezifika des jeweiligen Zielschemas müssen in Abhängigkeit der Anforderungen zu-
sätzlich modelliert werden. Dies gilt insbesondere im Hinblick auf die Vorverarbeitung
von Daten (Abschnitt 6.4.2). Das Ergebnis ist ein analysespezifisches Datamartsche-
ma.
6.5.2 Verknüpfen der Records unterschiedlicher Domänen
Nach der Identifikation von Verknüpfungspunkten zwischen verschiedenen Datendo-
mänen und der Erstellung eines analysespezifischen Datamartschemas, müssen im
zweiten Schritt die Daten der jeweiligen Domänen integriert werden. Hierzu ist es
erforderlich, Pflanzenobjekte zu identifizieren, die in mehr als einer Domäne vorkom-
men, und darüber deren Daten zu verbinden. Dabei kann häufig nicht der Gleichheits-
operator verwendet werden (deterministisches Record Linkage). Deswegen ist es bei
der Verwendung von Daten aus verschiedenen Quellen oftmals notwendig, ähnlich wie
beim Finden von Duplikaten (Abschnitt 6.4.1), Attribute von Pflanzenobjekten auf ihre
Ähnlichkeit hin zu überprüfen. Im Fokus steht jedoch in diesem Fall nicht das Finden
von Duplikaten innerhalb einer Datendomäne, sondern das Suchen nach Identifikato-
ren, mit denen sich Daten aus verschiedenen Domänen mit großer Wahrscheinlichkeit
einander zuordnen lassen.
Im Falle numerischer Werte ist dies mit Hilfe von Abweichungen vergleichsweise ein-
fach (d(x, y) = |x − y|), kann aber bei alphanumerischen Werten sehr kompliziert
werden. Wie in Kapitel 4 ausgeführt, wird die Datenqualität in der Pflanzenbioinfor-
matik oftmals nicht den Erwartungen gerecht. So wird häufig kein kontrolliertes Vo-
kabular verwendet, sondern es gibt unterschiedliche Schreibweisen von Sortennamen
etc. Als mögliche Lösung wird der Einsatz von Similarity-Ranking-Methoden oder
Äquivalenzmethoden vorgeschlagen (vgl. Abschnitt 2.1.4).
Während im Bereich der pflanzengenetischen Ressourcen als Identifikatoren meist Ak-
zessionsnummern verwendet werden, denen ein relativ vollständiger wissenschaftli-
cher Name einer Pflanze zugeordnet ist (z. B. „Hordeum vulgare convar. intermedium
(Körn.) Mansf.“), wird darauf bei genetischen oder molekularen Daten oftmals nicht
so viel Wert gelegt. Der Nutzer solcher Daten ist häufig damit konfrontiert, dass wis-
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senschaftliche Namen nur gekürzt verwendet werden (z. B. nur „Hordeum vulgare“
oder die englische Bezeichnung „Barley“). Ebenfalls wird mit Sortennamen gearbei-
tet. Das gelegentlich auftretende Problem mehrfach vergebener Sortennamen soll hier
vernachlässigt werden. Schwerwiegender ist, dass im Falle der Sortennamen, die zen-
trale Identifikatoren darstellen, diese oftmals um zusätzliche Informationen angerei-
chert werden. Beispielsweise finden sich zur Gerstensorte „Ingrid“ auch Einträge wie
„Ingrid WT“, „Zweizeilige Gerste Ingrid“, „Ingrid BC mlo5“ oder „Ingrid MLG“. Um
Daten mit Hilfe solcher Identifikatoren aufeinander abbilden zu können, muss versucht
werden, Ähnlichkeiten zu berechnen.
Da es sich um unterschiedlich lange Zeichenketten handelt, würde die Hamming-
Distanz gegen unendlich gehen und scheidet somit als Grundlage für eine Ähnlich-
keitsberechnung aus. Vergleichbar sind auch die Ergebnisse bei der Verwendung von
Editdistanzen. Während sich bei einfachen Schreibfehlern (einschließlich eines Buch-
stabens zu viel oder zu wenig) gute Resultate erzielen lassen, werden die Editdistan-
zen bei deutlich verschieden langen Zeichenketten wie im vorgestellten Fall sehr groß.
Ähnlich unbefriedigend verhält es sich auch beim Soundex-Algorithmus.
Die Anwendung dieser Methoden soll exemplarisch am zuletzt genannten Soundex-
Algorithmus gezeigt werden. Während dieser Algorithmus für die Sortennamen „In-
grid BC mlo5“ und „Ingrid MLG“ denselben Lautähnlichkeitswert berechnet (I526),
ergeben die Bezeichnungen „Ingrid WT“ und „Zweizeilige Gerste Ingrid“ die bei-
den unterschiedlichen Werte I526 und Z242. Dies deckt sich mit den Untersuchun-
gen aus [LR96], in denen gezeigt wird, dass nur ungefähr ein Drittel der identifizier-
ten Mappings korrekt ist. Weiterhin muss hier in Betracht gezogen werden, dass die
Sortenbezeichnungen einschließlich ihrer jeweiligen Erweiterungen in verschiedenen
Sprachen vorliegen können4. Der Soundex-Algorithmus ist ursprünglich für die eng-
lische Sprache entwickelt worden. Zwar gibt es zwischenzeitlich Implementierungen
für verschiedene Sprachen, jedoch ist es als wahrscheinlich anzusehen, dass die not-
wendige Kombination dieser Implementierungen die Ergebnisse weiter verschlechtert.
Im hier beschriebenen Fall erbrachten ein Local-Alignment-Algorithmus [SW81] so-
wie ein Longest-Common-Substring-Algorithmus die besten Ergebnisse. Unabhängig
davon wird es aufgrund der Datenlage in vielen Fällen notwendig sein, die Ergebnisse
manuell zu überprüfen.
An dieser Stelle soll darauf hingewiesen werden, dass es eine Vielzahl interessanter
und viel versprechender Ansätze für das Record-Linkage gibt. Die Intention dieser Ar-
beit besteht jedoch darin, einen variablen Prozessfluss vorzuschlagen, der eine flexible
Datenintegration und -analyse ermöglicht, ohne jedes Mal substanzielle Anpassungen
vornehmen zu müssen. Aus diesem Grund wird vorgeschlagen, den Fokus auf eine
beschränkte Menge von Algorithmen zu legen, die als so genannte nutzerdefinierte
4Die in dieser Arbeit betrachteten Passportdaten enthalten Informationen über Genotypen aus einer Viel-
zahl von Ländern einschließlich länderspezifischer Sortenbezeichungen.
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Funktionen (User Defined Functions, UDFs) implementiert werden können, um eine
Anwendung innerhalb eines Datenbankmanagementsystems zu ermöglichen5.
6.6 Schicht 6: Analyse
Da die biologische Forschung sehr vielfältig ist, soll der Fokus nicht auf eine Analy-
semethode oder eine Klasse von Methoden gelegt werden. Die Flexibilität des vorge-
schlagenen Konzepts (insb. der analysespezifischen Datamarts) ermöglicht es, sowohl
Datamining-Methoden (z. B. für datengetriebene Analysen) als auch statistische Me-
thoden zu verwenden.
In einigen Fällen erscheint auch der Einsatz von OnLine Analytical Processing (OLAP)
[CCS93] vielversprechend (z. B. bei Expressionsdaten), allerdings wird diese Methode
als Standardanwendung für die Pflanzenbioinformatik als nicht sinnvoll erachtet. Dies
liegt zum einen an dem nur geringen Potenzial der mit OLAP durchführbaren Ana-
lysen und zum anderen an der oftmals hypothesengetriebenen pflanzenbiologischen
Forschung. OLAP dient im Unternehmensbereich der Entscheidungsfindung und nicht
komplexen Analysen. Es bietet die Möglichkeit, durch verschiedene Ebenen der Di-
mensionen von Sternschemata zu navigieren und Aggregationen von Fakten durch-
zuführen. Daher kann OLAP eher dazu dienen, einen Überblick über Daten zu be-
kommen. Soll OLAP im pflanzenbiologischen Bereich eingesetzt werden, besteht die
Gefahr, dass nach Spezifikation und Implementierung die (oftmals einfache) Frage-
stellung bereits überholt ist. Sinnvoll ist OLAP, wenn (abgesehen vom Finden einer
adäquaten Fragestellung) große Mengen von Daten anfallen (z. B. bei Hochdurchsatz-
methoden) und die OLAP-Analysen oft ausgeführt werden. Ein Beispiel hierfür ist
in [KDR04] beschrieben.
Für das hier beschriebene Konzept wird die Verwendung von Metadaten für die Si-
cherstellung hoher Datenqualität als essentiell angesehen. Es wird vorgeschlagen, in
den einzelnen Schichten geeignete Strukturen zu schaffen, um solche Daten zu ver-
walten (z. B. Informationen über Merkmale, Experimente etc.). Außerdem sollten alle
Elemente nachvollziehbar dokumentiert werden, insbesondere die Lade- und Trans-
formationsprozeduren der Schichten 2 und 4.
5Im Rahmen dieser Arbeit wurden verschiedene Methoden als nutzerdefinierte Funktionen implementiert
und stehen während der Integration zur Verfügung.
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6.7 Bewertung des Konzepts
Abschließend soll das in den vorhergehenden Abschnitten beschriebene Konzept an-
hand der in Kapitel 5 vorgestellten 17 Kriterien bewertet werden.
• Grad der Integration (G):
Der Datenpool in Schicht 3 des beschriebenen Konzepts verwendet datendo-
mänenspezifische Schemata, in die Daten aus verschiedenen Quellen impor-
tiert werden. Darüber hinaus werden die Daten aus diesen Schemata in den
analysespezifischen Datamarts in Schicht 5 domänenübergreifend miteinander
integriert. Daher kann der Grad der Integration mit + bewertet werden.
• Materialisierung der Integration (M):
Im Rahmen dieser Arbeit werden Daten materialisiert integriert. Damit muss die
Materialisierung der Integration mit − bewertet werden. Dies wird hier bewusst
akzeptiert, um den in Schicht 3 propagierten Datenpool zu schaffen.
• Realisierungsstand (R):
In diesem Kapitel wurde ein Konzept erörtert. Daher wird der Realisierungs-
stand an dieser Stellle mit − bewertet. Eine Implementierung im Rahmen eines
Anwendungsfalls wird in Kapitel 7 beschrieben.
• Plattformunabhängigkeit (P):
Das Konzept kann, in Abhängigkeit des verwendeten Datenbankmanagement-
systems und genutzter Analysemethoden, auf beliebigen Betriebssystemplatt-
formen umgesetzt werden. Die Plattformunabhängigkeit kann mit + bewertet
werden.
• Internetfähigkeit (I):
Der Zugriff auf das Integrationssystem via Internet/Intranet ist mit dem in die-
sem Kapitel beschriebenen Konzept implementierbar. Deshalb wird die Internet-
fähigkeit mit + bewertet.
• Schnittstelle, Anfragesprachen (SA):
Integrierte Daten werden im beschriebenen Konzept in einem Datenbankmana-
gementsystem relational abgespeichert und sind über Standardanfragesprachen
wie SQL zugreifbar (+).
• Schnittstelle, Programmiersprachen (SP):
Dasselbe gilt für den Datenzugriff über Application Programming Interfaces wie
JDBC (+).
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• Schnittstelle, Datenausgabeformate (SF):
Datenaustauschformate können mit dem beschriebenen Konzept ebenfalls um-
gesetzt werden (+).
• Flexibilität (F):
Das beschriebene Konzept ist, insbesondere durch die in Schicht 5 propagierten
analysespezifischen Datamarts, flexibel auf neue Anforderungen anpassbar. Das
Kriterium Flexibilität kann daher mit + bewertet werden.
• Unterstützung von Informationsfusion (U):
Die Kombination pflanzenbiologischer Daten aus heterogenen Quellen mit dem
Ziel der Ableitung neuer Informationen ist die Kernaufgabe, die mit dem in die-
ser Arbeit beschriebenen Konzept erfüllt werden soll. Damit kann auch dieses
Kriterium mit + bewertet werden.
• Gleichzeitige Verwendung verschiedener Datendomänen (D):
Dieselbe Aussage ist auch auf die gleichzeitige Verwendung verschiedener Da-
tendomänen zutreffend. Deshalb wird dieses Kriterium mit + bewertet.
• Unterstützung ergebnisoffener Analysen (E):
Durch das Vorhandensein verschiedener datendomänenspezifischer Schemata in
Schicht 3 sowie durch die flexible Erstellung von Datamarts sind beliebige (er-
gebnisoffene) Analysen möglich (+).
• Beschränkung auf eine Klasse von Analysen (A):
Dadurch, dass im erarbeiteten Konzept grundsätzlich keine Datendomänen aus-
geschlossen werden und Analyseschemata flexibel erstellbar sind, gibt es keine
Beschränkung auf eine Klasse von Analysen (+).
• Beschränkung auf ein festes Zielschema (Z):
Mit den analysespezifischen Datamarts in Schicht 5 können flexible Zielsche-
mata erstellt werden. Damit kann dieses Kriterium mit + bewertet werden.
• Verwendbarkeit bei proprietären Datenformaten (V):
Durch den Datenpool in Schicht 3 des Konzepts wird sichergestellt, dass alle
Daten, unabhängig von proprietären Ausgangsformatierungen, für Analysen re-
lational vorliegen. Aus diesem Grund wird die Verwendbarkeit bei proprietären
Datenformaten mit + bewertet.
• Berücksichtigung der Datenqualität (Q):
Die Qualität der integrierten Daten bildet einen der Schwerpunkte der vorliegen-
den Arbeit und wurde beim hier beschriebenen Konzept entsprechend berück-
sichtigt. Deshalb wird dieses Merkmal mit + bewertet.
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• Nutzung von Metadaten (N):
Im Rahmen dieser Arbeit wird die verstärkte Verwendung von Metadaten pro-
pagiert. Diese Forderung floss auch in den Entwurf des Konzepts ein. Dieses
Kriterium kann mit + bewertet werden.
Tabelle 6.1 fasst die Bewertung des Konzepts zusammen. In Kapitel 7 wird die Im-
plementierung des dort beschriebenen Anwendungsfalls noch einmal, insbesondere in
Bezug auf das Kriterium Realisierungsstand, überprüft.
Tabelle 6.1: Bewertung des Konzepts
G M R P I SA SP SF F U D E A Z V Q N
Konzept + − − + + + + + + + + + + + + + +
Legende:
G – Grad der Integration enge Kopplung (+) lose Kopplung (−)
M – Materialisierung der Inte-
gration
nicht materialisiert (+) materialisiert (−)
R – Realisierungsstand implementiert(+) theoretischer Ansatz (−)
P – Plattformunabhängigkeit unabhängig (+) plattformgebunden (−)
I – Internetfähigkeit entfernter Zugriff (+) lokale Installation (−)
SA – Schnittstelle, Anfrage-
sprachen
unterstützt (+) nicht unterstützt (−)
SP – Schnittstelle, Program-
miersprachen
unterstützt (+) nicht unterstützt (−)
SF – Schnittstelle, Datenausga-
beformate
verschiedene Formate (+) nur ein Format (−)
F – Flexibilität anpassbar (+) statisch (−)
U – Unterstützung von Infor-
mationsfusion
unterstützt (+) nicht unterstützt (−)
D – Gleichzeitige Verwen-
dung verschiedener
Datendomänen
mehrere Domänen (+) nur eine Domäne (−)
E – Unterstützung ergebnisof-
fener Analysen
unterstützt (+) nicht unterstützt (−)
A – Beschränkung auf eine
Klasse von Analysen
keine Beschränkung (+) Beschränkung (−)
Z – Beschränkung auf ein fes-
tes Zielschema
keine Beschränkung (+) Beschränkung (−)
V – Verwendbarkeit bei pro-
prietären Formaten
verwendbar (+) nicht verwendbar (−)
Q – Berücksichtigung der Da-
tenqualität
berücksichtigt (+) nicht berücksichtigt (−)
N – Nutzung von Metadaten möglich (+) nicht möglich (−)
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6.8 Resümee
In diesem Kapitel wurde ein aus sechs Schichten bestehendes Konzept zur Integrati-
on und Analyse pflanzenbiologischer Daten vorgeschlagen. Die Kernelemente werden
aus einem Datenpool (Schicht 3) sowie aus analysespezifischen Datamarts (Schicht 5)
gebildet.
Für den Datenpool wurde die Verwendung datendomänenspezifischer Datenbanksche-
mata empfohlen. Es wurden die Vor- und Nachteile statischer sowie generischer Mo-
dellierung diskutiert und angeregt, einen Hybridansatz zu verwenden, der die Berück-
sichtigung der Spezifika der einzelnen Datendomänen vorsieht.
Maßnahmen zur Verbesserung der Datenqualität in den einzelnen Schichten des be-
schriebenen Konzepts wurden unter Verweis auf Abschnitt 4.5 vorgeschlagen.
Abschließend wurde das beschriebene Konzepts anhand der in Abschnitt 5.1 beschrie-
benen Kriterien bewertet.
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7 Anwendung
In den folgenden Abschnitten wird die Anwendbarkeit des in Kapitel 6 entworfenen
Konzepts demonstriert. Anhand eines praktischen Anwendungsfalls aus der Pflanzen-
genetik wird hierzu die Entwicklung eines Prototypen zur Unterstützung von Asso-
ziationsstudien zur Aufdeckung von signifikanten Genotyp-Phänotyp-Korrelationen in
Braugerstensorten beschrieben. Die Ermittlung von Assoziationen ist für die prakti-
sche Pflanzenzüchtung von großem, wirtschaftlichem Interesse.
Der Fokus des hier vorgestellten Anwendungsfalls lag auf der bioinformatischen Un-
terstützung bei der Durchführung von Assoziationsstudien im Rahmen des GABI-
MALT-Forschungsverbundes1.
7.1 Beschreibung des Anwendungsfalls
Zu den kommerziell wichtigsten Eigenschaften der Gerste gehören die Malz- und die
Brauqualität. Diese werden durch viele Merkmale bestimmt, die auch zueinander in
Wechselbeziehungen stehen. Aufgrund der unterschiedlichen Heritabilität sind hierbei
auch Umweltfaktoren zu berücksichtigen. Ihnen muss durch die Betrachtung vieler
Einzelwerte aus verschiedenen Jahren und Orten Rechnung getragen werden. Außer-
dem sind Merkmalsausprägungen nicht immer monokausal bzw. monogenetisch be-
dingt2. Genetische Marker wie SNPs können die Identifikation von Sorten oder Zucht-
stämmen mit günstigen Eigenschaften wesentlich erleichtern. Zur Aufdeckung von
Marker-Merkmals-Beziehungen wurde hier der Kandidatengenansatz gewählt.
1http://www.gabi.de/projekte-alle-projekte-neue-seite-348.php [Stand 2009-04-02]




Im Rahmen des GABI-MALT-Forschungsverbundes waren die Forschungsziele in Teil-
projekt 4 [MFR07]:
1. die Identifikation von Kandidatengenen, die einen Einfluss auf den Mälzungs-
prozess haben,
2. die Analyse der allelischen Diversität der Kandidatengene sowie
3. die Assoziation von Haplotypen- und SNP-Mustern mit Malz- und Brauquali-
tätsmerkmalen.
Dieses Teilprojekt wurde am IPK Gatersleben von der Arbeitsgruppe Gen- und Ge-
nomkartierung bearbeitet. Hierbei war die Durchführung von Assoziationsstudien (For-
schungsziel 3) bioinformatisch zu unterstützen. Voraussetzung für die Assoziation sind
zum einen die Generierung von SNPs und Haplotypenmustern für bestimmte Kandi-
datengene und zum anderen die Ermittlung von relevanten Brauqualitätsmerkmalen in
einem repräsentativen Sortenset.
Die hier entwickelten SNP- und INDEL-Marker stoßen auf großes Interesse in der
praktischen Pflanzenzüchtung, wo sie in der markergestützten Selektion (MAS) An-
wendung finden [McC04, RH98].
Entwicklung von SNP- und INDEL-Markern
In der Arbeitsgruppe Gen- und Genomkartierung des IPKs wurden bisher 48 Gene aus-
gewählt, deren Einflüsse auf den Mälzungsprozess aus der Literatur bekannt sind (vgl.
z. B. [FPL+03, HCMC+03]). Zusätzlich wurden 16 weitere interessante Kandidaten-
gene aufgrund ihrer Expressionsdaten (ESTs) herangezogen. Von diesen Kandidaten-
genen wurden für Referenzsets genetisch diverser Sorten Genfragmente (400–700 bp)
mittels Polymerasekettenreaktion (PCR) amplifiziert und sequenziert. Geeignete SNPs
und INDELs zur Entwicklung von Markerassays wurden anhand von Polymorphiegrad
und -häufigkeit ausgewählt.
Die untersuchten Genotypen repräsentieren europäische Gerstensorten sowie Züch-
tungsmaterial der am GABI-MALT-Forschungsverbund beteiligten Unternehmen.
Zusammenstellung phänotypischer Daten
Für die Durchführung von Assoziationsstudien sind neben Markerdaten phänotypische
Daten für Malz- und Brauqualität von Gerstensorten, wie z. B. Keimfähigkeit, Eiweiß-
lösungsgrad oder Rohproteingehalt, notwendig. Hierzu mussten Daten zusammenge-
tragen werden, die im Verlauf der letzten 20 Jahre in Deutschland über wirtschaftlich
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bedeutsame Sorten erhoben worden waren. Dabei wurden hauptsächlich Daten des
Bundessortenamtes (BSA) und aus Landessortenversuchen (LSV) sowie statistische
Jahrbücher der Deutschen Braugerstengemeinschaft3 (BGJB) herangezogen.
Zusätzlich wurden im Teilprojekt 3 des GABI-MALT-Forschungsverbundes an der
Bayerischen Landesanstalt für Landwirtschaft4 (LfL) über drei Jahre an zwei Orten
Feldversuche und anschließende Analysen zur Malzqualität mittels Mikromälzung
durchgeführt.
Ziel des Anwendungsfalls
Ziel war es, signifikante Assoziationen von Haplotypen- sowie SNP- und INDEL-
Mustern mit Malz- und Brauqualitätsmerkmalen von Gerstensorten zu finden.
Durch den Einsatz von Hochdurchsatzverfahren wie der Pyrosequenzierung kann sehr
effizient eine große Anzahl von Sorten auf SNP-Polymorphismen untersucht werden.
Die durch die Genotypisierung gewonnenen SNP-Markerdaten können durch Asso-
ziationsberechnungen in Beziehung zu phänotypischen Merkmalen gesetzt werden.
Dies führt zu einer deutlichen Reduzierung der zeitintensiven phänotypischen Selekti-
on (z. B. auf Ertragsparameter) im Feld und kostenintensiver Laboranalysen und damit
zu einer Optimierung der Sortenentwicklung (markergestützte Selektion).
7.2 Anforderungen
Die Umsetzung des eben beschriebenen biologischen Anwendungsfalls ließ sich auf-
grund des Umfangs der dabei verwendeten Datensätze nicht gut manuell bewältigen.
Die Bearbeitung sollte daher durch den Einsatz von Informatikmethoden unter Zuhil-
fenahme des in Kapitel 6 entwickelten Konzepts unterstützt und effizienter gemacht
werden.
Es wurden allgemeine sowie Anforderungen zur Integration und Analyse von Daten
formuliert. Diese werden im Folgenden beschrieben und durch Use-case-Diagramme
dargestellt.
3Arbeitsgemeinschaft zur Förderung des Qualitätsgerstenbaus im Bundesgebiet e.V. (Braugersten-




Die zur Bearbeitung des Anwendungsfalles erforderlichen Daten standen teilweise in
proprietären Formaten, davon mehrheitlich in MS-Excel-Dateien, zur Verfügung. Dies
betraf alle Markerdaten. Die phänotypischen Daten zur Malz- und Brauqualität lagen
primär nur in gedruckter Form (statistische Jahrbücher der Deutschen Braugerstenge-
meinschaft) vor.
Zur Speicherung phänotypischer und Markerdaten mussten daher geeignete Daten-
bankstrukturen entwickelt werden.
Außerdem mussten Strukturen zur Speicherung von Passportdaten geschaffen werden.
Diese verbinden phänotypische und Markerdaten miteinander. Hinzu kam die Verwal-
tung von Charakterisierungsdaten wie z. B. die Unterscheidung zwischen Sommer-
und Winterform, Zeiligkeit etc.
Die zu verarbeitenden Daten sollten mit Hilfe von Bulk-Uploads in die Datenbank im-
portiert werden. Dazu war es notwendig, Vorlagen (MS-Excel) zu entwerfen, die von
Experimentatoren zur Zusammenstellung der Daten verwendet werden können. Dies
war insbesondere für die strukturierte Erfassung der bisher in statistischen Jahrbüchern
vorliegenden phänotypischen Daten erforderlich.
Weiterhin waren Werkzeuge zu entwickeln, um die in den Dateien durch Experimen-
tatoren erfassten Daten in die entwickelten Datenbankstrukturen zu importieren. Be-
sonderes Augenmerk war hierbei auf eine grafische Benutzerführung, insbesondere
zum Aufzeigen von Formatierungsfehlern und fehlenden bzw. inkonsistenten Daten,
zu legen.
Wie in Kapitel 4 beschrieben, ist es oftmals notwendig, importierte naturwissenschaft-
liche Daten manuell zu kurieren. Dies trägt zur Verbesserung der Qualität bei. Hierfür
waren für die Experimentatoren geeignete Werkzeuge zu schaffen.
Die Anforderungen sind in Abbildung 7.1 zusammengefasst.
7.2.2 Anforderungen zur Integration
Im Rahmen des hier beschriebenen Anwendungsfalles sollte eine Integration von phä-
notypischen und Markerdaten durchgeführt werden. Dazu mussten geeignete Daten-
bankstrukturen zur Durchführung der Integration entworfen werden.
Assoziationsstudien führen (häufig) auch zu falsch-positiven Ergebnissen [MBV05,
CMDS03, Nat99]. Gründe dafür sind u. a. hohe Umweltvarianzen untersuchter Merk-
male, zu geringe Stichprobenumfänge oder Fehlstellen. Als größter Einflussfaktor auf
das Assoziationsergebnis wurde im Rahmen dieses Anwendungsfalls die Umweltva-










Abbildung 7.1: Allgemeine Anforderungen
nissen war es erforderlich, eine Vielzahl verschiedener Varianten zu betrachten, z. B.
entweder Sommer- oder Winterformen, eine Auswahl nach Standortfaktoren der Ver-
suchsanbauten, über Orte oder Jahre gemittelte Werte [CWL+08, MP07].
Dieses Vorgehen machte ein wiederholtes Neuimportieren von Subsets der Ausgangs-
daten mit verändertem Datenumfang sowie die Aufbereitung des vorhandenen Daten-
materials nötig. Daher mussten Lade- und Bereinigungsprozeduren entwickelt werden,
die flexible Adaptationsmöglichkeiten bieten. Die durchzuführenden Bereinigungs-
schritte werden im Detail in Abschnitt 7.3.4 besprochen.









Abbildung 7.2: Anforderungen der Integration
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7.2.3 Anforderungen zur Analyse
Assoziationsstudien sollten auf Basis der integrierten und bereinigten Daten mit dem in
der Pflanzengenetik etablierten Softwarewerkzeug TASSEL5 [BZK+07] durchgeführt
werden.
TASSEL importiert phänotypische und genetische Daten in jeweils unterschiedlichen,
proprietären Formaten. Dazu war es erforderlich, Prozeduren zu entwerfen, die es er-
möglichen, generische Anfragen an den integrierten Datenbestand zusammenzustel-
len. Diese generisch erzeugten Anfragen sollten ausgeführt und die abgefragten Daten




• Daten über Populationsstrukturen (Q-Matrix),
• Daten über Sortenähnlichkeiten (Kinship-Matrix) sowie
• 1-2-Matrizen mit Haplotypenmustern.
Die letztgenannten 1-2-Matrizen bestehen aus Haplotyp- und Genotypbezeichnungen.
Das Vorhandensein eines bestimmten Haplotypenmusters bei einem Genotypen wird
in der Matrix mit 1, das Fehlen mit 2 gekennzeichnet.
Der Export von genetischen, phänotypischen und Haplotypendaten sollte jeweils für
ein Gen oder Genfragment erfolgen. Nicht zu allen Genotypen, für die Markerdaten
verfügbar sind, existieren phänotypische Daten. Dies trifft auch im umgekehrten Fall
zu. Daher mussten die zu diesem Gen bzw. Genfragment gehörenden Markerdaten
mit phänotypischen Daten abgeglichen werden. Damit sollte gewährleistet werden,
dass nur der Export der Schnittmenge von Genotypen zugelassen wird, für die so-
wohl genetische als auch phänotypische Daten vorliegen. Hierbei war zu beachten,
dass für die einzelnen Genotypen eine Vielzahl phänotypischer Messwerte existiert,
die in verschiedenen Jahren, Regionen, Versuchen und auch bei sich unterscheiden-
den Bodenbeschaffenheiten (Standortgruppen) erfasst wurden. Für den Export war für
diese Werte pro Genotyp und Merkmal je ein Mittelwert zu bilden. Welche Werte in
den Export einfließen sollen, musste vom Anwender zu spezifizieren sein (z. B. nur
Berücksichtigung von Genotypen, zu denen für ein bestimmtes phänotypisches Merk-
mal mindestens 80 Messwerte aus unterschiedlichen Jahren und verschiedenen Orten
5TASSEL-Version 2.0.1, http://www.maizegenetics.net/tassel [Stand 2009-04-09]
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Deutschlands vorliegen). Es mussten daher geeignete Prozeduren entworfen werden,
die interaktiv durch die Experimentatoren bedienbar sein sollten.
Bei der Durchführung von Assoziationsstudien sind zusätzliche Informationen zur
Populationsstruktur sowie zur Sortenähnlichkeit in Form einer Q-Matrix und einer
Kinship-Matrix zu berücksichtigen. Dies dient der Eliminierung von unspezifischen
Ergebnissen. Die Generierung dieser Informationen sollte auf der Basis von SSR-
Markerdaten erfolgen. Daraus sollten mit der Software STRUCTURE [FSP07] Q-
Matrizen und mit der Software SPAGeDi [HV02] Kinship-Matrizen erstellt werden.
Q-Matrizen bestehen aus Clusterinformationen, die Genotypen zu Gruppen zusam-
menzufassen. Kinship-Matrizen enthalten Ähnlichkeitskoeffizienten, welche Ausprä-
gungen zwischen 0 und 1 annehmen und Verwandschaftsbeziehungen der untersuchten
Sorten repräsentieren. Populationsstruktur und Verwandschaftsgrad des untersuchten
Sortensets haben einen Einfluss auf die Assoziationsergebnisse.
In Abbildung 7.3 sind die Aufgaben der Analyse zusammengefasst.
Experimentator
Auswählen eines Gens











Abbildung 7.3: Anforderungen der Analyse
118 7. Anwendung
7.3 Prototyp
Die Umsetzung des Anwendungsfalles erfolgte im Rahmen eines Prototypen unter
Verwendung des in Kapitel 6 beschriebenen Konzepts. Abbildung 7.4 zeigt die Nut-
zung dieses Konzepts für den Prototypen. Die einzelnen Schichten des Prototypen wer-












































Abbildung 7.4: Anwendung des in Kapitel 6 entworfenen Konzepts
7.3.1 Schicht 1: Quelldaten
Die zur Bearbeitung des Anwendungsfalls erforderlichen Quelldaten waren phänoty-
pische, Marker- und Passportdaten.
Phänotypische Daten
Die verwendeten phänotypischen Daten lagen überwiegend in Form statistischer Jahr-
bücher der Deutschen Braugerstengemeinschaft vor. Zur Erfassung dieser Daten wur-
de eine MS-Excel-Vorlage entwickelt. Die Daten wurden durch Experimentatoren und
mit Hilfe studentischer Hilfskräfte mit dieser Vorlage erfasst. Abbildung 7.5 zeigt
einen Ausschnitt einer solchen Datendatei. Insgesamt sind phänotypische Daten von
ca. 170 Sorten aus Braugerstenversuchen, die in einem Zeitraum von 20 Jahren statt-
fanden, zusammengetragen worden. Diese Daten waren nicht in elektronischer Form






















14 M Alexis 10,1 672,0 41,7 45,9 84,8 81,8 1,5 96,0 86,7 8,7
18 M Baronesse 10,1 570,0 35,5 38,0 82,0 79,9 1,5 125,0 64,7 5,2
19 M Steffi 10,4 634,0 38,3 40,2 83,5 80,8 1,5 118,0 75,5 6,8
22 M Krona 10,4 754,0 45,5 44,1 84,4 82,3 1,5 102,0 81,2 8,3
26 M Sissy 10,5 804,0 48,2 48,9 83,7 81,8 1,5 109,0 79,1 8,3
31 M Halla 10,4 729,0 43,5 52,9 83,2 81,8 1,5 124,0 74,0 8,3
32 M Scarlett 10,1 698,0 43,5 49,6 83,9 82,4 1,5 116,0 75,3 8,5
33 M Barke 10,3 657,0 40,3 45,8 84,2 82,9 1,5 103,0 82,6 8,8
34 M Orthega 9,7 521,0 33,6 35,2 80,8 80,8 1,6 142,0 64,9 4,8
84 R Thuringia 10,1 718,0 44,4 49,5 84,7 82,2 1,5 117,0 78,7 8,7
34 G Brenda 10,3 732,0 44,8 44,5 84,4 82,7 1,5 102,0 80,1 8,5
41 G Mentor 10,1 691,0 43,2 42,5 82,8 81,8 1,5 110,0 79,3 7,5
52 G Maresi 10,3 740,0 45,0 44,6 84,1 82,0 1,5 108,0 80,0 8,1
Abbildung 7.5: Ausschnitt einer formatierten Inputdatei mit phänotypischen Daten
(Schicht 1)
Grundsätzlich wäre das Einscannen der statistischen Jahrbücher verbunden mit auto-
matischer Texterkennung besser geeignet, um Fehler bei der (manuellen) Datenein-
gabe zu vermeiden. Aufgrund der sehr heterogenen Strukturierungen der Jahrbücher
wurde sich jedoch für die manuelle Erfassung der Daten in den oben beschriebenen
Vorlagen entschieden. Die Korrektheit der so zusammengestellten Daten wurde durch
umfangreiche Stichproben untersucht.
Markerdaten
Die zur Verfügung stehenden SNP- und INDEL-Informationen wurden am IPK in der
Arbeitsgruppe Gen- und Genomkartierung generiert und von Experimentatoren um
Metainformationen wie z. B. Markerart oder genetische Region angereichert. Abbil-
dung 7.6 zeigt einen Ausschnitt einer solchen Datei. Zur besseren Unterscheidbarkeit
wurden SNP-Ausprägungen und Haplotypen farbig markiert und Fehlstellen durch die
Kodierung -999 ersetzt. Insgesamt wurden für 19 Kandidatengene Markerdaten bei je-
weils 450 – 700 Sorten und Zuchtstämmen erfasst und werden mit Daten zu weiteren
Kandidatengenen laufend ergänzt.
Widersprüchliche Daten wie z. B. fehler- oder lückenhafte SNP- und INDEL-Informa-
tionen bei gleichen Sorten oder aufgetretene Sequenzierfehler wurden in Schicht 4
automatisch bereinigt.
Zusätzlich wurden alle Sorten in der Arbeitsgruppe Gen- und Genomkartierung mit 24
Mikrosatellitenmarkern (SSRs) untersucht [MWR09]. Diese sind repräsentativ über
das gesamte Genom der Gerste verteilt (Tabelle 7.1) und sollten als Basis für die Ge-
nerierung von Q- und Kinship-Matrizen verwendet werden.
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lfd. Nr Programm Sorte SNP1 SNP2 SNP4 3bp-INDEL SNP5 Haplotyp
Pyro Pyro Pyro Pyro
Intron1 Exon2 Exon4 Exon4 Exon4
AGT = S GTC = V GCG = A GCG = A
A/G AGC = S GTT = V 1=Ins 2=Del GCA = A
64 O Accrue  G  T  T 2  G H3_GM200_D
51 O Action  G  C  T 2  G H1_GM200_D
60 O Actrice  G C  T 2  G H1_GM200_D
171 G Adagio  A  C  C 1  A H2_GM200_I
100 G Adonis  G  C C 1 -999 -999
92 O Adonis  G  C  C 1  G H4_GM200_I
176 G Adour  G  C  T 2  G H1_GM200_D
290 G Ager G  C  T 2  G H1_GM200_D
324 G Ager G  C  T 2  G H1_GM200_D
253 G Agio  G  C  T 2  G H1_GM200_D
29 O Alexis  G  C  T 2  G H1_GM200_D
1 G Alexis G  C  T 2  G H1_GM200_D
93 O Alissa  G  T  T 2  G H3_GM200_D
92 G Alissa  G  T  T 2  G H3_GM200_D
94 O Allegra  G  T  T 2  G H3_GM200_D
93 G Allegra  G  T  T 2  G H3_GM200_D
159 G Alliot  G  C  T 2 -999 -999
35 G Alpaka  G  T  T 2  G H3_GM200_D
188 G Amarine  G  T  T 2  G H3_GM200_D
276 G Amsel  A  C C 2  A H2_GM200_D
58 O Anaconda  G  C  T 2  G H1_GM200_D
187 G Angela  G  C  T 2 -999 -999
30 O Angora  G  T  T 2  G H3_GM200_D
7 G Angora  G  T  T 2  G H3_GM200_D
Abbildung 7.6: Ausschnitt einer formatierten Inputdatei mit Markerdaten sowie Me-
tainformationen wie der Lokalisation im Gen oder der Translation in
Aminosäuren (Schicht 1)
Tabelle 7.1: Genomweite Verteilung der 24 Mikrosatellitenmarker (SSRs) auf den
Chromosomen der Gerste [Mat08]
1H 2H 3H 4H 5H 6H 7H
Bmag0211, Bmag0518, Bmag0013, Ebmac0701, Ebmac0684, Ebmac0602, Ebmac0755,
Bmag0579, Bmag0749, Bmag0225, GBMS0087, GBMS0032 GBMS0083, GBMS0035,




Passportinformationen zu den untersuchten Gerstensorten stammten hauptsächlich von
den Züchtern und wurden von Experimentatoren in einer durch Semikola separierten
Datei zusammengetragen. Zusätzlich verwendete Daten befanden sich bereits in Da-
tenbankmanagementsystemen. Dazu gehören Daten aus dem Genbankinformations-
system GBIS sowie der Barley Core Collection (vgl. Abschnitt 2.2.4).
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7.3.2 Schicht 2: Extraktion und Laden
Phänotypische Daten
Zum Importieren der in Schicht 1 zusammengestellten Daten in das domänenspezifi-
sche Schema für phänotypische Daten in Schicht 3 wurden verschiedene Java-Klassen
entwickelt. Diese Klassen sind über eine grafische Oberfläche auf Basis der Oracle-
Application-Express-Technologie (APEX) [Ora09a] von Experimentatoren einsetzbar.
Abbildung 7.7 zeigt einen Ausschnitt der Benutzeroberfläche.
Abbildung 7.7: Screenshot der Datenimport-Applikation für phänotypische Daten
(Schicht 2)
Während des Ladevorgangs wurden erste Datenüberprüfungen auf Basis von Metada-
ten automatisch durchgeführt. Damit konnte sichergestellt werden, dass nur Daten zu
Merkmalen und Sorten erfasst wurden, die bereits in der Datenbank hinterlegt waren,
und die bei der manuellen Erfassung aufgetretenen Schreibfehler entdeckt wurden.
Markerdaten
Für die Markerdaten wurde eine vergleichbare Lösung wie für die phänotypischen
Daten unter Verwendung von Java-Klassen und einer APEX-basierten Oberfläche rea-
lisiert. In Abbildung 7.8 ist die Benutzeroberfläche dargestellt. Auch hier wurden wäh-
rend des Importvorgangs Überprüfungen durchgeführt (siehe oben).
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Abbildung 7.8: Screenshot der Datenimport-Applikation für Markerdaten (Schicht 2)
Passportdaten
Die zur Durchführung der Assoziationsstudien benötigten Passportdaten wurden durch
die Experimentatoren in einer durch Semikola separierten Datei zusammengetragen,
welche über einen Oracle-SQL*Loader-Prozess [Ora09b] importiert wurde. Die be-
reits in Datenbankmanagementsystemen vorliegenden Daten wurden über eine PL/SQL-
Prozedur importiert.
7.3.3 Schicht 3: Datenpool
Um den für Schicht 3 propagierten Datenpool zu erstellen, wurden domänenspezifi-
sche Schemata für phänotypische und Markerdaten sowie für die Passportdaten als
Bindeglied entworfen.
Phänotypische Daten
Das Schema für die phänotypischen Daten verwendet den Ansatz des so genannten
Single-Observation-Konzepts [vHH92, MPL01]. Dabei wird jede Merkmalsausprä-
gung als eine Beobachtung unter bestimmten Bedingungen betrachtet. Bedingungen
sind beispielsweise das beobachtete Merkmal selbst, die zur Beobachtung angewandte
Methode, das Experiment, innerhalb dessen die Beobachtung stattgefunden hat, oder
das Entwicklungsstadium, in dem sich die Pflanze zum Beobachtungszeitraum befand.
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Die Bedingungen sind in eigenen Datenbanktabellen modelliert. Ihre Kombination er-
folgt völlig flexibel über Fremdschlüssel beim Abspeichern der beobachteten Merk-
malsausprägungen. Das Single-Observation-Konzept ist eine Spezialisierung des EAV-
Ansatzes.
Die Struktur zum Abspeichern der phänotypischen Daten wurde vereinfacht bereits
in [WKV+06] dargestellt.
Markerdaten
Eine vergleichbare Struktur auf Basis des EAV-Ansatzes wurde auch zur Speicherung
der Markerdaten entwickelt. Hierüber erfolgt die Verwaltung von SNP- und SSR-
Markerdaten sowie INDEL-Informationen.
Passportdaten
Im Vergleich zu den generischen Schemata für phänotypische und Markerdaten sind
die im Kontext der Passportdaten erforderlichen Attribute eindeutig definiert. Hier war
daher der Entwurf eines einfach strukturierten und statischen Schemas ausreichend.
Wie in Abschnitt 7.2.1 gefordert, wurden Werkzeuge zur manuellen Kuration der
in den Datenpool importierten Informationen entwickelt. Abbildung 7.9 zeigt einen
Screenshot des Kurationswerkzeuges für phänotypische Daten. Weitere Screenshots
sind in Anhang A abgebildet. Diese Werkzeuge wurden zur Überprüfung der impor-
tierten Daten anhand von Stichproben verwendet.
7.3.4 Schicht 4: Transformation und Laden
Um Daten aus den eben beschriebenen domänenspezifischen Schemata in den Asso-
ziationsmart (siehe Abschnitt 7.3.5) zu laden, wurden SQL-Anweisungen und PL/SQL-
Prozeduren entwickelt. Der Entwurf erfolgte dahingehend, dass Anpassungen leicht
durchführbar sind. Dies ist notwendig, um eine Vielzahl von individuellen Teildaten-
mengen in den Mart zu laden. In diesem Schritt wurde die eigentliche Integration der
phänotypischen und der Markerdaten ausgeführt.
Um nach erfolgreichem Laden die Datenbereinigung durchführen zu können, wurden
verschiedene PL/SQL-Funktionen und -Prozeduren entworfen. Das Vorgehen wird im
Folgenden beschrieben.
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Abbildung 7.9: Verwaltung von Merkmalsausprägungen mit dem Kurationswerkzeug
für phänotypische Daten (Schicht 3)
Um eine ausreißerbedingte Veränderung des Analyseergebnisses zu vermeiden, muss-
ten die im Rahmen des Anwendungsfalls genutzten phänotypischen Daten dahinge-
hend untersucht und behandelt werden. Hierzu erfolgte ein Entfernen (Trimming) von
Merkmalsausprägungen von Sorten, die in mehreren Jahren und an unterschiedlichen
Standorten evaluiert wurden, wenn die Abweichung vom Mittelwert für dieses Merk-
mal für die entsprechende Sorte mehr als 20% betrug. Dieser Grenzwert wurde zusam-
men mit den Experimentatoren festgelegt. Als Alternative zu diesem Vorgehen wur-
de eine Prozedur zur Ersetzung von Ausreißerwerten (Winsorising) entwickelt. Dabei
werden Ausreißer durch die nächsthöheren bzw. nächstniedrigeren beobachteten Werte
ersetzt.
Bei den Markeranalysen wurden stichprobenweise Sortenduplikate mit getestet, wo-
durch eine interne Verifikation bzgl. der korrekten SNP- und INDEL-Muster je Sorte
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gewährleistet wurde. Außerdem traten auch verschiedene Sorten mit dem gleichen Na-
men, aber unterschiedlichen Eltern auf. Dies spiegelte sich auch in nicht-identischen
Haplotypenmustern wider. Bei diesen war keine eindeutige Zuordnung zu den entspre-
chenden phänotypischen Daten möglich.
Es wurden daher Prozeduren entwickelt, die SNP-Markerinformationen auf Basis des
Sortennamens vergleichen. Trat eine Sorte mehrfach auf, erfolgte ein Vergleich al-
ler verfügbaren Markerdaten dieser Sorte. Bei Unterschieden an einer Markerposition
wurden alle Daten dieser Position durch die Kodierung -999 ersetzt, die von der Soft-
ware TASSEL als Fehlstelle interpretiert wird. Waren alle Positionen unterschiedlich,
erfolgte die Entfernung der betreffenden Sorte. Sorten mit unterschiedlicher Herkunft
und Stammbaum, aber gleichem Zulassungsnamen wurden ebenfalls eliminiert.
Nicht eindeutig auszuwertende oder fehlende Markerdaten wurden durch die Kodie-
rung -999 ersetzt. Dies betrifft insbesondere Sequenzierfehler, d. h. Markerpositionen,
denen nicht eindeutig ein Nukleotid wie C oder T zugeordnet werden konnte.
In Anhang B.1 werden die für die Bereinigung der Markerdaten entworfenen Funktio-
nen und Prozeduren beschrieben.
7.3.5 Schicht 5: Analysespezifischer Datamart
Zur Verwaltung der integrierten Daten und zur Erfüllung der in Abschnitt 7.2 be-
schriebenen Anforderungen wurde ein Datamart-Schema entworfen. Dieses hält die
in Schicht 4 bereinigten Daten. Zur Erhöhung der Zugriffsgeschwindigkeit wurden
die in diesem Schema gespeicherten Daten teilweise denormalisiert. Abbildung A.3 in
Anhang A zeigt das Datenbankschema des Assoziationsmarts.
7.3.6 Schicht 6: Analyse
Zur Durchführung von Assoziationsstudien sollte das etablierte Softwarewerkzeug
TASSEL verwendet werden. Hierzu mussten sowohl phänotypische Daten als auch
Markerdaten und Haplotypenmuster in Form von 1-2-Matrizen in Dateien mit einem
von TASSEL lesbaren Format exportiert werden (Abschnitt 7.2.3).
Dafür war es erforderlich, verschiedene PL/SQL-Funktionen und -Prozeduren zu ent-
wickeln, die es Experimentatoren ermöglichen, das entsprechende Kandidatengen und
das zugehörige Genfragment (z. B. Proteindisulfidisomerase, GM082), die Herkunft
der Gerstensorten sowie die zu berücksichtigenden Daten zu spezifizieren.
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Auf Basis dieser Spezifikation wurde ein Abgleich von phänotypischen und Markerda-
ten durchgeführt. Damit konnte die ausschließliche Verwendung von Sorten sicherge-
stellt werden, für die Daten beider Domänen vorlagen. Dies war notwendig, weil die
verwendeten Daten aus verschiedenen Quellen stammen und nicht orthogonal sind.
Das bedeutet, dass nicht zu allen Sorten, zu denen genetische Daten vorliegen, auch
phänotypische existieren und umgekehrt. Des Weiteren wurden die phänotypischen
Daten im Verlauf von 20 Jahren erfasst. Dabei wurden nicht in jedem Jahr Daten zu
denselben Sorten erhoben. Um die Anzahl der Fehlstellen in den Datensätzen für die
folgenden Assoziationsstudien zu verringern, war es daher erforderlich, genetische und
phänotypische Daten abzugleichen.
Fehlstellen der Markerdaten wurden bereits während der Bereinigung in Schicht 4
mit der Kodierung -999 ersetzt. Das eventuelle Nichtvorhandensein von phänotypi-
schen Daten wird erst während des jeweiligen Abgleichs mit den Markerdaten für ein
Gen oder Genfragment offenbar. Daher erfolgte eine Ersetzung mit -999 erst wäh-
rend der Ausführung der PL/SQL-Prozeduren. Als Alternative zur bloßen Markierung
als Fehlstelle wurde eine weitere Prozedur entwickelt, die Fehlstellen mit verschiede-
nen Methoden ersetzt (Value Imputation), z. B. durch den Mittelwert für das jeweilige
Merkmal.
Bei der Generierung von 1-2-Matrizen für die Haplotypenmuster von Kandidatenge-
nen, die das Vorhandensein eines Haplotypenmusters mit 1 und das Fehlen mit 2 ko-
dieren, wurden nur Gerstensorten berücksichtigt, die vollständige Markerdatensätze
aufweisen, da sonst aufgrund fehlender Markerdaten der entsprechende Haplotyp nicht
generiert werden kann.
Die für den Abgleich und Export von phänotypischen, Marker- und Haplotypendaten
entwickelten Funktionen und Prozeduren werden in Anhang B.2 beschrieben.
Der Export der abgeglichenen Daten erfolgte in speziellen, von TASSEL lesbaren, pro-
prietären Dateiformaten. Abbildung 7.10 zeigt die Darstellung von Haplotypenmustern
mit der auf dem Assoziationsmart basierenden Anwendung. Weitere Abbildungen die-
ser Applikation werden in Anhang A gezeigt.
Die oben beschriebenen Prozeduren bildeten ebenfalls die Grundlage zum Export der
im Assoziationsmart enthaltenen SSR-Markerdaten. Basierend auf diesen Daten wur-
den mittels der Software STRUCTURE Q-Matrizen generiert und Kinship-Matrizen
wurden entsprechend mittels der Software SPAGeDi erstellt.
Die exportierten Daten konnten danach durch das Softwarepaket TASSEL geladen und
zur Berechnung von Assoziationen genutzt werden. Abbildung 7.11 zeigt die entspre-
chende Verwendung dieses Werkzeugs am Beispiel von Daten zum Gen Proteindisul-
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Abbildung 7.10: Anzeige von Haplotypenmustern mit der Assoziationsmart-
Anwendung (Schicht 6)
fidisomerase; es wird das Ergebnis einer Assoziationsberechnung unter Berücksichti-
gung der Populationsstruktur dargestellt.
7.4 Einschätzung des Prototypen
Die Evaluation des vorgestellten Prototypen fand im Rahmen seiner Verwendung im
Projekt GABI-MALT statt. Dabei konnte festgestellt werden, dass der Prototyp ei-
ne deutliche Reduzierung von Arbeitszeit bei gleichzeitig gesteigerter Qualität der zu
analysierenden Daten ermöglicht hat. Zusätzlich konnten bei der manuellen Handha-
bung/Generierung auftretende Fehler durch die Automatisierung vollständig vermie-
den werden.
Im Folgenden soll zuerst der Zeitgewinn bei Einsatz des Prototypen gegenüber dem
manuellen Vorgehen am Beispiel von fünf Subsets für Daten über 19 Kandidatengene
veranschaulicht werden. Im Anschluss wird die Verbesserung der Datenqualität mit
Hilfe verschiedener Beispiele verdeutlicht.
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Abbildung 7.11: Verwendung des Softwarewerkzeugs TASSEL [BZK+07]
(Schicht 6). Dargestellt sind die Ergebnisse einer Assoziations-
studie.
7.4.1 Zeitbedarf
Im Rahmen des hier beschriebenen Anwendungsfalls wurden Assoziationen mit ver-
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• alle zweizeiligen Gersten,
• alle sechszeiligen Gersten
sowie Kombinationen zwischen diesen Datensets (z. B. zweizeilige Sommergersten,
sechszeilige Wintergersten) mit und ohne Berücksichtigung der Populationsstruktur.
Die Verrechnung verschiedener Datensets erfolgte einerseits mit dem Ziel, falsch-
positive Ergebnisse sukzessive auszuschließen (Abschnitt 7.2.2) und andererseits, um
die Subsets zu identifizieren, in denen mit diagnostischen Markern auf positive Merk-
male selektiert werden kann [CWL+08, MP07].
Es wurden zwei Abschätzungen zum Zeitaufwand durchgeführt:
1. Aufwand der manuellen Berechnung von Assoziationen (Fall 1),
2. Aufwand der Berechnung mit dem Prototypen (Fall 2).
Der Aufwand wird in benötigten Arbeitstagen im Umfang von 8h/Tag angegeben. Ver-
schiedene Arbeitsschritte wie z. B. das Erfassen von Daten sind bei den beiden Vorge-
hensweisen identisch und werden daher hier nicht weiter betrachtet. Andere Arbeits-
schritte, beispielsweise das Bereinigen von Daten oder das Abgleichen genetischer und
phänotypischer Informationen, wurden manuell nur stichprobenweise durchgeführt.
Der dabei ermittelte Aufwand wurde in Abhängigkeit von der Zahl der zu untersu-
chenden Kandidatengene etc. hochgerechnet.
Zeitbedarf bei manueller Durchführung von Assoziationsstudien (Fall 1)
1. Verifizieren der Daten:
Die erfassten phänotypischen und genetischen Daten mussten auf Korrektheit
überprüft werden. Hierbei lag das Hauptaugenmerk auf der Eliminierung von
Duplikaten und Widersprüchen innerhalb der genetischen Daten. [32 Tage]
2. Abgleichen genetischer und phänotypischer Daten pro Subset:
Die genetischen und phänotypischen Daten des Anwendungsfalls stammen aus
verschiedenen Quellen und sind nicht orthogonal; nicht zu allen Sorten liegen
genetische und phänotypische Daten gleichermaßen vor. Die phänotypischen
Daten sind von der Verfügbarkeit der jeweiligen Sorte im betrachteten Zeitraum
von 20 Jahren abhängig. Zur Verringerung der Anzahl der Fehlstellen war ein
Abgleich von genetischen und phänotypischen Daten notwendig. Dieser Sorten-
abgleich erfolgte für jedes bei der Assoziationsstudie betrachtete Kandidaten-
gen. [14 Tage]
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3. Erstellen von Input-Dateien mit genetischen Daten pro Subset:
Für die Nutzung des Softwarewerkzeuges TASSEL war es erforderlich, Input-
dateien für genetische Daten in einem speziellen, proprietären Format zu erstel-
len. [4 Tage]
4. Erstellen von Input-Dateien mit phänotypischen Daten pro Subset:
Dasselbe Vorgehen war für das Erstellen von Input-Dateien mit phänotypischen
Daten notwendig. [4 Tage]
5. Erstellen von Input-Dateien mit Daten über Haplotypenmuster pro Subset:
Weiterhin mussten Input-Dateien mit Informationen über Haplotypenmuster er-
stellt werden. Hierbei wurden für jedes Gen alle auftretenden Haplotypenmuster
bestimmt. Danach erfolgte für jede Sorte die Kodierung des Vorhandenseins ei-
nes bestimmten Haplotypenmusters mit 1 und des Fehlens mit 2. [4 Tage]
Der Aufwand für die anschließende Berechnung von Assoziationen mit dem Software-
werkzeug TASSEL ist beim manuellen Vorgehen und der Verwendung des Prototypen
identisch und soll daher in beiden Fällen nicht in die Berechnung des Aufwandes ein-
fließen. Dieselbe vereinfachende Annahme soll auch auf die Berechnung von Q- und
Kinship-Matrizen mittels bestehender Softwarewerkzeuge Anwendung finden.
Schritt 1 musste einmal ausgeführt werden. Die Schritte 2–5 beziehen sich auf den
Abgleich von genetischen Daten zu 19 Kandidatengenen mit phänotypischen Daten
einschließlich des Erstellens der beschriebenen Input-Dateien und mussten für jedes
der fünf Subsets wiederholt werden.
Zeitbedarf bei Durchführung von Assoziationsstudien mit dem
Prototypen (Fall 2)
1. Entwicklung des Prototypen:
Zur Automatisierung der nachfolgenden Schritte wurde ein Prototyp auf Basis
des in Kapitel 6 entwickelten Vorgehensmodells implementiert. [60 Tage]
2. Laden von Daten in den Assoziationsmart pro Subset:
Das Laden der importierten Daten in den Assoziationsmart erfolgte semi-automa-
tisch über vorgefertigte Prozeduren bzw. Abfragen. Dabei wurde automatisch
eine Fehlerbereinigung durchgeführt. Dies betrifft u. a. die Beseitigung von Wi-
dersprüchen in den Markerausprägungen sowie die Ausreißer- und Fehlstellen-
behandlung bei phänotypischen Daten. Hierauf wird noch einmal detailiert in
Abschnitt 7.4.2 eingegangen. [10 min ≈ 0,02 Tage bei 8 h/Tag]
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3. Abgleichen genetischer und phänotypischer Daten pro Subset:
Wie oben dargestellt, stammen die genetischen und phänotypischen Daten des
Anwendungsfalls aus verschiedenen Quellen und sind nicht orthogonal. Daher
mussten genetische und phänotypische Daten anhand der Sorten abgeglichen
werden. Dieser Abgleich erfolgte in Abhängigkeit eines vom Nutzer ausgewähl-
ten Gens sowie phänotypischer Merkmale automatisch. [10 min ≈ 0,02 Tage bei
8 h/Tag]
4. Erstellen von Input-Dateien mit genetischen Daten pro Subset:
Das Erstellen von Input-Dateien mit genetischen Daten für das Softwarewerk-
zeug TASSEL erfolgte auf Basis der abgeglichenen Daten automatisch. [10 min
≈ 0,02 Tage bei 8 h/Tag]
5. Erstellen von Input-Dateien mit phänotypischen Daten pro Subset:
Das Erstellen von Input-Dateien mit phänotypischen Daten erfolgte ebenfalls
automatisch. Dabei war ein vergleichbarer zeitlicher Aufwand zu verzeichnen.
[10 min ≈ 0,02 Tage bei 8 h/Tag]
6. Erstellen von Input-Dateien mit Daten über Haplotypenmuster pro Subset:
In gleicher Weise wurden Input-Dateien mit Daten über Haplotypenmuster er-
stellt. [10 min ≈ 0,02 Tage bei 8 h/Tag]
Wie oben festgestellt, werden Assoziationen mit dem Softwarewerkzeug TASSEL ge-
rechnet. Daher ist der Aufwand für das Berechnen von Assoziationen sowohl beim
manuellen Vorgehen als auch bei Verwendung des Prototypen identisch und soll in
beiden Fällen nicht in den Vergleich einfließen.
Auch im Fall des Prototypen mussten die Schritte 2–6 mehrfach durchgeführt werden.
Hierzu wurden die fünf oben genannten Subsets und Daten für 19 Kandidatengene
verwendet. Im Gegensatz zur manuellen Durchführung wurde auch der Schritt der Da-
tenverifizierung mehrfach ausgeführt. Dies war möglich, weil die Verifizierung in Vor-
bereitung auf die Verrechnung von Daten über 36 weitere Kandidatengene vollständig
automatisiert wurde. Der Aufwand für die Entwicklung des Prototypen (60 Tage) fiel
nur einmalig an.
Beim manuellen Vorgehen nimmt die benötigte Arbeitszeit mit jedem weiteren Subset
deutlich zu (Summe: 162 Tage), während sich der Gesamtaufwand bei Verwendung
des Prototypen nur sehr geringfügig verändert (Summe: 60,5 Tage). Tabelle 7.2 fasst
die Ergebnisse beider Aufwandsschätzungen zusammen.
Zusätzlich zu den bisher betrachteten 19 Kandidatengenen sind Daten zu 36 weite-
ren Genen verfügbar, mit denen Assoziationsstudien durchgeführt werden sollen. Zur
Verwaltung dieser Daten und zur Berechnung von Assoziationen im Rahmen des nach
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Tabelle 7.2: Zusammenfassung der Aufwandsschätzungen für das manuelle Vorgehen
und die Nutzung des Prototypen. Neben dem variablen Aufwand für ein
einzelnes Subset ist auch jeweils die Summe des Aufwands für die fünf
verwendeten Subsets alle Sorten, alle Sommergersten, alle Wintergersten,
alle zweizeiligen Gersten und alle sechszeiligen Gersten angegeben. Der
fixe Aufwand bezieht sich im Fall des manuellen Vorgehens auf das Ve-
rifizieren von Daten (32 Tage) und bei der Nutzung des Prototypen auf
dessen Entwicklung (60 Tage). Hierbei ist hervorzuheben, dass sich der
Aufwand für das Verifizieren von Daten erhöht, wenn die verwendete
Datenbasis um neue phänotypische und/oder genetische Daten erweitert
wird. Bei Verwendung des Prototypen sind keine Anpassungen erforder-
lich; der Aufwand wird daher für diesen Fall konstant bleiben.
Arbeitsschritt Aufwand [Tage] Aufwand für 5 Subsets [Tage]
manuell Prototyp manuell Prototyp
Verifizieren der Daten 32 - 32 -
Entwicklung des Prototypen - 60 - 60
Summe des fixen Aufwands
[Tage]
32 60 32 60
Laden in den Assoziations-
mart
- 0,02 - 0,1
Abgleichen genetischer und
phänotypischer Daten
14 0,02 70 0,1
Erstellen von Input-Dateien
mit genetischen Daten
4 0,02 20 0,1
Erstellen von Input-Dateien
mit phänotypischen Daten
4 0,02 20 0,1
Erstellen von Input-Dateien
mit Daten über Haplotypen-
muster
4 0,02 20 0,1
Summe des variablen Auf-
wands [Tage]
26 0,1 130 0,5
Summe gesamt [Tage] 58 60,1 162 60,5
GABI-MALT anschließenden Forschungsprojektes GABI-GENOBAR6 soll der Ein-
satz des Prototypen erfolgen. Hierfür müssen die genetischen Daten um die Informa-
tionen für die 36 Gene erweitert werden. Der Import weiterer phänotypischer Daten ist
bereits abgeschlossen.
6GABI-GENOBAR: A genome wide approach to associate genetic diversity to agronomically important
traits in barley, http://www.gabi.de/projekte-alle-projekte-neue-seite-170.php [Stand 2009-04-02]
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Mit Hilfe dieses Vergleichs konnte gezeigt werden, dass der Prototyp bei der Ver-
waltung und Vorbereitung von großen Datensätzen für Assoziationsstudien zu einer
deutlichen Zeitersparnis geführt hat und, insbesondere im Hinblick auf die weiteren
zu analysierenden Daten, eine enorme Steigerung der Arbeitseffizienz ermöglicht.
7.4.2 Erhöhung der Datenqualität
Im Folgenden soll die mit dem Einsatz des Prototypen erfolgte Verbesserung der Da-
tenqualität an verschiedenen Beispielen verdeutlicht werden. Hierzu wurde ein Subset
mit Daten über 58 zweizeilige Sommergersten in den Assoziationsmart geladen. Es
umfasste genetische Informationen zu 19 Kandidatengenen sowie phänotypische Da-
ten zu 57 Merkmalen.
Wie in Abschnitt 7.3.4 beschrieben, wurden die zur Genotypisierung verwendeten
Gerstensorten aus verschiedenen Quellen bezogen. Darunter befand sich eine größere
Anzahl von Sortenduplikaten. Dies diente zum einen der internen Verifikation der je-
weiligen Sorte. Zum anderen traten verschiedene Sorten mit identischem Namen, aber
unterschiedlichen Elternsorten auf. Dies spiegelte sich in widersprüchlichen SNP- und
Haplotypenmustern wider. Abbildung 7.12 zeigt am Beispiel des Kandidatengens α-
Amylase 1 verschiedene Sorten, deren Nukleotidausprägungen sich für einzelne SNP-
Marker unterscheiden.
Zur Bereinigung dieser Daten kamen verschiedene Prozeduren zum Einsatz, die für
jedes Kandidatengen Sortenduplikate ermittelten. Dabei wurden die Markerausprä-
gungen positionsweise verglichen. Bei Übereinstimmung wurden Duplikate eliminiert,
bei Widersprüchen alle Daten der jeweiligen Position für die entsprechende Sorte ent-
fernt. Die dadurch auftretenden Fehlstellen wurden mit -999 kodiert. Im Beispiel des
Kandidatengens α-Amylase 1 wurden 24 Widersprüche bereinigt und insgesamt 61
Duplikate entfernt.
Wie in Abschnitt 7.2.3 beschrieben, sollten die phänotypischen Daten zur Assozia-
tionsberechnung pro Sorte und Merkmal zu einem Mittelwert aggregiert werden. Zur
Beschleunigung der Abfragen des Assoziationsmarts wurden diese Aggregationen wäh-
rend des Ladens (Schicht 4) vorberechnet und materialisiert. Hierbei wurden Merk-
malsausprägungen von Sorten, die an verschiedenen Standorten und/oder in mehreren
Jahren untersucht wurden, als Ausreißer behandelt, wenn die Abweichung vom Mit-
telwert dieses Merkmals für die entsprechende Sorte mehr als 20% betrug. Auf die-
sen Grenzwert wurde sich in Absprache mit den Experimentatoren geeinigt (vgl. Ab-
schnitt 7.3.4). Ausreißer wurden entweder entfernt (Trimming) oder durch den nächst-
höheren bzw. nächstniedrigeren Wert ersetzt (Winsorising). Im Fall des Subsets der
zweizeiligen Sommergersten fand die Behandlung von 54 Ausr
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Abbildung 7.12: SNP-Markerausprägungen am Beispiel des Gens α-Amylase 1. Wi-
dersprüche wurden farblich hervorgehoben
Da die verwendeten phänotypischen Daten nicht orthogonal sind (vgl. Abschnitt 7.3.6),
trat weiterhin eine größere Anzahl von Fehlstellen auf, die vor der Verwendung des
Softwarewerkzeugs Tassel zu behandeln waren. Hierfür wurden Prozeduren entwi-
ckelt, die Fehlstellen entweder mit -999 kodierten oder Ersetzungen (Value Imputa-
tion), beispielsweise mit dem Mittelwert, durchführten. Im Subset der zweizeiligen
Sommergersten wurden 864 Fehlstellen auf diese Art behandelt (26% der aggregier-
ten Daten bei 57 Merkmalen und 58 Sorten). Tabelle 7.3 fasst die hier beschriebenen
Schritte zusammen.
Tabelle 7.3: Schritte zur Erhöhung der Qualität von Daten zur Berechnung von Asso-
ziationen für das Kandidatengen α-Amylase 1
Vorgehen bereinigte Datenpunkte
Entfernung von Duplikaten 61
Bereinigung von Widersprüchen 24
Behandlung von Ausreißern 54
Behandlung von Fehlstellen 864
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Anhand dieser Beispiele wurde gezeigt, dass der entwickelte Prototyp neben einer
deutlichen Zeitersparnis einen wichtigen Beitrag zur Vorverarbeitung von genetischen
und phänotypischen Daten für Assoziationsstudien geleistet hat. Durch die Automati-
sierung aller Arbeitsschritte vom Laden über das Bereinigen bis hin zum Exportieren
von Daten für externe Softwarewerkzeuge können bei der manuellen Handhabung auf-
tretende Fehler vermieden werden und es wird eine gleichbleibend hohe Datenqualität
garantiert. Somit ist es möglich, Assoziationsstudien im größeren Maßstab ohne er-
höhten Personalaufwand durchzuführen.
7.4.3 Ergebnisse
Ergebnisse von Assoziationsstudien für Gerste und Malzqualität liegen für eine Reihe
von Kandidatengenen vor. Zwei Artikel wurden hierzu bereits veröffentlicht [MWR09,
MWFR09]. Tabelle 7.4 stellt ausschnittsweise Ergebnisse aus [MWR09] vor. Darin
wurden für das auf Chromosom 6H der Gerste kodierende Gen für die α-Amylase 1
(amy1) sechs SNP-Marker, die vier Haplotypen definieren, ermittelt. Die Berechnung
von Assoziationen dieser SNPs und Haplotypen mit 14 Malzqualitätsmerkmalen er-
folgte mit Daten über 117 Europäische Sommer- und Wintergerstensorten. Dabei wur-
den die Subpopulationen der Winter- und Sommerformen getrennt betrachtet und bei
der Gesamtpopulation die Populationsstruktur berücksichtigt.
Tabelle 7.4: Auswahl signifikanter Marker-Merkmals-Beziehungen (gekennzeichnet
durch x) für die Malzqualitätsparameter Kochfarbe und Friabilimeter und
sechs SNP-Markern aus jeweils 72 Winter- und 45 zweizeiligen Sommer-
gerstensorten unter Berücksichtigung der Populationsstruktur bei der α-
Amylase 1 [MWR09]
Merkmal SNP Winter Sommer (nur zweizeilig)












Abschließend wird der Prototyp anhand der in Kapitel 5 vorgestellten Kriterien bewer-
tet.
• Grad der Integration (G):
Der Datenpool in Schicht 3 des Prototypen verwendet datendomänenspezifische
Schemata, in die phänotypische, Marker- und Passportdaten importiert wurden.
Die domänenübergreifende Integration dieser Daten erfolgte im analysespezifi-
schen Assoziationsmarts in Schicht 5. Der Grad der Integration kann daher mit +
bewertet werden.
• Materialisierung der Integration (M):
Daten wurden im Prototypen materialisiert integriert. Damit muss die Materiali-
sierung der Integration mit − bewertet werden. Wie in Abschnitt 6.7 ausgeführt,
wurde dies an dieser Stelle bewusst akzeptiert, um den in Schicht 3 propagierten
Datenpool zu schaffen.
• Realisierungsstand (R):
Abweichend von der Bewertung des Konzepts in Abschnitt 6.7 wird das Kriteri-
um Realisierungsstand (R) des Prototypen mit + bewertet, da eine durchgängige
Implementierung erfolgt ist.
• Plattformunabhängigkeit (P):
Der Prototyp wurde unter Verwendung des Datenbankmanagementsystems Ora-
cle sowie der Oracle-Application-Express-Technologie implementiert. Für bei-
de existieren Versionen für verschiedene Betriebssystemplattformen. Die entwi-
ckelten Datenimport-Werkzeuge und die zur Berechnung der Assoziationen ein-
gesetzten Softwarewerkzeuge basieren auf der Programmiersprache Java. Die
Plattformunabhängigkeit kann deshalb mit + bewertet werden.
• Internetfähigkeit (I):
Der Zugriff auf das Integrationssystem via Internet/Intranet ist mit dem Prototy-
pen implementiert. Daher wird die Internetfähigkeit mit + bewertet.
• Schnittstelle, Anfragesprachen (SA):
Integrierte Daten sind mit dem Datenbankmanagementsystem Oracle relational
abgespeichert und über Standardanfragesprachen wie SQL zugreifbar (+).
• Schnittstelle, Programmiersprachen (SP):
Auf den Datenzugriff über Application Programming Interfaces wie JDBC trifft
dasselbe zu (+).
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• Schnittstelle, Datenausgabeformate (SF):
Das Kriterium Schnittstelle, Datenausgabeformate (SF) wird im Falle des Proto-
typen mit− bewertet. Obwohl eine Exportfunktionalität für Daten implementiert
ist, ist das Exportformat, bedingt durch die verwendete Software TASSEL, pro-
prietär. Aufgrund der strukturierten Speicherung der verwendeten Daten ist die
Implementierung beliebiger weiterer Datenaustauschformate mit vertretbarem
Aufwand durchführbar.
• Flexibilität (F):
Der hier vorgestellte Prototyp ist flexibel auf neue Anforderungen anpassbar.
Das Kriterium Flexibilität kann deshalb mit + bewertet werden.
• Unterstützung von Informationsfusion (U):
Der Prototyp unterstützt die Kombination von Daten aus drei Domänen mit dem
Ziel der Ableitung neuer Informationen. Daher wird auch dieses Merkmal mit
+ bewertet.
• Gleichzeitige Verwendung verschiedener Datendomänen (D):
Der Prototyp verwendet phänotypische, Marker- und Passportdaten. Aus diesem
Grund kann dieses Kriterium mit + bewertet werden.
• Unterstützung ergebnisoffener Analysen (E):
Die generischen, datendomänenspezifischen Schemata in Schicht 3 ermöglichen
die flexible Erstellung von Datamarts, wie des hier vorgestellten Assoziations-
marts. Beliebige (ergebnisoffene) Analysen werden dadurch ermöglicht (+).
• Beschränkung auf eine Klasse von Analysen (A):
Obwohl der vorgestellte Prototyp der Berechnung von Assoziationen dient, gibt
es grundsätzlich keine Beschränkung auf eine Klasse von Analysen (+).
• Beschränkung auf ein festes Zielschema (Z):
Das Datenbankschema des Prototypen enthält generische Komponenten zur Ver-
waltung von phänotypischen und Markerdaten und kann flexibel erweitert wer-
den. Deshalb wird dieses Kriterium mit + bewertet.
• Verwendbarkeit bei proprietären Datenformaten (V):
Der Datenpool in Schicht 3 des Prototypen stellt sicher, dass alle Daten in re-
lationale Strukturen überführt werden. Die Verwendbarkeit bei proprietären Da-
tenformaten wird daher mit + bewertet.
• Berücksichtigung der Datenqualität (Q):
Der entwickelte Prototyp ist dahingehend implementiert, eine hohe Qualität der
integrierten Daten sicherzustellen. Dieses Merkmal kann mit + bewertet werden.
138 7. Anwendung
• Nutzung von Metadaten (N):
Wie in Abschnitt 4.5 diskutiert, wurden bei der Entwicklung des Prototypen
Strukturen geschaffen, um Metadaten zu verwalten (z. B. Informationen über
Merkmale, Experimente etc.) Weiterhin sind alle implementierten Funktionen
und Prozeduren nachvollziehbar dokumentiert worden (+).
Tabelle 7.5 fasst die Bewertung des Prototypen zusammen.
Tabelle 7.5: Bewertung des Prototypen
G M R P I SA SP SF F U D E A Z V Q N
Prototyp + − + + + + + − + + + + + + + + +
Legende:
G – Grad der Integration enge Kopplung (+) lose Kopplung (−)
M – Materialisierung der Inte-
gration
nicht materialisiert (+) materialisiert (−)
R – Realisierungsstand implementiert(+) theoretischer Ansatz (−)
P – Plattformunabhängigkeit unabhängig (+) plattformgebunden (−)
I – Internetfähigkeit entfernter Zugriff (+) lokale Installation (−)
SA – Schnittstelle, Anfrage-
sprachen
unterstützt (+) nicht unterstützt (−)
SP – Schnittstelle, Program-
miersprachen
unterstützt (+) nicht unterstützt (−)
SF – Schnittstelle, Datenausga-
beformate
verschiedene Formate (+) nur ein Format (−)
F – Flexibilität anpassbar (+) statisch (−)
U – Unterstützung von Infor-
mationsfusion
unterstützt (+) nicht unterstützt (−)
D – Gleichzeitige Verwen-
dung verschiedener
Datendomänen
mehrere Domänen (+) nur eine Domäne (−)
E – Unterstützung ergebnisof-
fener Analysen
unterstützt (+) nicht unterstützt (−)
A – Beschränkung auf eine
Klasse von Analysen
keine Beschränkung (+) Beschränkung (−)
Z – Beschränkung auf ein fes-
tes Zielschema
keine Beschränkung (+) Beschränkung (−)
V – Verwendbarkeit bei pro-
prietären Formaten
verwendbar (+) nicht verwendbar (−)
Q – Berücksichtigung der Da-
tenqualität
berücksichtigt (+) nicht berücksichtigt (−)
N – Nutzung von Metadaten möglich (+) nicht möglich (−)
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7.5 Resümee
In diesem Kapitel wurde die Entwicklung eines Prototypen des in Kapitel 6 entworfe-
nen Konzepts beschrieben. Ziel dieses Prototypen war die Unterstützung der Durch-
führung von Assoziationsstudien zur Aufdeckung von Genotyp-Phänotyp-Korrelati-
onen bei Gerstensorten.
Dazu wurden ca. 80.000 phänotypische Datensätze und ca. 120.000 Markerdatensätze
(SNPs, INDELs und SSRs) importiert und aufbereitet. Die Sicherstellung einer hohen
Datenqualität erfolgte in mehreren Schritten. Es wurden MS-Excel-Vorlagen zur struk-
turierten Erfassung von Daten durch Experimentatoren entwickelt. Eine erste Überprü-
fung fand während des Imports dieser Daten mit Hilfe Java-basierter Ladeprozeduren
statt. Auf der Grundlage von Metadaten wurden dabei nur Datensätze zugelassen, für
die Informationen über Merkmale und Experimente im Datenpool hinterlegt waren.
Grafische Benutzeroberflächen unterstützten die manuelle Kurierung der importierten
Daten. Für die Integration der importierten Daten aus dem Datenpool in den Assozia-
tionsmart wurden mehrere zusätzliche Funktionen und Prozeduren, insbesondere zum
Auffinden und Eliminieren von Duplikaten sowie von Sequenzierfehlern, aber auch
zum Behandeln von Ausreißern und Fehlstellen entwickelt. Es erfolgten Abgleiche ge-
netischer und phänotypischer Daten für jedes einzelne Kandidatengen. Diese konnten
in speziellen Exportformaten für externe Softwarewerkzeuge bereitgestellt werden.
Der Prototyp ist vollständig implementiert. Er steht für Assoziationsstudien zur Verfü-
gung und wurde ausschnittsweise in [KGM+07] publiziert.
Vor der Entwicklung des Prototypen erfolgte das Vorbereiten von phänotypischen und
Markerdaten manuell und beanspruchte sehr viel Zeit. Dies betraf insbesondere das
Zusammenstellen der Daten aus einer Vielzahl von Quellen, den Abgleich der Daten
zwischen den beiden Domänen sowie die Erstellung von Inputdateien für die verwen-
deten externen Softwarewerkzeuge. Für das Berechnen von Assoziationen auf der Ba-
sis von Teilmengen dieser Daten (z. B. nur Sommergersten) mussten die manuellen
Schritte jeweils erneut ausgeführt werden.
Der Prototyp hat in erheblichem Ausmaß zur Steigerung der Effizienz bei der Verwal-
tung und der Vorbereitung zur Verrechnung großer Datensätze in der Assoziationsge-
netik beigetragen. Insbesondere der Abgleich von Daten unterschiedlichen Umfangs
und die Erstellung von Inputdateien für externe Softwarewerkzeuge sowie das Auf-
finden und Bereinigen von Widersprüchen und Duplikaten innerhalb der Markerdaten
und von Ausreißern und Fehlstellen innerhalb der phänotypischen Daten wurde voll-
ständig automatisiert. Gleichzeitig konnte damit eine gleichbleibend hohe Qualität der
zu analysierenden Daten sichergestellt werden; der Faktor Mensch wurde als Fehler-
quelle weitestgehend ausgeschlossen.
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Resultate von Assoziationsberechnungen für eine Reihe von Kandidatengenen mit
Malz- und Brauqualitätsmerkmalen liegen vor. Hierüber wurden bereits zwei Arbeiten
veröffentlicht [MWR09,MWFR09]. Der hier entwickelte Prototyp wird im Anschluss-
forschungsprojekt GABI-GENOBAR auf Daten einer großen Anzahl von Zuchtstäm-
men angewandt und weiterentwickelt werden.
Aufgrund großen Interesses von Züchtungsunternehmen und Forscherkollegen wurde




Auf den nächsten Seiten sollen die einzelnen Teile der vorliegenden Arbeit zusam-
mengefasst werden. Anschließend wird ein Ausblick auf potenzielle Erweiterungen
der in dieser Arbeit besprochenen Konzepte sowie auf zusätzliche Anwendungsfälle
erfolgen.
8.1 Zusammenfassung
Bedingt durch den Einsatz von Hochdurchsatzmethoden hat in den letzten Jahren ei-
ne Vervielfachung des Datenaufkommens in der Biologie stattgefunden. Damit ein-
hergehend bewegt sich der wissenschaftliche Fokus von der Untersuchung einzelner
Datendomänen und problemorientierter Arbeit hin zur domänenübergreifenden und
ergebnisoffenen Analyse.
Trotz der Unterstützung durch bioinformatische Werkzeuge wird das individuelle und
manuelle Arbeiten mit umfangreichen Datensätzen zunehmend komplizierter. Diesem
Problem wurde in den letzten Jahren durch die Entwicklung einer großen Anzahl von
Informations- und Analysesystemen Rechnung getragen. Jedoch steht häufig nur eine
Datendomäne im Blickpunkt dieser Systeme; integrierte Analysen werden vernachläs-
sigt.
Während große Datenmengen und bioinformatische Infrastruktur im Bereich der Hu-
manmedizin, Taxonomie und molekulargenetischen Modellorganismen wie der Frucht-
fliege oder der Maus vorhanden sind, sind die landwirtschaftlichen Nutzpflanzen trotz
ihrer stetig wachsenden Bedeutung als Nahrungsgrundlage für Mensch und Tier so-
wie als erneuerbare Energiequelle vielfach unterrepräsentiert. Davon sind einerseits
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die Gewinnung sowie andererseits auch die Speicherung und Auswertung von Daten
betroffen. Daher bestand das Ziel dieser Arbeit in der Übertragung moderner Informa-
tikmethoden auf diesen Teil der biologischen Forschung.
Der Fokus der Arbeit war auf die Entwicklung eines Konzepts zur integrierten Ana-
lyse pflanzenbiologischer Daten gerichtet. Dieses sollte es ermöglichen, potenzielle
Wechselwirkungen zwischen den Datendomänen, beispielsweise Genotyp-Phänotyp-
Korrelationen, aufzuzeigen. Eine wichtige Voraussetzung für die integrierte Analyse
bildet die Qualität der zugrunde liegenden Daten. Dies gilt insbesondere für die Ver-
gleichbarmachung von Daten aus unterschiedlichen Quellen.
Hierzu wurden spezifische Herausforderungen und Lösungsansätze diskutiert. Des wei-
teren erfolgte die Betrachtung existierender Ansätze und die Bewertung dieser nach
einheitlichen Kriterien. Dabei wurden bestehende Kriterien zur Bewertung von Inte-
grationssystemen aufgegriffen und um Kriterien zur Bewertung domänenübergreifen-
der Datenanalysen erweitert. Es wurden Vorschläge zur integrierten Analyse biologi-
scher Daten unter Berücksichtigung von Spezifika der Pflanzenbioinformatik erarbeitet
und diskutiert. Besonderes Gewicht kam dabei Qualitätsaspekten dieser Daten sowie
domänenübergreifenden Analysemöglichkeiten zu. Dies war insbesondere wichtig, da
diese Problematiken durch existierende Ansätze häufig nicht zufriedenstellend berück-
sichtigt werden. Zur Sicherstellung hoher Datenqualität nehmen in diesem Kontext
Metadaten eine besondere Stellung ein.
Basierend auf diesen Untersuchungen wurde ein Konzept zur flexiblen, integrierten
Analyse pflanzenbiologischer Daten unter Verwendung von Datawarehouse-Methoden
entwickelt. Dieses besteht aus einer sechsschichtigen Architektur, deren Kernelemen-
te ein Datenpool sowie analysespezifische Datamarts bilden. Das Hauptaugenmerk lag
dabei auf der Bereitstellung qualitativ hochwertiger Daten für Analysen. Die vorge-
schlagene Architektur wurde ausführlich diskutiert. Anschließend erfolgte die Erläu-
terung der einzelnen Elemente anhand eines Prototypen.
Dieser Prototyp dient der Integration von phänotypischen, genetischen und Passport-
daten von Braugerstensorten mit dem Ziel der flexiblen Durchführung von Assoziati-
onsstudien zur Aufdeckung potentieller Genotyp-Phänotyp-Korrelationen. Besonderes
Gewicht wurde dabei auf die Sicherstellung einer hohen Datenqualität gelegt.
Der Prototyp leistet einen unterstützenden Beitrag zur Assoziationsgenetik, indem er
in erheblichem Ausmaß zur Steigerung der Effizienz bei der Verwaltung und der Vor-
bereitung zur Verrechnung großer Datensätze geführt hat. Ergebnisse von Assoziati-
onsstudien liegen vor und sind Gegenstand aktueller Publikationen.
Obwohl der Fokus der vorliegenden Arbeit auf die pflanzenbiologische Forschung ge-
richtet war, ist das entwickelte Konzept neben dem Prototypen grundsätzlich auch auf
andere Bereiche der biologischen Forschung anwendbar.
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8.2 Ausblick
Auf dem präsentierten Prototypen aufbauend sind verschiedene Erweiterungsmög-
lichkeiten vorstellbar. Es wäre wünschenswert, zusätzliche Prozeduren zu entwickeln,
die es ermöglichen, eine Vorauswertung der im Assoziationsmart befindlichen Daten
über statistische Verfahren durchzuführen und Vorhersagen darüber zu treffen, welche
Kombinationen phänotypischer und Markerdaten für die Berechnung von Assoziatio-
nen besonders geeignet erscheinen. Dies würde der Steigerung der Effizienz solcher
Analysen dienen.
Die im Rahmen dieser Arbeit entwickelten Methoden werden auch im kürzlich begon-
nenen, vom BMBF geförderten Forschungsprojekt GABI-GENOBAR Verwendung
finden. Wie im beschriebenen Anwendungsfall soll auch in diesem Projekt die Un-
tersuchung von Marker-Merkmals-Assoziationen erfolgen. Das Ziel besteht in der ge-
nomweiten Assoziation genetischer Vielfalt mit agronomisch bedeutsamen Merkma-
len der Gerste, d. h. in der Identifikation von genomischen Regionen mit Einflüssen
auf Merkmalsausprägungen. Sie können für die Auswahl geeigneter Elternkombina-
tionen für die Züchtung neuer Sorten verwendet werden. Langfristig betrachtet könnte
dadurch eine zeitnahe Zulassung neuer bzw. verbesserter Sorten gewährleistet werden.
Dies kann dadurch ermöglicht werden, dass die zu berechnenden Assoziationen einen
wirksamen Einsatz markergestützter Selektion erlauben und damit zu einem schnel-
leren Züchtungsfortschritt führen. Zur Unterstützung dieser Arbeiten wird in diesem
Projekt die Erstellung des so genannten GENOBAR-WAREHOUSES auf Basis der in
dieser Arbeit entwickelten Methoden erfolgen. Hier können insbesondere die während
der Realisierung des Prototypen gewonnenen Erfahrungen in der qualitätsberücksich-
tigenden Integration und Aufbereitung von Daten für Assoziationsstudien zum Tragen
kommen. Das GENOBAR-WAREHOUSE wird die Grundlage für die Anwendung
statistischer Verfahren bilden.
Im Rahmen der Entwicklung des Prototypen wurde eine umfangreiche Sammlung phä-
notypischer Daten erstellt (vgl. Kapitel 7), die ebenso für das GENOBAR-Projekt eine
hohe Relevanz hat. Weiterhin wurde am IPK Gatersleben ein Operativsystem, die Py-
rosequencing Database (PSQDB)1, entwickelt. Der Zweck der PSQDB bestand in der
Verwaltung von Pyrosequenzierungsdaten zur Unterstützung der Genotypisierung ei-
ner Kollektion von Lolium-Akzessionen (Weidelgras) der Gaterslebener Genbank. Die
Strukturen und z. T. auch die Daten der beiden genannten Systeme stehen als Vorar-
beiten für das GENOBAR-Projekt zur Verfügung.
Die wirtschaftliche Relevanz des Projektes wird durch die große Anzahl daran be-
teiligter Gerstenzüchter verdeutlicht. Eine Übertragung der gewonnenen Erkenntnisse
auf andere Getreidearten ist denkbar. Dies ist durch orthologe Bereiche der Genome
1http://bic-gh.de/psqdb [Stand 2009-04-02]
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verschiedener Spezies, etwa bei verwandten Arten, möglich. Ebenso denkbar ist die
Anwendung von Teilen des GENOBAR-WAREHOUSES auf andere Getreidearten.
Neben der Verwendung für Assoziationsstudien könnte eine vielversprechende An-
wendung des entwickelten Konzepts im Vergleich unveränderter und genetisch ver-
änderter Pflanzen bestehen. Zur Erfassung experimenteller Daten werden zunehmend
Laborinformationsmanagementsysteme (LIMS) [Gib96] eingesetzt. Dabei handelt es
sich um Softwaresysteme zur Verwaltung und persistenten Speicherung von chemi-
schen, physikalischen, biologischen oder medizinischen Labordaten sowie Metadaten.
In einem LIMS wird die gesamte Prozesskette vom Probeneingang über die Kontrol-
le des Messprozesses bis hin zur Verwertung zusammenhängend erfasst. Dies dient
sowohl der Rationalisierung als auch der Erfüllung von Dokumentationspflichten (ins-
besondere im Kontext der ISO-Normen 9001 und 170252). Da in etablierten LIMS
Daten in relationalen Strukturen vorliegen, wird eine potenzielle Integration von In-
formationen aus solchen Systemen vereinfacht. Weiterhin wirkt sich eine strukturierte
Speicherung von Daten in diesen Systemen positiv auf die Datenqualität aus. Auch in
LIMS werden identifizierende Daten nach dem Prinzip der Passportdaten verwaltet.
Hierüber ist unter Verwendung des vorgestellten Konzepts die Integration der Daten
mit denen anderer Quellen derselben Domäne und zusätzlich auch mit Daten anderer
Domänen möglich.
Eine weitere Anwendung des Konzepts könnte in der Unterstützung systembiologi-
scher Forschung liegen. Es existieren sehr große Sammlungen von Daten verschie-
dener Domänen, z. B. genomische Daten aus GeneOntology [GO 08] oder KEGG
[KAG+08], metabolische Daten aus AraCyc [ZFT+05] oder MetaCrop [GBWK+08]
bzw. proteomische Daten aus BRENDA [BEC+07], die in einen aussagekräftigen Zu-
sammenhang gebracht werden müssen. Aufgrund des Umfangs solcher Daten wird
es zunehmend schwerer, alle relevanten Experimente mit konventionellen Methoden
durchzuführen. Die Systembiologie versucht, komplexe biologische Prozesse in ihrer
Gesamtheit zu verstehen und auf mathematische Modelle abzubilden [Kit02]. Solche
Modelle dienen der Durchführung von Simulationen (In-silico-Experimente) und kön-
nen damit die Grundlage für Vorhersagen und anschließende experimentelle Überprü-
fungen bilden (Abbildung 8.1).
Zur Bereitstellung relevanter Daten für systembiologische Fragestellungen ist die Ver-
wendung des Konzepts aus Kapitel 6 denkbar. Dabei ist das Konzept dem Bereich der




















































Abbildung 8.2: Potenzielle Anwendung des in Kapitel 6 entworfenen Konzepts für die
Unterstützung systembiologischer Forschung
Für den Bereich metabolischer Daten von Kulturpflanzen sind am IPK Gatersleben
Vorarbeiten aus [GBWK+08,WGK+06] vorhanden. Eine Auswahl der systembiologi-
schen Fragestellungen, die die Grundlage dieser Arbeiten bildeten, soll abschließend
kurz aufgeführt werden:
• Existieren Abweichungen bei der Verwendung unterschiedlicher Reaktionskine-
tiken zur Simulation?
• Wie verhält sich die Konzentration eines Metaboliten, wenn die Aktivität eines
eine Reaktion katalysierenden Enzyms verdoppelt wird?
146 8. Zusammenfassung und Ausblick
• Gibt es Differenzen der Metabolitkonzentrationen bei Aktivierung oder Inhibie-
rung eines Enzymes in einem Genotypen im Vergleich zum Wildtyp?
• Bestehen Zusammenhänge zwischen Pathways? Dies ist aufgrund unvollständi-
gen Wissens über solche Netzwerke keine triviale Aussage. Die Beantwortung
einer solchen Fragestellung könnte auf Basis unterschiedlicher Metabolitkon-
zentrationen erfolgen.
Zusammenfassend ist nochmals festzustellen, dass das in der vorliegenden Arbeit ent-
wickelte Konzept gegenwärtig in einem weiteren Forschungsprojekt zur Unterstützung
der Erforschung von Marker-Merkmals-Assoziationen (GABI-GENOBAR) Anwen-
dung findet. Zusätzliche Einsatzpotenziale wurden skizziert.
A Screenshots
des Prototypen
Abbildung A.1: Verwaltung phänotypischer Merkmale mit dem Kurationswerkzeug
für phänotypische Daten (Schicht 3)
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Abbildung A.2: Verwaltung von Experimenten, in denen phänotypische Daten erho-
ben wurden (Schicht 3)
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Abbildung A.3: Kerntabellen des Datenbankschemas des Assoziationsmarts
(Schicht 5); hinzu kommen 37 logische und materialisierte Sichten,
die hier nicht dargestellt sind
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Abbildung A.4: Anzeige von Markerinformationen mit der Assoziationsmart-
Anwendung (Schicht 6)
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Abbildung A.5: Anzeige von phänotypischen Daten mit der Assoziationsmart-
Anwendung (Schicht 6)
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B Quellcodes
B.1 Bereinigung importierter Daten im
Assoziationsmart
Tabelle B.1: Übersicht der Funktionen und Prozeduren, die zur Bereinigung importier-
ter Daten im Assoziationsmart entwickelt wurden
Name Beschreibung
Funktion cleanCultivar Entfernt doppelte Zeilen der Markerdaten
einer mehrfach auftretenden Sorte.
Funktion cleanMarker Überprüft, ob für eine mehrfach auftre-




Findet mehrfach auftretende Sorten inner-
halb des Datensatzes.
Prozedur cleanseGeneticData Liest die in den Assoziationsmart im-
portierten Markerdaten und überprüft auf
mehrfach auftretende Sorten und wider-
sprüchliche Informationen.
Fortsetzung auf der nächsten Seite
153
154 ANHANG Quellcodes
Fortsetzung von Tabelle B.1
Name Beschreibung
Prozedur cleansePhenotypicData Liest die in den Assoziationsmart impor-
tierten phänotypischen Daten und berech-
net Aggregationen für die Assoziations-
martanwendung vor. Hierbei werden zu-
sätzlich Ausreißer behandelt.
Listing B.1 zeigt beispielhaft eine der in Tabelle B.1 aufgeführten Funktionen für die
Bereinigung der Markerdaten.
Listing B.1: Funktion cleanMarker
1 −− ü b e rp rü f e n , ob f ü r e i n e mehrfach a u f t r e t e n d e S o r t e a l l e Z e i l e n i d e n t i s c h s i n d
2 c r e a t e or r e p l a c e f u n c t i o n c l e a nM a rke r ( p _ c u l t i v a r IN varchar2 , p _ s e q _ e x p e r i m e n t _ i d
IN number , p_marker_no IN number )
3 re turn number
4 as
5
6 −− V a r i a b l e n
7 r e t number ;




12 −− In e i n e r S c h l e i f e a l l e Marker de r übe rge be ne n S o r t e f ü r a l l e Z e i l e n d i e s e r S o r t e
durchgehen .
13 −− Dabei d i e Ausprägungen des j e w e i l i g e n Markers übe r a l l e Z e i l e n de r S o r t e
v e r g l e i c h e n . Wenn U n t e r s c h i e d e
14 −− a u f t r e t e n , ALLE Ausprägungen d i e s e s Markers a u f ’ −999 ’ s e t z e n .
15 −− Danach d i e mehrfachen Z e i l e n de r S o r t e b i s a u f e i n e l ö s c h e n .
16 f or i in 1 . . p_marker_no
17 loop
18
19 −− a u f U n t e r s c h i e d e in de r M arke rausprägung ü b e r p r ü f e n
20 s e l e c t c oun t ( d i s t i n c t marker ) as d i f f e r e n c e s
21 i n t o p _ d i f f e r e n c e s
22 from
23 (
24 s e l e c t d . t 020_ i d_pk as s e q _ e x p e r i m e n t _ i d ,
25 e . T007_CULTIVAR_NAME as c u l t i v a r ,
26 a . T022_marker_ORDER as m a rke r_o rde r ,
27 a . T022_MARKER as marker ,
28 b . T021_HAPLOTYPE as h a p l o t y p e
29 from ( ( t 022_marke r a l e f t outer j o i n t 0 2 1 _ h a p l o t y p e b on a .
T022_T021_ID_HAPLOTYPE_FK = b . t 021_ i d_pk )
30 l e f t outer j o i n t 0 2 0 _ s e q _ e x p e r i m e n t d on b .
T021_T020_ID_SEQ_EXPERIMENT_FK = d . t 020_ i d_pk )
31 l e f t outer j o i n t 0 0 7 _ c u l t i v a r e on b . T021_T007_ID_CULTIVAR_FK = e .
t 007_ i d_pk
32 where d . t 020_ i d_pk = p _ s e q _ e x p e r i m e n t _ i d
33 and
34 e . T007_CULTIVAR_NAME = p _ c u l t i v a r
35 and
36 a . T022_marker_ORDER = i
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37 ) ;
38
39 −− im F a l l von U n t e r s c h i e d e n a u f ’ −999 ’ s e t z e n
40 i f ( p _ d i f f e r e n c e s > 1 ) then
41
42 DBMS_OUTPUT . PUT_LINE (’−−−−>Marker no . ’ | | i | | ’ , d i f f e r e n c e s : ’ | | p _ d i f f e r e n c e s
) ;
43
44 −− d i e M arke rausprägung a u f ’ −999 ’ s e t z e n
45 update t 022_marke r
46 s e t t 022_marke r = ’ −999 ’
47 where t 022_ i d_pk in (
48 s e l e c t a . T022_ID_PK
49 from ( ( t 022_marke r a l e f t outer j o i n t 0 2 1 _ h a p l o t y p e b on a .
T022_T021_ID_HAPLOTYPE_FK = b . t 021_ i d_pk )
50 l e f t outer j o i n t 0 2 0 _ s e q _ e x p e r i m e n t d on b .
T021_T020_ID_SEQ_EXPERIMENT_FK = d . t 020_ i d_pk )
51 l e f t outer j o i n t 0 0 7 _ c u l t i v a r e on b . T021_T007_ID_CULTIVAR_FK
= e . t 007_ i d_pk
52 where d . t 020_ i d_pk = p _ s e q _ e x p e r i m e n t _ i d
53 and
54 e . T007_CULTIVAR_NAME = p _ c u l t i v a r
55 and
56 a . T022_marker_ORDER = i
57 ) ;
58
59 −− d i e z u g e h ö r i g e n H a p l o t y p e n e i n t r ä g e a l s m o d i f i z i e r t ke nnz e i c hne n
60 update t 0 2 1 _ h a p l o t y p e
61 s e t t 0 2 1 _ h a p l o t y p e = ’ modi f i ed ’
62 where t 021_ i d_pk in (
63 s e l e c t b . T021_ID_PK
64 from ( ( t 022_marke r a l e f t outer j o i n t 0 2 1 _ h a p l o t y p e b on a .
T022_T021_ID_HAPLOTYPE_FK = b . t 021_ i d_pk )
65 l e f t outer j o i n t 0 2 0 _ s e q _ e x p e r i m e n t d on b .
T021_T020_ID_SEQ_EXPERIMENT_FK = d . t 020_ i d_pk )
66 l e f t outer j o i n t 0 0 7 _ c u l t i v a r e on b . T021_T007_ID_CULTIVAR_FK
= e . t 007_ i d_pk
67 where d . t 020_ i d_pk = p _ s e q _ e x p e r i m e n t _ i d
68 and
69 e . T007_CULTIVAR_NAME = p _ c u l t i v a r
70 and
71 a . T022_marker_ORDER = i
72 ) ;
73
74 end i f ;
75
76 p _ d i f f e r e n c e s : = 0 ;
77
78 −− d i e mehrfachen Z e i l e n b i s a u f e i n e l ö s c h e n
79 r e t : = c l e a n C u l t i v a r ( p _ c u l t i v a r , p _ s e q _ e x p e r i m e n t _ i d , i ) ;
80









B.2 Abfrage und Export von Daten aus dem
Assoziationsmart
Tabelle B.2: Übersicht der Funktionen und Prozeduren, die zum Abgleich und zum
Export von Daten aus dem Assoziationsmart entwickelt wurden
Name Beschreibung
Prozedur imputeValues Überprüft die in den Assoziationsmart
geladenen phänotypischen Daten für al-
le Kombinationen Sorte/Merkmal hin-
sichtlich Fehlstellen und führt Ersetzun-
gen (Value Imputation) mit verschiedenen
Methoden durch (z. B. Durchschnitt, Mi-
nimum, Maximum etc.).
Funktion buildPhenotypicQuery Stellt eine SQL-Abfrage über phänotypi-
sche Daten zusammen.
Funktion getDescriptorNumber Bestimmt die Anzahl der zur Verfügung
stehenden Deskriptoren.
Funktion getDescriptorName Formatiert die Deskriptorennamen für die
Exportdatei.
Prozedur generatePhenotypicFile Erstellt die phänotypische Exportdatei.
Funktion buildGeneticQuery Stellt eine SQL-Abfrage über genetische
Daten zusammen.
Funktion getMarkerNumber Bestimmt die Anzahl der zur Verfügung
stehenden Marker.
Funktion getMarkerName Formatiert die Markernamen für die Ex-
portdatei.
Prozedur generateGeneticFile Erstellt die genetische Exportdatei.
Funktion buildHaplotypeQuery Stellt eine SQL-Abfrage über Haploty-
pendaten zusammen.
Funktion getHaplotypeNumber Bestimmt die Anzahl der zur Verfügung
stehenden Haplotypen.
Fortsetzung auf der nächsten Seite
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Fortsetzung von Tabelle B.2
Name Beschreibung
Funktion getHaplotypeName Formatiert die Haplotypennamen für die
Exportdatei.
Prozedur generateHaplotypeFile Erstellt die Exportdatei für die Haploty-
pendaten.
Listing B.2 zeigt beispielhaft eine der in Tabelle B.2 aufgeführten Funktionen für die
Abfrage von Haplotypeninformationen. Die Funktionen zur Abfrage phänotypischer
und Markerdaten sind vergleichbar aufgebaut.
Listing B.2: Funktion buildHaplotypeQuery
1 −− Anhand de r Seq_Experiment_ID und des O r i g i n s d i e SQL−Abfrage z u s a m m e n s t e l l e n
2 c r e a t e or r e p l a c e f u n c t i o n b u i l d H a p l o t y p e Q u e ry ( p _ s e q _ e x p e r i m e n t _ i d IN number ,
p _ o r i g i n IN varchar2 , p _ c h a r g e d _ v a l u e s IN number )
3 re turn varchar2
4 as
5 −− V a r i a b l e n d e k l a r i e r e n
6 query varchar2 ( 3 2 0 0 0 char ) : = n u l l ;
7 query2 varchar2 ( 3 2 0 0 0 char ) : = n u l l ;
8 query3 varchar2 ( 3 2 0 0 0 char ) : = n u l l ;
9 c i d i n t e g e r ;
10 i g n o r e i n t e g e r ;
11 p_ha p l o t ype _no number : = 0 ;
12 p _ h a p l o t y p e varchar2 ( 4 0 0 0 ) : = n u l l ;
13 p_marker_no number : = 0 ;
14 p _ c o u n t e r number : = 1 ;
15
16 −− A l l e Markernamen a b f ra ge n , d i e z u r übe rge be ne n Seq_Experiment_ID gehören
17 cursor c_marker_names i s
18 s e l e c t d i s t i n c t a . t022_marker_name as m_name , a . T022_marker_ORDER as m_order
19 from ( t 022_marke r a l e f t outer j o i n t 0 2 1 _ h a p l o t y p e b on a . T022_T021_ID_HAPLOTYPE_FK
= b . T021_ID_PK )
20 l e f t outer j o i n t 0 2 0 _ s e q _ e x p e r i m e n t c on b . T021_T020_ID_SEQ_EXPERIMENT_FK
= c . T020_ID_PK
21 where c . T020_ID_PK = p _ s e q _ e x p e r i m e n t _ i d




26 −− Abfrage de r g e n e t i s c h e n Daten e r s t e l l e n
27 query : = b u i l d G e n e t i c Q u e r y ( p _ s e q _ e x p e r i m e n t _ i d , p _ o r i g i n , p _ c h a r g e d _ v a l u e s ) ;
28
29 −− e i n e n neuen Cursor e r s t e l l e n und d e s s e n ID z urüc kge be n
30 c i d : = DBMS_SQL. OPEN_CURSOR ;
31
32 −− d i e eben e r s t e l l t e Abfrage a l s i n n e r e Abfrage verwenden und a l l e
33 −− vorkommenden H aplo typen d i s t i n c t a b f r a g e n
34 query2 : = ’ s e l e c t d i s t i n c t ’ ;
35




39 query2 : = query2 | | ’ " ’ | | my_marker . m_name | | ’ " , ’ ;
40
41 p_marker_no : = p_marker_no + 1 ;
42
43 end loop ;
44
45 query2 : = s u b s t r ( query2 , 1 , l e n g t h ( que ry2 ) −2 ) ;
46
47 query2 : = query2 | | ’ from ( ’ | | que ry | | ’ ) where ’ ;
48
49 f or my_marker in c_marker_names
50 loop
51 query2 : = query2 | | ’ " ’ | | my_marker . m_name | | ’ " < > ’ ’ − 9 9 9 ’ ’ and ’ ;
52 end loop ;
53
54 query2 : = s u b s t r ( query2 , 1 , l e n g t h ( que ry2 ) −5) ;
55
56 query2 : = query2 | | ’ o r d e r by ’ ;
57
58 f or my_marker in c_marker_names
59 loop
60 query2 : = query2 | | ’ " ’ | | my_marker . m_name | | ’ " asc , ’ ;
61 end loop ;
62
63 query2 : = s u b s t r ( query2 , 1 , l e n g t h ( que ry2 ) −2) ;
64
65 −− d i e Anzahl de r z u r ü c k g e l i e f e r t e n Z e i l e n de r eben z u s a m m e n g e s t e l l t e n Abfrage
best immen
66 DBMS_SQL. PARSE ( c id , ’ s e l e c t c oun t ( 1 ) as no_rows from ( ’ | | que ry2 | | ’ ) ’ , dbms_sql .
n a t i v e ) ;
67 DBMS_SQL. DEFINE_COLUMN ( cid , 1 , p_ha p l o t ype _no ) ;
68 i g n o r e : = DBMS_SQL. EXECUTE_AND_FETCH ( c i d ) ;
69 DBMS_SQL.COLUMN_VALUE ( c id , 1 , p_ha p l o t ype _no ) ;
70
71 −− Cursor s c h l i e ß e n
72 DBMS_SQL. CLOSE_CURSOR( c i d ) ;
73
74 query3 : = ’ s e l e c t c u l t i v a r ’ ;
75
76 −− e i n e n neuen Cursor e r s t e l l e n und d e s s e n ID z urüc kge be n
77 c i d : = DBMS_SQL. OPEN_CURSOR ;
78
79 DBMS_SQL. PARSE ( c id , query2 , dbms_sql . n a t i v e ) ;
80
81 f or i in 1 . . p_marker_no
82 loop
83 DBMS_SQL. DEFINE_COLUMN ( cid , i , p_ha p l o t ype , 4 0 0 0 ) ;
84 end loop ;
85
86 i g n o r e : = DBMS_SQL. EXECUTE ( c i d ) ;
87
88 f or i in 1 . . p_ha p l o t ype _no
89 loop
90
91 i g n o r e : = dbms_sql . f e t c h _ r o w s ( c i d ) ;
92
93 query3 : = query3 | | ’ , c as e when ’ ;
94
95 f or my_marker in c_marker_names
96 loop
97
98 DBMS_SQL.COLUMN_VALUE ( c id , p_c oun t e r , p _ h a p l o t y p e ) ;
99
100 i f ( p _ c o u n t e r = p_marker_no ) then
101 query3 : = query3 | | ’ " ’ | | my_marker . m_name | | ’ " = ’ ’ ’ | | p _ h a p l o t y p e | | ’ ’ ’ ’ ;
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102 e l s e
103 query3 : = query3 | | ’ " ’ | | my_marker . m_name | | ’ " = ’ ’ ’ | | p _ h a p l o t y p e | | ’ ’ ’ and
’ ;
104 end i f ;
105
106 p _ c o u n t e r : = p _ c o u n t e r + 1 ;
107
108 end loop ;
109
110 p _ c o u n t e r : = 1 ;
111
112 query3 : = query3 | | ’ then 1 e l s e 2 end Haplotype ’ | | i ;
113
114 end loop ;
115
116 query3 : = query3 | | ’ from ( ’ | | que ry | | ’ ) ’ ;
117
118 −− Cursor s c h l i e ß e n
119 DBMS_SQL. CLOSE_CURSOR( c i d ) ;
120






Akzession: Unter einer Akzession wird ein Sammlungsmuster einer bestimmten Art
verstanden, das in einer Genbank gelagert und erhalten wird.
Allelische Diversität: Als Allel wird eine Form eines Gens bezeichnet, die an ei-
nem Genlocus eines Chromosoms in einer charakteristischen Basenkombination
auftritt [Ibe92]. Variationen der Zusammensetzung von Allelen, beispielsweise
innerhalb einer Art, werden als allelische Diversität bezeichnet.
Bioinformatik: Nach [RHM04] ist die Bioinformatik eine Disziplin der Angewand-
ten Informatik, deren Ziel darin besteht, mit Hilfe der Informatik große Mengen
biologischer Daten zu verwalten und zu analysieren. Oftmals wird unter Bio-
informatik nur die Unterstützung der biologischen Forschung auf molekularer
Ebene verstanden (vgl. [BBC+99]). Im Gegensatz zur Bioinformatik (nach klas-
sischer Definition) beschäftigt sich die Biodiversitätsinformatik mit Daten über
pflanzengenetische Ressourcen auf nicht-molekularer Ebene. Dabei handelt es
sich um den Zweig der Pflanzenbiologie, der sich mit dem Schutz vor Extinkti-
on und Generosion und dem Erhalt der Vielfalt pflanzengenetischer Ressourcen
(Biodiversität) beschäftigt. Die Verwendung des Begriffes Bioinformatik soll
in dieser Arbeit immer einschließlich des Bereichs der Biodiversitätsinforma-
tik verstanden werden.
Datendomäne: Eine Domäne (von lat. dominium: Herrschaftsbereich) definiert all-
gemein ein Fach- oder Wissenschaftsgebiet. Mit dem Begriff Datendomäne ist
hier die Gesamtheit der Daten eines bestimmten Bereichs gemeint, z. B. die Ge-
samtheit der Sequenzdaten.
Genbank: Die Hauptaufgabe einer Genbank besteht in der Erhaltung und Reproduk-
tion von Kulturpflanzen mit dem Ziel der Minderung des Aussterbens (Extinkti-
on) und des Rückgangs der biologischen Vielfalt (Generosion) von Kulturpflan-
zen und ihren wildwachsenden Verwandten. Hierzu werden Pflanzen und/oder
reproduktive Teile von Pflanzen (in der Regel Samen) einer Vielzahl von Arten
mit Hilfe unterschiedlicher Verfahren, z. B. Kühllager, In-vitro-Kulturen oder
Kryokonserven, gelagert.
Genotyp: Der Genotyp ist die Gesamtheit der Allele eines Organismus.
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Heritabilität: Die Heritabilität (Erblichkeit) gibt an, inwieweit die Ausprägung eines
phänotypischen Merkmals genetisch determiniert ist [Fel92].
Integrierte Analyse: Der Begriff der integrierten Analyse bezeichnet die Zusam-
menführung (Integration) von Daten aus verschiedenen Bereichen (Domänen)
mit dem Ziel der gemeinsamen Auswertung.
Kandidatengen: Unter diesem Begriff werden Gene verstanden, die möglicherwei-
se im Zusammenhang mit einer bestimmten phänotypischen Ausprägung stehen.
Markergestützte Selektion: Das Ziel der markergestützten Selektion besteht in
der Identifikation der einzelnen Gene, die direkt oder indirekt mit einem quanti-
tativen Merkmal gekoppelt sind [Bec93]. Dazu werden für diese Gene funktio-
nale und diagnostische Marker entwickelt, um den genetischen Beitrag an einer
phänotypischen Ausprägung zu ermitteln. In der Pflanzenzüchtung ist es damit
möglich, Elternlinien mit gewünschten Eigenschaften zu kombinieren und in-
nerhalb der spaltenden F2-Populationen anhand der Marker die Individuen zu
selektieren, die die gewünschten Allele besitzen.
Pflanzengenetische Ressource: Als pflanzengenetische Ressource wird genera-
tiv oder vegetativ vermehrungsfähiges Material von Pflanzen bezeichnet, das
einen aktuellen oder zumindest potentiellen Wert für Ernährung, Land- oder
Forstwirtschaft hat. Dazu zählen auch Landrassen, verwandte Wildarten und
Wildformen von Kulturpflanzen [OBB95].
Phänotyp: Der Phänotyp ist die Gesamtheit aller beobachtbaren Merkmale eines
Organismus.
Sorte: Eine Sorte (engl. Cultivar) ist eine Variante einer Kulturpflanzenart, die sich
in mindestens einem Merkmal deutlich von anderen Sorten dieser Art unter-
scheidet. Sorten werden von Behörden, in Deutschland dem Bundessortenamt,
zugelassen und tragen einen Sortennamen.
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