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ABSTRACT
5D Grain Boundary Characterization from EBSD Microscopy
Akash Savio Amalaraj
Department of Mechanical Engineering, BYU
Master of Science

Knowledge of the full 5-degree Grain Boundary Character Distribution (GBCD) is vital to
understanding properties, such as gas diffusivity, that are dominated by grain boundary character.
Surface characterization techniques, such as Electron Backscattered diffraction (EBSD), can
provide only 4 of the 5 GB characteristics (the rotation between the neighboring grains, and the
trace of the GB on the surface). The inclination of the GB in the direction normal to the surface is
not known. A previous study indicated that the GB inclination could be recovered by correlating
the Electron Backscattered patterns (EBSPs) of sample points near the GB with EBSPs taken from
the centers of the neighboring grains. The resultant transition curve could be compared with
theoretical curves obtained from MonteCarlo simulations of electron yield from the two grains.
However, a practical method based upon this study was never implemented. Here, a few
microscopy and image filters have been applied to the EBSPs to improve the image quality. Also,
several experiments have been conducted to verify and validate the interaction volume of the
materials used to produce theoretical transition curves, in order to receive more accurate results.
In this work, it is hypothesized that transition curves obtained from considering individual band
intensities from the EBSPs will give more informative transition curves. The filtered EBSPs from
the band intensities coupled with the accurate interaction volume values, should give us more
reliable and repeatable transition curves, and that a more detailed comparison of the experimental
and simulated transition curves will give higher fidelity results, in terms of GB inclination
determination.

Keywords: Grain Boundary, Electron Backscattered Diffraction, microscopy, inclination
determination, Grain Boundary Diffusivity
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1 Introduction
Grain boundaries affect the toughness, strength, fatigue and ductility of a material [1, 2].
From Hirth’s work [3], it can be observed that at different temperatures, different strains and other
varying conditions, grain boundaries have exhibited a range of properties. This observation was
exploited in the 1980s when it was observed that certain thermomechanical processes conducted
on the material helped improve their properties by increasing the number of special grain
boundaries [4, 5]. Such boundaries have interfacial energies that affect material properties such
as strength, corrosion, diffusion and thermal conductivity [6]. This interfacial energy depends
on the grain boundaries crystallography, which requires three parameters to describe the lattice
misorientation, ∆g, between the grains and two more parameters to describe the interface (plane)
normal, 𝑛⃗ [6, 7]. The distribution of these five parameters in a polycrystal is typically referred to
as the grain boundary character distribution (GBCD) [8]. Characterizing the full GB character is
critical for informing and validating material models. A common microstructure characterization
technique used is Electron Backscattered diffraction (EBSD). But since it is a surface-based
method, it extracts only 4 out of the 5 Grain Boundary Character Distribution (GBCD) parameters;
the 4 parameters being lattice misorientation ( φ1,, φ2, in Euler angles) and one of the two angles
that defines grain boundary normal (θ). The missing geometrical characteristic of the GB is the
inclination angle, φ. Hence, determining the grain boundary inclination angle would help us
capture the full GBCD and by extension, would allow us to study the grain boundary structureproperty relationship. More specifically, the 5D GB character can be used to enable an in-depth
1

study of GB-facilitated diffusivity- the focus of the NSF-funded project [1] that supports this work.
The goal of the NSF-funded project as stated in the original proposal is to “exploit the confluence
of three scientific advances- (i) 3D surface EBSD microscopy (ii) polycrystalline atomistic studies
(iii) inverse methods for deconvolution of large datasets, to tackle – the mapping of structureproperty relations across the 5D GB space” [1]. One of the structure property models dealt with
here is the hydrogen diffusivity property D which depends on the GB misorientation Δ𝑔 and GB
plane normal (𝑛 ⃗. The real-world application of the project lies in carrying over the results and the
knowledge achieved here in better understanding concepts such as corrosion and embrittlement,
thus allowing for the synthesis and design of materials that would be more robust when employed
in the storage and transportation of hydrogen fuel.
This research aims at extracting all 5 GBCD attributes from 2D EBSD, specifically the
inclination angle (φ), using information contained in the mixed EBSD patterns (EBSP) that result
as the scan crosses a grain boundary. As the electron beam traverses the boundary, the total
intensity of the pattern in the EBSP that corresponds to a selected grain varies in a fashion that
depends on the grain boundary inclination angle, resulting in a ‘characteristic curve’. The
contribution coming from the first grain is initially 100% when the beam (and resultant interaction
volume) is entirely within that grain; but this drops rapidly to zeros as the GB is crossed. The form
of the curve resulting from a grain boundary with a particular geometrical characteristic can be
predicted using Monte Carlo simulation. By comparing experimentally derived curves with
predicted curves, the inclination angle of the GB may be identified. The objective of this thesis is
to introduce and compare several methods for producing experimental curves (by quantifying the
contribution of a given grain to the resulting EBSP), to optimize an algorithm for using the
resultant experimental and simulated curves to identify the experimental GB inclination, and to
2

determine the resolution of the method in practical use.
Grain boundary inclination can be recovered by several methods, including serial
sectioning and high energy diffraction, but they pose experimental challenges and other
limitations. With Synchrotron-based X-ray diffraction and imaging techniques, both the
orientation and the 3D grain shape can be accessed non-destructively for recovery of the full grain
boundary character [9]; but the cost and relatively low spatial resolution limits its application. In
Synchrotron based X-ray diffraction, the spatial resolution is limited to only the micrometer scale,
while EBSD operates at the scale of tens of nanometers. Similarly, the HEDM process is also a
non-destructive technique used in capturing the whole 3D grain structure [10]. This process is not
adopted for its limitation in spatial resolution and it is both expensive and not easily available to
compile datasets.
Serial sectioning employs the use of a manual polishing or focused ion beam (FIB) to
reconstruct full 3D grain boundary character and is commonly used to determine 3D structure [2].
Unfortunately, this technique is destructive and prohibits any further tests that can be performed
on the sample piece. Furthermore, the resolution normal to the sample surface can be limited,
either by the thickness of the sections, or by the difficulty with accurately aligning the resultant
data. Hence, a simple non-destructive method for determining GB inclination angle, arising from
2D EBSD, would provide invaluable information at low cost, if the resolution were reasonable.
The steps that will be taken to arrive at the goal of identifying GB inclination using surfacebased EBSD are as follows:
1. Produce a library of simulated GB curves
2. Produce experimental curves
3. Address the issue of noise in the experimental curves
3

4. Compare the experimental with the simulated curves to identify GB inclination
5. Determine the resolution of the method in practical situations

A brief review of these steps is given below.
1. Simulated Curves: The objective of this step is to simulate an EBSD line scan crossing a GB
using a Monte Carlo approach, and derive curves based upon the number of electrons emerging
from the first grain in the scan. A library of simulated curves is then generated for the set of all
possible grain boundary geometries.
2. Experimental Curves: The objective of this step is to determine the ratio of electrons from
each grain that contribute to the EBSD pattern on the phosphor screen during a line scan that
crosses a grain boundary. The fraction of electrons coming from the first grain, at each point
of the scan, then defines the experimental curve which can be directly compared with the
Monte Carlo simulations. Of course, counting the actual number of electrons that come from
the different grains is not feasible, and hence some other representative quantification of the
contribution from the two grains is required. Several methods are used, and compared,
including:


Cross correlation of the pattern at the current scan point with a reference pattern taken from
the first grain.



Quantification of the mutual information between the current scan point and a reference pattern
from the first grain.



Calculation of the Kikuchi band Intensity for one or more of the bands associated with a
particular grain.

4

3. Noise Reduction: Noise plays an important part in the experimental curves, potentially
swamping the subtle changes associated with changes in GB geometry. Two particular sources
of noise are considered and addressed:
Noise Generic to EBSD
Assuming that the microscope parameters, such as beam current, spot size, etc., are held
perfectly constant, the intensity of an EBSD pattern can still vary significantly from such issues
as surface finish or topography, or from local defects and deformation of the crystal lattice.
This is addressed by normalizing the curves that are generated between a maximum and a
minimum value. Furthermore, the curves that are generated from any of the above selected
methods are processed through a number of filters to improve the signal to noise ratio.
Local Orientation Variations
All of the methods for deriving an experimental curve depend upon quantifying the
characteristics of Kikuchi bands arising from a particular grain – either by comparison with
bands on a reference pattern, or by measuring their intensity directly. If the position of the
bands changes, then each of these methods is adversely affected. Several approaches will be
applied to curtail these effects:
(i)

Remapping of the original EBSD pattern can be applied to adjust the position of the bands
to correspond with the orientation of the reference pattern [11].

(ii)

Taking the convolution of the current scan pattern and the reference pattern effectively
applies the cross-correlation method but translating the pattern to all possible relative
positions; thus, partially compensating for any movement of the bands from orientation
variations. The maximum value of the convolution is taken as the correct value.

(iii)

For the band intensity method, movement of band position can be accommodated by taking
5

the peak Hough transform intensity in a local region around the position of the band peak
for the reference pattern.
The effectiveness of these approaches is assessed, and the best method applied.
4. Curve comparison: In order to determine the simulated curve that best matches the
experimental curve, and thus arrive at a predicted GB inclination, key characteristics of the
curves must be quantified and compared. The most obvious trait of the curves is the slope as
the GB is crossed; but the curvature on either side of this incline may also be a key
characteristic. Hence explored options include maximum slope, best-fit sigmoid curve, and
simple summed squared error. The comparative approach then lies at the heart of the GB
inclination determination algorithm.
5. Resolution of The Method: Once the overall GB inclination extraction framework has been
optimized, the performance of the approach is tested on real materials including silicon, nickel
and iron. The silicon single crystal material enables a study of electrons emerging from a grain
at a boundary with known inclination, with very low-noise. The nickel also provides high
quality EBSD patterns, with twins of known inclination angle. And the iron provides a final
practical example, pertinent to the overall diffusion study.

6

2 Methods
In this section the framework for extracting the GB inclination angle is developed as
outlined in the Introduction. Hence, we begin by creating the library of simulated line-scan curves,
and then introduce several materials from which experimental curves are derived.
2.1 Library of Simulated Curves
The task of the simulation exercise is to determine the ratio of electrons emerging from
each of two grains that meet at a grain boundary, when an electron beam is pointed at a scan point
in the region of the boundary. The interactions between electrons that are fired at the sample
surface, and the atomic lattice within the sample are stochastic in nature, with a potential for many
random collisions, within what is termed the interaction volume. The ideal environment for
modeling such a system is the well-known Monte Carlo method.

Fig 2-1: Left- EBSD setup; Right- Kikuchi pattern (Courtesy of EDAX TSL)
7

Monte Carlo simulation is a widely used numerical experimentation technique to obtain
the statistics of the output variables of a system computational model, given the statistics of the
input variables [12]. In a Monte Carlo simulation, a random value is chosen for a task based on a
range of estimates and a model is developed based on the chosen random value. The process is
repeated for various randomly selected values. This technique is used here for modeling the
electron interactions with the crystal lattice, as they would occur during an EBSD scan [2]. An
EBSD setup consisting of a Scanning Electron Microscope and an EBSD detector is shown in
Fig.2-1. Each single electron trajectory that is emitted from the electron gun of the microscope is
calculated as a series of collision and scattering events that occur within the sample used. This
collection of trajectories contains information like interaction depth and resultant electron energy
that plays a big role in the Monte Carlo simulation. The position of the final collision of a reemerging electron within the sample determines which grain it is associated with.
The Monte Carlo simulations reported in this paper tracked between 20,000 and 200,000
electron trajectories using MATLAB 2017, based upon methods described in [13] and based upon
code provided by Matt Nowell at EDAX. The number of trajectories chosen for the final library
of curves was based upon a convergence exercise that is described in later sections. Simulation
parameters reflect microscope settings for EBSD, as follows: 70-degree incident angle, 20kV
accelerating voltage, 10 nm beam diameter. The thickness of all the samples prepared and analyzed
for this research lie anywhere between 2mm to 10 mm. Joy’s book defines a sample to be ‘thin’ if
its thickness lies within 1 millimeter (in which case there may be significant electron leakage
through the back of the sample); hence, our samples are set to be ‘thick’ in all of the Monte Carlo
simulations. It is known that the dominating diffraction contrast on the EBSD patterns is produced
by the electrons that have lost little energy during their interaction with the sample, in the range of
8

up to a few hundred eV [14]. This knowledge guides our selection of the so-called cut-off voltage
which here is set to 90% of the incident voltage. Cut-off voltage here is defined as the voltage
below which the electrons are unlikely to contribute significantly to the diffraction pattern since a
portion of the accelerating voltage is only used to penetrate the surface by the electron beam.
Validation experiments are conducted on Nickel, Silicon and Iron, for reasons detailed
further on, and hence material properties such as atomic number, atomic weight and density of
these materials are integrated into the Monte Carlo simulation, as listed in Table 2-1.
Table 2-1: Material properties of Ni, Si and Fe
Material

Atomic Number

Atomic Mass

Density

Nickel

28

58.70

8.9 g/cm3

Silicon

14

28.086

2.33 g/cm3

Iron

26

55.845

7.874 g/cm3

2.1.1 Generation of Simulated Transition Curves
In this section, the goal is to simulate transition curves that represent the ratio of electrons
being backscattered from each of the two grains as the beam traverses the grain boundary. This is
performed by placing a theoretical GB through the modeled interaction volume, and thereby
assigning emerging electrons to one grain or the other based upon the position of their final
interaction. Figures 2a and 2b, represent the principle behind the MC simulation that mimics the
actual EBSD experiment. It can be observed that a theoretical grain boundary plane is modeled
and is approached by the interaction volume (cluster of blue dots). As stated earlier, the placement
of the GB and its relative position with the interaction volume is modeled in a way that it replicates
a line scan crossing a GB. In Figure 2-2, all of the electron signal emerges from the left side of the
9

grain boundary (final electron interaction positions shown in blue). This would denote a high
backscatter intensity from the left side of the GB or from Grain 1 but none from Grain 2. As the
beam traverses the GB, or in the case of the MC simulation, as the IV is stepped in a direction
(here it is left to right), approaching the GB plane, the ratio of the electrons emerging from either
side of the GB plane is defined by the relative position of the GB and interaction volume / beam
position; the electrons emerging from the left grain are shown in blue. The fraction of electrons
emerging from either side of the GB plane is stored for every step on the y-axis, resulting in a
transition curve. The curves are stored and used as a reference to compare with the shapes of the
experimental curves.

Figure 2-2: Monte Carlo simulation of Electron IV (blue triangle) approaching the theoretical
GB at a pre-set step size; Right- Theoretical grain boundary plane passing the Monte Carlo
simulation. Color is used to differentiate the number of electrons on either side of the grain
boundary plane.
GB orientation is defined by the two angles that characterize its normal: θ (surface trace),
the angle between the positive x-axis and its projection in x–y plane, and φ (inclination angle), the
angle from the x–y plane, moving toward the positive z-axis. The angles θ and φ
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Figure 2-3: 2D representation of the azimuth and elevation angles are represented here [2] (grain
boundary plane in blue)
of the simulated grain boundary plane normal range from 0° to 180° and -90° to 90°, respectively.
The procedure for simulating transition curves is repeated for every potential grain boundary by
stepping θ and φ at a certain step size.
Collectively, these characteristic curves for all possible θ and φ form a certain library of
curves for the corresponding material and microscope settings used in the Monte Carlo simulation.
Since the curves are more sensitive to changes in the Y-direction (longitudinal) than the X-direction
is the major direction of the interaction volume that defines the shape, we are interested in studying
how the interaction volume moves in that direction. An interaction volume size was determined by
taking the envelope of all final scattering events for electrons with a final energy above 90% of
their original energy (i.e., the volume from which electrons assumed to contribute to the EBSD
pattern escaped). The transition curves for Nickel and Silicon at θ = 30° and 90° covering all the
values for φ (-90° to 90°) are reproduced in figures 2-4 and 2-5 respectively. A GB plane with θ
= 0° is not physically possible according to the convention used here.
11

Figure 2-4: Left- Simulation library of Nickel at θ = 30°; Right- Simulation library of Nickel at θ
= 90°

Figure 2-5: Left- Simulation library of Silicon at θ = 30°; Centre- Simulation library of Silicon at
θ = 60°; Right- Simulation library of Silicon at θ = 90°
From figures 2-4 and 2-5, it can be observed that the transition curves for various θ appear
to be very similar. The similarity of the simulated transitions curves can limit our resolution in
finding the inclination angle of the grain boundary plane. Apart from a visual inspection, the
12

maximum slopes for all the inclination angles φ are calculated and plotted in Figure 2-6. This
would aid for a more detailed and comprehensive approach.

Figure 2-6: Maximum slope vs φ (θ = 90°)
Figure 2-6 represents the plotting of the maximum slope on the y-axis and all possible GB
inclination angles φ on the x axis. From the figure, it can be inferred that the maximum slope
values for the inclination angles φ change sharply only between φ = -90° to -80° and 80° to 90°
while remaining fairly similar through-out the rest. As stated earlier, this similarity in the values
of the maximum slopes limits the resolution of finding the inclination angles in the above stated
range.

13

2.1.2 Number of Trajectory electrons
The number of trajectory electrons is inspected here to select the appropriate number for
modeling purposes and possibly also to compare the resultant IV size with published values as a
form of validation of our Monte Carlo simulation (discussed in later sections). The shape and size
of the interaction volumes of Nickel and Silicon are modeled used Monte Carlo in Figure 2-7. The
number of trajectory electrons used to generate these interaction volumes are 20000, 50000 and
100,000 electrons.

Figure 2-7: Top row- Interaction volume of Nickel with (i) Left- 20,000 trajectory electrons (ii)
Middle- 50,000 trajectory electrons (iii) Right- 100,000 trajectory electrons.
Bottom row- Interaction volume of Silicon with (i) Left-20,000 trajectory electrons(ii) Middle50,000 trajectory electrons (iii) Right- 100,000 trajectory electrons.
14

From figure 2-7, we can observe that as the number of trajectory electrons increase, the
density of the interaction volume also increases. These increased density interaction volumes are
then used to simulate transition curves and the results are plotted in Figure 2-8. From Figure 2-8,
it can be observed that as the number of trajectory electrons increase, the transition curves for a
particular θ (planar angle) appear to be more unique (more spaced) and dense which aid in
narrowing down the φ inclination angle more efficiently hence helping improve the resolution.
Thus, it can be inferred that the shape and profile of these characteristic

Figure 2-8: Top row- Transition curves for Silicon with trajectory electrons 20000 and 100000
respectively. Bottom row- Zoomed in images of the transition curves for Silicon with trajectory
electrons 20000 and 100000 respectively.
15

transition curves partially depend on the number of trajectory electrons used in the Monte Carlo
simulation.
In an ideal environment, we could calculate the number of electrons from the beam current
that hit the surface in a typical time period and replicate that number in our simulations, but it is
not possible since, as the number of trajectory electrons increases, the time taken to model the
interaction volume and to generate transition curves also increases significantly. Thus, to pick a
number we use the help of standard deviation. By calculating the averaged standard deviation
between the transition curves, we can calculate how dense the curves for their corresponding
trajectory electron interaction volumes. Once the density, by means of the

Figure 2-9: Plotting the Averaged standard deviation vs Number of trajectory electrons
averages standard deviation, converges, we can pick a number that also conserves time.
Since Monte Carlo simulation is random in nature, the standard deviation is not constant
on every iteration but follows a similar trend as shown in Figure 2-9. From the figure, it can be
16

observed that for 50,000 trajectory electrons and higher, the ASD (averaged standard deviation)
converges to a low value henceforth for our experiment, we pick trajectory electrons between
50,000 and 80,000 trajectory electrons.

2.2 Experimental Transition Curves
2.2.1 Material selection and preparation
The materials that were used for the experimental setup of the project were silicon, nickel and
iron. Since the majority of the experimental setup revolved around EBSD microscopy, materials
that were easy to polish and ones that had clean patterns were chosen.
Silicon
Single crystal silicon was the first material selected for testing since it did not require manual
polishing for EBSD finish and also gave very clean Kikuchi patterns during EBSD analysis. It was
chosen for Interaction volume size verification along with the ability to analyze a GB in a single
crystal grain without the complication of the second grain.
Nickel
Nickel was essentially chosen since it is very easy to polish to obtain a clean EBSD finish
and also gave clean patterns during EBSD analysis. The nickel samples were prepared by
annealing them in a vacuum environment for around 2-4 hours at 800°C. This environment allowed
for the creation of annealing twins, whose GB inclination angles could be easily obtained. EBSD
finish was achieved by manually polishing the nickel samples with sand-paper starting from 250
grit up to 1200 fine grit (~1 micron) for 30 seconds at each grit paper. They were then finished off
by polishing in Colloidal Alumina of suspension 1 micron and 0.3 micron separately for 10
minutes each.
17

Iron
Iron was analyzed since it was the material chosen for the diffusion experiments for the
NSF funded project. The polishing steps that were applied to the Nickel samples, were applied to
the Iron samples as well.

2.2.2 Generation of Experimental Transition curves
The principle behind the generation of the experimental transition curves is similar to that
of the simulated transition curves. The modeled interaction volume is replaced by a real interaction
volume created by a beam of electrons ejected from the scanning electron microscope; the
theoretical grain boundary is replaced by a real grain boundary separating two grains. The number
of electrons on the phosphor screen (EBSD detector) that associate with each of the grains
separated by the GB is modified by running the interaction volume cross the GB. The steps that
contain the process of the generation of the experiment transition curves are shown as follows:


A sequence of images is taken from scan points that cross the GB via a line scan.



A reference image is selected, which is generally taken to be one that has the highest intensity
or best contract or both. Figure 2-10 depicts a sequence of images taken on a nickel sample. In
this example the first and the reference image are the same and contain the orientation
information of the first grain. The last image shown in the sequence contains orientation
information of the second grain with a clearly different pattern. Figure 2-11 depicts a sequence
of images taken across an edge on a single crystal silicon sample. The reference image contains
the orientation information about the grain while the last image reflects the loss of electrons
coming from the single crystal grain with a black screen.
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Figure 2-10: Experimental data obtained from a Nickel sample

Figure 2-11: Experimental data obtained from a Silicon sample


Next, the ratio of electrons contributing to the EBSD pattern from each grain at any point of
the line scan has to be determined. The resulting fraction of electrons coming from the first
grain, at each point of the scan, then defines the experimental curve which can be directly
compared with the transition curves that arise from the Monte Carlo simulations. Counting the
actual number of electrons that come from different grains is not feasible, and hence some
other representative quantification of the contribution from the two grains is required.
Several methods, including Cross Correlation, Mutual Information and Band Intensity are

used here for quantifying the ratio of electrons and producing the transitional curves. These are
explained asa) Cross correlation
This is a simple and efficient method that is used to quantify the number of electrons
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originating from each of the two grains. Cross correlation is a method of quantifying how similar
two images are. Here, normalized cross-correlation comparison is performed between the
reference image from one grain and each mixed pattern in the line crossing the GB (shown in
Figure 2-12). This comparison is carried out by the use of the normalized cross-correlation
coefficient ‘r’ [15] defined as
𝑟

∑

,

,

̅

,

̅

(1)

In the equation (1), f and t are the grayscale values of the two patterns; 𝑓 ̅ and 𝑡̅ are the
average grayscale pixel values across the image; 𝜎 and 𝜎 are the standard deviations of the
images; n is the number of points in the images. The comparison is normalized to a single
maximum value which is then recorded by location on the line crossing the boundary, along the yaxis. The coefficient will approach 1 for identical images and 0 for images with zero correlation.
Repeating this step and plotting the maximum values for each location on the line scan generates
a transition curve. This is a pixel-by-pixel comparison which takes the whole image into account.
Image quality, noise, small background variations and minor pattern rotations and translations
have a significant effect on the curves being produced, as discussed further.
The region denoted between the black lines represents the true transition from grain 1 to
grain 2 and is termed as the ‘mixing region’. Any waviness that occur due to noise might throw
the data off resulting in a greater error while comparing these experimental curves with the
simulated library while calculating the inclination angle. From figure 2-12 it can be observed that
the cross-correlation method requires some data processing and filtering techniques to reduce noise
and achieve smoother transition curves.

20

Figure 2-12: Cross correlation being applied to experimental data of Nickel sample
b) Mutual Information
This method is very similar to the working of the cross-correlation method, in that it
quantifies the similarity between two images. But this method can be a more robust approach to
image comparison than the cross-correlation method [16]. However, any variation or shift in the
Kikuchi pattern (e.g. by local orientation change) can also significantly influence the results. Here,
the experimental images are compared by computing the entropies of the two individual patterns
as well as the joint entropy. The individual entropy of the reference image and the image being
compared with it is calculated by first computing the normalized histogram 𝑝

ℎ 𝑖 /𝑁 of the

image, where ℎ 𝑖 is the histogram of the images being compared with each other for gray levels
between 0 and 255, and N is the number of pixels in the image. The entropy is then defined as
∑

𝐻 𝑅𝐼 ≡
21

𝑝 𝑙𝑛 𝑝

(2)

where RI stands for the reference image. The joint entropy is then calculated in a similar fashion,
which when normalized, estimates the probability 𝑝 ≡ ℎ 𝑖, 𝑗 /𝑁, where N is the number of pixels
in the pattern.

The joint entropy is thus calculated as
𝐻 𝑅𝐼, 𝑖𝑚𝑎𝑔𝑒 2 ≡

∑

𝑝 𝑙𝑛 𝑝

(3)

The mutual information of images A and B, I(A,B), is then defined as [17]
𝐼 𝑅𝐼, 𝑖𝑚𝑎𝑔𝑒 2 ≡ 𝐻 𝑅𝐼

𝐻 𝑖𝑚𝑎𝑔𝑒 2

𝐻 𝑅𝐼, 𝑖𝑚𝑎𝑔𝑒 2

(4)

As discussed in the case of Cross-correlation and by looking at figure 2-13 it can be
observed that the mutual information method also requires some data processing and filtering
techniques to reduce noise and achieve smoother transition curves.

Figure 2-13: Mutual information being applied to experimental data of Nickel sample
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c) Band Intensities
The cross-correlation and the mutual information methods try to quantify the contribution
to the EBSP from each grain by comparing the pattern at each point with a reference pattern from
a selected grain. A more direct approach to quantifying the fraction of electrons from each grain
involves tracking the intensities of the Kikuchi bands within the EBSP as the GB is crossed. A
Radon transform is performed on the image, and the bands on the Kikuchi patterns translate into
peaks in the transform. The Radon transform accumulates all the intensities along a given line into
a point; convolving the transform image with a butterfly mask then collects the intensities that
would be associated with an entire band (rather than just a line), thus capturing the intensity of the
band in a single point.
This effectively isolates a part of the pattern associated with only one of the grains and
observes how the intensity changes with position. As a GB is traversed and the grain orientation
changes, some peaks in the Radon space disappear, and others appear. Hence the height of Radon
peaks within one grain will taper off as the GB is approached and crossed. Hence, the intensity of
the dominant bands in the Radon transform is tracked to provide a curve that reflects electron
contribution to the EBSD pattern from a given grain (see Figures 2-14,2-15a and 2-15b).
In the case that grains on both sides of the GB have identical dominant bands (e.g. for
twins), these bands are ignored. Figure 2-15a displays the transition curves that arise from mapping
the 5 individual bands of an EBSD scan. As mentioned earlier, a few bands are dominant on both
the grains and hence are ignored. This usually takes place with annealed twins or due to dislocation
densities. Figure 2-15b displays one particular band of interest, and it can be observed that the
curves generated via the radon transform method are also prone to noise and require some data
processing and filtering techniques to reduce noise resulting in smoother transition curves.
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Figure 2-14: Working of the radon transform method. Lines in different colors denote the
transition curves for each individual band from the Kikuchi pattern. Top- January 20th Scan on a
Nickel sample. Bottom- June 28th scan on a Nickel sample.

Figure 2-15a: Transition curves of 5 individual bands extracted from an experimental scan
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Figure 2-15b: One particular band identified from figure 2-15a

2.2.3 Noise quantification and reduction
As seen in Figures 2-12, 2-13 and 15b, noise plays an important part in the execution of the
experimental transition curves, potentially diluting the subtle changes associated with changes in
GB geometry. Noise, if not taken care of, can alter the comparative analysis of the experimental
transition curves with the simulated curves, thus giving us different value for a GB inclination.
Two particular sources of noise are considered and addressed:
Noise Generic to EBSD
Assuming that the microscope parameters, such as beam current, spot size, etc., are held
perfectly constant, the intensity of an EBSD pattern can still vary significantly from such issues as
surface finish or topography, or from local defects and deformation of the crystal lattice. This is
addressed by normalizing the curves that are generated between a maximum and a minimum value.
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Furthermore, the curves that are generated from any of the above selected methods are processed
through a number of filters to improve the signal to noise ratio.

Low Frequency Noise including Local Orientation Variations
All of the methods for deriving an experimental curve depend upon quantifying the
characteristics of Kikuchi bands arising from a particular grain – either by comparison with bands
on a reference pattern, or by measuring their intensity directly. If the position of the bands changes,
then each of these methods is adversely affected. Several approaches will be applied to curtail
these effects:
(iv)

Remapping of the original EBSD pattern can be applied to adjust the position of the bands
to correspond with the orientation of the reference pattern [11].

(v)

Taking the convolution of the current scan pattern and the reference pattern effectively
applies the cross-correlation method but translating the pattern to all possible relative
positions; thus, partially compensating for any movement of the bands from orientation
variations. The maximum value of the convolution is taken as the correct value.

(vi)

For the band intensity method, movement of band position can be accommodated by taking
the peak Hough transform intensity in a local region around the position of the band peak
for the reference pattern.

All of the below techniques offer some kind of help in the image comparison process.

EBSD related filters
A few image processing filters were executed to improve the accuracy of the EBSD patterns
taken from the SEM and they are26

(1) EBSD filt – The filters used here were median filtering and edge removal, which removes the
edges of the EBSP and focusses in on the circular portion of the pattern with the bands.

Figure 2-16: SNR of the EBSD image before and after passing it through EBSD filt
(2) Custimfilt – This is Open XY’s band pass filtering function. A band-pass filter
passes frequencies within a certain range and rejects frequencies outside that range. This
allows for reduction in the noise while still retaining the signal data that is very useful for the
quantification process. Custimfilt is a filter that is very commonly used for its efficiency.

Figure 2-17: SNR of the EBSD image before and after passing it through Custimfilt
(3) Gaussian band pass filter- Works similarly to the OpenXY’s filter but it applies a Gaussian
distribution over the band pass filter to give a smoother filtering.
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Figure 2-18: SNR of the EBSD image before and after passing it through Gaussian band pass
filter.
(4) Microscope filtering techniques – This involves minor adjustments with gain, exposure time,
spot size, accelerating voltage, calibration and background filtering.
(5) Gaussian Blur- This is also known as Gaussian smoothing, and is the result of blurring an
image by a Gaussian function (named after mathematician and scientist Carl Friedrich Gauss).
It is a widely used effect in graphics software, typically to reduce image noise and reduce
detail. Figure 2-20 shows the results of the application of the various EBSD filters on the EBSD
patterns to obtain cleaner patterns with a higher signal-to-ratio (see Table 2)

Figure 2-19: SNR of the EBSD image before and after passing it through Gaussian blur.
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Table 2-2: Signal-to-noise ratio of EBSD patterns shown in Figure 2-20.
Material
Nickel

Unfiltered images
Signal-to-noise ratio (dB)
5.9575

Filtered images
Signal-to-noise ratio (dB)
6.1964

Silicon

7.801

8.3428

Figure 2-20: Left- Unfiltered EBSP of Nickel vs Filtered EBSP of Nickel (respectively); RightUnfiltered EBSP of Silicon vs Filtered EBSP of Silicon (respectively)
Filters pertaining to the Low frequency noise
(6) Radon transform processing - This includes analyzing and making amendments to binning,
theta step, rho fraction and the binary mask size.

Figure 2-21: Application RT processing on an EBSD image helps boost its SNR.
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(7) Convolution- Here, the convolution of the current kikuchi pattern and the reference pattern
effectively applies the cross-correlation method but translating the pattern to all possible
relative positions; thus, partially compensating for any movement of the bands from orientation
variations. The maximum value of the convolution is taken as the correct value.

Figure 2-22 shows the transition curves of the same scan with and without the application
of the convolution. The convoluted curve appears to be visibly cleaner (SNR 5.428 dB) with a
maximum slope of 3.67 while the curve with no convolution has a lower SNR (signal to noise
ratio) of 4.061dB and a maximum slope of 3.15.

Figure 2-22: Cross-correlation vs Convolution of experimental scans

(8) Sigmoid mask search – This essentially accounts for pattern rotations and translations and is
shown in Figure 2-23. It allows us to focus in on the location and intensities of bands and
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ignore more background noise. In addition, the box also allows us to track small rotations and
translations in the image and still find the peak height.

Figure 2-23a: Left- Application of sigmoid mask search in an experimental dataset

Figure 2-23b: Results of the rotation and translation. (Misorientation = 0.458°)
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Although this takes into account only individual bands, any variations in image intensity, quality
and background noise can mitigate its effectiveness.
After the application of the sigmoid mask, the peaks are tracked more efficiently thus
aiding in tracking in small rotations and translations of the bands of the kikuchi pattern. Figure 222 shows the misorientation angle of the rotated and translated image being 0.927°. This minor
difference can cause a change in shape and slope of the transition curves as seen in Figure 2-24.
The figure displays two curves, one (purple) curve is the result of no filtering techniques while the
other (yellow) curve is the result of the different filtering techniques mentioned earlier in this
section. Although, visually, their curves don’t seem very different, the maximum slope of both the
curves differ. The maximum slope and SNR of the unfiltered curve is 2.63 and 24.62 dB while the
maximum slope and SNR of the filtered curve is 2.38 and 27.53 dB. Moreover, this change in
slope can result in a different inclination angle while comparing these experimental curves with
the simulated curves.

Figure 2-24: Transition curves from (i) unfiltered EBSPs of Silicon (purple) vs (ii) filtered
EBSPs of Silicon (yellow)
32

2.3 Calculation of inclination angle
After the fraction or ratio of electrons coming from the respective grains is estimated using
one of the image processing methods, this fraction, when plotted against position, then represents
a transition curves, similar to the simulated transition curves. The library of simulated curves
covers all possible values of θ (surface trace angle) and φ (inclination angle). Comparing this
library of curves of known GB inclination angle with the experimental transition curves of
unknown GB inclination angle, for a measured θ can help evaluate the experimental φ. When an
experimental curve matches a curve in the simulation library most closely, the value of φ for the
simulated curve is attributed to the experimental curve. This comparison of curves was performed
by two approaches- (i) Maximum slope method (ii) Summed squared error analysis.
a) Using maximum slope
Here, the maximum slope of the transition curves is used to quantify the difference between
the experimental and simulated data. The slope of the characteristic curve is a key characteristic
because it represents the rate at which the scan transitions from one orientation to another and is
related to the inclination angle. The slope of the curve relates to the rate at which one grain leaves
the interaction volume and the other enters [2]. It must be noted that there is no unique inclination
angle attributable to a specific maximum slope if the trace angle is not defined; but if the trace
angle is measured using EBSD, then the inclination angle can be determined (see figure 6) [2].
Calculating the maximum slope essentially tells us "nature of change" in y as a result of a
change in x and can be very easy to calculate compared to the whole curvature at the top and
bottom of the curve. The drawback here in considering only the maximum slope as the determining
factor for the comparative analysis is that, the maximum slope is affected by the noise of the
experimental EBSD images. Although smoothing out the noise can help overcome this problem,
there will be a degree of uncertainty if the slope is the same before and after the smoothing process
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and it may have a large impact on the slope as well. If no post-processing techniques have been
applied to the EBSD images, the intensity of noise applied will be more and thus interfere with
the calculation of the maximum slope characteristic of the curve. Considering only the slope of
the curves, neglects the features of the sigmoid that are important to characterizing the transition
between orientations.
Utilizing the maximum slope of the curves in figure 2-25, the inclination angles are
calculated by comparing them with the library of simulated curves.

Table 2-3 Calculation of φ using maximum slope
Grain Boundary

Measured θ

Known φ

Calculated φ

Error

1

30°

70°

87.5°

17.5°

2

20°

45°

87.5°

42.5°

3

90°

20°

35°

15°

Figure 2-25: Transition curves of Silicon at a few known inclination angles ‘φ’
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b) Using summed squared error analysis
A different curve comparator involves quantifying the differences between the curve for
each point on the curve. This comparative analysis takes a point-by-point comparative analysis
that essentially contains taking a summed squared error (SSE) of the curvature of the sigmoid
curves (region between the black lines).
The sigmoid characteristic curve contains plenty of information which is essential for the
comparison. Unlike the maximum slope method, the analysis is not simplified to a single point
and takes the whole curve signal into account. A numerical analysis is applied to the whole
sigmoid curve and that is then compared to the best fit library curve. This is a more reliable
approach and also has a much better resolution than using the maximum slope.
Utilizing the summed squared error analysis of the curves in figure 2-26, the inclination
angles are calculated by comparing them with the library of simulated curves. The results are
stated in Table 2-4.

Figure 2-26: Transition curves of Silicon at a few known inclination angles ‘φ’
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Table 2-4 Calculation of φ using summed squared error analysis
Grain Boundary

Measured θ

Known φ

Calculated φ

Error

1

30°

70°

87.5°

17.5°

2

20°

45°

53°

8°

3

90°

20°

27°

7°

2.4 Picking an image processing method for the material
After analysis of various different experimental scans for Nickel and Silicon, an image
processing method was picked that would enable consistent cleaner curves while having higher
signal to noise ratio. Figures 2-27a and 2-27b represents the application of 4 different image
processing methods (Cross-correlation, Band Intensity method, Mutual information

Figure 2-27a: Transition curves generated from 4 different image processing methods in Nickel
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Figure 2-27b: Transition curves generated from 4 different image processing methods in Silicon
and Convolution) on the same experimental scan on a Nickel sample. Figure 16b does the same
but on a Silicon sample.
For both Nickel and Silicon, the band intensity method gives us the cleanest curves while
having the highest SNR ratio and this trend is observed in other experimental scans as well.

2.5 Algorithm

1. Run Monte Carlo simulation
The Simulation library for all possible trace angles and inclination angles is generated using
Monte Carlo simulation. The number of trajectory electrons is chosen by the user.
2. Sample preparation
The experimental samples are prepared by polishing (Nickel or Iron) for EBSD analysis. This
step is spared for Silicon since it already comes with a mirror like EBSD finish.
3. EBSD Analysis
EBSD scans are taken across GBs of interest.
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4. Load Experimental scans
The EBSD scans taken across the GBs are loaded into the program and the method of image
processing (cross-correlation, mutual information or band intensity) is chosen by the user. For
Nickel and Silicon, pick Band Intensity method.
5. Post-processing experimental scans through filters
The experimental scans are run through a variety of filters that help boost its signal-to-noise
ratio. If the band intensity method is chosen earlier, radon transform processing is also utilized.
6. Click run and save experimental setting for future use
The program is run, and the output experimental settings can be saved for other purposes
(validation, comparison etc.)
7. Input GB trace angle
Since the user receives the GB trace angle from the EBSD scans, it is plugged into the program
to determine GB inclination angle.
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3 Results
3.1 Validation of Simulated Transition curves
a) Published values of Interaction volume
The interaction volume of an EBSD pattern (EBSP) is the volume within the sample from
which the contributing electrons are ejected. The interaction volume of the sample placed in an
SEM is usually pear shaped in nature since, when an electron beam hits the sample, the beam
broadens due to strong elastic scattering effects while the inelastic interactions cause electrons to
lose energy. The smaller the energy of the electron, the higher the likelihood of its absorption in
the sample becomes. The size of the interaction volume and the penetration depth of the electrons
increase with increasing accelerating electron voltage and decreases with atomic number of the
material [18].
The interaction volumes that are calculated for Si and Ni using Monte Carlo simulations
can be validated by comparing with published values. The published IV (Interaction Volume) size
for Ni at 20 kV is found to be 50nm in the lateral (X) direction and 200 nm in the longitudinal (Y)
direction [13]. These values correlate with the simulated IV sizes (250 nm in the y axis and 75nm
in the x axis) from the Monte Carlo simulation which are measured using the ‘convhull’ and
‘peeling’ functions. The difference could be attributed to a different cut-off voltage approached
here. Here, we use a 90% cut-off energy, since almost 90-95% of the generated BSE signal is
within only 90% of the incident beam energy [19] and the channeling contrast which ascertains
the quality of a diffraction pattern, is created in a shallow surface layer where the beam electrons
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have lost some of their initial energy [19].
The published interaction volume of Silicon in [20] ranges from 800-2200 nm with similar
microscopic properties as our experiment. Our simulated values lie in the range of 800-2000 nm.
b) Inclusion of spot size
Since the interaction volume sizes of Nickel in the Y direction from published literature
did not fully correspond with the IV sizes of Nickel from Monte Carlo simulations, the spot size
in the Monte Carlo code was inspected. Spot size or Probe diameter is the diameter of the final
electron beam at the surface of the specimen. Generally, the spot size affects the 1) the resolution
of the image and 2) the number of back-scatter electrons generated [21]. There is little research
listing the effects of the spot sizes of the electron beam on the interaction volume. Line scans,
across the same surfaces but with different spot sizes, were taken to see how it influenced the size
of the mixing region (reflects the beginning of the true transition from grain 1 to grain 2represented by black lines in Figure 3-1) and the IV size. We found that there was little difference
in mixing region size- by order of only a few nanometers (refer figure 3-1). Thus, the difference
in the published and the Monte Carlo simulated IV sizes cannot be explained by the lack of
inclusion of a finite spot size.

Figure 3-1: Experimental transition curves of line scans taken across same GB with varying spot
size.
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c) Single crystal validation experiments
The following experiments allow us to create a GB of a known angle and determine the
fraction of the pattern coming only from the grain on the material side of the trench thus
eliminating the noise and any variables/unknowns associated with having a second
orientation/grain. This way, the unique size of one interaction volume can be determined from the
mixing region on the resulting experimental transition curve and can be used to validate the IV
models simulated by the Monte Carlo simulation, in extension validating the simulated transition
curves. We could also prove what the inclination angle is and use it to validate our
comparison to the simulation library.
In Nickel, a focused ion beam is used to mill out trenches. Edges with different angles
could be produced for the experiment [6]. Although this method was adopted for its ability to
produce edges with a lower radius of curvature, the results of the milling operation did not reflect
that. The milled-out trenches still had a radius of curvature between 1-3 micron that would
interfere with the interaction volume calculation (see Figure 3-2). The interaction volume would
appear to be bigger and wider than usual because of the radius.

Figure 3-2: Trenches milled on to the Nickel samples with the radius of curvatures pointed
out in red.
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Silicon wafers
Since the trenches on the Nickel samples had a radius of curvature on the edge of the
scanning surface, Silicon wafers were used for the validation purposes. For the Silicon samples,
producing straight edges was possible since the wafer broke at 90-degree to the plane due to a
<111> orientation of the crystal. Since it is known that factors like accelerating voltage affects the
interaction volume [13], line scans of varying accelerating voltages are taken across the edges of
the silicon sample. In order to fabricate other inclination angles, the silicon wafers were broken at
various angles (see figure 3-3) and edges using the SEM images obtained and simple trigonometry.

Figure 3-3: SEM images of Silicon wafers with (i) Left: inclination angle of 70°; (ii) Middle:
inclination angle of 45°; (iii) Right: inclination angle of -30°

Figure 3-4: Left- Transition curve of Silicon with inclination angle of 70°; Right- Transition
curve of Silicon with inclination angle of 45°
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From Figure 3-4, it is observed that as the inclination angle gets steeper, the mixing region
(region within the black lines on figure 3-4) becomes smaller in size. Logically, this makes sense,
since for a steeper inclination angle, the signal takes less time to cross over. The interaction volume
for the silicon sample with the 45° inclination angle amounts to be 2000 nm and for the silicon
sample with the 70° inclination angle it amounts to be 1250 nm. This falls with the range of
acceptable interaction volume sizes in line with published values.
3.2 Resolution of GB inclination determination method
The following analysis is performed to calculate the resolution of the maximum slope
method and the summed square error method for calculating inclination angle.
Using Maximum slope method
Here, the resolution for the maximum slope method is inspected. As seen previously in Fig
2-6, we know that the maximum slopes for varying φ values remain fairly constant and hence limit
resolution considerably. This is also represented in Fig 3-5a where the maximum slopes are plotted
against all φ values for a few different surface trace angles (θ). In the figure 3-5a, it can be observed
that for lower values of θ (surface trace), there is a bigger change in slope for a given change in φ
due to the lower apparent angle of inclination relative to the scan direction.
In the figure it can also be observed that, for φ values ranging from -90° to -60° and 65° to
90°, their respective maximum slopes are more distinguishable and hence indicate towards better
resolution for higher φ angles. For the rest of the φ values, this is not the case. This can be
explained by the fact that for inclination angles close to zero (low absolute φ values), the transition
occurs rapidly, and for lower angles it is significantly slower, resulting in better resolution. This
can be observed in Figure 3-5b, which illustrates the resolution of all possible φ values for θ = 5°
and 90°. Resolution is significantly better for lower θ values, which can be produced by taking
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oblique line scans across fairly vertical GBs since for low theta values, the apparent GB inclination
relative to the beam is lower (or the apparent phi angle relative to the beam is higher), causing
more GBs to lie in the region with better resolution. For φ values between -90° to -60° and 60° to
90°, a resolution of 3-10° is achievable. The resolution becomes poorer for phi values with low
absolute value.

Figure 3-5a: Maximum slopes vs φ

Figure 3-5b: Resolution plot of maximum slope method
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Using Summed squared error (SSE) method
Here, the resolution for the summed squared error (SSE) method is inspected. In Figs 3-6,
the summed squared error of several scans across same GB is plotted against inclination angle φ
for varying surface trace angles. The accuracy of the SSE analysis is determined by taking the
SSE of simulated transition curves having a common difference in inclination angle between each
other (say 5°).
This process is repeated for all possibilities with the same difference- thus giving us the
simulated library resolution at the difference of the angles that we picked. Then several
experimental scans crossing the same GB is inspected and the SSE between them is determined.
The experimental SSE is then compared with the simulated library SSE to determine if it is within
the required SSE accuracy. This essentially constitutes the experimental resolution of the SSE
method.
In our analysis, the SSE between transition curves for a particular trace is calculated at
different phi step sizes, thus giving us the resolution limits within which the φ values could be
narrowed down to. Fig 3-6 shows the resolution achieved with two different trace/planar angles.
It can be observed that at lower trace angles (θ), the higher absolute φ values (low inclination
angles) are more resolvable. This can be explained by oblique scans.
While considering oblique line scans for a vertical GB, the apparent inclination angles
relative to the direction of the scan is lower in nature and is more easily resolvable. As we increase
the planar angle (θ), the resolution becomes weaker i.e. the range becomes wider to narrow down
the right inclination angle. This trend is reflected in Figures 3-6.
A resolution of 5° enables us to efficiently find the inclination angles of GB planes of φ
values between -90 to -60° and 58° to 90° and higher.
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Figure 3-6: Resolution plots of SSE analysis for θ = 10° and 90°

3.3 Practical Application of GBCD in Iron
GB character affects diffusion that happens to be the material property inspected in this
project. Inclination angle of the GB character is being validated here experimentally. The principle
behind the experimental validation is based on image registration. The Iron samples that help
validate the GBCD approach are synthesized to have grains that are big enough to ensure that a
single GB passes through the entire sample. This allows for the GB of the same grain to be visible
on both sides of the sample while doing image registration. Image registration is an approach that
is used to align multiple images into a single integrated image. An optical microscope is used here
to take micrographs of the top and bottom of the Iron sample. They are then aligned via image
registration software to capture information about the inclination angle.
Image registration also takes into account issues such as image translation, rotation and scale
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while registering two images over one another. These Iron samples with through thickness grains
can also be employed for the localization method (diffusion experiments).
The objectives for the validation are stated as below [22]:
1. Obtain orientation information from the grains that share the grain boundary of interest.
2. Measure the angle between the trace of the grain boundary plane and the x-axis. (theta)
3. Register the top and bottom optical micrographs, taking into account the thickness of the sample.
4. Calculate the GB inclination from the GB distance (STABIX).
First, a square Iron sample of dimensions 25mm x 25mm x 0.3mm is prepared by making
notches of width 1 mm on all sides of the sample via wire-EDM (Electrical Discharge Machining).
This is done to aid the identification process when registering the top and the bottom images. The
sample is annealed for 8-10 hours at 900°C. This allows for the synthesis of through-thickness
grains since they can be observed on either side of the sample. The sample is polished on one side
using sandpaper and Alumina. Once EBSD finish is achieved, the sample is placed in the Scanning
Electron Microscope and EBSD analysis is carried out on a few grains. The orientation information
and grain boundary trace ‘θ’ can be obtained from the EBSD scans. The sample is then etched to
obtain a visual grain structure. Nitol, a combination of Nitric acid (2 ml) and Ethanol (99 ml) is
used to etch the Iron samples. An optical microscope is used to take optical micrographs of the
polished side of the sample. The polishing is repeated for the other side of the sample. It is followed
by optical micrograph imaging. The optical micrographs are then aligned using the STABIX
software on Matlab.
The Gb inclination angle can be calculated using the formula:
𝐺𝐵𝑖𝑛𝑐 = tan ( 𝑑𝐺𝐵/ ℎ)
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(5)

where dGB is the distance between the traces of the grain boundary (top and bottom of sample) and
h is the thickness of the sample.

Figure 3-7: Left: Side A of the iron sample after polishing and etching; Right: Side B of the
sample after polishing and etching.

Figure 3-8: Left: IPF map of GB 1; Right: IPF map of GB 2
48

Figure 3-9: Control points fixed on the grooves

Figure 3-10: STABIX software showing overlay of images and inclination angle results of GB 1
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Figure 3-11: STABIX software showing overlay of images and inclination angle results of GB 2

The main reason these GBs were picked was because of them being visible on both sides of
the sample. The EBSD line scans taken across these GBs were processed using the band intensity
method and their inclination angles were calculated. The inclination angles for GB 1 and GB 2
came out to be 70° and 110° (-70°) respectively. The STABIX software gives the inclination angle
for GB 1 and GB 2 as 75.539° and 109.719°. This gives us an error range between 1° and 6° using
the STABIX software. This could be attributed to manual picking of the grain boundary using the
STABIX software, image registration errors and the noise attributed to the EBSD scans.
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4 Discussion and Conclusion
Previous efforts to extract GB inclination angle from surface EBSD data [2], estimated the
fraction of electrons arising from each grain by taking the convolution of the EBSD pattern at a
given point with a reference EBSD pattern taken from within one of the grains. The maximum
slope of the resultant transition curve was compared with a library of simulated curves generated
using Monte Carlo, to calculate the inclination angle. The reported accuracy (based upon GBs with
measured or inferred inclinations) was around 3 degrees, with a maximum error of 11 degrees. It
is noticeable that multiple experimental inclinations are assigned the same value from the curve
comparison approach – indicating some discretization in the approach. It must also be noted that
the previous research was more ‘manual’ and may have involved much more human intervention
resulting in more accuracy while taking longer to characterize each GB, while a more automated
approach was adopted in this research to characterize multiple GBs while conserving time.
In the current work, it was hoped that two potential innovations would improve on previous
results- (1) Extraction of individual bands from the EBSD pattern for possibly cleaner transition
curves; and (2) A more comprehensive comparison of the curves – beyond simply looking at the
maximum slope. The noise in the experimental part of the method was also analyzed and
addressed, which was not previous explicitly tackled.
The study concluded with the following insights:


To quantify the fraction of electrons contributing to the EBSP from each grain as the GB is
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traversed, the intensities of the Kikuchi bands were tracked. This was achieved by performing
a radon transform on the image where the bands on the Kikuchi pattern translate into peaks in
the transform. As a GB is traversed and the grain orientation changes, some peaks in the Radon
space disappear, and others appear. Hence the height of Radon peaks within one grain will
taper off as the GB is approached and crossed. Hence, the intensity of the dominant bands in
the Radon transform is tracked to provide a curve that reflects electron contribution to the
EBSD pattern from a given grain. Tracking the Kikuchi bands rather than the whole image
effectively isolates a part of the pattern associated with only one of the grains and observes
how the intensity changes with position. This method of extracting the fraction of electrons
from the grains on either side of the GB, from bands of the Kikuchi pattern rather than the
whole image produces visually cleaner curves having higher values of signal-to-noise ratio,
compared to other methods like cross-correlation and mutual information.


The experimental data that was used to produce transition curves was prone to significant
noise. This noise, if not addressed, could alter the comparative analysis of the experimental
transition curves with the simulated curves, thus giving us inaccurate values for a GB
inclination. Two particular sources of noise were considered and addressed-

(1) Noise Generic to EBSD
Assuming that the microscope parameters are held perfectly constant, the intensity of an
EBSD pattern can still vary significantly from such issues as surface finish or topography, or from
local defects and deformation of the crystal lattice. This is addressed by normalizing the curves
that are generated between a maximum and a minimum value. Furthermore, the transition curves
that are generated from any of the experimental electron-quantifying methods are processed
through a number of filters to improve the signal to noise ratio. These techniques and filters help
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alleviate noise and improve the signal-to-noise ratio of the transition curves.
(2) Local Orientation Variations
All of the methods for deriving an experimental curve depend upon quantifying the
characteristics of Kikuchi bands arising from a particular grain – either by comparison with bands
on a reference pattern, or by measuring their intensity directly. If the position of the bands changes,
then each of these methods is adversely affected. This is mitigated by applying the following:
a) Remapping of the original EBSD pattern to adjust the position of the bands to correspond with
the orientation of the reference pattern.
b) Taking the convolution of the current scan pattern and the reference pattern effectively
applying the cross-correlation method but translating the pattern to all possible relative
positions; thus, partially compensating for any movement of the bands from orientation
variations.
c) For the band intensity method, movement of band position is accommodated by taking the
peak Hough transform intensity in a local region around the position of the band peak for the
reference pattern.
The application of these above stated filtered helped with managing noise in the
experimental data but the effect of noise cannot be completely ruled out since the filtered data used
for the comparative analysis had poor resolution.


Previous researchers utilized only the maximum slope of the transition curves to quantify the
difference between the experimental and simulated data. But we know that the sigmoid
characteristic curve contains plenty of information which can be essential for the comparative
analysis. Hence, a different curve comparator is utilized here which involves quantifying the
differences between the curve for each point on the transition curve. Unlike the maximum
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slope method, this analysis is not simplified to a single point but takes the whole curve signal
into account. This comparative analysis takes a point-by-point comparative analysis that
essentially contains taking a summed squared error (SSE) of the curvature of the sigmoid
curves. This is a more reliable approach and also has a much better resolution than using the
maximum slope.


However, the overall resolution achieved using SSE, was worse than previous work [2]. The
range of φ values resolved in [2] were between -49° to 54°, which happen to be in the
unresolvable range of φ values in this research. Possible reasons for their results could be
attributed to more stable scans (less noise) and more manual intervention. Only low φ values
that lie between -90° to -66° and 68° to 90° were resolvable within a reasonable accuracy
range. This resolution is dominated by the ability to distinguish different curves in relatively
noisy EBSD data.



In the previous work, most of the line scans were oblique in nature (not perpendicular to the
GB plane) thus hinting towards possible improvement in resolution. After studying the
geometry of the process, it was found that the resolution can indeed be improved by scanning
fairly vertical GBs at low angles of theta (oblique line scans); this causes the apparent
inclination angle seen by the electron beam to be lower (-90° to -60° and 58° to 90°) pushing
more GBs into the region of good resolution.



For the iron scans, with a typical scan quality to many practical situations, an accuracy range
of 1°-6° was achieved, although this was for high φ angles (low inclination angles). Thus, the
maximum error was lower than previous research (6° < 11°) while still having a greater
average error (3.5° > 0.27°) which could be reduced over more experiments across GBs. The
resolution would be expected to be much poorer for low φ angles (higher inclination angles).
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