A multimodal system for public speaking with real time feedback has been developed using the Microsoft Kinect. The system has been developed within the paradigm of positive computing which focuses on designing for user wellbeing. The system detects body pose, facial expressions and voice. Visual feedback is displayed to users on their speaking performance in real time. Users can view statistics on their utilisation of speaking modalities. The system also has a mentor avatar which appears alongside the user avatar to facilitate user training. Autocue mode allows a user to practice with set text from a chosen speech.
INTRODUCTION
Real-time feedback has been utilised in multimodal systems for public speaking training such as [2] , [4] , [5] , among others. In previous work, our system displayed textual and visual real-time feedback on all speaking modalities on the periphery of the screen [3] . In this demonstration we present an updated system with intuitive visual feedback located in proximity to the avatar, a new mentor avatar and autocue mode.
OVERVIEW OF SYSTEM
We present a positive computing system for giving feedback in real-time to a user practicing to make a speech in a publicspeaking context. The system uses the Microsoft Kinect to sense the user's body movements, facial expressions and voice.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Feedback is given on a laptop screen in front of the user. The system has been developed within the framework of positive computing [1] . The objective of the system is to reduce the anxiety which a user experiences when speaking in public. From this objective, it follows that the system itself must not add to any anxiety already experienced by a user. Using the system should be an enjoyable experience. Furthermore, users should feel that using the system is beneficial for them in addressing any speaking anxiety. Feedback displayed by the system should be assimilated with minimum cognitive load on the users. If users are stressed trying to assimilate feedback from the system, they are unlikely to either react to it or find the system pleasant to use.
We have focused on the following tenets of positive computingautonomy, self-awareness and competence. In the context of this system, autonomy relates to the user's ability to choose what feedback to focus on. Self-awareness relates to the user gaining an insight into how they appear while speaking through observing the system avatar. Competence refers to the user's ability to utilize different speaking modalities such as eye contact, gestures and vocal variety. Initial user reaction to the system has been positive with regards to reported autonomy, self-awareness and competence.
SYSTEM COMPONENTS 3.1 Feedback in Real Time
Our previous system provided continuous feedback in real time [3] . The system had an avatar, which imitated the user's body movements and mouth and eyebrow movements. Feedback was given by text and icons around the periphery of the screen. This meant that it was challenging for users to attend to the avatar and assimilate the feedback at the same time. The updated system presented in this paper has a similar avatar but displays feedback using visual icons displayed in proximity to the avatar, Figure 1 . These icons include the following:
1. Arrows around the avatar's head to prompt the user to change their view direction. 2. A rolling graph which displays the pitch of the user's voice.
This allows the user to see how fast they are talking and to gauge whether they are talking in a monotone voice or using a lot of vocal variety. 3. An icon to indicate when the user's hands are touching. The icon is located over the avatar's hands 4. An icon to indicate when the user has crossed their arms 5. An icon to indicate if the user is agitated or moving too quickly. The icon is located next to the avatar's body 6. An icon to indicate whether the user is smiling or surprised.
The icon is located next to the avatar's face.
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Charts and History
The system records statistics about the users performance over a period of time. These can be displayed as charts so that the user can monitor their progress. For a particular practice session, the user can see a timeline, which displays when they made certain actions e.g. crossed their arms, touched their hands, became agitated etc. They can also display histograms of their progress over days or weeks. This allows the user to see if they make more gestures or move more than they did in the past.
Avatar Training
The system displays a "mentor" avatar, which appears in the same space as the user's avatar, see Figure 2 . The mentor avatar can illustrate how a certain action should be performed e.g. it may
give an example of a gesture. The user can then imitate the action of the mentor and then the mentor will give feedback on the user's performance. For example, it may say "Perform the action more quickly" or "Place your hand higher". It could then perform the action again to indicate how the user should modify their action. 
Voice Recognition and Autocue Mode
The system now has improved voice recognition. If the user is giving a set speech, where the text is known in advance, the system can follow the users words and prompt them with the next line in the speech.
CONCLUSION
We have developed a multimodal system for public speaking with real-time feedback within the framework of positive computing using the Microsoft Kinect. Real-time visual feedback is displayed to users on their speaking performance. Users can view statistics on their utilisation of speaking modalities. The system also has a training avatar and autocue mode.
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