For rigid objects and fixed scenes, current machine vision technology is capable of identifying imagery rapidly and with specificity over a modest range of camera viewpoints and scene illumination. We applied that capability to the problem of runway identification using video of sixteen runway approaches at nine locations, subject to two simplifying assumptions. First, by using approach video from just one of the several possible seasonal variations (no snow cover and full foliage), we artificially removed one source of scene variation in this study. Secondly, by not using approach video at dawn and dusk, we limited the study to two illumination variants (day and night). We did allow scene variation due to atmospheric turbidity by using approach video from rainy and foggy days in some daytime approaches. With suitable ensemble statistics to account for temporal continuity in video, we observed high location specificity (>90% Bayesian posterior probability). We also tested repeatability, i.e., identification of a given runway across multiple videos, and observed robust repeatability only if illumination (day vs. night) was the same and approach visibility was good. Both specificity and repeatability degraded in poor weather conditions. The results of this simplified study show that geolocation via real-time comparison of cockpit image sensor video to a database of runway approach imagery is feasible, as long as the database contains imagery from about the same time of day (complete daylight and nighttime, excluding dawn and dusk) and the weather is clear at the time of the flight.
INTRODUCTION
In the early days of aeronautics, only the pilot view of the ground served to guide runway approach and landing. Radiobased navigation at first supplemented vision by providing accuracy and range benefits as compared to looking out the window. Radio technology shortly thereafter proved better than human vision in some circumstances, as it can geolocate in adverse, poor-visibility weather conditions. Highly sophisticated protocols that combine radio and pilot vision (see Gulec and Sen Koktas [18] for a concise review) developed in the last fifty years increase accuracy and safety in all weather conditions. As of this writing, technology infrastructure is installed in some heavily-trafficked airports which, in concert with autopilot software on an aircraft, can guide a plane in any weather to a safe landing without any human observation or intervention. Radio navigation interference [3] , jamming [4] or location spoofing [5] are known issues but are not salient enough to materially impede the further deployment of radio-based guidance. This is because the incidence of radio navigation failure is very rare, and because geolocation validation and verification using inertial technologies is routinely employed [6] to safeguard in the case of accidental or intentional loss of guidance.
Machine vision is a rapidly developing technology that has the potential to supplement or even replace inertial validation and verification. After decades of false starts from promising beginnings, it gained traction about a decade ago with the introduction of innovative approaches and advances in digital processing speed and capacity. In the context of aeronautical navigation, machine vision aims (at a minimum) to emulate the means first used for airborne geolocation --pilot vision. Currently, it falls short of this aim, because machine vision technology is capable of rapidly identifying imagery only for rigid objects and fixed scenes, and only over a modest range of camera viewpoints [2] and scene illumination [7] . In this study we attempt to verify that capability and explore its limits as applied to airborne geolocation.
Several groups have studied machine vision in this context as it developed toward becoming a general-purpose technology; the following citations are not meant to be complete but only to give a sketch of the progression of methods employed. Huertas et al. in 1990 used localized edge detection and thresholding to outline runways and create locationspecific image templates for use in an expert system [12] ; see also [16] . Fleming and his collaborators reviewed the literature through 2004 [13] (including work that harnessed a key innovation, the Hough transform) and applied the Hough transform to runway imagery, using stereo ranging to estimate the airplane viewpoint and landing distance [14] . Independently and contemporaneously, Shang and Shi [15] took a similar approach, using monocular perspective analysis instead of stereo analysis to estimate the landing geometry. In his Master's thesis, Zongur [17] added a machine learning layer to previously applied techniques to recognize airports from orbital imagery. Medioni and his colleagues at USC and Honeywell [18] used a new class of robust feature detector [2] and homographic perspective transformation to track runways in flight video; with image stabilization and image differencing they could determine if a runway was free of hazardous objects during the landing approach. Their application of the scale-invariant SIFT front end in 2009 represents a qualitative improvement in robustness in machine vision for aeronautics --we use a performance-optimized variant (SURF [23] ) in this study. Lastly, a team at EPFL in 2014 applied methods at the current state of the art of machine vision to determine the boundaries of alternate landing sites such as agricultural fields in real time [20] .
METHODS
Runway approach video Visible-and infrared-band video of aircraft landing approaches was obtained for several runways under various flight conditions (resolution: visible, 1000x700 resolution or better; infrared: 640x480). The video frame rate was 30 frames per second and video was compressed via MPEG or equivalent at the time of capture, at a low enough compression level to avoid obvious artifacts. Each video was annotated with eight variables to capture the unique aspects of the flight:
• location, using the ICAO airport designation (e.g., KMEM for Memphis, Tennessee);
• runway number, using the two digit FAA heading designation;
• sensor type (visible or infrared);
• time of day (day or night);
• season (summer, winter, fall, spring, snow);
• weather condition (clear, foggy, rain, snow, shadow);
• direction of approach (one or two letter compass direction, e.g., NW for approach from the northwest); and,
• video input method (camera or simulator).
Some conditions (and combinations of conditions) and landing repetitions are unfortunately not available in the data at hand, such as multiple nighttime approaches using a single sensor type, snow cover, and sparse foliage.
Other limitations of the flight data are as follows. The season was spring or summer for all videos. While the names indicate different directions of approach (e.g., south and southeast), the runway and its surrounding terrain are within the camera view for much of the video as the aircraft turns to land during the approach. In the case of simulator data, video streams from the NASA LaRC Cockpit Motion Facility [1] was used. Table 1 summarizes this data set. In the Sensor column, 'SWIR' denotes short-wave infrared. The From column indicates the direction that the airplane approached from. For example, runway KAVC_01 is the southernmost landing site of a runway that is aligned 10 degrees counterclockwise from a geomagnetic north-south line; in one KAVC_01 video the airplane approached from due south and in a second video the airplane approached from the southeast. Raw approach video was edited by removing superfluous footage from the beginning and end of the approach to produce a clip which, at most, captures a continuous cockpit view beginning from 3-5 nautical miles distant from the runway through to approximately 1000 feet distant from the runway edge. The starting distance of 3-5 nautical miles was chosen because it is the furthest distance at which the runway portion of the video image extends across several pixels and therefore can be processed for gradient-based image feature detection [2] . The ending distance of 1000 feet from the runway edge was chosen so that the video contains the "go/no-go" distance. The "go/no-go" distance is defined by a decision height of 200 feet [8] from the touchdown zone of a runway, which at a descent angle of 3 degrees equates to approximately 3800 feet distance. Since the touchdown zone is within 2800 feet of the runway edge, a video ending distance of 1000 feet from the runway edge is guaranteed to include the "go/no-go" point.
Waypoint and reference image selection Next, reference images were chosen from selected individual frames ("waypoints") of the edited video ( Figure 1 ). Waypoints were spaced in distance (as judged by video time) in the landing sequence. The first waypoint was selected from early in the descent (most distant), the second waypoint was selected from a later time in the descent (nearer to the runway than the first waypoint), and so on until the end of the video.
Four reference images were selected at most of the waypoints (61 of 69 waypoints; "Refs/waypoint" column of Table  1 ): one centered on the runway (center), one centered on the landscape to the right of the runway (right), one centered on the landscape to the left of the runway (left), and one that approximately include the three other reference images (full). For some waypoints, the runway was not centered in the frame or a substantial part of the frame was obscured by fog (e.g., the KAVC_01 videos); fewer than four references of reasonable image fidelity were available. Figure 3c shows an example set of reference images at one waypoint. Each reference image file name was annotated with the name of its video file of origin (and therefore with the same variables used for video file annotation) and two more distinguishing variables: 1) waypoint designator (video frame number); and, 2) position of the reference bounding box center relative to the runway (center, left, right, and full).
Image matching
The OpenCV open-source computer vision bundle (version 2.9) was used for most of the image processing and recognition modules [26] . A Linux-based computer with 16 CPUs and 4 GPUs was used for all processing; many modules were accelerated using Nvidia CUDA bindings in OpenCV.
After waypoints were defined for all videos, image matching was attempted for each frame of each landing approach, using the entire set of reference images as candidate matches. We used a total of 16 videos of landing approaches to 9 runways, and a total of 257 reference images. A raw matching result from each video file included, for each frame, a binary vector indicating whether a match was found for each reference image.
The computing chain for reference image matching consisted of: a) color transformation of the original video color space to a YUV space if the video was not greyscale only; b) identification of image features of each frame and each reference image using the multi-scale SURF feature detector [2] , [23] on the Y (grey) channel; c) feature matching between frame and reference as described below; and d) geometric validation of matched features, by attempting to project the bounding box of the reference image onto a bounding box on the video frame which contains matched features, and rejecting unlikely perspective changes [24] .
Feature matching is accomplished by comparing n features on the video frame with m features on the reference image ("n x m brute force matching"), using the L2 norm of the n feature descriptor vectors to find and rank the two best matches in the pool of m features. As a cross check, a second "reverse" m x n comparison is performed to find, for each of the m reference image features, the closest single match amongst the n features on the video frame. (This asymmetry is because the reference image is almost always a subset of the full video frame.) Highest-ranking matches from the first check are used only if they are validated by the second check. For example, if frame feature n 1 has two matching features m 1 and m 2 in the first comparison, the <n 1 , m 1 > match pair is validated only if reference image feature m 1 has matching frame feature n 1 in the second comparison. Secondly, the <n 1 , m 1 > is rejected if their L2 norm is not sufficiently unique. In particular, if the L2 norm of <n 1 , m 2 > is within 30% of the L2 norm of <n 1 , m 1 >, then the match is discarded; this greatly reduces spurious matches (e.g., to textured areas such as foliage). The 30% heuristic was originally determined by Lowe and was carefully validated in our study. Figure 2 shows the feature location (left) and size (right) available for matching in typical reference image and video frames from video KLFI_08_W, along with the match lines and projected bounding box. For results presentation, a colored matching quadrilateral was overlaid on the video frame image, with distinct colors for the four reference types (center, left, right, and full); the polygon shape was a homographic transform of the rectangular reference bounding box computed according to the spatial distribution of the matched features. After matching, the frames were reassembled into 1) a video with the frame number and colored matching box superimposed and 2) a video with the frame number and a "fuel gauge" of location probabilities (as computed using the method described below) added to the right of the frame.
Accounting for frame-to-frame similarity using time epochs A naïve statistical approach uses the raw frame-wise match result to determine the conditional probability of a runway match, given a set of recognized references. However, the assumption that each video frame is an independent experiment is statistically incorrect, because frame-to-frame similarity (temporal continuity) introduces a statistical bias. To account for this bias, sets of contiguous frames were grouped into time epochs; each epoch is defined by a sequential set of frames in which a majority of reference images originating at a particular waypoint are matched (Figure 1, bottom) . With this approach, the assumption is that an epoch, rather than a frame, is an independent experiment [11] . By using the raw result to compute an epoch-based result, it is possible to form a conditional Bayesian probability model that can be used to determine the probable location on a frame-by-frame basis as follows.
Consider the ideal runway approach video of Figure 1 . The video V consists of frames. Five frames are chosen as waypoints along the flight path, from a distance furthest from the runway in early frames, to a distance nearest to the runway in late frames, and up to four reference images are chosen at each of the five waypoints. Due to temporal continuity, if the video is compared frame-by-frame with all of the reference images from all waypoints, a set of , =5 epochs corresponding to the set of 5 waypoints is found, with each reference matched for a range of frames, starting before its original waypoint frame and continuing past it. Figure 3 shows an example of this for video KLFI_08_W; matches are detected before, at, and after a waypoint, with a change of perspective reflected in the shape of the matching box. The geometric progression of the bounding box is expected from the change in perspective during egomotion [9] and can be predicted with formal optical flow analysis [10] . In this example, four reference images (center, left, right, and full) were chosen: one centered on the runway, one to the left of the runway, one to the right of the runway, and one 'wide-field' view centered on the runway. Epoch definition To algorithmically determine the lower and upper frames of the epoch, we used the following method. For reference images at waypoint , matches M = , … form a binary vector at frame f such that
This vector was computed at all frames of the video. The median of the range of nonzero matches was found, allowing for multiple counts of each frame, one for each reference image of the waypoint. The upper and lower halves were bisected in the same way, yielding four quartiles. The upper and lower quartiles were modified by standard Tukey outlier rejection techniques [24] ; this resulted in an epoch that did not include many sparse matches while reasonably containing the bulk of the matches. The upper and lower bounds were then inspected manually and adjusted (by revising the upper or lower frame bound) if needed to more accurately capture the range of frames with temporal match continuity. Some waypoint frames have poor reference images due to weather conditions or noisy video. As a result, only 66 epochs were found from 69 waypoints with this data set and machine vision method, and only 229 of the original 257 reference images were effective in defining them (bottom row of Table 1 ). Once epochs are defined in this way, frames from the video of origin (in which waypoints are defined and reference images are selected) are no longer needed in the statistical determination of the Bayesian probability of the airplane location in an approach video.
Statistical modeling and Bayesian location probability
An epoch e comprised of frames from its video of origin will contain 0 to matches to each of the reference images selected at its waypoint of origin. It will also contain, in general, 0 to matches to each of the other images from other waypoints of its video of origin. For example, epoch 2 of Figure 1 will contain matches mostly from waypoint 2 images, but also some matches from waypoint 1 and 3 images.
(Indeed, an epoch may also contain some frame matches to reference images from another video. This is rare unless the other video is an approach to the same runway.)
The conditional match-epoch probability ( | ) of a match of a particular reference in the epoch is the fraction of frames in which a match is found,
Because a match may exist for one or more of the epoch's frames, we compute this for all references images from all waypoints, i.e., for all = , … , where is 257 as shown at the bottom of Table 1 . Please note that we are now using the entire "universe" of references images and not just the subset of images that were selected from the waypoint that defined .
We wish to determine the airplane location given the reference image matches at any time on any video. Since each epoch is created from a specific video of origin at a specific location, determination of the epoch probability yields the location probability. Consider a single epoch : without posterior probabilities based on reference image matches, for 
where , is the binary variable
analogous to , in equation (1) above. ( | ) can be found from the independent probabilities ( ) and ( ) and the conditional match-epoch probability ( | )
The conditional match-epoch probability ( | ) can be precomputed (equation 2). The independent probability of an epoch ( ) is just , where the is the number of epochs across all videos . The probability ( ) of matching a particular reference image across all epochs of all "original" videos can be precomputed as
Therefore, the probability of the airplane's location ( ) in any video image (equation 3) can be determined with the matching vector computed in real time and the prior probability ( | ) stored in memory.
Extending this to all epochs (and therefore all known locations), by determining the match values , of all reference images of all epochs and using pre-computed match-epoch probabilities (equation 2) and reference image match probabilities (equation 6), the candidate airplane locations at any time t can be reported with a confidence equal to the epoch probabilities (equation 3). Figure 5 shows two examples of frame-by-frame plots of location confidence, as measured by epoch probability. A match between a frame image and at least one reference image with nonzero ( | ) from one of the epochs -corresponding to one of the nine locations -is necessary for a nonzero frame location probability. The image match is converted to a physical location probability via intermediate Bayesian variables (epochs), as per equation (3). To capture both confidence and relative duration of the location estimate, the raw location data is represented as a probability versus frame-percentage histogram. The maximum of all epochs at a given location is tallied. The bins of each histogram are the upper nine location probability deciles (i.e., 0.1 ≤ p < 0.2, 0.2 ≤ p < 0.3, … 0.9 ≤ p ≤ 1.0). For some frames, no location probability was found, or the location probability fell into the lowest decile (p<=0.1). The percentage of frames with no or low (p<=0.1) location probability was assigned to a null location labelled as "No signal".
RESULTS

Histogram representation of frame-wise probability
Due to the limitations of graphical rendering, the histogram bar width cannot be drawn faithfully for low frame percentages. The histogram axis color is used to mitigate this: the axis is drawn in black if the percentage of frames in any bin exceeds 1.5% and is colored grey otherwise.
Specificity Figure 6 shows an array of such histograms; each histogram shows, for one of the 16 approach videos, the percentage of frames of the video for which a significant (p>0.1) probability was found that the airplane's was one of the nine known locations. Frame 800 Figure 5 . Histogram summary of location probability. Top: video EDDF_25L_night. The maximum epoch probability per frame is plotted at left, with the epoch identity indicated by color. A very strong (>90%) posterior epoch probability was found for nearly all frames. At right, the histogram of frame-wise location probability (taken as the frame-wise max of the three EDDF epochs) has nearly all counts in the 0.9-1.0 probability bin. The "No signal" histogram is empty. Bottom: video KPHF_25. When nonzero, the epoch probability per frame (left) varies from 0.4 to 1.0, as the recording airplane's pitch, yaw, and roll shifted during the landing approach. Accordingly, the histogram of frame-wise location probability (right) has counts in several probability bins, and those counts do not sum up to 100% of the frames. The frames with low/no (<0.1) probability are tallied in the "No signal" histogram. Figure 6 may be interpreted as a specificity plot. For example, the histograms for the Frankfurt (EDDF) approach video are empty except in the EDDF location column -this means that the method locates Frankfurt with perfect specificity, since there are no false positive locations found. As a counterexample, there is a small false positive count for the KLFI_08_W video; while the great majority of frames are correctly reported as located at KLFI_08, there are a small number of frames incorrectly reported as located at KMEM_09. (The percentage is too small to render as a histogram bar but is indicated by the black axis color.)
The method used in this study displays excellent specificity for clear weather flights. Fog or rain, however, degrade reported location confidence. Consider the results for the two KAVC_01 runway approach videos (third and fourth rows of Figure 6 ): a large percentage of frames have no reported location ("No signal" column). Specificity is still superb, as no false positive locations are reported -the histograms in all columns except KAVC_01 and "No signal" are empty.
Repeatability "Location" is broadly defined in the context of Figure 6 . Matches are grouped by runway, i.e., all reference images from all waypoints on all approach videos to a runway are considered as a group in determining the probability that the airplane is located on an approach to that runway. For example, matches from all images from all waypoints of all four videos of landings at the westernmost runway at Memphis International Airport (KMEM_09) are considered in assigning the probability that the airplane is located on a KMEM_09 approach, even though each video was obtained with a different time/sensor combination.
This broad definition is reasonable for a specificity plot, because the true geographical location is the same for all epochs, and because it is possible that there is matching across approach direction, time of day and sensor type. Indeed, it would be desirable if such "cross-matching" (repeatability) is within the capabilities of the machine vision technology To test for repeatability, analysis was repeated using a stricter definition of "location", with the results shown in Figure  7 . In this analysis, matches are grouped by video, i.e., the individual videos are treated as separate locations. Epochs that arose from the waypoints of a given video (see Figure 1 ) are grouped and the maximum probability within each group is tallied. Only the 11 videos of approaches to the four runways for which we have multiple approach videos are plotted. The histogram format is the same as in Figure 6 , and the "No signal" null location is again used to tally frames with no/low reported location probabilities. Figure 6 Specificity of localization. For each approach video, the probable location of the aircraft throughout the approach is aggregated for each of the nine locations. Right column: the percentage of frames with no location (including location probabilities of 0.1 or below). Left columns: The percentage of frames in which a location is detected (with probability > 0.1) is indicated by the bar width, and colored according to the probability strength. In cases with multiple detections of the same location, the highest probability is used. Axis color: the axis is drawn in black if the percentage of frames in any bin exceeds 1.5% and is colored grey otherwise.
This may be interpreted as a repeatability plot; if references images are cross-matched as sensor, time of day, and approach direction are varied, there should significant location probability for epochs that do not originate from that The analysis presented in Figure 7 provides two unambiguous opportunities (black boxes) with this data to demonstrate repeatability (same location, sensor, and time of day). The first of these is a pair of daylight approaches to runway 01 of airport KAVC in foggy conditions recorded in the visual band (KAVC_01_fog_S and KAVC_01_fog_SE; top two rows of Figure 7 ). While specificity is evident, as judged by the lack of false positive locations, repeatability is not observed due to foggy conditions. Figure 7 . Repeatability of localization. The histogram method is the same as in Figure 5 and Figure 6 , but the epochs are grouped by video of origin to provide a database-dependent location.
The second opportunity to demonstrate repeatability (rows 3-5 of Figure 7 ) includes the three daylight approaches to runway 08 of airport KLFI and recorded in the visual band: two in clear weather (KLFI_08_S and KLFI_08_W) and one in foggy weather (KLFI_08_fog_NW). Repeatability is observed only for the clear weather videos (rows 3-4). Poor weather not only degrades specificity -it also eliminates repeatability.
Two other cases are represented in this analysis: four approaches to KMEM_09 with different sensor/time variations (rows 6-9), and two approaches to KMEM_36 with different sensor/time variations (rows 10-11). All six of these videos were captured from the NASA Cockpit Simulator facility. It is not possible to determine from the data whether the lack of repeatability is due to the fact that the video is simulated or due to the different sensor/time variations.
CONCLUSIONS
The aim of this study was to explore the limitations of current machine vision technology, as applied to airborne geolocation, with realistic runway approach video taken in a variety of flight conditions. Our expectations were as follows. Overall, the results met these expectations; they are discussed individually in the following paragraphs.
Briefly, we conclude that an aircraft with an onboard image sensor, computing power similar in capability to that used in this study, a database of reference images, and a probability table corresponding to that database can geolocate as long as visibility is clear and the database
• includes imagery from various of times of day,
• covers the geographical areas likely to be encountered in course of the flight, and • contains imagery of the same sensor type as the onboard sensor.
We expect but cannot prove that the imagery database must also be reasonably current and include seasonal variations such as snow cover, wet vs. dry pavement, and full vs. sparse foliage.
Rapid results Using a Linux-based computer with 16 CPUs and 4 GPUs running a contemporary machine vision pipeline built from open source software, location probability could be updated at 10 frames per second. This is a sufficient update rate for operational use.
Specific results As long as the flight conditions did not depart from the key constraints (rigid objects, fixed scenes, modest variation in illumination and viewpoint), location probability was routinely determined with excellent specificity, as shown in the results of Figure 6 .
Rigid objects This constraint was maintained strictly throughout the study, in the sense that a clear runway or a patch of landscape viewed from the air is a fixed object. For example, we did not test cases with obstacles on the runway, or cases in which heavy winds cause trees in the landscape to move noticeably. We can only conclude that the results do not disprove the assertion that contemporary machine vision is robust with rigid objects.
Fixed scenes This constraint was varied in two ways. First, in clear conditions we allowed minor changes within the scene: the movement of vehicles on the roads within the camera view. They had no discernable effect on the results. Second, we had available four video approaches in foggy or rainy conditions. A change in air turbidity is in essence a scene change. We found that specificity was superb even with this violation of the fixed scene constraint. The constancy of specificity throughout the flight, however, was degraded. As a striking illustration of this, consider the second and third rows of Figure 6 (videos EDDF_25L_night and KAVC_01_fog_S). The location in the former case is reported strongly for nearly 100% of the approach, while the location of the latter is reported strongly for only about 20% of the approach (and is unknown for the remaining 80%).
At first we suspected that constancy of location was degraded due to methodology, i.e., poor reference imagery choice or low waypoint count. Comparison of the third and fourth rows of Figure 6 (videos KAVC_01_fog_S and KAVC_01_fog_SE) seem to disprove this. The latter case has fewer waypoints and reference images than the former (Table 1 ), but its location is known and correct for over 50% of the approach (albeit with less the 90% confidence for much of that time). Both videos are short due to a low fog ceiling (16 seconds and 13 seconds, respectively), their approach directions are different, and we did not document the conditions with transmissometers or other turbidity sensors to quantify visibility. Until more data is available we can only conclude that turbidity degrades location constancy due to a violation of the fixed scene assumption, but cannot identify a root cause of geolocation degradation.
Repeatability also degrades in poor weather, as seen in Figure 7 . The KAVC data shows no repeatability (top two rows), but since both approaches occurred in foggy conditions it is not possible to conclude whether repeatability is ever possible under any conditions. The KLFI_08 data, however, establish that repeatability is possible, at least for clear daytime conditions (rows 3 and 4 of Figure 7 ), and that it is completely lost (row 5) in poor weather. Without turbidity sensors and flight data under a range of visibilities, it is not possible to determine whether loss of repeatability is gradual or abrupt with increased turbidity.
Modest illumination change
This constraint was maintained strictly throughout the study. Only mid-day and nighttime approach video was available. A change in shadows early or late in the day is an example of illumination change that violates the fixed scene assumption; more data is required to assess the degree of fragility of contemporary machine vision that arises from this kind of perturbation. An illumination change in clear versus overcast conditions may have an impact on results also, but in our data overcast conditions were limited to approach cases with fog or rain. We assume that air turbidity is a stronger effect but cannot prove it with this data. We can only conclude that the results do not disprove the assertion that contemporary machine vision is robust with a modest change in illumination.
Modest viewpoint change This constraint was managed carefully in this study. Because the viewpoint changes drastically in a landing approach from a distance of 3-5 nautical miles to touchdown, we employed a waypoint methodology to ensure viewpoint constancy: viewpoint constancy is the inherent in the definition of the intermediate epoch variable. As such we can reach the trivial conclusion that contemporary machine vision fails as expected when the viewpoint is changed greatly. For example, epoch locations from early in an approach have zero reported probability late in an approach.
The results allow for the stronger conclusion that runway recognition with contemporary machine vision is effective with modest viewpoint changes. For example, consider Figure 4 , which shows the raw data for flight KMEM_09_IR_night. Each of the five epochs spans more than one nautical mile of the approach. The time sequence of the "winning epoch" (i.e., the one with the maximum probability in a frame-by-frame plot like those of Figure 4 ) corresponds almost exactly with sequence of the epoch discovered in the raw data. This was observed for all runway approach videos. Of course, the sequence itself is not remarkable, as it is expected from the waypoint-epoch method. What is remarkable is the time span of the positive result: in the case of KMEM_09_IR_night, reference images from a single 33 millisecond time sample (a single frame) produce a correct Bayesian result for ranges of 15-30 seconds.
There is important exception to this conclusion, and Figure 5 illustrates it well. We observed a) that the continuity of reported location is more variable for a small aircraft (Cessna, at bottom) than a large aircraft (Boeing 747, at top), and b) the camera viewpoint in recordings from a small airplane is prone to sudden changes in pitch, yaw or rollpresumably due to wind shifts during the flight.
Since the image matching, perspective transformation, and Bayesian probabilities are recomputed for each frame, this variation does not arise from compute latency after a viewpoint shift. Looking at the original video for KPHF_25 and other Cessna recordings, we observed that the image sensor does not respond instantly to a sudden viewpoint change. Streaking, smearing and other frame readout artifacts are evident with each jerk. We conclude that a sensor with a higher frame rate, a faster pixel readout response, or frame-shielded design [27] is needed to eliminate this effect. This sensor constraint should be observed in General Aviation and in small UAV applications.
Repeatability The results provide positive -though limited -conclusions regarding repeatability. As shown in Figure 7 , machine vision can repeatedly locate a runway in clear daylight conditions (approaches KLFI_08_S and KLFI_08_W, third and fourth rows). We expect repeatability is possible for clear night conditions but cannot prove it with this data. Fog or rain violate the fixed scene constraint and wipe out repeatability, even between two foggy landing approaches (top two rows).
A major limitation of this study is that only simulator data was available to test repeated approaches across sensors (visible vs. SWIR) and across time of day. This fidelity of this video data is clearly sufficient to produce high specificity (lower rows of Figure 6 ) even at its medium-scale 640x480 resolution. It is free from the sensor limitations that create the probability fluctuations upon sudden viewpoint changes as observed in the Cessna visible sensor data. Its geodetics are superb -landscape features are identical across sensor types and times of day. The graphical representation of landscape features is not photorealistic, however. This is partly due to some computational simplification tradeoffs required given the throughput and rendering capabilities of the simulator, and partly due to sufficiency-of-results for its main purpose (training pilots). We noted two unrealistic aspects of this imagery: nighttime light placement seems arbitrary as perspective depth increases toward the vanishing point, and ground features such as buildings are generally "flattened and painted" onto the ground [28] . Because of these shortcomings, we cannot disprove the conclusion that repeatability is beyond the capabilities of current machine vision as the sensor or time of day is changed, yet we certainly cannot prove that it is achievable. More data is required to decide this point.
Input imagery from other sensor types not included in this study (e.g., IR outside the 700-1000 nm band, microwave band radar, and millimeter band radar) could enable machine vision geolocation in poor weather conditions. Several groups [29] - [33] anticipated this possibility over 15 years ago, when machine vision was far less mature than now and compact digital processing was much slower and lower in capacity.
Operational feasibility This study produced enough evidence of the feasibility of using current machine vision technology for airborne geolocation to motivate preliminary consideration of an operational architecture. An aircraft with an onboard image sensor, computing power similar in capability to that used in this study, a database of reference images, and a probability table corresponding to that database can geolocate as long as visibility is clear and the database
• includes imagery from various of times of day, • covers the geographical areas likely to be encountered in course of the flight, and • contains imagery of the same sensor type as the onboard sensor.
We expect but cannot prove that the imagery database must also:
• include seasonal variations such as snow cover, wet vs. dry pavement, and full vs. sparse foliage, and • be reasonably current. Minor scene changes such as vehicular traffic did not degrade results, and we expect that similarly minor additions (or deletions) such as traffic cones, commercial signage, and cell towers will not do so either, as their contribution to the total set of image features is small. Major changes, such as new roadways and building additions/renovations will violate the fixed scene assumption, i.e., modify the set of image features significantly.
If data from runways outside of the relevant geographic area are stored and compared on board, computation time will increase linearly (in proportion to the number of image features).
Applications As noted in the introduction, geolocation validation and verification is already accomplished with inertial guidance technology. Machine vision may supplement this or provide the same capability for some flight conditions at lower cost, though the effort to certify machine vision to the level of inertial technology is a significant barrier to adoption. With visible and SWIR sensor inputs, the limitations of machine vision geolocation in poor weather ensure that it cannot be the sole backup navigational technology. Tests of its effectiveness with weather-penetrating sensor inputs are required to overcome this limitation.
