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ABSTRACT
Acquiring ultrasound images of suspected lesion areas allows
radiologists to monitor the cancer development of patients.
The goal of this paper is to provide an automatic lesion seg-
mentation tool for assisting them on the analysis of ultra-
sound images, by relying on recent neural network methods.
Specifically, we perform a comparative study for the segmen-
tation of 348 ultrasound image pairs acquired in 19 centers
across France, displaying different tumor types. We show
that, with a careful hyperparameter tuning, U-net outperforms
other state-of-the-art networks, reaching a Dice coefficient
of 0.929. We then propose to introduce group convolution
into U-net architecture. This leads to a lightweight network
named Lighter U-net @128 that achieves comparable seg-
mentation performance with obviously reduced model size,
hence paving the way for an embedded integration within hos-
pital environment. We made our code publicly available1, for
reproducibility purpose.
Index Terms— Ultrasound images, lesion segmentation,
U-net, lightweight network.
1. INTRODUCTION
Acquiring ultrasound images for tracking lesions is a non-
invasive imaging routine tool for radiologists to monitor the
tumor development during the cancer treatment process. Seg-
menting the lesion boundaries from the acquired ultrasound
images is the first necessary step to perform radiomic-based
study, that is to investigate new prognostic biomarkers inside
the segmented tumor, and thus appears as an important step
for further diagnosis and treatment [1]. Manual lesion seg-
mentation process is often very tedious, time-consuming and
different segmentation qualities may come out from different
radiologists. Hence automatic image segmentation methods
are necessary.
Since Jonathan et al. [2] proposed the fully convolutional
networks (FCN) which extended a classification network to
1https://github.com/Yingping-LI/Light-U-net
pixel-level segmentation in an end-to-end manner, many neu-
ral network methods have been proposed for image segmenta-
tion [2–5]. They even become the primary option for tackling
medical image segmentation tasks [6]. Paper [7] reviewed
the literature and grouped the ultrasound image segmenta-
tion neural networks into six classes depending on the re-
tained network architectures or training methods: FCN [2,
8], encoder-decoder networks (e.g., U-net, DeepLab v3+) [3,
4], recurrent neural networks [9], generative adversarial net-
works [10], weakly supervised learning [11] and deep rein-
forcement learning methods [12]. Among these 6 classes,
encoder-decoder networks (48%) and FCN (24%) appear as
the most common used architectures in papers published in
recent years [7]. Let us emphasize that encoder-decoder net-
works with skip connections have also shown their superior-
ity in several other applications of medical image segmenta-
tion [13].
In this work, we perform a comparative analysis of state-
of-the-art neural network based segmentation techniques,
namely two encoder-decoder networks (U-net [3], DeepLab
v3+ [4]), and FCN [2], for performing the segmentation of
lesions in ultrasound images arising from a multicentric and
multipathology study [14,15] supervised by the radiology unit
of Gustave Roussy Institute, one of the leading cancer center
and research institute in the world. We discuss the process
of hyperparameter tuning for the best performing network,
U-net. We then propose to reduce the model size with the aim
to favor its embedding in medical systems without sacrificing
the segmentation performance. In particular, we show that
our lightweight version of U-net named Lighter U-net @128,
achieves comparable segmentation performance on our data
but more than two times less model parameters, making it
easier to be integrated within the hospital computing tools.
The paper is organized as follows: Section 2 describes the
dataset, Section 3 presents our methodology for the compar-
ative analysis, and our approach for lightening the network
memory occupation. Section 4 presents the results and dis-
cusses the setting for the hyperparameters. Finally, Section 5
concludes the paper.
2. DATASET DESCRIPTION
The data used in this paper follows the standardization of dy-
namic contrast-enhanced ultrasound (DCE-US) which is used
for predicting outcomes of antiangiogenic therapy for solid
tumors. More details can be found in [14, 15]. The original
study included 539 patients from 19 centers across France (11
comprehensive cancer centers and 8 teaching hospitals) be-
tween October 2007 and March 2010. The involved patients
suffered from different types of tumors, such as metastatic
breast cancer, melanoma, colon cancer, gastrointestinal stro-
mal tumors, renal cell carcinoma and primary hepatocellular
carcinoma tumors. They were all treated with antiangiogenic
therapy, and the DCE-US examinations were performed at
baseline (day 0) as well as on days 7, 15, 30, 60. Such ex-
amination involved taking ultrasound images, recording the
perfusion curve during 3 minutes after injection of a contrast
agent and so on. For each patient, the examination only fo-
cused on one target tumor in the body.
We only have access to part of the complete dataset (348
patients from the original 539 patients). For each patient, we
focus on the two ultrasound images in B-mode in this retro-
spective dataset, which were taken in 2 mutual-orthogonal di-
rections (front and side) at baseline (day=0) with the tumors
measured by electronic calipers in light-blue by the radiol-
ogists, see Figure 2. The images are used as color images
(RGB, 3 channel) in our study. Besides, we also need annota-
tion of the lesion in each image to train the neural networks.
The annotation task has been performed manually by a PhD
student, then validated by an expert with 28 years experiences
in acquiring and analysing ultrasound images. We randomly
split the dataset into 208, 70, and 70 image pairs as training,
validation, and test data. The two images in each image pair
are fed into the network separately, i.e. the network takes a
single image as input. The training and validation datasets
are used for training and tuning the network. The test dataset,
never seen by the network during training/validation process,
is used to evaluate fairly the network performance.
3. METHODOLOGY
3.1. State-of-the-art segmentation networks
We conduct a comparative analysis between several classical
network architectures using their publicly available Pytorch
implementation, namely FCN2 [2] (first network to realize the
end-to-end semantic segmentation), DeepLab v3+ 3 [4] (the
newest version of a classic image segmentation network se-
ries), and U-net 4 [3] (state-of-the-art network for many med-
ical image segmentation tasks). We consider the three ver-





v3+, we choose to compare the most common used backbone
ResNet-101 [16] and a lightweight backbone MobileNet [17].
The images are resized to 256× 256× 3 pixels before be-
ing fed into the networks. Early stopping strategy (terminate
training if the validation loss does not decrease for 15 consec-
utive epochs) is used to avoid overfitting, and batch normal-
ization [18] is adopted to stabilize and accelerate the training
process. The largest connected component of the predicted
mask is then kept (as only one lesion is excepted in each
image), and resized to recover the original height and width
(380×646 or 432×646) as the final segmentation result. The
hyperparameter tuning is discussed in detail in Section 4.
3.2. Proposed lightweight versions of U-net
In medical context, a lightweight network is always preferred
for a reduced GPU cost and an easier embedding in hospi-
tal systems. We thus investigated the reduction of the net-
work size while keeping similar segmentation performance,
by introducing group convolution [19–21], itself generalizing
depthwise separable convolution [17, 22]. We focus on the
specific case of U-net, as it shows to reach the best segmenta-
tion performance in our comparative analysis.
Depthwise separable convolution consists of a depthwise
convolution to extract the spatial correlations in each chan-
nel, followed by a pointwise convolution to extract cross-
channel correlations. It relies on the assumption that the
cross-channel correlations and spatial correlations can be
mapped completely separately. As mentioned in [20], there
are some discrete intermediate modules, called group con-
volutions nowadays [21], between regular convolution and
depthwise separable convolution. In contrast with [20] which
mentions to parameterize these intermediate modules by the
number of independent channel-space segments (i.e., num-
ber of groups), we choose here to parametrize them instead
by the number of channels (i.e., group size [21]) denoted C,
used for performing spatial convolutions at a time. Regular
convolution (followed by a 1 × 1 convolution) corresponds
to the extreme case when C equals to the total input channel
number, which means performing spatial convolutions for all
channels simultaneously. Depthwise separable convolution
refers to the other extreme case when C = 1, that is spatial
convolution is performed for each input channel separately.
Setting group convolution with different values for group
size C seems attractive, because it may be in accordance with
the reality that only parts of the channels are related and
should be performed for spatial convolutions simultaneously,
thus reducing the model size and at the same time keeping the
network capability. Based on this conjecture, we introduce
group convolutions into U-net and propose some lightweight
versions for it. The general network architecture is illustrated
in Figure 1. The different versions can be obtained by specific
choices of “Conv set 1” and “Conv set 2”, as shown hereafter:
U-net: “Conv set 1” and “Conv set 2” correspond to regular
3× 3 convolutions.
Light U-net: “Conv set 1” corresponds to regular 3 × 3
convolution while “Conv set 2” corresponds to depthwise
separable convolution (C = 1).
Lighter U-net @C: Both “Conv set 1” and “Conv set 2”
correspond to a group convolution with group size C, where
C ∈ {1, 2, 4, 8, 16, 32, 64, 128} and C = 1 represents depth-
wise separable convolutions. For the first layer with 3 chan-
nels, we always set C to 3 (except when C = 1). For other
layers, we choose the minimum value of C and the input
channel number as the final group size.
Note that both “Conv set 1” and “Conv set 2” are applied
with Batch Normalization and ReLU activation function. The
proposed networks keep the simplicity and elegance of U-net
architecture. Their capability for ultrasound images segmen-
tation will be illustrated by the experiments in next section.
Fig. 1. General architecture of U-net and proposed Light U-
net, Lighter U-net @C. The difference between these net-
works lies in the definition of “Conv set 1” and “Conv set 2”.
3.3. Evaluation metrics
We use Dice coefficient (DC) as the main metric and 95%
Hausdorff distance (95% HD) as an auxiliary metric to evalu-
ate the segmentation performance of the networks. Note that
those are the most common used metrics in medical image
segmentation data challenges 5. All trainings are performed
with three different random initializations of model parame-
ters. Besides, data are reshuffled at every epoch and then used
for mini-batch training. The mean and standard deviation of
our evaluation metrics, computed on test dataset, are reported.
4. EXPERIMENTS
4.1. Comparative analysis
We first summarize the mean and standard deviation of the
segmentation performance evaluation metrics of the networks
described in Section 3.1, in Table 1. We use the settings
fine-tuned on U-net for all the networks (see Section 4.2, for
5See https://grand-challenge.org/
an exhaustive presentation). The only specificity is that the
weight decay is tuned separately for each network within the
set {10−2, 10−3, 10−4, 10−5, 0}. The results show that U-
net outperforms all the other architectures, reaching a mean
Dice coefficient of 0.929. Note that, although DeepLab v3+
(ResNet-101) and FCN-8s can achieve relatively good results,
they all have bigger model sizes than U-net, namely, 54.7
millions parameters for DeepLab v3+ (ResNet-101) and 18.6
millions for FCN-8s, compared to 17.3 millions for U-net.








U-net / 0.929±0.002 13.92±0.34
Table 1. Segmentation evaluation metrics (mean ± std) of
test dataset by different network architectures.
4.2. Hyperparameter tuning strategy for U-net
Let us disclose in detail our hyperparameter tuning process.
We only show the mean Dice coefficient of U-net for sim-
plicity of presentation. We first apply the following default
setting: No data augmentation, binary cross entropy (BCE)
loss, stochastic gradient descent (SGD) optimizer, fixed learn-
ing rate = 10−3, batch size = 2 and weight decay = 0. With
such setting and training strategy, U-net achieved a mean
Dice coefficient of 0.855. Let us now explain how we tuned
the hyperparameters step by step to improve the segmentation
performance.
Data augmentation: Random flipping, rotating, scaling,
translating and shearing are applied to each image as data
augmentation skills to restrain overfitting and improve the
generation capability. This leads to a mean Dice coefficient
improvement from 0.855 to 0.877.
Loss function: Compared to BCE loss, Dice loss (DL) [13]
improves the Dice coefficient from 0.877 to 0.891.
Optimizer and learning rate: Adam optimizer [23] with
a learning rate of 10−4 is used to replace SGD optimizer,
yielding Dice coefficient improvement from 0.891 to 0.911.
Moreover, adopting the “reduce learning rate on plateau”
strategy, i.e. reduce by half the learning rate if the validation
loss does not decrease for 5 consecutive epochs, leads to a
Dice coefficient improvement from 0.911 to 0.917.
Batch size: The Dice coefficient again improves from 0.917
to 0.928 by adjusting the batch size from 2 to 8.
Weight decay: Weight decay [24, 25] helps to restrain over-
fitting and improves the generalization capability. In our
experiment, the Dice coefficient improves from 0.928 to
0.929 after tuning weight decay from 0 to 10−4.
To conclude, we have achieved an improvement of the
mean Dice coefficient of U-net, from 0.855 to 0.929, by tun-
ing the hyperparameters of the network.
Fig. 2. Visualization of the segmentation results by different networks. The calipers are in light blue color. The contour in red and in green
correspond to the ground truth and the predicted lesion segmentation, respectively. First row: lymphadenopathy. Second row: hepatic tumor.
4.3. Experiments of proposed lightweight U-net versions
We then test the proposed Light U-net and Lighter U-net @C
architectures with C ∈ {1, 2, 4, 8, 16, 32, 64, 128}, and the
same fine-tuned hyperparameters stated above. Again, the
only change lies in the weight decay, tuned separately for each
network. The results are reported in Table 2. We also specify
the number of parameters to store, for each trained network.
Parameters DC 95% HD
U-net 17,267,393 0.929±0.002 13.92±0.34
Light U-net 11,000,257 0.927±0.001 14.16±0.47
Lighter U-net @128 7,944,661 0.928±0.001 13.93±0.50
Lighter U-net @64 4,995,541 0.926±0.001 14.21±0.24
Lighter U-net @32 3,465,685 0.926±0.001 14.51±0.09
Lighter U-net @16 2,700,757 0.922±0.003 15.18±0.43
Lighter U-net @8 2,318,293 0.921±0.002 15.14±0.43
Lighter U-net @4 2,127,061 0.920±0.003 15.22±0.58
Lighter U-net @2 2,031,445 0.920±0.001 15.52±0.19
Lighter U-net @1 1,983,583 0.917±0.001 15.98±0.23
Table 2. Comparison between U-net and its lighweight variants.
First, one can notice that the segmentation performance
using Light U-net is slightly damaged, despite of an obvious
reduced model size. Regarding Lighter U-net, introducing
depthwise separable convolution (C = 1) to U-net can reduce
the network size significantly, but it comes along with an ob-
vious decrease in the network segmentation performance. As
C increases, the performance as well as the model size in-
creases gradually. When C = 128, the Lighter U-net @128
network can achieve a mean Dice coefficient 0.928, which
is comparable to U-net (mean Dice coefficient of 0.929), but
with much smaller model size. This provides us a conjecture
that for layers with too many input channels, only parts of the
channels are related and should be implemented into simulta-
neous spatial convolution. In our experiment, using 128 chan-
nels for performing the spatial convolutions at a time appears
enough for keeping the network capability, along with an ob-
vious reduction in model size. To make the best compromise
between model size and segmentation performance, Lighter
U-net @128 is chosen as our final lightweight segmentation
network.
Figure 2 displays some examples of the lesion segmenta-
tion results extracted from the test dataset with different neu-
ral networks. We choose here two very different kinds of tu-
mors, namely lymphadenopathy (first row) and hepatic tumor
(second row). We can see that for both cases, the networks can
provide a quite accurate tumor location. But we must note that
the electronic calipers imposed by the radiologists might have
influenced the results as they introduce additional information
from experts to the data. On the other hand, performance for
clearly delineating the tumor boundaries can vary between the
networks. In those two examples, one can see that the pro-
posed Lighter U-net @128 has comparable performance with
U-net and better performance than FCN-8s and DeepLab v3+
(ResNet-101) to delineate the tumor boundaries.
5. CONCLUSION
In this paper, we perform an extensive comparative study for
the segmentation of lesions on a recent multicentric and mul-
tipathology ultrasound image dataset. Classic networks such
as FCN, DeepLab v3+ and U-net are first compared to ful-
fill the automatic lesion segmentation. The best performance
are reached by U-net with a Dice coefficient of 0.929. To
help the reproducibility of the results, we disclose in detail
the process of hyperparameter tuning. Furthermore, we intro-
duce group convolution, including depthwise separable con-
volution as a particular case, to yield lightweight versions of
U-net. In particular, the proposed Lighter U-net @128 archi-
tecture is shown to achieve comparably good segmentation
performance while requiring much less model parameters.
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