Abstract-This paper considers a transmission scheme combining multiple description coding (MDC) and network coding (NC). Our aim is to benefit from the property of MDC to provide progressive quality improvement with the number of received packets and from the efficient use of network resources provided by NC.
I. INTRODUCTION
Consider a mixed wired and wireless network in which some compressed multimedia stream has to be transmitted from a server to a set of receivers. The recovery of the transmitted data may be significantly affected by the timevarying characteristics (capacity, delays, or losses) of each communication link, especially in the case of constraints on the delivery delay. Thus, the quality of the decoded stream at each receiver is far from being deterministic.
Layered or scalable coding techniques [1] have been proposed to ensure a minimum Quality of Service (QoS) to users with poor channel conditions and better QoS to users with better conditions. In such coding schemes, compression is performed to allow encoded data packets to be partitioned into several priority layers. At receiver side, the quality of decoded data increases with the number of received layers. This type of coding mechanism is very efficient when combined with networks allowing differentiated service protocols, such as DiffServ [2] or combined with a priority encoding transmission system [3] . The main drawback of the layered approach comes from the fact that a low-priority layer is useless unless all its associated higher-priority layers have been received. For networks with links prone to losses and delay-sensitive applications for which retransmission is difficult, this may lead to a waste of the available resources. Unequal error protection (UEP) can be seen as a way to maintain an acceptable quality in the face of losses, as described in [4] .
In presence of packet losses, erasure-correcting codes at intermediate protocol layers have been proposed, see, e.g., [5] . The approach is efficient as soon as enough packets have been received, but is useless when the erasure-correcting capacity is overflowed. Multiple Description Coding (MDC) techniques, see [6] and the references therein, represent an alternative approach to cope with lossy networks. Structured redundancy is introduced during compression to generate packets which may be partitioned in equally important descriptions of the source data. Reconstruction with a given quality is possible with the reception of one description and gradually improves with the number of received descriptions. Multiple description may be performed using adapted quantization [7] , correlating transforms [8] , frame expansions [9] , etc. Optimized routing techniques have been proposed in [10] with the concept of Rainbow Networks, where descriptions are assimilated as colors, the goal being to determine which combination of colors has to be associated to each link of the network to maximize reconstruction quality at the various receivers. Nevertheless, the proposed optimization approach is centralized and requires some knowledge of the network topology.
Network coding (NC), introduced in [11] , has been proposed to better use the network resources. With this approach, intermediate nodes of the network are allowed to combine incoming packets instead of simply forwarding them. The throughput in multicast networks may then be increased to reach the max-flow capacity between the source and each destination node [12] . Practical aspects of NC have been considered in [13] , where deterministic linear combination of incoming packets are performed. In [14] , random linear network coding (RLNC) has been introduced as a way of allowing decentralized coding operations as well as robustness against network changes and link failures.
By construction, RLNC is quite robust against losses of coded packets. A receiver has only to wait until enough informative packets have been received to perform decoding. Nevertheless, in many situations, the NC network may time out [15] , leaving receivers without enough packets to perform network decoding. This issue has been addressed with a networking perspective in [16] , where a loss-tolerant protocol for broadcasting using NC (DRAGONCAST) has been proposed. This technique allows a real-time decoding of the network-coded packets, and an adjustment of NC transmission rate. A channel coding perspective is considered in [13] , where error-control codes in network-coded systems have been proposed and the usual link-by-link error-correction approach is used. In [17] , [18] , a rank-metric RLNC approach is introduced to address the problems of errors or missing network-coded packets. This approach provides a maximum distance separable network code, where missing packets are recovered using a process similar to Reed-Solomon decoding. However, when the number of errors and erasures exceeds the correction capacity, no reconstruction can be achieved.
Several alternative joint source-network coding approaches have been proposed recently, trying to get the best of layered or MDC techniques and NC. A first attempt to combine NC with rainbow network flow is presented in [19] where higher network throughput is achieved compared to the original rainbow network flow solution, however, only intra-layer NC is performed. In [20] and [21] techniques to perform intra-and inter-layer NC are proposed. Concatenated MDC and RLNC have been introduced in [22] , where a concatenation of an inner network code and an outer PET code is considered to allow receivers with low resources to network decode the most important packets without requiring all packets to be received. In [23] UEP is combined with NC. Source packets are again grouped into priority classes. NC is performed in such a way that a small amount of network-coded packets allow to decode the highest priority class. In [24] , the correlation existing between packets transmitted, e.g., by neighboring sensors of a sensor network is exploited to perform an approximate decoding when not enough network-coded packets have been received to perfectly perform network decoding. The influence of the size of the Galois field in which quantization and NC are performed, is studied and an optimal size in terms of reconstruction noise is evaluated.
This paper considers NC of packets which have been encoded using MDC schemes. Our aim is to show that redundancy introduced before quantization using MDC via frame expansion [25] may be efficiently used at receiver side to decode network-coded packets and to mitigate part of the quantization noise. Focusing on the case of missing network-coded packets, this paper shows that the estimation of the original packets using the received combinations and taking into account the redundancy introduced during frame expansion can be obtain via the solution of a mixed integer quadratic program. This provides some robustness to packet losses, with a quality of the reconstructed packets increasing with the number of received packets. When considering MDC via correlating transform followed by NC, the reconstruction in presence of missing combinations may be done as in [24] . However, contrary to MDC via frame expansion, as soon as enough packets are received to be able to perform decoding, there is no advantage in receiving more packets.
The proposed coding scheme is presented in Section II. The way MDC data is recovered after NC is illustrated in Section III. Section IV compares NC of MDC packets via frame expansion (NC-MDC-F) and NC of MDC packets via correlating transform (NC-MDC-T), with a reconstruction method from [24] . Simulation results are described in Section V before drawing some conclusions in Section VI.
II. CODING SCHEME Consider some overlay network with a source, several intermediate node, and receiver nodes. Figure 1 represents the part of the communication chain (including the network) between the source and a given receiver. A source vector x ∈ R k is expanded using a frame expansion matrix T , producing the vector y ∈ R n , with n > k. Each entry of y is quantized with a q-level uniform scalar quantizer to get a vector of indexes z ∈ (GF (q)) n . Each index is then put in a separate packet and the n packets are transmitted over the network. RLNC is performed at intermediate nodes of the network. At receiver side, a set of m network-coded packets is obtained. An estimate x of x from the received packets grouped in a vector p using the various constraints imposed by the system is finally evaluated. In what follows, each step in Figure 1 is described to evidence the constraints linking the variables of the system, which will help obtaining x at receiver nodes.
A. Multiple description via frame expansion
MDC is performed via a real-valued frame expansion. A real-valued frame of R k [26] is a set of n > k vectors {ϕ i } i=1...n such that there exists A > 0 and B <∞ (the frame bounds) satisfying for all
where ·, · is the inner product of R k . When A = B, the frame is tight. The frame operator T associated to {ϕ i } i=1...n is the linear operator from R k to R n defined as
For any x ∈ R k , the frame operator T produces a vector
The redundancy rate introduced by a tight frame expansion is r = n/k.
B. Quantization
A q-level uniform scalar quantization Q with step size Δ is performed on each entry y, resulting in a vector of quantization indexes z, whose entries
The reconstruction levels are chosen at the middle of the quantization intervals, r i = (i − q/2 + 1/2) Δ, i = 0 . . . q − 1. Δ is chosen large enough to ensure that all entries of y fall inside a quantization interval. The inverse quantizer Q −1 takes a quantization index z i and associates a reconstruction
with α = Δ and β = (−q + 1) Δ/2. Since all reconstruction levels have been taken at the middle of the quantization intervals, Q −1 (z i ) satisfies
C. Network Coding
The vector of quantized indexes z is then transmitted over the network. Each entry of z is transmitted in a separate packet. RLNC is performed at the intermediate nodes of the network. Assume that the -th receiver has access to m independant packets p μ ∈ GF (q), μ = 1 . . . m, with m ≤ n. Since these packets have been network coded, the relation between p = (p 1 , ..., p m )
T and z may be written as follows
where the network matrix A ∈ (GF (q)) m×n is the matrix of global NC coefficients. The coefficients of A may be recovered from the headers of each received packet [27] . Usually, m = n packets have to be received in order to recover the uncoded packets. However, even if m = n, A is not necessarily of full rank n. Moreover, when not enough packets have been received, A is not of full rank n and the uncoded packets cannot be recovered directly.
III. ESTIMATION OF THE SOURCE VECTOR
An estimate x of the source vector x based on the received network-coded packets p and using the fact that x has been expanded into y before quantization and transmission has to satisfy a system of equations and inequalities derived from (3), (5), (6) , and (7). Gathering all constraints, one gets
where
...n have been defined in Section II. In the last line of (8), all operations are done in GF (q). This system contains n + m equations, 2n inequalities, and 2n + k unknows, namely x ∈ R k , y ∈ R n , and z ∈ (GF (q)) n . Due to the quantization, x cannot be recovered exactly, even if A is full rank.
A. Enough network-coded packets have been received
When A is full rank n (enough network coded packets have been received), A may be inverted to get an estimate y for y
Then, a least-squares estimate x for x is easily obtained as
B. Network-coded packets are missing
When A is not of full rank n, A cannot be inverted. Since there is not a unique x satisfying (8), one may search for an estimate of minimum norm x = arg min x satisfying (8)
Nevertheless, this optimization problem is quite hard to solve, since it involves continuous-valued variables and variables belonging to a Galois field. Moreover, equality and inequality constraints have to be considered. Assume that the Galois field is of prime size (q is prime, extension fields are considered in the appendix), one may transform the last line in (8) by introducing m slack integer variables s μ as follows
to get m equations involving standard integer additions and multiplications. Solving (11) with the modified system where (12) is put in (8) consists in solving a mixed integer quadratic problem (MIQP). This kind of minimization problem may be modeled using AMPL [28] . Since this MIQP only involves convex quadratic forms, it can be solved using CPLEX [29] . CPLEX implements a Branch-and-Bound (BB) search whose node bounds are computed by solving a continuous relaxation of the MIQP. Since this relaxation is convex, it can be solved using either a modified simplex method or a barrier method (in case the quadratic terms are in the constraints). The whole BB solution algorithm runs in exponential time in the worst case.
IV. ALTERNATIVE MDC SCHEME In [24] , an approximate decoding scheme based on existing correlation between quantized packets is proposed. Several correlated sources are considered and no frame expansion is performed on the source signals before quantization. The correlation between source symbols is still present on the quantized indexes z and translates into the fact that there exists some known matrix D of size (n − k) × n such that
D plays a role similar to a parity-check matrix of a traditional error-correcting code. The relation (13) may then be exploited at receivers which do not have access to enough network-coded packets. Consider a network matrix A of dimension m × n, with m ≤ n. If there exists a submatrix B of size n × n of
that is of full rank n, then B may be inverted to get an estimate z of the quantized source samples. The probability that such matrix B exists may be shown to be as follows.
To compare the proposed approach with that in [24] , quantization of the source vector x ∈ R k is performed first to get quantization indexes y ∈ GF (q) k . Then a full-rank k correlating transform T c ∈ GF (q) n×k is used to get a vector z ∈ GF (q) n . The matrix D is chosen to be orthogonal to T c . NC is then performed and modeled as in Section II-C to get packets p = Az .
Estimation of z is performed via classical Gaussian elimination as long as there exists some invertible submatrix B of B in (14) . If no invertible B can be found, no reconstruction can be obtained.
Compared to the approach introduced in Section II, here, redundancy is introduced after quantization. The decoding process is then quite simple, since it involves only Gaussian elimination.
V. SIMULATION RESULTS
In what follows, k = 4 and n = 7. The source generates vectors of k independent and identically distributed Gaussian samples with zero-mean and variance σ 2 = 1, cropped to ±3σ. Then T is built with Lines 2 to 5 of an n × n DCT transformation matrix. The uniform quantizer with quantization cells partitioning the interval [−3σ, 3σ] is chosen 2 . Quantization with q ∈ {7, 17, 31, 61} quantization intervals is considered, leading to quantization indexes in GF (q). The m × n network matrix A is chosen at random with m ≤ n to simulate the effect of network coding.
The transmission scheme described in Section IV is also simulated with the same source, k, and n. The corresponding reconstruction scheme is denoted as NC-MDC-T (for Network Coding with MDC via correlating Transform). Like NC-MDC-F, quantization with q ∈ {7, 17, 31, 61} quantization intervals is considered, leading to quantization indexes in GF (q). A fixed n × k random matrix T c ∈ GF (q) with full rank k is chosen to introduce redundancy. An (n − k)×n matrix D with full rank n − k is deduced from T c . In both cases, simulations results are averaged over 1000 realizations of the source and of the network matrix A. Figure 2 represents the average Signal-to-Noise Ratio (SNR)
resulting from the reconstruction of the transmitted message as a function of the number of lost packets for various sizes of the Galois field used in quantization and NC operations. NC-MDC-F is less robust to erasures than NC-MDC-T, since one more erasure is tolerated. However, when enough packets have been received, the reconstruction quality is better using NC-MDC-F. In fact, the frame expansion allows to reduce the effect of quantization noise. This effect is not obtained with the correlating transform. Figures 3 and 4 provide the evolution of the decoding errors (when z = z) as a function of the number of lost packets for both schemes.
With the NC-MDC-T scheme, when the number of losses is larger than the number of redundant packets, i.e., larger 2 Depending on the rate, better rate-distortion performance may be obtained by adjusting more carefully the boundaries of the quantization domain than n − k = 3 in our case, the decoding error probability is one. The reconstruction therefore is impossible. Whereas in the case of NC-MDC-F, a non-zero fraction of the transmitted packets can still be correctly decoded, even if the number of missing packets is larger than the one being introduced during the frame expansion process. The decoding error probability increases smoothly. When 3 packets have not been received, about 70% of the packets are still correctly decoded with NC-MDC-F and the poor SNR observed in Figure 2 is mainly due to erroneously recovered source samples. Being able to detect when samples were not reconstructed correctly may significantly improve the performance when many NC packets are lost. Figure 5 shows improvements provided by the MIQP reconstruction, by comparing a NC-MDC-F scheme and a scheme where MDC-F is performed and NC is done on packets corresponding to the same description. In the latter case, it is assumed that when a packet is lost, the whole description is lost. No MIQP reconstruction is possible. One sees that MIQP allows to get almost the maximal reconstruction quality even if some packets are lost. However, when too much packets are lost, the MDC-F scheme provides much smoother SNR decrease than the NC-MDC-F. The paper introduces a transmission scheme combining MDC and NC. Multiple descriptions have been obtained either using a frame expansion (NC-MDC-F) or using a correlating transform (NC-MDC-T). In the first case, the reconstruction is performed via MIQP. In the second case, a reconstruction algorithm derived from [24] has been employed. In both cases, a good robustness to missing NC packets has been observed. When the number of lost packets is small, the NC-MDC-T provides better SNRs thanks to a partial reduction of the quantization noise. The price to be paid is a decreased robustness to losses. When the number of lost packets increases, a reconstruction is still possible for some packets, even if the number of losses is larger than n−k, the number of redundant packets.
When combining packets containing only samples from the same description, least-squares reconstruction techniques may be employed when some descriptions are missing. This provides smooth performance degradation when the number of lost descriptions increases. This property is somewhat lost with NC-MDC-F. An optimization of the way NC is performed has to be found to get smoother performance degradation.
Since the received packets have been network-coded, the relation between p = (p 1 , ..., p m ) and the quantized indexes z = (z 1 , ..., z n ) can be expressed as
or equivalently
where all variables and operations are in GF (q r ). Equation 17 holds in GF (q r ). To express it in Z, one uses the fact that elements of GF (q r ) may be viewed as polynomials of GF (q) [D] . Let A(D) be the network coding matrix of polynomials, each coefficient
where (z 1 (D), ..., z n (D) ) T , and s(D) = (s 1 (D) , ..., s m (D))
T is a vector of slack polynomials. All operations in (19) are now in GF (q).
To express (19) in Z[D] , an additional vector of slack polynomials λ(D) = (λ 1 (D), ..., λ m (D) )
T needs to be introduced. Then, (19) can be expressed as 
An estimate x of the source vector x based on the received network-coded packets p and using the fact that x has been expanded into z before quantization and transmission may be obtained by minimizing 
