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Abstract
In this work, we consider alternative models for the propagation of bores. We consider the
Boussinesq–Burgers system and the Kawahara–Burgers equation as models for the propagation
of bores. We show the existence of travelling waves solutions corresponding to bore-like initial
data.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we study models for the propagation of bores. Bores, which occur
readily in nature, can also be easily created in a laboratory setting by separating two
different levels of water in a channel by a sluice gate. When the gate is abruptly
removed, water ﬂows from the higher to lower elevation and two general classes of
motion are observed, both of which are termed bores. The so-called strong bores have a
rapid turbulent change of water level, whilst weak or undular bores have a gently sloping
or oscillatory transition between the different levels. Although there is a vast amount
of literature that discusses this phenomenon (cf. for example [21], and the references
mentioned therein), very little is known mathematically regarding this phenomenon.
Strong or turbulent bores are harder to deal with mathematically, because these waves
break and the model equations must also reﬂect this phenomenon, a task which is neither
straightforward nor easy. Weak or undular bores are relatively easier to deal with. One
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of the equations that has been frequently used to describe the propagation of weak or
undular bores is the KdV equation. This equation takes into account the nonlinear and
dispersive effects present in the model, but as pointed out by Bona et al. [3], to have
any hope of accurately predicting the behaviour of the waves, even on a laboratory
scale, dissipative effects must be included. At the ﬁrst level of approximation, this is
done by appending the simplest term to model dissipative effects. Thus we append the
so-called Burgers-type term, which yields the KdV-Burgers equation and which can be
expressed in non-dimensional variables as
ut + uux + uxxx − uxx = 0,
where  is a positive constant.
In the present work, we consider alternative models for the propagation of bores.
As noted above, the model equation(s) should incorporate the effects of nonlinearity,
dispersion and dissipation. We begin with two equations, the Boussinesq system and
the Kawahara equation. The Boussinesq system can be expressed as
t + ux + (u)x = 0,
ut + x + uux − uxxt = 0,
where u(x, t) and 1+ (x, t) represent the velocity and the height of the free surface
of the ﬂuid above the bottom, respectively. Formally the Boussinesq system can be
viewed as a perturbation of the one-dimensional wave equation in which dispersive
and nonlinear effects are of the same order. This system incorporates two of the effects
essential for bore propagation, viz, dispersion and nonlinearity. Experimental results
of Hammack [10], Hammack and Segur [11] and Bona et al. [3] have shown that, at
least on the laboratory scale, dissipative effects must be included. The modeling of
dissipation in surface water waves at the same level of accuracy as nonlinearity and
dispersion appear in the KdV equation is somewhat complicated (cf. [15,18–20]). In
practice, one often incorporates some relatively simple term into the model equations
[6,8,13,14], in the hope that the resulting solutions will reﬂect the essentials of what
occurs in the ﬁeld. Applying the same reasoning to the present case, we obtain the
Boussinesq–Burgers system, expressed as
t + ux + (u)x = xx,
ut + x + uux − uxxt = uxx. (1.1)
Making a change of variables by letting (x, t) = 1+ (x, t) the system reduces to{
t + (u)x = xx,
ut + x + uux − uxxt = uxx. (1.2)
We note that this system of equations incorporates the effects of nonlinearity, dispersion,
and dissipation, all of which are essential for bore propagation.
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The Kawahara equation is expressed as
ut + uux + uxxx + uxxxxx = 0.
It is obtained from the ﬂuid ﬂow equations when dispersive effects of an order higher
than those used in deriving the KdV equation are taken into account in the shallow
water wave equations. The equation is used to model shallow water waves which
have an oscillatory structure, a feature not inherent in the KdV equation. Speciﬁcally,
the Kawahara equation [16] has been derived as a model for one-dimensional gravity
capillary waves when the bond number, which measures the surface tension effects, is
close to the value 13 . On the other hand,  = 0 arises as the approximation to strong
amplitude long waves at the surface of shallow water having a critical depth of 0.54 cm.
Kichenassamy and Olver [17] have shown that the only ﬁfth order perturbations of the
KdV equation that admit solitary, or bore-like (kink) solutions are those admitting
families of explicit sech2 solutions. Their result thus shows that one must be careful
in selecting higher-order equations as models for shallow water waves. However, we
note that the Kawahara equation incorporates only two of the relevant features needed
for bore propagation, viz, nonlinearity and dispersion. As in the case of the Boussinesq
system, we append Burgers-type terms in the hope that the resulting equation reﬂects
the essentials in the ﬁeld to obtain the Kawahara–Burgers equation
ut + uux + uxxx + uxxxxx − uxx = 0. (1.3)
The aim of this paper is to show the existence of travelling wave solutions corre-
sponding to data appropriate for bore propagation for the two models (1.2) and (1.3)
discussed above. For both these systems we consider solutions which depend on the
single variable  = x−ct . In each case this assumption enables us to reduce (1.2) and
(1.3) to a system of ﬁrst-order ordinary differential equations. Using standard analysis
in the phase plane, we can show the existence of travelling-wave solutions.
The paper is organized as follows. In Section 2, we focus attention on the Boussinesq–
Burger system of equations and in Section 3 we study the Kawahara–Burger equation.
2. The Boussinesq–Burger system
In this section we consider the system of equations


t + (u)x = xx,
ut +
(
+ u
2
2
)
x
= uxxt + uxx. (2.1)
We include the parameters  and  to retain some generality in the equations. We look
for travelling-wave solutions to the system (2.1) so that , u have the form
 = 	(x − ct), u = 
(x − ct). (2.2)
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Depending on the initial data that the system satisﬁes, two different types of waves are
obtained. We consider the case where the initial data satisfy
	() −→ r as  →+∞,
	() −→ l as  →−∞,

() −→ ur as  →+∞,
and

() −→ ul as  →−∞, (2.3)
where r , l , ur , and ul are ﬁxed constants in space. As a special case, we will also
focus our attention on the case where r = l = 0. Along with (2.3) we will need the
additional conditions
	(j)() −→ 0 as || → ∞,

(j)() −→ 0 as || → ∞, (2.4)
for j1, where the superscript j denotes the derivative of order j . Substituting (2.2)
in (2.1) yields
−c	′ + (	
)′ = 	′′,
−c
′ + 	′ + 12 (
2)′ = −c
′′′ + 
′′. (2.5)
Making the change of variables W = 	− r and U = 
− ur in (2.5) we obtain
−W ′ + (WU)′ = W ′′,
−U ′ +W ′ + UU ′ = −cU ′′′ + U ′′, (2.6)
where  = c−ur . We can without loss of generality assume that r = 0. This ensures
that W() → 0 as  → ∞. We ﬁrst consider the case when (W,U) satisﬁes the
asymptotic conditions


W() → 0 as  → +∞,
W() → l − r = W0 as  → −∞,
U() → 0 as  → +∞,
U() → ul − ur = U0 as  → −∞.
(2.7)
Moreover, the derivatives of U and W satisfy
lim
→±∞
U(j)() = 0 and lim
→±∞
W(j)() = 0, (2.8)
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where U(j) and W(j) denote the jth derivative of U and W with respect to  = x − ct
and the two asymptotic states are restricted by the requirement that c > ur . Integrating
each equation in (2.6) over the interval [y, ∞) and using the asymptotic conditions
(2.7) and (2.8) we get,{−W(y)+W(y)U(y) = W ′(y),
−U(y)+W(y)+ 12U2(y) = −cU ′′(y)+ U ′(y).
(2.9)
Lemma 2.1. Let (W, U) be a non-constant solution to (2.6) satisfying (2.7) and (2.8).
Then  > 0 and the conditions at ±∞ satisfy the following criteria: either U0 = 2
and W0 = 0, or U0 =  and W0 = 122.
Proof. By letting y −→ −∞ in (2.9) we obtain
−W0 +W0U0 = 0,
−U0 +W0 + 12U20 = 0. (2.10)
From the ﬁrst equation in (2.10) we see that W0(U0 − ) = 0. This implies that
either W0 = 0 or U0 = . If W0 = 0, the second equation in (2.10) implies that either
U0 = 0 or U0 = 2. If W0 and U0 are both zero, we would end up with a solitary
wave proﬁle, not a bore-like proﬁle. Therefore, we exclude the possibility that U0 and
W0 are both zero. This implies that if W0 = 0 then U0 = 2. In the second case, from
the ﬁrst equation in (2.10) it follows that U0 = , the second equation then implies
that W0 = 122. This proves the lemma. 
By hypothesis, we have chosen  > 0. The initial data must then satisfy certain
compatibility criteria. We will consider the two possibilities that follow from Lemma
2.1. In the ﬁrst case, we have ul − ur = 2 and l = r = 0. In the second case, we
have ul − ur =  and l = 122 and r = 0. This second condition shows that there is
a restriction on the type of initial data that can be prescribed, that is, the initial data
must satisfy a compatibility criteria.
Corollary 2.2. If (W(x, t), U(x, t)) = (W(x−ct), U(x−ct)) is a travelling wave so-
lution to (2.6) that satisﬁes the asymptotic conditions (2.7) and (2.8), then the following
relations hold. Either
U0 = ul − ur = 2 = 2(c − ur) > 0 and W0 = 0 (2.11)
or
U0 = ul − ur =  = c − ur > 0 and W0 = 2/2. (2.12)
Equivalently, in the ﬁrst case, we must have
c > ur, ul + ur = 2c and W0 = 0 (2.13)
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and in the second case, we have
c > ur, W0 = 122 = 12 (c − ur)2. (2.14)
Thus, we see that the initial data for U and W must satisfy a compatibility condition
if l − r is different from zero.
Lemma 2.3. Let (W(), U()) be a non-constant solution to (2.6). Suppose that (W ′
(0), U
′(0)) = (0, 0) for some 0 ∈ R. Then 0 is an isolated singular point of
(W, U) and
(i) U(0) is a local minimum for U if U(0) ∈ (0, 2).
(ii) U(0) is a local maximum for U if U(0) /∈ [0, 2] provided that W(0) = 0.
Second
(iii) U(0) is a local maximum if W(0) ∈ (0, 2/2).
(iv) U(0) is a local minimum if W(0) /∈ [0, 122].
Proof. If W ′(0) = 0 and U ′(0) = 0 it follows from (2.9) that{−W(0)+W(0)U(0) = 0,
−U(0)+W(0)+ 12U2(0) = −cU ′′(0).
(2.15)
The ﬁrst equation in (2.15) implies that (U(0) − )W(0) = 0. If W(0) = 0, the
second equation in (2.15) implies
−cU ′′(0) = 12U(0)2 − U(0).
Hence
U ′′(0) > 0 if U(0) ∈ (0, 2),
U ′′(0) < 0 if U(0) /∈ [0, 2].
If U ′′(0) = 0 the solution is a constant, which is a contradiction. If U(0) =  then
the second equation in (2.15) yields
cU ′′(0) = −W(0)+ 122.
Hence we must have
U ′′(0) > 0 if W(0) ∈ (0, 122),
U ′′(0) < 0 if W(0) /∈ [0, 122].
which concludes the proof of the lemma. 
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From the asymptotic conditions (2.7) and (2.8) we see that the system (2.6) is
equivalent to (2.9). Hence we focus attention on the system (2.9). Deﬁning an auxiliary
variable by v = cU ′, (2.9) can be rewritten as a system of three ﬁrst-order ordinary
differential equations given below


W ′ = −

W + 1

WU,
cU ′ = v,
v′ = −W + U + 
c
v − 1
2
U2.
(2.16)
In matrix notation, this is equivalent to


W ′
U ′
v′

 =


−  0 0
0 0 1c
−1  c




W
U
v

+


1
WU
0
− 12U2

 . (2.17)
The critical points of the system (2.17) are obtained by setting the left-hand side of
(2.17) equal to zero. These are (0, 0, 0), (0, 2, 0) and (2/2, , 0). We seek bounded
orbits which will tend to the critical points at ±∞. If W → 0 at ±∞, a bounded orbit
cannot asymptotically approach (2/2, , 0). Therefore, in this case (2/2, , 0) cannot
be a critical point of the system. On the other hand, if W0 is different from zero, the
bounded orbit cannot approach (0, 2, 0). Hence, under this condition (0, 2, 0) cannot
be a critical point of the system.
Linearizing the system (2.16) about the critical point (0, 0, 0), the eigenvalues are
obtained by solving the determinant (given below) for .
∣∣∣∣∣∣∣∣
−/−  0 0
0 − 1c
−1  c − 
∣∣∣∣∣∣∣∣
= 0.
Thus, we solve the cubic equation
−
(

+ 
)
(−)
( 
c
− 
)
− 
c
= 0,
(cf. [9]). The eigenvalues are,
0 = −

, 1, 2 = ±
√
2 + 4c
2c
.
Thus the critical point represents a saddle (cf, for example, [2, Chapter 3, Section 21])
with contraction in two directions and expansion in the third direction.
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We next linearize the system (2.16) about the critical point (0, 2, 0), which leads to


W ′
U ′
v′

 =


(−  + 2 ) 0 0
0 0 1c
−1 − c




W
U
v

 ,
and the eigenvalues of the equation are given by
0 = 

, 1, 2 = ±
√
2 − 4c
2c
. (2.18)
In this case the critical point is a nodal point if 2  4c and a spiral point if 2 <
4c. Thus, the critical point is always unstable, since the real parts of the eigenvalues
are all positive.
Finally, we linearize the system (2.16) about the critical point (2/2, , 0) to obtain
the eigenvalues of the linear part of the system. The linearized system is


W ′
U ′
v′

 =


−  +  
2
2 0
0 0 1c
−1 0 c




W
U
v

 , (2.19)
and the eigenvalues are then given by the roots of the cubic
3 − 
c
2 + 
2
2c
= 0. (2.20)
In general cubic equations that contain quadratic terms are harder to solve than those
that do not. We, therefore make the change of variable  = x + 3c in Eq. (2.20).
This reduces the given equation to one for the variable x in which the quadratic term
has been eliminated and has the form:
x3 − px + q = 0, (2.21)
where
p = 
2
32c2
and
q =
[
2
c
− 2
27
3
c33
]
.
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First solving (2.21) and then writing out the expression for the roots of (2.20) yields
1 = 3c + A+ B,
2 = 3c + A+ 
2B,
3 = 3c + 
2A+ B,
where  and 2 are the cube roots of unity so that  = − 12−
√
3
2 i and 
2 = − 12+
√
3
2 i,
with A =
(
− q2 +
√
S
)1/3
, and B =
(
− q2 −
√
S
)1/3
where S = (p3 )3 + ( q2 )2.
We now carry out a careful analysis of this critical point. From the deﬁnition of the
quantities A and B we see (after a careful analysis) that the critical point is always
unstable for all values of the parameters , ,  and c.
Remark 1. We have seen that the system (2.17) has three critical points, two of which
are unstable. We can therefore have an orbit connecting the saddle point (0, 0, 0) with
one of the unstable critical points. Thus there are two possible orbits, depending on the
conditions satisﬁed by the initial data. One orbit connects the critical points (0, 0, 0) and
(0, 2, 0) and the other connects (0, 0, 0) and ( 12
2, , 0). The orbits would approach
these limits at ±∞. Since the critical point (0, 2, 0) is unstable, the orbit R would
approach it as  tends to −∞. The scaled variables must attain these values at −∞.
As  tends to −∞ we must have W → 0, U → 2, v → 0. The initial conditions
must satisfy W0 = l − r = 0 and U0 = ul − ur = 2. Similarly, since ( 122, , 0)
is unstable, the orbit would approach this value as  tends to −∞. Therefore, our
scaled variables must attain these values at −∞. As  tends to −∞ we must have
W → 122, U → , v → 0 as  → −∞. The initial conditions in this case would
have to satisfy W0 = l − r = 122, ul − ur = .
If R is any bounded orbit of the system (2.19), we wish to determine its asymptotic
states at ±∞. This orbit will depend on the asymptotic conditions that are assumed
for the initial proﬁle for W and U .
We consider the case when the initial data satisﬁes (2.3).
Claim. If we assume that the parameters , , gamma, and c satisfy the condition
2  4c, then the system (2.16) admits no non-constant periodic solutions.
Under the conditions speciﬁed in the claim, we can show that if Up exists, it is
monotone decreasing. (This will be shown in Theorem 2.6.) But we know that such a
solution (i.e., one that is monotone), cannot be periodic. Thus, if the initial data satisfy
the given condition, then it follows that the solution is monotone decreasing.
Since the system contains no non-constant periodic solutions, the limit sets must
contain the critical points of the system. Since these limit sets are connected, they
must contain exactly one critical point, and the orbit must tend asymptotically to each
188 S.V. Rajopadhye / J. Differential Equations 217 (2005) 179–203
critical point, both at +∞ and −∞. The initial conditions on W will determine the
orbit. The asymptotic conditions (2.7) and (2.8) pertain to this orbit. The limits at
±∞ cannot be the same for this would imply that ul = ur which is not possible by
Corollary 2.2. Hence any bounded orbit necessarily connects the critical points.
We consider two cases. First, when W0 = 0, the critical points of the system are
(0, 0, 0) and (0, 2, 0). Second, when W0 = 0, the critical points are (0, 0, 0) and
( 12
2, , 0). Note that the critical point (0, 0, 0) is a saddle, whereas the critical points
(0, 2, 0) and ( 12
2, , 0) are unstable. Hence, the orbit R must tend to (0, 0, 0) at +∞
and to (0, 2, 0) or ( 12
2, , 0) at −∞.
Since (0, 0, 0) is a saddle with two stable directions and one unstable direction, by
standard theory (cf, Hartman [12] Chapter VIII or Arnold [2]) there are exactly two
semi-orbits of (2.9) that converge to (0, 0, 0) as  → ∞ and they both approach the
origin at a speciﬁc angle. For each of the solutions we have
lim
→∞
[
v()
U()
]
= 1.
Thus, one orbit approaches the origin from the region deﬁned by
Q4 = {(W,U, v) : W > 0, U > 0, and v < 0} ,
in the phase plane and the other approaches from the region deﬁned by
Q2 = {(W,U, v) : W > 0, U < 0, and v > 0} .
The continuation of one of these orbits provides the only possibilities for bounded
orbits. We now prove the following theorem.
Theorem 2.4. Given that , , , c are positive constants, chosen so that 2  4c
then there exists a unique bounded orbit R of the system (2.9) corresponding to these
values. In addition, suppose that the initial proﬁles for , u are sufﬁciently smooth.
More precisely, we assume that (W −W0, U − U0) ∈ C2c × C2c where the space Ckc
denotes the space of continuous functions whose ﬁrst k derivatives are also continuous
and the functions have compact support. Then R tends to (0, 2, 0) at −∞ and to
(0, 0, 0) at +∞ if
U −→ U0 as  → −∞,
U −→ 0 as  → +∞, (2.22)
and W satisﬁes
W −→ 0 as || → ±∞.
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If W satisﬁes the condition that
W −→ W0 as  → −∞,
W −→ 0 as  → +∞,
our method fails to show that in this case U is monotone. Thus, we cannot show the
existence of the travelling wave, when W → 0 as  →∞.
Proof. Since the initial data are sufﬁciently smooth, it follows from Schonbek [22] and
Amick [1] that W and U are bounded, with bounds depending on the initial data. Since
the initial data depend on , the bounds for U, W depend on  as well. Therefore,
there are positive functions a() and b() such that
U  a()
and
W  b().
When the initial data for (W,U) satisﬁes (2.7), we only need to consider the case
when W0 = 0. In this case, one critical point is always (0, 0, 0) and the second
critical point is (0, 2, 0). If the orbit approaches (0, 0, 0) from the region where
{W > 0, U < 0, v > 0}, it follows that for large values of , U() < 0. Since U()
never vanishes, the orbit must have U() < 0 for all  for which the solution is deﬁned.
Therefore, this orbit cannot converge to (0, 2, 0) as  →−∞ and therefore cannot be
bounded. Thus, the only possibility for a bounded orbit lies with the semi-orbit repre-
sented by (W,U, v) that approaches (0, 0, 0) from the region {W > 0, U > 0, v < 0}.
Since U() > 0 for large , this implies that U() > 0, for all  for which the solution
is deﬁned. System (2.9) is locally Lipschitz which implies that R can be extended over
all  ∈ R or until it becomes unbounded. Since U() and W() are already known to
be bounded, it remains to show that v() is bounded. We claim that v()  − c (a())
for any . If this were not true, then there is a − such that
− < −c

(a()).
Since v() → 0 as  → ∞ there is a largest 0 such that v(0) = − and for
 > 0 we have v() > v(0). This implies that v′(0)  0. But
v′(0) = −W(0)+ 
c
v(0)+ U(0)− 12U2(0)
 − 
c
+ a()
< − 
c
(
c

a()
)
+ a() = 0.
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This shows that v′(0) < 0 which is a contradiction. Similarly, we claim that v() <
c
 (a
2() + b()) for all . We know that v() −→ 0 as  → ∞. If the claim were
not true, this would imply that there is a largest 1 such that
v(1) = c
(
1
2
a2()+ b()
)
,
where b() is the bound for W() which depends on the initial data, and hence on .
Thus, v() < v(1) for all  > 1. This implies that v′(1)  0. But
v′(1) = −W(1)+ 
c
v(1)+ U(1)− 12U
2(1)
> −b()+ 
c
[
c

(
1
2
a2()+ b()
)]
+ U(1)− 12U
2(1) > 0.
Hence we have v′(1) > 0, a contradiction. Therefore, R is bounded and the orbit
converges to (0, 2, 0) as  →−∞. This proves the theorem. 
The theorem can be reinterpreted in terms of the solution of the original equations.
Corollary 2.5. Let , , , c be given positive constants and suppose that c, ur and
ul satisfy (2.11) and (2.13). Then upto translations of the independent variable , there
is a unique solution ((), u()) to (2.5) satisfying the asymptotic conditions (2.3),
with l = r = 0. Moreover, (, u) also satisfy the additional boundary conditions
(2.4) (condition on the derivatives). Let  = c − ur . Then upto translations there is a
unique solution (W¯ , U¯ , v¯) to the system (2.16) such that U¯ () → 0 as  → ∞ and
U¯ () → 2 as  → −∞. Moreover, U(j)() → 0 as || → ∞ for all j  1.
Proof. Let  = c−ur be as before. By Theorem 2.4 there is a unique (upto translations)
solution (W¯ , U¯ , v¯) to the system (2.16) such that
W¯ → 0 and U¯ → 0 as  →+∞,
W¯ → 0 and U¯ → 2 as  →−∞.
In addition, in this case, W¯ (j)() → 0 as || → ∞ and U¯ (j)() → 0 for all j1.
If u¯() = U¯ ()+ ur then (¯(), u¯()) is a solution to (2.1) satisfying the conditions
(2.3) and (2.4). If u is any solution satisfying (2.1) let U = u − ur . Then (W,U)
satisfy (2.7) and (2.8). Hence we can write,
d
d
(−W +WU − W ′) = 0,
d
d
(
−U +W + 1
2
U2 + cU ′′ − U ′
)
= 0.
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This implies that there exist constants 1 and 2 such that
−W + U − W ′ = 1,
−U +W + 12U2 + cU ′′ − U ′ = 2. (2.23)
If 1 and 2 are both identically zero, then (W,U) is a solution to (2.3) and hence
(W,U, v) for  ∈ (−∞,∞) is a bounded orbit of (2.16). By Theorem 2.4 such an
orbit is unique, so after a translation of the independent variable (W,U) = (W¯ , U¯).
To conclude the proof of the corollary, it sufﬁces to show that 1 and 2 are both
identically zero. Since W → 0, U → 0 as  →+∞ (2.23) implies that
d
d
(W) = W ′ → 1
and
d
d
(
U ′ − U) = cU ′′ − U ′ → 2
as  → +∞. If 1 and 2 = 0 for sufﬁciently large enough , W ′ will be bounded
away from zero. Similarly, cU ′′ − U ′ is bounded away from zero. Hence for  large
enough, we ﬁnd that there exist positive constants 1 and 2 such that either W is
bounded below by 1 or bounded above by −2. Similarly, cU ′ − U is bounded
below by 2 or bounded above by −2 for some positive constant 2.
If W → 0 as  →+∞, it implies that 1 must equal zero. Since U → 0 as  →∞
it follows that U ′ is bounded below by 2
c or bounded above by −2c for  large
enough. But if  > y then we see that
U()− U(y) =
∫ 
y
U ′(r) dr.
Letting  →∞, we get,
U(y) = −
∫ ∞
y
U ′(r) dr.
The integral is clearly divergent since U ′ is bounded above and below as shown above.
But we have shown that U is bounded which leads to a contradiction. Thus, we must
have 2 identically equal to zero. This completes the proof of the corollary. 
We now need to show that the solution obtained above is indeed monotone. We ﬁrst
consider the case when the initial data satisfy the condition 2  4c. We state our
result in the following theorem.
192 S.V. Rajopadhye / J. Differential Equations 217 (2005) 179–203
Theorem 2.6. Suppose that W0 the initial data for W tends to zero at ±∞, and that
the initial data U0 for U tends to  at −∞ and U0 tends to 0 at +∞. In addition, we
choose the parameters so that 2  4c. Let (W(), U(), v()) be the unique solution
to (2.16) with initial data as above. Then for all  ∈ R, 0 < U() < 2, and U ′() <
0. Moreover there is a unique infection point 0 of U such that ( − 0)U ′′() > 0,
for  = 0.
Proof. Let (W(), U(), v()) be a solution to (2.16) tracing the bounded orbit R.
Then the solution tends to zero for large values of  such that W() > 0, U() > 0,
and v() < 0.
We show that this is true for all values of . We have shown earlier that R cannot
intersect the v-axis. Also, R cannot exit the region deﬁned as Q4 through the line
segment given by
l0 = {(W,U, v) : W = 0, v = 0, 0  U  2} .
For if it did, there would be a largest value 0 for which (W(), U(), v()) ∈ l0. For
 > 0, we must have v() < 0. Hence, it follows that v′(0)0. But v(0) = 0.
Hence from (2.16) it follows that
v′(0) = −W(0)+ U(0)− 12U2(0) > 0.
This is a contradiction to our assumption. Now deﬁne
l = {(W,U, v) : W = 0, v = m(U − 2), 0  U  2} ,
where
m = 12
[
− (2 − 4c) 12
]
,
where the positive square root is understood. Note that, since we choose 2  4c, it
follows that m > 0. We show that R never intersects l. If not, then there is a largest
value 0 such that (W(0), U(0), v(0)),∈ l. This implies that 0  U(0)  2, and
v(0) = m(U(0)− 2) and v
′(0)
U ′(0)
 m.
But from Eq. (2.16) it follows that
m  v
′(0)
U ′(0)
= −W(0)+ U(0)+

c v(0)− 12U2(0)
1
c v(0)
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= − U(0)(U(0)− 2)
2−1c−1v(0)
= − cU(0)
2m
.
Therefore, it follows that
m2 − m+ 12cU(0)  0.
But since U(0) < 2, we ﬁnd that
m2 − m+ 12cU(0) = m2 − m+ c + c( 12U(0)− )
= 12c(U(0)− 2)
< 0
a contradiction.
Thus, R is conﬁned to a subset of the region Q4 bounded by the v-axis and the line
segments l and l0. Note ﬁrst that v() < 0, for all , or what is the same, U ′() < 0,
for all . Thus, this implies that U decreases monotonically from 2 to 0 as  increases.
Moreover, since U ′() → 0, as  → +∞, there must be points  where U ′′() = 0,
or equivalently, v′() = 0. But from (2.16) if v′() = 0 and W ′() = 0 it follows:
v′′() = U ′()(− U()).
If U() < , v′′() < 0 and if U() > , then v′′() < 0. The remaining proof
follows along the lines of the proof of Theorem 6 in Bona and Schonbek [5], and is
therefore omitted. 
This implies that we can only show the existence of travelling-wave solution for
the Boussinesq–Burgers system provided that the initial data for W tend to zero at
±∞, and that the initial data are small and the parameters satisfy the condition that
2  4c.
3. The Kawahara–Burgers equation
In this section we consider a generalization of the Korteweg–deVries (KdV for short)
equation obtained by adding a higher-order dispersive term to the KdV equation, known
as the Kawahara equation. Such an equation is obtained for example, by retaining terms
of an order higher when carrying out the approximation of the ﬂuid ﬂow equations
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than that used in obtaining the KdV equation. This equation can be written in the form
ut + uux + uxxx + uxxxxx − uxx = 0. (3.1)
Here we again seek travelling-wave solutions that satisfy initial conditions appropriate
for bore propagation. These conditions are that u is a function of the single variable
 = x − ct and satisﬁes
u → ur as  → +∞ and u → ul as  → −∞. (3.2)
Moreover, we assume that the derivatives of u satisfy the condition
u(j) −→ 0 as || → ∞. (3.3)
Then u satisﬁes the equation
−cu′ + uu′ + u′′′ + u′′′′′ − u′′ = 0.
We wish to show the existence of a bounded solution that satisﬁes these asymptotic
conditions. We make a change of variable to consider s() = u()−ur . Then s satisﬁes
the asymptotic conditions
s −→ s0 = ul − ur as  → −∞,
s −→ 0 as  → +∞ (3.4)
and the derivatives of s satisfy
s(j)() −→ 0 as || → ∞. (3.5)
Since u satisﬁes Eq. (3.1) it immediately follows that s satisﬁes the equation
−s′ + ss′ + s′′′ + s′′′′′ − s′′ = 0, (3.6)
where the prime ‘′’ denotes differentiation with respect to  = x − ct , c > 0 is the
speed of propagation of the wave and  = c−ur . Note that s satisﬁes conditions (3.4)
and (3.5) at ±∞.
Integrating (3.6) over the interval [y, ∞) we obtain
−s(y)+ 12 s2(y)+ s′′(y)+ s′′′′(y)− s′(y) = 0. (3.7)
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Lemma 3.1. Let s be a non-constant solution to (3.6) satisfying the asymptotic condi-
tions (3.4) and (3.5). Then  > 0 and s0 = 2.
Proof. Letting y tend to ∞ in (3.7) we get,
−s0 + 12 s20 = 0. (3.8)
Thus, either s0 = 0 or s0 = 2. Multiplying (3.6) by s′ and integrating over R we
obtain,

∫ ∞
−∞
s′(y)2 dy = 1
2
s20 −
1
6
s30 . (3.9)
Since the right-hand side is bounded, it follows that the left-hand side of the above
equation is bounded. If s0 = 0, (3.9) would imply that s′(y) = 0 almost everywhere
contrary to hypothesis. Thus, we must have that s0 = 2 and

∫ ∞
−∞
s′(y)2 dy = 2
3
3. (3.10)
Thus,  must be positive and the lemma is established. 
Corollary 3.2. Let u(x, t) = U(x− ct), c > 0, be a travelling-wave solution to (3.6)
that satisﬁes the asymptotic conditions (3.4) and (3.5). Then
ul − ur = 2 = 2(c − ur) > 0 (3.11)
or equivalently,
c > ur and ul + ur = 2c. (3.12)
In what follows we assume that (3.11) always holds. From (3.10) we see that  > 0
and that s0 = 2.
Lemma 3.3. Let s be a non-constant solution to (3.7). Suppose that s′(0) = 0 for
some 0 in R. Then,
s′′(0)+ s′′′′(0) < 0 if u(0) /∈ [0, 2],
s′′(0)+ s′′′′(0) > 0 if u(0) ∈ (0, 2).
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Proof. If s′(0) = 0 it follows from (3.6) that
s′′(0)+ s′′′′(0) = s(0)− 12 s2(0).
Hence the conclusion of the lemma follows. 
From the asymptotic conditions (3.4) and (3.5) we see that (3.6) and (3.8) are
equivalent. Hence we focus attention on (3.7). Using an argument similar to the one
used by Bona and Schonbek [5] we deﬁne auxiliary variables r, v and w as follows:
s′ = r,
r ′ = v,
v′ = w.
Then the given Eq. (3.8) can be written as a system of ﬁrst-order ordinary differential
equations
s′ = r,
r ′ = v,
v′ = w,
w′ = s + r − v − 12 s2.
Equivalently, in matrix notation this system takes the form


s′
r ′
v′
w′


=


0 1 0 0
0 0 1 0
0 0 0 1
−1 −1 −−1 0


·


s
r
v
w


−


0
0
0
1
2 s
2


. (3.13)
This system has two critical points (0, 0, 0, 0) and (2, 0, 0, 0) obtained by setting
the right-hand side equal to zero. Linearizing (3.13) about the point (0, 0, 0, 0) the
eigenvalues of the linear system are given by the roots of the equation
∣∣∣∣∣∣∣∣∣∣∣∣
− 1 0 0
0 − 1 0
0 0 − 0
−1 −1 −−1 −
∣∣∣∣∣∣∣∣∣∣∣∣
= 0.
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i.e., by
4 + −12 − −1− −1 = 0. (3.14)
In general, it is difﬁcult to ﬁnd the roots of a fourth-order polynomial. The approach
given below, enables us to ﬁnd the roots of any fourth-order polynomial. To ﬁnd
the roots of the given fourth-order polynomial, we need to ﬁnd the real root of the
associated cubic equation given below
y3 − −1y2 + 4−1y − (4−1 + 2−2) = 0. (3.15)
Using the transformation y = z+ −13 the cubic (3.15) can be reduced to
z3 + (4−1 − 132−2)z− ( 2273−3 + 83−2 + 2−2) = 0. (3.16)
Let z1 denote the real root of the cubic (3.16). Then y1 = z1 + 3 denotes the real
root of (3.15). It is easy to see that y1 is positive when  = 0. When  = 0, a short
calculation shows that y1 is positive, independent of the parameters , , , , and .
Thus, we can conclude that y1 is always positive. Then the roots of the fourth-order
polynomial (3.14) are given by the roots of the two quadratic equations
x2 ±
(√
y1 − 

)
x + 1
2
(
y1 ±
√
y21 +
4

)
= 0.
Notice that the roots of the equation
x2 +
(√
y1 − 

)
x + 1
2
(
y1 +
√
y21 +
4

)
= 0,
are given by
x1 = 12

−√y1 − 

+ i
√√√√2
√
y21 +
4

+
(
y1 + 

)
and
x2 = 12

−√y1 − 

− i
√√√√2
√
y21 +
4

+ (y1 + 

)

 ;
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whereas those of the quadratic
x2 −
(√
y1 − −1
)
x + 12
(
y1 −
√
y21 + 4−1
)
= 0,
are
x3 = 12
(√
y1 − −1 +
√
2
√
y21 + 4−1 −
(
y1 + −1
))
and
x4 = 12
(√
y1 − −1 −
√
2
√
y21 + 4−1 −
(
y1 + −1
))
.
Thus, the roots of the fourth-order polynomial (3.14) are given by
x1 = 12
(
−
√
y1 − −1 + i
√
2
√
y21 + 4−1 + y1 + −1
)
,
x2 = 12
(
−
√
y1 − −1 − i
√
2
√
y21 + 4−1 + y1 + −1
)
,
x3 = 12
(√
y1 − −1 +
√
2
√
y21 + 4−1 −
(
y1 + −1
))
,
x4 = 12
(√
y1 − −1 −
√
2
√
y21 + 4−1 −
(
y1 + −1
))
.
Note that the critical point has one unstable direction and three stable directions. This
represents a saddle. (cf. [2, Chapter 3, Section 21]). In particular, if  = 0 the eigen-
values are given by
x1 = 12
(
−√y1 + i
√
2
√
y21 + 4−1 + y1
)
,
x2 = 12
(
−√y1 − i
√
2
√
y21 + 4−1 + y1
)
,
x3 = 12
(
√
y1 +
√
2
√
y21 + 4−1 − y1
)
,
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x4 = 12
(
√
y1 −
√
2
√
y21 + 4−1 − y1
)
.
Note that the expression for y1 is always positive. In this case the critical point remains
a stable saddle with one unstable direction and three stable directions. Note that the
nature of the critical point is independent of whether  = 0 or not.
Next we linearize the system (3.13) about the other critical point (2, 0, 0, 0). Then
the system can be written as


s′
r ′
v′
w′


=


0 1 0 0
0 0 1 0
0 0 0 1
−−1 −1 −−1 0


+


0
0
0
− 12u2


.
The eigenvalues of the linearized part are the roots of the fourth-order equation
4 + −12 − −1+ −1 = 0.
To ﬁnd the roots of this equation we consider the real root of the cubic
y3 − −1y2 − 4−1y + (4−2 − 2−2) = 0.
Denoting this root by y1 we see that the roots of the fourth-order equation are given
by the roots of the two quadratic equations
x2 + 12
(
±
√
y1 − −1
)
x + 12
(
y1 ±
√
y21 − 4−1
)
= 0.
These can be written as
1 = 12
(
−
√
y1 − −1 + i
√√
y21 − 4−1 + y1 + −1
)
,
2 = 12
(
−
√
y1 − −1 − i
√√
y21 − 4−1 + y1 + −1
)
,
3 = 12
(√
y1 − −1 +
√√
y21 − 4−1 −
(
y1 + −1
))
,
4 = 12
(√
y1 − −1 −
√√
y21 − 4−1 −
(
y1 + −1
))
.
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Note that the critical point has two stable and two unstable directions. Thus, this critical
point is an unstable node. In the special case when  = 0 the eigenvalues are given
by
1 = 12
(
−√y1 + i
√√
y21 − 4−1 + y1
)
,
2 = 12
(
−√y1 − i
√√
y21 − 4−1 + y1
)
,
3 = 12
(
√
y1 +
√√
y21 − 4−1 − y1
)
,
4 = 12
(
√
y1 −
√√
y21 − 4−1 − y1
)
.
In this case the critical point is a nodal point or a spiral point according as y1 is
positive or negative. A similar behaviour is observed even when  = 0. In this latter
case, the critical point is a node if y1 −  > 0 and a spiral point if y1 −  < 0.
If R denotes any bounded orbit of the system, we inquire into its asymptotic states
at ±∞ i.e., its  and  sets, respectively.
First note that the system admits no non-constant periodic solutions. If we multiply
Eq. (3.7) by s′p and integrate over one period, we get

∫
s′2p = 0.
This implies that sp is constant and (sp, rp, vp,wp) is just one of the critical points. An
argument similar to that given for the Boussinesq system above and the KdV–Burgers
system [5] shows that since (0, 0, 0, 0) is a saddle the general theory pertaining to such
systems implies that there are exactly two orbits that approach the origin at the angle
whose tangent is 4. (cf. [12, Chapter 8] or [7, Chapters 13 and 15] See also [2,5]).
Thus upto translation of the independent variable  there are two solutions (s(), r(),
v(), w()) such that (s, r, v, w) → (0, 0, 0, 0) as  → +∞ and for each of these
solutions lim→∞ [w()s() ] = x4. One orbit approaches the origin from the region Q4 ={(s, r, v, w) : s > 0 and w < 0} and the other approaches through the region {(s, r, v,
w) : s < 0 and w > 0}. The continuation of one of these semi-orbits to all  ∈ R
provides the only possibilities for bounded orbits. We show that exactly one of these
orbits is bounded.
Theorem 3.4. Let , ,  and  be positive numbers. Then there exists a unique
bounded orbit R to the system (3.13) corresponding to these values.
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Proof. Let (s, r, v, w) be a solution to (3.13) deﬁned at least for large values of , that
correspond to one of the semi-orbits that approach the origin. Since all of s, r, v, w
tend to zero as  → ∞, it follows that s′ = r, s′′ = v and s′′′ = w tend to zero as
 tends to ∞. This implies that s(j) → 0 for all j0.
Since the solution (s, r, v, w) satisﬁes Eq. (3.13), s satisﬁes (3.8). Hence multiplying
Eq. (3.8) by s and integrating the result over [y,∞), we get,
1
2
s(y)2 − 1
6
s(y)3 = 1
2
∫
s′(x)2 dx + 1
2
s′(y)2 + 1
2
s′′(y)2.
Note that the integrand on the right-hand side is strictly positive. Hence we must have
1
2s(y)
2 − 16 s(y)3 > 0.
Consequently s(y) < 3. This shows that s remains bounded. To show that r, v and w
also remain bounded, we consider the equation satisﬁed by s. If s0 denotes the initial
proﬁle of s a straightforward calculation shows that s is bounded in the L2-norm. To
see this, let  = 	 % s0, where 	 is a smooth function with compact support and ‘%’
denotes the convolution of the two functions. A computation similar to the one in [5,
Lemma 3] shows that the difference s0− lies in L2. For a sufﬁciently smooth initial
proﬁle, we can then show that the solution s− lies in some Hs space for s5. Thus,
simple Sobolev inequalities would then imply that s along with its ﬁrst four derivatives
are bounded in the L∞-norm. That is, in the present context this implies that r, v and
w are bounded which shows that the orbit R is bounded.
Now consider the orbit that approaches the origin through the sector Q2. For large
values of , by deﬁnition s() < 0. Since s never vanishes this orbit must have
s() < 0 for all  for which the solution is deﬁned. Hence the orbit cannot converge
to (2, 0, 0, 0) as  → −∞, and consequently cannot be bounded. Thus, the only
possibility with the bounded orbit lies with the semi-orbit represented by (s, r, v, w)
that approaches the origin from Q4. Since s() > 0 for  large it follows that s() > 0
for all  for which it is deﬁned. Thus, s() ∈ (0, 3) for all  over which s extends.
Thus, the orbit R is bounded and deﬁned for all  ∈ R and converges to (2, 0, 0, 0)
as  → −∞. This completes the proof of the theorem. 
We now reinterpret the theorem to obtain the following.
Corollary 3.5. Let , ,  and c be given constants such that c, ur and ul satisfy the
conditions of Theorem 3.4. Then upto translation of the independent variable , there
is a unique solution u() to (3.7) satisfying the asymptotic conditions (3.2). Moreover,
u satisﬁes the additional boundary conditions (3.3), for the derivatives.
Proof. Let  be as deﬁned above. By Theorem 3.4 there is a unique solution (s¯, r¯, v¯, w¯)
to system (3.13) such that the solution approaches 0 as  → ∞ and s¯ → 2 as  →
−∞. Moreover, j1. Thus, if u() = s()+ ur is a solution of (3.7) satisfying both
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(3.2) and (3.3). If u¯ is any other solution satisfying (3.7), let s() = u¯()− ur . Then
s satisﬁes (3.4) and (3.5) with s0 = 2. Hence, we can write (3.6) as
d
d
(
−u+ 1
2
u2 + u′′ + u′′′′ − u′
)
= 0,
which implies that there exists a constant such that
−u+ 12u2 + u′′ + u′′′′ − u′ = . (3.17)
If  = 0 then u is a solution to (3.6) and therefore (s, r, v, w) is a bounded orbit of
system (3.7). By Theorem 3.4 there is only one such orbit, and by a translation of
the independent variable, s = s¯ and thus u = u¯. Thus, it sufﬁces to show that the
only possibility is for  = 0. Since s() → 0 as  → ∞ we see that from (3.17) it
follows that
d
d
(s′ + s′′′ − s) = s′′ + s′′′′ − s′ → 
as  → ∞. If  = 0 for sufﬁciently large  the quantity s′′ + s′′′′ − s′ is bounded
away from zero. Hence for  large enough s′ + s′′′ − s is bounded below by 
or bounded above by − for some positive constant , depending on whether  is
positive or negative. Since s → 0 as  → +∞. It follows that s′ + s′′′ is either
bounded below by /2 or bounded above by −/2 for sufﬁciently large . But if
 > y, we have,
(s()− s(y))+ (s′′()− s′′(y)) =
∫ 
y
(s′(r)+ s′′′(r)) dr.
Letting  →∞, we obtain,
s(y)+ s′′(y) =
∫ ∞
y
(s′(r)+ s′′′(r)) dr. (3.18)
Note that the integral on the right-hand side of (3.18) is clearly divergent in view of
the argument presented in the preceding paragraph. This is a contradiction since we
have shown earlier that s and its derivatives are all bounded. Hence, we must have
 = 0, which proves the corollary. 
4. Conclusions
In this paper we have shown the existence of the travelling-wave solution corre-
sponding to bore-like initial data for the Boussinesq–Burgers system and the Kawahara–
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Burgers system. In a forthcoming paper we will study the nature of the travelling waves
for both these models, in the cases where dispersion dominates dissipation and also
when dissipation dominates dispersion. In addition, we will study the limiting behavior
for the Kawahara–Burgers equation as  → 0 and  → 0. (For the Boussinesq system
of equations, the limiting behavior of the solution as  → 0 and as  → 0 was studied
by Amick [1].)
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