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Abstract
Let G be a simple r-regular graph with n vertices and m vertices. We give
the signless Laplacian characteristic polynomials of xyz-transformations Gxyz
of G in terms of n, m, r and the signless Laplacian spectrum of G.
Keywords: regular graph, xyz-transformation, signless Laplacian character-
istic polynomial
1 Introduction
We consider simple graphs. Let G = (V,E) be a graph with vertex set V (G) and
edge set E(G).
Let V (G) = {v1, . . . , vn}. The adjacency matrix A(G) of G is the (0, 1)-matrix
(aij) of order n where aij = 1 if vivj ∈ E(G), and aij = 0 otherwise. The degree
matrix D(G) of G is the (diagonal) matrix (dij) of order n where dii is the degree
of vertex vi in G and dij = 0 for i 6= j. The matrix L(G) = D(G) − L(G) is the
Laplacian matrix of G, and Q(G) = D(G) +A(G) is the signless Laplacian matrix of
G.
∗Corresponding author.
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The characteristic polynomials of A(G), L(G) and Q(G) are called the adjacency,
Laplacian and signless Laplacian characteristic polynomials of G, respectively. The
spectra of A(G), L(G) and Q(G) are called the adjacency, Laplacian and signless
Laplacian spectra of G, respectively.
The complement Gc of G is the graph with vertex set V (Gc) = V (G) and for any
u, v ∈ V (G) and u 6= v, uv ∈ E(Gc) if and only if uv 6∈ E(G) .
Let G0 be the empty graph with V (G0) = V (G), G1 the complete graph with
V (G1) = V (G), G+ = G, and G− = Gc.
Let B(G) (Bc(G)) be the graph with vertex set V (G) ∪ E(G) such that ve is an
edge in B(G) (resp., in Bc(G)) if and only if v ∈ V (G), e ∈ E(G), and vertex v is
incident (resp., not incident) to edge e in G.
The line graph Gl of G is the graph with vertex set E(G) and two vertices are
adjacent in Gl if and only if the corresponding edges in G are adjacent.
Let G be a graph and x, y, z variables in {0, 1,+,−}. The xyz-transformation
Gxyz of G is the graph with vertex set V (Gxyz) = V (G) ∪ E(G) and the edge set
E(Gxyz) = E(Gx) ∪ E((Gl)y) ∪ E(W ), where W = B(G) if z = +, W = Bc(G) if
z = −, W is the empty graph with V (W ) = V (G) ∪ E(G) if z = 0, and W is the
complete bipartite graph with partite sets V (G) and E(G) if z = 1.
For a regular graph G, the adjacency characteristic polynomials (and the adja-
cency spectra) of G00+, G+0+, G0++ and G+++ can be found in [1]. The adjacency
characteristic polynomials (and the adjacency spectra) of the other seven Gxyz with
x, y, z ∈ {+,−} can be found in [3]. Deng et al. [4] determined the Laplacian char-
acteristic polynomials of Gxyz of a regular graph G with x, y, z ∈ {0, 1,+,−} (The
cases G0++, G0+0 and G00+ have early been given in[2]).
Let f(x,G) = det(xIn−Q(G)) be the signless Laplacian characteristic polynomial
of G, where In is the the identity matrix of order n = |V (G)|. Now we give the signless
Laplacian characteristic polynomials of xyz-transformation of an r-regular graph G
with n vertices and m edges in terms of n,m, r and the signless Laplacian spectrum
of G with x, y, z ∈ {0, 1,+,−}.
2 Some preliminaries
Let G be a graph with V (G) = {v1, . . . , vn} and E(G) = {e1, . . . , em}. The vertex-
edge incidence matrix R(G) of G is the n×m-matrix (rij), where rij = 1 if vertex vi is
incident to edge ej and rij = 0 otherwise. Then R(G)R(G)
⊤ = Q(G), R(G)⊤R(G) =
A(Gl) + 2Im. Let q1(G), q2(G), . . . , qn(G) be the the signless Laplacian eigenvalues of
G arranged in non-decreasing order. Then q1 ≥ 0 and R(G)
⊤R(G) has eigenvalues 0
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(of multiplicity m− n), q1, q2, . . . , qn.
For positive integers p and q, let Jpq be the all-ones p×q-matrix, and in particular,
let Jp = Jp,p.
In the rest of this paper, G is an r-regular graph with n vertices and m edges.
Then 2m = rn. We write A(G) = A, Q(G) = Q, R(G) = R, and qi(G) = qi for
i = 1, 2, . . . , n. In particular, qn = 2r.
Lemma 2.1 Let P (x, y) be a polynomial with two variables and real coefficients.
Then
(1) P (A, Jn) has the eigenvalues P (r, n) and P (qi− r, 0) for i = 1, 2, . . . , n− 1, or
equivalently, P (Q, Jn) has the eigenvalues P (2r, n) and P (qi, 0) for i = 1, 2, . . . , n−1,
and
(2) P (R⊤R, Jm) has the eigenvalues σm = P (2r,m) and σi = P (q
′
i, 0) for i =
1, 2, . . . , m − 1, where q′i = 0 for i = 1, 2, . . . , m − n, and q
′
i = qi−m+n for i =
m− n+ 1, . . . , m− 1.
Proof. (1) Let X1, X2, . . . , Xn be orthogonal eigenvectors of A such that AXi =
(qi − r)Xi for i = 1, 2, . . . , n. Since A has equal row sums, Xn = Jn1. Since J
2
n =
nJn, JnJn1 = nJn1 and AJn1 = rJn1, we have A
sJ tnJn1 = A
sntJn1 = r
sntJn1 for
nonnegative integers s and t, and thus P (Q, Jnn)Xn = P (r, n)Xn. For i = 1, 2, . . . , n−
1, since JnXi = 0 and A
sXi = (qi − r)
sXi, we have P (A, Jn)Xi = P (qi − r, 0)Xi.
(2) Since R⊤R = A(Gl) + 2Im, R(G)
⊤R(G) have equal row sums. Note that
(R⊤R)sJ tmJm1 = (R
⊤R)smtJm1 = (2r)
sntJn1 for nonnegative integers s and t. By
similar argument as in (1), the result follows. ✷
Lemma 2.2 Let B and C be square matrices. Then
∣∣∣∣ B EF C
∣∣∣∣ =
{
|B||C − FB−1E| if B is invertible,
|C||B −EC−1F | if C is invertible.
Note that qn−i(G
c) = n − 2 − qi for every i ∈ {1, 2, . . . , n − 1} and qn(G
c) =
2(n− r − 1). Equivalently, we have the following lemma.
Lemma 2.3 (λ− n+ 2 + 2r)f(x,Gc) = (−1)n(λ− 2n+ 2 + 2r)f(n− 2− λ,G).
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3 Signless Laplacian characteristic polynomials of
Gxyz with z = 0
Obviously, f(λ,G0) = λn, f(λ,G+) = f(λ,G) and f(λ,G1) = (λ − 2n + 2)(λ− n +
2)n−1. Note that Gl is regular of degree 2r− 2 and f(Gl, λ) = (λ− 2r + 4)m−nf(λ−
2r + 4, G).
For x, y ∈ {0, 1,+,−}, Gxy0 consists of vertex disjoint Gx and (Gl)y), and then
f(λ,Gxy0) = f(λ,Gx)f(λ, (Gl)y). Thus we have the following conclusions (16 cases).
f(λ,Gx00) = λmf(λ,Gx) for x ∈ {0, 1,+},
f(λ,Gx10) = (λ− 2m+ 2)(λ−m+ 2)m−1f(λ,Gx) for x ∈ {0, 1,+},
f(λ,G−00) = (−1)nλm(λ− n + 2 + 2r)−1
(λ− 2n+ 2 + 2r)f(n− 2− λ,G),
f(λ,G−10) = (−1)n(λ− 2m+ 2)(λ−m+ 2)m−1(λ− n+ 2 + 2r)−1
(λ− 2n+ 2 + 2r)f(n− 2− λ,G)
f(λ,G0+0) = λn(λ− 2r + 4)m−nf(λ− 2r + 4, Gx),
f(λ,G1+0) = (λ− 2n+ 2)(λ− n + 2)n−1(λ− 2r + 4)m−nf(λ− 2r + 4, Gx),
f(λ,G++0) = (λ− 2r + 4)m−nf(λ,G)f(λ− 2r + 4, Gx),
f(λ,G−+0) = (−1)n(λ− n+ 2 + 2r)−1(λ− 2n + 2 + 2r)
f(n− 2− λ,G)f(λ− 2r + 4, Gx),
f(λ,G0−0) = (−1)n−1λn(λ−m+ 4r − 2)−1(λ+ 4r − 2m− 2)
(λ+ 2r − 2−m)m−nf(m− 2r − λ+ 2, G),
f(λ,G1−0) = (−1)n−1(λ− 2n+ 2)(λ− n + 2)n−1(λ−m+ 4r − 2)−1
(λ+ 4r − 2m− 2)(λ+ 2r − 2−m)m−nf(m− 2r − λ+ 2, G),
f(λ,G+−0) = (−1)n−1(λ−m+ 4r − 2)−1(λ+ 4r − 2m− 2)(λ+ 2r − 2−m)m−n
f(λ,G)f(m− 2r − λ+ 2, G),
f(λ,G−−0) = −(λ− n + 2 + 2r)−1(λ− 2n+ 2 + 2r)(λ−m+ 4r − 2)−1
(λ+ 4r − 2m− 2)(λ+ 2r − 2−m)m−n
f(n− 2− λ,G)f(m− 2r − λ+ 2, G).
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4 Signless Laplacian characteristic polynomials of
Gxyz with z = 1
Note that G001 is a complete bipartite graph and G111 = Kn+m. Then
f(λ,G001) = λ(λ−m− n)(λ−m)n−1(λ− n)m−1,
f(λ,G111) = (λ− 2n− 2m+ 2)(λ−m− n + 2)m+n−1.
Theorem 4.1
f(λ,G−01) = [(λ− n)(λ− 2n−m+ 2r + 2)−mn](λ− n)m−1
n−1∏
i=1
(λ− n−m+ 2 + qi),
Proof. Obviously,
A(G−01) =
(
A(Gc) Jnm
Jmn 0
)
=
(
Jn − In − A Jnm
Jmn 0
)
and
D(G−01) =
(
(n+m− r − 1)In 0
0 nIm
)
.
Then
f(λ,G−01) = det(λIn+m −Q(G
−01))
=
∣∣∣∣ (λ− n−m+ r + 2)In − Jn + A −Jnm−Jmn (λ− n)Im
∣∣∣∣ .
Clearly, it is sufficient to prove our claim for λ 6= n. By Lemma 2.2,
f(λ,G−01) = (λ− n)m−n|B|.
where
B = (λ− n)(λ− n−m+ r + 2)In − (λ− n)Jn + (λ− n)A−mJn.
By Lemma 2.1, the eigenvalues of B are
σn = (λ− n)(λ− n−m+ r + 2)− (λ− n)n+ r(λ− n)−mn
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= (λ− n)(λ− 2n−m+ 2r + 2)−mn
and
σi = (λ− n)(λ− n−m+ r + 2) + (λ− n)(qi − r)
= (λ− n)(λ− n−m+ 2 + qi)
for i = 1, 2, . . . , n− 1. Then
|B| = [(λ− n)(λ− 2n−m+ 2r + 2)−mn](λ− n)n−1
n−1∏
i=1
(λ− n−m+ 2 + qi),
and thus the result follows. ✷
Similarly, we have the following theorem.
Theorem 4.2
f(λ,G101) = [(λ− n)(λ−m− 2n+ 2)−mn](λ−m− n+ 2)n−1(λ− n)m−1,
f(λ,G+01) = [(λ− n)(λ− 2r −m)−mn](λ− n)m−1
n−1∏
i=1
(λ−m− qi).
Theorem 4.3
f(λ,G+11) = [(λ−m− 2r)(λ− 2m−n+2)−mn](λ−m−n+2)m−1
n−1∏
i=1
(λ−m− qi).
Proof. Obviously,
A(G+11) =
(
A Jnm
Jmn Jm − Im
)
and
D(G+11) =
(
(m+ r)In 0
0 (m+ n− 1)Im
)
.
Then
f(λ,G+11) = det(λIn+m −Q(G
+11))
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=∣∣∣∣ (λ−m− r)In −A −Jnm−Jmn (λ−m− n + 2)Im − Jm
∣∣∣∣ .
Let
M =
(
(λ−m− r)In − A −Jnm
−Jmn (λ−m− n+ 2)Im − Jm
)
.
Obviously, R⊤Jnm = 2Jm. Thus multiplying the first row of the block matrix M by
−1
2
R⊤ and adding the result to the second row of M , we obtain a new matrix
M1 =
(
(λ−m− r)In −A −Jnm
m+r−λ
2
R⊤ + 1
2
R⊤A− Jmn (λ−m− n+ 2)Im
)
.
Clearly, f(λ,G+11) = |M | = |M1| and it is sufficient to prove our claim for λ 6=
m+ n− 2. By Lemma 2.2,
f(λ,G+11) = (λ−m− n+ 2)m−n|B|,
where
B = (λ−m− r)(λ− n−m+ 2)In − (λ−m− n + 2)A+
m+ r − λ
2
JnmR
⊤
+
1
2
JnmR
⊤A− JnmJmn.
Since JnmR
⊤ = rJn, JnmR
⊤A = r2Jn and JnmJmn = mJn, we have
B = (λ−m− r)(λ− n−m+ 2)In − (λ−m− n+ 2)A+
(m+ 2r − λ)r
2
Jn −mJn.
By Lemma 2.1, the eigenvalues of B are
σn = (λ−m− r)(λ− n−m+ 2)− (λ−m− n + 2)r +
(m+ 2r − λ)r
2
n−mn
= (λ−m− 2r)(λ− n− 2m+ 2)−mn
and
σi = (λ−m− r)(λ− n−m+ 2)− (λ−m− n + 2)(qi − r)
= (λ− n−m+ 2)(λ−m− qi).
Then |B| = [(λ−m− 2r)(λ− n− 2m+2)−mn](λ− n−m+ 2)n−1
n−1∏
i=1
(λ−m− qi),
and thus the result follows. ✷
Similarly, we have the following theorem.
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Theorem 4.4
f(λ,G011) = [(λ−m)(λ− 2m− n + 2)−mn](λ−m)n−1(λ−m− n + 2)m−1,
f(λ,G−11) = [(λ− 2m− n + 2)(λ−m− 2n+ 2r + 2)−mn](λ−m− n+ 2)m−1
n−1∏
i=1
(λ−m− n + 2 + qi).
Theorem 4.5
f(λ,G0+1) = [(λ−m)(λ− n− 4r + 4)−mn](λ− n− 2r + 4)m−n(λ−m)n−1
n−1∏
i=1
(λ− n− 2r + 4− qi).
Proof. Obviously,
A(G0+1) =
(
0 Jnm
Jmn A(G
l)
)
=
(
0 Jnm
Jmn R
⊤R − 2Im
)
and
D(G0+1) =
(
mIn 0
0 (n+ 2r − 2)Im
)
.
Then
f(λ,G0+1) =
∣∣∣∣ (λ−m)In −Jnm−Jmn (λ− n− 2r + 4)Im − R⊤R
∣∣∣∣ .
Clearly, it is sufficient to prove our claim for λ 6= m. By Lemma 2.2 (and the fact
that JmnJnm = nJm), f(λ,G
0+1) = (λ−m)n−m|B|, where
B = (λ−m)(λ− n− 2r + 4)Im − (λ−m)R
⊤R− nJm.
By Lemma 2.1, the eigenvalues of B are
σm = (λ−m)(λ− n− 2r + 4)− 2r(λ−m)− nm
= (λ−m)(λ− n− 4r + 4)− nm,
for 1 ≤ j ≤ m− n,
σj = (λ−m)(λ− n− 2r + 4),
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and for m− n+ 1 ≤ j ≤ m− 1
σi = (λ−m)(λ− n− 2r + 4)− (λ−m)q
′
j
= (λ−m)(λ− n− 2r + 4)− (λ−m)qj−m+n
= (λ−m)(λ− n− 2r + 4− qj−m+n).
Then
|B| = [(λ−m)(λ− n− 4r + 4)−mn](λ− n− 2r + 4)m−n(λ−m)m−1
n−1∏
i=1
(λ− n− 2r + 4− qi),
and thus the result follows. ✷
Similarly, we have the following theorem.
Theorem 4.6
f(λ,G0−1) = [(λ−m)(λ− 2m− n+ 4r − 2)−mn](λ−m− n + 2r − 2)m−n
(λ−m)n−1
n−1∏
i=1
(λ−m− n− 2 + 2r + qi).
Theorem 4.7
f(λ,G1+1) = [(λ− 2n−m+ 2)(λ− n− 4r + 4)−mn](λ− n− 2r + 4)m−n
(λ− n−m+ 2)n−1
n−1∏
i=1
(λ− n− 2r + 4− qi).
Proof. Obviously,
A(G1+1) =
(
Jn − In Jnm
Jmn R
⊤R − 2Im
)
and
D(G1+1) =
(
(m+ n− 1)In 0
0 (n + 2r − 2)Im
)
.
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Then
f(λ,G1+1) =
∣∣∣∣ (λ−m− n+ 2)In − Jn −Jnm−Jmn (λ− n− 2r + 4)Im − R⊤R
∣∣∣∣ .
Clearly, it is sufficient to prove our claim for λ 6= m+ 2n− 2. Let
M =
(
(λ−m− n+ 2)In − Jn −Jnm
−Jmn (λ− n− 2r + 4)Im − R
⊤R
)
.
Multiplying the first row of the block matrix M by 1
λ−2n−m+2
Jmn and adding the
result to the second row of M , we obtain a new matrix
M1 =
(
(λ−m− n+ 2)In − Jn −Jnm
0 −n
λ−2n−m+2
Jm + (λ− n− 2r + 4)Im −R
⊤R
)
,
Then
f(λ,G+11) = |M1|
= |(λ−m− n + 2)In − Jn|
·
∣∣∣∣(λ− n− 2r + 4)Im − R⊤R + −nλ− 2n−m+ 2Jm
∣∣∣∣
= (λ− n−m+ 2)n−1(λ− 2n−m+ 2)1−m|B|,
where
B = (λ− 2n−m+ 2)(λ− n− 2r + 4)Im − (λ− 2n−m+ 2)R
⊤R − nJm.
By Lemma 2.1, the eigenvalues of B are
σm = (λ− 2n−m+ 2)(λ− n− 2r + 4)− (λ− 2n−m+ 2) · 2r −mn
= (λ− 2n−m+ 2)(λ− n− 4r + 4)−mn
for 1 ≤ j ≤ m− n,
σj = (λ− 2n−m+ 2)(λ− n− 2r + 4)
and for m− n+ 1 ≤ j ≤ m− 1,
σj = (λ− 2n−m+ 2)(λ− n− 2r + 4)− (λ− 2n−m+ 2)q
′
j
= (λ− 2n−m+ 2)(λ− n− 2r + 4)− (λ− 2n−m+ 2)qj−m+n
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= (λ− 2n−m+ 2)(λ− n− 2r + 4− qj−m+n).
Then
|B| = [(λ− 2n−m+ 2)(λ− n− 4r + 4)−mn](λ− n− 2r + 4)m−n
(λ− 2n−m+ 2)m−1
n−1∏
i=1
(λ− n− 2r + 4− qi),
and thus the result follows. ✷
Similarly, we have the following theorem.
Theorem 4.8
f(λ,G++1) = [(λ− 2r −m)(λ− n− 4r + 4)−mn](λ− n− 2r + 4)m−n
n−1∏
i=1
(λ− n− 2r + 4− qi)(λ−m− qi),
f(λ,G−+1) = [(λ− 2n−m+ 2r + 2)(λ− n− 4r + 4)−mn]
(λ− n− 2r + 4)m−n
n−1∏
i=1
(λ− n− 2r + 4− qi)(λ− n−m+ 2 + qi),
f(λ,G1−1) = [(λ− 2n−m+ 2)(λ− 2m− n + 4r − 2)−mn]
(λ−m− n− 2 + 2r)m−n
(λ− n−m+ 2)n−1
n−1∏
i=1
(λ−m− n− 2 + 2r + qi),
f(λ,G+−1) = [(λ− 2r −m)(λ− 2m− n+ 4r − 2)−mn]
(λ−m− n− 2 + 2r)m−n
n−1∏
i=1
(λ−m− qi)(λ−m− n− 2 + 2r + qi),
f(λ,G−−1) = [(λ− 2n−m+ 2r + 2)(λ− 2m− n + 4r − 2)−mn]
(λ−m− n+ 2r − 2)m−n
n−1∏
i=1
(λ−m− n+ 2 + qi)(λ− n−m+ 2r − 2 + qi).
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5 Signless Laplacian characteristic polynomials of
Gxyz with z = +
Since G00+ is a bipartite graph, the signless Laplacian eigenvalues of G00+ are the
same as the Laplacian eigenvalues of G00+. Thus
f(λ,G00+) = λ(λ− r − 2)(λ− 2)m−n
n−1∏
i=1
[(λ− 2)(λ− r)− qi].
Theorem 5.1
f(λ,G10+) = [λ2 − (r + 2n)λ+ 4n− 4](λ− 2)m−n
n−1∏
i=1
[(λ− r − n + 2)(λ− 2)− qi].
Proof. Obviously,
A(G10+) =
(
Jn − In R
R⊤ 0
)
and D(G10+) =
(
(r + n− 1)In 0
0 2Im
)
.
Then
f(λ,G10+) =
∣∣∣∣ (λ− r − n+ 2)In − Jn −R−R⊤ (λ− 2)Im
∣∣∣∣ .
Clearly, it is sufficient to prove our claim for λ 6= 2. By Lemma 2.2 (and the fact
RR⊤ = Q),
f(λ,G10+) = |(λ− 2)Im| ·
∣∣∣∣(λ− r − n+ 2)In − Jn − 1λ− 2RImR⊤
∣∣∣∣
= (λ− 2)m−n · |(λ− r − n+ 2)(λ− 2)In − (λ− 2)Jn −Q|.
Let B = (λ− r− n+2)(λ− 2)In − (λ− 2)Jn−Q. By Lemma 2.1, the eigenvalues of
B are
σn = (λ− r − n+ 2)(λ− 2)− (λ− 2)n− 2r = λ
2 − (r + 2n)λ+ 4n− 4
and for 1 ≤ i ≤ n− 1,
σi = (λ− r − n + 2)(λ− 2)− qi.
Then
|B| = [λ2 − (r + 2n)λ+ 4n− 4]
n−1∏
i=1
[(λ− r − n+ 2)(λ− 2)− qi],
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and thus the result follows. ✷
Similarly, we have the following theorem.
Theorem 5.2
f(λ,G+0+) = [λ2 − (2 + 3r)λ+ 4r](λ− 2)m−n
n−1∏
i=1
[(λ− 2)(λ− r − qi)− qi],
f(λ,G−0+) = [(λ− 2)(λ− 2n+ r + 2)− 2r](λ− 2)m−n
n−1∏
i=1
[(λ− 2)(λ− n− r + 2 + qi)− qi].
Theorem 5.3
f(λ,G01+) = [(λ− r)(λ− 2m)− 2r](λ−m)m−n
n−1∏
i=1
[(λ− r)(λ−m)− qi].
Proof. Obviously,
A(G01+) =
(
0 R
R⊤ Jm − Im
)
and D(G01+) =
(
rIn 0
0 (m+ 1)Im
)
.
Then
f(λ,G01+) =
∣∣∣∣ (λ− r)In −R−R⊤ (λ−m)Im − Jm
∣∣∣∣ .
Let
M =
(
(λ− r)In −R
−R⊤ (λ−m)Im − Jm
)
.
Multiplying the first row of the block matrix M by −1
2
Jmn and adding the result to
the second row of M , we obtain a new matrix
M1 =
(
(λ− r)In −R
r−λ
2
Jmn − R
⊤ (λ−m)Im
)
.
Obviously, f(λ,G01+) = |M | = |M1|, and it is sufficient to prove our claim for λ 6= m.
By Lemma 2.2,
f(λ,G01+) = (λ−m)m−n
∣∣∣∣(λ− r)(λ−m)In + r − λ2 RJmn − RR⊤
∣∣∣∣ .
13
Let B = (λ− r)(λ−m)In +
r−λ
2
RJmn − RR
⊤. Obviously, RJmn = rJn. Thus
B = (λ− r)(λ−m)In +
r − λ
2
rJn −Q.
By Lemma 2.1 (and the fact that rn = 2m), the eigenvalues of B are
σn = (λ− r)(λ−m) +
r − λ
2
rn− 2r = (λ− r)(λ− 2m)− 2r
and for 1 ≤ i ≤ n− 1,
σi = (λ− r)(λ−m)− qi.
Then
|B| = [(λ− r)(λ− 2m)− 2r]
n−1∏
i=1
[(λ− r)(λ−m)− qi],
and thus the result follows. ✷
Similarly, we have the following theorem.
Theorem 5.4
f(λ,G11+) = [(λ− r − 2n+ 2)(λ− 2m)− 2r](λ−m)m−n
n−1∏
i=1
[(λ− r − n+ 2)(λ−m)− qi],
f(λ,G−1+) = [(λ− 2m)(λ− 2n+ r + 2)− 2r](λ−m)m−n
n−1∏
i=1
[(λ−m)(λ− n + r + 2− qi)− qi],
f(λ,G+1+) = [(λ− 2m)(λ− 3r)− 2r](λ−m)m−n
n−1∏
i=1
[(λ−m)(λ− r − qi)− qi].
Theorem 5.5
f(λ,G+++) = [(λ− 3r + 2)(λ− 4r)](λ− 2r + 2)m−n
n−1∏
i=1
[(λ− r − qi)(λ− 2r + 2− qi)− qi].
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Proof. Obviously,
A(G+++) =
(
A R
R⊤ A(Gl)
)
and D(G+++) =
(
2rIn 0
0 2rIm
)
.
Then
f(λ,G+++) =
∣∣∣∣ (λ− 2r)In −A −R−R⊤ (λ− 2r + 2)Im − R⊤R
∣∣∣∣ .
Let
M =
(
(λ− 2r)In − A −R
−R⊤ (λ− 2r + 2)Im −R
⊤R
)
.
Multiplying the first row of the block matrix M by −R⊤ and adding the result to the
second row of M , we obtain a new matrix
M1 =
(
(λ− 2r)In −A −R
(2r − λ− 1)R⊤ +R⊤A (λ− 2r + 2)Im
)
.
Obviously, f(λ,G++1) = |M | = |M1|, and it is sufficient to prove our claim for
λ 6= 2r − 2. By Lemma 2.2,
f(λ,G+++)
= |(λ− 2r + 2)Im| ·
∣∣∣∣(λ− 2r)In − A+ 1λ− 2r + 2R((2r − λ− 1)R⊤ +R⊤A)
∣∣∣∣
= (λ− 2r + 2)m−n
|(λ− 2r)(λ− 2r + 2)In − (λ− 2r + 2)A+ (2r − λ− 1)RR
⊤ +RR⊤A|.
Let B = (λ− 2r)(λ− 2r + 2)In − (λ− 2r + 2)A + (2r − λ− 1)RR
⊤ + RR⊤A. Note
that RR⊤ = Q and A = Q− rI. Then
B = (λ− 2r)(λ− 2r + 2)In − (λ− 2r + 2)(Q− rI) + (2r − λ− 1)Q +Q(Q− rI).
By Lemma 2.1, the eigenvalues of B are
σn = (λ−2r)(λ−2r+2)− r(λ−2r+2)+2r(2r−λ−1)+2r
2 = (λ−3r+2)(λ−4r)
and for 1 ≤ i ≤ n− 1,
σi = (λ− 2r)(λ− 2r + 2)− (λ− 2r + 2)(qi − r) + (2r − λ− 1)qi + qi(qi − r)
= (λ− r − qi)(λ− 2r + 2− qi)− qi.
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Then
|B| = [(λ− 3r + 2)(λ− 4r)]
n−1∏
i=1
[(λ− r − qi)(λ− 2r + 2− qi)− qi],
and thus the result follows. ✷
Similarly, we can prove the following theorem.
Theorem 5.6
f(λ,G0++) = [(λ− r)(λ− 4r + 2)− 2r](λ− 2r + 2)m−n
n−1∏
i=1
[(λ− r)(λ− 2r + 2− qi)− qi],
f(λ,G1++) = [(λ− r − 2n+ 2)(λ− 4r + 2)− 2r](λ− 2r + 2)m−n
·
n−1∏
i=1
[(λ− r − n + 2)(λ− 2r + 2− qi)− qi],
f(λ,G−++) = [(λ− 2n+ r + 2)(λ− 4r + 2)− 2r](λ− 2r + 2)m−n
n−1∏
i=1
[(λ− n− r + 2 + qi)(λ− 2r + 2− qi)− qi].
Theorem 5.7
f(λ,G+−+) = [(λ− 3r)(λ− 2m+ 4r − 4)− 2r](λ−m+ 2r − 4)m−n
n−1∏
i=1
[(λ− r − qi)(λ−m+ 2r − 4 + qi)− qi].
Proof. Obviously,
A(G+−+) =
(
A R
R⊤ Jm − Im − A(G
l)
)
=
(
A R
R⊤ Jm + Im − R
⊤R
)
and
D(G+−+) =
(
2rIn 0
0 (m− 2r + 3)Im
)
.
Then
f(λ,G+−+) =
∣∣∣∣ (λ− 2r)In − A −R−R⊤ (λ−m+ 2r − 4)Im − Jm +R⊤R
∣∣∣∣ .
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Let
M =
(
(λ− 2r)In −A −R
−R⊤ (λ−m+ 2r − 4)Im − Jm +R
⊤R
)
.
Multiplying the first row of the block matrixM by −1
2
Jmn+R
⊤ and adding the result
to the second row of M , we obtain a new matrix
M1 =
(
(λ− 2r)In − A −R
(λ− 2r − 1)R⊤ − R⊤A+ 3r−λ
2
Jmn (λ−m+ 2r − 4)Im
)
.
Obviously, f(λ,G+−+) = |M | = |M1|, and it is sufficient to prove our claim for
λ 6= m− 2r + 4. By Lemma 2.2,
f(λ,G+−+) = (λ−m+ 2r − 4)m−n · |B|.
where B = (λ − 2r)(λ− m + 2r − 4)In − (λ −m + 2r − 4)A + (λ − 2r − 1)RR
⊤ +
3r−λ
2
RJmn − RR
⊤A. Note that RR⊤ = Q, RJmn = rJn and A = Q− rI. Then
B = (λ− 2r)(λ−m+ 2r − 4)In − (λ−m+ 2r − 4)(Q− rI) + (λ− 2r − 1)Q
+
(3r − λ)r
2
Jn −Q(Q− rI).
By Lemma 2.1, the eigenvalues of B are
σn = (λ− 2r)(λ−m+ 2r − 4)− r(λ−m+ 2r − 4) + 2r(λ− 2r − 1)
+
(3r − λ)rn
2
− 2r2
= (λ− 3r)(λ− 2m+ 4r − 4)− 2r
and for i = 1, 2, . . . , n− 1
σi = (λ− 2r)(λ−m+ 2r − 4)− (λ−m+ 2r − 4)(qi − r)
+(λ− 2r − 1)qi − qi(qi − r)
= (λ− r − qi)(λ−m+ 2r − 4 + qi)− qi.
Then
|B| = [(λ− 3r)(λ− 2m+ 4r − 4)− 2r]
n−1∏
i=1
[(λ− r − qi)(λ−m+ 2r − 4 + qi)− qi],
and thus the result follows. ✷
Similarly, we have the following theorem.
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Theorem 5.8
f(λ,G0−+) = [(λ− r)(λ− 2m+ 4r − 4)− 2r](λ−m+ 2r − 4)m−n
n−1∏
i=1
[(λ− r)(λ−m+ 2r − 4 + qi)− qi],
f(λ,G1−+) = [(λ− r − 2n+ 2)(λ− 2m+ 4r − 4)− 2r](λ−m+ 2r − 4)m−n
n−1∏
i=1
[(λ− r − n+ 2)(λ−m+ 2r − 4 + qi)− qi],
f(λ,G−−+) = [(λ− 2n+ r + 2)(λ− 2m+ 4r − 4)− 2r](λ−m+ 2r − 4)m−n
n−1∏
i=1
[(λ− n− r + 2 + qi)(λ−m+ 2r − 4 + qi)− qi].
6 Signless Laplacian characteristic polynomials of
Gxyz with z = −
Since G00− is a bipartite graph, the signless laplacian eigenvalues of G00− are the
same as the laplacian eigenvalues of it.
f(λ,G00−) = λ(λ− n−m+ r + 2)(λ− n + 2)m−n
n−1∏
i=1
{(λ−m+ r)(λ− n + 2)− qi}.
Theorem 6.1
f(λ,G10−) = [(λ− n+ 2)(λ− 2n+m+ r + 2) + (2r −m)n− 2r]
(λ− n+ 2)m−n
n−1∏
i=1
[(λ−m− n + r + 2)(λ− n+ 2)− qi].
Proof. Obviously,
A(G10−) =
(
Jn − In Jnm −R
Jmn − R
⊤ 0
)
and
D(G10−) =
(
(n+m− r − 1)In 0
0 (n− 2)Im
)
.
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Then
f(λ,G10−) =
∣∣∣∣ (λ− n−m+ r + 2)In − Jn R− JnmR⊤ − Jmn (λ− n+ 2)Im
∣∣∣∣ .
Clearly, it is sufficient to prove our claim for λ 6= n− 2. By Lemma 2.2,
f(λ,G10−) = (λ− n+ 2)m−n|B|,
where
B = (λ− n−m+ r + 2)(λ− n+ 2)In − (λ− n + 2)Jn
−(R − Jnm)(R
⊤ − Jmn).
Note that RR⊤ = Q, JnmR
⊤ = rJn and RJmn = rJn, then
B = (λ− n−m+ r + 2)(λ− n+ 2)In + (2r + n−m− 2− λ)Jn −Q.
By Lemma 2.1, the eigenvalues of B are
σn = (λ− n−m+ r + 2)(λ− n+ 2) + (2r + n−m− 2− λ)n− 2r
= (λ− n+ 2)(λ− 2n+m+ r + 2) + (2r −m)n− 2r
and for i = 1, 2, . . . , n− 1,
σi = (λ− n−m+ r + 2)(λ− n+ 2)− qi.
Then
|B| = [(λ− n + 2)(λ− 2n+m+ r + 2) + (2r −m)n− 2r]
n−1∏
i=1
[(λ−m− n + r + 2)(λ− n+ 2)− qi],
and thus the result follows. ✷
Similarly, we have the following theorem.
Theorem 6.2
f(λ,G+0−) = [(λ− n+ 2)(λ−m− r) + (2r −m)n− 2r](λ− n+ 2)m−n
n−1∏
i=1
[(λ− n+ 2)(λ−m+ r − qi)− qi],
f(λ,G−0−) = [(λ− n+ 2)(λ− 2n−m+ 3r + 2) + (2r −m)n− 2r](λ− n+ 2)m−n
n−1∏
i=1
[(λ− n+ 2)(λ− n−m+ r + 2 + qi)− qi].
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Theorem 6.3
f(λ,G01−) = [(λ−m+ r)(λ− n− 2m+ 4) + (4− n)m− 2r](λ− n−m+ 4)m−n
n−1∏
i=1
[(λ−m− n+ 4)(λ−m+ r)− qi].
Proof. Obviously,
A(G01−) =
(
0 Jnm −R
Jmn − R
⊤ Jm − Im
)
and
D(G01−) =
(
(m− r)In 0
0 (m+ n− 3)Im
)
.
Then
f(λ,G01−) =
∣∣∣∣ (λ−m+ r)In R− JnmR⊤ − Jmn (λ− n−m+ 4)Im − Jm
∣∣∣∣ .
Clearly, it is sufficient to prove our claim for λ 6= m− r. By Lemma 2.2 and the fact
R⊤Jnm = 2Jn and JmnR = 2Jn,
f(λ,G01−)
= (λ−m+ r)n−m
|(λ− n−m+ 4)(λ−m+ r)Im − (λ−m+ r)Jm − (R
⊤ − Jmn)(R− Jnm)|
= (λ−m+ r)n−m
|(λ− n−m+ 4)(λ−m+ r)Im −R
⊤R + (m+ 4− λ− r − n)Jm|
Let B = (λ− n−m+ 4)(λ−m+ r)Im −R
⊤R+ (m+ 4− λ− r− n)Jm. By Lemma
2.1, the eigenvalues of B are
σn = (λ− n−m+ 4)(λ−m+ r)− 2r + (m+ 4− λ− r − n)m
= (λ−m+ r)(λ− n− 2m+ 4) + (4− n)m− 2r,
for 1 ≤ j ≤ m− n,
σi = (λ− n−m+ 4)(λ−m+ r),
and for m− n+ 1 ≤ j ≤ m− 1,
σj = (λ− n−m+ 4)(λ−m+ r)− q
′
j = (λ− n−m+ 4)(λ−m+ r)− qj−m+n.
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Then
|B| = [(λ−m+ r)(λ− n− 2m+ 4) + (4− n)m− 2r](λ−m+ r)m−n
(λ− n−m+ 4)m−n
n−1∏
i=1
[(λ−m− n+ 4)(λ−m+ r)− qi].
and thus the result follows. ✷
Similarly, we have the following theorem.
Theorem 6.4
f(λ,G0+−) = [(λ−m+ r)(λ− n− 4r + 6) + (4− n)m− 2r](λ− n− 2r + 6)m−n
n−1∏
i=1
[(λ−m+ r)(λ− n− 2r + 6− qi)− qi],
f(λ,G0−−) = [(λ−m+ r)(λ− n− 2m+ 4r) + (4− n)m− 2r](λ− n−m+ 2r)m−n
n−1∏
i=1
[(λ−m+ r)(λ− n−m+ 2r + qi)− qi].
Theorem 6.5
f(λ,G11−) = [(λ− 2n− 2m+ 2)(λ− n−m+ r + 4) + 8m](λ− n−m+ 4)m−n
n−1∏
i=1
[(λ−m− n+ r + 2)(λ− n−m+ 4)− qi].
Proof. Obviously,
A(G11−) =
(
Jn − In Jnm −R
Jmn − R
⊤ Jm − Im
)
and
D(G11−) =
(
(n+m− r − 1)In 0
0 (m+ n− 3)Im
)
.
Then
f(λ,G11−) =
∣∣∣∣ (λ−m− n+ r + 2)In − Jn R− JnmR⊤ − Jmn (λ− n−m+ 4)Im − Jm
∣∣∣∣
= (2− n)−m|M |,
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where
M =
(
(λ−m− n+ r + 2)In − Jn R − Jnm
(2− n)R⊤ − (2− n)Jmn (2− n)(λ− n−m+ 4)Im − (2− n)Jm
)
Obviously, JmnR = 2Jmm and JmnJnm = nJmm. Hence multiplying the first row of
the block matrix M by Jmn and adding the result to the second row of M , we obtain
a new matrix
M ′ =
(
(λ−m− n+ r + 2)In − Jn R − Jnm
(2− n)R⊤ + (λ−m− n+ r)Jmn (2− n)(λ− n−m+ 4)Im
)
.
Clearly, |M ′| = |M | and f(λ,G11−) = (2 − n)−m|M ′|. Obviously, it is sufficient to
prove our claim for λ 6= n +m− 4. By Lemma 2.2, f(λ,G11−) = (2− n)−n(λ− n−
m+ 4)m−n|B|, where
B = (2− n)(λ−m− n + r + 2)(λ− n−m+ 4)In
−(2− n)Q− (2− n)(λ− n−m+ 4)Jn
−(λ−m+ r − 2)rJn + (λ− n−m+ r)mJn.
By Lemma 2.1, the eigenvalues of B are
σn = (2− n)(λ−m− n+ r + 2)(λ− n−m+ 4)− 2r(2− n)
−(2− n)(λ− n−m+ 4)n
−(λ−m+ r − 2)rn+ (λ− n−m+ r)mn
= (2− n)[(λ− 2n− 2m+ 2)(λ− n−m+ 4 + r) + 8m],
and for i = 1, 2, . . . , n− 1
σi = (2− n)(λ−m− n + r + 2)(λ− n−m+ 4)− (2− n)qi
= (2− n)[(λ−m− n+ r + 2)(λ− n−m+ 4)− qi].
Then
|B| = (2− n)n[(λ− 2n− 2m+ 2)(λ− n−m+ r + 4) + 8m]
n−1∏
i=1
[(λ−m− n+ r + 2)(λ− n−m+ 4)− qi],
and thus the result follows. ✷
Similarly, we have the following theorem.
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Theorem 6.6
f(λ,G+1−) = [(λ−m− r)(λ− n− 2m+ 4) + (4− n)m− 2r]
(λ− n−m+ 4)m−n
n−1∏
i=1
[(λ− n−m+ 4)(λ−m+ r − qi)− qi],
f(λ,G−1−) = [(λ− n− 2m+ 4)(λ− 2n−m+ 3r + 2) + (4− n)m− 2r]
(λ− n−m+ 4)m−n
n−1∏
i=1
[(λ− n−m+ 4)(λ−m− n + r + qi + 2)− qi].
Theorem 6.7
f(λ,G1+−) = [(λ− 2n−m+ r + 2)(λ− n− 4r + 6) + (4− n)m− 2r]
(λ− n− 2r + 6)m−n
n−1∏
i=1
[(λ− n−m+ r + 2)(λ− n− 2r + 6− qi)− qi].
Proof. Obviously,
A(G1+−) =
(
Jn − In Jnm − R
Jmn − R
⊤ A(Gl)
)
=
(
Jn − In Jnm − R
Jmn − R
⊤ R⊤R− 2Im
)
and
D(G1+−) =
(
(n+m− r − 1)In 0
0 (n + 2r − 4)Im
)
.
Then
f(λ,G1+−) =
∣∣∣∣ (λ− n−m+ r + 2)In − Jn R− JnmR⊤ − Jmn (λ− n− 2r + 6)Im − R⊤R
∣∣∣∣ .
Let
M =
(
(λ− n−m+ r + 2)In − Jn R − Jnm
R⊤ − Jmn (λ− n− 2r + 6)Im − R
⊤R
)
,
then f(λ,G1+−) = |M |. Obviously, R⊤Jnm = 2Jm. Thus multiplying the first row of
the block matrix M by R⊤ and adding the result to the second row of M , we obtain
a new matrix
M ′ =
(
(λ− n−m+ r + 2)In − Jn R− Jnm
(λ− n−m+ r + 3)R⊤ − 3Jmn (λ− n− 2r + 6)Im − 2Jm
)
.
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Let
M ′′ =

 (λ− n−m+ r + 2)In − Jn R− Jnm(2− n)(λ− n−m+ r + 3)R⊤
−3(2− n)Jmn (2− n)(λ− n− 2r + 6)Im − 2(2− n)Jm

 .
Clearly, |M ′′| = (2−n)m|M ′| = (2−n)m|M | and f(λ,G11−) = |M ′| = (2−n)−m|M ′′|.
Obviously, JmnR = 2Jm and JmnJnm = nJm. Thus multiplying the first row of the
block matrix M ′′ by 2Jmn and adding the result to the second row of M
′′, we obtain
a new matrix
M ′′′ =

 (λ− n−m+ r + 2)In − Jn R − Jnm(2− n)(λ− n−m+ r + 3)R⊤
+(2λ− n− 2m+ 2r − 2)Jmn (2− n)(λ− n− 2r + 6)Im

 .
Clearly, |M ′′′| = |M ′′|, f(λ,G11−) = (2− n)−m|M ′′′|, and it is sufficient to prove our
claim for λ 6= n+ 2r − 6. By Lemma 2.2,
|M ′′′| = (2− n)m−n(λ− n− 2r + 6)m−n|B|,
where
B = (2− n)(λ− n− 2r + 6)(λ− n−m+ r + 2)In − (2− n)(λ− n− 2r + 6)Jn
−(R− Jnm)[(2− n)(λ− n−m+ r + 3)R
⊤ + (2λ− n− 2m+ 2r − 2)Jmn]
= (2− n)(λ− n− 2r + 6)(λ− n−m+ r + 2)In
−(2− n)(λ− n−m+ r + 3)RR⊤
−(2− n)(λ− n− 2r + 6)Jn − (4n− 8 + λn− n
2 − nm+ nr)rJn
+(2λ− n− 2m+ 2r − 2)mJn.
Thus
f(λ,G11−) = (2− n)−n(λ− n− 2r + 6)m−n|B|.
By Lemma 2.1, the eigenvalues of B are
σn = (2− n)(λ− n− 2r + 6)(λ− n−m+ r + 2)− (2− n)(λ− n−m+ r + 3) · 2r
−(2− n)(λ− n− 2r + 6)n− (4n− 8 + λn− n2 − nm+ nr)rn
+ (2λ− n− 2m+ 2r − 2)mn
= (2− n)[(λ− 2n−m+ r + 2)(λ− n− 4r + 6) + (4− n)m− 2r],
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and for i = 1, 2, . . . , n− 1,
σi = (2− n)(λ− n− 2r + 6)(λ− n−m+ r + 2)− (2− n)(λ− n−m+ r + 3)qi
= (2− n)[(λ− n−m+ r + 2)(λ− n− 2r + 6− qi)− qi].
Then
|B| = (2− n)n[(λ− 2n−m+ r + 2)(λ− n− 4r + 6) + (4− n)m− 2r]
n−1∏
i=1
[(λ− n−m+ r + 2)(λ− n− 2r + 6− qi)− qi],
and thus the result follows. ✷
Similarly, we have the following theorem.
Theorem 6.8
f(λ,G++−) = [(λ−m− r)(λ− n− 4r + 6) + (4− n)m− 2r](λ− n− 2r + 6)m−n
n−1∏
i=1
[(λ−m+ r − qi)(λ− n− 2r + 6− qi)− qi],
f(λ,G−+−) = [(λ− n− 4r + 6)(λ− 2n−m+ 3r + 2) + (4− n)m− 2r]
(λ− n− 2r + 6)m−n
n−1∏
i=1
[(λ−m− n+ r + 2 + qi)(λ− n− 2r + 6− qi)− qi].
Theorem 6.9
f(λ,G1−−) = [(λ− n− 2m+ 4r)(λ− 2n−m+ r + 2) + (4− n)m− 2r]
(λ− n−m+ 2r)m−n
n−1∏
i=1
[(λ− n−m+ r + 2)(λ− n−m+ 2r + qi)− qi].
Proof. Obviously,
A(G1−−) =
(
Jn − In Jnm − R
Jmn − R
⊤ Jm − Im − A(G
l)
)
=
(
Jn − In Jnm −R
Jmn − R
⊤ Jm + Im − R
⊤R
)
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and
D(G1−−) =
(
(n+m− r − 1)In 0
0 (n+m− 2r − 1)Im
)
.
Then
f(λ,G1−−) =
∣∣∣∣ (λ− n−m+ r + 2)In − Jn R− JnmR⊤ − Jmn (λ− n−m+ 2r)Im − Jm +R⊤R
∣∣∣∣ .
Let
M =
(
(λ− n−m+ r + 2)In − Jn R − Jnm
R⊤ − Jmn (λ− n−m+ 2r)Im − Jm +R
⊤R
)
.
Then f(λ,G1−−) = |M |. Note that R⊤Jnm = 2Jm . Hence multiplying the first row
of the block matrix M by −R⊤ and adding the result to the second row of M , we
obtain a new matrix
M1 =
(
(λ− n−m+ r + 2)In − Jn R− Jnm
(n+m− λ− r − 1)R⊤ + Jmn (λ− n−m+ 2r)Im + Jm
)
.
Let
M2 =

 (λ− n−m+ r + 2)In − Jn R− Jnm(2− n)(n+m− λ− r − 1)R⊤
+(2− n)Jmn (2− n)(λ− n−m+ 2r)Im + (2− n)Jm

 .
Clearly, |M2| = (2 − n)
−m|M1| = (2 − n)
−m|M | and f(λ,G1−−) = |M1| = (2 −
n)−m|M2|. Obviously, JmnR = 2Jm and JmnJnm = nJm. Thus multiplying the first
row of the block matrix M ′′ by −Jmn and adding the result to the second row of M2,
we obtain a new matrix
M3 =
(
(λ− n−m+ r + 2)In − Jn R− Jnm
(2− n)(n +m− λ− r − 1)R⊤ + (n+m− λ− r)Jmn (2− n)(λ− n−m+ 2r)Im
)
.
Clearly, |M3| = |M2|, f(λ,G
1−−) = (2 − n)−m|M3|, and it is sufficient to prove our
claim for λ 6= n+m− 2r. By Lemma 2.2,
|M3| = (2− n)
m−n(λ− n−m+ 2r)m−n|B|,
where
B = (2− n)(λ− n−m+ 2r)(λ− n−m+ r + 2)In − (2− n)(λ− n−m+ 2r)Jn
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−(R− Jnm)((2− n)(n+m− λ− r − 1)R
⊤ + (n +m− λ− r)Jmn)
= (2− n)(λ− n−m+ 2r)(λ− n−m+ r + 2)In − (2− n)(n+m− λ− r − 1)Q
−(2− n)(λ− n−m+ 2r)Jn + (m+ nλ+ nr + 2n− λ− r − n
2 − nm− 2)rJn
+(n+m− λ− r)mJn.
Thus
f(λ,G1−−) = (2− n)−n(λ− n−m+ 2r)m−n|B|.
By Lemma 2.1, the eigenvalues of B are
σn = (2− n)(λ− n−m+ 2r)(λ− n−m+ r + 2)− (2− n)(n +m− λ− r − 1)2r
−(2− n)(λ− n−m+ 2r)n+ (m+ nλ + nr + 2n− λ− r − n2 − nm− 2)rn
+(n+m− λ− r)mn
= (2− n)[(λ− n− 2m+ 4r)(λ− 2n−m+ r + 2) + (4− n)m− 2r],
and
σi = (2− n)(λ− n−m+ 2r)(λ− n−m+ r + 2)− (2− n)(n +m− λ− r − 1)qi
= (2− n)[(λ− n−m+ r + 2)(λ− n−m+ 2r + qi)− qi]
for i = 1, 2, . . . , n− 1. Then
|B| = (2− n)n[(λ− n− 2m+ 4r)(λ− 2n−m+ r + 2) + (4− n)m− 2r]
n−1∏
i=1
[(λ− n−m+ r + 2)(λ− n−m+ 2r + qi)− qi],
and thus the result follows. ✷
Similarly, we have the following theorem.
Theorem 6.10
f(λ,G+−−) = [(λ−m− r)(λ− n− 2m+ 4r) + (4− n)m− 2r]
(λ− n−m+ 2r)m−n
n−1∏
i=1
[(λ− n−m+ 2r + qi)(λ+ r −m− qi)− qi].
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Theorem 6.11
f(λ,G−−−) = (λ− 2n− 2m+ 4r + 2)(λ+ 3r − n−m)(λ+ 2r − n−m)m−n
n−1∏
i=1
[(λ− n−m+ r + qi + 2)(λ+ 2r − n−m+ qi)− qi].
Proof. Note that G−−− is the complement of G+++, and G+++ is 2r-regular. By
Lemma 2.3 and Theorem 5.5,
f(λ,G−−−)
= (−1)m+n−1
λ− 2m− 2n+ 2 + 4r
n +m− 2− λ− 4r
(n +m− 2− λ− 4r)(n+m− λ− 3r)
(m+ n− λ− 2r)m−n
n−1∏
i=1
[(n +m− λ− r − qi − 2)(n+m− λ− 2r − qi)− qi]
= (λ− 2n− 2m+ 4r + 2)(λ+ 3r − n−m)(λ+ 2r − n−m)m−n
n−1∏
i=1
[(λ− n−m+ r + qi + 2)(λ+ 2r − n−m+ qi)− qi],
as desired. ✷
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