We introduce here a model for the evaluation of the segmentation quality of a color image. The model parameters were learned from a set of examples. To this aim, we first segmented a set of images using a traditional graph-cut algorithm, for different values of the scale parameter. A human observer classified these images into three classes: under-, well-and over-segmented. This classification was employed to learn the parameters of the segmentation quality model. This was used to automatically optimize the scale parameter of the graph-cut segmentation algorithm, even at a local scale. Experimental results show an improved segmentation quality for the adaptive algorithm based on our segmentation quality model, which can be easily applied to a wide class of segmentation algorithms.
INTRODUCTION
Segmentation represents a key processing step in many applications, ranging from medical imaging (Sun, 2013; Frosio, 2006; Achanta, 2012) to machine vision (Sungwoong, 2013; Alpert, 2012) and video compression (Bosch, 2011) . Segmentation algorithms aggregate sets of perceptually similar pixels in an image (Achanta, 2012; Kaufhold, 2004) . These sets capture image redundancy, they are used to compute image characteristics and simplify subsequent image processing.
In the recent past, graph-cut segmentation algorithms attracted lot of attention because of their computational efficiency and capability to adhere to the image boundaries (Achanta, 2012) . Most of these are based on the seminal paper by Felzenszwalb and Huttenlocher, (Felzenszwalb, 2004) , that assert that a segmentation algorithm should "capture perceptually important groupings or regions, which often reflect global aspects of the image." The graph-cut algorithm: (i) builds an undirected graph G = (V, E) , where v i ∈ V is the set of pixels of the image that has to be segmented and (v i , v j ) ∈ E is the set of edges that connects pairs of neighboring pixels;
(ii) associates a non-negative weight w (v i , v j ) to each edge with a magnitude proportional to the difference between v i and v j ; (iii) performs image segmentation by finding a partition of V such that each component is connected, the internal difference between the elements of each component is minimal and the difference between elements of different components is maximal. (Felzenszwalb, 2004) , with σ = 0.5, min size = 5 and k = 3, 100 and 10,000 respectively.
A predicate determines if there is a boundary between two adjacent components C 1 and C 2 , that is:
where Dif(C 1 , C 2 ) is the difference between the two components, defined as the minimum weight of the set of edges that connects C 1 and C 2 ; Mint(C 1 , C 2 ) is the minimum internal difference, defined as:
where Int(C) is the largest weight in the minimum spanning tree of the component C (and it describes therefore the internal difference between the elements of C) and τ(C) = k/|C| is a threshold used to establish whether there is evidence for a boundary between two components (it forces two small segments not to fuse if there is strong evidence of difference between them). In practice, k is the most significant parameter of the algorithm, as it sets the scale of observation (Felzenszwalb, 2004) . The authors demonstrated that the algorithm generates a segmentation that is neither too fine nor too coarse, but the definition of fineness and coarseness essentially depends on k that has to be carefully set to obtain a perceptually reasonable result. Small k values lead to oversegmentation (Fig. 1b) , whereas a large k may introduce under-segmentation (Fig. 1d) . It is worth noticing that the definition of a scale parameter is common in many other superpixel algorithms like SLIC (Achanta, 2012) , where this parameter is generally referred to as the size of the superpixel.
Assuming that an optimal segmentation algorithm should extract "perceptually important groupings or regions", finding the optimal k for the graph-cut algorithm (Felzenszwalb, 2004) remains up to now an open issue. An analogue problem is the selection of the threshold value used to identify the edges in edge-based segmentation (Canny, 1986; Senthilkumaran, 2009) . Furthermore, even recently proposed, efficient superpixel algorithms like SLIC require a-prori definition of the typical scale of the segments.
As an attempt to overcome this limitation, we developed a heuristic model that quantifies the segmentation quality for a color image. The parameters of the model were learned from a set of examples, classified by a human observer into three classes: under-, well-and over-segmented. We employed this model to automatically and adaptively modulate k in graph-cut segmentation, such that a human observer ideally classifies each part of the image as well-segmented. We compared then the segmentation obtained with the proposed method with the original graph-cut algorithm and with the recently proposed SLIC, showing that our model furnishes a reasonable heuristic which can be used to effectively improve and automate existing segmentation algorithms. Fig. 2 shows the block of 160x120 pixels highlighted in Fig. 1a and segmented with graph-cut for different values of k. For 1 ≤ k ≤ 50, oversegmentation occurs: areas that are perceptually homogeneous are divided into several segments. The segmentation looks fine for 75 ≤ k ≤ 200, whereas for 350 ≤ k ≤ 10,000 only few segments are present (under-segmentation). To derive our segmentation quality model we need to turn such qualitative evaluations into a measurable, quantitative index.
METHOD

Preliminaries
To this end, we consider the information in the original image, img, that is captured by the segmentation process. We define the color image, seg, obtained by assigning to each pixel the average RGB value of the corresponding segment. For each color channel, {R, G, B}, we compute the symmetric uncertainty U of img and seg as (Witten, 2002) :
where S i j indicates the Shannon's entropy (Witten, 2002) , in bits, of the channel i of the image j, whereas I(u,v) is the mutual information, in bits, of the images u and v. The symmetric uncertainty expresses the percentage of bits shared by img and seg for each color channel; it is zero when the segmentation is uncorrelated with the original color image channel, whereas it is one when the segmentation represents any fine detail (including noise) in the corresponding channel of img. Since Figure 2 : Weighted uncertainty, Uw, as a function of k, for the 160x120 block highlighted in Fig. 1a , segmented with the graph-cut algorithm in (Felzenszwalb, 2004) , for σ = 0.5, min size = 5 and k ranging from 1 to 10,000. The classification into under-, well-or over-segmented class operated by a human observe is also reported.
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different images have different information in each color channel (for instance, the image in Fig. 1 has lot of information in the green channel), we define the following weighted uncertainty index:
The index U W is in the interval [0, 1], and it is represented in Fig. 2 as a function of k, for the 160x120 block in Fig. 1a . This curve empirically demonstrates the strict relation between the segmentation quality and U W , which we observed on a large number of images: U W decreases (approximately monotonically) for increasing k, passing from over-segmentation to well-and undersegmentation.
Segmentation Quality Model
The curve depicted in Fig. 2 represents the specific case of the 160x120 block in Fig. 1a : U W values To derive a general segmentation quality model, we have therefore considered a set of 12 images including flowers, portraits, landscapes and sport images at 320x240 and 640x480 resolutions. We divided each image into sub-images of 160x120 pixels and segmented each sub-image with the graph-cut algorithm in (Felzenszwalb, 2004) , for σ = 0.5, min size = 5 and k ranging from 1 to 10,000. Each segmented sub-image was classified by a human observer as over-, well-or under-segmented and for each of them we computed U W as in Eq. (4). Fig. 3 shows the results of this classification procedure. A single value of k cannot be used to identify well-segmented blocks at a given resolution, but an area in the (log(k), U W ) can be defined for this purpose (notice we used log(k) instead of k to better highlight the difference along the horizontal direction). We have therefore divided the (log(k), U W ) space into three different regions representing under-, well-or over-segmented images, by means of a classifier partially inspired to Support Vector Machines (Shawe-Taylor, 2004 ). In particular, let us consider two classes of points in the (log(k), U W ) space, for instance the under-and wellsegmented cases. To estimate the (m, b) parameters of the curve U W = m·log(k) + b that divides these two regions, we minimized the following cost function (through the Nelder-Mead simplex):
where N US and N WE are respectively the number of under-and well-segmented points and δ US,i and δ WE,i are 0 if the point is correctly classified (i.e., for any under-segmentation point that does not lie under the U W = m·log(k) + b curve) and 1 otherwise. The cost function in Eq. (5) is the sum of the distances from the line U W = m·log(k) + b of all the points that are misclassified. The estimate of the two lines that divide the (log(k), U W ) is performed independently. Finally, the average line between these two (in green in Fig. 3 ) is assumed to be the optimal line for segmentation in the (log(k), U W ) plane.
In the next section, we will detail how this learned model can be used to automatically identify the optimal k and to subsequently develop a spatially adaptive segmentation algorithm. With this aim, it is important to remember that we have experimentally observed an approximately monotonic, S-shaped 
, a point of intersection between the optimal line for segmentation and the U W = U W [log(k)] curve can always be identified. This observation represents the key idea for the development of the estimate of the optimal k parameter described in the next Section. The optimal line for segmentation, m·log(k) + b, constitutes a set of points in the (log(k), U W ) that are associated to well-segmented sub-images by a human observer. Given a 160x120 sub-image, the optimal k is defined here as the one that generates a segmentation whose weighted symmetric uncertainty U W is as close as possible to m·log(k)+ b. Such value is computed iteratively through a bisection approach: at iteration 0, the sub-image is segmented for k Left 
RESULTS
Automatic Identification of K
Adaptive Selection of K
To segment a 320x240 or 640x480, a set of adjacent sub-images has to be considered. Nevertheless, putting together the independent segmentations of each sub-image does not produce a satisfying segmentation, since segments across the borders of the sub-images are divided into multiple segments. We have therefore modified the original graph-cut segmentation algorithm in (Felzenszwalb, 2004 ) to obtain an iterative algorithm that makes use of an adaptive scale factor k(x, y), instead of the constant parameter used in the original algorithm (the threshold function in Eq. (2), thus becomes τ(C, x, y)
= k(x, y)/|C|).
The scale map k(x, y) was obtained with the following procedure; first, the image was segmented using k(x, y) =1 and k(x, y) =10,000 for all the image pixels. Then, for each 160x120 sub-image and independently from the other sub-images, the value of k was updated through the iterative procedure detailed in Section 3.1 and assigned to all the pixels of the sub image; the adaptive scale factor k(x, y) was finally smoothed through a low pass filter to avoid sharp transition of k(x, y) along the image.
Results on Real Images
For the proposed adaptive graph-cut algorithm, the VISAPP2015-InternationalConferenceonComputerVisionTheoryandApplications original graph-cut in (Felzenszwalb, 2004 ) (using σ = 0.5, min size = 5 in both cases) and SLIC (Achanta, 2012) , we computed three indexes to quantify the quality of the segmentation algorithms on a set of 36 images at 320x240 and 640x480. It is worthy to notice that the authors of SLIC consider the graph-cut segmentation algorithm by Felzenszwalb and Huttenlocher one of the first superpixel algorithm, thus making this comparison particularly significant.
Notice that multiple indexes are necessary to evaluate the quality of segmentation, because of the different aspects to be considered at the same time (Chabrier, 2004; Gelasca, 2004; Beghdad, 2007) . The three indexes considered here are the Inter-class contrast, Intra-class uniformity (Chabrier, 2004) , and their ratio. The first index measures the average contrast between the different segments, and it is generally higher for high quality segmentation (although the contrast between different segments can be lower if the segmentation contains textures). The Intra-class uniformity measures the sum of the normalized standard deviations of the segments and it should be low for high quality segmentation (although it also increases when the image contains a lot of texture and/or noise). We also used the ratio between these two indexes to obtain a first, normalized index that depends less on the presence of texture and noise.
During the testing, we first segmented the images using the proposed, adaptive graph-cut algorithm, which does not require any additional input parameter. For the original graph-cut algorithm, we set k to obtain the same number of segments obtained with the proposed adaptive version of the same algorithm. The number of superpixels in SLIC was set following the same principle, whereas the compactness parameter was fixed to 20.
The indexes measured over all the images of our dataset, together with their average and median value, are reported in table 1 and 2 for the 320x240 and 640x480 resolutions, respectively. The proposed method has the higher Inter-class contrast at both resolutions, thus suggesting that it separates different object better than the original graph-cut algorithm and SLIC. When Intra-class uniformity is considered, SLIC achieves the best result for 320x240 resolution, but at 640x480 resolution the proposed adaptive graph-cut algorithm has the lowest Intra-class uniformity. These results are overall consistent with the recent literature (Achanta, 2012) , reporting that SLIC is characterized by lower boundary recall with respect to the graph-cut algorithm: it produces a set of regular, uniform superpixels, but it also possibly includes in the same segments areas occupied by different objects in the image. This issue is however less evident at the low 320x240 resolution, where object boundaries are less to SLIC further confirm that, when these quality indexes are considered, the segmentation obtained with the proposed method is qualitatively superior with respect to that produced by SLIC. Table 1 : Inter-class contrast, Intra-class uniformity and their ratio for the graph-cut algorithm in (Felzenszwalb, 2004) , its adaptive version developed here and SLIC, for our testing set of images at 320x240 resolution.
# image
Adaptive Table 2 : Inter-class contrast, Intra-class uniformity and their ratio for the graph-cut algorithm in (Felzenszwalb, 2004) , its adaptive version developed here and SLIC, for our testing set of images at 640x480 resolution.
precisely defined because of the low number of pixels. The average and median value of the of Interclass contrast/Intra-class uniformity ratio of the proposed adaptive graph-cut algorithm with respect to SLIC further confirm that, when these quality indexes are considered, the segmentation obtained with the proposed method is qualitatively superior with respect to that produced by SLIC. It can also be noticed that the average and median quality indexes are better for the adaptive version of the graph-cut algorithm compared to its original formulation. The only exception is the average of Inter-class contrast / Intra-class uniformity ratio. However, this fact is explained considering that, for image #13 in our dataset, this algorithm achieves a very large Inter/Intra ratio. This is not surprising given that the Intra-class uniformity measure does a poor job of evaluating segmentation quality in cases of highly textured segments or segments with smooth color gradients (like in the case of image #3, see Fig. 6 ), though it is a very useful measure in many other cases. Thus with truly better segmentation, we would, in general, expect a smaller Intra-class value, but we would expect notable exceptions. This is, exactly, what we observe. Fig. 5 shows two typical segmentation results obtained on 640x480 images; the same figure shows the corresponding scale maps k(x, y) and the segmentation achieved with the original graph-cut algorithm (Felzenszwalb, 2004) and with SLIC.
When the segmentation quality model derived in Section 2 is used to adaptively set k(x, y), large segments are used in the uniform areas of the image, like the sky in Fig. 5b as well as the road and the grass areas in Fig. 5f . These areas are on the other hand over-segmented when the original graph-cut algorithm is used. The scale map in Fig. 5a , associated to the segmented image in Fig. 5b , shows how the quality segmentation model tends to favor a large scale in the homogeneous area of the sky and skyscrapers, thus preventing over-segmentation in the sky area, which is on the other hand present in the upper right area of Fig. 5c . The proposed adaptive segmentation procedure also leads to a finer segmentation in the upper right area of the second image in Fig. 5 , where many small leaves are present ( Fig. 5f-g ). Fig. 6 shows the segmentation of images #2, #4, and #13 in the testing set obtained with the different algorithms considered here. SLIC achieves the best inter-class contrast and intra-class uniformity for image #2, since lots of details in the image background match the scale of the superpixels. This does not happen for image #4, where the adaptive algorithm proposed here is capable to adapt the size of the segments at best (and it also identifies the boundary between the roof and the sky better than show images #16 (first row) and #28 (second row) in our 640x480 resolution testing set, segmented with the adaptive graph-cut algorithm, the original graph-cut algorithm (Felzenszwalb, 2004) and SLIC (Achanta, 2012) . Panels (a) and (e) show the scale maps k(x, y) for the adaptive graph-cut algorithm. the original graph-cut algorithm) and therefore achieves the best inter-class contrast and intra-class uniformity. Finally, graph-cut work at best for these indexes on the almost homogeneous image #13, although the superiority of graph the proposed adaptive graph-cut is questionable at visual inspection in this case (see for instance how the proposed approach uses a smaller number of segments in the sky area and better fits the boundary of the clouds, Fig. 6g-h) . A final remark is to be made about the computational costs of the segmentation algorithms considered here. SLIC is the fastest algorithm, with a linear complexity with respect to the number N of superpixels, whereas graph-cut has N·logN complexity. The complexity of the proposed method is the highest: it is N·logN and it increases linearly with the number of iterations required to reach the convergence, which we experimentally observed to occur typically in less than 7 iterations.
DISCUSSION
A wide array of literature on segmentation algorithms exists based on the main idea expressed in (Felzenszwalb, 2004 ) that any segmentation algorithm should "capture perceptually important groupings or regions". Many authors have implicitly defined the perceptive saliency of an image feature on the basis of some well-established mathematical rule: for instance the k parameter in (Felzenszwalb, 2004) defines the typical scale of the image segments. In SLIC, a similar role is played by the approximate number of desired segments which is passed as input parameter, as the superpixels are spread uniformly across the entire image. A trialand-error procedure is however required to set these parameters such that the segments are perceptually significant for a human observer. The same issue is in common with many other segmentation algorithms, whose output critically depends on the choice of the input parameters (Sun, 2013; Sungwoong, 2013; Alpert, 2012; Bosch, 2011) .
To overcome this problem, we have developed a segmentation quality model whose parameters were learned from a set of segmentation data classified by a human observer. The resulting segmentation quality is therefore related to the fact that regions or objects that are perceptually important for a human observer are grouped in a same segment. The segmentation quality model is particularly suited for applications like medical imaging and video compression, where the segmented images (or the compressed video stream) are intended for human observers.
Based on the proposed segmentation quality model, we developed a parameter-free algorithm, which constitutes a significant improvement with respect to more traditional algorithms requiring input parameters, whose adequacy has to be verified a posteriori. The procedure adopted to learn the model parameters has been applied here specifically to the graph-based segmentation algorithm in (Felzenszwalb, 2004) . Nevertheless, such procedure is far more general and ideas detailed in this paper can be easily applied to other segmentation algorithms requiring one or more input parameters, like (Senthilkumaran, 2009; Prakash, 2004) . We have for instance developed and tested a similar segmentation quality model for edge thresholding segmentation in the YUV space (Canny, 1986) , achieving similar results (not shown here for reason of space). We are also going to investigate the application of the same procedure to develop a parameter-free version of SLIC (Achanta, 2012) and to automatically adapt the scale parameter from region to region within the same image. Notice that, in this case, two parameters (number of superpixels and compactness) should be adapted: the optimal segmentation line becomes in this case a plane (and more generally, for algorithms with a higher number of input parameters, an hyper-plane).
It is worthy noticing that the optimal segmentation line in the (log(k), U W ) space for the 320x240 resolution (Fig. 3a) is lower than the optimal line for 640x480 images (Fig. 3b) . Thus, although we considered sub-images of 160x120 pixels for both resolutions, the parameters of the segmentation quality model change with the image resolution. This seems reasonable, since at higher resolution more details are generally visible in the image, thus requiring a finer segmentation (i.e., higher U w ). The application of the segmentation quality model to other image resolutions requires therefore re-classifying segmented sub-images of 160x120 pixels for the given resolution. Another approach would interpolate the model parameters.
The choice of sub-images of this particular size was made as a compromise between the need to include a significant set of image features in the subimage (sub-images that are too small could in fact contain a unique segment and in this case their classification in under-, well-or over-segmented is meaningless) and the need to obtain a significantly high number of sub-images. This last need has twofold advantages: first, it is well known that using a large amount of data significantly improves the training process in machine learning (Witten, 2002) ; this principle is used here to reliably learn the parameters of the segmentation quality model. As a second point, optimizing the segmentation parameters on small 160x120 sub-images allowed us to develop an adaptive segmentation algorithm by dividing a full resolution image in a set of subimages and computing the optimal scale parameter for each of them. We were therefore able to develop an adaptive algorithm, which is intrinsically more robust and accurate than other procedures using a single parameter for the entire image (Felzenszwalb, 2004; Isa, 2009) .
The results reported in Tables 1 and 2 demonstrate that the adoption of the proposed adaptive strategy for the computation of k(x, y) leads to segments that have more contrast one with respect to the other and that are more uniform, thus demonstrating an overall increase in segmentation quality. Comparison with SLIC shows that optimizing the segmentation quality using the proposed model generally leads to a semantic segmentation, where large objects perceptually recognized as a single class are effectively described by a unique segment; this however requires a higher computational time. On the other hand, SLIC produces in a short a regular grid of superpixels, which is more suited for further processing by other algorithms.
Figs. 5 and 6 show that the proposed method generally identifies the scale of the objects that are important for a human observer: for instance segments are larger close to people in Fig. 5f or in the homogeneous sky area in Fig. 5b . Nevertheless, we have also noticed that the proposed algorithm sometimes produces sets of segments that are too fine, such as in the left river area in Fig. 5b . Such sub-optimal behavior has to be investigated more in detail in the future. To this aim, we are planning to use the Berkeley segmentation dataset (Martin, 2001) to build a large training set including hundreds of images semantically segmented by several human observers, so to significantly improve the training of the segmentation quality model.
To summarize, the proposed segmentation quality model can be used to perform segmentation with no supervision, using an algorithm that automatically adapts its parameter along the image to generate a segmentation map that is perceptually reasonable for a human observer. This is particularly important in applications like videoencoding; in this case, it can also be noticed that the computational cost of the proposed method can be significantly reduced. In fact, when applied to a unique frame, the proposed method performs a search for the optimal k value for each sub-image considering the entire valid range for k. On the other hand, since adjacent frames are highly correlated in video, the range for k can be significantly reduced considering the estimates obtained at previous frames for the same sub-image.
