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Abstract
Many important linear operators P : X ! S of a linear space X onto a subspace S of X are dened by the minimum
problem kf − Pfk = minfkf − uk: u 2 Sg, f 2 X , where the norm k  k on X is induced by an inner product. We
study the L1-norm of such operators P when S has a Riesz basis B. Then we apply the results in detail to the best L2-
and ‘2-approximations for univariate polynomial splines spaces and to Box spline series. c© 2000 Published by Elsevier
Science B.V. All rights reserved.
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1. Introduction
Throughout this paper, 
Rd, d = 1; 2; : : : ; is a closed connected set, X is a linear space of
bounded, real-valued functions on 
, and h; i : X X ! R is a semi-denite inner product on X . It
induces the semi-norm kfk :=phf;fi on X . Let SC(
)\X be a linear space. We assume that
S is a Hilbert space with respect to h; i. The completeness of S and the parallelogram equation
imply that each f 2 X has a unique uf 2S for which
kf − ufk=minfkf − uk: u 2Sg:
The mapping P : X !S dened by Pf := uf is a projector of X onto S. Indeed, P is linear and
Pu= u for u 2S. Pf is characterized by the orthogonality relations
hf − Pf; ui= 0; u 2S: (1.1)
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of P under appropriate assumptions on X and S.
There are several earlier papers which estimate the L1-norm of the projectors P { see [2,3,5,7,
12{15] for univariate spaces S, [6,8,10] for the multivariate cases. This paper is a continuation of
[2,8] and, in particular, of my joint work [10] with Schumaker. Another continuation of [10] is the
paper [11] on error bounds for minimal energy bivariate polynomial splines.
The results in [8] were established only for linear spaces S which have a locally linearly indepen-
dent basis, and the upper bounds for kPk1 which appear there are extremely large. The assumption
of a locally linearly independent basis is highly restrictive. In [10] the results were extended to the
much wider class of bivariate polynomial spline spaces on triangulations which have a stable local
bases. The purpose of the present paper is to extend the results still further to include multivariate
piecewise polynomial spaces S which need not be dened on triangulations. The main assumption
on S will be the existence of a Riesz bases B in (2.1). In many cases, the upper bounds for the
norms kPk1 will be reasonably small.
2. Main results
















for all (c)2M with
P
2M djcj2<1, where
d := ksupp()k2;  2M (2.2)
are positive numbers and where
Sfsupp():  2Mg= 
.





. Hereby, J is a set of
integers and the sets 
j are closed and bounded, and their interiors 
oj are pairwise disjoint. We
choose 
 so that each of the sets 
j is contained in one of the sets supp(),  2M.
Moreover, we assume that X , S and 
 have the following properties (a){(e):
(a) If 06f(x)6g(x), for all x 2 
, f, g 2 X , then kfk6kgk, and if f(x)g(x) = 0, for all x 2 
,
then hf; gi= 0.
(b) All characteristic functions 
j of the sets 
j, j 2 J , and all functions f
j , fsupp(), f 2 X ,
belong to X ;
(c) Each f 2 X can be written as f =Pj2J fj, where fj 2 X and supp(fj)
j.
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We denote T := supp(),  2M. For each set 











fT: T o \ star‘−1(
j) 6= ;g






 for each j 2 J .
Let
J1; j := f 2M: T star1(
j)g;
J‘; j := f 2M: T o  star‘(
j) n star‘−1(




Jq; j; ‘ 2 N:
For ‘>2 this implies that
I‘; j = f 2M: T o 
 n star‘−1(
j)g:
If the dimension #M of S is nite, then only nitely many of the J‘; j are nonempty sets. By




(e) We assume that the suprema
nq := sup
j2J
#Jq; j; q= 1; 2; : : :





:  2 Jq; j; j 2 J
)
; q= 1; 2; : : : ;
are nite numbers.
The motivation for assumption (2.1) on S comes from C. de Boor’s result [1] about polynomial
splines Sr()Cr−2[a; b] of order r with knots  : a= x0<x1<   <xn+1 = b: Let (Nk;r)nk=1−r be
the B-spline basis for Sr() (for an extended partition  : x1−r=   =x0<   <xn+1=   =xn+r).


















(xk+r − xk)jck j2: (2.3)
In other words, for S =Sr() and the L2-norm on [a; b], (2.1) is valid for K1 = Dr=r, K2 = 1=r,
and dk = xk+r − xk is the length of the interval supp(Nk;r) = [xk ; xk+r].
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Example 1. Let X = L1(
) \ L2(
) and hf; gi =
R

 fg dx, f; g 2 X . Then the constants in (2.2)
are d := area of the support of ,  2M.
Example 2. Let X = L1(
). Let D := ftigmi=1 be a set of m distinct points in 
 and hf; gi =Pm
i=1 f(ti)g(ti), f; g 2 X . Then the constants in (2.2) are d := #fD \ supp()g,  2M.
For the proof of our main Theorem 2.4 we will need the following result:
Lemma 2.1. Let f 2 X be a function with supp(f)
j; for some j 2 J: Let Pf have the
representation Pf =
P





























Proof. Let j 2 J be xed. We write u‘ := P2I‘; j c and w‘ := P2J‘; j c, ‘ = 1; 2; : : : : From
the denitions of the sets J‘; j and I‘; j it follows that w‘ = u‘ − u‘+1, and (2.4) is equivalent to
kw‘k2 = ku‘k2 + ku‘+1k2 and thus to hu‘; u‘+1i = 0. In order to prove the latter identity, we derive





j); ‘ = 2; 3; : : : :
It follows that u‘+1(x)=0 for x 2 star‘(
j), wq(x)=0 for x 62 star‘(




j). This and (1.1) imply that hwq; u‘+1i=0 for 16q<‘,
and hPf; u‘+1i= hf; u‘+1i= 0.
If ‘ = 1, then u1 = Pf and thus hu1; u2i= hPf; u2i= 0. If ‘>2, then Pf − u‘ =Pq<‘ wq and
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Corollary 2.2. Let f 2 X be a function with supp(f)















Proof. Let j 2 J be xed. We use the following simple, but beautiful lemma of [7] which has also
been used in [2,10].
Lemma 2.3. Let > 0 and  := =(1 + ). If a sequence z = (zi)1i=0 satises zi>0; i>0, and
1X
i=q+1
zi6zq; q= 0; 1; : : : ; (2.8)
then
zq6(1 + )z0q; q 2 N; (2.9)
where the upper bound in (2:9) is best possible for each q 2 N.





and set zq := 0 if Jq+1; j = ;. In particular, z0 := P2J1; j djcj2. Then (2.5) yields (2.8) for = (K2 −
K1)=(2K1), and (2.9) yields (2.6).
Theorem 2.4. Under assumptions (a){(e)














Proof. Let f 2 X , f =Pj2J fj with supp(fj)







c; j; j 2 J:
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Since P is a linear operator, Pf =
P




c; j;  2M:
Let  2M be xed. Because of (d), for each j 2 J there exists an integer qj such that  2 Jqj;j.


















The denitions of d in (2:2) and q in (e) imply that k









Since  2 Jqj; j, it follows from (2.6) that





jc; jj26(1 + )
qj−1
K1d
kfjk26(1 + )K−11 2qjqj−1kfk2L1(
): (2.12)
Finally, we use the denition of the integers nq in (e): For each q=1; 2; : : :, at most nq of the indices









Since this is true for all  2M and all f 2 X , (2.10) follows.
3. The L2-projector for polynomial splines on intervals
We return to a special case of Example 1, where 
= [a; b] is a nite interval, the inner product
is
R b
a f(x)g(x) dx, and S = Sr()Cr−2[a; b] are the polynomial splines of order r with knots
: a= x0<x1<   <xn+1 = b. We dene xk := a for all k < 0 and xk := b for all k >n+ 1. The
B-spline basis (Nk;r)nk=1−r has property (2.3) and thus (2.1) with K1=Dr=r, K2=1=r and dk=xk+r−xk ,









j := [xj; xj+1], j 2 J = f0; : : : ; ng. Then,
star‘(
j) = [xj−‘(r−1); xj+1+‘(r−1)]; ‘ 2 N; j 2 J
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and
J1; j = fk 2M: j + 1− r6k6jg;
J‘; j := fk 2M: j − ‘(r − 1)6k6j − 1− (‘ − 1)(r − 1)g
[ fk 2M: j + 1 + (‘ − 2)(r − 1)6k6j + (‘ − 1)(r − 1)g
for ‘>2. This implies that the numbers nq and q of (e) are
n1 = r; nq = sup
j2J













xk+r − xk : − q6
k − j
r − 16q− 1; j 2 J

(3.3)
for q 2 N.
An application of Theorem 2.4 yields














Proof. All Nk;r are nonnegative and
P
k2M Nk;r(x) = 1, x 2 [a; b]. Hence, MB = 1. It remains to use
(2.10) for K1 = Dr=r; 1 + = (1 + Dr)=(2Dr), and (3.2).
Let
M :=
maxfxj+r − xj: j 2 Jg
minfxj+r − xj: j 2 Jg :
It has been proved in [2] that kPk16cr(M)1=2, where cr depends only on r. Actually, Theorem
3.1 yields the somewhat stronger result that
kPk16 crK
1−p
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4. The linear least-squares problem
In this section we consider a special case of Example 2 which arises in many data tting problems.
Actually, my cooperation in [9] was my rst motivation for this paper. In practical applications it
is very helpful to know if the projector P has a reasonably small L1-norm.
Let 
 = [a; b] and X = L1[a; b]. Let D = ftigmi=1 [a; b] be a set of m distinct points. D denes










on X . As in the last section, we study only the spline spaces S=Sr()Cr−2[a; b], of order r>2
with knots  : a = x0<x1<   <xn+1 = b. Let (Nk;r)nk=1−r be the B-spline basis for Sr() as in
Section 3. The numbers in (2.2) then are
dk := #fD \ [xk ; xk+r]g; k 2M= f1− r; : : : ; ng;
since supp(Nk;r) = [xk ; xk+r]. Whenever a subset of n + r elements of D satises the Schoenberg{
Whitney condition, then (2.1) is valid for some constants 0<K16K2 which depend on r,  and D.
But K1 can be very close to zero and kPk1 can be arbitrarily large. Therefore we put the following
restrictions onto  and D:
There exist numbers 0<61, 0<< 1=2 and an integer N>2 such that
(4.1) 6(xj+1 − xj)=(xj − xj−1)6−1, j = 1; : : : ; n.
(4.2) 26#fD \ [xj; xj+1]g6N , j = 0; : : : ; n.
(4.3) In each interval [xj; xj+1], j = 0; : : : ; n, there are two data points t; t0 2 D such that (xj+1 −
xj)6t0 − t6(1− )(xj+1 − xj).
Conditions (4.2) and (4.3) imply that
2r6dk = #fD \ [xk ; xk+r]g6Nr: (4.4)
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which establishes the right-hand side of (4.5) for K2 = 2N .
We prove the left-hand side of (4.5) by a compactness argument: Let D :=D(r; ; ; N ) be the set
of all pairs (D;) which satisfy conditions (4.1){(4.3). Let K1 be the inmum over all numbers Aj,
j=0; : : : ; n+1−r, where the inmum is taken over all n 2 N, all pairs (D;) 2 D and all coecients
(ck)nk=1−r satisfying
Pn
k=1−r dk jck j2 = 1. Clearly, K1 depends only on r, ,  and N . Since the Aj
and dk do no change under translations and dilatations, and since the Aj are sums of lengths 2r− 1,
the inmum K1 is attained by some j, (D;) 2 D, and (ck)nk=1−r satisfying
Pn
k=1−r dk jck j2 = 1. But














k=j+1−r ckNk; r(ti)=0 for all ti 2 Dj=D\[xj; xj+r]. This is impossible because of conditions
(4.2) and (4.3), which are stronger than the Schoenberg{Whitney conditions for the interval [xj; xj+r].




dk jck j2; j = 0; : : : ; n+ 1− r
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for all (D;) 2 D and for all (ck)nk=1−r. This fact and the left-hand side of (4.7) imply that the
left-hand side of (4.5) is valid for K1 = K1 =2.
We conclude this section with a short discussion how the norms kPk1 of the projectors of this














; a1−r ; : : : ; an 2 R;












Nj;r(ti)f(ti); j = 1− r; : : : ; n: (4.8)
System (4.8) of linear equations has a unique solution (c1−r ; : : : ; cn) (hence the linear projector P is
uniquely dened) if and only if there exists a subset ~T of T with j ~T j= n+ r elements such that ~T
has the Schoenberg{Whitney property for Sr().
We denote the (n+ r) (n+ r)-matrix in (4.8) by A= (aj;k),
aj;k := hNj;r ; Nk; ri=
mX
i=1
Nj;r(ti)Nk;r(ti); j; k = 1− r; : : : ; n





































= : 	(x); a6x6b (4.10)
for all functions f 2 C[a; b], kfkL1[a;b]61. As a corollary, for all f 2 C[a; b] we have the local
estimate
jf(x)− (Pf)(x)j6(1 +	(x)) min
S2Sr()
kf − SkC[a;b]; a6x6b: (4.11)
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We give the values of kPk1 of this section for cubic spline spaces S =S4() with equidistant
knots : 0 = x0<   <xk = k <   <xn+1 = n+ 1 and equidistant data points
D : t1 =
1
2N
<   <ti = 2i − 12N <   <tm =
2m− 1
2N
= n+ 1− 1
2N
;
where N 2 N, N>2, and m :=N (n + 1): Using (4.9) we obtain for all n>19 with the accuracy
61  10−2 that
if N = 2, then kPk1 = 10:80,
if N = 4, then kPk1 = 4:37,
if N = 10, then kPk1 = 3:34,
if N = 50, then kPk1 = 3:20.
For N !1, that is, for the L2[0; n+ 1]-norm we have kPk1 = 3:20.
5. Spaces with a locally linearly independent basis
In this section, 
 = Rd, d = 1; 2; 3; : : : ; X = L1(
) \ L2(
), and the inner product on X is
hf; gi= R
 fg dx. We assume that the linear space SC(
) has a basis B= fg2M such that
(5.1) the supports T := supp() cover 
 and are bounded,
(5.2) kkL1(
)61,  2M,
(5.3) the sets M := f 2M: To \To 6= ;g,  2M, consist of at most N indices, for some N 2 N;
for each  2M at most N of the intersections Mo \Mo ,  2M, are nonempty.
(5.4) the basis B is locally linearly independent, that is, for any bounded open G
, all functions
in B having some support in G are linearly independent there.











;  2M; (5.5)






where d is the area of T, then condition (2.1) of Section 2 holds:




















for all (c)2M with
P
2M djcj2<1.
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This and (5.3) yield the right-hand side of (5.7).





 with the properties of
Section 2. We can take the compacts sets 






but we do not discuss in detail how Theorem 2.4 now applies.
Instead, we will consider only the box spline series. Here, the box spline  2 C(
), 
 :=Rd, is
given. It has compact support. Its translates (x− k), k 2 Zd, dene the space S in X =L1(Rd)\




ak(x − k); (ak) 2 ‘2(Zd):
We cannot expect that the shifts (x − k), k 2 Zd, of  are locally linearly independent. Actually,
these shifts are globally linearly independent if and only if they are locally linearly independent.
See de Boor et al. [4, Theorem 57, p. 51] for more details. For example, the box splines in R2 with
three-direction mesh [4, Example 29, p. 41] are locally linearly independent, but not the ZP element
[4, Example 30, p. 41].
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