Abstract. In an undirected, 2-node connected graph G = (V, E) with positive real edge lengths, the distance between any two nodes r and s is the length of a shortest path between r and s in G. The removal of a node and its incident edges from G may increase the distance from r to s. A most vital node of a given shortest path from r to s is a node (other than r and s) whose removal from G results in the largest increase of the distance from r to s. In the past, the problem of finding a most vital node of a given shortest path has been studied because of its implications in network management, where it is important to know in advance which component failure will affect network efficiency the most. In this paper, we show that this problem can be solved in O(m + n log n) time and O(m) space, where m and n denote the number of edges and the number of nodes in G.
Introduction
The computational infrastructure throughout society is becoming increasingly large and complex. Networks of workstations are vulnerable to attack and failure, and it is generally recognized that the survivability of our computing systems is a critical issue (IEEE Computer dedicated its August 2000 issue to this topic). We are interested in a particular type of survivability: How is a communication network affected by the failure of a component? In this paper, we consider the effect that a node failure will have on a shortest path between two nodes. Our scenario assumes that each message is routed along a shortest path in a communication graph from its source to its destination. When a node on that path fails, we need to replace the old route by a new one, preferably by a shortest path in the graph that does not contain the failed node. Let us call this new route a replacement (shortest) path; it will in general be longer than the path it replaces, but it certainly will never be shorter. From a network management point of view, it is desirable to know for a shortest path ahead of time which node failure will result in the longest replacement path. Such a node is called a most vital node, because its failure degrades the transmission from the source to the destination most strongly.
The problem of finding a most vital node of a shortest path has been defined and motivated by Corley and Sha [3] . More precisely, they considered the more general problem of finding the k most vital nodes of a shortest path, that is the k nodes whose removal will increase the distance between the source and the destination node the most, and they gave an exponential algorithm for solving the problem. For the case k = 1, an efficient implementation of their algorithm requires O(mn + n 2 log n) time, where m and n denote the number of edges and the number of nodes in the underlying graph. Note that this is not better than the trivial bound that we get by recomputing from scratch the replacement shortest path for every node along the given shortest path. Later on, Bar-Noy et al. [2] proved that, for arbitrary k, the problem is strongly NP-hard. Finally, Venema et al. [13] studied the problem for k = 1 in a parallel computing environment, providing a polynomial algorithm.
In a related scenario, nodes are reliable, but edges can fail. The problem of finding a most vital edge on a shortest path has been studied extensively in the past: We look for an edge whose failure leads to the longest replacement path [1, 2, 3] . Now, naturally a replacement path is just a path avoiding the failed edge. Let us assume that the source and destination nodes lie in a 2-edge connected component of the given graph; otherwise, a most vital edge is just a bridge between these nodes, and that is easy to find. The fastest algorithm to compute most vital edges on a pointer machine runs in O(m+n log n) time and O(m) space [6] . On a RAM, there is an algorithm to solve the problem (and an interesting variant of it defined in [7] ) in O(m · α(m, n)) time and O(m) space [8] , where α(m, n) denotes the functional inverse of the Ackermann function defined in [12] .
In this paper, we show that the problem of finding a most vital node for a shortest path in a 2-node connected, undirected and positively weighted graph can be solved on a pointer machine in O(m + n log n) time and O(m) space. The efficiency of our algorithm is based on two considerations. First, we make use of specific structural properties of replacement paths in the computation. This is realized by means of a priority queue that stores certain distance values for certain nodes. Unfortunately, the priority queue contains distance values that would lead to an incorrect result if they ever would be used, and it also contains the desired distance values leading to the correct result. The reason for this mix is algorithmic performance: We have no way of efficiently distinguishing between both, but we make sure that the algorithm never uses the undesired values. Second, we perform this computation incrementally as we visit the nodes along the shortest path.
The paper is organized as follows: In Section 2 we define the problem formally and give the required basic definitions. In Section 3, we present the structural properties of replacement paths, along with our algorithm. Finally, Section 4 discusses modifications and further applications, and lists some open problems.
Basic Definitions
Let G = (V, E) be an undirected graph, where V is the set of nodes and E ⊆ V × V is the set of edges. Let n and m denote the number of nodes and the number of edges, respectively, and, for each e ∈ E, let w(e) be a positive real
A simple path (or a path for short) in G is a subgraph P with A path between two nodes r and s is shortest in G if it has minimum length among all the paths in G between r and s. In this case, we denote the path by P G (r, s), and its length, also known as the distance in G between r and s, by d G (r, s). For a distinguished node r ∈ V , called the source, and all the nodes v ∈ V \ {r}, a single-source shortest paths tree (SPT) S G (r) in G is a spanning tree of G rooted in r and formed by the union of shortest paths, with one shortest path from r to v for each v ∈ V \ {r}.
Let P G−v (r, s) be a shortest path between r and s in G − v, named a replacement shortest path for v, and let d G−v (r, s) denote its length. The most vital node (MVN) problem with respect to P G (r, s) asks for finding a node v
An Efficient Solution of the MVN Problem
First of all, notice that a node (other than r and s) whose removal increases the distance between r and s must belong to the node set {v 1 , . . . , v k−1 }. Therefore, in the following, we will consider only the removal of the nodes along the path.
The Structural Properties of Replacement Shortest Paths
In this section, we present the structural properties of replacement shortest paths that will form the basis for the efficiency of our algorithm.
Let S G (r) denote a SPT in G rooted at r and containing P G (r, s), and let 1. the subtree of S G (r) containing the parent v i−1 of v i ; we call the nodes of this subtree the upwards nodes of v i , and we denote them as U i ; 2. the subtree of S G (r) containing the child v i+1 of v i ; we call the nodes of this subtree the downwards nodes of v i , and we denote them as D i ; 3. all the remaining subtrees of S G (r); we call the nodes of the union of all these subtrees the outwards nodes of v i , and we denote them as O i .
In the rest of the paper, we will make use of the following properties, that hold for i, j = 1, . . . , k − 1 and j = i:
We start by observing that for nodes in U i , the shortest path to r does not contain v i . This immediately implies the following:
On the other hand, for nodes in D i , we have that the distance to s does not change when v i is removed:
it follows that every shortest path in G between s and u, in particular
, and since subpaths of shortest paths are shortest paths, we have that
On the other hand, by the fact that u ∈ D i , we have that P G (r, u) in S G (r) contains v i and v i+1 . Hence, since subpaths of shortest paths are shortest paths, we have that
that is, we have a contradiction. 
will be named the crossing edges associated with v i . Since any replacement shortest path for node v i must use a crossing edge, the length of the path can be expressed as follows:
This immediately suggests an algorithm to solve the MVN problem, but unfortunately we do not know how to compute all the d G−vi (r, x) distances sufficiently fast, since this might require the computation, for each node v i on P G (r, s), of the SPT rooted in r in G − v i . Therefore, let us look at replacement shortest paths more closely. In a path in G − v i from r to s, let us call the path node y ∈ D i closest to r the entry node (into D i ) of the path. We can prove that, to minimize (1) , not all the distances in G − v i between r and nodes in U i ∪ O i need to be computed: Proof. Since r is not contained in D i , but s is, there is a first node on the path traced from r towards s that belongs to D i . Call that node y, and call its predecessor on the path x. This proves the first and second part of the claim. Part three is due to Lemma 2.
Computing Components of Distances
Lemma 3 allows us to compute replacement shortest paths as follows. First, we compute in G a SPT rooted in s. This gives us all distances
. . , k − 1. This is described in more detail in the following paragraph. Third, we compose these distance components by inspecting all crossing edges as we go along the nodes v i , i = 1, . . . , k − 1. This is described in more detail in Section 3.3.
For x ∈ U i , from Lemma 1 we have , x) , and therefore the SPT rooted in r that contains P G (r, s) , denoted as S G (r), gives us all these values. The remaining more interesting task is the computation of d G−vi−Di (r, x) for x ∈ O i . We propose to do this as follows, making use of S G (r). When node v i , 1 ≤ i ≤ k − 1, is removed, we consider the subtree of S G (r) induced by U iwhich is of course a SPT rooted in r of the subgraph of G induced by the node set U i . Then we compute the distance from r to all the nodes in O i in the subgraph of G induced by U i ∪ O i . We do this by applying Dijkstra's algorithm [4] in the following way to the nodes in O i , starting from the precomputed distances for 
Afterwards, we extract the minimum k(x) from H i ; this gives us d G−vi−Di (r,x). Then, we update the keys of adjacent nodes still appearing in H i , by making use of edges in E(O i , O i ), exactly as in Dijkstra's algorithm. The algorithm iterates until H i is empty.
This algorithm has an efficient implementation, as expressed in the following lemma: 
Proof. The initial computation of S G (r) takes O(m + n log n) time and O(m)
space [5] . Throughout the k − 1 iterations in our algorithm, k − 1 = O(n) heaps are created. Let n i denote the number of nodes of O i , and let 
Since each DecreaseKey operation is associated with an edge of G, and each edge of G is considered at most twice, and given that sets O i are disjoint, we finally have that the total time is 
Combining Components of Distances
We are now ready to combine the distance components computed so far. We first give a description of the algorithm, and we then analyze its correctness and its time and space complexity.
We consider the nodes v 1 , . . . , v k−1 in this order along P G (r, s), and when the node v i is considered, we maintain in a heap H the set of nodes D i associated with it. For each node y ∈ D i , we consider the subset of edges in E(
In the heap, with node y a key k(y) is associated that satisfies the following condition immediately before a FindMin operation on H is performed:
Notice that in general, this key value is not the length of a shortest path in G−v i from r to s through y, but, as we explained in Section 3.1, we cannot afford to maintain these latter values. We will show later that these keys, however, give us sufficient information to solve the problem.
The algorithm works in stages. At the beginning, the heap H is created for D 0 , that is, all the nodes in the subtree D 0 rooted at v 1 in S G (r) are inserted, with arbitrarily large keys associated. At the ith stage, we consider the node v i on P G (r, s), and we update the heap in the following way:
Step 1: We remove from H the node v i and the nodes O i associated with it.
(Comment: This leaves exactly the nodes in D i in H; we update their keys in Steps 2 and 3.) Step 2: We consider all the nodes in O i ; for each such node x, we inspect its incident edges, and we limit further actions on those crossing into D i . Let f = (x, y) be one of these crossing edges, if any, and let
where d G−vi−Di (r, x) has been computed by means of the procedure described in Section 3.2. If k < k(y), we decrease the key of y in H to value k . (Comment: When this step is completed, all the crossing edges associated with v i and induced by its removal have been exhausted.)
Step 3: We then consider all the nodes in v i−1 ∪ O i−1 ; for each node x in this set, we look at its incident edges, and we limit further actions on those crossing into D i . Let f = (x, y) be one of these crossing edges, if any, and let
If k < k(y), we decrease the key of y in H to value k . (Comment: When this step is completed, all the crossing edges associated with v i and induced by the reinsertion of v i−1 have been exhausted, and the corresponding key maintenance in the heap is complete.)
Step 4: We finally find the minimum of H. (Comment: We will prove shortly that the key associated with this minimum is exactly the length of a replacement shortest path in G − v i between r and s, that is d G−vi (r, s).)
When all stages 1, . . . , k − 1 have been completed, a most vital node can then be determined as a node v j on P G (r, s) such that
Let us now prove that our algorithm indeed computes at each stage the length of a corresponding replacement shortest path.
Lemma 5. The minimum key found in H at the ith stage is the length of a replacement shortest path between r and s in
Proof. We prove the lemma in two steps. First, we prove that each key in the heap H, say k(y) for node y, is the length of a shortest path in G − v i from r to s through the entry node y. The reason is that our algorithm inspects all crossing edges (x, y) incident to y, and keeps track of the best.
Second, we prove that at least one node in the heap has a key corresponding to the length of a replacement shortest path between r and s in G − v i . In fact, for any replacement shortest path P in G − v i , the corresponding entry node y is in H. Let x be its predecessor on P . Then, k(y) equals the length of P , because the prefix of P from r to x is contained in G − v i − D i , and then (r, x) . Therefore, (1) and ( (4) and (5), since a crossing edge is checked at most twice, once each in Step 2 and Step 3. Then, we make use of a Fibonacci heap [5] for maintaining H. Since each node of G is inserted into the heap and removed from it at most once, we have a single Make-
DecreaseKey operations (since a key may be decreased only when a new crossing edge is considered), and thus we obtain a total time of O(m + n log n) for heap operations. The time complexity for other tasks is respectively O(m + n log n) time for computing S G (r) and S G (s), O(n) time for managing sets O i , i = 1, . . . , k − 1, and O(n) time for computing (6) . Finally, O(m) space is trivially enough to handle all the operations. Thus, the claim follows.
Discussion
In this paper we have presented a fast solution to the problem of finding a most vital node along a shortest path P G (r, s) between two nodes r and s in a graph G. Implicitly, our algorithm computes not only the lengths of replacement paths, but also the paths themselves; it can be easily modified to do so explicitly. It runs in O(m + n log n) time and O(m) space, which, as far as we know, is the first improvement over the trivial bound of O(nm + n 2 log n) time and O(m) space that we get by recomputing a replacement shortest path between r and s from scratch after the removal of each node along P G (r, s) .
In some applications, such as transportation networks, it appears to be more realistic to associate costs with both, nodes and edges, instead of only one type of network components. Our approach also answers the corresponding more general question that suggests itself: In a graph where both edges and nodes have a nonnegative cost, and where both edges and nodes can fail, what is a most vital edge or node on a shortest path? The algorithm can be modified slightly and still runs within the same asymptotic bounds for this more general question, for two reasons. First, edge failures can be modelled as node failures, when each edge is replaced by a path of length two with an extra node in the center of that path; then, the failure of the extra node represents the failure of the original edge. Second, Dijkstra's algorithm can be adapted easily to work also for shortest path computations in graphs with costs on edges and nodes, where the cost of a path is the sum of the costs of its edges and nodes. Obviously, both modifications do not change the asymptotic bounds for the runtime and the storage space.
Our algorithmic solution is also useful in quite a different application context. In large networks, components (nodes and edges) may be owned by different owners. The incentive of an owner of a component to forward a message, naturally, is to get some reward. In standard economic terms, that reward is the price of the service of forwarding the message. It is economically desirable that each owner declares the true price for the service that its component offers, so as to allocate the overall resources in a best possible way. Nevertheless, there is an incentive for owners to speculate and ask for a higher price, in the hope of getting a higher profit. This leads to economically suboptimal resource allocation and is therefore undesirable. A few studies in the computer science literature have devoted their attention to setting the boundary conditions in such a way that speculating with high prices does not pay off. This is known as mechanism design for selfish agents [9, 10, 11] . In [10] , Nisan is explicitly suggesting a rewarding model for forwarding messages on paths, based on microeconomic theory, that requires the computation of replacement path lengths for edges. This model assumes that only edges charge a price for forwarding a message; nodes perform their service for free. Here, again, it would be more realistic to have a price for both, edges and nodes, than a limitation of the pricing to the edges alone. A straightforward modification of the charging scheme from [10] to node and edge prices serves the desired purpose. Now, the modification of our algorithm for node and edge costs and failures is an efficient implementation of the required replacement path computations.
Our solution is efficient, but it is still open whether it is optimal. Notice that to improve our solution, a faster computation of a single source shortest paths tree must be provided. For more general settings there are still many open problems; one of them deals with multiple edge or node failures on a shortest path.
