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Saetak
Ova disertaija se bavi oenom grexke u Gaus-Lobatoovoj kvadraturnoj for-
muli za Bernxtajn-Segeove teinske funkije i Kronrodovoj ekstenziji za uopx-
tene Miqeli-Rivlinove kvadraturne formule za Furijeove koefiijente, kao i in-
ternalnoxu uopxtenih usredenih Gausovih kvadraturnih formula u nekim spe-
ijalnim sluqajevima.
Za analitiqke funkije, ostatak kvadraturne formule moe biti predstav	en
kao konturni integral sa kompleksnim jezgrom. Za prve dve kvadraturne formule
loirane su taqke na eliptiqkim konturama u kojima je modul tog jezgra maksimalan
i tako dobijene oene grexke. Za drugu kvadraturnu formulu su takoÆe naÆene
L1-oena grexke i oena grexke dobijena razvojem ostatka u red. Uk	uqeni su i
numeriqki primeri koje porede ove oene grexke sa stvarnom grexkom.
Na kraju su posmatrane uopxtene usredene Gausove kvadraturne formule i naj-
jednostavnija skraea jednog tipa takvih formula za neke teinske funkije na
intervalu [0, 1] koje je nedavno posmatrao Milovanovi u radu [23℄. Ispitana je
internalnost takvih formula za ekvivalente Jakobijevih polinoma na intervalu
[0, 1] i u nekim jednostavnim sluqajevima pokazana egzistenija Gaus-Kronrodovih
kvadraturnih formula. Ti rezultati su praeni numeriqkim primerima, a uk	uqe-




In this thesis we onsider the error bounds for the Gauss-Lobatto quadrature formulas
with respet to the Bernstein-Szeg® weight funtions, Kronrod's extension of generalizati-
ons of the Mihelli-Rivlin quadrature formula for the Fourier-Chebyshev oeients with
the highest algebrai degree of exatness, as well as internality of the averaged Gaussian
quadrature formulas in some speial ases.
For analyti funtions, the remainder term of the quadrature formulas an be represen-
ted as a ontour integral with a omplex kernel. We loate the points on ellipti ontours
where the modulus of the kernel is maximal for the rst two quadrature formulas. We
use this to derive the error bounds for these quadrature formulas. The L1-error bounds
and the error bounds by expanding the remainder term for the seond formula are also
obtained. Numerial examples that ompare these error bounds with the atual error are
inluded.
We also analyze the generalized averaged Gaussian quadrature formulas and the sim-
plest trunated one of these formulas for some weight funtions on [0, 1] onsidered by
Milovanovi¢ in [23℄. We shall investigate internality of these formulas for the equivalents
of the Jaobi polynomials on this interval and, in some speial ases, prove the existene
of the Gauss-Kronrod quadrature formula. We also inlude some examples showing the
orresponding error estimates for some non-lassial orthogonal polynomials.
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Predgovor
Predmet rada su oene grexke za neke kvadraturne formule Gausovog tipa i
internalnost uopxtenih usredenih Gausovih kvadraturnih formula, kao i inter-
nalnost skraea jednog tipa takvih formula.
Prve dve sekije predstav	aju teorijsku osnovu istraivaa u ovoj diserta-
iji. Tu su navedene neke osobine ortogonalnih polinoma na realnoj pravoj, kratak
osvrt na interpolaione polinome koji se ovde koriste za aproksimaiju funkije
prilikom numeriqke integraije i posebno su opisane interpolaione kvadraturne
formule. MeÆu ima su najvanije Gausove kvadraturne formule, koje imaju mak-
simalan algebarski stepen taqnosti, ali e nam biti znaqajne i razne ihove modi-
fikaije. Na kraju su opisane uopxtene usredene Gausove kvadraturne formule,
skraea jednog tipa takvih formula i problem internalnosti koji se jav	a kod
ih.
U sekijama 3, 4 i 5 su predstav	ena originalna istraivaa i rezultati koji
su objav	eni (ili prihvaeni za xtampu) u radovima [30℄, [29℄ i [31℄, redom.
U sekiji 3 posmatrane su Gaus-Lobatoove kvadraturne formule za Bernxtajn-
Segeove teinske funkije, tj. (qetiri) Qebixov	eve teinske funkije pode	ene
polinomima oblika ρ(t) = 1− 4γ
(1+γ)2
t2, gde je t ∈ (−1, 1) i γ ∈ (−1, 0]. Za analitiqke
funkije, ostatak ove kvadraturne formule moe biti predstav	en kao konturni
integral sa komplesnim jezgrom. Ako se za konture izaberu konfokalne elipse, mak-
simum modula tog jezgra e se postizati u preseku tih elipsi sa nekim koordinatnim
osama. Tako se dobija L∞-oena grexke.
U sekiji 4 naÆene su neke oene grexke za Kronrodovu ekstenziju uopxtenih
Miqeli-Rivlinovih kvadraturnih formula za Furijeove koefiijente kada je in-
tegrand analitiqka funkija. Miqeli-Rivlinova kvadraturna formula (prvi put
posmatrana 1972. godine u radu [20℄) je kvadraturna formula sa maksimalnim al-
gebarskim stepenom taqnosti za raqunae Furijeovih koefiijenata u odnosu na
sistem Qebixov	evih polinoma prve vrste, kada je fiksiran broj izraqunavaa
vrednosti funkije ili enih prvih izvoda. Opxtiji sluqaj ovih kvadraturnih
formula koje uk	uquju vrednosti vixih izvoda funkije posmatran je 2009. godine
u radu [1℄. Tu su uvedene i uopxtene Miqeli-Rivlinove kvadraturne formule, qije
su oene ostataka za analitiqke funkije na konfokalnim elipsama posmatrali
Spalevi i Pejqev 2018. godine u radu [43℄. Kronrodove ekstenzije za uopxtene
Miqeli-Rivlinove formule uveli su u svom nedavnom radu 2019. godine Milova-
novi, Orive i Spalevi ([27℄).
Kao i u sekiji 3, za analitiqke integrande je naÆena L∞-oena grexke ove for-
mule loiraem maksimuma modula jezgra na konfokalnim elipsama. TakoÆe su
naÆene i L1-oena grexke i oena grexke dobijena razvojem ostatka u red. Na kraju
su uraÆeni i numeriqki primeri koje porede dobijene oene grexke sa stvarnom
grexkom.
Posleda, peta sekija posveena je uopxtenim usredenim Gausovim kvadra-
turnim formulama. One se, kao i Gaus-Kronrodove formule, koriste za proenu
grexke Gausove kvadraturne formule sa n qvorova. Imaju ukupno 2n+1 qvorova, od
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qega n Gausovih i n+1 novih. Takva kvadraturna formula sa najveim moguim al-
gebarskim stepenom taqnosti je Gaus-Kronrodova kvadraturna formula. MeÆutim,
realna Gaus-Kronrodova kvadraturna formula ne postoji u opxtem sluqaju, pa se
koristi i drugi pristup (videti [16℄, [17℄, [36℄). Lauri uvodi u [17℄ anti-Gausovu
kvadraturnu formulu pomou koje definixe uopxtenu usredenu Gausovu kvadra-
turnu formulu QL
2n+1 koja ima stepen taqnosti 2n+1. Nedavno, koristei rezultate
iz [37℄ za karakterizaiju pozitivnih kvadraturnih formula, Spalevi u radu [47℄
uvodi novu kvadraturnu formulu, koju nazivamo uopxtenom usredenom Gausovom
kvadraturnom formulom i oznaqavamo sa QS
2n+1. Uopxtena usredena Gausova kva-
draturna formula ima stepen taqnosti najmae 2n+2, ali za jednu klasu funkija
taj stepen je 3n+1, pa se tada ova formula poklapa sa Gaus-Kronrodovom formulom
(videti [49℄). Da	e, u [45℄ su uvedena skraea za uopxtene usredene Gausove kva-
draturne formule, Q
(n−r)
2n−r+1, gde je n > 2 i r = 1, 2, . . . , n−1. Te formule imaju mae
qvorova, a stepen taqnosti isti kao uopxtene usredene Gausove formule. Zato se
one mogu koristiti kao zamena kada (realne) Gaus-Kronrodove formule ne postoje.
Prema radovima [17℄, [47℄ i [4℄, pomenute usredene Gausove formule imaju realne
qvorove i pozitivne teine, a najvixe dva kraja qvora mogu biti spo	axa (van
intervala integraije). Zato ostaje da se proveri kada je odgovarajua formula
internalna, ili drugim reqima, kada su svi qvorovi unutraxi. Ova osobina je
posebno vana kada integrand nije definisan van intervala integraije.
Ovde su analizirane pomenute usredene kvadraturne formule za neke spei-
jalne teinske funkije koje su nedavno posmatrane u radu [23℄. U nekim od tih
sluqajeva dobijeni su ekvivalenti Jakobijevih polinoma na intervalu [0, 1] i tada je
posmatrana internalnost usredenih formula. U nekim jednostavnim sluqajevima
pokazana je egzistenija Gaus-Kronrodovih kvadraturnih formula. Ti rezultati
su praeni numeriqkim primerima, a uk	uqeni su i numeriqki primeri za odgova-
rajue proene grexke kod nekih neklasiqnih teinskih funkija.
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1. Ortogonalni polinomi na realnoj pravoj
1.1. Definiija i egzistenija ortogonalnih polinoma
Ortogonalni polinomi se prvi put pojav	uju kao imenioi u verinim razlom-
ima u drugoj polovini 19. veka.  ihova vana primena je u konstrukiji kvadra-
turnih formula maksimalnog ili skoro maksimalnog algebarskog stepena taqnosti
za integrale sa pozitivnom merom. Jedna od najvanijih klasa ortogonalnih poli-
noma jesu ortogonalni polinomi na realnoj pravoj. U ovoj podsekiji su posmatrana
osnovna svojstva tih polinoma (videti [8℄, [19℄).
Neka je µ(t) neopadajua funkija na realnoj pravoj R sa konaqnim graniqnim
vrednostima kad x → −∞ i x → ∞. Pretpostavimo da indukovana pozitivna mera
dµ ima sve konaqne momente
µk = µk(dµ) =
∫
R
xkdµ(x), k = 0, 1, 2, . . . , (1.1)
pri qemu je µ0 > 0. Oznaqimo sa P skup svih algebarskih polinoma, a sa Pd ⊂ P
skup svih polinoma stepena ne veeg od d. Za svaki par polinoma p, q iz P moe se





Ako je (p, q) = 0 kaemo da je polinom p ortogonalan na polinom q. Za p = q uvodimo




za koju je ‖p‖ > 0 za svako p ∈ P i vai Koxi-Xvarova nejednakost
|(p, q)| 6 ‖p‖‖q‖.
Definiija 1.1. Za skalarni proizvod (1.2) kaemo da je pozitivno definitan
na P (odnosno Pd) ako je ‖u‖ > 0 za sve u ∈ P \ {0} (odnosno u ∈ Pd \ {0}).
Za proveru pozitivne definitnosti mogu se koristiti Hankelove moment-deter-
minante
∆n = detMn, Mn =


µ0 µ1 · · · µn−1













µn−1 µn · · · µ2n−2

 , n = 1, 2, . . .
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Teorema 1.1. Skalarni proizvod (1.2) je pozitivno definitan na P ako i samo ako
je ∆n > 0 za n = 1, 2, . . . On je pozitivno definitan na Pd ako i samo ako je ∆n > 0
za n = 1, . . . , d+ 1.













pozitivna definitnost na Pd je ekvivalentna pozitivnoj definitnosti Hankelove
matrie Md+1. Ovo je zapravo ekvivalentno uslovima ∆n > 0 za n = 1, . . . , d + 1.
Rezultat za P sledi iz sluqaja d = ∞.
Definiija 1.2. Niz moniqnih realnih polinoma {πk}
∞
k=0 je ortogonalan u odnosu
na meru dµ ako vai
deg πk = k
i
(πk, πl) = 0 ako i samo ako je k 6= l.
Postoji beskonaqno mnogo ortogonalnih polinoma ako je skup indeksa neogra-
niqen ili konaqno mnogo inaqe. Normalizaijom π̃k = πk/‖πk‖ dobijamo ortonor-
mirane polinome.
Iz ortogonalnosti jednostavno sledi da je skup π0, π1, . . . , πn moniqnih ortogo-
nalnih polinoma linearno nezavisan. Tada se svaki polinom p ∈ P moe na jedin-








Sledi da polinomi π0, π1, . . . , πn qine bazu prostora Pn.
Teorema 1.2. Ako je skalarni proizvod (1.2) pozitivno definitan na P, tada po-
stoji jedinstven beskonaqan niz {πk}
∞
k=0 moniqnih ortogonalnih polinoma.
Dokaz. Polinomi πk se mogu dobiti primenom Gram-Xmitovog postupka ortogona-
lizaije na niz ek(x) = x
k
, k = 0, 1, . . . Tada je π0 = 1, a za k = 2, 3, . . . induktivno
dobijamo







Kako je (πl, πl) > 0, polinomi πk su jedinstveni i prema konstrukiji, ortogonalni
na sve polinome πj , j < k.
Uslovi teoreme 1.2 su ispueni ako funkija µ ima beskonaqno mnogo taqaka
rasta, tj. taqaka x0 za koje vai µ(x0 + ǫ)− µ(x0 − ǫ) > 0 za svako ǫ > 0. Konveksni
omotaq skupa svih takvih taqaka se naziva nosaq mere dµ.
Ako je µ apsolutno neprekidna funkija, kaemo da je µ′(x) = w(x) teinska
funkija. Tada se mera dµ moe izraziti kao dµ(x) = w(x)dx, pri qemu je teinska
funkija w(x) nenegativna i integrabilna.
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1.2. Osobine ortogonalnih polinoma
Pretpostavimo da je dµ pozitivna mera na R koja ima beskonaqno mnogo taqaka
rasta i sve konaqne momente (1.1).
Definiija 1.3. Apsolutno neprekidna mera dµ(x) = w(x)dx je simetriqna ako je
en nosaq interval [−a, a] , 0 < a < ∞ i w(−x) = w(x) za sve x ∈ R.
Teorema 1.3. Ako je mera dµ simetriqna, tada vai
πk(−x) = (−1)
kπk(x), k = 0, 1, . . .
Dokaz. Neka je π̂k(x) = (−1)
kπk(−x). Tada je
(π̂k, π̂l) = (−1)
k+l(πk, πl) = 0 za k 6= l.
Kako su polinomi π̂k moniqni, na osnovu jedinstvenosti moniqnih ortogonalnih
polinoma sledi da je π̂k = πk.
Teorema 1.4. Sve nule polinoma πn su realne, proste i lee u unutraxosti nosaqa




πn(x)dµ(x) = 0 za n > 1, mora postojati najmae jedna taqka u
unutraxosti intervala [a, b] u kojoj polinom πn mea znak. Neka su x1, x2, . . . , xk,






(x− xi)dµ(x) = 0,
xto je nemogue, jer je integrand konstantnog znaka. Dakle, k = n.
Naredno tvrÆee opisuje glavnu vezu izmeÆu ortogonalnih polinoma u odnosu
na skalarni proizvod (1.2). Naime, oni su povezani rekurentnom relaijom drugog
reda. Glavni razlog postojaa takve relaije je osobina skalarnog proizvoda (1.2)
(xp, q) = (p, xq), p, q ∈ P.
Teorema 1.5. Neka su π0, π1, . . . moniqni ortogonalni polinomi u odnosu na meru
dµ. Tada vai
π−1(x) = 0, π0(x) = 1,









, k = 1, 2, . . . (1.5)
Skup indeksa je beskonaqan (odnosno konaqan) ako je skalarni proizvod pozitivno
definitan na P (odnosno na Pd a nije na Pn za n > d).
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Dokaz. Kako je πk+1 − xπk polinom stepena ne veeg od k, moemo napisati




za neke konstante αk, βk i γkj, pri qemu je π−1(x) = 0 i suma za k = 0 i k = 1 je nula.
Skalarnim mnoeem obe strane prethodne jednakosti sa πk, prema ortogonalnosti
dobijamo
−(xπk, πk) = −αk(πk, πk),
odakle sledi (1.4). Formula (1.5) se dobija skalarnim mnoeem obe strane jedna-
kosti (1.6) sa πk−1, k > 1,
−(xπk, πk−1) = −βk(πk−1, πk−1),
jer je (xπk, πk−1) = (πk, xπk−1) = (πk, πk).
Skalarnim mnoeem obe strane jednakosti (1.6) sa πi, i < k − 1, dobijamo
−(xπk, πi) = γki(πi, πi),
gde je oqigledno (xπk, πi) = (πk, xπi) = 0. Dakle, γki = 0 za i < k − 1.
Iako se β0 u relaiji (1.5) moe uzeti proizvo	no, pogodno je definisati




Primetimo da su tada svi koefiijenti βk pozitivni i da se norma polinoma πn
moe izraziti u obliku
‖πn‖ =
√
β0β1 · · ·βn. (1.8)
Vai i tvrÆee obratno prethodnoj teoremi, koje se obiqno pripisuje Favardu
(videti [8℄ za referene): ako neki (beskonaqan) niz polinoma zadovo	ava reku-
rentnu relaiju (1.3) sa svim koefiijentima βk pozitivnim, tada je on ortogonalan
u odnosu na neku pozitivnu meru sa beskonaqnim nosaqem.
Teorema 1.6. Neka je nosaq [a, b] mere dµ konaqan. Tada vai
a < αk < b, k = 0, 1, . . . (1.9)
0 < βk 6 max{a
2, b2}, k = 1, 2, . . . , (1.10)
sa skupom indeksa kao u teoremi 1.5.
Dokaz. Prva relaija direktno sledi iz (1.4). Primenom Koxi-Xvarove nejedna-
kosti na jednakost ‖πk‖











k=0 ortonormirani polinomi, tj.
πk = ‖πk‖π̃k, k = 0, 1, . . . (1.11)
Teorema 1.7. Za ortonormirane polinome {π̃k}
∞
k=0 u odnosu na meru dµ vai√




π̃k−1(x), k = 0, 1, . . . , (1.12)
π̃−1(x) = 0, π̃0(x) = 1/
√
β0,
pri qemu su koefiijenti αk i βk i skup indeksa kao u teoremi 1.5.
Dokaz. Zamenom (1.11) u relaiji (1.3) i de	eem sa ‖πk+1‖ sledi









βk+1 dobijamo rekuretnu relaiju (1.12). Poqetne vrednosti
ortonormiranih polinoma slede iz poqetnih vrednosti moniqnih polinoma.
Definiija 1.4. Ako je skup indeksa u teoremi 1.5 beskonaqan, Jakobijeva matria




























 en glavni vodei minor n× n oznaqavamo sa Jn.
Zapiximo prvih n jednaqina relaije (1.12) u obliku
xπ̃k(x) =
√
βkπ̃k−1(x) + αkπ̃k(x) +
√
βk+1π̃k+1(x), k = 0, 1, . . . , n− 1. (1.14)
Ako oznaqimo π̃(x) = [π̃0(x) π̃1(x) . . . π̃n−1(x)]
T
, tada se (1.14) moe napisati u ma-
triqnom obliku:





= [0 0 . . . 1]T n-ti koordinatni vektor u Rn. Time je pokazano sledee
tvrÆee.
Teorema 1.8. Nule τ
(n)
k ortogonalnog polinoma πn su sopstvene vrednosti Jakobijeve
matrie Jn reda n, a π̃(τ
(n)
k ) su odgovarajui sopstveni vektori.
Posledia 1.1. Neka je vk normalizovani sopstveni vektor matrie Jn koji odgo-
vara sopstvenoj vrednosti τ
(n)








, k = 1, 2, . . . , n.
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k ), k = 1, 2, . . . , n,









Vana posledia rekurentne relaije je sledea teorema.
Teorema 1.9. (Kristofel-Darbuova formula) Neka su π̃k ortonormirani polinomi














Dokaz. Mnoeem rekurentne relaije (1.12) sa π̃k(x) i oduzimaem od iste u kojoj
su promen	ivim x i t zameena mesta dobijamo
(x− t)π̃k(x)π̃k(t) =
√
βk+1 · [π̃k+1(x)π̃k(t)− π̃k(x)π̃k+1(t)]
−
√
βk · [π̃k(x)π̃k−1(t)− π̃k−1(x)π̃k(t)].
Sumiraem obe strane od k = 0 do k = n, pri qemu je π̃−1 = 0, dobijamo formulu
(1.16). Uzimaem graniqne vrednosti kada x → t dobijamo formulu (1.17).








Dokaz. Zamenimo π̃k = πk/‖πk‖ u (1.16) uz
√
βn+1 = ‖πn+1‖/‖πn‖ i (1.8).
Primedba 1.1. Iz jednakosti (1.17) sledi nejednakost
π̃′n+1(t)π̃n(t)− π̃
′
n(t)π̃n+1(t) > 0. (1.19)
Ovaj rezultat se moe koristiti za dokaz naredne teoreme.




















k nule polinoma πn+1 i πn, redom, u opadajuem poretku.
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n(σ) < 0 i na osnovu
(1.19) je −π̃′n(τ)π̃n+1(τ) > 0 i −π̃
′
n(σ)π̃n+1(σ) > 0. Dakle, polinom π̃n+1 ima u τ i σ
razliqite znakove, pa postoji bar jedna egova nula izmeÆu τ i σ. Ovo uk	uquje
najmae n − 1 nulu polinoma π̃n+1. MeÆutim, postoje jox dve nule polinoma π̃n+1,
jedna sa desne strane najvee nule τ
(n)
1
polinoma π̃n i jedna sa leve strane najmae
nule τ
(n)
n . Zaista, π̃′n(τ
(n)
1
) > 0 i na osnovu (1.19) vai π̃n+1(τ
(n)
1
) < 0. Dakle, π̃n+1
mora biti nula sa desne strane nule τ
(n)
1
, jer je π̃n+1(t) > 0 za dovo	no veliko t.




Kao xto je ve pomenuto, ortogonalni polinomi se prvi put pojav	uju kao imeni-
oi u verinim razlomima. Ovde su brojioi verinih razlomaka takoÆe vani,
jer oni qine niz pridruenih ortogonalnih polinoma.
Neka je dµ pozitivna mera sa beskonaqno mnogo taqaka rasta i neka su αk i βk za
k = 0, 1, . . . koefiijenti u troqlanoj rekurentnoj relaiji za ortogonalne polinome
πk, pri qemu je β0 definisano formulom (1.7).








· · · . (1.20)











, n = 1, 2, . . . . (1.21)
Iz teorije verinih razlomaka poznato je (videti [8℄ za referene) da brojioi An
i imenioi Bn zadovo	avaju rekurentne relaije
Ak+1 = (x− αk)Ak − βkAk−1, k = 1, 2, . . . ,
A0 = 0, A1 = β0,
Bk+1 = (x− αk)Bk − βkBk−1, k = 0, 1, . . . ,
B−1 = 0, B0 = 1.
Kako je rekurentna relaija za polinome Bk, k = 0, 1, . . . , ista kao rekurentna
relaija za moniqne ortogonalne polinome, vai naredno tvrÆee.
Teorema 1.11. Imenioi Bk Jakobijevog verinog razlomka (1.20) su upravo mo-
niqni ortogonalni polinomi πk,
Bk(x) = πk(x), k = 0, 1, . . . .
Sa druge strane, vidimo da je β−1
0










se naziva moniqni pridrueni polinom stepena k u odnosu na meru dµ.
Oqigledno, moniqni pridrueni polinomi σk zadovo	avaju rekurentnu relaiju
π
[1]












Kako je αk+1 ∈ R i βk+1 > 0 za k = 0, 1, . . ., na osnovu Favarove teoreme vai da
su moniqni pridrueni polinomi takoÆe ortogonalni u odnosu na neku pozitivnu
meru dµ[1]. MeÆutim, ta mera u opxtem sluqaju nije poznata.
Analogno se mogu definisati pridrueni polinomi vixeg reda,
π
[s]












gde je s > 0. Oqigledno je π
[0]
k = πk.
1.4. Stiltjesova transformaija mere i Kristofelovi bro-
jevi
Vano je posmatrati Jakobijev verini razlomak (1.20) za z ∈ C \ [a, b] izvan











, n = 1, 2, . . . , (1.23)






n−1 moniqni pridrueni polinom stepena n− 1. Za polinome σk vai
σk+1(z) = (z − αk)σk(z)− βkσk−1(z), k = 1, 2, . . . , (1.24)
σ0(z) = 0, σ1(z) = β0.
Ako se definixe σ−1(z) = −1, tada prethodna relaija vai i za k = 0.






dµ(x), n = 1, 2, . . . (1.25)
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Dokaz. Dovo	no je pokazati da integral na desnoj strani formule zadovo	ava re-
laiju (1.24). Za poqetne vrednosti je to oqigledno, jer je π0 = 1 i π1 = z − α1. Da
bismo pokazali tvrÆee za ostale vrednosti, koristimo rekurentnu relaiju za πk
i pixemo
πk+1(z)− πk+1(x) = zπk(z)− xπk(x)− αk(πk(z)− πk(x))− βk(πk−1(z)− πk−1(x))
= (z − x)πk(x) + (z − αk)(πk(z)− πk(x))− βk(πk−1(z)− πk−1(x)).




πk(x)dµ(x) + (z − αk)σk(z)− βkσk−1(z).
Kako je k > 1, integral na desnoj strani je nula zbog ortogonalnosti.
Polinomi σn se nazivaju polinomi druge vrste ili pridrueni polinomi u







, z ∈ C \ [a, b].
Ova funkija je nula u beskonaqnosti i analitiqka u eloj kompleksnoj ravni
bez intervala [a, b]. Kada je nosaq mere R, funkija F (z) je odvojeno analitiqka u
goroj i dooj poluravni, sa razliqitim granama u opxtem sluqaju. Funkija F (z)
je poznata kao Stiltjesova transformaija mere dµ. Da bismo izveli vezu izmeÆu











+ · · · , (1.26)






dµ(x), n = 0, 1, . . .










Prema ortogonalnosti je rk = 0 za k < n, pa je ρn(z) = O(z








= O(z−2n−1) kada z → ∞.
Dakle, za svako n = 1, 2, . . ., ako je σn/πn razvijen po opadajuim stepenima od z,
tada se taj razvoj poklapa sa istim razvojem za funkiju F (z), zak	uqno sa qlanom
z−2n. Za verine razlomke to znaqi da je Jakobijev verini razlomak (1.20) za meru
dµ zapravo verini razlomak ,,pridruen" stepenom redu (1.26) funkije F (z). Da
bismo preizno opisali tu vezu, treba nam naredna definiija.
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Definiija 1.7. Problem momenata za meru dµ je odreÆen, ako je mera dµ jedin-
stveno odreÆena svojim momentima. U suprotnom je neodreÆen.
Navodimo naredno tvrÆee, za koje se vixe deta	a moe nai u [8℄ i [19℄.





= F (z), z ∈ C \ [a, b].
Primetimo sada da raionalna funkija (1.23) ima samo proste polove u nu-
lama τ
(n)

















































Koefiijenti λn,k su Kristofelovi brojevi i imaju vanu ulogu u numeriqkoj
integraiji. Naime, oni se pojav	uju kao teinski koefiijenti u tzv. Gausovoj
kvadraturnoj formuli (videti podsekiju 2.5).













gde je Kn(x, t) definisano formulom (1.15). Iz Kristofel-Darbuove formule (1.16)




























Integral na levoj strani jednakosti (1.29) je zbog ortogonalnosti jednak 1. Sa druge























k ), k = 1, . . . , n, (1.30)
gde je funkija λn(x) data formulom (1.28)
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1.5. Klasiqni ortogonalni polinomi
Vanu klasu ortogonalnih polinoma qine tzv. klasiqni ortogonalni polinomi,
koji nalaze posebnu primenu u teoriji aproksimaija i numeriqkoj integraiji.
Kako se svaki interval (a, b) linearnom transformaijom moe preslikati u
jedan od intervala (−1, 1), (0,∞) i (−∞,∞), posmatraemo samo ih.




(A(x)w(x)) = B(x)w(x), (1.31)




1− x2, ako je (a, b) = (−1, 1),
x, ako je (a, b) = (0,∞),
1, ako je (a, b) = (−∞,∞).
Ortogonalni polinomi pk u odnosu na klasiqnu teinsku funkiju w(x) na (a, b)
se nazivaju klasiqni ortogonalni polinomi.
Klasiqni ortogonalni polinomi se mogu klasifikovati kao:
(1◦) Jakobijevi polinomi P α,βn (x), α, β > −1, na (−1, 1);
(2◦) uopxteni Lagerovi polinomi Lαn(x), α > −1, na (0,∞);
(3◦) Ermitovi polinomi Hn(x) na (−∞,∞).
Teinske funkije i polinomi A(x) i B(x) su dati u tabeli 1.1.
Tabela 1.1: Klasifikaija klasiqnih ortogonalnih polinoma
(a, b) w(x) A(x) B(x)
(−1, 1) (1− x)α(1 + x)β 1− x2 β − α− (α + β + 2)x




Speijalni sluqajevi Jakobijevih polinoma su:
- Gegenbauerovi polinomi Cλn(x), α = β = λ− 1/2, λ > −1/2;
- Leandrovi polinomi Pn(x), α = β = 0;
- Qebixov	evi polinomi prve vrste Tn(x), α = β = −1/2;
- Qebixov	evi polinomi druge vrste Un(x), α = β = 1/2;
- Qebixov	evi polinomi tree vrste Vn(x), α = −β = −1/2;
- Qebixov	evi polinomi qetvrte vrste Wn(x), α = −β = 1/2.
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Qebixov	evi polinomi su dati formulama


















i zadovo	avaju istu rekurentnu relaiju pn+1(x) = 2xpn(x) − pn−1(x), p0(x) = 1, sa
razliqitim poqetnim vrednostima p1(x) = x, 2x, 2x− 1, 2x+ 1, redom za Qebixo-
v	eve polinome prve, druge, tree i qetvrte vrste.
1.6. Kristofelova formula
Teorema 1.14. Neka su π̃n(x) ortonormirani polinomi u odnosu na meru dµ(x) na
intervalu [a, b]. TakoÆe, neka je
ρ(x) = c(x− x1)(x− x2) · · · (x− xl), c 6= 0,
polinom nenegativan na intervalu [a, b]. Tada se ortogonalni polinomi qn(x) u
odnosu na meru ρ(x)dµ(x) mogu izraziti preko polinoma π̃n(x):
ρ(x)qn(x) =
∣∣∣∣∣∣∣∣∣
π̃n(x) π̃n+1(x) · · · π̃n+l(x)













π̃n(xl) π̃n+1(xl) · · · π̃n+l(xl)
∣∣∣∣∣∣∣∣∣
. (1.32)
U sluqaju da neka od nula, reimo xk, ima vixestrukost m > 1, takoÆe uk	uqujemo
i vrste [π̃in(xk) π̃
i
n+1(xk) · · · π̃
i
n+l(xk)], za i = 1, . . . , m− 1.
Dokaz. Dokaz je skoro oqigledan. Desna strana u formuli (1.32) je polinom stepena
n+l koji je de	iv polinomom ρ(x). Zato je oblika ρ(x)qn(x), gde je qn(x) polinom ste-
pena n. Xtavixe, on je linearna kombinaija polinoma π̃n(x), π̃n+1(x), . . . , π̃n+l(x),
tako da za proizvo	an polinom q(x) stepena n−1 vai
∫ b
a
ρ(x)qn(x)q(x)dµ(x) = 0. Ko-
naqno, desna strana u formuli (1.32) nije identiqki jednaka nuli. Za to je dovo	no
pokazati da koefiijent polinoma π̃n+l(x), tj. determinanta∣∣∣∣∣∣∣













π̃n(xl) π̃n+1(xl) · · · π̃n+l−1(xl)
∣∣∣∣∣∣∣
nije nula. U suprotnom bi postojali realni brojevi λ0, λ1, . . . , λl−1 koji nisu svi
nula takvi da je
λ0π̃n(x) + λ1π̃n+1(x) + · · ·+ λl−1π̃n+l−1(x) (1.33)
jednako nuli za x = x1, . . . , xl. Sledi da je prethodni izraz oblika ρ(x)G(x), gde je
G(x) polinom stepena n − 1. Budui da je izraz (1.33) ortogonalan na proizvo	an
polinom stepena n− 1, vai
∫ b
a
ρ(x)G(x)G(x) = 0, pa je G(x) ≡ 0, xto je kontradik-
ija.
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, x ∈ (−1, 1), (1.34)
pri qemu je S(x) polinom koji je pozitivan na [−1, 1], izuzev moda u prostim
nulama ±1, naziva se Bernxtajn-Segeova teinska funkija. Tada odgovarajui
ortogonalni polinomi mogu biti ekspliitno napisani.
Speijalno, posmatrajmo Bernxtajn-Segeove teinske funkije koje se dobijaju
de	eem teinskih funkija w(α,β)(t) = (1− x)α(1 + x)β, |α| = |β| = 1
2
, kvadratnim





(1− t)±1/2(1 + t)∓1/2
ρ(t)
.
Kvadratni realan polinom ρ(t) je pozitivan na intervalu [−1, 1] ako i samo ako
je oblika
ρ(t) = β(β − 2α)t2 + 2δ(β − α)t+ (α2 + δ2),
gde je 0 < α < β, β 6= 2α i |δ| < β − α. Ova karakterizaija je pokazana u [9℄.

















n u odnosu na Bernxtajn-Segeove te-
inske funkije su povezani sa ortogonalnim polinomima za odgovarajue klasiqne
















































, n > 2,
π
(−1/2,1/2)











(t) = t+ α+δ
β
.
Tradiionalan naqin dokazivaa asimptotskih formula nekih opxtih tein-
skih funkija zasniva se na ihovoj aproksimaiji teinskim funkijama oblika
(1.34). Zatim se koriste ekspliitni izrazi za ortogonalne polinome u odnosu na





Numeriqka integraija je postupak priblinog izraqunavaa odreÆenih inte-
grala na osnovu niza vrednosti podintegralne funkije po odreÆenoj formuli. For-
mule za numeriqko izraqunavae jednostrukih (odnosno dvostrukih) integrala na-
zivaju se kvadraturne (odnosno kubaturne) formule.
U velikom broju sluqajeva jav	a se potreba za numeriqkom integraijom. Naime,
 utn-Lajbniova formula ∫ b
a
f(x)dx = F (b)− F (a)
se ne moe uvek uspexno primeniti. Neki od tih sluqajeva su:
(1◦) funkija F se ne moe predstaviti pomou konaqnog broja elementarnih funk-
ija (na primer, za f(x) = e−x
2
);
(2◦) primena prethodne formule dovodi do komplikovanog izraza qak i kod izraqu-
navaa integrala jednostavnijih funkija (na primer, za f(x) = 1
1+x3
);
(3◦) kod integraije funkija qije su vrednosti poznate samo na diskretnom skupu
taqaka (na primer, vrednosti funkije su dobijene eksperimentalno).
2.2. Lagranov interpolaioni polinom
Neka je funkija f data svojim vrednostima fi = f(xi) u taqkama xi ∈ [a, b],





Lagranov interpolaioni polinom Lnf je jedinstveni polinom stepena najvixe










, i = 1, . . . , n. (2.3)
2.2.1. Grexka interpolaije za analitiqke funkije
Za analitiqke funkije, ostatak Lagranove interpolaije
rn(f ; z) = f(z)− Lnf(z)
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se moe izraziti ekspliitno korixeem Koxijeve teoreme o reziduumu.
Teorema 2.1. Neka je Γ prosta zatvorena kriva u kompleksnoj ravni C i neka qvo-
rovi x1, . . . , xn lee u enoj unutraxosti. Ako je f analitiqka funkija u oblasti
D u qijoj se unutraxosti nalazi kriva Γ, tada vai









dζ, z ∈ int Γ. (2.4)







koja ima proste polove u taqkama z i xk, k = 1, 2, . . . , n sa reziduumima f(z) i






F (ζ)dζ = f(z)−
n∑
k=1









f(ζ)dζ, z ∈ int Γ. (2.5)









Vano pitae je kada niz interpolaionih polinoma Ln(f) za neprekidne funk-
ije f konvergira ka f kad n → ∞. Naredni primer je poznat kao Rungeov fenomen
i u emu vrednosti dobijene pomou Lagranovog interpolaionog polinoma di-





, x ∈ [−1, 1] (2.6)
i en Lagranov polinom L10(f) sa jednako razmaknutim qvorovima.
Runge je pokazao da za funkiju fa(x) =
1
1+(x/a)




‖fa − Ln(fa)‖ = max
−16x61
|fa − Ln(fa)| → +∞, n → +∞.
Ova osobina je posledia ponaxaa funkije f(x) u kompleksnoj ravni van in-
tervala integraije [a, b] = [−1, 1].
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Neka je f analitiqka funkija u oblasti D u kompleksnoj ravni u qijoj se unu-













gde je Γ grania oblasti D. Ako se izabere r > |b− a|,
D = {z | (∃ x ∈ [a, b])|z − x| 6 r},
i M = max
z∈D













xto tei nuli kada n → ∞. Dakle, pri ovim uslovima niz polinoma pn ravnomerno
konvergira ka funkiji f . Oni nisu ispueni za funkiju (2.6), jer ona ima polove,
pa nije analitiqka u oblasti D ni za jedno r > 2.
2.3. Ermitov interpolaioni polinom
Posmatrajmo sada opxtiji problem interpolaije. Pretpostavimo da su poznate
vrednosti
f(xi), f
′(xi), . . . , f
(ki−1)(xi), i = 1, . . . , m,
funkije f u razliqitim taqkama x1, . . . , xm ∈ [a, b], pri qemu je k1 + · · · + km = n.
Treba odrediti polinom P (x) stepena n− 1 za koji vai
P (j)(xi) = f
(j)(xi) = f
j
i , j = 0, 1, . . . , ki − 1, i = 1, . . . , m. (2.7)

























i naziva se Ermitov interpolaioni polinom (videti [2℄, str. 37).
Formula (2.5) za ostatak Lagranove interpolaije za analitiqke funkije
vai i kada qvorovi x1, . . . , xn nisu razliqiti i opisuje interpolaioni polinom u
opxtijem sluqaju Ermitove interpolaije. Radi jednostavnosti, pretpostavimo da
je x1 = x2 i da se ostali qvorovi meÆusobno razlikuju. Tada je
qn(z) = (z − x1)
2(z − x3) · · · (z − xn),
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pa je qn(x1) = 0 i q
′































dζ = f ′(x1).
Sa druge strane, jednostavno se pokazuje da je Lnf(xi) = f(xi) za i = 3, . . . , n, pa je
Lnf traeni interpolaioni polinom.
2.4. Interpolaione kvadraturne formule
Neka je dµ pozitivna mera qiji je nosaq beskonaqan skup i za koju postoje svi






















a Rn(f) je odgovarajua grexka. Taqke xk, za koje pretpostav	amo da su meÆusobno
razliqite, nazivamo qvorovima, a koefiijente Ak teinama kvadraturne for-
mule (2.9).
Kaemo da kvadraturna formula (2.9) ima (algebarski) stepen taqnosti d ako
je taqna kad god je f polinom stepena ne veeg od d.
Neka je dµ(x) = w(x)dx, gde je teinska funkija w(x) nenegativna i integra-





za neprekidnu funkiju na [−1, 1], moemo posmatrati Qn(f) kao linearni funk-
ional iz prostora C[−1, 1] u R. Norma funkionala Qn,






vana je za konvergeniju niza Qn(f) integralu I(f).
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Niz {Qn(f)}n∈N je stabilan ako i samo ako je supn ‖Qn‖ < +∞ (nije stabilan ako
i samo ako je supn ‖Qn‖ = +∞).
Navodimo klasiqnu teoremu o uniformnoj ograniqenosti familije operatora.
Teorema 2.2. (Banah-Xtajnhaus) Neka je X Banahov prostor, Y normiran prostor,
a F neka familija ograniqenih linearnih operatora iz X u Y . Ako za svako x ∈ X




Primedba 2.1. Ako je supn ‖Qn‖ = +∞, tada prema teoremi Banah-Xtajnhausa
postoji funkija f0 ∈ C[−1, 1] takva da je limn→∞Rn(f0) = ±∞. Drugim reqima,
niz kvadraturnih suma koji nije stabilan ne moe konvergirati za sve neprekidne
funkije. Niz kvadraturnih suma Qn(f) konvergira ako i samo ako je stabilan i
konvergira na podskupu gustom u C[−1, 1].
Poznato je da se za datih n meÆusobno razliqitih qvorova x1, . . . , xn uvek moe
postii stepen taqnosti d = n− 1 interpolaijom u tim qvorovima i integraijom




lk(x)f(xk) + rn(f ; x),
gde su funkije l1(x), . . . , ln(x) date formulom (2.3), dobijamo kvadraturnu formulu














Kvadraturna formula dobijena na ovaj naqin ima stepen taqnosti n−1 i poznata








sa datim qvorovima xk ∈ [−1, 1] nazivamo teinska  utn-Koutsova kvadraturna
formula. Za w(x) = 1 i jednako razmaknute qvorove xk = −1 +
2(k−1)
n−1
, k = 1, 2, . . . , n,
dobija se klasiqna  utn-Koutsova kvadraturna formula.
Da bismo dokazali glavno tvrÆee o konvergeniji interpolaionih kvadratur-
nih formula, navodimo dva klasiqna pomona tvrÆea o aproksimaiji neprekidne
funkije polinomima (videti [54℄).
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Teorema 2.3. Neka je f realna funkija, definisana i neprekidna na zatvorenom
i ograniqenom intervalu [a, b]. Tada za dato ε > 0 postoji polinom p za koji vai
‖f − p‖∞ 6 ε,
pri qemu je ‖f‖∞ = max
x∈[a,b]
|f(x)|.
Prema prethodnoj teoremi, svaka funkija f ∈ C[a, b] se moe proizvo	no dobro
aproksimirati iz skupa svih polinoma. Ipak, ako posmatramo samo polinome do
odreÆenog stepena, tada to vixe ne vai. Zato je vano utvrditi koliko se dobro
data funkija f ∈ C[a, b] moe aproksimirati polinomima stepena ne veeg od nekog
fiksnog prirodnog broja n > 0.
Za datu funkiju f ∈C[a, b] i fiksirano n > 0, polinom pn ∈ Pn za koji je
‖f − pn‖∞ = inf
q∈Pn
‖f − q‖∞
naziva se polinom najbo	e uniformne aproksimaije stepena n funkiji f . Za
takav polinom vai sledee tvrÆee.
Teorema 2.4. Za datu funkiju f ∈ C[a, b] postoji polinom pn ∈ Pn takav da vai
‖f − pn‖∞ = min
q∈Pn
‖f − q‖∞.
Sada navodimo glavno tvrÆee (videti [19℄).
Teorema 2.5. Svaka interpolaiona kvadraturna formula (2.13) za koju je Ak > 0,
k = 1, . . . , n, konvergira za sve neprekidne funkije.
Dokaz. Primetimo da je niz Qn(f) =
∑n











w(x)dx = µ0 < +∞.
Kako je Rn(f) = 0 za sve f ∈ Pn−1, za polinom najbo	e uniformne aproksimaije
pn−1 ∈ Pn−1 i svako f ∈ C[−1, 1] vai










gde grexka aproksimaije En−1(f)∞ = ‖f − pn−1‖∞ tei nuli kad n → ∞.
U sluqaju klasiqnih  utn-Koutsovih kvadraturnih formula, prethodna teo-
rema se ne moe primeniti jer su neki koefiijenti Ak = A
(n)
k za n > 8 negativni.
Ispostav	a se da niz {Qn(f)}n∈N ne konvergira za sve neprekidne funkije. Za-
ista, ovde se integrali Lagranov interpolaioni polinom, a u podsekiji 2.2.2
je pokazano da vrednosti dobijene pomou Lagranovog interpolaionog polinoma
mogu da divergiraju.
Razmotrimo sada pitae stepena taqnosti kvadraturne formule (2.9) (videti
[19℄).
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Teorema 2.6. Za dato m ∈ N, m 6 n, kvadraturna formula (2.9) ima stepen taqno-
sti d = n− 1 +m ako i samo ako vai:
(1◦) formula (2.9) je interpolaiona;




p(x)qn(x)dµ(x) = 0 za sve p ∈ Pm−1.
Dokaz. Uslovi (1◦) i (2◦) su oqigledno neophodni. Da bismo pokazali da su oni i
dovo	ni, uzmimo proizvo	no u ∈ Pn−1+m i zapiximo ga u obliku
u(x) = p(x)qn(x) + r(x),










po ortogonalnosti uslova (2◦) (u odnosu na skalarni proizvod (2.8)), prvi integral
na desnoj strani je nula. Prema uslovu (1◦) drugi integral na desnoj strani se moe










jer je r(xk) = u(xk) za sve k = 1, . . . , n. Dakle, Rn(u) = 0.
2.5. Gausove kvadraturne formule
Prema teoremi 2.6, kvadraturna formula (2.9) u odnosu na pozitivnu meru dµ(x)
ima maksimalan algebarski stepen taqnosti 2n − 1, xto znaqi da je optimalno
uzeti m = n. Sluqaj m = n+1 bi na osnovu uslova (2◦) podrazumevao ortogonalnost
(p, qn) = 0 za sve p ∈ Pn, xto je nemogue za p = qn.
Kvadraturna formula (2.9) sa maksimalnim stepenom taqnosti 2n− 1 je poznata
kao Gausova ili Gaus-Kristofelova kvadraturna formula u odnosu na meru dµ.
Ovaj quveni metod numeriqke integraije je otkrio Gaus 1814. Zanim	ivo je da je
za dµ(x) = dx Gaus odredio parametre kvadraturne formule - qvorove xk i teine
Ak, k = 1, . . . , n, za sve n 6 7.
Dakle, za m = n iz uslova ortogonalnosti (2◦) teoreme 2.6 sledi da polinom qn
mora biti (moniqan) ortogonalni polinom u odnosu na meru dµ. Onda su qvorovi xk
nule polinoma qn(x) = πn(dµ; x). Odgovarajue teine Ak (Kristofelovi brojevi) su
ranije dati formulom (1.27), a mogu se izraziti formulom (1.30). Time je dokazana
naredna teorema (videti [19℄).
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Teorema 2.7. Parametri u Gausovoj kvadraturnoj formuli sa n qvorova u odnosu
na pozitivnu meru dµ su
xk = τ
(n)










> 0, k = 1, . . . , n.
Drugim reqima, qvorovi su nule ortogonalog polinoma πn(x), a teine su vrednosti
Kristofelove funkije (1.28) u tim nulama.
2.5.1. Konstrukija Gausove kvadraturne formule
Potrebni parametri za konstrukiju Gausove kvadraturne formule xi i Ai, i =





i = µk za k = 0, 1, . . . , 2n− 1,
gde su µk momenti teinske funkije w. MeÆutim, ovakav pristup nije pogodan, pre
svega zbog slabe uslov	enosti ovog sistema - male promene ulaznih veliqina mogu
da izazovu velike promene u rexeu.
Karakterizaija Gausove kvadraturne formule pomou sopstvenih vrednosi i
vektora Jakobijeve matrie je u osnovi narednih metoda. Najpopularniji meÆu ima
su izveli Golub i Velx ([11℄) i on se sastoji u odreÆivau sopstvenih vrednosti i
prve komponente sopstvenog vektora Jakobijeve matrie.  ihova proedura je im-
plementirana u nekoliko programskih paketa, uk	uqujui i najpoznatijiORTHPOL
([7℄).
Teorema 2.8. Qvorovi τ
(n)


































gde je β0 =
∫
R
dµ i vk,1 je prva komponenta normalizovanog sopstvenog vektora vk





k su nule polinoma πn(·), koje su, prema teoremi 1.8, sopstvene


























, k = 1, . . . , n,
gde je komponenta vk,1 opisana u iskazu teoreme.
2.6. Gaus-Radauove i Gaus-Lobatoove formule
Sada emo razmotriti jedan tip kvadraturnih formula veoma sliqnih Gausovim.
Pretpostavimo da za nosaq [a, b] mere dµ vai a > −∞ i b 6 ∞. Tada moemo uzeti
da kraj intervala a bude qvor kvadraturne formule. Xtavixe, ako je b < ∞, tada
meÆu qvorove moemo uk	uqiti i a i b. To je nekada pogodno uraditi, naroqito ako
je funkija jednaka nuli u tim qvorovima.
2.6.1. Gaus-Radauove kvadraturne formule
Posmatrajmo funkiju g(x) datu jednaqinom
f(x) = f(a) + (x− a)g(x).
Tada je ∫ b
a




gde je µ0 =
∫ b
a
dµ(x). Ako konstruixemo Gausovu kvadraturnu formulu sa n qvorova
u odnosu na meru dµ1(x) = (x− a)dµ(x), dobijamo
∫ b
a








gde su qvorovi xGk = x
G





k ) > 0 za k = 1, 2, . . . , n, a R
G
n (dµ1; g) je odgovarajua grexka.















= a, xRk = x
G













, k = 1, . . . , n.
Formula (2.15) ima algebarski stepen taqnosti 2n.
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Primedba 2.2. Qvorovi i teine formule (2.15) se mogu dobiti malom modifi-
kaijom Golub-Velxovog algoritma iz teoreme 2.8. Naime, matria Jn(dµ) treba da






















2.6.2. Gaus-Lobatoove kvadraturne formule







f(b) = (x− a)(b− a)g(x).




























gde su qvorovi xk = x
G
k (dµ1,1) nule ortogonalnog polinoma πn(dµ1,1; x), teine su
AGk = λn(dµ1,1; x
G
k ) > 0 za k = 1, 2, . . . , n, a R
G
n (dµ1,1; g) je odgovarajua grexka.

















= a, xLk = x
G
k , k = 1, . . . , n, x
L
n+1 = b i teinama
ALk =
AGk
(xGk − a)(b− x
G
k )





























Formula (2.16) ima algebarski stepen taqnosti 2n + 1.
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Primedba 2.3. Qvorovi i teine formule (2.16) se mogu dobiti malom modifi-
kaijom Golub-Velxovog algoritma iz teoreme, iz sopstvenih vrednosti i vektora












 , en+1 = [0 0 . . . 1]T ∈ Rn+1,
gde su αLn+1 i β
L
n+1 dati sledeim sistemom jednaqina:[
πn+1(dµ; a) πn(dµ; a)











2.7. Gaus-Kronrodove kvadraturne formule
Gausova kvadraturna formula (2.9) sa n qvorova se moe proxiriti na kvadra-
turnu formulu sa 2n + 1 qvorova dodavaem n + 1 qvorova koji pripradaju nosaqu
mere dµ i isprepletani su sa Gausovim qvorovima. Dodatne qvorove biramo tako da
maksimizujemo stepen taqnosti. Ovu ideju je prvi put sproveo Kronrod u sluqaju
dµ = dx da bi proenio grexku Gausove kvadraturne formule, koristei rezultat
proxirene formule za referentnu vrednost integrala. Kako su n vrednosti funk-
ije ve izraqunate za Gausovu kvadraturnu formulu, potrebno je odrediti samo
n + 1 dodatnih vrednosti radi proene grexke. Isto toliko posla iziskivalo bi
odreÆivae Gausove kvadraturne formule sa n+1 qvorova, ali ona u opxtem sluqaju
daje znatno mae taqne rezultate od proxirene formule sa 2n + 1 qvorova. Dakle,





















µ , kao i qvorove τ
K
µ , treba odrediti.
Kako je ukupno 3n + 2 parametra, oqekujemo da ih je mogue izabrati tako da se
postie algebarski stepen taqnosti (barem) 3n+ 1, tj. tako da je
RKn (f) = 0 za f ∈ P3n+1. (2.18)
Formula oblika (2.17) koja zadovo	ava prethodni uslov je Gaus-Kronrodova kvadra-









πKn+1(x)p(x)πn(x)dµ(x) = 0 za sve p ∈ Pn. (2.19)
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Prethodni uslov daje novu vrstu ortogonalnosti, jer je polinom πKn+1 stepena
n+ 1 ortogonalan na sve polinome maeg stepena u odnosu na meru πn(x)dµ(x), koja
ne zavisi samo od n, ve se i mea na nosaqu dµ. Ti polinomi su poznati kao
Stiltjesovi polinomi stepena n + 1 u odnosu na meru dµ.
Kada su odreÆeni Kronrodovi qvorovi i nijedan od ih se ne poklapa sa Gausovim
qvorovima, teine se mogu izraqunati na osnovu interpolaionog svojstva formule.
Teorema 2.9. Ako je mera dµ pozitivna, tada Stiltjesovi polinomi πKn+1 postoje i
jedinstveni su za svako n > 1.
















πn(x)dµ(x) = 0, l = 0, 1, . . . , n,
xto je linearni sistem po koefiijentima ck. Matria sistema, po ortogonalnosti,





dµ > 0. Dakle, sistem ima jedinstveno rexee.
Iako je jedinstvenost garantovana, Kronrodovi qvorovi ne moraju biti qak ni re-
alni, a jox mae sadrani u nosaqu mere i isprepletani sa Gausovim qvorovima. Na
primer, u sluqaju Gaus-Lagerove i Gaus-Ermitove interpolaije, nepostojae realne
Gaus-Kronrodove kvadraturne formule pokazano je u radu [15℄). Gaus-Kronrodove




intervalu [−1, 1] kad je 0 6 λ 6 2. Sege je pokazao u [55℄ da su tada svi Kronrodovi
qvorovi unutar intervala [−1, 1] i da su isprepletani sa Gausovim qvorovima. Ra-
binoviq je u [44℄ pokazao da je stepen taqnosti 3n+ 1 (za parno n, a za neparno n je
3n+ 2 zbog simetrije). Da	e je Monegato u [28℄ pokazao da su sve teine pozitivne
za 0 6 λ 6 1, a Perstorfer i Petras u [38℄ da za λ > 3 i dovo	no veliko n ovakve
pozitivne formule ne postoje. Analogni rezultati za Jakobijeve teinske funk-
ije w(x) = (1−x)α(1+x)β mogu se nai u [39℄ - izmeÆu ostalog, da Gaus-Kronrodove
formule ne postoje za dovo	no veliko n kada je min{α, β} > 0 i max{α, β} > 5
2
.
Posebno bi trebalo pomenuti qetiri Qebixov	eve teinske funkije, koje su
speijalni sluqajevi Jakobijevih teinskih funkija za |α| = |β| = 1/2, jer tada
Gaus-Kronrodova kvadraturna formula ima speijalni oblik sa poznatim qvoro-
vima i teinama (videti [34℄). Za Qebixov	evu teinsku funkiju prve vrste, tj.
kada je α = β = −1/2, u sluqaju n = 1 Gaus-Kronrodova kvadraturna formula je Ga-
usova kvadraturna formula sa 3 qvora, a u sluqaju n > 2 ova kvadraturna formula
je zapravo Gaus-Lobatoova kvadraturna formula sa 2n+1 qvorova za istu teinsku
funkiju. U drugom sluqaju je τK
1
= −1 i τKn+1 = 1. Za Qebixov	evu teinsku fun-
kiju druge vrste, tj. kada je α = β = 1/2, Gaus-Kronrodova kvadraturna formula
je Gausova kvadraturna formula za istu teinsku funkiju. Konaqno, za Qebixov-
	eve teinske funkije tree i qetvrte vrste, tj. kada je α = ∓1/2, β = ±1/2,
Gaus-Kronrodova kvadraturna formula se poklapa sa Gaus-Radauovom kvadraturnom
formulom za istu teinsku funkiju, sa dodatim qvorom 1 i −1, redom.
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Razmotrimo sada pitae konstrukije polinoma πKn+1. Za w(x) = 1, polinome








, ai ∈ R,
gde je κn Leandrova funkija druge vrste. Funkija y(x) = κn(x) zadovo	ava
Leandrovu diferenijalnu jednaqinu
(1− x2)y′′ − 2xy′ + n(n + 1)y = 0
i ima oblik




gde su A i B polinomi stepena n i n− 1, redom.
Opxti metod za konstrukiju Gaus-Kronrodovih formula (u sluqaju kada one
imaju realne qvorove i pozitivne teine) izveo je Lauri u [18℄.
2.8. Gaus-Turanove kvadraturne formule
Prvi koji je primenio Gausov metod na kvadraturne formule koje uk	uquju izvode
funkije bio je Turan (1950).







′(τν) + · · ·+ λν,r−1f
(r−1)(τν)] +Rn(f). (2.20)
Sada se podintegralna funkija aproksimira Ermitovim polinomom, pa za dati
skup razliqitih qvorova τν prethodna formula ima stepen taqnosti d = rn − 1.
Zato se ona zove interpolaiona ako je R(f) = 0 za sve f ∈ Prn−1.
Sliqno kao u teoremi 2.6, formula (2.20) ima stepen taqnosti d = rn − 1 + k,




rp(x)dµ(x) = 0 za sve p ∈ Pk−1,




mora biti ortogonalan na sve polinome
stepena ne veeg od k − 1, xto zovemo stepena ortogonalnost. Osim za k = 0,




rdµ(x) > 0 i [qn(x)]
r
ne moe biti
ortogonalan na konstantu. Zato uzmimo da je
r = 2s+ 1, s > 0,















r+1dµ(x) = 0. Maksi-
malan stepen taqnosti je d = (2s+ 2)n− 1 i postie se ako vai∫
R
[qn(x)]
2s+1p(x)dµ(x) = 0 za sve p ∈ Pn−1,
a teine λ
(σ)
ν su odreÆene Ermitovom interpolaijom. Opisana kvadraturna for-
mula je Gaus-Turanova kvadraturna formula. Za odgovorajue polinome qn(x) vai
naredna teorema (za dokaz videti [8℄).
Teorema 2.10. Sve nule polinoma qn(x) su realne, proste i sadrane u nosaqu mere
dµ. Nule polinoma qn+1(x) se prepliu sa nulama polinoma qn(x).
Na osnovu prethodne teoreme, vidimo da Gaus-Turanova kvadraturna formula
ima mnoge osobine koje ima i Gausova kvadraturna formula. Ipak, pozitivnost
teina ne vai uvek za Gaus-Turanove kvadraturne formule. Za s = 1, Turan je
pokazao da je λ
(2)
ν > 0, dok je za opxte s u [21℄ i [35℄ pokazano da je λ
(σ)
ν > 0 za parno
σ > 0. Kada je σ neparno, λ
(σ)
ν moe u opxtem sluqaju meati znak.
2.9. Kvadraturne formule za Furijeove koefiijenate
Jedan od klasiqnih naqina aproksimaije funkije f je pomou parijalne sume









k=0 sistem ortogonalnih polinoma na intervalu [a, b] u odnosu na meru





moe zahtevati upotrebu kvadraturnih formula. Primena Gausove kvadraturne
formule za n vrednosti integranda Pk(x)f(x), k < 2n − 1, daje formulu koja je
taqna za sve polinome stepena 2n − 1 − k. Tada se postav	a pitae da li postoji
formula sa n vrednosti funkije f ili enih izvoda koja je taqna za polinome
f veeg stepena, kao i koji je najvei stepen taqnosti koji se moe postii sa n
izraqunavaa. Prouqavajui ovo pitae za sistem Qebixov	evih polinoma prve
vrste {Tk(x)}
∞
k=0 ortogonalnih na [−1, 1] u odnosu na teinsku funkiju 1/
√
1− x2,











f ′[τ1, . . . , τn] (2.22)
taqna za sve polinome stepena najvixe 3n−1, gde su τ1, . . . , τn su nule Qebixov	evog
polinoma prve vrste Tn(x) = cos(n arccosx) za x ∈ [−1, 1]. Ovde g[x1, . . . , xn] oznaqava
pode	ene razlike funkije g u taqkama x1, . . . , xn.
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Jasno je da ne postoji takva formula koja je taqna za sve polinome stepena 3n.
Zaista, ona nije taqna za polinom
f(x) = Tn(x)(x− x1)
2
· · · (x− xn)
2.
Jedinstvenost kvadraturne formule (2.22) je pokazana u [22℄.









(i)(xj), a < x1 < . . . < xn < b, (2.24)
gde su νj dati prirodni brojevi (vixestrukosti) i Pk je polinom stepena k. Neka je
ei najmai nenegativan paran broj koji nije mai od νi − µi, gde je µi vixestrukost
nule xi polinoma Pk. Primetimo da algebarski stepen taqnosti formule (2.24) ne
prelazi
e1 + · · ·+ en + k − 1,
jer formula nije taqna za polinom
(x− x1)
e1
· · · (x− xn)
enPk(x).
Ako je Pk(xi) 6= 0, tada je µi = 0. Primetimo da je u formuli (2.21) Pk ortogonalan
polinom u odnosu na teinsku funkiju dµ i zato su sve egove nule jednostruke, pa
je µi ∈ {0, 1}. Iz istog razloga kao i u sluqaju Gaus-Turanovih formula, ν1, . . . , νn
moraju biti parni brojevi.
Kvadraturna formula (2.24) se naziva gausovska ako je en algebarski stepen
taqnosti
e1 + · · ·+ en + k − 1.
Formula (2.22) je gausovska jer je en algebarski stepen taqnosti 3n− 1.
Sliqno formuli (2.22), Furije-Qebixov	evi koefiijenti se mogu numeriqki















 en algebarski stepen taqnosti je n(2s+ 1)− 1.



















Algebarski stepen taqnosti ove formule je 2sn + 2n + 1. Qvorovi τν su isti kao u












Qebixov	ev polinom druge vrste stepena n− 1.
2.10. Oena grexke u kvadraturnoj formuli za analitiqke
funkije
Neka je Γ prosta zatvorena kriva kao u teoremi 2.1. Tada se, na osnovu pomenute

























dx, z /∈ [−1, 1]. (2.28)
Ovde su πn(z) =
∏n
k=1(z − xk) moniqni polinomi ortogonalni u odnosu na meru













, 1 ≤ r < +∞,
max
z∈Γ
|f(z)|, r = +∞.














gde je ℓ(Γ) duina krive Γ. Prethodnom formulom je data L∞-oena grexke.














koja je jaqa od oene (2.29). Dobijena oena je L1-oena grexke.
Za krivu Γ se qesto biraju krunia Cr = {z ∈ C | |z| = r}, r > 1, ili elipsa Eρ
sa iama ±1 i zbirom poluosa ρ > 1, tj.
Eρ =
{






, 0 ≤ θ ≤ 2π
}
, u = ρ eiθ. (2.31)
2.11. Generisae pozitivnih kvadraturnih formula
Neka je dµ pozitivna mera i neka je [a, b] najmai zatvoreni interval koji sadri
nosaq mere dµ, pri qemu je −∞ 6 a < b 6 ∞. Pretpostav	amo da funkija µ ima
beskonaqno mnogo taqaka rasta u ovom intervalu. Ako je µ apsolutno neprekidna
funkija, onda je dµ(x) = w(x) dx, gde je w(x) > 0 teinska funkija.







pozitivna ako su ene teine λi pozitivne. Kvadraturnu formulu nazivamo unu-
traxom ako su svi eni qvorovi u zatvorenom intervalu [a, b]. Qvorove van in-
tervala [a, b] zovemo spo	axim.
U podsekiji 2.4 smo videli da pozitivne kvadraturne formule konvergiraju
kada n → ∞. Takvim kvadraturama se bavio Perstorfer u radu [37℄ i ovde e biti
prikazani neki egovi rezultati.
Kvadraturna formula (2.32) e u opxtem sluqaju imati mai stepen taqnosti od
Gausove kvadraturne formule. Nazivamo je (2n−1−m,n, w)-kvadraturnom formulom
ako je taqna za sve polinome stepena ne veeg od 2n− 1−m.
Kaemo da polinom Pn stepena n generixe (2n− 1 −m,n, w)-kvadraturnu for-
mulu ako Pn ima n jednostrukih nula x1 < · · · < xn u intervalu (a, b) i kvadraturna
formula maksimalnog stepena taqnosti sa ovim qvorovima ima stepen taqnosti naj-
mae 2n− 1−m. Sa druge strane, znamo da polinom Pn generixe (2n− 1−m,n, w)-




n−1(x) oznaqimo pridrueni polinom polinomu P (x) (kao u podseki-





















Na osnovu prethodnog moe se formulisati sledea lema.
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Lema 2.1. Neka je m,n ∈ N0. Polinom Pn generixe pozitivnu (2n − 1 − m,n, w)-
kvadraturnu formulu ako i samo ako je polinom Pn ortogonalan na sve polinome




Za nizove pridruenih polinoma vixeg reda vai relaija
P
[k]





TakoÆe, za 2j 6 n vai
P [k]n = A · P
[k]
n−j −B · P
[k]
n−j−1 ⇐⇒ A = P
[n+k−j]
j , B = βn+k−jP
[n+k+1−j]
j−1 .





n−2 = β1β2 · · ·βn−1.
Tako iz isprepletanosti nula polinoma Pn i Pn−1 sledi isprepletanost nula Pn i
P
[1]
n−1. Vai i da su nule polinoma P
[k]
n realne i isprepletane sa nulama polinoma
P
[k]
n−1, kao i sa nulama polinoma P
[k+1]
n−1 .
Uvedimo jox sistem ortogonalnih polinoma u odnosu na pozitivno definitan
niz. Ovi polinomi ne zavise od teinske funkije w(x), ve samo od odgovarajueg
niza. Ipak, postoje izvesna ograniqea za taj niz.
Neka je dat niz realnih brojeva {ci}
N
i=0. Takvom nizu pridruujemo linearni














i=0, 0 6 m 6 N , kaemo da je pozitivno definitan na [a, b], ako za
proizvo	an polinom q ∈ Pm, q 6≡ 0, vai da ako je
q(x) > 0 za x ∈ [a, b], tada je αc(q) > 0.
Vidimo da je tada i niz momenata teinske funkije pozitivno definitan.




ortogonalan u odnosu na pozitivno
definitan niz {ci}
m





aick+i = 0 za k = 0, . . . , n− 1.
Ortogonalni polinomi u odnosu na pozitivno definitan niz su meÆusobno pove-
zani troqlanom rekurentnom relaijom.
Sada navodimo glavno tvrÆee (videti [37℄).
Teorema 2.11. Neka su m,n ∈ N0, m 6 n, i neka je tn moniqan polinom stepena n.
Sledea tvrÆea su ekvivalentna:
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(1) tn generixe pozitivnu (2n− 1−m,n, w)-kvadraturnu formulu;







xiw(x)dx za i = 0, . . . , 2n− 1−m;
(3) tn zadovo	ava rekurentnu vezu
ti+1(x) = (x− α̃i)ti(x)− β̃iti−1(x),
za t−1 = 0 i t0 = 1, pri qemu je
β̃i > 0, α̃i = αi za i 6 n− [
m+1
2




i jox ti(1) > 0 i (−1)
iti(−1) > 0;
(4) za l = [m+1
2
], postoje moniqni polinomi ql i gl−1 stepena l i l−1 qije su sve nule
jednostruke, meÆusobno isprepletane i unutar intervala (a, b), za koje vai
tn = glπn−l − β̃n−lgl−1πn−l−1,
pri qemu je
β̃n−i > 0, β̃n−i = βn−i za m = 2i− 1,
i tn(1) > 0 i (−1)
ntn(−1) > 0.
2.12. Usredene kvadraturne formule



















skup svih polinoma stepena ne veeg od m.
Za proenu grexke (I −QGn )(f) moe se koristiti razlika (A−Q
G
n )(f), gde je A
neka kvadraturna formula stepena veeg od 2n− 1. Svaka takva formula A zahteva
najmae n + 1 dodatnih qvorova, pa e ona imati najmae 2n + 1 qvorova. Klasi-
qan naqin za konstrukiju takve formule A sa (2n+ 1) qvorova je Gaus-Kronrodova
formula sa stepenom taqnosti najmae 3n+1. Gaus-Kronrodova formula je najveeg
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mogueg stepena taqnosti kada su qvorovi Gausove kvadraturne formule G
(n)
w uk	u-
qeni. Ipak, kao xto je ve pomenuto ranije, realna Gaus-Kronrodova formula ne
postoji u opxtem sluqaju.
Drugi pristup (videti [16℄, [17℄, [36℄) je konstrukija nove kvadraturne formule





za dato θ ∈ R, a potom korixee usredene formule Q2n+1 = θQ
G
n + Qn+1 da bi
se proenila grexka QGn . Kao speijalan sluqaj, Lauri uvodi u [17℄ anti-Gausovu
kvadraturnu formulu QAn+1,
(I −QAn+1)(p) = −(I −Q
G



















, γ > −1,
je posmatrana u [5℄ za Lagerove i Ermitove teinske funkije. Tu je γ birano tako
da se povea stepen taqnosti. Te modifikovane usredene formule su takoÆe usred-
enog tipa i jedinstvene su usredene formule sa maksimalnim stepenom taqnosti.
Ovde ih ozaqavamo sa QGF
2n+1.
Nedavno, koristei rezultate iz [37℄ za karakterizaiju pozitivih kvadraturih
formula, Spalevi u radu [47℄ uvodi novu kvadraturu formulu sa (2n+1) qvorova,
koju nazivamo uopxtena usredena Gausova kvadraturna formula i oznaqavamo sa
QS
2n+1. U sluqaju Lagerovih i Ermitovih teiskih fukija, ispostav	a se da se ta
formula poklapa sa QGF
2n+1. Uopxtena usredena Gausova kvadraturna formula ima
stepen taqnosti najmae 2n+2, ali za jednu klasu funkija taj stepen je 3n+1, pa
se tada ova formula poklapa sa Gaus-Kronrodovom formulom (videti [49℄). Da	e,
u [45℄ su uvedena skraea za uopxtene usredene Gausove kvadraturne formule,
Q
(n−r)
2n−r+1, gde je n > 2 i r = 1, 2, . . . , n− 1. Te formule imaju mae qvorova, a stepen
taqnosti isti kao uopxtene usredene Gausove formule. Zato se one mogu koristiti
kao zamena kada (realne) Gaus-Kronrodove formule ne postoje.
Prema radovima [17℄, [47℄ i [4℄, pomenute usredene Gausove formule imaju realne
qvorove i pozitivne teine, a najvixe dva kraja qvora mogu biti spo	axa, tj.
van intervala integraije. Zato ostaje da se proveri kada je odgovarajua formula
internalna, tj. kada su svi qvorovi unutraxi. Ova osobina je posebno vana kada
integrand nije definisan van intervala integraije. Za vixe klasiqih tein-
skih funkija ta internalost je proverena (videti na primer [17℄ za anti-Gausovu
formulu, [47℄ za uopxtenu usredenu Gausovu formulu i [4℄ za skraea uopxtenih
usredenih Gausovih formula).
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Konstrukija anti-Gausove kvadraturne formule
Iz formule (2.34) vidimo da je
QAn+1(p) = 2I(p)−Q
G
n (p), p ∈ P2n+1.
Sledi da je QAn+1 Gausova formula za linearni funkional 2I −Q
G
n . Qvorovi i te-
ine kvadraturne formule QAn+1 se zato mogu dobiti primenom narednog algoritma.
1. Odrediti koefiijente αj , j = 0, 1, . . . , n i βj, j = 1, 2, . . . , n, koji se pojav	uju u
rekurentnoj relaiji (1.3) koje zadovo	avaju polinomi πj ortogonalni u odnosu
na linearni fukional 2I −QGn . Kao i ranije, uzimamo β0 = (2I −Q
G
n )(π0).
2. Prema teoremi 2.8, qvorovi i teine Gausove kvadraturne formule se mogu
dobiti iz Jakobijeve matrie Jn. Koefiijenti αj, j = 0, 1, . . . , n i βj, j =
















, j = 1, 2, . . . , n.
Neka je pj niz ortogonalnih polinoma u odnosu na teinsku funkiju w(x) i
neka on zadovo	ava rekurentnu relaiju
pj+1(x) = (x− aj)pj(x)− bjpj−1(x), j = 0, 1, . . .
gde su
p−1(x) = 0, p0(x) = 1.








, j = 1, 2, . . . , n.
Glavno zapaae je osobina
(2I −QGn )(p) = I(p),
p ∈ P2n−1, koja sledi iz formule (2.34), pa je
αj = aj, j = 0, 1, . . . , n− 1,
βj = bj , j = 0, 1, . . . , n− 1,
πj = pj, j = 0, 1, . . . , n.
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Ostaje samo da se odrede αn i βn. Kako su taqke x
(n)
i u formuli (2.33) nule polinoma
πn, rezultat primene Gausove formule Q
G
n na bilo koji izraz qiji je faktor πn je









Drugim reqima, uzimamo iste koefiijete koji se pojav	uju u Gausovoj kvadraturnoj
formuli QGn+1, osim xto je koefiijent βn udvostruqen.
Sledeom teoremom (videti [17℄) date su osobine anti-Gausove kvadraturne for-
mule.
Teorema 2.12. Anti-Gausova formula QAn+1 ima sledee osobine:
(1) za teine vai λi > 0, i = 1, 2, . . . , n+ 1;
(2) qvorovi ξi, i = 1, 2, . . . , n + 1, su realni i isprepletani sa qvorovima Gausove
kvadrature formule QGn , tj.
ξ1 < x1 < ξ2 < x2 < · · · < xn < ξn+1;
(3) unutraxi qvorovi ξ2, . . . , ξn lee unutar intervala integraije;
(4) za qvorove ξ1 i ξn+1 vai









gde su pj , j = 0, 1, . . . , n+1, ortogonalni polinomi u odnosu na polaznu tein-
sku funkiju.
Konstrukija uopxtene usredene Gausove formule QS
2n+1
Spalevi u radu [47℄ uvodi novu kvadraturnu formulu QS
2n+1 koja se moe dobiti
iz trodijagonalne matrie JS
2n+1(w) konstruisane na sledei naqin:
(K1) gora kvadratna podmatria reda n+1 je ista kao Jakobijeva matria Jn+1(w)
za Gausovu kvadraturnu formulu sa n + 1 qvorova;
(K2) doa kvadratna podmatria reda l je ista kao obrnuta Jakobijeva matria za

























(K3) preostali elementi su isti kao odgovarajui elementi u Jakobijevoj matrii






















oznaqava n-ti koordinatni vektor u Rn.
Prema konstrukiji dobili smo kvadraturnu formulu sa 2n+1 qvorova koja ima
sledee osobine:
(O1) stepen taqnosti je 2n+ 2;
(O2) qvorovi Gausove formule QGn su podskup novog skupa qvorova;
(O3) teine za te qvorove su jednake polaznim teinima pomnoenim konstantom.
Primetimo da kvadraturna formula QS
2n+1 ima stepen taqnosti 2n + 3, ako je
w(x) parna teinska funkija.
Uopxtene usredene Gausove formule, kao i anti-Gausove formule se mogu dobiti
iz Perstorferovih rezultata o pozitivnim kvadraturnim formulama ([37℄). Neka
je u teoremi 2.11 (4) n = 2l + 1 i
α̃n−1−i = αi i β̃n−i = βi za i = 0, 1, . . . , l − 1, (2.36)
β̃n−l = βn−l za m = 2l − 1, odnosno β̃n−l = βl za m = 2l,
odakle sledi da je
gi = pi, i = 1, 2, . . . , l,
gde je pk moniqni ortogonalni polinom u odnosu na teinsku funkiju w(x).
Vai i obratno: za gl = pl i gl−1 = pl−1, sledi relaija (2.36). Tada se polinom
tn iz teoreme 2.11 svodi na
tn = t2l+1 = plFl+1,
pri qemu je
Fl+1(x) = pl+1(x)− β̃l−1(x) = (x− αl)pl(x)− β̄lpl−1(x),
i β̄l = βl + β̃l+1.
Dakle, uopxtena usredena Gausova kvadraturna formula GS
2l+1 je bazirana na
nulama polinoma t2l+1 = plFl+1. Primetimo da ako je β̃l+1 = βl , m = 2l, tj. β̄l = 2βl,
tada odgovarajua kvadraturna formula ima stepen taqnosti najmae 2l + 1 i zato
je ona usredena Gausova kvadraturna formula koju je uveo Lauri.
Kako je β̄l > 0, sledi da se nule polinoma pl i Fl+1 prepliu. Dakle, unutraxi
qvorovi xFk , k = 2, 3, . . . , l, koji su nule polinoma Fl+1, lee u intervalu [a, b].
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Kvadraturne formule dobijene skraivaem matrie JS
2n+1
U radu [45℄ su posmatrane kvadraturne formule Q
(n−r)
2n−r+1, n > 2, odreÆene skrai-
vaem matrie JS
2n+1 za posledih r vrsta i kolona, gde je r = 1, 2, . . . , n− 1. Ovako
dobijena kvadraturna formula ima mae qvorova, ali u opxtem sluqaju ima isti
stepen taqnosti kao kvadraturna formula QS
2n+1 (videti [4℄). Ovaj postupak nam je
od znaqaja jer se skraivaem matrie moe dobiti unutraxa kvadraturna for-
mula, qak i ako je polazna kvadraturna formula imala spo	axe qvorove. Ovako
dobijene kvadraturne formule zovemo skraenim uopxtenim usredenim.
Najjednostavnije skraene uopxtene usredene Gausove kvadraturne formule do-
bijamo za r = n− 1. One su bazirane na nulama polinoma
tn+2(x) = (x− αn−1)pn+1(x)− βn+1pn(x).

































Drugim reqima, matria Ĵn+2 se dobija iz matrie Jn+2 zamenom qlana αn+1 sa αn−1.
Iz rezultata Perstorfera u [37℄ sledi da su i kvadraturne formule Q
(1)
2n+2 pozi-
tivne. Xtavixe, jasno je da su nule polinoma tn+2 isprepletane sa nulama polinoma
pn+1. Prema tome, pod pretpostavkom da je kvadraturna formula odreÆena matri-
om Jn+1 unutraxa, meÆu nulama polinoma tn+2 samo najvea i najmaa mogu biti
spo	axe.
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3. Oena grexke Gaus-Lobatoove kvadraturnefor-
mule za Bernxtajn-Segeove teinske funkije
3.1. Uvod
Gaus-Lobatoova kvadraturna formula za (nenegativnu) teinsku funkiju w na




f(t)w(t)dt = λ0f(−1) +
n∑
ν=1
λνf(τν) + λn+1f(1) +Rn(f), (3.1)
gde su τν nule (moniqnog) ortogonalnog polinoma π
L
n (·) = π
L
n (·;w
L) stepena n u odnosu
na teinsku funkiju wL(t) = (1− t2)w(t) i Rn(f) je odgovarajua grexka.
Ovde su teinske funkije w Bernxtajn-Segeovog tipa,





, t ∈ (−1, 1), γ ∈ (−1, 0], (3.2)
w(t) ≡ w(∓1/2,±1/2)γ (t) =




, t ∈ (−1, 1), γ ∈ (−1, 0]. (3.3)
Qebixov	eve teinske funkije su speijalni sluqajevi teinskih funkija
(3.2) i (3.3) za γ = 0.
Oznaqimo (moniqne) ortogonalne polinome u odnosu na teinske funkije (3.2)
i (3.3) sa π
(∓1/2)
n (·) i π
(∓1/2,±1/2)
n (·), redom.
Neka je f analitiqka funkija u domenu D koji sadri interval [−1, 1] i neka je
Γ prosta zatvorena kriva u domenu D koja sadri interval [−1, 1]. Tada se ostatak



































gde je ℓ(Γ) duina konture Γ. Ovde uzimamo da je Γ elipsa Eρ, qiji su fokusi taqke
±1, a suma enih poluosa je ρ > 1:
Eρ =
{






, 0 ≤ θ ≤ 2π
}
, u = ρ eiθ.

































γ (t), gde je w
(1/2)
γ (t) data formulama























(Un(z)− γUn−2(z)), n > 1, (3.7)
i Un je Qebixov	ev polinom druge vrste.
Neka je z = (u+ u−1)/2, gde je u = z +
√
z2 − 1 i u−1 = z −
√


































(An − γAn−2) ,











































za n > 1. (3.9)
Da	e je
(1− z2)π(1/2)n (z) = −
1
2n+2
(un+1 − u−n−1 − γ(un−1 − u−n+1))(u− u−1).
Dakle, izraz za jezgro u formuli (3.6) postaje
K(−1/2)n (z) =
4π(1 + γ)2
un−1(γ − u2)(un+1−u−n−1 − γ(un−1−u−n+1))(u−u−1)
. (3.10)
Da bismo odredili goru graniu za modul jezgra Kn, oznaqimo
A(θ) =|γ − u2|2 = ρ4 − 2γρ2 cos 2θ + γ2,
B(θ) =|u− u−1|2 = 2(a2 − cos 2θ), (3.11)
C(θ) =|un+1 − u−n−1 − γ(un−1 − u−n+1)|2 = 2(a2n+2 − cos(2n+ 2)θ)
+ 2γ2(a2n−2 − cos(2n− 2)θ)− 4γ(a2n cos 2θ − a2 cos 2nθ),
gde je aj = (ρ
j + ρ−j)/2. Tako formula (3.10) postaje







U glavnim teoremama u ovoj sekiji ispitujemo asimptotsko ponaxae posmatra-
em samo vodeeg koefiijenta. To nije dovo	no u opxtem sluqaju, ali ovde jeste
i za to postoji formalan dokaz (nalazi se u preglednom qlanku Error estimates of
Gaussian type quadrature formulae for analyti funtions on ellipses - a survey of reent
results, D. Lj. Djuki¢, R. M. Mutavdºi¢ Djuki¢, A. V. Pej£ev, M. M. Spalevi¢, koji se
nalazi na reenziji u qasopisu Eletroni Transations on Numerial Analysis).
Teorema 3.1. Za Gaus-Lobatoovu kvadraturnu formulu (3.1) sa teinskom funki-
jom w
(−1/2)
γ , gde je n > 1 i γ ∈ (−1, 0), za svako ρ dovo	no veliko, modul jezgra (3.12)
je maksimalan na realnoj osi (θ = 0) ako je γ > −1
2
i na pozitivnoj imaginarnoj

















)∣∣∣ , za γ < −1
2
,
za sve ρ > ρ∗.
Ako je n = 1, modul jezgra (3.12) postie maksimalnu vrednost na realnoj osi
(θ = 0).
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Dokaz. Korixeem oznaka iz formula (3.11), treba pokazati da za θ0 = 0 ili








Iθ,θ0(ρ) = A(θ)B(θ)C(θ)−A(θ0)B(θ0)C(θ0) > 0,
za dovo	no veliko ρ i svako θ ∈ [0, π
2
]. Ovo e vaiti ako i samo ako je vodei
koefiijent izraza Iθ,θ0(ρ), napisanog kao stepeni red po ρ, pozitivan.
Za θ = 0 i θ = π/2 imamo
A(0) = ρ4 − 2γρ2 + γ2, A(π
2
) = ρ4 + 2γρ2 + γ2,
B(0) = 2(a2 − 1), B(
π
2
) = 2(a2 + 1),
C(0) = 2(a2n+2 − 1) + 2γ
2(a2n−2 − 1)− 4γ(a2n − a2),
C(π
2
) = 2a2n+2 + 2γ
2a2n−2 + 4γa2n + (−1)
n(2 + 2γ2 − 4γa2),
Za n = 1 vodei koefiijent u izrazu Iθ,0(ρ) je
2(1 + γ)(1− cos 2θ)
i pozitivan je za γ ∈ (−1, 0) i svako θ ∈ (0, π
2
].
Pretpostavimo sada da je n > 1.
Stepen od ρ u izrazu Iθ,0(ρ) je najvixe 2n+ 6 i koefiijent uz ρ
2n+6
je
2 (1 + 2γ) (1− cos 2θ) ,
xto je pozitivno za γ > −1
2
i θ ∈ (0, π
2
].
Sliqno, izraz Iθ,π/2(ρ) je polinom stepena najvixe 2n+6 po ρ i vodei koefii-
jent je
−2 (1 + 2γ) (1 + cos 2θ) ,
xto je pozitivno za γ < −1
2
i θ ∈ [0, π
2
).
Da	e, za γ = −1
2
, deo izraza Iθ,0(ρ) koji sadri dva najvea stepena od ρ je
5 sin2 2θρ2n+4 + (2 + 3
2
cos 2θ − 2 cos3 2θ − 3
2
cos 6θ)ρ2n+2, za n = 2,




cos 2θ − 2 cos3 2θ − cos 6θ)ρ2n+2, za n = 3,




cos 2θ − 2 cos3 2θ)ρ2n+2, za n > 3.
Tako je vodei koefiijent trivijalno pozitivan za θ ∈ (0, π
2
), dok je za θ = π
2
on
jednak 4, 3 i 1, redom.
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Posmatrajmo formulu (3.1) za w = w
(1/2)













































n (t) je moniqni ortogonalni polinom n-tog stepena
u odnosu na teinsku funkiju w
L(1/2)











, n > 1, (3.13)
gde je
α =
n− γn+ 3− γ
4(n− γn+ 1 + γ)
> 0. (3.14)










(t2 − 1)(z − t)





Dakle, iz formule (3.9) dobijamo
̺(1/2)n (z) =
π(4αu2 − 1)(1 + γ)2
2n+2un+1(u2 − γ)
.
Xtavixe, zamenom (3.7) i (3.8) u (3.13) sledi





Q = un+3 − u−n−3 − (γ + 4α)(un+1 − u−n−1) + 4αγ(un−1 − u−n+1).
Konaqno je
K(1/2)n (z) =
π(1 + γ)2(4αu2 − 1)(u− u−1)
un+1(γ − u2) ·Q
. (3.15)
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Da bismo odredili goru graniu za modul jezgra, zapiximo
D(θ) = |4αu2 − 1|2 = 16α2ρ4 − 8αρ2 cos 2θ + 1,
E(θ) = |Q|2 = 2(a2n+6 − cos(2n+6)θ) + 2(γ + 4α)
2(a2n+2 − cos(2n+2)θ)
+32α2γ2(a2n−2 − cos(2n−2)θ
−4(γ + 4α)(a2n+4 cos 2θ − a2 cos(2n+4)θ)
+16αγ(a2n+2 cos 4θ − a4 cos(2n+2)θ)
−16αγ(γ + 4α)(a2n cos 2θ − a2 cos 2nθ).
Tada izraz (3.15) postaje







gde su A i B definisani prvim dvema jednaqinama u formuli (3.11).
Teorema 3.2. Za Gaus-Lobatoovu kvadraturnu formulu (3.1) u odnosu na tein-
sku funkiju w
(1/2)
γ , za n > 2 i γ ∈ (−1, 0), modul jezgra (3.16) je maksimalan na









)∣∣∣∣ , za ρ > ρ∗.










Za n = 2 modul je maksimalan na pozitivnoj imaginarnoj polu-osi (θ = π/2) za
γ < g1, a na realnoj osi (θ = 0) za γ > g1, gde je g1 ≈ −0,0474 najmaa nula polinoma
−6γ3 + 23γ2 − 20γ − 1.








Iθ,θ0(ρ) = B(θ0)D(θ0)A(θ)E(θ)−B(θ)D(θ)A(θ0)E(θ0) > 0
za dovo	no veliko ρ i svako θ ∈ [0, π
2
]. To e vaiti ako i samo ako je vodei
koefiijent izraza Iθ,θ0(ρ), napisanog kao stepeni red po ρ, pozitivan.
Za θ = 0 i θ = π/2 imamo
D(0) =16α2ρ4 − 8αρ2 + 1, D(π
2
) = 16α2ρ4 + 8αρ2 + 1,
E(0) =2(a2n+6 − 1) + 2(γ + 4α)
2(a2n+2 − 1) + 32α
2γ2(a2n−2 − 1)
− 4(γ + 4α)(a2n+4 − a2) + 16αγ(a2n+2 − a4)− 16αγ(γ + 4α)(a2n − a2),
E(π
2
) =2a2n+6 + 4(γ + 4α)a2n+4 + (16αγ + 2(γ + 4α)
2)a2n+2
+ 16αγ(γ + 4α)a2n + 32α
2γ2a2n−2
+ (−1)n[2+2(γ + 4α)2+32α2γ2+4(γ+4α)(1+4αγ)a2+16αγa4].
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Lako se vidi da je izraz Iθ,π/2(ρ) najvixe stepena 2n+14 po ρ i da je koefiijent
uz ρ2n+14 jednak
8α(−16α2 − 8γα + 4α+ 1)(1 + cos 2θ),
xto prema formuli (3.14) postaje
8α(−2γ3(n2 − 1) + γ2(5n2 + 4n− 5)− 4γ(n2 + n− 1) + n2 − 5)
(1 + γ + n− γn)2
(1 + cos 2θ).
Za n > 2 i γ ∈ (−1, 0), ovo je oqigledno pozitivno za sve θ ∈ [0, π
2
). Da	e, za n = 1 i
n = 2 ovaj koefiijent je
8α(γ2 − γ − 1)(1 + cos 2θ),
tj.
8α(−6γ3 + 23γ2 − 20γ − 1)
(γ − 3)2
(1 + cos 2θ),
xto je pozitivno na θ ∈ [0, π
2




i γ < g1, redom.
Da	e, koefiijent u izrazu Iθ,0(ρ) uz ρ
2n+14
je
8α(16α2 + 8γα− 4α− 1)(1− cos 2θ),
xto je pozitivno na θ ∈ (0, π
2




ako je n = 1 i za γ > g1 ako je n = 2.




) i (n, γ) = (2, g1) izraz Iθ,0(ρ) je najvixe stepena















redom, xto je pozitivno za sve θ ∈ (0, π
2
].





w(−1/2,1/2)γ (t) = w
(1/2,−1/2)
γ (−t),
dovo	no je posmatrati samo teinsku funkiju w
(1/2,−1/2)
γ .











































wL(1/2,−1/2)γ = (1− t























(1− γ)n+ 1 + γ
> 0.










(t− 1)(z − t)






π(2βu− 1)(1 + γ)2
2n+1un(u2 − γ)
.
Da	e, zamenom formula (3.7) i (3.8) u formulu (3.17) sledi










(un+2 − u−n−2 − γ(un − u−n)
−2β(un+1 − u−n−1) + 2βγ(un−1 − u−n−1)).
Zato je
K(1/2,−1/2)n (z) =
2π(2βu− 1)(1 + γ)2






P = un+2 − u−n−2 − γ(un − u−n)− 2β(un+1 − u−n−1) + 2βγ(un−1 − u−n−1).
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Da bismo izveli goru graniu za modul jezgra, zapiximo
F (θ) = |2βu− 1|2 = 4β2ρ2 − 4βρ cos θ + 1,
G(θ) = |u− 1|2 = ρ2 − 2ρ cos θ + 1,
H(θ) = |u+ 1|2 = ρ2 + 2ρ cos θ + 1,
J(θ) = |P |2=2(a2n+4 − cos(2n+ 4)θ) + 2γ
2(a2n − cos 2nθ)
+8β2(a2n+2− cos(2n+ 2)θ) + 8β
2γ2(a2n−2− cos(2n− 2)θ)
−4γ(a2n+2 cos 2θ − a2 cos(2n + 2)θ)
−8β(a2n+3 cos θ − a1 cos(2n+ 3)θ)
+8βγ(a2n+1 cos 3θ − a3 cos(2n + 1)θ)
+8βγ(a2n+1 cos θ − a1 cos(2n+ 1)θ)
−8βγ2(a2n−1 cos θ − a1 cos(2n− 1)θ)
−16β2γ(a2n cos 2θ − a2 cos 2nθ).
Tada formula (3.18) postaje







gde je A dato prvom jednaqinom u formuli (3.11).
Teorema 3.3. Za Gaus-Lobatoovu kvadraturnu formulu (3.1) sa teinskom funk-
ijom w
(1/2,−1/2)
γ , gde je γ ∈ (−1, 0), modul jezgra (3.19) je maksimalan na negativnoj










)∣∣∣∣ za ρ > ρ∗.








Iθ(ρ) = F (π)G(π)A(θ)H(θ)J(θ)− F (θ)G(θ)A(π)H(π)J(π) > 0
za dovo	no veliko ρ i svako θ ∈ [0, π].
Stepen izraza Iθ(ρ) po ρ je 2n+ 13 i koefiijent uz ρ
2n+13
je
4β(−4β2 + 4β + 1)(1 + cos θ),
tj.
4β(γ2 (2n2 − 4n+ 1) + γ (6− 4n2) + 2n2 + 4n+ 1)
(−nγ + γ + n+ 1)2
(1 + cos θ).
Ovo je oqigledno pozitivno za sve n > 1, γ ∈ (−1, 0) i θ ∈ [0, π). Moe se pokazati
da je ovo pozitivno i za n = 1, γ ∈ (−1, 0) i θ ∈ [0, π).
55
Sada tvrÆee za teinsku funkiju w
(−1/2,1/2)
γ vai po simetriji.
Teorema 3.4. Za Gaus-Lobatoovu kvadraturnu formulu (3.1) za teinsku funkiju
w
(−1/2,1/2)
γ , gde je γ ∈ (−1, 0), modul jezgra (3.19) je maksimalan na pozitivnoj realnoj









)∣∣∣∣ za ρ > ρ∗.
3.5. Numeriqki rezultati
U teoremama 3.1, 3.2 i 3.3 pokazali smo da se, za dato n i γ, argument θ maksimuma
z funkije |Kn(z)| na Eρ konaqno stabilizuje za neku vrednost θ0 ∈ {0, π/2, π} kako
ρ raste. Najmaa vrednost ρ za koju se ovo dexava je oznaqeno sa ρ∗. Tabele koje
slede u svakom navedenom sluqaju pokazuje vrednost ρ∗ dobijenu eksperimentalno sa
4 znaqajne ifre.
Tabela 1: Najmaa mogua odgovarajua vrednost ρ∗ iz teoreme 3.1
u sluqaju teinske funkije w
(−1/2)
γ za n = 10.
γ −0,99 −0,9 −0,8 −0,7 −0,6 −0,5 −0,4 −0,3 −0,2 −0,1
ρ∗ 1,006 1,056 1,097 1,133 1,183 1,001 1,001 1,001 1,001 1,001
Tabela 2: Najmaa mogua odgovarajua vrednost ρ∗ iz teoreme 3.1
u sluqaju teinske funkije w
(1/2)
γ za n = 10.
γ −0,99 −0,9 −0,8 −0,7 −0,6 −0,5 −0,4 −0,3 −0,2 −0,1
ρ∗ 1,006 1,054 1,092 1,124 1,152 1,179 1,204 1,229 1,255 1,282
Tabela 3: Najmaa mogua odgovarajua vrednost ρ∗ iz teoreme 3.1
u sluqaju teinske funkije w
(−1/2,1/2)
γ za n = 10.
γ −0,99 −0,9 −0,8 −0,7 −0,6 −0,5 −0,4 −0,3 −0,2 −0,1
ρ∗ 1,001 1,001 1,001 1,001 1,001 1,001 1,001 1,001 1,001 1,001




koristei Gaus-Lobatoovu formulu (3.1), gde je w
(−1/2)
γ (t) dato formulom (3.2). Funk-
ija f1(z) = cos(z) je ela i vai
max
z∈Eρ




Duina elipse u formuli (3.5) moe biti oeena pomou (videti [50, jedn.
(2.2)℄)
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gde je a1 =
1
2
(ρ+ ρ−1). Tako dobijamo oenu grexke










gde su A,B,C i θ0 opisani u teoremi 3.1.
U tabeli 4 ova oena je uporeÆena sa oenama (1.7) i (4.2) iz rada [33℄ i stvarnom













(f1), r(f1) i Error za neke n i γ ∈ (−1, 0)










2 −0,9 1,36(−6) 4,43(−6) 4,09(−6) 1,33(−6)
5 −0,9 3,20(−14) 1,43(−13) 1,37(−13) 3,15(−14)
10 −0,9 1,33(−29) 7,96(−29) 7,78(−29) 1,32(−29)









2 −0,5 3,41(−5) 1,11(−4) 1,02(−4) 3,30(−5)
5 −0,5 8,01(−13) 3,58(−12) 3,43(−12) 7,86(−13)
10 −0,5 3,33(−28) 1,99(−27) 1,94(−27) 3,30(−28)
20 −0,5 2,54(−64) 2,08(−63) 2,06(−63) 2,53(−64)
2 −0,1 1,11(−4) 3,63(−4) 3,32(−4) 1,07(−4)
5 −0,1 2,59(−12) 1,16(−11) 1,11(−11) 2,55(−12)
10 −0,1 1,08(−27) 6,45(−27) 6,30(−27) 1,07(−27)
20 −0,1 8,24(−64) 6,74(−63) 6,66(−63) 8,19(−64)
3.6. Zak	uqak
Za jednu klasu Bernxtajn-Segeovih teinskih funkija za analitiqke inte-
grande dobijene su ekspliitne oene u radovima [51℄, [52℄, [53℄ za Gausove kvadra-
turne formule i u radovima [41℄ i [3℄ za Gaus-Radauove i Gaus-Kronrodove kvadra-
turne formule. U ovoj sekiji nastav	ena je analogna analiza za Gaus-Lobatoove




4. Oena grexke u Kronrodovoj ekstenziji uop-
xtene Miqeli-Rivlinove formule za anali-
tiqke funkije
4.1. Ostatak Kronrodove ekstenzije uopxtene Miqeli-Riv-
linove formule za analitiqke funkije
Posmatrajmo kvadraturne formule (2.26). Neka je f analitiqka funkija u do-
menu D koja sadri interval [−1, 1] i neka je Γ prosta zatvorena kriva u domenu
D koja sadri interval [−1, 1]. Pretpostavimo da znamo vrednosti funkije f i
enih izvoda f (i), i = 1, 2, . . . , 2s − 1, u qvorovima x1, x2, . . . , xn u intervalu [−1, 1],
kao i da znamo vrednosti funkije f u qvorovima y1, y2, . . . , yn+1 u intervalu [−1, 1],
pri qemu je
y1 < x1 < y2 < x2 < · · · < yn < xn < yn+1.
Neka je
t2ν = xν , ν = 1, 2, . . . , n, t2ν−1 = yν , ν = 1, 2, . . . , n+ 1.
Koristei rezultat Gonqarova iz [12℄, grexka Ermitove interpolaije funkije f
se moe predstaviti u obliku














gde su ℓi,ν osnovne funkije Ermitove interpolaije, sν = s ako je tν ∈ {x1, . . . , xn},














Oznaqimo sa xν nule Qebixov	evog polinoma prve vrste Tn, tj. xν = τν za
ν = 1, 2, . . . , n. Za ν = 1, 2, . . . , n− 1, neka su ην nule Qebixov	evog polinoma druge
vrste Un−1. Uvedimo oznake y1 = τ̂1 = −1, yν+1 = τ̂ν+1 = ην za ν = 1, 2, . . . , n − 1
i yn+1 = τ̂n+1 = 1. Dakle, taqke yν = τ̂ν su nule polinoma (t
2
− 1)Un−1 i one
predstav	aju odgovarajue qvorove u formuli (2.26) (videti [27℄).
Mnoeem formule (4.1) sa ω(t)Tn(t), gde je ω(t) = 1/
√
1− t2 i integraijom po







gde je jezgro Kn,s dato formulom
Kn,s(z) =
ρn,s(z)










(1− t2)T 2s+1n (t)Un−1(t) dt. (4.4)
Modul jezgra je simetriqan u odnosu na realnu osu, tj. |Kn,s(z̄)| = |Kn,s(z)|.
TakoÆe, na osnovu simetrije Jakobijevih polinoma Tn(z) i Un(z) vai |Kn,s(−z̄)| =
|Kn,s(z)|. Dakle, modul jezgra je simetriqan u odnosu na obe ose.
4.2. L∞- oena grexke























cos(2s− 2k + 1)nθ sin nθ sin θ
















































= 0 za k < 0. Korixeem formule 3.613.1 iz [13℄














































































(u− u−1)(un + u−n)2s(un − u−n)
. (4.6)
Neka je
u = ρeiθ i Cs,k =
(
2s+ 1
































B(θ) = ρ2|u− u−1|2 = ρ4 − 2ρ2 cos 2θ + 1,
C(θ) = ρ2n|un − u−n|2 = ρ4n − 2ρ2n cos 2nθ + 1,









Grafii funkije θ 7→ |Kn,s(z)| za date vrednosti n, s i ρ su prikazani na slii
4.1. Kako je modul jezgra simetriqan u odnosu na obe ose, dovo	no je posmatrati
interval [0, π/2].

















Slika 4.1: Funkije θ 7→ |K10,s(z)| za s = 1 (isprekidana linija) i s = 2 (puna
linija) za a) ρ = 1,03 i b) ρ = 1,05.
Sada moemo formulisati sledei rezultat.
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za svako ρ > ρ0.












treba da vai Iθ,0(ρ) 6 0 za svako ρ vee od nekog ρ0 = ρ0(n, s). Izraz Iθ,0(ρ) je
polinom stepena 12sn + 4n + 2 sa vodeim koefiijentom 2C2s,0(cos 2θ − 1), koji je
negativan za θ ∈ (0, π/2]. Zato je Iθ,0(ρ) negativan za dovo	no veliko ρ.
Teorema 4.2. Neka je n = 1.










za svako ρ > ρ0.










za svako ρ > ρ0.
Dokaz. Za n = 1 imamo
A(θ) = C2s,0ρ
4s + 2Cs,0Cs,1ρ
4s−2 cos 2θ + · · · ,
B(θ) = C(θ) = ρ4 − 2ρ2 cos 2θ + 1,




4s−2 + · · · ,
B(0) = C(0) = ρ4 − 2ρ2 + 1,
D(0) = ρ4 + 2ρ2 + 1.
Tada je
A(θ)B(0)C(0)D(0)2s = C2s,0ρ
12s+8 + (C2s,0(4s− 4) + 2Cs,0Cs,1 cos 2θ)ρ
12s+6 + · · ·
i
A(0)B(θ)C(θ)D(θ)2s = C2s,0ρ
12s+8 + (C2s,0(4s− 4) cos 2θ + 2Cs,0Cs,1)ρ





















Koefiijent u izrazu Iθ,0(ρ) uz ρ
12s+6
je
(C2s,0(4s− 4)− 2Cs,0Cs,1)(1− cos 2θ) = 4C
2
s,0
s2 + s− 3
s + 3
(1− cos 2θ),





4s−2 + · · · ,
B(π/2) = C(π/2) = ρ4 + 2ρ2 + 1, D(π/2) = ρ4 − 2ρ2 + 1.
Sliqno prethodnom sluqaju, vodei koefiijent u izrazu Iθ,π/2(ρ) je
−4C2s,0
s2 + s− 3
s+ 3
(1 + cos 2θ)
i negativan je za θ ∈ [0, π/2) i s > 1.
4.3. L1- oena grexke







gde je jezgro Kn,s(z) dato pomou (4.6).
Neka je z = 1
2
(u + u−1), pri qemu je u = ρeiθ. Ako oznaqimo aj =
1
2
(ρj + ρ−j) za
j ∈ N, imamo
|un ± u−n|2 = 2(a2n ± cos 2nθ).




a2 − cos 2θ dθ (videti i [14℄) u (4.7), zamenom (4.6) i korix-



























































































4jn+2kn, k = 1, 2, . . . , s. (4.9)












(a2n − cos 2nθ)(a2n + cos 2nθ)2s
dθ.












(a2n − cos θ)(a2n + cos θ)2s
dθ. (4.10)























Sada smo spremni da dokaemo glavni rezultat.















































i znak prim pored znaka za sumu oznaqava da je prvi qlan sume prepolov	en.














(a2n + cos θ)2s
dθ, (4.14)












































Sledi da se (4.14) svodi na (4.12).
Primedba 4.1. Neka je x = ρ4n. Prva tri polinoma Qs(x) u jednaqini (4.13) su
Q1 = 1− 3x+ 4x
2,
Q2 = 1− 7x+ 22x
2
− 42x3 + 81x4 + 25x5,
Q3 = 1− 11x+ 56x
2
− 176x3 + 385x4 − 431x5 + 3536x6 + 2744x7 + 196x8.
Primetimo da je degQs = 3s− 1.
4.4. Oena grexke bazirane na razvijau u red
















Ovaj red konvergira za sve z u unutraxosti elipse Eρ. Kao i ranije, znak prim
pored znaka za sumu oznaqava da je prvi qlan sume prepolov	en.














u(1− u−2)u2sn(1 + u−2n)2sun(1− u−2n)
. (4.16)
Prema binomnoj teoremi, za |u−2n| < 1 imamo


































































i p = −(2s+3)n− 2((j+ k)n+ i)− 1. Koefiijent uz qlan u−(2s+3)n−2(an+b)−1 za koji











2s− 1 + j
2s− 1
)


















pri qemu koefiijenti ε
(s)
n,k ne zavise od f . S druge strane, ε
(s)
n,2j+1 = 0 za j = 0, 1, . . .
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, k = 2, 3, . . . (4.22)
Oqigledno je ε
(s)























2s− 1 + i
2s− 1
)
, k = 2jn,
0, k 6= 2jn,
(4.23)








da bismo odredili ekspliitnu oenu za opxte s, treba nam znak izraza ε
(s)
n,k. U
ispitivau ovog znaka bie nam potreban raqun koji sledi.





























































Suma S2 se moe izraqunati korixeem leme 3 iz [43℄, pa je
S2 =
2js+ 2s2 + 3s+ 1









S druge strane, sumu S1 ne moemo izraqunati u zatvorenom obliku. Ipak, kako
nam treba samo znak izraza S1 − S2, dovo	no je nai zadovo	avajua ograniqea za
S1. Gora grania za sumu S1 je odreÆena narednim tvrÆeem.













2s− 1 + j
2s− 1 + 2j
(




Dokaz. Koristimo indukiju po j. Za j = 0 i j = 1 nejednakost (4.29) vai trivi-
jalno, jer je ekvivalentna nejednakostima





Pretpostavimo da oena (4.29) vai za neko j ∈ N0. Pokazaemo da ona takoÆe









2s+ 1 + j
2s+ 3 + 2j
(













2s− 1 + j
2s− 1
(















2s+ 1 + j
2s− 1
)(
2s− 1 + j
2s− 1 + 2j
(j + 1)(j + 2)
(2s+ j)(2s+ 1 + j)
−
j + 2




dovo	no je pokazati da vai
2s− 1 + j
2s− 1 + 2j
(j + 1)(j + 2)
(2s+ j)(2s+ 1 + j)
−
j + 2
2s+ 1 + j
+ 1 6
2s+ 1 + j
2s+ 3 + 2j
,
xto je ekvivalentno sa
(j + 2)(4(s− 2)s+ 3)
(j + 2s)(j + 2s+ 1)(2j + 2s− 1)(2j + 2s+ 3)
> 0,
pa oqigledno vai za s > 1.
Ovaj rezultat emo upotrebiti da izvedemo i dou graniu za S1.
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Lema 4.2. Za svako j ∈ N0 i s ∈ N, s > 1 imamo
S1 >
(2s− 3 + j)(2s− 1 + j) + j
(2s+ 2j − 3)(2s+ j − 1)
(
















2s− 2 + j
2s− 3 + 2j
(






























2s− 2 + j
2s− 3 + 2j
(




Ovo je ekvivalentno traenoj nejednakosti.































) = 2js+ 2s2 + 3s+ 1














(2s− 3 + j)(2s− 1 + j) + j
(2s+ 2j − 3)(2s+ j − 1)
−
2js+ 2s2 + 3s+ 1




Prethodni izraz je pozitivan ako i samo ako je
0 < I = ((2s− 3 + j)(2s− 1 + j) + j)(j + s+ 1)(j + s+ 2)(4s+ 2)
−(2js + 2s2 + 3s+ 1)(2s+ j)(2s+ 2j − 3)(2s+ j − 1)
= 2j4 + 2j3(−1 + 8s) + j2(−3− 15s+ 46s2) + j(3− 17s− 46s2 + 64s3)
+4(3 + s− 14s2 − 4s3 + 8s4).
Za s > 1, svi koefiijenti u izrazu I posmatranom kao polinom po j su pozitivni,







za s ∈ N, s > 1 i j ∈ N0.






((−1)j(2j + 5) + 3), j = 0, 1, . . . ,
i ε
(1)
n,2jn = 0 inaqe, pa jednakost (4.33) vai i u ovom sluqaju.
Ovim je dokazan sledei rezultat.
Lema 4.3. Za ε
(s)





za s ∈ N i j ∈ N0.
Sada emo iz (4.24) izvesti ekspliitnu oenu za |Rn,s(fTn)|.
U opxtem sluqaju, Qebixov	evi koefiijenti αk u (4.15) su nepoznati. Ipak,
























Mada su funkije ε
(s)
n,2jn i same sume, ispostav	a se da se funkija F (ρ) moe izra-
ziti kao konaqna suma.















ρn(ρ2n − 1)2s(ρ2n + 1)
. (4.38)
Dokaz. Iz formule (4.17) nalazimo
1







































































xto se korixeem (4.23) i (4.34) svodi na (4.37).
Najzad moemo da formulixemo glavni rezultat koji smo ovim dokazali.




























korixeem kvadraturne formule (2.26) za dve ele funkije.
Ako oznaqimo oene u podsekijama 4.2, 4.3 i 4.4 sa |R
(i)

















, i = 2, 3, (4.43)
gde je ρ0 definisano u teoremi 4.1, a funkije Bi za i = 1, 2, 3 su definisane ispod.
Numeriqki primeri pokazuju da su, za sve n i sve s, odgovarajue vrednosti ρ0(n, s)
veoma blizu broju 1 (u veini sluqajeva su mae od 1,1).




















gde je a1 =
1
2
















































ρn(ρ2n − 1)2s(ρ2n + 1)
. (4.46)
Ove grexke su izraqunate za neke vrednosti n, s i ω. ,,Error" je stvarna grexka, a
Iω je taqna vrednost integrala.
Primer 1. Neka je
f(z) = f0(z) = e
ωz2 , ω > 0.











Odgovarajui rezultati su prikazani u tabeli 4.1.
Tabela 4.1: Vrednosti oena r1(f0), r2(f0) i r3(f0) za neke vrednosti n, s i ω.
n s ω r1(f0) r2(f0) r3(f0) Error Iω
8 1 1 4,43(−29) 4,37(−29) 4,37(−29) 3,88(−30) 8,53(−4)
8 2 1 1,59(−44) 1,57(−44) 1,57(−44) 1,18(−45) 8,53(−4)
8 1 5 3,54(−14) 3,32(−14) 3,32(−14) 2,94(−15) 5,28(+0)
8 2 5 4,78(−24) 4,56(−24) 4,56(−24) 3,42(−25) 5,28(+0)
8 1 10 6,12(−7) 5,35(−7) 5,35(−7) 4,69(−8) 2,38(+3)
8 2 10 1,94(−14) 1,76(−14) 1,76(−14) 1,32(−15) 2,38(+3)
8 1 15 3,91(−2) 3,17(−2) 3,17(−2) 2,73(−3) 4,99(+5)
8 2 15 2,79(−8) 2,41(−8) 2,41(−8) 1,78(−9) 4,99(+5)
10 1 1 7,55(−39) 7,48(−39) 7,48(−39) 5,95(−40) 4,25(−5)
10 2 1 3,18(−59) 3,16(−59) 3,16(−59) 2,13(−60) 4,25(−5)
10 1 5 1,84(−20) 1,75(−20) 1,75(−20) 1,39(−21) 1,25(+0)
10 2 5 7,36(−34) 7,10(−34) 7,10(−34) 4,77(−35) 1,25(+0)
10 1 10 9,58(−12) 8,61(−12) 8,61(−12) 6,78(−13) 1,00(+3)
10 2 10 3,66(−22) 3,39(−22) 3,39(−22) 2,27(−23) 1,00(+3)
10 1 15 4,25(−6) 3,60(−6) 3,60(−6) 2,81(−7) 2,74(+5)
10 2 15 8,43(−15) 7,51(−15) 7,51(−15) 5,00(−16) 2,74(+5)
14 1 1 1,27(−59) 1,26(−59) 1,26(−59) 8,51(−61) 6,32(−8)
14 2 1 2,38(−90) 2,36(−90) 2,36(−90) 1,35(−91) 6,32(−8)
14 1 5 2,94(−34) 2,84(−34) 2,84(−34) 1,91(−35) 4,39(−2)
14 2 5 3,28(−55) 3,20(−55) 3,20(−55) 1,82(−56) 4,39(−2)
14 1 10 1,46(−22) 1,36(−22) 1,36(−22) 9,09(−24) 1,19(+2)
14 2 10 2,55(−39) 2,41(−39) 2,41(−39) 1,37(−40) 1,19(+2)
14 1 15 3,37(−15) 3,01(−15) 3,01(−15) 2,00(−16) 5,92(+4)
14 2 15 1,59(−29) 1,47(−29) 1,47(−29) 8,29(−31) 5,92(+4)
Primer 2. Neka je
f(z) = f1(z) = e
cos(ωz), ω > 0.
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Kao u prethodnom primeru, dobijene grexke vae za Eρ, ρ > 1. Imamo
max
z∈Eρ




Odgovarajui rezultati su prikazani u tabeli 4.2.
Tabela 4.2: Vrednosti oena r1(f1), r2(f1) i r3(f1) za neke vrednosti n, s i ω.
n s ω r1(f1) r2(f1) r3(f1) Error Iω
8 1 0,5 5,54(−39) 5,50(−39) 5,50(−39) 3,34(−40) 1,08(−6)
8 2 0,5 1,21(−56) 1,21(−56) 1,21(−56) 6,03(−58) 1,08(−6)
8 1 1 3,07(−27) 2,99(−27) 2,99(−27) 1,80(−28) 1,98(−4)
8 2 1 3,81(−40) 3,73(−40) 3,73(−40) 1,85(−41) 1,98(−4)
8 1 5 1,89(−5) 1,16(−5) 1,16(−5) 5,81(−7) 3,11(−1)
8 2 5 8,23(−9) 5,39(−9) 5,39(−9) 2,25(−10) 3,11(−1)
8 1 10 3,14(−1) 9,48(−2) 9,65(−2) 4,06(−3) 1,07(+0)
8 2 10 1,93(−2) 6,80(−3) 7,10(−3) 1,98(−4) 1,07(+0)
10 1 0,5 3,30(−50) 3,29(−50) 3,29(−50) 1,75(−51) −1,29(−8)
10 2 0,5 8,16(−73) 8,12(−73) 8,12(−73) 3,56(−74) −1,29(−8)
10 1 1 1,71(−35) 1,67(−35) 1,67(−35) 8,85(−37) −9,13(−6)
10 2 1 3,73(−52) 3,66(−52) 3,66(−52) 1,60(−53) −9,13(−6)
10 1 5 9,30(−8) 5,96(−8) 5,96(−8) 2,65(−9) −1,72(−1)
10 2 5 2,35(−12) 1,60(−12) 1,60(−12) 5,93(−14) −1,72(−1)
10 1 10 3,36(−2) 1,09(−2) 1,09(−2) 3,95(−4) −8,80(−1)
10 2 10 5,72(−4) 2,09(−4) 2,12(−4) 6,01(−6) −8,80(−1)
14 1 0,5 3,26(−73) 3,25(−73) 3,25(−73) 1,42(−74) −1,37(−12)
14 2 0,5 6,75(−106) 6,73(−106) 6,73(−106) 2,43(−107) −1,37(−12)
14 1 1 1,49(−52) 1,47(−52) 1,47(−52) 6,39(−54) −1,47(−8)
14 2 1 6,70(−77) 6,59(−77) 6,59(−77) 3,68(−78) −1,47(−8)
14 1 5 9,42(−13) 6,38(−13) 6,38(−13) 2,37(−14) −4,23(−2)
14 2 5 5,79(−20) 4,10(−20) 4,10(−20) 2,72(−21) −4,23(−2)
14 1 10 2,32(−4) 8,36(−5) 8,36(−5) 2,45(−6) 9,03(−2)
14 2 10 2,39(−7) 9,50(−8) 9,51(−8) 2,30(−9) 9,03(−2)
U prethodnim primerima vidimo da su sve tri oene istog reda veliqine (upo-
rediti sa analognim rezultatima u radu [43℄) i da su jako bliske stvarnoj grexki.
4.6. Zak	uqak
Za Kronrodovu ekstenziju uopxtenih Miqeli-Rivlinovih kvadraturnih for-
mula kada je integrand analitiqka funkija u konfokalnim elipsama, naÆene su
tri razliqite oene grexke. Iste oene za Miqeli-Rivlinovu kvadraturnu for-
mulu i eno uopxtee nedavno su posmatrane u radovima [42℄, odnosno [43℄.
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5. Uopxtene usredene kvadraturne formule za
neke speijalne teinske funkije
Neka je {πl(x)}
∞
l=0 niz moniqnih polinoma ortogonalnih na intervalu [a, b] u
odnosu na teinsku funkiju w(x). Ti polinomi zadovo	avaju rekurentnu relaiju
(1.3). Isti rekurentni koefiijenti se pojav	uju u verinom razlomku pridrue-
nom stepenom redu funkije F (z), koja predstav	a Stiltjesovu transformaiju
mere (podsekija 1.4).
Nedavno je u radu [46℄ posmatran red






x2 + · · ·+
1
2l + 1
xl + · · · ,




















· · · . (5.1)





l=0, ν = 1, 2, 3, 4. Ti polinomi zadovo	avaju reku-
rentnu relaiju (1.3), pri qemu je Q
(ν)
0
(x) = 1 i Q
(1)
1
















(x) = x − 11
21
. Prva dva polinoma su klasiqni ortogonalni
polinomi (videti [19, str. 121{146℄) i mogu se dobiti iz imenioa, a druga dva su
neklasiqni i mogu se dobiti iz brojioa razlomka (5.1).
Posmatrajmo sada polinome p
(1)
l (x) i p
(2)
l (x) ortogonalne na intervalu [0, 1] u
odnosu na teinske funkije
w(1)(x) = (1− x)λ−1/2/
√
x i w(2)(x) =
√
x(1− x)λ−1/2, λ > −1/2. (5.2)











4l2 + 4λl + λ− 1












l(2l − 1)(λ+ l − 1)(2λ+ 2l − 1)












3λ+ 4l2 + 4(λ+ 1)l












l(2l + 1)(λ+ l)(2λ+ 2l − 1)
4(λ+ 2l − 1)(λ+ 2l)2(λ+ 2l + 1)
, (5.4)
gde je l > 1. Zapravo, to su (moniqni) Jakobijevi polinomi transformisani na















l (2x− 1), (5.5)
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gde je l > 0 i p
(α,β)
l (x) su moniqni Jakobijevi polinomi ortogonalni u odnosu na
teinsku funkiju (1− x)α(1 + x)β na intervalu [−1, 1] (videti [19, str. 131{140℄).
Milovanovi je u radu [23℄ pokazao da se za λ = 1/2, koefiijenti (5.3) i (5.4)





l rekurenti koefiijenti za moniqne Jakobijeve polinome
p
(α,β)
l i teinsku funkiju (1− x)































Posebno su vani sluqajevi λ = 0 i λ = 1. Neka su Tl(x), Ul(x), Vl(x) i Wl(x)






















Ul(2x− 1) za l > 0.
U radu [23℄ je takoÆe pokazano da su polinomi Q(3)(x) i Q(4)(x) ortogonalni na


















redom. Odgovarajui ortogonalni polinomi su neklasiqni na intervalu [0, 1] i










8l2 + 12l + 3

















8l2 + 20l + 11




(2l + 1)2(2l + 2)2
(4l + 1)(4l + 3)2(4l + 5)
, (5.10)
gde je l > 1. Kasnije e biti prikazani neki primeri sa odgovarajuom proenom
grexke u odnosu na te teinske funkije.
5.1. Uopxtena usredena Gausova kvadraturna formula QL2l+1
Uopxtena usredena Gausova kvadraturna formula QL
2l+1 uvedena u radu [17℄ je
unutraxa ako najmaa xπ
1
i najvea xπl+1 nula polinoma
πl+1(x) = pl+1(x)− βlpl−1(x)
pripadaju intervalu [0, 1]. Ovde su pj , j = 0, 1, . . ., ortogonalni polinomi u odnosu na
polaznu teinsku funkiju i βj , j = 1, 2, . . ., koefiijenti u rekurentnoj relaiji
za te polinome. Na osnovu teoreme 2.12, najvea nula xπl+1 pripada intervalu [0, 1]





Sliqno, najmaa nula xπ
1




Jasno je da su prethodni uslovi ekvivalentni odgovarajuim uslovima za Jako-










gde je x = 0 ili x = 1. Sledi da se moe primeniti teorema 3 iz rada [16℄.
Za teinsku funkiju w(1)(x), uslovi (18) i (19) iz rada [16℄ se svode na
2λ3 + (8l − 1)λ2 + (8l2 − 1)λ > 0 i λ2 − λ > 0,
redom. Prvi uslov oqigledno vai za λ > 0. Sa druge strane, za λ ∈ (−1/2, 0) i
dovo	no veliko l ne vai (vodei koefiijent uz l je negativan). Drugi uslov vai
za λ ∈ (−1/2, 0] ∪ [1,∞).
Sliqno, za teinsku funkiju w(2)(x), uslovi (18) i (19) iz rada [16℄ se svode na
2λ3 + (8l + 3)λ2 + (8l2 + 8l + 1)λ > 0 i 8l2 + (8λ+ 8)l + 3λ2 + 3λ > 0,
redom. Prvi uslov vai za λ > 0, dok za λ ∈ (−1/2, 0) i dovo	no veliko l ne vai.
Konaqno, drugi uslov vai za λ > −1/2.
Time smo pokazali naredni rezultat.
Teorema 5.1. Uopxtena usredena Gausova kvadraturna formula QL
2l+1 za teinske
funkije w(1)(x) i w(2)(x) je internalna za λ > 1 i λ > 0, redom.
5.2. Uopxtena usredena Gausova kvadraturna formula QS2l+1
Posmatrajmo uopxtenu usredenu Gausovu kvadraturnu formulu QS
2l+1 uvedenu u
radu [47℄. Ova formula je unutraxa ako najmaa xF
1
i najvea xFl+1 nula polinoma
Fl+1(x) = pl+1(x)− βl+1pl−1(x) (5.13)
pripadaju intervalu [0, 1] (videti [47℄). Ovde su pj, j = 0, 1, . . ., ortogonalni po-
linomi i βj, j = 2, 3, . . ., rekurentni koefiijenti u odnosu na polaznu teinsku




Sliqno, najmaa nula xF
1





Kao i za formulu QL
2l+1, prethodni uslovi se svode na odgovarajue uslove za
Jakobijeve polinome, pa moemo koristiti teoremu 3.1 iz rada [48℄.
Za teinsku funkiju w(1)(x), uslovi (3.5) i (3.6) iz rada [48℄ se svode na
2λ3 + (3 + 8l)λ2 + (8l2 − 5)λ > 0 i λ− λ2 > 0.
Prvi uslov vai za λ > 0. Za λ ∈ (−1/2, 0) i dovo	no veliko l, ovaj uslov nije
zadovo	en. Drugi uslov vai za λ ∈ [0, 1].
Za teinsku funkiju w(2)(x), uslovi (3.5) i (3.6) iz rada [48℄ se svode na
2λ3 + (8l + 7)λ2 + (8l2 + 8l − 3)λ > 0 i 8l2 + (8λ+ 8)l + 7λ− λ2 > 0.
Prvi uslov vai za λ > 0. Drugi uslov vai za λ ∈ (−1/2, 7), dok za λ > 7 imamo





Sada moemo formulisati naredno tvrÆee.
Teorema 5.2. Uopxtena usredena Gausova kvadraturna formula QS
2l+1 za teinsku
funkiju w(1)(x) je internala kada je λ ∈ [0, 1]. U sluqaju teinske funkije w(2)(x),


















Ul(2x−1) i vai αl = α
i βl = β > 0 za l > r, gde je r = 2 za polinom
1
2l









Ul(2x− 1). Sledi da se moe primeniti teorema 3.1 iz
rada [49℄.




2l+1 imaju algebarski stepen taqnosti najmae 3l + 1. Dakle,
ove formule se poklapaju sa odgovarajuim Gaus-Kronrodovim formulama i odgova-
rajui polinomi πl+1 ≡ Fl+1 se podudaraju sa odgovarajuim (moniqnim) Stiltjeso-
vim polinomima. Isti rezultat vai za teinsku funkiju w(1)(x) kada je λ = 1 i
teinsku funkiju w(2)(x) kada je λ ∈ {0, 1} i l > 1.




2l+1 poklapaju sa Gaus-Kronrodovim kvadraturnim formulama za Qebi-
xov	eve teinske funkije, one imaju poznate qorove i teine i vei algebarski
stepen taqnosti od 3n + 1. Za Qebixov	eve teinske funkije prve vrste stepen
taqnosti je 5 kada je n = 1 i 4n−1 kada je n > 2; za Qebixov	eve teinske funkije
druge vrste stepen taqnosti je 4n+1. Konaqno, za Qebixov	eve teinske funkije
tree i qetvrte vrste stepen taqnosti je 4n.
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5.3. Skraea uopxtenih usredenih Gausovih kvadratur-
nih formula QS2l+1
Posmatrajmo sada skraea uopxtenih usredenih Gausovih kvadraturnih for-
mula Q
(l−r)
2l−r+1 (l > 2) uvedenih u radu [45℄ za r = l − 1. Ova formula je internalna
ako najmaa τ1 i najvea τl+2 nula polinoma
tl+2(x) = (x− αl−1)pl+1(x)− βl+1pl(x) (5.16)
lee u intervalu [0, 1] (videti [4℄). Ovde su pj , j = 2, 3, . . ., ortogonalni polinomi
i αj , j = 1, 2, . . ., i βj, j = 3, 4, . . ., rekurentni koefiijenti u odnosu na polaznu
teinsku funkiju.
Kao i ranije, polinomi (5.16) imaju kraje nule unutar intervala [0, 1] ako i
samo ako odgovarajui Jakobijevi polinomi imaju kraje nule unutar intervala
[−1, 1]. Prema teoremi 3.4 iz rada [4℄, internalnost vai za l > 3.
Neka je l = 2. U sluqaju teinske funkije w(1)(x), uslovi (3.12) i (3.13) iz rada
[4℄ se svode na
−λ3 + 19λ2 + 105λ+ 45 > 0 i 2λ4 + 25λ3 + 81λ+ 63λ+ 45 > 0.
Prvi uslov vai za λ ∈ [λ1, λ2], gde su λ1 ≈ −0,46943 i λ2 ≈ 23,54142 druga i trea
nula polinoma −x3 + 19x2 + 105x+ 45, redom. Drugi uslov vai za λ > −1/2.
Sliqno, za teinsku funkiju w(2)(x), uslovi (3.12) i (3.13) iz rada [4℄ se svode
na
λ3 + 48λ2 + 260λ+ 216 > 0 i 2λ4 + 31λ3 + 136λ2 + 188λ+ 168 > 0,
redom. Ovi uslovi vae za λ > −1/2.
Dakle, imamo naredno tvrÆee.
Teorema 5.4. Skraena uopxtena usredena Gausova kvadraturna formula Q
(1)
l+2 u
sluqaju teinske funkije w(1)(x) je internalna za λ > −1/2 i l > 3. Za l = 2
internalnost vai za λ ∈ [λ1, λ2], gde su λ1 ≈ −0,46943 i λ2 ≈ 23,54142 druga i
trea nula polinoma −x3 + 19x2 + 105x+ 45, redom. Za teinsku funkiju w(2)(x)
ova formula je internala za λ > −1/2.
5.4. Numeriqki rezultati
Primer 5.1. Rezultati teorema 5.1, 5.2 i 5.4 su ilustrovani kroz neka izraquna-
vaa u sluqaju teinskih funkija w(2) za neke vrednosti l i λ. U posmatranim
sluqajevima, odgovarajue kvadraturne formule su internalne.
U tabeli 1 prikazane su vrednosti qvorova xπ
1
i xπl+1 za formulu Q
L
2l+1.
U tabeli 2 prikazane su vrednosti qvorova xF
1
i xFl+1 za formulu Q
S
2l+1. Pri-
metimo da se za λ = 1 ova formula poklapa sa prethodnom i one se poklapaju sa
Gaus-Kronrodovom kvadraturnom formulom (videti teoremu 5.3).




Tabela 1: Vrednosti qvorova xπ
1
i xπl+1 za neke vrednosti l i λ












Tabela 2: Vrednosti qvorova xF
1
i xFl+1 za neke vrednosti l i λ












Tabela 3: Vrednosti qvorova τ1 i τl+2 za neke vrednosti l i λ
u sluqaju teinskih funkija w(2).
λ l τ1 τl+2








Primer 5.2. Prikazani su kraji qvorovi u sluqaju teinske funkije w(1) za
formulu QL
2l+1 kada je λ = 0,5 i za formulu Q
S
2l+1 kada je λ = 0,2 za neke vrednosti
l. Ovde postoje qvorovi van intervala [0, 1].
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Tabela 4: Vrednosti xπ
1
i xπl+1 za w
(1)








Tabela 5: Vrednosti xF
1
i xFl+1 za w
(2)














gde je f(t) = 999,1log10(ε+t), ε = 10−6 i w(t) = w(2)(t). U tabeli 4 su dobijene proene



















2l+1 za λ = 1. Stvarna grexka je oznaqena sa Error, pri qemu je
vrednost integrala raqunata Gausovom kvadraturnom formulom sa 5l qvorova.
Tabela 6: Proene grexke ELG, ESG, ETSG i stvarna grexka Error za neke l i λ.
λ l ELG ESG ETSG Error
0,5 5 1,5198(−10) 1,5192(−10) 1,4323(−10) 1,5219(−10)
10 4,3114(−13) 4,3106(−13) 3,4123(−13) 4,3190(−13)
15 1,3219(−14) 1,3218(−14) 8,7665(−15) 1,3244(−14)
20 1,0866(−15) 1,0865(−15) 6,1493(−16) 1,0886(−15)
1 5 1,1092(−10) 1,1092(−10) 1,0410(−10) 1,1108(−10)
10 3,5846(−13) 3,5846(−13) 2,8175(−13) 3,5911(−13)
15 1,1599(−14) 1,1599(−14) 7,6384(−15) 1,1621(−14)
20 9,8190(−16) 9,8190(−16) 5,5211(−16) 9,8378(−16)
Primetimo da integrand iz prethodnog primera nije definisan za neke qvorove
iz primera 5.2.
Primer 5.4. U narednoj tabeli su prikazane proene grexke ELG, ESG, ETSG i
stvarna grexka Error za integrand f(t) = e3t sin 10t i teinsku funkiju w(t) =
w(3)(t) datu formulom (5.8). Primetimo da u sluqaju teinskih funkija datih
formulom (5.8), nemamo analitiqki izraz za ortogonalne polinome, pa se ne moemo
baviti internalnoxu kao ranije.
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Tabela 7: Proene grexke ELG, ESG, ETSG i stvarna grexka Error
za neke vrednosti l.
l ELG ESG ETSG Error
5 3,4273(−3) 3,4276(−3) 3,4209(−3) 3,4276(−3)
10 8,4359(−11) 8,4359(−11) 8,4340(−11) 8,4359(−11)
15 9,6941(−21) 9,6941(−21) 9,6934(−21) 9,6941(−21)
20 3,1798(−32) 3,1798(−32) 3,1797(−32) 3,1798(−32)
5.5. Zak	uqak
Za neke teinske funkije koje su nedavno posmatrane u radu [23℄ su analizirane
uopxtene usredene Gausove kvadraturne formule i skraea jednog tipa takvih
formula. U sluqaju kada se dobijaju Jakobijevi polinomi transformisani na inter-
val [0, 1], ispitana je internalnost pomenutih formula i uraÆeni su odgovarajui
numeriqki primeri. Za neke jednostavne sluqajeve ovih polinoma, pokazano je da se
uopxtene usredene Gausove kvadraturne formule poklapaju sa Gaus-Kronrodovim
kvadraturnim formulama. Konaqno, u sluqaju neklasiqnih ortogonalnih polinoma
koji su posmatrani u radu [23℄, uraÆeni su numeriqki primeri za odgovarajue pro-
ene grexke Gausove kvdaraturne formule.
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THE ERROR BOUNDS OF GAUSS-LOBATTO
QUADRATURES FOR WEIGHTS OF
BERNSTEIN-SZEGŐ TYPE
Dedicated to Academician Professor Gradimir Milovanović
on the occasion of his 70th birthday.
Rada M. Mutavdžić ∗, Aleksandar V. Pejčev and Miodrag M. Spalević
In this paper, we consider the Gauss-Lobatto quadrature formulas for the
Bernstein-Szegő weights, i.e., any of the four Chebyshev weights divided by a
polynomial of the form ρ(t) = 1− 4γ
(1+γ)2
t
2, where t ∈ (−1, 1) and γ ∈ (−1, 0].
Our objective is to study the kernel in the contour integral representation of
the remainder term and to locate the points on elliptic contours where the
modulus of the kernel is maximal. We use this to derive the error bounds for
mentioned quadrature formulas.
1. INTRODUCTION
The Gauss-Lobatto quadrature formula for a (nonnegative) weight function




f(t)w(t)dt = λ0f(−1) +
n∑
ν=1
λνf(τν) + λn+1f(1) +Rn(f),






(·;wL) relative to the weight function wL(t) = (1 − t2)w(t), and Rn(f) is the
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ERROR BOUNDS FOR KRONROD EXTENSION OF GENERALIZATIONS OF
MICCHELLI-RIVLIN QUADRATURE FORMULA FOR ANALYTIC FUNCTIONS∗
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Abstract. We consider the Kronrod extension of generalizations of the Micchelli-Rivlin quadrature formula
for the Fourier-Chebyshev coefficients with the highest algebraic degree of precision. For analytic functions, the
remainder term of these quadrature formulas can be represented as a contour integral with a complex kernel. We
study the kernel on elliptic contours with foci at the points ∓1 and the sum of semi-axes ρ > 1 for the mentioned
quadrature formulas. We derive L∞-error bounds and L1-error bounds for these quadrature formulas. Finally, we
obtain explicit bounds by expanding the remainder term. Numerical examples that compare these error bounds are
included.
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for calculating the Fourier-Chebyshev coefficients of an analytic function f , where n, s ∈ N,
with respect to the Chebyshev weight function of the first kind ω(t) = 1/
√
1− t2, was
introduced in [1, p. 383] and then examined in more detail in [11]. Here Tn is the Chebyshev
polynomial of the first kind of degree n, and the nodes τν are its zeros. The quadrature
rule has algebraic degree of precision n(2s + 1) − 1. The special case s = 1 of (1.1)
represents the well-known Micchelli-Rivlin quadrature formula; see [7]. For more details on
the theory of Gaussian quadrature formulas with simple and multiple nodes for calculating the
Fourier-Chebyshev coefficients, see [1, 10, 11].


















which has algebraic degree of precision 2sn+ 2n+ 1. The nodes τν are the same as in (1.1),








where Un−1 is the Chebyshev polynomial of the second kind of degree n − 1. A nice and
detailed survey of Kronrod rules in the last fifty years is provided by Notaris [12].
Error bounds for the Micchelli-Rivlin quadrature formula, and then for (1.1), for functions
being analytic on confocal ellipses that contain the interval [−1, 1] in the interior, have been
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