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Abstract
Ozsva´th-Szabo´ proved the property that any coefficient of Alexander polynomial
of lens space knot is either ±1 or 0 and the non-zero coefficients are alternating. Com-
bining the formulas of the Alexander polynomial of lens space knots due to Kadokami-
Yamada and Ichihara-Saito-Teragaito, we refine Ozsva´th-Szabo´’s property as the ex-
istence of simple curves included in a region in R2. The existence of curves, that has
no end-points connected, is just 1-component in a region, can search distribution of
non-zero coefficients of the Alexander polynomial of the lens space knot. This curve
is much useful to obtain constraints of Alexander polynomials of lens space knots.
For example, we can investigate the location of the second, third and fourth non-zero
coefficients. The curve extracts new invariant α-index. The invariant is an important
factor to determine Alexander polynomial of lens space knot. We classify lens space
surgeries that the Alexander polynomial is the same as a (2, r)-torus knot and lens
space surgeries with small genus and so on. As well as lens space knots in S3, we also
deal with lens space knots in homology spheres, which the surgery duals are simple
(1,1)-knots. 1 2
1 Introduction.
1.1 Lens space surgery.
Let Yr(K) denote an r-surgery along a knotK in a ZHS
3 Y . ZHS3 stands for integral
homology sphere. We call the rational number r slope of the Dehn surgery. A lens
space L(p, q) is defined to be p/q-surgery of the unknot in S3. A knot K ⊂ Y is called
a (positive) lens space knot if a positive integral Dehn surgery of K is a lens space. In
the same way, a knot K ⊂ Y is called a (positive) L-space knot if a positive integral
Dehn surgery ofK is an L-space. Here an L-space is a rational homology sphere whose
Heegaard Floer homology for any spinc structure is isomorphic to that of S3. The
first examples of L-spaces are any lens spaces. If Yp(K) is a lens space, we call the
number p lens surgery slope.
Let p be a positive integer. The dual knot K˜ in Yp(K) is defined to be the core of
the solid torus for K. Then [K˜] ∈ H1(Yp(K)) is called dual class. If Yp(K) is a lens
space surgery on ZHS3, we can assign an integer k in (Z/pZ)× to the dual class of the
surgery, as defined in detail in Section 2.1. The number k may assume 0 < k < p/2
and (p, k) = 1. The k2 denotes the integer with kk2±1 mod p and 0 < k2 < p/2. Here
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we may assume k ≤ k2 exchanging k and k2 if necessary. Then we call k2 the second
dual class. We call such a triple (p, k, k2) (also (p, k)) (lens surgery) parameter.
Let p, k be relatively prime positive integers. In Section 2.2, we will define a
positive lens space knot Kp,k in a ZHS
3 Yp,k (the surgery dual is a simple 1-bridge
knot in a lens space). The p-surgery of Kp,k is L(p, k
2) and its lens surgery parameter
is (p, k).
In this paper we mainly deal with the following two types of lens space knots:
• Lens space knot in an LZHS3.
• Kp,k in Yp,k.
Here, LZHS3 stands for L-space ZHS3. Furthermore, for such lens surgery Yp(K) we
always assume that
2g(K)− 1 6= p,
even if it is not mentioned in each statement. We recall the following two facts.
Fact 1.1. Let p, k be relatively prime positive integers.
1. Kp,k is a double-primitive knot in Yp,k.
2. Any double-primitive knot is a lens space knot.
Immediately, we understand that Kp,k is a lens space knot in Yp,k. The definition
of double-primitive knot will be done in Section 2.2. These facts are proven in [1] in
the case of lens space surgery on S3. Kp,k is a double-primitive knot in a ZHS
3. An
integral surgery of any double-primitive knot in a ZHS3 produces two solid tori. This
means the integral surgery of a double-primitive knot gives a lens space.
Conversely, the following is known as Berge conjecture due to Gordon in [7].
Conjecture 1.2 (Berge conjecture [7]). Any lens space knot in S3 is a double-
primitive knot.
Conjecture 1.3 ([15]). If K is a lens space knot K in an LZHS3 with 2g(K)−1 < p
and surgery parameter (p, k), then the LZHS3 is S3 or Σ(2, 3, 5) and K is isotopic to
Kp,k. Furthermore, any lens space knot Kp,k in Σ(2, 3, 5) is in one of the 20 families
in [15].
Here we write the inclusion relationship as below:
{Double primitive knots in S3} ⊂ {Lens space knots in S3}
⊂ {Lens space knots in S3 or Σ(2, 3, 5)}
⊂ {Lens space knots in L-space ZHS3’s}
The assertion that the first “ ⊂ ” would be actually “ = ” is Conjecture 1.2. The
statement that the third “ ⊂ ” would be actually “ = ” is the first statement in
Conjecture 1.3. We describe the inclusion relationship between Berge knots and Kp,k
in ZHS3. Berge knots are defined to be knots consisting of 10 families in [1].
{Berge knots} = {Kp,k ⊂ Yp,k = S
3}
⊂ {Kp,k ⊂ Yp,k|(p, k) = 1}
The first equality is proven in [2].
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1.2 Lens space knot and its Alexander polynomial
Any (r, s)-torus knot T (r, s) is a typical example of lens space knot. The restrictions
related to lens space knot K affect the Alexander polynomial ∆K(t) in many cases.
We define the following:
Definition 1.4. We call the Alexander polynomial of a lens space knot in Y lens
surgery polynomial in Y . We call ∆T (r,s) a torus knot polynomial.
Hence, torus knot polynomial is lens surgery polynomial in S3. Throughout this
paper, we use a symmetrized polynomial as ∆K(t). In [4], [10], and [13], there are
many results for lens surgery polynomials. Here we introduce the following theorem
by Ozsva´th-Szabo´ (in the case of L-space knot in S3) and by Ichihara-Saito-Teragaito
(in the case of Kp,k).
Theorem 1.5 (Ozsva´th-Szabo´ [10], Ichihara-Saito-Teragaito [6]). Suppose that K is
an L-space knot in S3 or Kp,k in Yp,k. Then the Alexander polynomial of K is of form
∆K(t) = (−1)
r +
r∑
j=1
(−1)j−1(tnj + t−nj ), (1)
for some decreasing sequence of positive integers d = n1 > n2 > · · · > nr > 0.
The Alexander polynomial of T (r, s) is computed by ∆T (r,s) = t
−(r−1)(s−1)/2(trs−
1)(t − 1)/(tr − 1)(ts − 1). Hence, this polynomial satisfies (1). The form of the
Alexander polynomial conditions in Theorem 1.5 are rewritten as follows:{
The absolute values of coefficients are zero or one. (Flat)
The non-zero coefficients alternate in sign. (Alternating).
(2)
It is well-known in [18] and [10] that any L-space knot in any S3 or Kp,k is fibered.
Thus, in these cases the Seifert genus g(K) for such a knot coincides with the degree
d(K) of ∆K(t). Any L-space knots in Y (Y :LZHS
3) with Y −K irreducible is fibered
(read p.545 in [17]). If K is a lens space knot in an LZHS3 Y , then Y −K is clearly
irreducible, thus in such a case K is also fibered and d(K) = g(K) holds.
1.3 Main question and results.
Suppose that K is a lens space knot in an LZHS3 or Kp,k. The following is our main
question.
Question 1.6. How are the non-zero coefficient terms of ∆K(t) of a lens space knot
K distributed?
This question is regarded as the question for a refinement of Theorem 1.5. In the
present section we introduce a series of main results related to Question 1.6.
1.3.1 Non-zero curve
In Section 3 we define non-zero curve for a lens space knot. This curve is a complete
embedding of several R (this means there are no end points in R2). The curve presents
distribution of non-zero coefficients. We prove the following fundamental properties.
The necessary terminologies will be defined in Section 3.
Theorem 1.7. Let K be a lens space knot in an LZHS3 or Kp,k for relatively positive
integers p, k. There is one non-zero curve only in each non-zero region.
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The existence of non-zero curve satisfying such properties naturally induces flat
and alternating conditions of Alexander polynomial. The distribution of non-zero
coefficients of lens surgery polynomials are controlled by non-zero curve on R2. It is
proven in Lemma 3.8 that each curve lies in a non-zero region, which has a Z-action
on it. By the action the curve is also invariant.
All the results which are introduced below follow form this theorem. For example,
we can immediately give the following corollary coming from the existence of non-zero
curve.
Corollary 1.8. Let K be a lens space knot in an LZHS3 or Kp,k for relatively prime
positive integers p, k. If 2r + 1 is the number of the non-zero coefficients in ∆K(t),
then we have
k2 ≤ 2r + 1.
1.3.2 Non-zero sequence, α-index, and adjacent sequence.
Let {ni} be non-zero exponents (exponents of non-zero coefficients) in a flat and
alternating Laurent symmetric polynomial as in (1). We call the decreasing se-
quence (d = n1, · · · , nr, nr+1 = 0) half non-zero sequence and the sequence (d =
n1, n2, · · · , n2r, n2r+1 = −d) (full) non-zero sequence, where n2r+2−i = −ni. Let K
be a knot whose Alexander polynomial is flat and alternating. NSh(K) and NS(K)
denote the half non-zero sequence and the full non-zero sequence of ∆K(t) respectively.
The decreasing sequences construct a flat and alternating polynomial uniquely.
For example, NSh(31) = (1, 0) and
NS(Pr(−2, 3, 7)) = (5, 4, 2, 1, 0,−1,−2,−4,−5), (3)
where Pr(k1, k2, k3) is the (k1, k2, k3)-pretzel knot.
Computing lens surgery polynomial, we know that the coefficients 1 and −1 are
adjacent in this order for some region from the top term. To measure the region which
adjacent coefficients 1,−1 appear in the coefficients of a lens surgery polynomial we
define α-index.
Definition 1.9 (α-index). We assume that K is a knot which ∆K(t) is flat, al-
ternating, and ∆K(t) 6= 1. We define the α-index of K with non-zero sequence
NS(K) = (n1, · · · , n2r+1) to be
α(K) = max{n1 − n2j+1|n2i−1 − n2i = 1, 1 ≤ ∀i ≤ j ≤ r}.
If ∆K(t) = 1, then α(K) = 0.
For example, α(Pr(−2, 3, 7)) = 7 holds. This α-index extracts one of the most
important information in lens surgery polynomial, as mentioned as below.
Theorem 1.10. Let α0 be a positive integer. If K is a lens space knot in an LZHS
3
or Kp,k with α(K) = α0 and with surgery slope p, then the following inequality holds
p ≤ α20 + 2α0 + 2.
As a result, as long as we consider lens space knots in an LZHS3 or Kp,k, the lens
surgery polynomials that the α-index can be less than or equal to α0 are finitely many.
Namely, the forms of lens surgery polynomial with α(K) ≤ α0 have finite variations
only. Of course, the genus of a lens space knot has the same property. However, α-
index can determine more detailed form of lens surgery polynomial than genus (it
coincides with the top degree). As a corollary, genus of lens surgery polynomials
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with a fixed α-index has an upper bound. The α-index has the natural limitation
0 ≤ α(K) ≤ 2g(K). By the definition the condition of α(K) = 0 is equivalent to what
K is the unknot. Since α(K) = 1 is not satisfied naturally for any of such a lens space
knot K, any non-trivial lens space knot satisfies with 2 ≤ α(K) ≤ 2g(K). We classify
the lens surgery polynomials with α(K) = 2 (Corollary 4.3) and α(K) = 2g(K)
(Theorem 1.11). In the former case, immediately the exponent of the fourth non-
trivial term of the lens surgery polynomials of the form ∆K(t) = t
g− tg−1+ tg−2+ · · ·
(g = g(K)) is determined (Corollary 4.3).
The non-zero sequence with α(K) = α0 satisfies with
n2i−1 = n2i + 1 (1 ≤ i ≤ s− 1), n2s−1 = n1 − α0.
Namely, among the region n1 ≥ x ≥ n2s−1 the non-zero coefficients ±1 are adjacent,
and we call the region adjacent region and AS(K) denotes (n1, n3, · · · , n2s−1) and it
is called the adjacent sequence and the integer s is called adjacent length. For example,
AS(Pr(−2, 3, 7)) = (5, 2, 0,−2) and adjacent length is 4.
1.3.3 Lens space knots with torus knot polynomial
We classify the lens space knots that the lens surgery polynomials are the same ones
as the torus knot polynomials ∆T (2,2g+1).
Theorem 1.11. Let K be a lens space knot in an LZHS3 Y with surgery parameter
(p, k, k2). Let g be the genus of K. Then the following conditions are equivalent each
other:
1. ∆K(t) = ∆T (2,2g+1)(t).
2. The lens surgery parameter of Yp(K) = L(p, q) is (p, 2).
3. The lens surgery parameter (p, k) can be realized by the surgery of (2, 2g+1)-torus
knot
4. k2 = 2g or k2 = 2g + 1.
5. α(K) = 2g
From this theorem, if the knot K satisfies one of the conditions holds, the lens
space surgery parameters are (4g + 1, 2, 2g) or (4g + 3, 2, 2g+ 1). The parameters are
realized by T (2, 2g + 1). On the definition of realization, read Definition 2.2.
Theorem 1.12. Let p, k be the coprime positive integers. If ∆Kp,k(t) = ∆T (2,2g+1)(t)
holds for any integers g, then Yp,k = S
3 and Kp,k = T (2, 2g + 1).
Further, we can find the following examples.
Theorem 1.13. For coprime integers p, k the following statements hold.
1. There exists a knot Kp,k in a non-L-space ZHS
3 Yp,k such that ∆Kp,k = ∆T (r,s)
for relatively prime integers (r, s) and the complement Yp,k −Kp,k is not home-
omorphic to S3 − T (r, s).
2. There exists a knot Kp,k in a non-L-space Yp,k such that ∆Kp,k is not the lens
surgery polynomial in an LZHS3.
For example, Y10,3 = Σ(2, 3, 7) and ∆K10,3 = ∆T3,7(t). However, S
3 − T (3, 7) and
Σ(2, 3, 7)−K10,3 are not homeomorphic. In fact, we cannot obtain Σ(2, 3, 7) by any
Dehn surgery of T (3, 7) by Moser’s result [8]. On the statement 2. in Theorem 1.13,
K23,7 is a double-primitive knot in Σ(2, 3, 11) and does not have lens surgery polyno-
mial in any LZHS3.
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1.3.4 Dual class and α-index.
The dual classes for lens space knots with parameter (p, k, k2) have an upper bound
p/2 by the definition:
k ≤ k2 ≤ p/2.
We give an upper bound by using the α-index:
Theorem 1.14. Let K be a non-trivial lens space knot in an LZHS3 or Kp,k for
relatively prime positive integers p, k. Then we have
k ≤ k2 ≤ α(K) + 1. (4)
Let (n1, n3, · · · , n2s−1) be the adjacent sequence of K. Then either of the following
conditions holds:
(1) k2 = α(K) + 1
(2) There exists an integer 0 < s2 ≤ s such that k2 = n1 − n2s2−1.
Furthermore, if k < k2, then there exists an integer s1 such that k = n1 − n2s1−1 and
1 < s1 < s2 hold.
If K is a lens space knot in an LZHS3 with k = k2, then we have k = k2 = 1 or
3. These surgery parameters are realized by the unknot or K8,3 in Σ(2, 3, 5) due to
p.288(A) in [15]. Here we give the further refined theorem for the case of (1).
Theorem 1.15. Let K be a lens space knot in an LZHS3 or Kp,k in Yp,k with
parameter p, k and NS(K) = (n1, n2, · · · , n2r+1) and adjacent length s. Suppose that
k2 = α(K) + 1.
(a) If n2s−1 − n2s > 3, then n2 − n3 = 1.
(b) If n2s−1 − n2s = 3, then n2 − n3 ≥ 2.
(c) If n2s−1 − n2s = 2, then 0 ≤ n2 − n3 − (n2s − n2s+1) ≤ 1 holds.
1.3.5 The non-zero exponents n1, n2, n3, and n4.
We apply the non-zero curve to non-zero coefficients of lens surgery polynomial.
Corollary 1.16. Let K be a non-trivial lens space knot in an LZHS3 or Kp,k in Yp,k
for relatively prime positive integers p, k. Let {ni} be the non-zero exponents of ∆K(t)
defined in Theorem 1.5. Then we have
n1 − n2 = 1. (5)
In the case of lens space knot in S3, this corollary was proven by the author in [14],
although, here in more general cases we reprove this corollary by using the non-zero
curve. It is proven in [5] and [3] that n2 = g − 1 for any L-space knot in S3, where g
is the genus of the knot.
By using Corollary 1.8, we determine the third and fourth non-zero coefficients of
any lens space knot.
Theorem 1.17. The non-zero sequence {ni} of a lens space knot in an LZHS3 or
Kp,k with at least 4 non-zero coefficients of the Alexander polynomial satisfies with the
following:
1 ≤ n3 − n4 ≤ 3.
Furthermore, the non-zero sequence of a lens space knot K in an LZHS3 does not
satisfy n3 − n4 = 3.
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In the case of lens space surgery in an LZHS3 or Kp,k we classify the realization of
lens surgeries with g(K) ≤ k2+42 , g(K) ≤ 5 or lens surgery polynomials with at most
7 non-zero coefficients.
Theorem 4.10. Let K be a lens space knot in an LZHS3 with g(K) ≤ 5. Then the
parameter can be realized by either of the following lens space knots:
T (2, 3), T (2, 5), T (2, 7), T (3, 4), T (2, 9), T (3, 5), T (2, 11), or Pr(−2, 3, 7)
Theorem 4.20. If a lens space knot K in an LZHS3 satisfies 2g(K) − 4 ≤ k2 ≤
2g(K)−2, then the lens surgery parameters are (11, 3), (14, 3), (19, 7) and are realized
by
T (3, 4), T (3, 5) or Pr(−2, 3, 7),
respectively.
For the proofs of these theorems, see Section 4.5 and Section 4.4. On lens space
surgeries with 2g(K)− 1 ≤ k2 the proof will be in Section 4.1.
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2 Preliminaries
In this section we introduce several definitions and facts which are used in this paper.
2.1 Lens surgery parameters
If a p-Dehn surgery Yp(K) of ZHS
3 Y is a lens space L(p, q), then the dual knot K˜
of this surgery represents an element in H1(L(p, q)). Let c be a core of the genus
one Heegaard splitting of L(p, q). If [K˜] = k[c], then p, k are relatively prime. Then
the pair (p, k) is called (lens space surgery) parameter. The second dual class is the
integer that is the inverse of ±k mod p and satisfies 0 < k ≤ k2 < p/2. This is the
precise definition of the lens surgery parameter (p, k, k2) which is already introduced
in Section 1.1.
2.2 Simple 1-bridge knot
Berge in [1] defined double-primitive knot, which is a class of lens space knots in S3.
We will define a double-primitive knot in a ZHS3.
Definition 2.1 (Double-primitive knot in a ZHS3). Let Y be a ZHS3 with at most
Heegaard-genus 2. Let Y = H0 ∪Σ2 H1 be a genus 2 Heegaard decomposition of Y .
Then K ⊂ Y is double-primitive knot if K is isotopic to a knot K ′ so that K ′ can lie
in Σ2 and the knot K
′ gives a primitive element in both π1(Hi) (i = 0, 1).
We define 1-bridge knot in a lens space. Let Uα ∪ Uβ be a genus one Heegaard
splitting of the lens space. If K is isotopic to the union of two arcs Aα and Aβ
satisfying the following conditions, then we call it a 1-bridge knot in the lens space:
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• Aγ = K ∩ Uγ for γ = α, β.
• Aγ is boundary parallel in Uγ for γ = α, β.
We call K ′ a 1-bridge position of K.
Suppose that K ′ is a knot in a lens space with 1-bridge position. For γ = α, β, let
Dγ be the meridional disk of the Heegaard solid tori Uγ . If the Aα, Aβ (in the sense
above) are both simple arcs in Dα and Dβ, then the 1-bridge knot is called simple.
Let K be a simple 1-bridge knot Aα∪Aβ . Let integers 0, · · · , p−1 denote minimal
intersection points in order between α and the projection of β on ∂Uα. Suppose the
arc Aα is connecting the intersection points 0 and k. Then we denote the simple
1-bridge knot by K˜p,q,k.
The knot K˜p,q,k satisfies [K˜p,q,k] = k[c] in H1(L(p, q)), where c is a core circle of
Uβ . Here we choose some orientation of K˜p,q,k. Suppose that some integral Dehn
surgery along K˜p,q,k produces a ZHS
3. Then integral Dehn surgery of the dual knot
goes back to L(p, q) again. If the slope is positive integral, then the ZHS3 is uniquely
determined and called Yp,k. The dual knot in Yp,k is denoted by Kp,k. Then we have
q ≡ k2 mod p. For the proof read Corollary 2.3 in [16]. The knot Kp,k in Yp,k gives a
double-primitive knot (Fact 1.1). See [12] for the detail. Thus Kp,k gives a lens space
knot in Yp,k with lens surgery parameter (p, k).
As an example of Kp,k, see Figure 1. Consider the torus obtained by identifying
both the slides in the rectangle as the Heegaard torus T = ∂Uα. The α and β are the
boundary circles of Dα and Dβ in the two solid tori Uα and Uβ respectively. The slope
of β is p/q for the lens space L(p, q). The picture is the case of p = 3 and q = 1. The
two circles stand for the two points Aα ∩ T . The broken line in Figure 1 is the simple
arc Aβ projected on T along the compressing disk. Joining the arcs, we produce a
knot K˜3,1 in the lens space L(3, 1).
β
α
Figure 1: The knot K˜3,1 in the Heegaard torus ∂Uα of L(3, 1).
Here we define Dehn surgery realization.
Definition 2.2. Let (p, k) be a pair of relatively prime integers. If there exists a lens
space knot K in a ZHS3 Y with the lens surgery parameter (p, k), then we say that
(p, k) is realized by K in Y .
2.3 Alexander polynomial formula of lens space knot
We introduce the following theorem:
Theorem 2.3 ([4],[13]). Let K be a lens space knot in a ZHS3 Y with surgery pa-
rameter (p, k). Then, for an integer l with kl = ±1 mod p and gcd(k, l) = 1, we
have
∆K(t) ≡ ∆T (k,l)(t) mod t
p − 1.
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Here we define the smallest symmetric representative f¯(t) of f(t) in Q[t±1]/(tp−1)
to be
f¯(t) =
{∑
|i|<p
2
αit
i p ≡ 1 mod 2∑
|i|<p
2
αit
i +
α p
2
2 (t
p
2 + t−
p
2 ) p ≡ 0 mod 2,
where f(t) =
∑
i∈Z βit
i and αi =
∑
j≡i mod p βj .
If 2g(K) < p+ 1, then Theorem 2.3 means
∆K(t) = ∆T (k,l)(t).
Here we give the coefficient formula (Proposition 2.4) of the Alexander polynomials
of lens space knot. This result has been proven in [13], and we will reprove it as a
formula with a bit different form.
We put kk2 ≡ e := ±1 mod p, c =
(k+1−p)(k−1)
2 , m =
kk2−e
p , and
Iα =
{
{1, 2, · · · , α} α > 0
{α+ 1, α+ 2, · · · ,−1, 0} α < 0
The bracket [·]p stands for the least absolute remainder with respect to p. Namely,
the remainder satisfies − p2 < [y]p ≤
p
2 for integer y. In [13], the coefficient ai(K) of
the symmetrized Alexander polynomial ∆K(t) is computed as follows:
Proposition 2.4 ([13]). Let K be a lens space knot in an LZHS3 with Yp(K) =
L(p, k2) and the parameter (p, k, k2) and k
2
2 = q2 mod p.
If 2g(K) < p, then we have
ai(K) =
{
−em+ e ·#{j ∈ Ik|[q2(j + ki+ c)]p ∈ Iek2} |i| ≤ g(K)
0 |i| > g(K).
(6)
If 2g(K) = p, then we have
ai(K) =
{
−em+ e ·#{j ∈ Ik|[q2(j + ki+ c)]p ∈ Iek2} |i| <
p
2
1 i = ± p2 .
Here we reprove this proposition again. We define the E-function.
Definition 2.5. Let β be a non-zero integer. We define a function Eβ as follows:
Eβ(α) =
{
e [α]p ∈ Iβ
0 otherwise.
Here we prove Proposition 2.4.
Proof. Suppose that 2g(K) < p. We set the right hand side of (6) as αi(K). Let l be
a positive integer with (k, l) = 1 and l = k2 mod p. Then we have the following:
telc+1(tk − 1)(tel − 1)
∑
0≤i<p
αit
i
≡
∑
0≤i<p
(αi−k−el−elc−1 − αi−k−elc−1 − αi−el−elc−1 + αi−elc−1)t
i mod tp − 1.(7)
Then we have
αi−el − αi = Eek2(q(ki + c))− Eek2(q(k(i + 1) + c))
= Eek2(ek2i+ qc))− Eek2(ek2(i+ 1) + qc))
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and
αi−k−el−elc−1 − αi−k−elc−1 − αi−el−elc−1 + αi−elc−1
= Eek2 (ek2(i − 1)− 1)− Eek2 (ek2(i − 1))− Eek2 (ek2i− 1) + Eek2(ek2i)
=


1 i = k + 2, k
−2 i = k + 1
0 otherwise.
Thus, (7) is congruent to tk(t− 1)2 and we have
telc+1(tk − 1)(tel − 1)∆K(t) ≡ t
k(tekl − 1)(t− 1) mod tp − 1.
Hence, we have
telc+1+
1−e
2
(kl−l)(tk − 1)(tl − 1)∆K(t) ≡ t
k(tkl − 1)(t− 1) mod tp − 1
and
∆K(t) ≡ t
−elc−1+k (t
kl − 1)(t− 1)
(tk − 1)(tl − 1)
(8)
in Q[t±1]/
∑p−1
i=0 t
i. Here elc + 1 − k + 1−e2 (kl − l) =
1
2 (k − 1)(l − 1) mod p holds.
In fact, 2elc + 2 − 2k + (1 − e)(kl − l) − (k − 1)(l − 1) = (k − 1)(m + l)p mod 2p.
If (k − 1)(m + l) ≡ 1 mod 2, then k ≡ 0 mod 2 and m + l = 1 mod 2. However, in
this case, p ≡ 1 mod 2, l ≡ 1 mod 2 and m ≡ 0 mod 2 hold. These contradict about
kk2 = e+ pm. As a result, 2elc+ 2− 2k +
1−e
2 (kl − l)− (k − 1)(l − 1) ≡ 0 mod 2p.
Further, when t = 1, the right hand side of (8) is 1. ∆K(1) = −emp+e
∑p−1
i=0 #{j ∈
Ik|[q(j + ki + c)]p ∈ Iek2} = −emp + ekk2 = 1. Thus, (8) lifts as the equality in
Z[t±1]/tp − 1.
In the case of 2g(K) = p, since −em+ e ·#{j ∈ Ik|[q2(j + p/2 + c)]p ∈ Iek2} = 2,
then we can use the same formula as (6).
Let (p, k) be relatively prime positive integers and ai(p, k) the i-th coefficient of
∆T (k,l)(t). Then we define the coefficient a¯i(p, k) to be
∑
j≡i mod p aj(p, k). The
coefficients have the period p namely, a¯i+p(p, k) = a¯i(p, k). We define A-function
A(x) and A-matrix (Ai,j) to be
A : Z→ Z, A(x) = a¯k2(x−c)(p, k)
and
Ai,j = a¯k2(i−c)+j(p, k), (i, j) ∈ Z
2
respectively. Namely, A(i + ekj) = Ai,j holds. Further, we denote the difference
A(x) −A(x− 1) by dA(x), and Ai,j −Ai−1,j = dAi,j . We call these dA-function and
dA-matrix.
We define A′-function and A′-matrix to be A′(x) = a¯k(x−c′)(p, k), where c
′ =
(k2 + e − p)(k2 − e)/2 and A′i,j = a¯ej+k(i−c′)(p, k).
Lemma 2.6. Let (p, k, k2) be a surgery parameter and q2 = k
2
2 mod p. The difference
dA(x) is computed by
dA(x) = Eek2 (q2x+ ek2)− Eek2 (q2x) =


1 [q2x]p ∈ I−k2
−1 [q2x]p ∈ Ik2
0 otherwise
(9)
and
dA(x) = 1⇔ dA(x + ek) = −1. (10)
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Proof. By the definition of A(x), we have A(x) = −em+ e#{k ∈ Ik|[q2(j+ k(ek2(x−
c)) + c)]p ∈ Iek2} = −em+ e#{j ∈ Ik|[q2(j + x)]p ∈ Iek2} and
dA(x) = A(x) −A(x − 1)
= e{j ∈ Ik|[q2(j + x)]p ∈ Iek2} − e{j ∈ Ik|[q2(j + x− 1)]p ∈ Iek2}
= Eek2 (q2x+ ek2)− Eek2 (q2x).
Therefore we have (9). The (10) follows from the equivalence relation: dA(x) = 1 ⇔
[q2x]p ∈ I−k2 ⇔ [q2x+ k2]p ∈ Ik2 ⇔ dA(x+ ek) = −1.
In the same way as the case of dA, we have dA′(x) = 1⇔ [qx]p ∈ I−k ⇔ [qx+k]p ∈
Ik ⇔ dA′(x+ ek2) = −1, hence,
dA′(x) = −1⇔ dA′(x + ek2) = 1.
Here q is an integer with q ≡ k2 mod p.
2.4 Alexander polynomial of Kp,k.
Ichihara, Saito, and Teragaito gave the following formula of the Alexander polynomial
of Kp,k in S
3. Here k2 is the second dual class of (p, k) and a symbol [[·]]p presents the
remainder dividing by p, where the values are reduced to an element in {1, · · · , p}.
Theorem 2.7 ([6]). Let q, q2 be integers with q = k
2 mod p and q2 = k
2
2 mod p. Then
∆Kp,k(t) is computed by the following formula:
∆Kp,k(t)
.
=
∑k2−1
i=0 t
Φ(i)·p−[[qi]]p·k2∑k2−1
i=0 t
i
(11)
.
=
∑k−1
i=0 t
Φ′(i)·p−[[q2i]]p·k∑k−1
i=0 t
i
, (12)
where Φ(i) = #{j ∈ Ik2−1|[[qj]]p < [[qi]]p} and Φ
′(i) = #{j ∈ Ik−1|[[q2j]]p < [[q2i]]p}.
This formula works for the Kp,k in arbitrary Yp,k as well as S
3. In this paper we
use this formula in many times to compute the Alexander polynomial and the genus
of Kp,k. We denote the i-th coefficient of the right hand side of (11) and (12) by bi
and b′i respectively.
We define B-matrix and B′-matrix to be
Bi,j = bik2+j , B
′
i,j = b
′
ik+j
for (i, j) ∈ Z2 respectively. Similarly, we define the following differences to be dB-
matrix and dB′-matrix.
dBi,j := Bi,j −Bi−1,j and dB
′
i,j := B
′
i,j −B
′
i−1,j
respectively.
Lemma 2.8. Let q, q2 be integers with q ≡ k
2 mod p and q2 ≡ k
2
2 mod p. The dB-
matrix and dB′-matrix are computed as follows:
dBi,j = bik2+j−b(i−1)k2+j =


1 Φ(l − 1) · p = ([[q(l − 1)]]p + i) · k2 + j for some l ∈ Ik2
−1 Φ(l − 1) · p = ([[q(l − 1)]]p + i) · k2 + j − 1 for some l ∈ Ik2
0 otherwise.
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dB′i,j = b
′
ik+j−b
′
(i−1)k+j =


1 Φ(l − 1) · p = ([[q2(l − 1)]]p + i) · k + j for some l ∈ Ik
−1 Φ(l − 1) · p = ([[q2(l − 1)]]p + i) · k + j − 1 for some l ∈ Ik
0 otherwise.
Thus dBi,j = −1⇔ dBi,j−1 = 1 and dB′i,j = −1⇔ dB
′
i,j−1 = 1 hold.
Proof. Since we can do the same argument by exchanging k and k2, we prove the case
of dB-matrix only. Let F (t) denote the right hand side of (11). Then we have
(tk2 − 1)F (t) =
∑
i
(bi−k2 − bi)t
i
= (t− 1)
k2−1∑
i=0
tΦ(i)·p−[[qi]]p·k2 =
k2−1∑
i=0
(tΦ(i)·p−[[qi]]p·k2+1 − tΦ(i)·p−[[qi]]p·k2)
=
∑
i∈Z
(#{l ∈ Ik2 |Φ(l − 1) · p− [[q(l − 1)]]p · k2 = i− 1}
−#{l ∈ Ik2 |Φ(l − 1) · p− [[q(l − 1)]]p · k2 = i}) t
i.
The number of the integers l in Ik2 satisfying Φ(l−1)·p− [[q(l−1)]]p ·k2 = i for a given
i is at most one, because taking modulo p for the equation, we have l ≡ 1−k2i mod p.
Hence the following holds.
bi − bi−k2 = #{l ∈ Ik2 |Φ(l − 1) · p− [[q(l − 1)]]p · k2 = i}
−#{l ∈ Ik2 |Φ(l − 1) · p− [[q(l − 1)]]p · k2 = i− 1}
=


1 Φ(l − 1) · p− [[q(l − 1)]]p · k2 = i for an integer l ∈ Ik2−1
−1 Φ(l − 1) · p− [[q(l − 1)]]p · k2 = i− 1 for an integer l ∈ Ik2−1
0 otherwise.
From this formula, the last assertion follows easily.
In the remaining part of this section we compute the non-zero sequence for small
p. For example, by the formula (11), we obtain the non-zero sequence of K12,5 and
g(K12,5) = 12 as the table below. On the other hand, by applying the pillowcase
method in [16] to the case of the parameter (12, 5), the homology sphere Y12,5 is
homeomorphic to Σ(3, 5, 7). Therefore we obtain the equality Σ(3, 5, 7)12(K12,5) =
L(12, 11). Here we put the list of Kp,k in a non-L-space homology sphere with p ≤ 23.
Proof of Theorem 1.13. We make Table 1 by computing the formula (11). These
are half non-zero sequences of Kp,k in non-L-space ZHS
3 with p ≤ 23. The non-zero
sequences can get the following equalities:
NS(K10,3) = NS(T (3, 7)), NS(K12,5) = NS(K17,5) = NS(T (5, 7))
NS(K13,5) = NS(T (5, 8)), NS(K15,4) = NS(T (4, 11))
NS(K16,7) = NS(T (7, 9)), NS(K17,3) = NS(T (3, 11))
NS(K19,3) = NS(T (3, 13)), NS(K17,4) = NS(T (4, 13))
NS(K20,9) = NS(T (9, 11)), NS(K21,8) = NS(T (8, 13))
NS(K23,5) = NS(T (5, 9)).
These equalities mean the equalities of the corresponding Alexander polynomials.
Since any (even rational) Dehn surgeries of these torus knots do not produce any
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p k Yp,k g(Kp,k) NSh
10 3 Σ(2, 3, 7) 6 (6, 5, 3, 2, 0)
12 5 Σ(3, 5, 7) 12 (12, 11, 7, 6, 5, 4, 2, 1, 0)
13 5 Σ(3, 5, 8) 14 (14, 13, 9, 8, 6, 5, 4, 3, 1, 0)
15 4 Σ(3, 4, 11) 15 (15, 14, 11, 10, 7, 6, 4, 2, 0)
16 7 Σ(4, 7, 9) 24 (24, 23, 17, 16, 15, 14, 10, 9, 8, 7, 6, 5, 3, 2, 1, 0)
17 3 Σ(2, 3, 11) 10 (10, 9, 7, 6, 4, 2, 1, 0)
17 4 Σ(3, 4, 13) 18 (18, 17, 14, 13, 10, 9, 6, 4, 2, 0)
17 5 Σ(2, 5, 7) 12 (12, 11, 7, 6, 5, 4, 2, 1, 0)
19 3 Σ(2, 3, 13) 12 (12, 11, 9, 8, 6, 5, 3, 2, 0)
20 9 Σ(5, 9, 11) 40 (40, 39, 31, 30, 29, 28, 22, 21, 20, 19, 18, 17,
13, 12, 11, 10, 9, 8, 7, 6, 4, 3, 2, 1, 0)
21 8 Σ(5, 8, 13) 42 (42, 41, 34, 33, 29, 28, 26, 25, 21, 20, 18, 17,
16, 15, 13, 12, 10, 9, 8, 7, 5, 4, 3, 1, 0)
23 5 Σ(2, 5, 9) 16 (16, 15, 11, 10, 7, 5, 2, 0)
23 7 Σ(2, 3, 11) 13 (13, 12, 10, 9, 6, 5, 3, 2, 0)
Table 1: Kp,k in non-L-space homology sphere Yp,k with p ≤ 23.
corresponding homology sphere Yp,k, those exteriors Yp,k −Kp,k and S
3 − T (r, s) are
not homeomorphic each other. K23,7 lies in Σ(2, 3, 11) and the polynomial ∆K23,7 is
not a cyclotomic polynomial and furthermore, it is not the Alexander polynomial of
any lens space knot in an LZHS3. In fact, suppose that the polynomial is a lens
surgery polynomial in an LZHS3. Since we have α(K23,7) = 13, hence we have
p ≤ 132 + 2 · 13 + 2 = 197 by the estimate in Theorem 1.10. We compute the
formula (11) for p ≤ 197 and we can check that the polynomial is not any lens surgery
polynomial in an LZHS3.
3 Non-zero curve.
3.1 Non-zero curve and non-zero region.
In this section we define non-zero curves for a lens space knot. The non-zero curves
can visualize the places of all the non-zero coefficients in the A-matrix (Ai,j) and B-
matrix (Bi,j). Then the curves can explore the non-zero sequence. The coefficients
are computed by dAi,j or dBi,j in Lemma 2.6 and 2.8.
Lemma 3.1. Let K be a lens space knot in an LZHS3 or Kp,k in Yp,k. We suppose
that X = A if K is the former and X = B if K is the latter. Let (Xi,j) be the
X-matrix of the lens space surgery for a knot K with 2g(K) 6= p. For the coordinate
(i, j) with dAi,j = −dAi,j+1 = 1 or dBi,j = −dBi,j+1 = 1. The values of X-matrix
around (i, j) have one of the following local behaviors:
−1
j + 1
i− 1
0
1 0
0
−10
1 0
01
1 −1 0
0 −1
j
i
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Proof. The non-zero coefficients of ∆K are ±1 via Theorem 1.5. Thus the second
statements in Lemma 2.6 and Lemma 2.8 tell us that the possibilities of values Ai,j
or Bi,j around (i, j) ∈ Z
2 are four patterns above.
In the same way, for the A′-matrix and B′-matrix the same conditions are satisfied.
Based on this lemma, we define the non-zero curve.
Definition 3.2 (Non-zero curves). Let K be a lens space knot in an LZHS3 or Kp,k
and let X be A or B respectively. Then according to the process below, we describe
oriented curves on R2. Here we regard the X-matrix as a function on the lattice points
Z2 in R2.
(a) Draw a horizontal oriented arrow on each lattice point (i, j) with Xi,j 6= 0. The
direction is the right when Xi,j = 1 and the left when Xi,j = −1 as below. Draw
nothing on any point (i, j) with Xi,j = 0. We call the arrow with right direction
or left direction positive arrow or negative arrow respectively.
(b) Connect the adjacent two arrows with the same direction. Namely, if there exist
two arrows on (i, j) and (i+1, j) with the same direction, then we connect them
as below:
1 −11 −1
(c) For any point (i, j) satisfying dAi,j = −dAi,j+1 = 1 or dBi,j = −dBi,j+1 = 1,
we connect the corresponding two non-empty arrows around (i, j) ∈ Z2 as in the
figure below. The four patterns are the four possibilities in Lemma 3.1:
−1 00 1
1 00 −1
0 1
1 0
−1 0
0 −1j + 1
i− 1
j
i
Thus we can make oriented curves on R2. We call the oriented curves non-zero curves.
The curves are weakly-decreasing about j. Notice that on no two points (i, j) and
(i + 1, j) opposite arrows are drawn, because values of dA(x) are 0 or ±1.
Lemma 3.3. Let K be a lens space knot in an LZHS3 with 2g(K) < p or Kp,k with
the slope p > 1. Let Γ be the non-zero curves of K. Then, Γ is submanifolds in R2,
namely, the manifolds are simple and no end points.
Proof. We prove that any non-zero curve is simple and has no end points. From the
construction, the curve is simple since |dAi,j | ≤ 1. If the curve has an end at (i, j),
then dAi,j 6= 0 or dAi+1,j 6= 0 holds. From Lemma 2.6, in the former case, dAi,j+1 =
−dAi,j 6= 0 or dAi,j−1 = −dAi,j 6= 0. In the latter case, dAi+1,j+1 = −dAi+1,j 6= 0 or
dAi+1,j = −dAi+1,j 6= 0 holds. Due to the definition of non-zero curve, these pairs of
non-zero values of dA-function correspond to the j-level decreasing connection as in
the process (c) (see Figure 2). This is contradiction.
Consider an A or B-matrix for a lens space knot in an LZHS3 or Kp,k in Yp,k
respectively. The symmetry of Alexander polynomial tells us the following:
Proposition 3.4. A non-zero curve for A- or B-matrix has a 180◦-rotation symmetry
about a point in R2.
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⇒⇒
0
0
0
0
Figure 2: Connection of the pair of non-zero values of dA-function.
Proof. Since we have
Ai,j+ck2 = a¯j+ck2+k2(i−c) = a¯−(j+ck2)−k2(i−c)
= a¯(−j+ck2)+k2(−i−c) = A−i,−j+ck2 ,
180◦-rotation of A-matrix with the center (0, ck2) gives the same matrix. B-matrix
has also a similar rotation symmetry. The proof is skipped.
In the end, we can get some symmetric unbounded simple curves with orientation
and no end points on R2.
3.2 The 2g(K) = p case.
Consider the case where K is a lens space knot in an LZHS3 with 2g(K) = p. Even
in this case, Lemma 3.1 holds. Consider the non-constant local behavior of the A-
function. We need consider the points with a¯g(K) = 2.
Lemma 3.5. Let Ai,j be the A-matrix of a lens space knot K in an LZHS
3 with
parameter (p, k) and 2g(K) = p. Suppose that Ai0,j0 = 2 for (i0, j0) ∈ Z
2. Then the
values of A-matrix around (i0, j0) have the following local behaviors:
−1
j0
i0
0
2 11
−10
j0 − 1
i0 + 1i0 − 1
Figure 3: The local behavior around (i0, j0).
Proof. Suppose that Ai0,j0 = 2. Then j0+k2(i0−c) ≡ g mod p. If Ai0+1,j0 , Ai0−1,j0 6=
2, because if Ai0+1,j0 = 2, we have j0+k2(i0+1− c) = g mod p and this means p = 1.
Thus we have Ai0+1,j0 = 1 and Ai0−1,j0 = 1 due to |dAi0,j0 | ≤ 1 and symmetry of
the Alexander polynomial. If Ai0,j0+1 = 0 then Ai0−1,j0+1 = 1. The coefficients
Ai0−1,j0 = Ai0−1,j0+1 = 1 are inconsistent with the alternating condition in (2). See
Figure 4. Thus Ai0,j0±1 = −1 holds. Here we use the symmetry of A-matrix.
Definition 3.6 (Non-zero curve of a lens space knot in an LZHS3 with 2g(K) = p.).
Let Ai,j be A-matrix of a lens space knot K in an LZHS
3 with parameter (p, k)
and with 2g(K) = p. Doing processes (a’), (c’) in addition to (a), (b) and (c) in
Definition 3.2, we obtain non-zero curves. Here, we state (a’) and (c’) as below.
(a’) Draw a horizontal double arrow at the values 2 as follows:
2
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0 1
2 11
1 0
Figure 4: The case of Ai0,j0±1 = 0.
−1
j0
i0
0
2 11
−10
j0 − 1
i0 + 1i0 − 1
(c’) Connect the arrows around (i, j) with Ai0,j0 = 2 as below.
Notice that the length of any double arrow is at most one.
3.3 Regions containing non-zero curves.
In the following, we investigate a domain on R2 in which the arrow lies. Here we define
a closed ǫ-neighborhood of (i′, j′) to be {(x, y) ∈ R2| max{|x− i′|, |y − j′|} ≤ ǫ}.
Definition 3.7 (Non-zero regions: NA,m,NB). Let K be a lens space knot in an
LZHS3 with the parameter (p, k) the d = deg(∆K(t)). For j0 = −ck2+mp we denote
by NA,m0 the union of closed
1
2 -neighborhood of points
{(0, j0 − d), (0, j0 − d+ 1), · · · , (0, j0 + d)}. (13)
Let K be Kp,k in Yp,k with the parameter (p, k) with dtop and dbottom the top and
bottom degree respectively of the polynomial of right hand side of (11). We denote by
NB0 the union of closed
1
2 -neighborhood of points of
{(0, dbottom), (0, dbottom + 1), · · · , (0, dtop)}.
In the former case, let NA,ml denote the parallel transform {(x + l, y − k2l) ∈
R2|(x, y) ∈ NA,m0 } by (l,−k2l) for l ∈ Z. In the latter case, let N
B
l denote {(x+ l, y−
k2l) ∈ R
2|(x, y) ∈ NB0 }. We call the unions
NA,m = ∪l∈ZN
A,m
l , N
B = ∪l∈ZN
B
l
a non-zero region.
Note that NA,m+1 is the parallel transform of NA,m by (0, p). In the same way
we can define NA
′,m and NB
′
.
Lemma 3.8. Let γ be one component non-zero curve of a lens space knot in an
LZHS3 or Kp,k in Yp,k. Then γ lies in a non-zero region.
Proof. By the definition of non-zero region any non-zero coefficients of Kp,k is in a
non-zero region.
LetNA,m be a non-zero region of a lens space knotK in an LZHS3 with parameter
(p, k).
(Case 1.) Suppose that a non-zero curve is passing from NA,m−1 to NA,m as in
Figure 5. Let γ be a segment in the curve which is connecting two 1s in the both side.
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Let l be the i-coordinate of the left 1 on γ. Let s be the union of the right boundary
segment of NA,m−1l and left boundary segment of N
A,m
l+1 .
Consider the nearest and upper −1 (with respect to j-coordinate) to the right 1
on γ. Suppose that the j-coordinate of the −1 is higher than the bottom coefficient
ag = 1 in N
A,m
l . Then the curve is passing from N
A,m to NA,m−1 (see the first
picture in Figure 5). Because the −1 is the next non-zero coefficient to the γ. The
non-zero curve inlcuding the bottom coefficient in NA,ml has to have an end point.
Because the non-zero curve is monotone-decreasing (in the wider sense), the previous
point of the bottom coefficient does not exist. This contradicts to Lemma 3.3.
NA,m
1 1
γ
s
−1
1
NA,m−1
NA,m
1 1
γ
s
s′
1
−1
−1
NA,m−1
1
δ
Figure 5: A non-zero curves passing two non-zero regions.
Thus, the j-coodinate of the next −1 of the right 1 on γ is lower than the bottom
coefficient of NA,ml . We define the curve including the next −1 to be δ (see the
second picture in Figure 5). We assume that the segment γ meets at the highest point
on s among segments positively-passing from NA,m−1 to NA,m. Such a segment δ
passing from NA,m to NA,m−1 whose j-coordinate is lower than the top coefficient
of NA,ml , is unique. Removing the segment δ from the plane, we have the odd non-
zero coefficinents in NA,m−1l+1 with the j-coordinate upper than γ. The curves on the
remained coefficients are not passing between NA,m−1 and NA,m from the previous
condition. On the other hand, such a curve must turn in the left side of s. To turn
curves we need the even coefficients because the curves are no end points. This is a
contradiction. Therefore, this case does not occur. As a result, there exists no such γ
which is passing from NA,m−1 to NA,m.
(Case 2.) Suppose that a non-zero negative arrow γ is passing from NA,m to NA,m−1
in the negative direction. Let s be the same vertical segment as above, which γ is
passing s as Figure 6. We set the i-coordinate of the left of γ to s to be l. The
non-zero coefficients upper than γ in NA,ml has odd terms. Then there exists a curve
γ′ passing from NA,m−1 to NA,m. See Figure 6. This reduces to Case 1.
Therefore, any non-zero curve is included in a non-zero region.
Lemma 3.9. Let K be a lens space knot in an LZHS3 or Kp,k in Yp,k. If γ is one
component of non-zero curve, then γ is unbounded both i- and j-coordinate.
The unbounded-ness about i- or j-coordinate means that the projection of γ to i-
or j-component respectively is surjective.
Proof. Let γ be a non-zero curve in a non-zero region NA,m or NB . Since γ is
monotone about j-coordinate, it is unbounded in j-coordinate. If γ is bounded above
by i = i0, then γ is bounded above by j-coordinate of the top coefficient of N
A,m
i0
.
Therefore γ is unbounded about i-coordinate.
The proof for K = Kp,k can be similarly proven by replacing A-matrix with B-
matrix.
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NA,m−1
NA,m
−1 −1
γ
s
1 1
γ′
Figure 6: Case 2: There exists a non-zero curve passing s with negative direction. Then
we can find a non-zero curve γ′ passing s on the upper point of s in the positive direction.
As a corollary, NA,m and NB are connected, because if it is disconnected, then
each component is bounded. This means that any non-zero curve is bounded.
Theorem 1.7. Let K be a lens space knot in an LZHS3 or Kp,k for relatively positive
integers p, k. There is one non-zero curve only in each non-zero region.
Proof. Suppose that two connected components γ and δ of non-zero curves are con-
tained in a non-zero region. Since γ and δ are disjoint each other, we may assume that
one of three components in R2− γ− δ does not have any non-zero curve. If γ is upper
than δ, then we can find a not-alternating pair 1 and 1 in ∆K(t) as seen in Figure 7
If one cannot find not-alternating coefficients, then γ and δ must be separated by a
γ
δ
Figure 7: Two non-zero coefficients which are not allowed in the broken box.
vertical line i = x0 for a real number x0. However, from Lemma 3.9 any non-zero
curve is unbounded about the i-coordinate.
We prove Corollary 1.8.
Proof. If on the non-zero curve one starts with a fixed non-zero lattice point p0 and
goes to the point p0 + (1,−k2), then the curve tracks all the non-zero coefficients of
the Alexander polynomial per one time. The number is at least k2 by considering the
shifting length of non-zero region about the j-coordinate.
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4 Applications by non-zero curve.
4.1 The lens surgeries with 2g(K)− 1 ≤ k2.
By applying non-zero region and non-zero curve to lens surgery polynomial, we classify
lens space knots in an LZHS3 with the parameter (p, k, k2) and 2g(K)− 1 ≤ k2.
Proposition 4.1. Let K be a lens space knot in an LZHS3 with parameter (p, k, k2)
or Kp,k in Yp,k and the genus g. Then an inequality k2 ≤ 2g + 1 holds.
Proof. Let NX = ∪l∈ZNXl be a non-zero region, where X = (A,m) or B. If k2 ≥
2g + 2, then NX is disconnected, since the parallel transform is (1,−k2). Thus, this
is contradiction.
Theorem 4.2. Let K be a lens space knot in an LZHS3 with parameter (p, k, k2) and
p > 2 and genus g. If 2g ≤ k2 ≤ 2g+ 1, then e = −1, k = 2 and ∆K(t) = ∆T (2,2g+1).
The parameters are (p, k, k2) = (4g + 3, 2, 2g + 1), (4g + 1, 2, 2g) respectively. There
exist no lens surgeries with k2 = 2g − 1.
Proof. Let K be a lens space knot in an LZHS3 with g = g(K) and p > 2. If
k2 = 2g+1, then by the parallel translation by (1,−k2) = (1,−(2g+1)) two adjacent
NA,ml and N
A,m
l+1 meet one corner point (Figure 8). Hence, all the lattice points in the
non-zero regionNA,m for any integerm give non-zero coefficients. Thus the Alexander
polynomial is as follows:
∆K(t) = t
g − tg−1 + tg−2 − · · ·+ t−g = ∆T (2,2g+1)(t).
By the definition of k2, we have 2k2 ≤ p− 1. If 2k2 ≤ p− 2, then there exists some
integer x such that dA(x) = dA(x + ek) = 0. From (9) in Lemma 2.6, the remainder
of q2 = k
2
2 in {0, 1, · · · , p−1} is smaller than p−k2. The dA-matrix dAl,n is described
as follows by using (9) in Lemma 2.6

1 [q2l + enk2]p ∈ I−k2
−1 [q2l + enk2]p ∈ Ik2
0 otherwise
Thus non-zero values of the sequence {dAl,n}n∈Z are adjacent mutually as follows:
· · · , 0, 1,−1, 1,−1, 1,−1, · · · , 1,−1, 0, · · ·
In particular, p < 3k2 holds. Thus, the zero values in the sequence {dAl,n}n∈Z are
isolated, i.e., if dAi,j = 0 then dAi,j±1 6= 0 holds. Therefore, the x with dA(x) = 0 in
the period p is unique. Thus 2(2g + 1) + 1 = p holds. Thus k = 2 and e = −1 hold.
If k2 = 2g, then by the translation (1,−2g), the adjacent non-zero regions N
A,m
l
and NA,ml+1 are attached at length one segment as in Figure 9. Then we have:
∆K(t) = t
g − tg−1 + tg−2 − · · ·+ t−g = ∆T (2,2g+1)(t).
In the same reason as the case of k2 = 2g+1, p < 3k2 and zero values in the sequence
{dAl,n}n∈Z are isolated. Thus 2 · 2g + 1 = p holds. This means k = 2 and e = −1.
Suppose that k2 = 2g − 1. Let Ai,j be the entry with k2(i − c) + j = −d. If
Ai+1,j = 1 then since Ai+1,j+1 = 1 holds, this does not satisfy alternating condition
in Theorem 1.5. If Ai+1,j = 0 then (i, j) is an end point of the non-zero curve. If
Ai+1,j = −1, then dAi+1,j = −2 holds. This contradicts to (9) in Lemma 2.6.
Thus we have only to consider the case of k2 ≤ 2g− 2 to investigate the lens space
knot in an LZHS3 to classify the lens space realization.
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Figure 8: The case of k2 = 2g + 1.
⇒
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Figure 9: The case of k = 2g.
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4.2 Lens surgeries with (2, r)-torus knot polynomial.
We prove Theorem 1.11 (the classification of lens space knots in an LZHS3 with
(2, r)-torus knot polynomial).
Proof. In Theorem 4.2, we proved 4 ⇒ 1 and 4 ⇒ 2. Here we prove 1 ⇒ 4. Suppose
that ∆K(t) = ∆T (2,2g+1), k2 ≤ 2g−2 and e = −1. If N
A,m
l ∩N
A,m−1
l+1 is some interval,
then for some integer x, dA(x) = ±2 holds or some non-zero curve is passing between
different non-zero regions. Both the cases give contradiction.
Therefore NA,m ∩ NA,m−1 is a set of discrete (corner) points or empty. See
Figure 10. If k2 ≥ 4, then there exists some integer x such that dA(x) = 1 and
0
The A-function.
0
The dA-function.
1
-1
1
-1
0
0
0
-1
1
-1
Figure 10: ∆K(t) = ∆T (2,2g+1), k2 ≤ 2g − 2.
dA(x + ek) = −1. Thus p < 3k2 holds. Now, from the condition k2 ≤ 2g − 2, there
exists some integer y such that dA(y) = dA(y + k) = dA(y + 2k) = 0 holds. This is
contradiction. Therefore 2g − 1 ≤ k2 holds. If k2 ≤ 3 then the parameter is (p, 2, 3)
or (p, 2, 2) only. The parameters correspond to (7, 2, 3) or (5, 2, 2) respectively. These
cases are also ∆K(t) = ∆T (2,3)(t).
We prove 2 ⇒ 1. If (p, 2) is lens surgery parameter, then by using Theorem 2.3,
∆K(t) = ∆T (2,2g+1) holds.
The equivalence 3 ⇔ 2 is due to the definition of realization of lens surgery pa-
rameter. The equivalence 1⇔ 5 is due to the definition of α-index.
Next, we classify the knots Kp,k with torus knot polynomial T (2, r).
Proof of Theorem 1.12. Form Proposition 4.1, we may assume that k2 ≤ 2g + 1.
Suppose that k2 ≥ 4 as in the first picture in Figure 11. Then for any i there exists
an integer j such that
Φ(l − 1)p− ([[q(l − 1)]]p + i)k2 = j − 1 for some l ∈ Ik2
Φ(l′ − 1)p− ([[q(l′ − 1)]]p + i)k2 = j + 1 for some l
′ ∈ Ik2 ,
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Figure 11: ∆Kp,k(t) = ∆T (2,2g+1)(t).
Thus l, l′ satisfy
l ≡ 1− qi+ k2(j + 1), l
′ ≡ 1− qi + k2(j − 1) mod p,
where 1 ≤ l, l′ ≤ k2 holds. Thus, in particular, p < 3k2 holds.
If 2k2+3 < p < 3k2, then there exists an integer j0 such that [1−qi+k2(j0+1)]p 6∈
Ik2 and [1− qi+ k2(j0 + 2)]p 6∈ Ik2 . This is contradiction to 3k2 < p. Thus we obtain
p ≤ 2k2 + 2. Since (p, k2) = 1, then we have p = 2k2 + 1. Then we have k = 2 and
e = −1. This knot K2k2+1,2 is in S
3.
Suppose that k2 ≤ 3 (the second picture in Figure 11). From the inequality k ≤ k2,
in this case, we have (p, k) = (5, 2), (8, 3), or (10, 3) only. Here the non-zero sequence
of K8,3 is
NSh(K8,3) = (4, 3, 1, 0)
and for K10,3 can be seen in Table 1. These are not (2, r)-torus knot polynomials.
Thus this case also holds.
4.3 An α-index inequality
In this section we prove the theorems in Section 1.3.4, and 1.3.5. We prove Theo-
rem 1.14.
Proof of Theorem 1.14. Suppose that X = (A,m) or B. Let NX be the non-zero
region. Let (i0, j0) be the top lattice point in NXi0 .
Suppose that there exists an integer 0 < j < k2 with Xi0,j0−j = 1. Since any
non-zero curve has no end points, there is the next point (i0, j0− j− 1) of (i0, j0− j).
Thus Xi0,j0−j−1 = −1 holds. This means n1 − k2 + 1 ≤ i ≤ n1 is included in the
adjacent region. The leftmost picture in Figure 12 presents this argument.
If Xi0,j0−k2+1 = 1, then (i0+1, j0−k2) (the lattice point corresponding to ag(K))
is the next point of (i0, j0 − k2 + 1). Thus Xi0,j0−k2 = 0 holds. Then α(K) = k2 − 1
(the second picture in Figure 12).
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Let s be the adjacent length. If Xi0,j0−k2+1 6= 1, then Xi0,j0−k2 = 1 and n1− k2 is
in the adjacent region. Thus, we have n1 − k2 = n2s2−1 for some integer 1 < s2 ≤ s.
This case is one of the third, fourth or fifth pictures in Figure 12. The latter case
is α(K) = k2 holds. If k < k2 holds, considering the A
′-matrix, we also obtain
n1 − k = n2s1−1 for some integer 1 < s1 < s2.
NX
(i0, j0 − j)
S
(i0, j0 − k2 + 1)
NX
(i0, j0)
S
0
NX NX
NX
ad
Figure 12: The cases of 0 ≤ j < k2 − 1 or j = k2 − 1.
We prove Corollary 1.16.
Proof. Suppose that n2 < n1 − 1. Then α is equal to 0. By using the right previous
inequality k2 ≤ α + 1, we have k = k2 = 1. This is the surgery parameter of trivial
knot surgery.
Here we give a proof of Theorem 1.10.
Proof. By using mp = kk2 − e and Theorem 1.14, we have
p =
kk2 − e
m
≤ k22 + 1 ≤ (α(K) + 1)
2 + 1 = α(K)2 + 2α(K) + 2.
The last statement of this theorem is due to this inequality.
Here we give a classification of lens space knots with α(K) = 2.
Corollary 4.3. Let K be a lens space knot in an LZHS3 or Kp,k in Yp,k with genus
g. K is a lens space knot in an LZHS3 or Kp,k with α(K) = 2 if and only if
∆K(t) = t− 1 + t−1.
In other words, if ∆K(t) with more than three non-zero coefficients and is expanded
as follows
∆K(t) = t
g − tg−1 + tg−2 − tg−g
′
+ · · · ,
then g′ = 3 holds.
Proof. If α(K) = 2 then p ≤ 10 and k2 ≤ 3 by using Theorem 1.10. The surgery pa-
rameters with α(K) = 2 are (5, 2), (7, 2), (8, 3) or (10, 3). The half non-zero sequences
of the parameters (8, 3) and (10, 3) are (4, 3, 1, 0) and (6, 5, 3, 2, 0) respectively. These
sequences do not satisfy α(K) = 2. The parameters (5, 2) and (7, 2) are realized by
lens surgeries by the trefoil. Conversely if ∆K(t) = t− 1+ t−1, then α(K) = 2 by the
definition of α-index.
If the ∆K(t) has more than three non-zero coefficients, then α(K) > 2 holds. Thus
if g, g − 1, g − 2 are exponents of non-zero coefficients, then g − 3 is in the adjacent
region. Thus g′ = 3 holds.
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In the following, we prove Theorem 1.15.
Proof. Let K be a lens space knot in an LZHS3 or Kp,k with genus g. Suppose that
α(K) = k2 − 1 and s is the adjacent length i.e., α(K) = n1− n2s−1 holds. Let (i0, j0)
be the lattice point for the top coefficient ag(K) in NXi0 . From the assumption, we
have Xi0−1,j0 = 0 and Xi0−1,j0+1 = 1.
In the case of n2s < n2s−1− 3, the non-zero curve is as (a) in Figure 13. Since the
non-zero curve is connected, n3 = n2 − 1 holds.
In the case of n2s = n2s−1− 3, the non-zero curve is as (b) in Figure 13. Since the
non-zero curve is connected, n3 ≤ n2 − 2 holds.
In the case of n2s = n2s−1 − 2, since the non-zero curve is connected, n2 − n3 =
n2s − n2s+1 or n2 − n3 = n2s − n2s+1 + 1 holds. See (c) in Figure 13. Furthermore, if
n3 = n2 − 1, then the former case holds. Thus, n2s+1 = n2s − 1.
(i0, j0)
0
(a) (b) (c)
00n2s−1
n2s
n2s−1
0
0
0
0
n2s+1
n2s
Figure 13: The case of k2 = α(K) + 1.
Corollary 4.4. Suppose that K is a lens space knot in an LZHS3 or Kp,k in Yp,k
with parameter (p, k, k + 1). Then, α(K) = k holds.
Proof. We use the X-function and X ′-function, which is obtained by exchanging k
and k2.
From the Theorem 1.14, there exist integers s1, s2 with 1 < s1 ≤ s2 ≤ s such that
k = n1 − n2s1−1 and k2 = n1 − n2s2−1 or = n1 − n2s2−1 + 1.
If s1 < s2, then k = n1 − n2s1−1 ≤ n1 − n2s2−1 − 2 ≤ k2 − 2 = k − 1. This is
contradiction. Thus s1 = s2 holds. As a result we have k2 = n1 − n2s2−1 + 1. This is
the case of (1) in Theorem 1.14, thus s1 = s, i.e., k = α(K) holds.
Here we prove the following lemma.
Lemma 4.5. Let (p, k) be a surgery parameter for lens surgery in an LZHS3. Then
for any column of dA-matrix, there exists an integer m such that the number of 0s
between the two pairs of the adjacent {−1, 1} is m or m+ 1.
Proof. From the computation of dA-matrix we have the following:
dAi0,j = dA(i0 + ejk) =


−1 [i0q2 + jk2]p ∈ Ik2
1 [i0q2 + jk2]p ∈ I−k2
0 otherwise.
Thus, the number of sequent 0s in dA-matrix in a vertical line is determined by the
sequence [nk2]p 6∈ Ik2 ∪ I−k2 .
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Here we prove Theorem 1.17.
Proof. Let K be a lens space knot in LZHS3 or Kp,k in Yp,k. Suppose that ni is a
non-zero sequence with at least four trerms. If (n1, n2, n3, n4) = (g, g − 1, g′, g′ − r)
with r ≥ 4 and g′ < g−1, then by using Theorem 1.14 and Theorem 1.15, n3+1 = n2
holds. From Corollary 4.3, this case does not exists.
We suppose K is a lens space knot in an LZHS3 and r = 3. If p − k2 ≥ 2g + 1,
then since the m in Lemma 4.5 is 0, and k2 = 3 or 4 holds. The left two pictures in
Figure 14 are non-zero curves of k2 = 3 or 4. However, each of the pictures does not
describe any non-zero curve of lens surgery. Because, in the case of k2 = 3, we cannot
connect the curve as a connected curve and in the case of k2 = 4, the curve does not
have a symmetry about a point (Proposition 3.4).
If p− k2 < 2g+ 1, then the non-zero curve is the right picture in Figure 14. Since
the number m in Lemma 4.5 is 0, then (p, k2) = (2g + 3, 7), (2g + 3, 6), (2g + 2, 6), or
(2g + 2, 5) holds. These cases are realized by any lens space surgery in an LZHS3.
k2 = 3 k2 = 4
p− k2 < 2g + 1.p− k2 ≥ 2g + 1.
0
0
0
0
0
0
0
0
0
0
0
0
0
Figure 14: The case of (n1, n2, n3, n4) = (g, g − 1, g
′, g′ − 3) and k2 = 3 or 4.
Example 4.6. K = T (u, u+1) for u ≥ 2 satisfies this condition. In this case we have
k = u = α(T (u, u+ 1)) and k2 = u+ 1. The expansion of ∆T (u,u+1)(t) is as follows:
∆T (u,u+1)(t) = t
d − td−1 + td−u − td−u−2 + · · · ,
where g = u(u−1)2 . The adjacent sequence is (g, g − u).
Example 4.7. The parameter (19, 7, 8) is a lens surgery parameter of a lens space knot
Pr(−2, 3, 7). The adjacent sequence is AS = (5, 2, 0,−2). The Alexander polynomial
is expanded as follows:
∆Pr(−2,3,7)(t) = t
5 − t4 + · · ·+ t5−7 − t5−9 + · · · .
Here α(Pr(−2, 3, 7)) = 7 holds and s = s1 = s2 = 4. Thus, we know that the inequality
k2 ≤ α+ 1 is best possible.
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The Alexander polynomial of K61,13 in S
3 is expanded as follows:
∆K61,13(t) = t
22 − t21 + · · ·+ t22−13 − t22−15 + · · · .
Thus α(K61,13) = 13 holds.
4.4 Lens surgeries with g(K) ≤ 5 or with at most 7 non-zero
coefficients.
We classify lens space knots in an LZHS3 or Kp,k in Yp,k with g(K) ≤ 5 or at most
7 non-zero coefficients. Before proving the theorems below we introduce some results.
Rasmussen proved the following:
Theorem 4.8 (Rasmussen [11]). Let K be a knot in an L-space. Suppose that some
integral surgery on K yields a homology sphere Y . If 2g(K) < p + 1, then Y is an
L-space, while if 2g(K) > p+ 1, then Y is not an L-space.
This means that if p is a lens surgery slope of the lens space knotK in a non-L-space
homology sphere, then
2g(K) ≥ p+ 1
holds.
Here we prove the following:
Proposition 4.9. Let Kp,k be a lens space knot in a non-L-space ZHS
3. Then
g(Kp,k) ≥ 6 holds. If g(Kp,k) = 6, then (p, k) = (10, 3) and K10,3 lies in Σ(2, 3, 7).
Proof. When the slope is p ≤ 9, any Kp,k lies in S
3 or Σ(2, 3, 5). See the list in [1] and
[15]. Hence, any Kp,k in a non-L-space ZHS
3 satisfies p ≥ 10. From Theorem 4.8,
those knots satisfy g(Kp,k) ≥
p+1
2 > 5. By using the formula (11), we have g(K10,3) =
6 and K10,3 ⊂ Σ(2, 3, 7). This example is all the Kp,k in a non-L-space homology
sphere 10 ≤ p ≤ 11 by checking such Yp,k. Any other Kp,k with p ≥ 12 in a non-L-
space homology sphere has g(Kp,k) ≥
p+1
2 > 6.
The knot K10,3 lies in Σ(2, 3, 7) and satisfies Σ(2, 3, 7)10(K10,3) = L(10, 1). Check
the case of ℓ = −1 in A1 or A2 type in Table 3 in [16].
Let Kp,k be a knot in a non-L-space homology sphere. Theorem 4.8 and Proposi-
tion 4.9 imply g(Kp,k) ≥ 6. Here we list surgery parameters and realizations of a lens
space knot Kp,k in an LZHS
3 with g(K) ≤ 5.
Theorem 4.10. Let K be a lens space knot in an LZHS3 with g(K) ≤ 5. Then the
parameter can be realized by either of the following lens space knots:
T (2, 3), T (2, 5), T (2, 7), T (3, 4), T (2, 9), T (3, 5), T (2, 11), or Pr(−2, 3, 7)
We classify the lens space knots in an LZHS3 or Kp,k with at most 7 non-zero
coefficients of the Alexander polynomial.
Theorem 4.11. Let K be a lens space knot in an LZHS3 or Kp,k in Yp,k with at
most 7 non-zero coefficients. Then the lens space parameters can be realized by either
of the following lens space knots:
T (2, 3), T (2, 5), T (4, 3), T (2, 7), T (3, 5), or T (4, 5).
We can also find concrete lens surgery parameters from the realization.
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Proposition 4.12. Let K be a lens space knot in an LZHS3 with (p, k). Let γ be a
non-zero curve and γ′ the non-zero curve obtained by the (k,−e) parallel translation.
Then, the parameter (p, k) can be realized by a surgery parameter of a torus knot
surgery in S3, if and only if γ and γ′ are included in NA,m and NA,m+e respectively.
Proof. The parallel transformation by a vector v1 = (1,−k2) acts on NA,m and the
non-zero curve in NA,m. The vector v2 = (0, ep) gives a congruence map to next
non-zero region. Lens space surgeries of (r, s)-torus knot in S3 (r < s) are p = rs± 1
in [8]. If r > 2, then the parameter is (rs − e, r, s). If r = 2, then the parameter
is (2s + 1, 2, s) (e = −1) or (2s − 1, 2, s − 1) (e = 1). Thus in both cases we have
p = kk2 − e.
This equality is equivalent to (k,−e) = (k,−kk2 + p) = kv1 + ev2. Thus (k,−e)
moves the next non-zero regions in NA = ∪m∈ZN
A,m as NA,m 7→ NA,m+1.
In the case of g ≤ 3, the lens surgery polynomials are all torus knot polynomials.
Because, if the polynomial is not T (2, n)-torus knot, then the non-zero terms are at
most five and α ≤ 3 holds. From Theorem 1.10 and Corollary 1.8, p ≤ 17 and k2 ≤ 5.
Thus lens space surgery on this restriction is realized by some torus knot surgery.
Lemma 4.13. If K is a lens space knot in an LZHS3 or Kp,k with 3 ≤ k ≤ k2 ≤ 6,
then the parameter (p, k) is either of the following:
(31, 5), (29, 5), (26, 5), (24, 5), (13, 5), (12, 5), (25, 4), (23, 4), (21, 4), (19, 4),
(19, 3), (17, 4), (17, 3), (15, 4), (13, 3), (11, 3), (14, 3), (16, 3), (8, 3), (10, 3).
Proof. If k2 = 5 holds, then k ≤ k2 = 5. If k = 5, then p is the divisor of 26 or 24.
Other cases are all listed similarly.
Suppose that K is a lens space knot in an LZHS3 with the parameters (26, 5),
(24, 5), (13, 5), (12, 5), (17, 4), (15, 4), (19, 3), (17, 3) and (10, 3). Then some ai(K) (in
Theorem 2.4) is not absolutely less than or equal to 1. If one of others is not realized
by a torus knot, it is realized by either of the following lens space knots:
• K25,4 = (T (2, 3))13,2 (the (13, 2)-cable knot of T (2, 3))
• K23,4 = (T (2, 3))11,2 (the (11, 2)-cable knot of T (2, 3))
• K8,3 in Y8,3 = Σ(2, 3, 5).
Here we classify lens space surgery with g(K) = 4.
Proposition 4.14. Let K be a lens space knot in an LZHS3 with g(K) = 4, then
the parameters are (17, 2), (19, 2), or (8, 3). The parameters are realized by T (2, 9) or
K8,3 in Σ(2, 3, 5).
Proof. Let (p, k) be a lens surgery parameter of a lens space knot K with genus 4.
Suppose that ∆K(t) does not equal to a (2, r)-torus knot polynomial. Then the half
non-zero sequence is (4, 3, 1, 0) or (4, 3, 0) from Corollary 4.3. The α-index of the
polynomial is 5 or 4. Thus k2 ≤ 6 holds from Theorem 1.14. The parameters with
k2 ≤ 6 are already classified above. Then the parameters with g(K) = 4 are realized
by torus knots or K8,3. NSh(K8,3) = (4, 3, 1, 0). Since (4, 3, 0) is not a non-zero
sequence of a torus knot polynomial, this case does not occur.
Note that the equality of non-zero sequence NSh(K8,3) = NSh(K14,3) holds. This
proposition also proves that the sequence (4, 3, 0) is not non-zero sequence of lens
space knot in an LZHS3.
The author in [13] proved the following:
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Theorem 4.15 (Theorem 16 in [13]). If a knot K satisfying ∆K(t) = t
n − 1 + t−n
admits lens surgery, then n = 1 and moreover K is the trefoil knot.
This theorem was in [13] proved by a longer argument of coefficients, however, it
is an immediate application of Corollary 1.16. In the present paper, we can continue
to discuss the existence of lens surgery in terms of the number of non-zero coefficients
of the Alexander polynomial.
For example, the polynomial tn − tn−1 + 1 − t−n+1 + t−n satisfies the condition
n2 = d − 1 in Corollary 1.16, however, there exists an upper bound of n such that it
is a lens surgery polynomial in an LZHS3 or ∆Kp,k(t).
Corollary 4.16. Let K be a lens space knot in an LZHS3 or Kp,k with 5 non-zero
coefficients of the Alexander polynomial. Then ∆K(t) = ∆T (2,5)(t), or ∆T (4,3)(t).
In other words, if the lens surgery polynomial is of form tn−tn−1+1−t−n+1+t−n,
then n = 2 or 3 holds.
These polynomials do not coincide with ∆Kp,k(t) in any non-L-space ZHS
3.
Proof. Suppose that ∆K(t) 6= ∆T (2,r)(t). Then α(K) = n ≥ 3 holds. From Corol-
lary 1.8, the inequality k2 ≤ 5 holds. Since p.288 (A) in [15] k < k2 holds. Then
k2 = k + 1 = n + 1 ≤ 5 holds from Theorem 1.14. If g(K) = 4, then the non-zero
sequence is (4, 3, 1, 0) only. Thus we have g(K) ≤ 3, that is, g(K) = 3 from the
condition above. This case is realized by T (3, 4).
Corollary 4.17. Let K be a lens space knot in an LZHS3 with g(K) = 5 with param-
eter (p, k). Then (p, k) is realized by a lens space surgery of T (2, 11) and Pr(−2, 3, 7).
Proof. We assume that ∆K(t) 6= ∆T (2,r)(t). From Theorem 1.11 and 4.2, since 3 ≤
k < k2 ≤ 8 or k = k2 = 3 holds. In the case k = k2 = 3, we have p = 8 and g(K) 6= 5.
From Corollary 4.3 and 4.16, the non-zero sequence is one of the following:
NSh(K) = (5, 4, 1, 0), (5, 4, 2, 1, 0), (5, 4, 2, 0), (5, 4, 3, 2, 0).
If NSh(K) = (5, 4, 3, 2, 0) or (5, 4, 2, 0), then the α(K) is 5 or 3 respectively. These
cases are k2 ≤ 6 and are already classified in Lemma 4.13. However any of these
cases is not g(K) = 5. If NSh(K) = (5, 4, 1, 0) then α(K) = 6 and k2 ≤ 7 due to
Corollary 1.8. If k2 ≤ 6, then by the same arguments as above g(K) 6= 5. Thus k2 = 7
holds. From p.288 (A) in [15] k < k2 holds. Then k = 4 holds due to Theorem 1.14.
Thus p is a divisor of 27 or 29. Since 2k2 = 14 < p holds, p = 27, 29. (p, k) = (27, 4)
and (29, 4) are realized by T (4, 7). However g(K) 6= 5 holds.
Suppose that NSh(K) = (5, 4, 2, 1, 0) and α(K) = 7. If k2 ≤ 6, then the genus is
not 5 as described above. Then k2 = 7, 8 holds. From the above description k < k2
holds.
Suppose that k2 = 7. If k = 3, then there exists dA = 2 point as in the leftmost
picture in Figure 15. If k = 5, then p is a divisor of 34, 36 and satisfies p > 2k2 = 14.
Thus p = 17, 18, 34, or 36 holds. The case of (p, k) = (17, 5) does not satisfy the flat
coefficients for the formula of ai(K) in Proposition 2.4. Other cases are T (5, 7) or
Pr(−2, 3, 7). The former case does not satisfy g(K) = 5.
Suppose that k2 = 8. The k = 3 does not occur by the same reason as above.
If k = 5, then p is a divisor of 39 or 41 and satisfies p > 2k2 = 16. Then we
have p = 39, 41. This case is realized by the (5, 8)-torus knot surgery. However
g(T (5, 8)) 6= 5. If k = 7, then p is a divisor of 55 or 57 and satisfies p > 2k2 = 16.
Then p = 19, 55, 57. The case of (p, k) = (19, 7) is realized by Pr(−2, 3, 7) with
g(K) = 5. The case of (p, k) = (55, 7) or (57, 7) is realized by T (7, 8) with g(K) = 21.
28
1
-1
1
0
-1
1
-1
1
0
-1
1
1
-1
1
0
-1
1
-1
1
0
-1
1
k = 3
1
-1
1
0
-1
1
-1
1
0
-1
1 1
-1
1
0
-1
1
-1
1
0
-1
1
k = 5
1
-1
1
0
-1
1
-1
1
0
-1
1
1
-1
1
0
-1
1
-1
1
0
-1
1
k2 = 8
Figure 15: The case of NSh(K) = (5, 4, 2, 1, 0).
Thus lens space knot in an LZHS3 with g(K) = 5 is realized by T (2, 11) or
Pr(−2, 3, 7).
Next, we classify lens space knots with 7 non-zero coefficients.
Corollary 4.18. If the Alexander polynomial ∆K(t) of lens space knot in an LZHS
3
or Kp,k with 7 non-zero coefficients, then ∆K(t) = ∆T (2,7)(t), ∆T (3,5)(t), or ∆T (4,5)(t).
If K is a lens space knot in an LZHS3 or Kp,k with
∆K(t) = t
g − tg−1 + t− 1 + t−1 − t−g+1 + t−g (14)
∆K(t) = t
g − tg−1 + t2 − 1 + t−2 − t−g+1 + t−g, (15)
then when (14), g = 3, 4 and when (15), g = 6.
Proof. Suppose that K is a lens space knot in an LZHS3 or Kp,k and ∆K(t) 6=
∆T (2,2g+1)(t).
If the lens surgery polynomial is of the form (14), then g ≥ 4 and α(K) = g + 1.
If k = k2, then k2 ≤ 3 and k = k2 = 1 or 3. These cases do not satisfy the Alexander
polynomial condition. Thus we have k < k2. If g ≥ 5 and (k, k2) = (g + 1, g + 2),
(g−1, g+2) (g−1, g+1), then the non-zero curve is not disconnected. Thus g ≤ 4 holds.
Then (k, k2) = (3, 6), (3, 5), (5, 6). The candidate p is a divisor of 17, 19, 14, 16, 29, 31.
Among these candidates, genus 4 cases are (p, k, k2) = (14, 3, 5) or (16, 3, 5) only. This
is the ∆T (3,5)(t).
If the lens surgery polynomial is of form (15), then α(K) = g − 2. If g ≥ 8 then
the non-zero curve is disconnected in the same reason as above. Thus, g ≤ 7 holds.
Searching connected curves, we can find the possibilities of non-zero curves as in the
pictures in Figure 16. The next is the table of the 4 non-zero curves.
k or k2 g α
4 6 4
5 7 5
5 6 4
4 5 3
By using the inequality (4) in Theorem 1.14, considering all the cases (p, k, k2), we
get (p, k, g) = (19, 4, 6), (21, 4, 6) and ∆K(t) = ∆T4,5(t). These cases are torus knot
surgeries.
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Figure 16: The patterns with g = 6, 7, 6, 5 respectively.
Here we prove Theorem 4.10 and 4.11.
Proof. Suppose that ∆K(t) 6= ∆T (2,r)(t). If g ≤ 3, then then 3 and 5 non-zero
coefficients classification, such parameters are (11, 3) or (13, 3) and are realized by
T (4, 3). If g = 4 or 5, then the parameters are (8, 3), (18, 5) or (19, 7) and are realized
by K8,3, Pr(−2, 3, 7) due to Proposition 4.14 and Corollary 4.17.
Proof. From Theorem 4.15 and Corollary 4.16 and 4.18, this theorem follows.
The next classification of lens surgeries should be done for the surgeries with 9
non-zero coefficients. This is left for readers.
Problem 4.19. Classify the Alexander polynomial with 9 non-zero coefficients. The
polynomials are of the form:
tn − tn−1 + tm − tm−1 + 1 + t−m − t−m+1 − t−n + tn,
tn − tn−1 + tm − tm−2 + 1 + t−m − t−m+2 − t−n + tn
or
tn − tn−1 + tm − tm−3 + 1 + t−m − t−m+3 − t−n + tn.
4.5 Lens surgeries with 2g(K)− 4 ≤ k2 ≤ 2g(K)− 2.
In Theorem 4.2, we classify lens space knots in an LZHS3 or Kp,k in Yp,k in the cases
of 2g(K)− 1 ≤ k2. Here we classify lens space knots in an LZHS3 with 2g(K)− 4 ≤
k2 ≤ 2g(K)− 2.
Theorem 4.20. If a lens space knot K in an LZHS3 satisfies 2g(K) − 4 ≤ k2 ≤
2g(K)−2, then the lens surgery parameters are (11, 3), (14, 3), (19, 7) and are realized
by
T (3, 4), T (3, 5) or Pr(−2, 3, 7),
respectively.
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These lens surgeries in the theorem just correspond to the ones with the half non-
zero sequence
(g, g − 1, g − 3, g − 4, · · · , 2, 1, 0).
The following table is the classification of NS with 2g(K)− k2 ≤ 4.
2g(K)− k2 (p, k) NS
−1 (4d+ 3, 2) NS(T (2, 2d+ 1))
0 (4d+ 1, 2) NS(T (2, 2d+ 1))
1 no no
2 (19, 7) NS(Pr(−2, 3, 7))
2 (11, 3) NS(T (3, 4))
3 (14, 3) NS(T (3, 5))
4 no no
Theorem 4.20 is proven by decomposing it into the following three propositions.
Proposition 4.21. Let K be a lens space knot in an LZHS3 with genus g. If K
satisfies k2 = 2g − 2, then the lens surgery parameters are (11, 3), (19, 7) and are
realized by T (3, 4), or Pr(−2, 3, 7) respectively.
Proof. In the case of 2g − 2 = k2, the half non-zero sequence NSh(K) is
(g, g − 1, g − 2, · · · , 0) or (g, g − 1, g − 3, g − 4, · · · , 2, 1, 0).
The former case corresponds to the surgery parameter realized by (2, r)-torus knot
due to Theorem 1.11.
We consider the latter case. In the case of g ≥ 5, there exists a sequent values
· · · ,−1, 1,−1, 1, · · · for dA on a column. Hence, from Lemma 4.5, the m in the
statement is 0.
By Lemma 4.5, we have p− k2 = 2g+1 and p− k2 = 2g+2. See Figure 17. Since
the latter case does not satisfy (p, k2) = 1, we have (p, k2) = (4g − 1, 2g − 2).
Consider the 3 lattice points on a vertical line with dA = 0 among a period. The
distances of these 3 points are 5, 2g − 3 and 2g − 3, see Figure 17. Let (i0, j0) be a
lattice point with i0q + j0k2 ≡ k2 + 1. Then (i0, j0 + ek) and (i0, j0 + 2ek) are the
points satisfying dA = 0. Since j0, j0 + ek, j0 + 2ek are dA = 0 points in the period
p. Thus, k = 2g − 3 holds if g > 4. Therefore, we have kk2 = (2g − 3)(2g − 2) =
4g2−10g+6 ≡ 3g+3 ≡ ±1 mod 4g−1. Solving this equality, we have (p, k) = (19, 7)
and g = 5. This case is realized by the (−2, 3, 7)-pretzel knot.
In the case of g ≤ 4, we have g = 3 and (p, k) = (11, 3) from Theorem 4.10.
Next is the classification of the cases of 2g(K)− 3 = k2.
Proposition 4.22. Let K be a lens space knot in LZHS3 with genus g. If K satisfies
k2 = 2g − 3, then the lens surgery parameter is (14, 3) and is realized by T (3, 5).
Proof. From the condition k2 = 2g − 3, the half non-zero sequence of the Alexander
polynomial is
(g, g − 1, g − 3, g − 4, · · · , 2, 1, 0) or (g, g − 1, g − 4, g − 5, · · · , 2, 1, 0).
N1 and N2 denote the half non-zero sequences respectively. The non-zero regions for
these cases are the first picture in Figure 18.
If p − k2 < 2g + 1 holds, then the case of NSh = N2 holds and the A-function
is the picture (a) in Figure 18. This picture ∪m∈ZN
A,m has the symmetry of the
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Figure 17: The A-function and dA-function in the case of (p, k2) = (4g − 1, 2g − 2).
parallel transformation (2, 0). Thus p = 2 holds. This case does not occur. Hence
p− k2 ≥ 2g + 1 holds.
Suppose that p − k2 ≥ 2g + 1. If NSh = N2, then the dA-function is the picture
(b). This picture is inconsistent with Lemma 4.5. In fact in the sequence {dAi0,j}j∈Z
there exist parts of the following
· · · , 1,−1, 1,−1, · · · , 0, 0, · · · .
This violates Lemma 4.5.
IfNSh = N1 and g > 5, then the numberm in Lemma 4.5 is 0. Thus p−k2 = 2g+1
or 2g + 2, therefore, (p, k2) = (4g − 2, 2g − 3), (4g − 1, 2g − 3) respectively. If (p, k) =
(4g−2, 2g−3) then p−2k2 = 4 is satisfied, i.e., the points with dA = 0 have four points
among a period (sequent p lattice points). If (p, k) = (4g−1, 2g−3) then p−2k2 = 5 is
satisfied, i.e., the points with dA = 0 have five points among a period. The distances of
these 4 points (or 5 points) are 3, 2g−5, 5, 2g−5 (or 3, 2g−5, 3, 3, 2g−5 respectively).
Here, the existence of the distance 3 implies 3k2 − p = 2g + 8 ≤ 4. However this is
contradiction of the condition g ≥ 5.
Suppose that NSh = N1 and g ≤ 5. From Theorem 4.10 we can find (p, k, k2) =
(14, 3, 5).
Proposition 4.23. There exists no lens space knot K in an LZHS3 with 2g(K)−4 =
k2 and parameter (p, k).
Proof. Let g be a genus of such a knot. From Corollary 1.16 n1 = g and n2 = g − 1
hold. If n3 = g − 3, then we can find a point with dA = −2 from the leftmost picture
in Figure 21.
Thus n3 = g−2 and then the parameter is (p, 2, 3) or n4 = g−3 from Corollary 4.3.
The former case does not satisfy 2g − 4 = k2. We assume n4 = g − 3. If n5 = g − 4
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Figure 18: The A-function and dA-function in the case of 2g(K)− 3 = k2 and N2.
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Figure 19: The A-function and dA-function in the case of g ≥ 5.
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Figure 20: The A-function or dA-function in the case of NSh = N1 and g = 3.
and g > 5, then from the connectivity of non-zero sequence, n6 = g − 5 and ∆K(t) =
∆T (2,2g+1)(t). See the second picture in Figure 21. However, this is contradiction to
Theorem 1.11. If n5 = g − 4 and g ≤ 5, then from the classification of Theorem 4.10
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there are no such lens space knots.
Thus, consider n5 = g − 5. Then from the third picture in Figure 21 the non-zero
sequence is the following sequence
(g, g − 1, g − 2, g − 3, g − 5, g − 6, · · · ).
If g ≤ 5, then from Theorem 4.10, lens space knots satisfying this do not exist. Thus
we assume g > 5. Then we can find the parts of the sequence {dAi0,j}j∈Z
−1, 1, 0, 0, 0,−1, 1, · · · ,−1, 1,−1, 1, · · · .
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See the third and fourth picture in Figure 21. Such a sequence does not satisfy
Lemma 4.5.
Proposition 4.24. Let K be a lens space knot in an LZHS3 with genus g. If the
half non-zero sequence is (g, g − 1, g − 3, g − 4, · · · , 3, 2, 1, 0) are g = 3, 5 only. These
cases can be realized by the (3, 4)-torus knot and (−2, 3, 7)-pretzel knot respectively.
Proof. We suppose the case of k2 < 2g − 4. If k2 < 2g − 5, then we can find the
following part in the sequence {dAi0,j}j∈Z
0, 0, 0, · · ·1,−1, 1,−1, · · · ,
as in the left two pictures in Figure 22. Thus we obtain k2 = 2g − 5. Suppose that
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Figure 22: The cases of k2 < 2g − 5 and k2 = 2g − 5.
g > 5. Then there exists the following part of the sequence {dAi0,j}j∈Z
0, 0, 1,−1, 0, 0, · · · ,−1, 1,−1, 0, · · · ,
as in the left two pictures in Figure 22. This is contradiction to Lemma 4.5. Thus we
have g ≤ 5. From the classification of Theorem 4.10, the Alexander polynomials are
∆Pr(−2,3,7)(t) or ∆T (3,4)(t). The surgery parameters are (11, 3, 4) or (19, 7, 8).
Here we prove Theorem 4.20.
Proof. From Proposition 4.21, 4.22 and 4.23 the assertion of this theorem follows.
Finally, we describe the following tables.
Example 4.25. In Table 2 and 3 we list Kp,k with g(Kp,k) ≤ 30 in non-L-space
homology spheres Yp,k. These tables are obtained by the pillowcase method in [16].
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24 37 3 12 (24, 23, 21, 20, 18, 17, 15, 14, 12, 11, 9, 24
8, 6, 5, 3, 2, 0)
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28 44 3 15 (28, 27, 25, 24, 22, 21, 19, 18, 16, 15, 13, 12, 10, 9, 29
7, 6, 4, 3, 1, 0)
28 44 7 19 (28, 27, 21, 20, 16, 15, 14, 13, 9, 8, 25
7, 6, 3, 1, 0)
28 44 13 17 (28, 27, 18, 17, 15, 14, 11, 10, 8, 26
7, 5, 4, 2, 0)
29 45 7 13 (29, 28, 22, 21, 16, 14, 9, 7, 3, 0) 13
29 55 16 24 (29, 28, 22, 21, 15, 14, 13, 12, 8, 7, 6, 4, 1, 0) 23
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30 43 15 20 (30, 29, 15, 14, 13, 12, 10, 9, 7, 6, 4, 3, 2, 1, 0) 34
30 46 3 15 (30, 29, 27, 26, 24, 23, 21, 20, 18, 30
17, 15, 14, 12, 11, 9, 8, 6, 5, 3, 2, 0)
30 53 3 18 (30, 29, 25, 24, 20, 19, 15, 14, 10, 8, 5, 3, 0) 20
30 58 7 25 (30, 29, 23, 22, 16, 15, 14, 13, 9, 8, 7, 6, 5, 4, 2, 1, 0) 32
Table 3: Non-zero sequences of Kp,k in non-L-space homology spheres up to 22 ≤ p ≤ 30.
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