On deleting coordinates from integer vectors  by Daykin, David E.
Discrete Mathematics 241 (2001) 201–206
www.elsevier.com/locate/disc
On deleting coordinates from integer vectors
David E. Daykin ∗;1
Department of Mathematics, University of Reading, England, RG6 6AX, UK
Abstract
In many vectorial settings, the trivial linear lower bound on the size of the shadow is asymp-
totically best possible. To be more precise, let T (d) be the set of vectors of dimension d over
{1; 2; : : : ; g}. As usual, for a subset S of T (d); we obtain its shadow, +S; as a subset of T (d−1);
by deleting coordinates of vectors in S in all possible ways. Further, let f(N ) be the minimum
of |+S| taken over all subsets S of T (d) such that |S|=N . Then our main result is that the
graph of f(N ) converges to a straight line, as d → ∞. As a corollary, the analogous results
hold for matrices, circles, triangles, cubes, pyramids, and the like. c© 2001 Elsevier Science B.V.
All rights reserved.
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1. Introduction
Let g¿ 2 be a 5xed integer. For positive integral d; let T (d) be the set of vectors
of dimension d with coordinates in {1; 2; : : : ; g}. For S ⊆ T (d) the shadow +S of S
is the set of vectors in T (d− 1) obtained by deleting one co-ordinate from one vector
of S in all possible ways. Deleting only the 5rst co-ordinate gives
(1=g)|S|6 |+S|: (1)
In fact, the graph of minimum shadow size is asymptotically a straight line, and the
trivial inequality (1) is sharp. That this is so is the import of the following Theorem,
the proof of which is the subject of this note.
Theorem. Given 
¿ 0; there is a = (
) such that; for all N and d with 06N6 gd
and 6d; there is an S ⊆ T (d) with |S|=N and
|+S|6 (1=g)|S|+ 
gd: (2)
∗ Correspondence address: Sunnydene, Tuppenny Lane, Emsworth, Hants, England, PO10 8HG.
1 The author dedicates this note to Helge Tverberg, and wishes him everlasting life in happiness.
0012-365X/01/$ - see front matter c© 2001 Elsevier Science B.V. All rights reserved.
PII: S0012 -365X(01)00148 -0
202 D.E. Daykin /Discrete Mathematics 241 (2001) 201–206
We prove this theorem in the next section, then add a commentary and corollaries.
However, the reader may 5nd it helpful here, in considering the Theorem, to have
a more visual gloss on it. For given 
¿ 0; the Theorem tells us that, provided the
dimension d is suDciently large, the graph of the function y=f(N )=min|+S|; where
the minimum is taken over all sets S contained in T (d) with |S|=N; lies between the
lines y=(1=g)N and y=(1=g)N + 
gd.
2. Proof of the asymptotic line theorem
Proof of Theorem. For ease of exposition, we break our proof into three parts.
Part 1: For 06m6d; let R(d;m) be the set of vectors in T (d) with at most m
co-ordinates equal to g. Thus +R(d;m)=R(d− 1; m). Putting h= g− 1 gives
|R(d;m)|=
m∑
i=0
(
d
i
)
hd−i :
So, using the Pascal identity for binomial coeDcients, and then gathering terms, we
have,
|R(d;m)|=
m∑
i=0
(
d− 1
i
)
hd−i +
m∑
i=1
(
d− 1
i − 1
)
hd−i
=
m∑
i=0
(
d− 1
i
)
hd−i +
m−1∑
j=0
(
d− 1
j
)
hd−j−1
= (h+ 1)
m∑
j=0
(
d− 1
j
)
hd−j−1 −
(
d− 1
m
)
hd−m−1
= (h+ 1)|+R(d;m)| −
(
d− 1
m
)
hd−m−1;
that is, on rearrangement,
(h+ 1)|+R(d;m)|= |R(d;m)|+
(
d− 1
m
)
hd−m−1: (3)
Part 2: With the convention that |R(d;−1)|=0; there is a p with 06p6d such
that |R(d; p − 1)|6N6 |R(d; p)|; where N is as in the statement of the Theorem.
Thus
|R(d; p)|6N + |R(d; p)| − |R(d; p− 1)|:
But |R(d; p)|−|R(d; p−1)| is just the number of vectors having exactly p coordinates
equal to g; namely(
d
p
)
hd−p;
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so
|R(d; p)|6N +
(
d
p
)
hd−p: (4)
Now take any subset S of R(d; p) with |S|=N . It follows, using (3), that
g|+S|6 g|+R(d; p)|= |R(d; p)|+
(
d− 1
p
)
hd−p−1:
On the other hand, working with (4); and noting that we now have N = |S|;
|R(d; p)|+
(
d− 1
p
)
hd−p−16 |S|+
(
d
p
)
hd−p +
(
d− 1
p
)
hd−p−1
6 |S|+ 2
(
d
p
)
hd−p
6 |S|+ 2max
{(
d
j
)
hd−j
}
;
where the maximum is taken over j with 06 j6d. Since(
d
k − 1
)
hd−(k−1)¡
(
d
k
)
hd−k
if and only if k ¡ (d + 1)=g; this maximum occurs when j is (d + 1)=g; a value
which we denote by . Finally, to sum up this line of argument, we have
g|+S| − |S|6 2
(
d

)
hd−; (5)
where = (d+ 1)=g.
Part 3: Armed with (5); we now make use of Stirling’s approximation for n! (see,
for example, [17]):
n! ∼ (n=e)n
√
2n:
Now, let =
√
g=2h; and, for large integers c; let
F(c)=
(
gc
c
)
hhc:
Then, by Stirling’s approximation,
F(c) ∼ (=√c)ggc:
Next, for large d; divide d+ 1 by g to obtain
d+ 1= cg+ b+ 1;
where −16 b6 g − 2 and c is also large. In fact, we recognize the c determined in
this way as the  de5ned in reaching (5).
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We now distinguish two cases. If d= g + b; with 06 b6 g − 2; then the right
hand side of (5) becomes
2
(g + b)(g + b− 1) · · · (g + 1)hbF()
(h + b)(h + b− 1) · · · (h + 1) ∼ 2(=
√
)gd:
Alternatively, d= g − 1; in which case the right hand side of (5) is just
(2=g)F() ∼ 2(=√)gd:
Thus, either way, we obtain (2), as asserted in our Theorem, and our proof is
complete.
3. Commentary
The study of vector shadows was motivated by the celebrated Kruskal–Katona
theorem, published independently by Kruskal in 1963 in [15] and by Katona in 1968
in [14], although Katona had presented his work at a conference in 1966. For positive
integral k; let U (k) be the family of all subsets of cardinality k of the set of positive
integers. The shadow +S of a subset S of U (k) is obtained by deleting one inte-
ger from a set in S in all possible ways. For positive integral N; the Kruskal–Katona
theorem then gives the best possible lower bound, e(N ); say, for |+S| for all S with
|S|=N . Moreover, initial sections of the colex ordering of U (k) have minimal shadow.
BjLorner places this result in historical context in [2]; following a remark of Lascoux,
he calls attention to the prior, but little known, work [16] of SchLutzenberger (1959).
The proofs in [15,14] were complicated, and this is also true of that in [16]; for a
comparatively simple proof, see [7]. Extended accounts of the topic are given in the
books [1,3], neither of which, however, mentions [16].
Some recent explorations help us to see this material in a fresh perspective. A
cascade is a special way of representing a positive integer; it goes back at least to
D. H. Lehmer, in the 1920s. Roughly speaking, for the Kruskal–Katona Theorem, you
shift a cascade on Pascal’s triangle: 5rst of all, N is represented as what is called a
k-cascade, which is then shifted a little on Pascal’s Triangle to obtain e(N ) in eNect
as a (k − 1)-cascade. Now, for the shadows of sets of (0,1)-vectors, that is, the case
g=2 envisaged in this paper, there is an analogous notion of a valley: as in [5], N
is now represented as what is called a d-valley, this d-valley is given a diNerent little
shift on Pascal’s triangle, and the bound f(N ) as in the present paper is obtained as a
(d−1)-valley. Convex bounds on f(N ) have since been established in [11] in terms of
the familiar Farrey series (for which a convenient reference is [13]). In this vectorial
context, it is natural to consider a total ordering such that, for each T (d); the initial
sections of the induced order ordering of T (d) have minimal shadow, in imitation of
the colex ordering of U (k). There are in5nitely many such total orderings, as described
in [9]. As a complement to the approach in [5], all possible shifts of a cascade over
Pascal’s triangle are investigated in [12].
D.E. Daykin /Discrete Mathematics 241 (2001) 201–206 205
As regards our present work, for g=2; the best lower bound for |+S| in terms of |S|
was 5rst presented in [5]. However, for g¿ 3; such a bound is not known, although it
has been conjectured that the V-order will give it (see [4,5,8]). This conjecture implies
that R(d;m) is an instance of a set with minimal shadow size. Trying to prove this
conjecture led, in [6,10], to two further proofs of the lower bound in the case g=2
settled in [5].
4. Corollaries
It is clear that our approach here extends in various ways. The most obvious ex-
tension of our work is that our Theorem may be iterated to cover the deletion of
any 5xed number of coordinates. But there are also analogues of our result in other
vectorial settings.
For example, consider n× n matrices over {1; 2; : : : ; g}. Obtain the shadow as a set
of (n − 1) × (n − 1) matrices by deleting a row and a column in all possible ways.
This corresponds to deleting 2n − 1 co-ordinates from vectors of T (n2) in particular
ways. So our Theorem here shows that asymptotically the graph of matrix minimum
shadow size is a straight line of slope (1=g)2n−1; although no one has even conjectured
a formula for the graph.
In the same spirit, at the end of [8], shadows for such things as circles, rectangles,
triangles, hexagons, pyramids, and cubes were discussed. The present note seems to
give the 5rst result in this direction. As with the example of matrices in the previous
paragraph, it is a corollary of the present Theorem that, in all these cases, we have, at
least asymptotically, a straight line. However, again, it appears that no exact formula
has been conjectured.
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