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1. Introduction
In this paper, the term ‘‘meromorphic’’ will alwaysmeanmeromorphic in the complex planeC. Let f (z) be a nonconstant
meromorphic function. It is assumed that the reader is familiar with the standard notations of value distribution theory such
as T (r, f ),m(r, f ),N(r, f ), N¯(r, f ), and these canbe found, for instance, in [1–3].Wedenote by S(r, f ) any function satisfying
S(r, f ) = o(T (r, f ))
as r →∞, possibly outside a set of finite measures.
In addition, we shall also use the following notations.
Let a be a complex number, and let k be a positive integer. We denote by N(k(r, 1f−a ) the counting function of the zeros
of f − a with multiplicities ≥k (counting multiplicities), while by Nk)(r, 1f−a ) the counting function of the zeros of f − a
with multiplicities ≤k (counting multiplicities). We denote by E¯(k(r, 1f−a ) the counting function of the zeros of f − a with
multiplicities ≥k (ignoring multiplicities), by E¯k)(r, 1f−a ) the counting function of the zeros of f − a with multiplicities ≤k
(ignoring multiplicities).
We denote by E(a, f ) the set of zeros of f (z)− a (counting multiplicity), and by Ek)(a, f ) the set of zeros of f (z)− awith
multiplicity≤k (counting multiplicity).
Let f , g be two nonconstant meromorphic functions. We say that f and g share a CM (counting multiplicity) if E(a, f ) =
E(a, g).
In 1998, Wang and Fang [4] (cf. [5]) proved the following theorem.
Theorem A. Let f be a transcendental meromorphic function, and n, k be two positive integers with n ≥ k+ 1. Then (f n)(k) − 1
has infinitely many zeros.
I The author was partially supported by NSE of China (Grant 10671093) and the Scientific Research Starting Foundation for Returned Overseas Chinese
Scholars, Ministry of Education, China.
E-mail address: xuyan@njnu.edu.cn.
0898-1221/$ – see front matter© 2008 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2008.05.028
Y. Xu / Computers and Mathematics with Applications 56 (2008) 2692–2699 2693
It is interesting to establish the unicity theorem corresponding to the above result. In 2002, Fang [6] obtained the
following result.
Theorem B. Let f , g be two nonconstant entire functions, and n, k be two positive integers with n > 2k+4. If [f n](k) and [gn](k)
share 1 CM, then either f = tg for some nth root of unity t or f (z) = c1ecz and g(z) = c2e−cz , where c, c1 and c2 are constants
satisfying (−1)k(c1c2)n(nc)2k = 1.
Recently, Bhoosnurmath and Dyavanal [7] extended Theorem B to the meromorphic case, as follows.
Theorem C. Let f , g be two nonconstant meromorphic functions, and n, k be two positive integers with n > 3k + 8. If [f n](k)
and [gn](k) share 1 CM, then either f = tg for some nth root of unity t or f (z) = c1ecz and g(z) = c2e−cz , where c, c1 and c2 are
constants satisfying (−1)k(c1c2)n(nc)2k = 1.
Let k = 1, f = (n+ 1)− 1n+1 F and g = (n+ 1)− 1n+1 G in Theorem C, Then [f n+1]′ = F nF ′ and [gn+1]′ = GnG′. We see that
the following result, which is proved by Yang and Hua [8], is a direct consequence of Theorem C.
Theorem D. Let F ,G be two nonconstant meromorphic functions, and n ≥ 11 an integer. If F nF ′ and GnG′ share 1 CM, then
either F = tG for some (n+ 1)th root of unity t or F(z) = c1ecz and G(z) = c2e−cz , where c, c1 and c2 are constants satisfying
(c1c2)n+1(c)2 = −1.
Remark 1. If F and G are entire, Fang and Hua [9] proved that Theorem D is valid for n ≥ 6.
In [10], Bai and Han obtained the following results.
Theorem E. Let F ,G be two nonconstant meromorphic (resp. entire) functions, and n ≥ 11 (resp. n ≥ 6) an integer. If
E3)(1, F nF ′) = E3)(1,GnG′), then the conclusion of Theorem D still holds.
Theorem F. Let F ,G be two nonconstant meromorphic (resp. entire) functions, and n ≥ 15 (resp. n ≥ 8) an integer. If
E2)(1, F nF ′) = E2)(1,GnG′), then then the conclusion of Theorem D still holds.
Theorem G. Let F ,G be two nonconstant meromorphic (resp. entire) functions, and n ≥ 19 (resp. n ≥ 10) an integer. If
E1)(1, F nF ′) = E1)(1,GnG′), then then the conclusion of Theorem D still holds.
Remark 2. But we note that there exist some mistakes in their proof of Theorems F and G. The main problem is that: they
claimed that N¯(r, 1/F ′) ≤ N¯(r, F)+ N¯(r, 1/F)+ S(r, F) from the known result ‘N(r, 1/F ′) ≤ N¯(r, F)+N(r, 1/F)+ S(r, F)’
(see (4.4), p. 98, and (5.4), p. 100 in [10]). Obviously, this is not true. One suitable estimate of N¯(r, 1/F ′) can be found in this
paper (see inequality (12) in the proof of Theorem 2).
In this paper, we prove the following results, which improve and generalize the above related results.
Theorem 1. Let f , g be two nonconstant meromorphic (resp. entire) functions, and n, k be two positive integers with n > 3k+8
(resp. n > 2k + 4). If E3)(1, [f n](k)) = E3)(1, [gn](k)), then either f = tg for some nth root of unity t or f (z) = c1ecz and
g(z) = c2e−cz , where c, c1 and c2 are constants satisfying (−1)k(c1c2)n(nc)2k = 1.
Theorem 2. Let f , g be two nonconstant meromorphic (resp. entire) functions, and n, k be two positive integers with n > 4k+9
(resp. n > (5k + 9)/2). If E2)(1, [f n](k)) = E2)(1, [gn](k)), then either f = tg for some nth root of unity t or f (z) = c1ecz and
g(z) = c2e−cz , where c, c1 and c2 are constants satisfying (−1)k(c1c2)n(nc)2k = 1.
Theorem 3. Let f , g be two nonconstantmeromorphic (resp. entire) functions, and n, k be two positive integers with n > 7k+12
(resp. n > 4k + 6). If E1)(1, [f n](k)) = E1)(1, [gn](k)), then either f = tg for some nth root of unity t or f (z) = c1ecz and
g(z) = c2e−cz , where c, c1 and c2 are constants satisfying (−1)k(c1c2)n(nc)2k = 1.
By Theorems 1–3, we immediately obtain the following results.
Corollary 1. Let F ,G be two nonconstant meromorphic (resp. entire) functions, and n ≥ 11 (resp. n ≥ 6) an integer. If
E3)(1, F nF ′) = E3)(1,GnG′), then either F = tG for some (n + 1)th root of unity t or F(z) = c1ecz and G(z) = c2e−cz ,
where c, c1 and c2 are constants satisfying (c1c2)n+1(c)2 = −1.
Corollary 2. Let F ,G be two nonconstant meromorphic (resp. entire) functions, and n ≥ 13 (resp. n ≥ 7) an integer. If
E2)(1, F nF ′) = E2)(1,GnG′), then either F = tG for some (n + 1)th root of unity t or F(z) = c1ecz and G(z) = c2e−cz ,
where c, c1 and c2 are constants satisfying (c1c2)n+1(c)2 = −1.
Corollary 3. Let F ,G be two nonconstant meromorphic (resp. entire) functions, and n ≥ 19 (resp. n ≥ 10) an integer. If
E1)(1, F nF ′) = E1)(1,GnG′), then either F = tG for some (n + 1)th root of unity t or F(z) = c1ecz and G(z) = c2e−cz ,
where c, c1 and c2 are constants satisfying (c1c2)n+1(c)2 = −1.
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2. Some lemmas
For the proof of our theorem we need the following lemmas.
Lemma 1 (See [11]). Let f be a nonconstant meromorphic function, and a0, a1, . . . , an be finite complex numbers such that
an 6= 0. Then
T (r, anf n + · · · + a1f + a0) = nT (r, f )+ S(r, f ).
The next lemma is due to Milloux (see [1–3]).
Lemma 2. Let f be a nonconstant meromorphic function, k be a positive integer. Then
T (r, f ) ≤ N¯(r, f )+ N
(
r,
1
f
)
+ N
(
r,
1
f (k) − 1
)
− N
(
r,
1
f (k+1)
)
+ S(r, f ).
Lemma 3 (See [1–3]). Let f be a nonconstant meromorphic function, k be a positive integer. Then
N
(
r,
1
f (k)
)
≤ N
(
r,
1
f
)
+ kN¯(r, f )+ S(r, f ),
and
T (r, f (k)) ≤ T (r, f )+ kN¯(r, f )+ S(r, f ).
Lemma 4. Let k, l be two positive integers, and let F ,G be two nonconstant meromorphic functions such that El)(1, F (k)) =
El)(1,G(k)). Set
H = F
(k+2)
F (k+1)
− 2 F
(k+1)
F (k) − 1 −
G(k+2)
G(k+1)
+ 2 G
(k+1)
G(k) − 1 . (1)
If H 6≡ 0, then
N1)
(
r,
1
F (k) − 1
)
≤ N¯(r, F)+ N¯(r,G)+ N¯
(
r,
1
F
)
+ N¯
(
r,
1
G
)
+ N¯(l+1
(
r,
1
F (k) − 1
)
+ N¯(l+1
(
r,
1
G(k) − 1
)
+ N0
(
r,
1
F (k+1)
)
+ N0
(
r,
1
G(k+1)
)
+ S(r, F)+ S(r,G), (2)
where N0(r, 1F (k+1) ) denotes the counting function corresponding to the zeros of F
(k+1) but not the zeros of F(F (k) − 1), and
N0(r, 1G(k+1) ) is similarly defined.
Proof. Since El)(1, F (k)) = El)(1,G(k)), by a local expansion, we see from (1) that, if z0 ∈ El)(1, F (k)), then H(z0) 6= ∞.
Furthermore, if z0 is a simple one-point of both F (k) and G(k), then H(z0) = 0. Thus
N1)
(
r,
1
F (k) − 1
)
= N1)
(
r,
1
G(k) − 1
)
≤ N
(
r,
1
H
)
≤ T (r,H)+ O(1)
≤ N(r,H)+ S(r, F)+ S(r,G). (3)
On the other hand, the poles of H(z) only possibly occur at zeros of F (k+1) and G(k+1), poles of F and G, and one-points of
F (k) − 1 and G(k) − 1 with order at least l+ 1. Then, we have
N(r,H) ≤ N¯(r, F)+ N¯(r,G)+ N¯
(
r,
1
F
)
+ N¯
(
r,
1
G
)
+ N¯(l+1
(
r,
1
F (k) − 1
)
+ N¯(l+1
(
r,
1
G(k) − 1
)
+ N0
(
r,
1
F (k+1)
)
+ N0
(
r,
1
G(k+1)
)
. (4)
Combining (3) and (4), we obtain (2). Lemma 4 is proved. 
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3. Proof of theorems
Proof of Theorem 1. Let F = f n and G = gn. Since E3)(1, [f n](k)) = E3)(1, [gn](k)), we know that E3)(1, F (k)) = E3)(1,G(k)).
Suppose that H 6≡ 0, where H is given by (1). By Lemma 2, we have
T (r, F) ≤ N¯(r, F)+ N
(
r,
1
F
)
+ N
(
r,
1
F (k) − 1
)
− N
(
r,
1
F (k+1)
)
+ S(r, F)
≤ N¯(r, F)+ Nk+1
(
r,
1
F
)
+ N¯
(
r,
1
F (k) − 1
)
− N0
(
r,
1
F (k+1)
)
+ S(r, F), (5)
where Nk+1(r, 1F ) denotes the counting function corresponding to the zeros of F where an n-fold zero is counted with
multiplicity with min{n, k+ 1}, and N0(r, 1F (k+1) ) is defined as in Lemma 4. Similarly, we have
T (r,G) ≤ N¯(r,G)+ Nk+1
(
r,
1
G
)
+ N¯
(
r,
1
G(k) − 1
)
− N0
(
r,
1
G(k+1)
)
+ S(r,G), (6)
where Nk+1(r, 1G ) and N0(r,
1
G(k+1) ) are defined analogously. Then, from (5) and (6), and using Lemma 4, we obtain
T (r, F)+ T (r,G) ≤ N¯(r, F)+ N¯(r,G)+ Nk+1
(
r,
1
F
)
+ Nk+1
(
r,
1
G
)
+ N¯
(
r,
1
F (k) − 1
)
+ N¯
(
r,
1
G(k) − 1
)
+N1)
(
r,
1
F (k) − 1
)
− N1)
(
r,
1
F (k) − 1
)
−N0
(
r,
1
F (k+1)
)
− N0
(
r,
1
G(k+1)
)
+ S(r, F)+ S(r,G)
≤ 2[N¯(r, F)+ N¯(r,G)] + N¯
(
r,
1
F
)
+ N¯
(
r,
1
G
)
+ Nk+1
(
r,
1
F
)
+Nk+1
(
r,
1
G
)
+ N¯
(
r,
1
F (k) − 1
)
+ N¯
(
r,
1
G(k) − 1
)
+ N¯(4
(
r,
1
F (k) − 1
)
+ N¯(4
(
r,
1
G(k) − 1
)
− N1)
(
r,
1
F (k) − 1
)
+ S(r, F)+ S(r,G). (7)
Note that
N¯
(
r,
1
F (k) − 1
)
+ N¯(4
(
r,
1
F (k) − 1
)
− 1
2
N1)
(
r,
1
F (k) − 1
)
≤ 1
2
N
(
r,
1
F (k) − 1
)
,
N¯
(
r,
1
G(k) − 1
)
+ N¯(4
(
r,
1
G(k) − 1
)
− 1
2
N1)
(
r,
1
G(k) − 1
)
≤ 1
2
N
(
r,
1
G(k) − 1
)
.
The above two inequalities and Lemma 3 yield
N¯
(
r,
1
F (k) − 1
)
+ N¯
(
r,
1
G(k) − 1
)
+ N¯(4
(
r,
1
F (k) − 1
)
+ N¯(4
(
r,
1
G(k) − 1
)
− N1)
(
r,
1
F (k) − 1
)
≤ 1
2
(T (r, F (k))+ T (r,G(k)))+ O(1)
≤ 1
2
[T (r, F)+ T (r,G)+ kN¯(r, F)+ kN¯(r,G)] + S(r, F)+ S(r,G). (8)
Substituting (8) in (7), we have
T (r, F)+ T (r,G) ≤ (k+ 4)[N¯(r, F)+ N¯(r,G)]
+ 2
[
N¯
(
r,
1
F
)
+ N¯
(
r,
1
G
)
+ Nk+1
(
r,
1
F
)
+ Nk+1
(
r,
1
G
)]
+ S(r, F)+ S(r,G). (9)
On the other hand, by Lemma 1, we have
T (r, F) = nT (r, f )+ S(r, f ), T (r,G) = nT (r, g)+ S(r, g).
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We note that
N¯(r, F) = N¯(r, f ), N¯(r,G) = N¯(r, g),
N¯
(
r,
1
F
)
= N¯
(
r,
1
f
)
, N¯
(
r,
1
G
)
= N¯
(
r,
1
g
)
,
and
Nk+1
(
r,
1
F
)
= (k+ 1)N¯
(
r,
1
f
)
, Nk+1
(
r,
1
G
)
= (k+ 1)N¯
(
r,
1
g
)
since n > 3k+ 8. So, from (9), we derive
n(T (r, f )+ T (r, g)) ≤ (k+ 4)[N¯(r, f )+ N¯(r, g)] + (2k+ 4)
[
N¯(r,
1
f
)+ N¯
(
r,
1
g
)]
+ S(r, f )+ S(r, g), (10)
that is,
(n− 3k− 8)(T (r, f )+ T (r, g)) ≤ S(r, f )+ S(r, g),
which is impossible since n > 3k+ 8.
If f and g are entire, from (10), we deduce that
(n− 2k− 4)(T (r, f )+ T (r, g)) ≤ S(r, f )+ S(r, g),
which contradicts the assumption n > 2k+ 4.
Therefore, H ≡ 0. Integrating H ≡ 0 yields
F (k+1)
(F (k) − 1)2 = A
G(k+1)
(G(k) − 1)2 ,
where A is a nonzero constant. It follows that E(1, F (k)) = E(1,G(k)), and E(1, [f n](k)) = E(1, [gn](k)). By Theorems B and C,
we obtain the conclusion of Theorem 1, and we complete the proof of Theorem 1. 
Proof of Theorem 2. Let F = f n and G = gn. Since E2)(1, [f n](k)) = E2)(1, [gn](k)), we know that E2)(1, F (k)) = E2)(1,G(k)).
Suppose that H 6≡ 0, where H is given by (1). Similarly as (7), we have
T (r, F)+ T (r,G) ≤ 2[N¯(r, F)+ N¯(r,G)] + N¯
(
r,
1
F
)
+ N¯
(
r,
1
G
)
+ Nk+1
(
r,
1
F
)
+Nk+1
(
r,
1
G
)
+ N¯
(
r,
1
F (k) − 1
)
+ N¯
(
r,
1
G(k) − 1
)
+ N¯(3
(
r,
1
F (k) − 1
)
+ N¯(3
(
r,
1
G(k) − 1
)
− N1)
(
r,
1
F (k) − 1
)
+ S(r, F)+ S(r,G). (11)
Noting that
N¯
(
r,
1
F (k)
)
≤ N
(
r,
1
F (k)
)
−
[
N(k+1
(
r,
1
F
)
− (k+ 1)N¯(k+1
(
r,
1
F
)]
,
and using Lemma 3, we get
N¯
(
r,
1
F (k)
)
≤ N
(
r,
1
F
)
−
[
N(k+1
(
r,
1
F
)
− (k+ 1)N¯(k+1
(
r,
1
F
)]
+ kN¯(r, F)+ S(r, F).
It is easy to see from the definition of Nk+1(r, 1F ) that
N
(
r,
1
F
)
−
[
N(k+1
(
r,
1
F
)
− (k+ 1)N¯(k+1
(
r,
1
F
)]
≤ Nk+1
(
r,
1
F
)
.
The above two inequalities yield
N¯
(
r,
1
F (k)
)
≤ kN¯(r, F)+ Nk+1
(
r,
1
F
)
+ S(r, F). (12)
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On the other hand, by Lemma 3, we know that
N
(
r,
1
F (k) − 1
)
− N¯
(
r,
1
F (k) − 1
)
+ N
(
r,
1
F (k)
)
− N¯
(
r,
1
F (k)
)
≤ N
(
r,
1
F (k+1)
)
≤ N
(
r,
1
F (k)
)
+ N¯(r, F (k))+ S(r, F).
It follows that
N
(
r,
1
F (k) − 1
)
− N¯
(
r,
1
F (k) − 1
)
≤ N¯
(
r,
1
F (k)
)
+ N¯(r, F)+ S(r, F). (13)
Combining (12) and (13), we have
N¯(3
(
r,
1
F (k) − 1
)
≤ 1
2
[
N
(
r,
1
F (k) − 1
)
− N¯
(
r,
1
F (k) − 1
)]
≤ 1
2
[
N¯
(
r,
1
F (k)
)
+ N¯(r, F)
]
+ S(r, F)
≤ 1
2
[
(k+ 1)N¯(r, F)+ Nk+1
(
r,
1
F
)]
+ S(r, F). (14)
Similarly, we have
N¯(3
(
r,
1
G(k) − 1
)
≤ 1
2
[
(k+ 1)N¯(r,G)+ Nk+1
(
r,
1
G
)]
+ S(r,G). (15)
Note that
N¯
(
r,
1
F (k) − 1
)
+ 1
2
N¯(3
(
r,
1
F (k) − 1
)
− 1
2
N1)
(
r,
1
F (k) − 1
)
≤ 1
2
N
(
r,
1
F (k) − 1
)
,
N¯
(
r,
1
G(k) − 1
)
+ 1
2
N¯(3
(
r,
1
G(k) − 1
)
− 1
2
N1)
(
r,
1
G(k) − 1
)
≤ 1
2
N
(
r,
1
G(k) − 1
)
.
Combining (14), (15) and the above two inequalities, and using Lemma 3, we obtain
N¯
(
r,
1
F (k) − 1
)
+ N¯
(
r,
1
G(k) − 1
)
+ N¯(3
(
r,
1
F (k) − 1
)
+ N¯(3
(
r,
1
G(k) − 1
)
− N1)
(
r,
1
F (k) − 1
)
≤ 1
2
(
T (r, F (k))+ T (r,G(k))+ N¯(3
(
r,
1
F (k) − 1
)
+ N¯(3
(
r,
1
G(k) − 1
))
+ O(1)
≤ 1
2
[T (r, F)+ T (r,G)] + 3k+ 1
4
[N¯(r, F)+ N¯(r,G)]
+ 1
4
[
Nk+1
(
r,
1
F
)
+ Nk+1
(
r,
1
G
)]
+ S(r, F)+ S(r,G). (16)
Substituting (16) in (11), we get
T (r, F)+ T (r,G) ≤ 3k+ 9
2
[N¯(r, F)+ N¯(r,G)] + 2
[
N¯
(
r,
1
F
)
+ N¯
(
r,
1
G
)]
+ 5
2
[
Nk+1
(
r,
1
F
)
+ Nk+1
(
r,
1
G
)]
+ S(r, F)+ S(r,G). (17)
Similarly as (10), we have
n(T (r, f )+ T (r, g)) ≤ 3k+ 9
2
[N¯(r, f )+ N¯(r, g)] + 5k+ 9
2
[
N¯
(
r,
1
f
)
+ N¯
(
r,
1
g
)]
+ S(r, f )+ S(r, g), (18)
that is,
(n− 4k− 9)(T (r, f )+ T (r, g)) ≤ S(r, f )+ S(r, g),
which is impossible since n > 4k+ 9.
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If f and g are entire, from (18), we derive that(
n− 5k+ 9
2
)
(T (r, f )+ T (r, g)) ≤ S(r, f )+ S(r, g),
which contradicts the assumption n > 5k+92 .
Thus H ≡ 0. Using the argument as in the proof of Theorem 1, we obtain the conclusion of Theorem 2. Theorem 2 is
proved. 
Proof of Theorem 3. Let F = f n and G = gn. Since E1)(1, [f n](k)) = E1)(1, [gn](k)), we know that E1)(1, F (k)) = E1)(1,G(k)).
Suppose that H 6≡ 0, where H is given by (1). Similarly as (7), we have
T (r, F)+ T (r,G) ≤ 2[N¯(r, F)+ N¯(r,G)] + N¯
(
r,
1
F
)
+ N¯
(
r,
1
G
)
+ Nk+1
(
r,
1
F
)
+Nk+1
(
r,
1
G
)
+ N¯
(
r,
1
F (k) − 1
)
+ N¯
(
r,
1
G(k) − 1
)
+ N¯(2
(
r,
1
F (k) − 1
)
+ N¯(2
(
r,
1
G(k) − 1
)
− N1)
(
r,
1
F (k) − 1
)
+ S(r, F)+ S(r,G). (19)
Using (12) and (13), we see that
N¯(2
(
r,
1
F (k) − 1
)
≤ N
(
r,
1
F (k) − 1
)
− N¯
(
r,
1
F (k) − 1
)
≤ N¯
(
r,
1
F (k)
)
+ N¯(r, F (k))+ S(r, F)
≤ (k+ 1)N¯(r, F)+ Nk+1
(
r,
1
F
)
+ S(r, F). (20)
Similarly, we have
N¯(2
(
r,
1
G(k) − 1
)
≤ (k+ 1)N¯(r,G)+ Nk+1
(
r,
1
G
)
+ S(r,G). (21)
Note that
N¯
(
r,
1
F (k) − 1
)
− 1
2
N1)
(
r,
1
F (k) − 1
)
≤ 1
2
N
(
r,
1
F (k) − 1
)
,
N¯
(
r,
1
G(k) − 1
)
− 1
2
N1)
(
r,
1
G(k) − 1
)
≤ 1
2
N
(
r,
1
G(k) − 1
)
.
Combining (20), (21) and the above two inequalities, and using Lemma 3, we know that
N¯
(
r,
1
F (k) − 1
)
+ N¯
(
r,
1
G(k) − 1
)
+ N¯(2
(
r,
1
F (k) − 1
)
+ N¯(2
(
r,
1
G(k) − 1
)
− N1)
(
r,
1
F (k) − 1
)
≤ 1
2
[T (r, F (k))+ T (r,G(k))] + N¯(2
(
r,
1
F (k) − 1
)
+ N¯(2
(
r,
1
G(k) − 1
)
+ O(1)
≤ 1
2
[T (r, F)+ T (r,G)] + 3k+ 2
2
[N¯(r, F)+ N¯(r,G)]
+Nk+1
(
r,
1
F
)
+ Nk+1
(
r,
1
G
)
+ S(r, F)+ S(r,G). (22)
Substituting (22) in (19), we have
T (r, F)+ T (r,G) ≤ (3k+ 6)[N¯(r, F)+ N¯(r,G)] + 2
[
N¯
(
r,
1
F
)
+ N¯
(
r,
1
G
)]
+ 4
[
Nk+1
(
r,
1
F
)
+ Nk+1
(
r,
1
G
)]
+ S(r, F)+ S(r,G). (23)
Similarly as (10), we have
n(T (r, f )+ T (r, g)) ≤ (3k+ 6)[N¯(r, f )+ N¯(r, g)] + (4k+ 6)
[
N¯
(
r,
1
f
)
+ N¯
(
r,
1
g
)]
+ S(r, f )+ S(r, g), (24)
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that is,
(n− 7k− 12)(T (r, f )+ T (r, g)) ≤ S(r, f )+ S(r, g),
which is impossible since n > 7k+ 12.
If f and g are entire, from (24), we derive that
(n− 4k− 6)(T (r, f )+ T (r, g)) ≤ S(r, f )+ S(r, g),
which contradicts the assumption n > 4k+ 6.
Thus H ≡ 0. Again using the argument as in the proof of Theorem 1, we obtain the conclusion of Theorem 3. Theorem 3
is proved. 
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