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Abstract
Lossless coding is widely applied in medical image compression because of its

feasibility. This thesis offers two major contributions for lossless image compression
(i) the relationship between the minimum-mean-squared-error (MMSE) and the
minimum-entropy-of-error (MEE) prediction in lossless image compression has been
revealed, and (ii) novel methods of improving compression rates and operation using
Shape-Vector Quantization (VQ) have been presented. These new schemes have a
simpler implementation, more computational efficiency, and lower memory requirement
than other lossless schemes have. The proposed schemes are capable of providing
significant coding improvement over traditional predictive coders and adaptive
predictive coders.

One major goal in any lossless image compression pursuit is to minimize the MEE.
Realizing this goal is more valuable in terms of performance than minimizing the
MMSE. Most predictive lossless coding techniques, however, are centered on the
MMSE. The relationship between the MMSE and the MEE prediction and the limitation
of linear prediction are the backbone of the Shape-VQ-based compression schemes
introduced in this thesis. The concepts of the MMSE and the MEE are presented in

detail and analyzed mathematically in the thesis. It is shown that one of the conditio
for reaching minimum entropy using the MMSE is local stationarity, which makes

adaptive coding feasible. This explains the reason behind the effectiveness of adaptiv
coding where the MMSE is pursuit rather than the MEE.

Predictive techniques are well accepted in lossless image coding. The main advantages

of predictive technique over other coding techniques are the simplicity of its encoder
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and decoder, and its low computational complexity and overheads; the disadvantage is
its comparatively poor decorrelation performance.

Several novel VQ-based compression techniques are presented in this thesis to improve
the performance of predictive coders. The basis of these methods is that the indices of

the vector-quantized version of image blocks represent their inter-block and inter-pixel

correlation effectively. This fact is verified in this thesis where simulation results s
the strength of Shape-VQ compared to other methods such as DCT in terms of the
accuracy in classification. Methods introduced are all different adaptations of ShapeVQ-based adaptive lossless coding techniques. The significant features of these
methods are their simplicity, speed, low memory requirement, and most importantly,
their performance in decorrelation of redundancies among pixels.

Test results have shown that novel schemes presented in the thesis outperform other
codecs in lossless image coding, especially with medical images such as mammograms.

It is one of the major contributions of the thesis that traditionally hard-to-be-compres
mammograms, which have large amount of textures inside, can be encoded efficiently
with high compression ratio and low computational and over-head requirement. This
factor makes the proposed lossless image compression system be a feasible way for
medical image especially mammogram compression and archiving.
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Chapter 1

Introduction

1.1 Introduction
In electronic medical recording, images such as X-rays, MRI's (Magnetic Resonance
Imaging), CT's (Computer Tomography) etc. are digitized and stored as matrix of
binary digits in computer memory. The number of medical images stored in digital form
has increased significantly in recent years [Christopoulos et. al. 2000, Wong et al.
1995]. Attention is, therefore, focused on reducing the electronic storage required for
archiving and/or transmitting digital medical images. One way of achieving this goal is
through compressing the data before storage and decompressing it after retrieval.

Digital image is represented by matrix of digits denoting the light intensity of each
picture-element named pixel. The number of pixels per image is dependent on the
required spatial resolution while the number of bits per pixel is determined by
quantization accuracy needed for the application. For example, a typical image has

256*256 pixels, each requiring eight (8) binary bits for gray level quantization. Storin
and/or transmitting such an image, which contains half a million bits of information,
requires extensive memory or bandwidth capacity.

Image compression is primarily employed to minimize the number of bits required for
storing or transmitting an image. The compressed image is reconstructed to its original
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form through a reconstruction process. Image compression has extensive applications in
various medical fields such as:
• image transmission for telemedicine, remote sensing via satellite, teleconferencing,
teleconsultation and the like
• storage of images produced in CT, MRI, digital radiology, and PET (Positron
Emission Tomography)
• smart card where the compressed medical history of a patient is stored on a special
computer card.

Image compression techniques can be divided into two categories; namely lossless and
lossy. Schemes, in which the original and the decompressed images are identical, are

referred to as lossless; otherwise they are referred to as lossy. The quality of lossless

coding schemes is measured by the ratio of the required bit rate for storing the original
image to its compressed form (compression ratio), or the average number of bits
required to represent each pixel of the image in compressed form (bit rate). The quality
of lossy scheme is measured by the objective and/or subjective quality at a given
compression ratio or bit rate.

Ideally, lossless image coding techniques with their total reconstruction fidelity are
suitable for medical image coding. The rate of compression in a lossless scheme is
relatively low compared to that of a lossy scheme. In lossless schemes the high

compression rate achieved by the conventional lossy techniques is sacrificed in order to
retain the potentially vital information. The trade-off has always been between the rate
of compression and the reconstruction fidelity. There are some researchers that propose
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near-lossless schemes for medical image compression which are comprise between the
lossy and the lossless compression schemes [Chen and Ramabadran 1994].

The major objective of image compression is to reduce the number of bits required for
the image representation. The fact that any kind of compression is possible is due to
redundancies in image representation. There are a number of sources of these
redundancies [Gonzalez and Woods 1992]:

• Coding redundancies, where the gray levels of an image are coded in a way that
uses more symbols than absolutely necessary to represent each gray level. Coding
redundancy is caused by assigning the same number of bits, say eight (8) bits, for all
gray levels regardless of the probabilities of their occurrences.

• Inter pixel redundancies, where some of the bits used to represent the gray level of
a pixel are redundant because they can be predicted from the values of its neighbor
pixels from the inter-pixel correlation.

• Psychovisual redundancy, where the information in some parts of the image is less
important than others. For example, in a medical X-ray image, the information
provided by the background is often overlooked, and the viewer concentrates on the
object.

There are a number of commonly used compression techniques, which include:
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•

Statistical compression; where coding is based on the probability of gray levels of

the pixels in the whole image. The coding redundancy inherent in the image
representation is utilized in the technique.

• Spatial compression, where coding is based on spatial relationship between the
pixels and their predictability. The interpixel redundancy inherent in image
representation is exploited by the technique. The most popular technique used in
lossless coding, namely predictive coding, belongs to this group.

• Quantizing compression, where the number of gray levels is reduced.

Lossless image coding, due to its unique attributes and applications in medical and
satellite photographs, has attracted lots of attentions since its inception. However,
because of the prevalent uncertainty of image pixels in natural images, seldom can a
lossless coding scheme achieve a compression ratio of more than 4:1.

In conventional lossless coders, especially predictive coders used widely in lossless
coding, the encoder predicts current pixel based on the information from its context,
which includes pixels appearing before the current pixel. The prediction process
performs poorly when there are abrupt changes of pixel values such as edges in natural
images. This well explains why lossless coders are not as effective as lossy coders in
terms of their compression ratio.

This thesis provides a major breakthrough in lossless image coding by introducing a
new way of prediction where the local scenery of image block can be "viewed" before
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prediction, which results in a far more accurate and efficient prediction compared to
those conventional schemes. It introduces a novel Shape-VQ (Vector Quantization)
technique and combines it with other techniques to overcome the problems incurred by
the uncertainty mentioned above. The hybrid Shape-VQ-based schemes have a unique
way of compressing images with the vital shape information of image blocks provided
by Shape-VQ. Shape-VQ brings unmatched accuracy and simplicity in depicting image
blocks, which includes the occurrence and quantity of edges inside the block. The
outstanding results achieved through the schemes confirm that Shape-VQ-based
technique could be a promising way in future lossless image compression.

First of all, the uncertainty of image pixels is studied in this thesis. It reveals the
characteristics of the minimum-entropy coding and the limitation of lossless coding,
which are important for not only the techniques introduced in this thesis but also all
lossless coding schemes.

Subsequently several novel techniques which significantly improve the quality of
predictive schemes in lossless image compression are introduced. These novel schemes
can be classified into two groups.

The first group of schemes compresses the prediction parameters of model-based

lossless coders. The existence of high inter-pixel and inter-block correlation in natura
image leads to high correlation among the prediction parameters of model-based codecs.
This correlation has been exploited in speech coding [Makhoul et. al. 1985]. This thesis
names these schemes hybrid predictive coding.
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The second group of schemes employs a class of novel V Q called Shape-VQ in
combination with some new predictors such as shape-adaptive Differential Pulse Code
Modulation (DPCM) to improve the performance of predictive coders, especially with
texture and edge image blocks. A major problem of conventional predictors is the
degradation of the accuracy of prediction at active areas such as edge; which results
from the application of stationary predictors for non-stationary sources.

The most significant aspect of these new techniques is in the way they retain the
simplicity of the traditional predictive schemes and produce extensively improved
compression ratios. There are other methods that address the problems associated with
pixels at edge locations. However, the price is usually a design with increased
complexity [Wu 1997].

The new techniques have been tested with wide range of images along with some
benchmark schemes. The test base is introduced in more detail in Chapter 4.

1.2 Main Contributions

The main original contributions of this thesis are listed, and the resulting publication
are shown at the end of this chapter.

Major contributions of this thesis are as follows:

1. Theoretical issues governing the performance optimization in lossless coding are
explored.
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2. The affinity between the M i n i m u m Entropy of Errors ( M E E ) and the M i n i m u m
Mean-Squared-of-Errors (MMSE) of the prediction process is proven. This reveals
the relationship between the MMSE and the MEE and explains why linear
prediction based on the MMSE can be used in lossless coding where the MEE is
desired.

3. A novel Shape-VQ is presented, and its applications in lossless coding, especially
with medical images such as mammograms, are proven to be successful.

4. A novel error adjusting system, which further decorrelates the redundancy of
prediction errors, is presented. It improves the performance of shape-adaptive
DPCM and can be applied to other predictive coder as well.

Supported by above theoretical findings, four novel compression algorithms are
developed and tested. The performance of the new methods is compared to the existing
schemes. These new methods are proven to be efficient in both compression rate and
running cost.

• A new compression technique called hybrid VQ/predictive coding is presented. VQ
is used to compress the parameter index, which improves the performance of blockbased predictive coders and saves their side information. It is applied to a
Multiplicative Autoregressive (MAR) coder in this thesis, but it can be employed
with any model-based coding techniques [1,3].
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•

A novel adaptive predictive coding scheme, shape-adaptive D P C M , which can

choose the optimum predictor depending on the relationship between current pixel
and its Region-of-Support (ROS), is introduced [4,5]. The novel Shape-VQ is
employed to perform image block classification and provide shape-adaptive DPCM
with vital clue of the current pixel and its ROS [4, 5].

• A popular lossy transform coding technique, DCT, is successfully applied in lossless
coding and its efficiency in edge component decorrelation is fully utilised. This
results in a novel lossless Adaptive Differential Pulse Code Modulation (ADPCM)/
Discrete Cosine Transform (DCT) coder combining DCT and ADPCM [7]. The new
Shape-VQ is employed to classify image blocks as well as effectively compress the
index matrix of DCT [7].

• A new adaptive lossless image compression system, which adaptively chooses the
optimum techniques based on the local scene of image block, is presented [6, 8]. It
adaptively selects the optimum techniques to compress image blocks based on the
information provided from Shape-VQ, and the novel error-adjusting system can
further compress the prediction errors [6, 8].

These new schemes have further been tested on a particular group of images,

mammograms which seldom attracts research interests in this area due to their nature o

having lots of textures inside. This prevents traditional lossless coders from effecti
reducing inter-pixel redundancy among these images. The novel techniques proposed in
this research however provide a new way of encoding texture components in images,
hence largely improve the performance of lossless image compression with
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m a m m o g r a m s , which could contributes to their applications in tele-medicine and
medical image archiving applications.

1.3 Overview of thesis
The rest of this thesis is spread over seven chapters. Chapter 2 is the background
literature review. Chapter 3 introduces the characteristics of minimum-entropy
prediction and minimum-mean-squared prediction. Chapter 4 presents the new method

of compressing the prediction parameters. Chapter 5, 6 and 7 discuss existing metho

of predictive adaptive lossless coding and present new methods in this regard. Cha
contains conclusion and suggestion for future research. The subsequent paragraphs
a brief overview of each chapter.

Chapter 2 presents a literature review on lossless image compression. The second
section of the chapter looks at predictive coding as an important family member of

lossless coding. The aim of this section is to introduce predictive coding in a wid

context, compare it with other lossless coding schemes and present its advantages a

disadvantages. This section discusses four predictive coding techniques, namely, D

[Jain 1981b], ADPCM [Habibi 1977], model-based prediction [Jain 1981a] and contextbased prediction [Wu 1997]. The third section of Chapter 2 discusses other methods
employed to improve the performance of lossless coding, including transform coding
schemes, such as KLT and DCT, and multiresolution schemes like Hierarchical
Interpolation (HINT).

Chapter 3 discusses the possibility of performance improvement of predictive scheme
in terms of entropies by using the minimum-mean-squared error approach. Chapter 3
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contains fundamental theoretical basis for the proposed coding schemes, and the
conclusions from this chapter are used extensively in the other chapters. Chapter 3
presents the analogy between the minimum-mean-squared error prediction and the
minimum-entropy error prediction and shows the characteristics of minimum-entropy
error prediction empirically. Finally, through a series of mathematical operations, the
relationship of MMSE and MEE is revealed. In Chapter 3, some basic information
about Shape-VQ is also introduced. This kind of novel VQ is employed in several
schemes presented in the thesis.

Chapter 4 introduces a very simple and computationally efficient method of hybrid
predictive/VQ coding. It is based on the probability of identically indexed prediction
parameters of image block. As similarities are always found in natural image blocks, it
is possible to encode the image block by its "characteristic" parameters. This can be
finalized through VQ of the prediction parameters. Chapter 4 analytically shows the
situation where hybrid VQ/predictive outperforms its counterpart predictive coder. The
performance of VQ/predictive is compared with some conventional lossless schemes
and JPIG coding standard in terms of first order entropy.

The coding performance of lossless coders depends on the entropy of prediction errors.
Chapter 3 shows that pursuing decreased minimum-squared-error can effectively reduce
the final entropy of errors. This explains why the MMSE model has been employed in
lossless coding so widely so far. However, conventional coders have their weak points
with the edges in the image. One way of overcoming this is to code the image in blockby-block basis, which reduces the unstability of those coders where one set of
parameters is used to cover the whole image. However, this approach still suffers from
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the increasing of the bit rate due to the side information and the abrupt change (edge)

inside the blocks. In Chapter 4, the problem of the side information is eased through
of the parameter index.

In Chapter 5, a novel predictive scheme, shape-adaptive DPCM, is presented to

effectively encode image blocks regardless of the occurrence or the location of the e
components. It derives its strength from Shape-VQ, which provides vital information

about the situation inside an image block, and adaptively chooses the optimum predict

for each pixel. It overcomes the large errors brought by "unpredictable" events. It kn
the locations and quantities of those events, which helps the encoder to make precise
prediction. Performance of shape-adaptive DPCM is compared to those benchmark
schemes such as DPCM and HINT, and newly developed leading edge codecs like
Content-based Adaptive Lossless Image Coder (CALIC).

DCT has long been considered as a leading transform-based technique due to its energy
packing efficiency. Therefore, it has widely been applied in lossy image coding.
However, in lossless coding where the transformed index matrix needs to be reserved,
DCT is seldom touched. In Chapter 6, a new method, which combines DCT and
ADPCM, is presented. DCT is designed to specifically encode the edge components in

an image block in sense of lossless compression. First part of this chapter is a brief
review of a series of mathematical proof which conclude that DCT is a near "perfect"
transform for edge response. Next, the effectiveness of DCT combined with Shape-VQ
in compressing of edge blocks is shown. This novel method adaptively chooses the
encoders between ADPCM and DCT based on the situation inside each image block. In

x nn09 03278966

addition, A D P C M and D C T are further improved through the application of Shape-VQ.
Finally, the results from ADPCM/DCT are compared to other methods.

It has long been realized that natural images contain different scenes, which can be
classified as smooth, edge, or textural areas. Based on this fact, several methods have
been designed to encode image adaptively. However, problems with these existing

schemes are that they either can't classify an image block effectively and accurately o
need too much computation and space. Both of these facts prevent these methods from
being applied in lossless coding widely.

In Chapter 7, a new lossless image compression system is designed to overcome those
problems. Based on Shape-VQ, it mainly combines the methods presented in Chapter 4
to 6, and adaptively utilizes these novel coders. It improves the performance of shapeadaptive DPCM by further incorporating a novel error adjusting system which reduces
the errors from shape-adaptive DPCM.

This system is tested on normal and medical images. Its superiority with texture images
has also been proven in mammograms where it outperforms all the other methods in
both compressing performance and running time contest.

Chapter 8, the conclusion chapter, consists of two sections. The first section presents
overview of all chapters and the results obtained. The second section provides

suggestions for furthering this study; additional research can have two directions, bit
rate deduction of Shape-VQ which generates more efficient description of image blocks

and requires less space and computation, and more advanced predictor which has higher
accuracy in prediction.
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Chapter 2

Literature Review

2.1 Introduction

In this chapter, there is a brief discussion about a group of lossless image compressio
schemes known as predictive coding. Several members of this group, including DPCM,
ADPCM, model-based coding, and newly developed context-based coding, are
presented. Their differences, advantages and disadvantages are discussed. Other widely
used coding techniques such as transform coding, which is normally used in lossy
coding, and multiresolution coding where HINT is set as the benchmark in lossless
coding, are introduced as well.

2.2 Predictive Coding
Predictive coding removes mutual information or redundancies between successive
pixels. Only the new information is remained and encoded. As the new information is
often less than the raw image data, it saves bits in transmitting the new information
instead of the raw data. Predictive technique has long been used in image coding.
DPCM and ADPCM have been applied widely in image compression schemes.
Recently, model-based and context-based coding has emerged as new candidates
especially in lossless image coding. All these techniques will be reviewed in this

section. The latest developments in this area, which is the center of attention in this
thesis, will be introduced as well.
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2.2.1

DPCM

In DPCM coding, the current pixel value is predicted from the pre-selected and fixed
neighbor pixels. The difference between the predicted value and the raw image data is

transmitted. This difference is also called the prediction error. In the receiving end o
the channel the same scheme is utilized and the raw data can be recovered fully without
any loss.

DPCM is often executed in two-dimension. Two-dimensional linear prediction (LP) of
DPCM often employs the Auto-Regressive (AR) model in generating the estimation of
an image pixel f(i,j):

f{iJ) = YZa(p,q)f(i-p,j-q),(p,q)&S (2-1)
where, f(i,j) is the predicted value of the pixel. In (2-1), a(p,q) are the prediction
coefficients, and S is called ROS.

If the pixels in ROS all arrive before the current pixel, the predictor is called causal
predictor. An example of causal predictor is shown in Figure 2-1.

Figure 2-1, pixel to be predicted and its causal support region.

If the R O S satisfies the condition that:

S = {p>\, Vq}v{p = 0, q>\}, (2-2)
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then R O S is called strongly causal, and the prediction model is also called NonSymmetric Half-Plane (NSHP) model [Jain 1989, 1981(a) and 1981(b)]. In image
compression area, the term causal is often referred to as strongly causal.

The prediction error, e(i, j), is given as:
e(i,j) = f(i,j)-f(ij). (2-3)
In a DPCM algorithm the prediction errors are stored instead of the image data, and
because the variance of e(i, j) is much smaller than that of the raw image pixels,
compression is achieved. Numerous papers have cited DPCM because of its fair
performance in image coding [Jain 1989 and 1981, Kuduvalli and Rangayyan 1992,
Habibi 1971, ROOS et al. 1988, Wong et. al 1995, Arps and Truong 1994].

For image data, the effectiveness of DPCM as a coding algorithm stems from the
inherent inter-pixel redundancy. The success of the lossless variant of DPCM depends

on the degree to which the predictor is able to model the image data, thereby yieldin

low variance of the estimation error. In a lossless coder this error needs to be enco
well for use in the accurate reconstruction of the data.

In most DPCM schemes, the prediction parameters are found by minimizing the

variance of the prediction errors, which yields a set of the orthonormal equations kn
as the Yule-Walker equations [Roos et. al 1988]. ROS is chosen as the four nearest
neighbor of the predicted pixel in causal model, as it has been reported that pixels

than these four would provide no better results in obtaining the minimum error varian
[Jain 1989 and 1981]. Figure 2-2 depicts ROS in DPCM coder.
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Figure 2-2, ROS of DPCM coder.

Thus the prediction can be operated as:

f(i,j) = alf(i,j-l) + a2f(i-l,j) + a3f(i-l,j-l) + aj(i-\,j + l). (2-4)
In order to solve the equations, assumption has to be made that the image is a
homogeneous random field with zero mean [Roos et. al 1988]. Thus the parameters can
be obtained as [Jain 1989]:
a

\ = A> ai = Pi> a3 = ~MA> a4 = °> (2"5)

where px and p2 are the correlation coefficients. Experiments have shown that in most
cases, px= p2 = 0.95 [Jain 1981(b)]. Then the normal DPCM predictor is:
f(i,j) = a[p-f(i,j-\) + p-f(i-\,j)-p2-f(i-\,j-\)}, (2-6)

where p = 0.95, and a is used to make the sum of the parameters equal one, which is:

« = ^7—? (2"7)
P(2-p)
therefore no energy is added or removed from the prediction.

Figure 2-3 shows a typical DPCM codec (coder-decoder).
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Figure 2-3, a D P C M codec.

The fact that images are non-stationary makes straightforward prediction ineffective,
especially at edge locations. The basic DPCM method utilizes fixed prediction

coefficients irrespective of the local statistics of the pixel or the region being enco
Its advantages are ease of implementation and little computational overhead. However,

because of the non-stationary nature of image data, a fixed set of prediction coefficien
cannot sufficiently model the data, especially at edges.

2.2.1.1 Lossless Mode of Joint Photographic Experts Groups (JPEG) Coding
Standard
A famous image and video coding standard has been set by JPEG. Its concentration is
on still-color-image coding. This standard was recommended by International
Organization for Standardization (ISO) and International Telegraph and Telephone
Consultative Committee (CCITT) as the general-purpose international standard for
continuous-tone still image compression [Wallace 1992, Aravind et. al 1993, Arps and
Truong 1994].

Lossless mode is one of the JPEG algorithms. It ensures the exact reproduction of the
input images. Predictive coding, DPCM, is utilized as the tool in the decorrelation of
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image pixel redundancy. In lossless JPEG, R O S is selected as the north, north west, and
west pixels of the current pixel [Wallace 1992].

Seven predictors included in the lossless JPEG, are:
f(i,j) = f(ij-l), (2-8)
f(i,J) = f(i-lJ), (2-9)
f(i,J) = f(i-U-l), (2-10)
f(i,J) = f(iJ-i) + f(i-l,j)-f(i-l,j-l), (2-11)
f(iJ) = f(iJ-l) + [f(i-lJ)-f(i-hJ-l)]/2, (2-12)
f(U) = f(i-lJ) + [f(U-l)-f(i-lJ-W2, (2-13)
f(i,j) = [f(i ~ 1,7) + MJ -1)]/ 2, (2-14)
where the pixels are those listed in Figure 2-2.

From (2-7)-(2-14), it can be seen that JPEG schemes are first- ((2-7)-(2-10)), secon

((2-14)), and third-order DPCM predictors ((2-ll)-(2-13)). With different images, th

have different compression ratios. However, generally speaking, third-order predicto

have better results. This is mostly contributed to the complexity of the third-orde
predictors where three instead of two or one pixels are used.

It has been reported that the achievable compression ratio of the lossless JPEG cod

around 2:1 [Aravind et. al 1993, Arps and Truong 1994], which is fairly poor, compar
to those "new" coders [Roos et. al 1988, Kuduvalli and Ragayyan 1992, Wong et. al
1995]. However, its simple utilization makes it a good choice as a benchmark for
lossless compression.
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2.2.2

ADPCM

Several variants of DPCM, called ADPCM, have been reported in the literature. In t
works, the concept of adaptivity in DPCM schemes is explored [Jain 1989, Jain

1981(b), Habibi 1977, Hsieh et al. 1989, Kuduvalli and Rangayyan 1992, Prabhu 1985
Maragos et al. 1984, Roos et al. 1988, Zschunke 1977, Manikopoulos 1992, LI and
Manikopoulos 1990, Dony and Haykin 1995, Wong et. al 1995, Lin and Attikiouzel
1989].

These ADPCM schemes can be grouped into two categories; Neural Network (NN)based ADPCM [Manikopoulos 1992, Li and Manikopoulos 1990, Dony and Haykin

1995] and LP-based ADPCM [Jain 1989, Jain 1981(b), Habibi 1977, Hsieh et al. 1989,
Kuduvalli and Rangayyan 1992, Prabhu 1985, Maragos et al. 1984, Roos et al. 1988,
Zschunke 1977, Wong et. al 1995, Lin and Attikiouzel 1989].

2.2.2.1 NN-based ADPCM
In the NN-based ADPCM schemes, ROS is prefixed, but the prediction parameters are
adjusted adaptively in image-base, or block-base, or even in pixel-base. In these

schemes, various pairs of pixels and their ROS, which are selected from one or sev
test images, are sent to the NN for training.

During the training, the ROS is sent into the NN first. The output of NN, which is

"predicted" value, is compared to the pre-known current pixel value. The differenc

between the predicted value and the raw value is sent back to the NN for adjusting
the parameters inside. Thus the parameters will be modified until they are stable
prediction result is satisfactory. The NN is now ready to be used.
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During the compression, R O S of each pixel in the test image(s) is sent to the N N . Only

the prediction error is kept. The same NN is set up in both transmitting and receivi

ends. Therefore, the image(s) can be recovered totally after compression. A detailed
review of the NN-based ADPCM can be found in the paper by Dony and Haykin [Dony
and Haykin 1995].

One example of a Neural Network is shown in Figure 2-4. It is a back-propagation (BP
architecture with single hidden layer [Manikopoulos 1992]. In Figure 2-4, f(i,j) is

current pixel; f\i,j) is the predicted value; and e(i,j) is the prediction error. Th

pixels in the bottom of the figure, which are f(i, j-l), f(i -1, j), and /(/ -1, j are ROS. The pixels in the middle layer, which are u\, w2, and u3, construct the
hidden layer of the NN.

Due to its competence in selecting the prediction parameters adaptively, the NN-base
ADPCM is reported to generate better compression than the traditional DPCM
[Manikopoulos 1992, Li and Manikopoulos 1990]. However, the training of the NN for
all the image(s) to be compressed is computationally cumbersome and time consuming.

In addition, superior performance is limited to those in the test base Therefore, NN
based ADPCM hasn't been used widely.

2.2.2.2 LP-based ADPCM
There are two classes of LP-based ADPCM [Habibi 1977]; DPCM with adaptive
prediction coefficients [Kuduvalli and Rangayyan 1992, Prabhu 1985, Maragos et al
1984, Roos et al. 1988, Zschunke 1977, Wong et. al 1995, Lin and Attikiouzel 1989],

22

Figure 2-4, a typical NN-based A D P C M predictor.

and DPCM with an adaptive quantizer [Habibi 1977, Chen and Ramabadran 1994].
Comprehensive review of the LP-based ADPCM can be found in the papers by Habibi,
Jain, Maragos et al, and Wong et al. [Habibi 1977, Jain 1981(b), Roos et al. 1988,
Wong et al. 1995].

When adapting the prediction coefficients, the optimal values can be obtained for ea

pixel [Prabhu 1985, Roos et al. 1988, Zschunke 1977], or on a block basis [Hsieh et a
1989, Maragos et al. 1984, Kuduvalli and Rangayyan 1992, Lin and Attikiouzel 1989].

In the method presented by Roos et al. [Roos et al 1988] the prediction coefficients are
calculated based on the neighboring pixels (ROS). Zschunke [Zschunke 1977] and
Prabhu [Prabhu 1985] have suggested an adaptive method where the choice of
predictors is based on the relationship between the current pixel and the pixels in

neighborhood. The choice of the predictor for the current pixel needs to be transmit
as overhead.
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B y assuming that local stationarity holds over a block of pixels, optimal prediction
coefficients can be computed for each block and used in the prediction of the pixels
within the block. In Maragos' work, a two-dimensional linear predictive analysis for
extracting the optimum prediction coefficients is used on a block-by-block basis
[Maragos et al 1984]. A more efficient method of computing the prediction parameters
has been presented by Hsieh et al [Hsieh et al 1989]. Two-dimensional Levinson and
modified multi-channel version of the Burg Algorithm were introduced by Kuduvalli
and Rangayyan [Kuduvalli and Rangayyan 1992]. Through their work, not only the
computation of the prediction parameters has been simplified, but also the prediction
itself generates more accurate results. Therefore, both the running time and the
prediction errors are cut down and the performance of block-by-block ADPCM is
improved in lossless coding. Lin and Attikiouzel have presented a two-dimensional
linear prediction model-based method for the effective compression of texture images
[Lin and Attikiouzel 1989].

In all the above schemes, however, a large overhead is incurred in terms of the side

information because the coefficients of each block need to be transmitted. Furthermore,
the non-stationarity nature of the data in blocks containing edges results in high
prediction error values and detracts from the value of these adaptive schemes for
lossless DPCM.

Adaptivity of the quantizer is attractive for a lossy DPCM scheme [Habibi 1977] or the
new near lossless coding [Chen and Ramabadran 1994], but inappropriate in the lossless
scheme. In lossless coding, as the information can not be lost, it is very hard to add
adaptivity into entropy coding. Recently, an improvement of the DPCM coder by
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considering the image as the composite source model has been reported by Ding and
Wu [Ding and Wu 1996, 1997]. A clip function has been added into the system after the

linear prediction, and it limits the range of the errors. Thus the final entropy of er
would be lowered down [Ding and Wu 1997].

DPCM and ADPCM have long been explored in lossless image compression. Numerous
methods have been developed to improve their decorrelation efficiency. However, due

to the unstationarity nature of the images, especially in the edge area, their perform
is regarded as inferior compared to those newly developed schemes, such as modelbased and context-based codings. Nevertheless, because of their simple implementation
and stable performance, DPCM and ADPCM are still considered as sensible choices for
lossless compression.

2.2.3 Model-based Coding
Mathematical models have been studied extensively for image processing. An extensive

review of the different mathematical models and their applications in image processin
can be found in the paper by Jain [Jain 1981(a)]. Some state-of-the-art models: AR
model, Auto Regressive Moving Average (ARMA) model, and MAR models, have
been exploited successively in lossless image compression.

A point of clarification should be mentioned here about the terminologies used in the
literature. The term "image model", used in some papers refers to local feature-based

models rather than mathematical models and the techniques based on them are generally
called second-generation coding. These schemes will be reviewed in the section 2.2.4
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context-based coding. The models referred to in this section are specifically
mathematical models.

AR model, as was reviewed in section 2.2.1, is often utilized in the DPCM coding.
Therefore, DPCM is actually one of the model-based coding techniques. However,
DPCM is often picked up as a special kind of scheme as it is used much more widely
than other schemes.

The MAR model-based coding, which was proposed by Das and Burgett [Das and

Burgett 1993, Burgett and Das 1993], has been promoted recently as one of the leading
coders in lossless predictive image compression [Wong et. al 1995]. It has also been
further developed into more efficient or convenient schemes [Das 1997].

MAR is exploited in this thesis as one of the candidates for the model-based coding.

Hence, its theoretical details and its improved performance in the hybrid coding wil
introduced in Chapter 4.

Versatile image data models have been applied and proved effective in prediction. Ot
model-based coding schemes such as the AR time series model by Delp et. al [Delp et.
al 1979], ARMA model by Sayood and Schekall [Sayood and Schekall 1988], and
texture-pattern-model by Lin and Attikiouzel [Lin and Attikiouzel 1989] utilize the

local stability of image blocks. However, due to the edge points in the images, which
are unable to be predicted in these models, model-based coding has only limited

efficiency in lossless coding. Furthermore, side information deteriorates its perfor
in the final bit rate counting.
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2.2.4

Context-based Coding

Context-based coding has been developed recently as a strong candidate for lossless

image coding. Its superiority in adaptive prediction makes it outperform other sch
in decorrelation, especially in complex images with high variance of data.

In contextual coding, the image is first classified into different source models i

by block or pixel by pixel basis. A two-component model has been utilized by Itoh o

block-by-block basis [Itoh 1996]. In this model, the image is divided into two zone

textured (high edges) and smooth. Special attention has been paid to the textured a
with a variable block size DCT coding.

A three-component image model has been provided by Ran and Farvaridin [Ran and
Farvardian 1995(a) and 1995(b)]. In their model, an image is divided into primary,

smooth, and texture components. Particular coding scheme has been pertained to each
component. Though this method was designed for the lossy coding, it still provides
good example of the feature-based or second-generation coding techniques [Ran and
Farvardian 1995(b)].

Other contextual codings on block-by-block basis include the variable block size
segmentation by Vaisey and Gersho [Vaisey and Gersho 1992], and the codebook block

scans by Memon et. al. [Memon et. al 1995]. In the former scheme, the image is divi
into variable size of blocks depending on the local situation. Each block is then

classified into different categories and a distinct coding procedure is applied to
category. This is much similar to the method presented by Ran and Farvardian.
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However, it has finer classification due to the varying block sizes and extended

algorithm. This variable block size coding is suitable for lossy compression as well. T
latter scheme is specific for lossless coding. It has been reported that a different
scanning order may give better compression results depending on the image [Memon et.
al 1995]. In this technique, a prediction scheme has been developed to partition an

image into blocks, and for each block an order of scan is selected from the codebook of
scans. Thus the prediction errors could be minimized. Favorable results have been
achieved through the block-scan compared to the JPEG lossless compression standard.

In the pixel-by-pixel contextual coding, the coding scheme adaptively chooses the
decorrelation or/and coding methods for each pixel. Its choice is determined by the
context information. Ramabadran and Chen [Ramabadran and Chen 1992] suggested a
contextual coding scheme, where conditional events are used to improve the
performance of known compression methods by building a source model with multiple

contexts to code the decorrelated pixels. The performance of several methods, including
DPCM, Walsh-Hadamard Transform (WHT), and HINT, has been enhanced
significantly by using the context. The contextual coding has further been developed
into near-lossless coding by the same group [Ramabadran and Chen 1994]. A similar
method has been presented by Weinberger et. al [Weinberger et. al 1996, Weinberger
and Seroussi 1997]. A model based on stochastic complexity considerations with tree

structure has been implemented. It builds a universal context in DPCM coder, and better
compression results could be achieved by the context model.

The lossless JPEG predictors have been developed by Nijim et. al [Nijim et. al 1996].
An additional differentiation rule based on the weighted differences between
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neighboring pixel values has been set up for the lossless J P E G coder. It adaptively
chooses the predictor from JPEG coders based on the neighbor context. Two advantages
have been noticed:
1) there is no need to compute or encode the prediction coefficients as they are known
by both ends of the transmission channel;
2) complexity of the calculation has also been reduced.

A more efficient scheme called CALIC has been proposed by Wu and Memon [Wu and
Memon 1997, Wu 1997]. CALIC was designed in response to a call for a new standard
for lossless compression of continuous-tone images, issued by ISO. A total of nine

proposals were submitted, of which CALIC ranked the first in the initial evaluation. Th
evaluation was done on the basis of compression ratio and memory usage.

In CALIC, both the predictors and the error coding are utilized in a context-based
adaptive manner. A large number of modeling contexts have been used to condition a

non-linear predictor and adapt the predictor to varying source statistics. The non-line
predictor can self-adjust through an error-feed back system from past coding mistakes
under certain context.

Novel idea in CALIC is that it operates the context information in such a way that this
information can be used in the context selection, quantization, and modeling. It
outperforms other schemes which utilize the context in only part of the coding process.
CALIC obtained an average lossless bit rate of 2.99 bits/pixel on the 18 eight-bit test
images selected by ISO for proposal evaluation, versus an average bit rate of 3.98
bits/pixel for lossless JPEG on the same set of test images. CALIC also obtains a lower
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bit rate than the Universal Context Modeling ( U C M ) technique recently proposed by
Weinberger et. al. Some schemes based on the CALIC have been developed where
better results compared to CALIC have been reported [Golchin and Paliwal 1997].

From the review above, it can be seen that predictive coding has been used in lossless
coding starting from the simple uniform predictive coding such as DPCM, to adaptive
coding techniques such as ADPCM and MAR, and finally evolving into adaptive
context-based coding. Due to its simplicity in implementation and reliability in real

applications, predictive coding is still one of the strongest components in lossless im
coding. However, its "poor" performance compared to the transform coding and other
multiresolution coding, and the question of dealing with those "unpredictable" pixels

such as pixels in the edge point, have remained challenges facing the researchers in th
area. In this thesis, some efforts have been made to resolve these problems and thus
further improving the performance of the predictive techniques in lossless image
coding.

2.3 Other Coding Techniques
2.3.1 Transform Coding

In transform coding, the raw image is represented by a class of unitary matrices throug
the orthogonal transforms [Jain 1989]. As the transform readjusts the energy
arrangement inside the block, where most of the energy is packed in small amount of
coefficients, it provides the opportunity of encoding the coefficients reasonably and
efficiently.

The transform of image is defined as:

30

N-l N-l

F(u, v) = _T_]y_f(j,k) • A(j,k;u,v)

(2-15)

where fj,k) is an N*N image block, F(M,v) is called the transform coefficients, and
A( f,k;u,v) is the forward transform kernel. The inverse transform is:
N-l N-l

fU,k) = ]>_]]y_F(u,v)-B(j,k;u,v)

(2-16)

_=0 v=0

where B(f,k;u,v) is the inverse transform kennel. When the kernels satisfy the
following conditions, called complete orthonormality:
YT,A(<J,k\ux)A'f(f,k<-,u,v) = o(j-f,k-k<) (2-17)
U

V

Yu_yjA(j,k;u,v)A*(j,k;u\V)=o(u-u\v-v') (2-18)
j

*

where A*(j,k;u,v) is the complex conjugate of A(j,k;u,v). In transform coding,
because of need to reconstruct the images, only orthonormal transforms are used.

If the kennel can be written as:
^(/,*;w,v)=^c(/,w)^(*,v) (2-19)

it is called separable unitary transform. In (2-19), Ac and/4^ are the one-dimensiona

transforms in the column and row direction. As image data are two-dimensional signa

unitary transform supplies convenient operation in transform coding. Through (2-19),
the separable transform can be accomplished in two steps. First, each column of the
image is transformed, which is:
Fc(u,k) = Y_fU,k)Ac(j,u) (2-20)

then, another transform is executed under the row direction:
F(u,v) = Y_Fc(u,y)AR(y,v) (2-21)

31

Generally, a transform coding scheme first subdivides an image into N* N

small

blocks (N = 4,8,16...), then, an orthogonal transform is performed on each block. An
N * N transform coefficients matrix is thus obtained. Inside the block, most of the
energy is concentrated in the small number of coefficients. It has been shown that
coefficients with big amplitude are often in the low frequency area [Dourty 1994].
Therefore, the bits of the data can be compressed by giving lower bits to those with
small amplitude, and some can even be omitted.

Transform coding can also be explained by the correlation of the image pixels. There is
always some correlation between pixels in one area. Thus, the values (intensity) of
pixels can be deducted from the pixels nearby, the principle used extensively in
predictive coding. This indicates that there is redundancy in the image [Jain 1989].
Higher correlation coefficients of the pixels result in higher compression ratios.
Through orthogonal transform, the correlation of transform coefficients can be reduced
to very low, even none. This leads to the image information compression.

From the review above, it is concluded that through the transform process the
information of the image is packed together in the transform domain. It provides a basis
for reasonably arranging the bit rate of the information. Transform coding is normally
not recommended for lossless coding as the omitting of the coefficients results in
unrecoverable transmitted images.

A transform coding system is depicted in Figure 2-5 [Dourty 1994].
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Figure 2-5, a transform coding system.

2.3.1.1 DCT Coding
In DCT coding, DCT is applied to the image blocks and the transform coefficients
encoded. In matrix form, the DCT is defined as:
F = CN f (2-22)
where / is the image pixel vector (block), CN is transform kernel, and F is the
coefficient vector.

In JPEG compression standard [Wallace 1992], it is defined as:
p(uv)

__ Wc(^gg/0>t)^(2^]^(2t^r]
;=0 fc=0

(2.23)

2«

'0 w = 0
where c(w) =

ll w*0

The original pixel value can be recovered by inverse D C T as:
\&£\ , s r(2j + l)ujr. r(2£ + l)v;r

fUX) = ilIc("M^(*>v)cos[^
4

;

]cos[

]. (2-24)

_=0 v=0

DCT is not only an orthogonal transform but also a separable transform, so it can

accomplished through two one-dimensional transforms. Recently, there are some oth
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forms of D C T , such as DCT-I, DCT-II [Rao and Yip 1990]. They mostly have similar
compression characters as the JPEG, but are used in different situations.

DCT is widely used in transform coding due to its great ability in removing the

redundancy in image pixels. It has been reported that for highly correlated pixels, DC
can achieve similar decorrelation results as that of Karhunen & Loeve Transform
(KLT), which is the best orthogonal transform [Jain 1989]. Good reviews of DCT can
be found in the paper by Jain [Jain 1981(b)], and books by Jain [Jain 1989], Dourty
[Dourty 1994], and Clark [Clark 1985].

DCT coding has also been tested for lossless image compression by Roos et. al [Roos
et. al 1988] and Kuduvalli and Rangayyan [Kuduvalli and Rangayyan 1992]. DCT

performs poorly in lossless applications due to its unstable operation in different i
and the high bit rate required for encoding of the transform parameters. Efforts have
also been made by Zhang et. al to combine the DCT with other schemes and use it in
lossless coding [Zhang et. al 1992]. Test results have shown that the CombinedTransform Coding (CTC) can improve the performance of DCT. Recently, new research
in the mixed transform has brought new prospect for using DCT in lossless coding. A
mixed transform of DCT and WHT has been proposed by Ramaswamy and Mikhael
[Ramaswamy and Mikhael 1996]. The mixed transform scheme generates better
compression results than DCT or WHT alone.

2.3.2 Multiresolution coding

In multiresolution coding, the image is decorrelated in several steps. Thus, it result

hierarchical structure in resolution space [Roos et. al 1988]. The different resolutio
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images are transmitted in such a w a y that the lowest resolution one goesfirst,and finer
images (higher resolution) can be interpolated or simply transmitted. There are several
kinds of techniques belonging to this group, among them Laplacian pyramid (LP),
HINT, and sequential transform (S-transform) are mostly used.

In HINT, a sub-sampled version of the image, which are those five-dot pixels in Figure
2-6, is stored or transmitted by other methods such as DPCM introduced before. Then,
the four-dot pixels in Figure 2-6 are predicted from the five-dot pixels through linear

interpolation. In the same way, three, two, and one-dot pixels are all predicted from th

higher-level pixels. Only the prediction errors are stored. At the receiving end, the sa
procedure is operated and the raw image data can be recovered since the errors are
stored. From the prediction point of view, HINT is a kind of non-causal prediction. In
real applications, linear interpolation is always used to get the finer-level of images
the block size is often chosen as 8*8 instead of the 4*4 shown in Figure 2-6.
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Figure 2-6, pixel classification for H I N T .

H I N T is normally applied in the lossless applications and it often produces better results
than DPCM. In the papers by Roos and Viergever [Roos et. al 1988, Viergever and
Roos 1993], HINT is praised as the best decorrelation method. Therefore it is set as the
benchmark of lossless compression schemes.
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The Laplacian pyramid (LP) has a hierarchical data structure. It splits the image into
several frequency bands. It closely resembles the sub-band and transform codings. One
disadvantage of LP is that it needs higher number of data than the original image
because several bands of the image are involved [Viergever and Roos 1993]. Its
performance is worse than HINT and similar to that of S-transform [Viergever and Roos
1993]. However, recent improvements to the scheme by Mongatti et. al, and Aiazzi et.
al have produced promising results in lossless coding [Mongatti et. al 1992, Aiazzi et.
al 1996, Aiazzi et. al 1997].

2.4 Summary
Lossless image compression is widely used in medical image and satellite image
compression and archiving as it is required by law. Its compression performance
compared to that of the lossy coding is very poor. Currently, three groups of codec;
predictive, transform, and multiresolution, are utilized for lossless coding. Distinct
characteristics make their applications vastly different.

• Prediction is the most widely used technique in lossless coding because of its
simplicity of implementation and stability of decorrelation. Early generation coders
such as DPCM and ADPCM have shown their age as new comers like contextual
coding have demonstrated their superior attributes, especially their flexibility in
selecting the ROS, the coefficients, and even the predictors. The recently developed
context-based coding with its demonstrated strong decorrelation ability is fast
becoming one of the top contenders for lossless coding.
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• Transform coding is normally chosen as the candidate for lossy coding as the rearrangement of the energy distribution yields great flexibility in discarding
unimportant components specified by the user. This flexibility is one of the major
factors in the success of the lossy compression techniques. Due to its fine
decorrelation ability, transform coding has been used in lossless coding where
predictive coders have shown weaknesses in accurately predicting the edge points.
Thus, transform coding has been combined or mixed with other techniques in
lossless coding.

• Multiresolution coding is the extended version of predictive or transform coding. In

multiresolution coding, transform or prediction is utilized in several steps where eac
step represents different version of images. This also provides the flexibility as
transform does. HINT is mentioned in most of the papers in lossless coding due to its
comparatively powerful competence in lossless coding. HINT is often used as a
benchmark for decorrelation results. LP and S-transform are commonly used in lossy
cases. Some recent improvements of LP scheme have made it a possible candidate in
lossless coding.

From the review above, it can be seen that predictive coding is still the eminent code
for lossless coding. Adaptive contextual coding technique is being developed as the
mainstream in predictive coding. Other techniques from transform and multiresolution
have also been studied and applied directly or combined with predictive techniques in
lossless coding. Context-based and combined or hybrid coding are the future research
direction for lossless coding.
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Chapter 3

Minimum mean-squared-error ( M M S E ) and Minimum entropy-oferror (MEE) Prediction in Lossless Image Compression

3.1 Introduction

The main goal in image compression is to reduce the average bits used for each pixel,
which is measured as entropy. This is especially prominent in lossless coding, where
information can be lost during encoding. Since predictive coding is used in lossless
coding extensively, in this chapter, predictions based on MMSE and MEE will be

discussed, and their relationship will be presented. This forms the theoretical foun
of this thesis.

3.2 MMSE Prediction
Before introducing MMSE and MEE, it is necessary to establish some definitions and
notations and present the prediction system.

The prediction system normally used in predictive coding is presented in Figure 3-1.

z

G

Figure 3-1, the prediction system.
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In Figure 3-1, U is the signal to be predicted which is the real pixel value in image

coding, Z is the observation, which is the data used in prediction, an

which estimates U from Z. Z comes from the region of support in image
estimation error Xis defined as:
X = U-G(Z) (3-1)
For an image with 256 gray-scale, U and Z range from 0-255, and X is
and 255. They are all integers.

The first order entropy of the error X is defined as:
255

H(X) = -YjPA^%2Pi) (3-2)
(=-255

where pi is the probability density. The aim of predictive coding in lossless image

compression is to find the optimum operator G which can minimize the H

3.2.1 MMSE Estimation

In order to estimate a random parameter 0 as a function of an observed

variable, x, an estimation 0MS = h(x), which minimizes the mean square

between the estimate and the true value, which is the raw image gray-s
up. In linear MMSE, the estimation is performed as:

*__.=Zs/*vO (3_3)
1=0

where g/s are prediction parameters chosen to minimize the mean-square
which is:
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N-l

J = E{e2} = E{[9-Jjgih(i)]2}

(3-5)

!=0

where eis the prediction error, and E{e2} is the m e a n or expected value of e2.

The minimization is executed by separately differentiating (3-5) with respect to each
parameter gt and equating to zero. Therefore, the following equation can be obtained:

dJ

N-l

E{[9-YJgih(i)]h(j)} = Q

(3-6)

i=0

where j = 0,1,..., TV - 1 . Equation (3-6) can also be written as,
E[eh(j)] = 0

(3-7)

where e as introduced before is the prediction error. Recalling the definition of
orthogonal from the information science, it can be found that the prediction error and
the measured data are orthogonal. This character is very important in this thesis, and
will be used later to explain the relationship of MMSE and MEE.

3.2.2 MMSE Filters
MMSE is used widely in image compression, especially in lossless coding. This is
mainly because of its simple filter structure. A commonly used filter can be found in
Figure 3-2.

d(n)
x(n)

e(n)

f(n)

Figure 3-2, a linear Least-squarefilterfor coding.
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In Figure 3-2, x(n) is the input signal which is send to thefilter,f(n). The output of

the filter, y(n), is the predicted value of the true data d(n), and the performanc

filter is judged by the prediction error e(n). An objective function can be thus d
as:
J = E{e2(n)}

(3_8)

where E is the expectation operator. In order to achieve minimum-mean-squared error
the filter f(n) should be designed so that J is minimized.

From Figure 3-2, it can be observed that,
e(n) = d(n)-f(n)*x(n)

(3-9)

and (3-9) can also be written as:
e(n) = d(n) - ]T/(*>(« - i)

(3-10)

where the choice of / depends on the length of thefilter.To minimize the squared error,
/ is differentiated with respect to each /(/) and the results are equated to zero,
is:

_a/_= a-Vo.)} = 2 £ { e ( H ) M _ }
SfU)

df(j)

(3-11)

'd/UY

Referring to equation (3-10) and (3-11), it can be obtained that,
_____

= 2 £ E{x(n - i)x(n - j)}f(i) - E{x(n - j)d(n)}

0

(3-12)

df(j)
]^E{x(n - i)x(n - j)}f(i) = E{x(n - j)d(n)}

(3-13)
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where the left-side of the equation is called the autocorrelation of the input signal x(n),

and the right-side of the equation is the cross-correlation between the input and the t
value of the output, which is d(n) in Figure 3-2.

Equation (3-13) forms a set of equations, which are called normal equations. The

solution of these equations leads to the optimum prediction coefficients of the filters.
These filters are widely used in linear prediction applications which include image
compression.

3.2.3 Linear Prediction
For a set of stationary signal x(n), a linear prediction is operated as:
P-I

*(") = £ / " ( * > ( " " « o - 0

(3-14)

»=o

where n0 is called prediction distance, and it is a positive integer. The coefficients f
are called prediction coefficients. Only one-dimensional prediction is discussed here,
where two-dimensional cases which are common in image processing can be easily
extended from it.

The prediction error is defined as:
e(n) = x(n)-x(n) (3-15)
There are a number of methods to get the prediction coefficients. Least-squares
minimization is the most popular among them. It is mainly due to its properties, which

enable us to understand the signal deeply. The calculation of the prediction coefficien

is similar to that used in the filtering, where a set of normal equations are set up, a
their solutions lead to the optimum coefficients.
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3.2.4

Linear Prediction and A R Model

AR model is often used in image processing to describe the image Several
data famous
linear prediction schemes like DPCM are also based on AR model.
AR model is generated from the system as:
H

(3-16)

^ = 1 -1 k M
l-fl-z ~a_z

-...-aMz

M

and the data is a stationary zero-mean signal, which is:
x(n) = a{x(n -\) + ... + aMx(n- M) + w(n)

(3-17)

where w(«) is a zero-mean white noise with variance Si.

If it is applied to the AR signal, linear prediction takes the form as:
x(n) = bxx(n -1) + b2x(n - 2) +... + bpx(n - p) (3-18)

and the prediction error is e(n) = x(n) - x(n). If the prediction order P equals t
the AR signal, where P = M , then the errors are:
e(n) = (ax - by )x(n -1) + (a2 - b2 )x(n - 2) +... + (aM - bM )x(n - M) + w(n)
(3-19)
It is obvious that the condition of minimizing the square-error J = E{e2 (n)} is:
at = b, (3-20)
where i = \,2,...,M.

It can be concluded that because of the unpredictable character of white noise, th

prediction results for the AR signal would be white noise signal. This implies that
MMSE prediction can have the prefect results where the prediction errors are white
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noise if and only if the processed data is the stationary zero-mean signal generated from
an AR model and the prediction order P is equal to or greater than that of the signal.

The latter condition is easily satisfied in image coding because in natural images a pixe
only has relationship with pixels in its neighborhood. Therefore, the more pixels in
ROS, the better the prediction results in lossless coding schemes utilizing linear
prediction.

The former condition is however extremely hard to satisfy for natural images. In natural

image, as the object in the picture changes, the character of pixels changes as well. The
pixels themselves are non-stationary. In order to solve this problem, an image is often
divided into small block, and the pixels inside the sub-blocks are assumed to be locally
stationary. However, this is only true for some blocks. Pixels inside blocks containing
abrupt changes such as edges, borders or textures are hard to define as stationary.
Therefore, there are some schemes utilizing the prediction at pixel-by-pixel basis.
However, general pixel-by-pixel scheme for lossless image compression is unrealistic as
the information of each pixel needs to be stored and that could be very high.

From the description above, it can be concluded that for schemes based on linear

prediction, the best prediction results, in terms of error, would be zero-mean white nois
signals. The non-stationary nature of the image data, however, prevents those schemes
from obtaining the "perfect" results.

Several schemes based on the MMSE have been developed for lossless coding, and their

compression efficiency, especially their ability to reduce the value of prediction errors
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has been proved [Roos et al. 1988, Hsieh et al 1989, and Kuduvalli and Rangayyan

1989]. However, it will be shown in this thesis that, MMSE is not necessarily to b
optimum entropy of error estimator.

3.3 MEE Estimator
As the final judgement of a lossless image coding system is the entropy of the

prediction errors, it is very important to design an entropy efficient or MEE codi
system. Therefore, MEE estimator is studied in this thesis as well.

3.3.1 Minimum entropy-of-errors

Before discussing the entropy of errors, it is necessary to introduce a concept c
mutual information [Weidemann and Stear 1970]. The mutual information between two
vectors X and Z is defined as:

I(X;Z) = f W,Z)ln[ P{X>Z) AdXdY (3-21)
or in discrete cases, which is suitable for image processing, it is defined as:

^--W(x'z)Hi^mX

<3 22)

"

where px(xQ,xx,...,xn) is the probability density function. From (3-22), it can be
that:
I(X;Z) = ^^p(X,Z) \n[p(X, Z)_ - £ £ p(X, Z) \n[px (X)Pz (Z)_
X z x z

={-x 2 p(x> z>ln^* WD+{-I Z p(x> z> ln^z <z>» - £ S p&>
X

z

x z

x z

= H(X) + H(Z)-H(X,Z)
(3-23)
therefore, in those system presented in Figure 3-1, it can be obtained that:
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H(X) = H(X, Z) - H(Z) + I(X, Z)
= H(U,Z)-H(Z)

+ I(X,Z)

= H(U, Z) - H(U) + H(U) - H(Z) + I(X, Z)
= H(U) + I(X, Z) - [H(U) + H(Z) - H(U, Z)_
= H(U) + I(X,Z)-I(U,Z)

(3_24)

HQ+I(X,Z)

=

as I(X, Z) > 0, it can be concluded that:
H(X) > H0

(3.25)

where
H0=H(U)-I(U;Z) (3-26)

The H_ in (3-25) and (3-26) is often called the performance bound of the e

because minimum entropy of error can be achieved in the prediction. This o
on the processed data, U and Z, and not on the estimator itself.

3.3.2 Condition of MEE

In order to achieve minimum H(X) in (3-26), minimum mutual information betw

observation and the error should be reached, which means the error is "unc

the observations, and the information redundancy has been totally removed.
22), a minimum mutual information equation can be set up as:

WZ)

Z)1 [

-??^ " MS

]=0

(3 27)

"

by resolving equation (3-27), as p(X, Z) > 0, it is shown that:
p(X,Z)

P(X,Z)

=l

Px(X)Pz(Z)
p(X,Z) = px(X)pz(Z) (3-28)
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This proves that the entropy of prediction errors could be the minimum if and only if the
observation and the errors are fully independent.

3.4 The Minimum Entropy of Errors of MEE and MMSE

It has been found that the independence of variables is fundamental to the theories

statistics [Papoulis 1991]. Other properties of signal can be developed from it. Fr
28), it follows that for independent variables, X and Z,
E(XZ) = E(X)E(Z) (3-29)
then their covariance is defined as:
c(X, Z) = E(XZ) - juxJuz = E(X)E(Z) - <uxJuz = 0 (3-30)
where jux and JUZ are the expected values of the variables X and Z. Therefore, the

observation and the error are uncorrelated if they are independent. The converse i
always true, but a very useful exception is when both Zand Z are Gaussian.

If the observation and the error are uncorrelated and if either of their expected
Hx or juz in (3-30), is zero then:
E(XZ) = 0 (3_31)
and X and Z are orthogonal [Clarkson 1993, p. 14].

Recalling the description in section 3.2.1, one important character of MMSE is tha
minimum mean-squared error is obtained if and only if the observation (6 in (3-5))
the error (ein (3-5)) are orthogonal, which is:
E(0men) = O (3"32)

It can easily satisfy the condition described in (3-31) as the mean of the predicti
errors is often zero in predictive coding
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Therefore, a conclusion can be drawn here that if the observation and the error are
independent and one or both of their expectations are zero, then they are also
orthogonal. In image coding, it can be explained as that a minimum-entropy-of-error
estimator is also a minimum mean square error estimator if the mean of the prediction

error is zero. The converse is not always true with an important exception that both th
observation and the error are Gaussian.

In lossless image coding, as entropy is the important standard for judging the
performance of coders, it seems that predictors based on the MEE are more useful than
those based on MSEE. However, the computation cost with MEE is so high, that it is
unrealistic to apply MEE in coding. This is mainly due to the large amount of pixels

contained in pictures. Calculations with entropy, as introduced in (3-2), (3-21) and (3
22), are mainly based on the probability density function. Therefore, MEE has not been
used in lossless coding so far.

Because MSEE has close relationship with MEE, it is still used in many applications to

reduce the entropy of signals. Recalling the results from (3-19), it can be seen that a

"perfect" MSEE predictor can generate errors as the white-noise signal, which is also a
memory-less signal. If X in (3-24) is a white noise signal, it can be assumed that
I(X,Z) = 0, and the entropy of error H(X) equals to the bound which is
H(U)-I(U;Z). Therefore, it can be concluded that for an AR model signal, the
prediction errors of MSEE and MEE are identical, which is white noise.
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For white noise signal X, as it is independent and identically distributed, it satisfies that,
p(x(0),x(l),...,x(N-l)) = p(x(0))p(x(l))...p(x(N-l)) and
p(x(0)) = p(x(l)) = ... = p(x(N -l)) = yN, then, the entropy can be calculated as:

H(X) = -2>(0(log2 p(i)) = -I^-(log2(i))
N

N N

j

N
(3"33)

= - l o g 2 ( — ) = log 2 JV

It should be noted here that as the image data is in discrete format and digitalized

certain gray-scale range, for example, from 0-255, or 0-65536, the white noise signa
w(«) in (3-17) is assumed to be a finite discrete signal with range from 0 to N.

From (3-33), it can be concluded that the minimum-entropy-of-errors from both M S E E
and MEE is log- N. This entropy bound largely depends on the white noise contained
in the image. So, it is image dependent.

From the discussion above, it can be seen that MMSE can also yield minimum entropy

of errors when the two conditions described in section 3.2.4 are satisfied. It gives
clue of how to get the minimum entropy of errors instead of directly using MEE. This
explains why so many predictive coders based on MMSE can still give impressive
performance in lossless coding.

For MSEE, although it can also get the minimum entropy bound, the requirement of the

stationary data could not be satisfied in real applications. The model used to descr

the data is not very important in terms of final prediction errors, as the data (imag
pixel) can always be described as:
x(n) = A(x(n - M)) + w(n) (3-34)
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where A(«) is a kind of linear operation. Because of the non-stationary nature of the
image pixel, it is obvious that no fixed A(«) can deal with it properly. The desired

predictors are, therefore, those that can change their A(«) as the characteristic of dat
changes.

Development in recent applications has kept the prediction within block-by-block or

pixel-by-pixel, where an assumption could be made that the data is locally stationary. I
this thesis, a new technique which is based on the linear prediction is developed. This
novel scheme can adaptively select the predictor on pixel-by-pixel basis, which always

ensures the best predictor for the pixel and yields the least prediction errors. This wo
be a way to reach the "perfect" predictor and get the minimum entropy of errors. In

certain cases, it can even predict the unpredictable noise as the local situation can be
foreseen by the novel shape-vector quantization (SVQ).

3.5 Conclusion
In this chapter, the theoretical base of this thesis is formed. Both MMSE and MEE are

reviewed, and their relationship is presented. Through the discussion of these two kinds
of estimators, it is established that MEE is a far more complex predictor than MSEE.
This would partly explain why some of the best schemes in lossy coding cannot
generate the same performance in lossless coding where entropy emerges as a crucial
judging rule. However, it is also shown in this chapter that algorithms based on MSEE
can reach MEE when several conditions are satisfied, which explains the fact that most
of the schemes in lossless coding are still based on MSEE. The limitation of MEE is
also discussed. This limitation is mainly contributed to the white noise signal and is
image dependable.

50

Shape-VQ-based prediction, which is the focus of the thesis, can secure errors with

minimum entropy as the "perfect" linear prediction. Furthermore, it avoids the problem
caused by the non-stationary nature of the image data, which hinders the linear
prediction from generating the minimum entropy results, through adaptively selecting
the predictors. This novel scheme also contributes towards an efficient method of
capturing the shape information of image blocks, Shape-VQ. All these have been well
proven in this chapter. The detail development of the system will be discussed in the
next several chapters.
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Chapter 4

Hybrid Predictive/VQ Lossless Image Coding
Performance enhancement of block-by-block predictive coding scheme through
Vector Quantization

4.1 Introduction
MAR is used in lossless predictive image-coding schemes [Das and Burgett 1993]. In
this chapter, a new VQ-based lossless coding scheme, where the performance of MAR

in lossless coding is improved through hybrid coding will be introduced. This was fir
presented by the author in 1995 [Ogunbona et. al. 1995]. Further research has been
performed since then, and the hybrid predictive/VQ scheme has been extended to other
traditional block-by-block predictive schemes. Promising results indicate the ability
the proposed scheme in lossless image coding.

The rest of the chapter is arranged as follows. In Section 2, detail of MAR will be

briefly introduced. The new method will be discussed in Section 3. Simulation results
will be presented in Section 4, and the conclusion is in Section 5.

4.2 MAR Lossless Image Compression
In lossless coding schemes based on MAR model, image is first partitioned into non-

overlapping blocks. The block size is chosen so that the assumption of stationarity ho
over the pixels in the block. Generally, the image over-all is considered as non-

stationary, but over each block, the intensity data is assumed to be locally stationar
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Block sizes of 16*16 and 32*32 were used in [Das and Burgett 1993]. The choice of the

size depends greatly on the trade-off between the decorrelation performance and the
overhead of the side information.

A 2-D stochastic model, MAR, thus can be used to represent the local property, whic
is:
<<ii, ?2 )y(h j) = Hi, j) (4-1)
f(hj) = y(i,j) + b (4_2)
where f(i,j) is the raw image data. An M*M image block can be represented as
{f(i,j),l<i< M,l<j< M}. In (4-1), w(i,j) denotes a zero-mean white noise

sequence. In Eq. 4-2, the mean of the image block is represented by b. Thus {y(i,j)
denotes a zero-mean sequence of image block. Operator a(qx,q2) is a 2-D polynomial

in q\x and q~2 , which denote the backward shift operators along the rows and column

The polynomial a(qx,q2) has multiplicative structure with first- or second-order fac
where the operators can have the forms as qx"q2 , or q"q2m.

In lossless MAR coding scheme, at the transmission end, the zero-mean data sequence

{y(i,j)} is first set up by subtracting the mean value b from the raw image data. N
the multiplicative prediction operator a(qx,q2) is estimated.

There are two choices of ROS for the estimation of the MAR prediction parameters,

NSHP 3*3 and NSHP 4*4. These two are shown in Figure 4-1. In Figure 4-1, "X" is the
pixel in ROS and "O" is the pixel to be predicted. The ROS shown in Figure 4-1(a)
NSHP 3*3 and that in Figure 4-1(b) is a NSHP 4*4.
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(b)

Figure 4-1, ROS of NSHP 3*3 and 4*4.

Several methods for obtaining the prediction parameters have been provided by Ljung
and Soderstrom [Ljung and Soderstrom 1983]. Among them, the recursive pseudolinear regression (RPLR), which is very simple in calculation is chosen in conjunction
with MAR. Details of RPLR and its applications in MAR can be found in papers by Das
and Burgett. In their paper, it is shown that, by constraining the magnitude of the
estimated coefficients to values less than unity, a stable model is obtained.

After the prediction parameters are obtained, the predicted value of the pixel can be
calculated as:
y(i> J) = P(<li > <li )y(i, j) (4-3)
where p(qx,q2) = \- a(qx,q2). Then, the prediction errors can be obtained by,
e(i,j) = y(i,j)-yr(i,j) (4-4)
where yr(i,j) is the nearest integer of y(i,j).

It is worth to mention here that the overhead of the MAR includes prediction errors,
prediction parameters and the mean of each block. The estimated model coefficients are
scalar quantised. The side information will adversely affect the performance of the
coding scheme.
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At the receiving end, the original image data can be recovered totally by:
f(h j) = yr (*. j) + <i, j) + b (4_5)
An exact RPLR operation is repeated in the receiving end in order to get yr(i, j).

The selection of the 2-D MAR model depends heavily on the trade-off between the

performance of the predictor and the side information incurred thereafter. It has b

reported by Das and Burgett that NSHP 4*4 gives better support in prediction than th
NSHP 3*3 [Das and Burgett 1993]. However, as four parameters in NSHP 4*4 instead
of three in NSHP 3*3 need to be calculated and transmitted, 4*4 could generate more
complex computation and higher bit rate of the side information.

Better compression results of medical images compared to DPCM and HINT have been
achieved by MAR coder [Das and Burgett 1993]. However, the scheme suffers from
problems such as the complexity of the algorithm and the overhead of the side
information.

A point that may have been overlooked in the paper by Das and Burgett is the possibl

correlation among the image blocks. In most natural images this correlation does exi

The proposed method in this chapter exploits this correlation to achieve an improved
performance over the basic MAR image encoder; the model coefficients are vector

quantised. In the paper by Das and Burgett, the use of a fixed predictor was also s
and some deterioration of performance was reported [Das and Burgett 1993].
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4.3

Hybrid Predictive/VQ Lossless Coding

The proposed scheme proceeds as in the basic MAR lossless encoder, but goes further
to exploit the inherent inter-block correlation among the image blocks. The model
coefficients of correlated blocks lie within a close range of each other. We have found
very little difference in the prediction errors generated. Instead of coding the
coefficients by scalar quantization, VQ is applied in this research.

At the encoding end, the prediction coefficients are generated as in MAR scheme

through RPLR. The coefficients vector is then vector quantised. The nearest neighbor in
the codebook is found, and the index is assigned to coefficient vector. Then the code
vector is applied to the image block. The prediction errors and the index of each block
are stored. In adaptive VQ, the codebook itself needs to be stored as well. At the
decoding end, the original value of pixels can be reversed totally as in normal MAR.
This ensures the proposed scheme can be used as lossless coder. The only difference to
MAR is that code vector of coefficients are executed instead of the original ones.

The proposed scheme is depicted in Figure 4-2.

The use of VQ for compression of the model coefficients leads to an improved
compression ratio in this thesis. Both image adaptive and universal codebooks are
considered here. A comparative analysis of the new coder is presented through
simulation results in this and the next section.
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Figure 4-2, the proposed M A R / V Q lossless image compression system.

4.3.1 Vector Quantization
It is known from Shannon's rate distortion theory that by coding vectors rather than
scalars, better performance is achievable [Jain 1981]. Vector quantization is able to

exploit four interrelated properties of vector parameter [Makhoul et. al. 1985]: linea
dependency or correlation, non-linear dependency, shape of the probability density
function and dimensionality of the vector. Scalar qunatisers do not exploit all these
properties.

A V Q encoder consists of a codebook generated from a sequence of training vectors. In
use, each vector to be encoded is compared with the codevectors in the codebook and

the index of the closest (in the minimum-squared-error sense) codevector is transmitt
(or stored) instead of the vector.
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4.3.2

Prediction Coefficients and Image Blocks

It has been found for MAR model that similar image blocks can generate very close set

of prediction coefficients. The similarity of the block here refers to its shape. It has
defined that image shape represents pixel value change [Jain 1989]. This kind of change
will affect the relationship between a pixel and its ROS, as a result, the prediction
coefficients, which stand for the relation, will change as well. Therefore, it can be
concluded that prediction coefficients are indicative of the image shape. However, they
can only roughly reflect the shape, because the local stationary condition of the block

can not be satisfied in real applications. This limits the performance of those predicti
coders.

Experiments have been performed to justify the relationship of prediction coefficients
and the shape of image block. DCT coefficients are regarded as good candidates in

feature selection and are used widely in image classification [Jain 1981 b]. In paper by
Kim and Lee, DCT is used to extract the edge features from the image block [Kim and
Lee 1991]. In this experiment, DCT is exploited as image feature extractor, and the
classifier is VQ.

An image block is first processed with DCT. The DCT coeffcients are then vector
quantized based on the nearest neighbor rule, which is called VQ-D. The quantization

(classification) result is considered as "standard" classification. Prediction coefficie
of MAR from same blocks are quantized as well, which is called VQ-P, and their results
are compared to the "standard" classification. The blocks used are selected from
different images under consideration, which cover a wide range of situations. The
codebooks of both VQs are generated by LBG algorithm, and they have identical size.
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In order to compare the classification results, the centroid of image blocks classified in
one group is calculated in both cases. The nearest neighbor of centroid vector in VQ-P
is searched in VQ-D in terms of squared-error. These two code vectors are assigned a
same number. Therefore the classification based on VQ-P can be checked compared to
that from VQ-D.

Checking the results in Table 4-1, it is not surprising that the occurrence of identica

classification is very high. Those blocks with mismatched results are examined further
and it is found that most of them have strong edges inside.

1
2
3
4
5
6
7

1
23

2

3
1

14

1
2

27
1

4
1
4

1

1

6
2
1
2

7
1
1

19
20
2

1
1

5

1
2

1
25
1

21

Accuracy
85.1%
66.7%
87.1%
86.4%
90.9%
86.2%
84%

Table 4-1, accuracy of classification of V Q - P compared to V Q - D .

From the results, conclusions can be m a d e as:

1. Prediction coefficients are the features of the image blocks, and similar blocks hav
similar coefficients.
2. The abrupt changes in the block can adversely influence the coefficients.

The first conclusion is utilized in this chapter to improve the performance of block-b
block predictive coders, and the second conclusion is dealt with in the next several
chapters.
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4.3.3

V Q of the Coefficients

In this research, rather than using scalar quantization for each MAR model coefficient
VQ is used. There are two ways of generating the required codebook:

1. A set of model coefficients estimated from an image is used to produce an image
adaptive codebook.
2. A set of model coefficients from a set of training images is used to generate a
universal codebook.

In general, the size of the codebook is less than the total number of image blocks.

The hybrid predictive/VQ encoder forms the predicted pixel value using the appropriate
codevector in the codebook. In the adaptive codebook case, both the codebook and the
appropriate indices for each block are transmitted (or stored). It should be noted that

vector quantization does not lead to a violation of the stability criterion of the mod

because the centroid of each cluster is the mean of the vectors in the cluster. This wil
always be within the stability bound given in paper by Das and Burgett [Das and
Burgett 1993].

The choice of uniform or adaptive codebook depends on the test images. Several
experiments have been performed to reveal the relationship between the design of
codebooks and the performance of the scheme. A ROS of NSHP 3*3 is used in all
simulations. Test images include normal images like "Lenna" and "Baboon" and some
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medical images, which include some M R I images and m a m m o g r a m s . The test results
are the first entropy of error images.

In the first experiment, the size of the codebook is tested against the coding
performance. Results are shown in Table 4-2. In Table 4-2, MAR/AVQ(n) refers to the
proposed scheme with adaptive codebook, and the size of codebook is n. While,
MAR/UVQ(«) stands for uniform codebook.

Images

MAR/AVQ
(16)

Lenna
Baboon

4.21
5.73
3.30
4.32
5.42

Jet
Urban

Lax

MAR/AVQ
(32)
4.18
5.69
3.32
4.27
5.47

MAR/UVQ
(16)
4.96
6.04
3.93
4.77
5.83

MAR/UVQ
(32)
4.73
5.85
3.73
4.62
5.71

MAR/UVQ
(256)
4.35
5.70
3.41
4.35
5.44

Table 4-2,first-orderentropy of errors in normal images with different V Q codebooks.

From the results, it can be seen that increased codebook size can bring better

decorrelation ability of the coders in both uniform and adaptive cases. However, lar

codebook, especially in adaptive case where the codebook itself should be transmitte

results in larger side information. These extra bits for the side information deteri
the gain generated from lower errors (entropy).

It also can be seen from Table 4-2 that better performance can be achieved through

adaptive codebooks than uniform ones. The images used in these experiments are not in
the database used for the uniform codebook and cover wide range of scenes. It seems
that those with 16 and 32 code-vector have the best results among all the tests. It
be noted here that the test images are all in 8 bits per pixel and with uniform size
256*256. For larger size images, bigger codebook could be used.
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Though adaptive codebook demonstrates its superiority in coding normal images,

uniform codebook can be effective in certain cases. A certain group of medical images
mammograms, are tested in this research. These images have very large sizes ranging
from 1000*1000 to 2000*5000 pixel per image. Very similar patterns can be found in
these images as textures like fat or microcalcification have very similar appearance
different images which suits uniform VQ. Uniform VQ has the advantages of easy

operation and little calculation in real applications. Test results in Table 4-3 furt
confirm this. It is shown in Table 4-3 that for a group of similar images, like
mammograms, uniform VQ has very competitive performance compared to that of
adaptive one.

Mammograms

MAR/AVQ
(16)

Agree
Afrcc
Ahrcc
Aercc

4.01
4.32
3.78
3.61

MAR/AVQ
(32)
3.98
4.28
3.74
3.55

MAR/UVQ
(128)
3.71
4.18
3.58
3.52

Table 4-3,first-orderentropy of errors in m a m m o g r a m s with different V Q codebooks.

W e have assessed the performance of the uniform V Q for images which are outside or
inside the database used to construct the codebook. Two experiments have been
designed. In the first test, some normal images, such as Jet, Urban, Lax, Lenna and
Baboon are used. The uniform codebook is trained on the images Lenna and Baboon.
Test results show that there is certain difference between these two kinds of images,
where compared to those of MAR, those within the database have about -0.2 ~ 0.2

bits/pixel difference and the others have about 0.3 bits/pixel difference. However, wh
we switch to mammograms, there is no difference between these two groups. In Table
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4-4(b), Agree and Afrcc are used to train the codebook. It is shown in Table 4-4(b) that
there is almost no difference between Agree and Afrcc and the others when they are
both compared to the MAR. It is worth to mention here that compared to normal
images, where MAR/UVQ and MAR produce similar results, mammograms data
produces better MAR/UVQ performance. This will be discussed later.

MAR/UVQ
MAR

Lenna
4.65
4.45

Difference

0.2

Baboon
5.82
6.00
-0.18

Lax
5.93
5.69
0.24

Urban
4.84
4.52
0.32

Jet
J

3.83
3.54
0.31

Table 4-4(a), performance difference between normal images in- and out-of-database.

MAR/UVQ
MAR
Difference

Aercc
3.63
3.60
0.03

Afrcc
4.33
4.35
-0.02

Agree
4.05
4.04
0.01

Ahrcc
3.81
3.72
0.04

Aglcc
4.03
4.03

0

Table 4-4(b), performance difference between m a m m o g r a m s in- and out-of-database.

From the discussion above, it can be concluded that:

1. Predictive/VQ has better decorrelation results when adaptive codebook is applied.
2. Uniform codebook has the advantages of less calculation and side information in
real application.
3. Adaptive codebook is good for a wide range of images, and uniform one is suitable
for a certain class of images.

During tests, it has been found that for most of images, Predictive/VQ has slightly

higher first order entropy of errors than MAR has, which ranges from 0-0.2 bits/pixel

(refer to Table 4-4). However, for certain images, like Baboon, the proposed scheme h
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better results. The results have been rechecked on block-by-block basis. It has been
found that the new scheme performs extremely well in the complex blocks. The

complexity here refers to the occurrences of the abrupt variation in pixel values. These
changes are unpredictable in predictive coders as these pixels are independent from the

neighbor pixels (strictly NSHP is executed in this thesis). The test image Baboon and it

error image are presented in Figure 4-3. It can be seen that most of the errors happen i
textured areas. The MAR model incurs this where the image block is assumed as locally

stationary, which is not true in those blocks with textures. The edges in the texture ca
cause errors in the process of calculating the coefficients, RPLR.

Figure 4-3, Baboon and its error image.

A n 8*8 image block from Baboon is shown in Figure 4-4, where the data in Figure 4-

4(a) is the raw pixel value and the symbol "0" in Figure 4-4(b) refers to prediction e

e(i, j), where \e(i, j)\ < 16, and "X" refers to those \e(i, j)\ > 16. From the data, i

seen that big errors ("X" in Figure 4-4(b)) happen where there are big variations in pi
values, no matter whether it goes higher or lower. This kind of change can cause the
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coefficients fluctuating during calculation, which finally affects the accuracy of
prediction.

W e have designed another experiment to verify this argument. A n 8*8 image block is
selected from test image. This block is considered as smooth, where there are no big

variations in pixel values, and the absolute value of decorrelation errors are all small
than 10. Several pixels (three here) in the middle of the block are picked up and their
values are added by 150, which are shown in Figure 4-5. The three pixels are referred to
as "peak" pixels hereafter.
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67
104
167
91
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66
92
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160
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131
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155
105
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175
120
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101

165
138
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153
154
96
93
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119
142
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181
114
123
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160

X
X
X
0
0
X
0
X

X
X
0
X
X
X
X
X

X
X
X
X
0
X
X
0

X
0
X
0
0
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0
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(a)
0
0
0
0
0
0
0
X

0
0
X
0
0
X
0
0

X
X
X
X
X
X
X
0

0
0
X
0
X
X
0
X
(b)

Figure 4-4, an 8*8 block in Baboon and its error image block.
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A n 8*8 Image Block

Row
Column

Figure 4-5, a simulated image block with three peaks.
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0
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3

5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37
Figure 4-6, the effect of "peak" pixels in RPLR.
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From Figure 4-6, it can be seen that in a smooth block, the coefficients are "settled
down" quickly after several runs of R P L R , but in the edge block, it is very hard for them
to be stable, and thefinalresults are different to those from the smooth block. This is
more so because the system needs to compromise the errors from the "peak" pixels.

The coefficients are used in MAR to encode the blocks. These two blocks are tested in
the proposed scheme as well, where a uniform codebook is applied. The results are
listed in Table 4-5. The variance is calculated as:

\ZWUj)-E(e)f /
5

-'J

AL*M)

W

where E(e) is the m e a n of errors, and / e [0, L -1], j e [0, M -1].

MAR
MAR/VQ

Smooth block
0.02
0.02

Block with "peak" pixels
0.13
0.08

Table 4-5, variance of errors in smooth and "peak" blocks with different coders.

It appears in the results that for those smooth pixels, the one generated from the smooth
block has better performance than the others. T h e three "peak" pixels all incur big
errors. M o r e interestingly, w h e n Predictive/VQ is applied, it causes less errors (in terms
of variance) in the "peak" block, and for smooth block, it has equal performance as
M A R has. Therefore, it can be concluded that in blocks with strong edges, the edge
pixel can cause errors in the process of R P L R , and it will adversely affect the
decorrelation ability of the encoder. However, the n e w Predictive/VQ scheme can
amend the errors, as the codevector, which is the centroid of coefficient vectors, is
applied in coding. The codevector is m u c h similar to the one from the smooth block.
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This explains that in certain images, like Baboon, Predictive/VQ can generate better
decorrelation results than the original MAR coder can.

4.3.4 Several Characteristics of Predictive/VQ Coder
In Section 4.3.3, we discussed several very important characteristics of the proposed
Predictive/VQ coder, especially those regarding to the properties of the VQ used. These
are meaningful in real applications. They are briefly listed here.

• Generally, using adaptive codebook in VQ generates better decorrelation results
than using uniform one. However, larger size of uniform codebook can
compensate for its loss in performance.
• Adaptive codebook is suitable for coding images which cover a wide range of
properties; Uniform codebook is good at coding a certain class of images which
have very close connectivity, such as mammograms from same database.
• Predictive/VQ has equal or slightly worse decorrelation results compared to that
from original MAR. However, in certain images or certain blocks, where the
local stationarity is not held, the proposed scheme can improves the performance
of MAR, as it corrects the estimation errors from those "peak" pixels.

All these properties can help user to choose the right VQ design for certain application

4.3.5 Application of Predictive/VQ in Other Coders
The new predictive/VQ scheme can be used with not only MAR coder but also other

block-by-block predictive coders. It has been tested with several other predictive coders

68

and the results show the same trend as with M A R coder, where the performance of
original coder is successfully improved.

ADPCM is regarded as one of the best predictive coders [Jain 1981]. Block-by-block
ADPCM has also been reported as a good performer in lossless coding [Kuduvalli and
Rangayyan 1992]. The ADPCM tested here was introduced in papers by Kuduvalli and
Rangayyan [Kuduvalli and Rangayyan 1992, 1993].

Similar tests to those introduced in Section 4.3.2 and 4.3.3 have been performed fo

ADPCM. It has been shown that those facts presented in Section 4.3.4 remain true fo
ADPCM as well. More so, we have the histogram of prediction errors of both
ADPCM/VQ and ADPCM shown in Figure 4-7. Both schemes are tested using
"Lenna". It verifies the fact that the prediction errors have general

ii A
ADPCM

ADPCMIVQ

Figure 4-7, the error histogram of ADPCM and ADPCM/VQ.
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exponential (Laplacian) nature [Jain 1981b], and the errors from both coders have very
similar shape, which reveals that these two coders have comparable performance in
decorrelation. However, the proposed scheme has the advantage of saving in the side
information. Therefore, it can outperform the original coder. This conclusion is true
other block-by-block adaptive predictive coders as they have the burden of side
information in general.

4.4 Test Images and Simulation Results

In this section, the final bit rates of various coders are presented. The proposed cod
combined with MAR (MAR/VQ) and ADPCM (ADPCM/VQ) respectively. The results

include the first order entropy of the prediction errors and the bits used for the side
information. The ability of adaptive and uniform design of the codebooks in the
proposed scheme is tested as well.

4.4.1 Test Images in the thesis
Two groups of images, which include normal images and mammograms, are used in the
thesis.

The normal images are all well-known in image processing applications, such as Lenna,

and Baboon. They are all 8 (eight) bits per-pixel grey-scale images, and the size is 5
*512.

A group of mammograms from the Digital Mammogram Library of Lawrence
Livermore National Library and University of California, San Francisco, are tested in
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this research as well. These images are all in different sizes ranging from Ik * Ik to 2k
* 5k with 12 bits/pixel, which means each image has at least 12 Mega bytes of data.

These images have lots of textures inside, which provide interesting samples for imag
coding. Traditional predictive coders always have problems with the edge pixels in

textures as discussed in Chapters 2 and 3. As a result, no schemes which are specifi
mammograms have been reported so far. However, regarding to their fairly large
amount of data, a lossless image coder which can overcome the problems incurred by
textures and produce sufficient compression ratio is urgently needed for mammograms.

Therefore, mammograms are the right choice as the test base for this thesis which aim
at lossless medical image compression. However, it is born in mind in this research
a successful lossless image codec should deal with not only particular images like
mammograms but also normal images like "Lenna". Therefore, both groups of images

are used as test base during the whole research, which also justifies the performanc

the proposed schemes, and it is important to be mentioned here again that the propose
schemes are not specially designed for mammograms. It is basically suitable for any
lossless image applications.
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Figure 4-8, some of the well-known test images.
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Figure 4-9, some of the mammograms.

4.4.2 Simulation Results
For MAR coder, NSHP 4*4, which in paper by Das and Burgett is claimed as having

better performance than 3*3, is utilized. The size of the image blocks is set as 16
The bit rate for the side information is therefore calculated as
16 yts4.-.z = 0.25bitslpixel, and the corresponding MAR/VQs with adaptive
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codebook size of 32 codevectors (M/AVQ(32)) and 16 codevectors (M/AVQ(16)) have
the

bit

A /

rate

of

5

,

16* 16

32 * 16 * 4 /
7256 * 256= Orbits I pixel

and

1__T-k*l_C_k>l/

/T6*l6 +

/256*256 = 0 - 0 3 ^ t o / ' . P ^ of side information respectively. The

uniform M/UVQ has the codebook size of 64, and it has the bit rate of
Z\S*l6

= Q Q2bits pixei

'

^

of the side information. It can be seen that MAR/VQ h

about 0.2 bits/pixel advantage of the side information over MAR coder.

ADPCM applied in this research has three coefficients and the block size
which incurs

l6

*%6*l6 = 0.l9bits/ pixel of side information. The

ADPCM/AVQ(16) (A/AVQ(16)), ADPCM/AVQ(32) (A/AVQ(32)) and ADPCM/UVQ

(A/UVQ) have the overhead of 0.04, 0.02 and 0.02 bits/pixel respectively
around 0.15 bits/pixel advantage over ADPCM.

The test results are shown in Table 4-6. It can be seen that for simple

Predictive/VQ(16) has better results than those from Predictive/VQ(32) a

scheme have. This is due to the reason that Predictive/VQ(16) has the le

information among these coders and this information is enough to cover t
the simple image. For those medium complex images, like Lenna, it seems

Predictive/VQs still have less bit rate than the original coders have. H
improvement is not as high as that in the simple images. This is mainly

complexity of those images. The best performance comes from the extremel

images, like Baboon. As it has been discussed in the last section, VQ ca

accuracy of the coefficients, and thereafter, generate less prediction e

effect from those "peak" pixels. For mammograms whose results are presen
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4-6(b), those predictive coders with uniform V Q s have superior performance compared

to other coders. They have not only the least side information in all the coders but

the benefit of utilizing the common characters, like textures, in a set of images. Th
of textures, as those happen in Baboon as well, often causes big errors in predictive
coding.

Images M A R
Skull

Jet
Urban
Lenna

Bab

2.46
3.79
4.77
4.70
6.22

M/AVQ
(16)
2.23
3.50
4.50
4.42
5.92

M/AVQ
(32)
2.23
3.51
4.53
4.43
5.94

M/

ADP-

UVQ

CM

2.47
3.84
4.78
4.75
5.89

2.47
3.85
4.71
4.64
6.17

A/AVQ
(16)
2.25
3.62
4.48
4.36
5.90

A/AVQ
(32)
2.25
3.65
4.49
4.38
5.92

A/

UVQ
2.48
3.81
4.70
4.73
5.89

Table 4-6(a), performance of different coders with normal images.

Images
Agree
Afrcc
Ahrcc
Aercc
Aglcc

MAR
4.30
4.62
4.02
3.95
4.30

M/AVQ
(16)
4.03
4.34
3.79
3.63
4.03

M/AVQ
(32)
4.03
4.36
3.79
3.64
4.05

UVQ

ADPCM

3.71
4.18
3.58
3.52
3.71

4.32
4.70
4.06
3.92
4.32

M/

A/AVQ
(16)
4.05
4.38
3.86
3.61
4.05

A/AVQ
(32)
4.05
4.41
3.89
3.63
4.05

A/

UVQ
3.79
4.25
3.63
3.50
3.79

Table 4-6(b), performance of different coders with m a m m o g r a m s .

4.5

Conclusion

In this chapter, a new technique, which aims to improve the performance of block-by-

block predictive coders, is presented. It combines VQ and linear prediction, and sav

the overhead of side information through VQ of the predictive coefficients. Tests ha
shown that Predictive/AVQ is good at encoding complex images where small blocks
often have abrupt pixel value changes, which is depicted here as "peak" pixels.
Predictive/UVQ is suitable for a class of images which have some common characters.
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T h e problem with Predictive/VQ is that the improvement of performance is limited and

mainly lies in the prediction coefficients not in the prediction itself. This probably wi
restrict its applications.
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Chapter 5

A New Lossless Predictive Coder
Shape-Adaptive DPCM (SADPCM)

5.1 Introduction

Because of its potential in reducing the bandwidth required to transmit or store medi
images, lossless image compression continues to be the focus of research in medical
image processing. Lossless DPCM and HINT have been suggested as good candidates
for lossless coding [Roos. et. al 1988]. However, there are limitations due to the

inability of these schemes to adapt to local image statistics. Efforts to alleviate t
problem can be seen in the various adaptive schemes found in the literature.

In this chapter we introduce a new ADPCM scheme based on the shape of the
predictor's ROS. The shape information of the local region is obtained through a
universal VQ scheme. The proposed lossless encoding scheme switches predictor type
depending on the local shape. Simulation results show that improvements of about 1.0
bits/pixel over basic DPCM and 0.7 bits/pixel over HINT can be obtained. Comparison
with lossless JPEG indicates that the proposed scheme can cope more easily with
changes in local image statistics. The computation required is moderate since a
universal VQ is used in encoding the shape information. Part of the works introduced
this chapter has been published in a paper by Wang et. al. [Wang. et. al. 1997].
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T h e rest of the chapter is organized as follows. In sections 5.2 - 5.4, the proposed
scheme is introduced. A performance comparison between the new coder and other
lossless predictive coders is given in section 5.5. The results and discussion are
presented in Section 5.6, while the conclusion is given in Section 5.7.

5.2 Shape Adaptive DPCM

A new linear prediction scheme, SADPCM, is presented in this chapter. Its suitability in
a lossless DPCM compression algorithm stems from the high prediction performance
and low computational requirement.

It was reviewed in Chapter 3 that the basic DPCM procedure is able to decorrelate
pixels in a smooth image region and performs poorly in areas with low correlation
because the pixels are "unpredictable". DPCM with constant prediction order will
produce non-stationary errors. In the proposed scheme, the coder adjusts the predictor
adaptively as the correlation of the pixels alters.

Figure 5-1 depicts eight possible relationships that can exist between a given pixel and

its neighbors in a 2*2 ROS. In Figure 5-1, "*" denotes the current pixel, / (., /), to b
predicted. Pixels denoted as "•" are f(i-l,j), f(i,j-l), and f(i-l,j-l), and
constitute ROS. Here, ROS is strictly NSHP and is a third-order predictor [Jain 1989].
The lines joining pixels imply that a high correlation exists among the joined pixels,
otherwise no useful relationship exists between the pixel to be predicted and the

predictor pixels. It is assumed that correlation between two pixels depends on their gra

scale values. A high correlation is defined as two pixels having identical or close valu
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Figure 5-1, eight possible relationships between a pixel and its R O S .

In this research, ROS is chosen as NSHP 2*2 for two reasons:

• NSHP secures that all the pixels in ROS have appeared before the current pixel in a
raster scan of the image. The order of scanning is from left to right and from top to
bottom. This will ensure that every pixel except those in the first column and first
row can be predicted and reconstructed without any problems.
• A third-order predictor is adequate for decorrelating inter-pixel redundancy [Jain
1989 pp. 491]. Using few parameters also simplifies the system from an
implementation viewpoint.

The structures depicted in Figure 5-1 are now considered in terms of prediction. In fact
the required predictors will change as the correlation between the pixels varies. In
Figure 5-1(a), the pixel being predicted has no correlation with the pixels in ROS. For

this kind of pixels, a special strategy of prediction based on VQ will be exploited; th

presented in Section 5. In Figures 5-1(b) - (d), the pixel being predicted has correlat
with only one of the pixels in ROS. A first-order predictor is applied in this case:

f(U) = f(i-pJ-g) (5-1)
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where, p,q e [0,1] and (p,q)* (0,0).

In Figures 5-1(e) - (g), the pixel to be predicted is correlated with two out of the three
pixels in ROS. Under such condition, a second-order predictor is appropriate:

f(i, j) = m -P>J-^ + /('" r>J ~ SY2 (5-2)
where p,q,r,s e [0,1], (p,g) * (0,0), (r,s) * (0,0), and (p,q) * (r,s).

Finally, for those pixels with a correlation structure as depicted in Figure 5-1 (h),
order predictor is used:
f(i j) = t°-95 * fih j ~ 1) + 0.95 * f(i -1, j) - 0.95 * 0.95 * /(/ -1, j -1)]/
JK,J)
/[0.95*(2-0.95)]
(5-3)

In this way, the order of prediction switches based on the shape of the set of correla
pixels within the 2*2 ROS; linear prediction is applied adaptively. A higher accuracy
prediction is obtained as only highly correlated pixels are used.

Unresolved issues about the proposed scheme include:
• how to transmit the choice of predictors without much overhead;
• how to obtain the information about the local shape.

These will be resolved in the next section.

5.3 Vector Quantization of the Shape Information
In the scheme proposed in this thesis, the similarity of the image blocks is utilized
generate the Shape-VQ. This VQ is used to implement the adaptive predictor, ShapeDPCM. VQ is the core of this scheme, and it will be discussed first.
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5.3.1

Vector Quantization

V Q is an effective tool in lossy image compression. The philosophy of V Q stems from
the famous Shannon's rate-distortion theory that coding vectors instead of scalars can
generate better performance. Mathematically, V Q is described as the mapping of a Kdimensional Euclidean vector space Rk into a finite subset of symbols C, the codebook,
which contains Nreproduction points called code vectors, which is:
VQ:Rk=(rx,r_,...,rk)^c

(5-4)

where c G C .

A VQ encoder consists of a codebook generated from a sequence of training vectors.
Each vector to be encoded is compared with the code vectors in the codebook, and the
index of the closest code vector is chosen by certain criteria. The index will be
transmitted or stored instead of the vector itself.

The performance of a VQ system depends on the composition of the codebook. There
are several criteria for designing the optimum codebook. O n e of them is to minimize the
average distortion, m e a n squared errors, between the codebook and the vectors to be
encoded.

5.3.2 Shape-VQ
V Q is able to exploit several interrelated properties of parameter vector: linear
dependency or correlation, non-linear dependency, shape of the probability density
function, and dimensionality of the vector. Scalar quantizers do not exploit all these
properties.
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In this thesis, V Q is used as a classifier which helps choosing the proper predictor. It is
employed to encode the shape information instead of gray-scale level of the image
blocks. In the proposed scheme, a special kind of VQ, Shape-VQ, is constructed. In
Shape-VQ, the original image is first divided into smaller blocks of N* N pixels. The
mean of each block is then calculated and removed from the pixel values (mean
normalization) by,

f(if) = f{ijyE (5-5)

where f(i,j) is the original pixel value, B is the mean of the block, and f(i,j) is the
normalized pixel value.

This process removes the bias of the block mean, thus blocks with similar variance
inside can be picked up regardless of their background gray scale value. Edges in the

image are defined as locations of abrupt gray-scale changes. The definition of "abrupt"
is very hard to quantize, as it varies with the background of image or image blocks.
Normally, variance of the pixel values could be used as the standard, which is:

8(X) = Y4(xi-fix)2 (5-6)
where // = E(X). However, 8 could only tell the occurrence of edges. It cannot help to

find the location of edges. Furthermore, 8 still can not resolve the problem incurred b

the background as certain 8 in a dark picture could means "abrupt" change, but it could
be just normal variation in a bright one.
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These problems are well resolved by shape-vector. First of all, changes are well
reserved regardless the mean (background) of image blocks. The 8 of the mean
normalized vector in (5-6) can be calculated as:

/

_1J

2

*.•*/

A*X f

<J(X) = I(?, -1.0)* - 2 C % -LO) --(—j

.'<%

(5-7)

It can be seen from (5-7) that the mean is totally "removed". In addition, the
occurrences of edges can be located in shape-vector as the structure of the block is

retained. As they reflect the detail of the edges inside the block, and edges contribut
greatly to the shape images, the mean-normalized vectors are called shape-vectors.

Locating edges is very important in image coding. Pixels standing at, hard to forecast

locations such as those at the edges, often cause large errors in coding. The informati
provided by the shape-vector is therefore very useful for further predictive coding.
However, as shape-vector has the same size of the original images, encoding them in
scalar basis will bring large amount of side information which can not be sustained for
image coding purposes. VQ is thus utilized to efficiently encode the shape information
in this thesis based on the rate-distortion theory. This kind of VQ is called Shape-VQ.

Like normal VQ, there is also a codebook in Shape-VQ, where the index of the nearest
code vector, in terms of distortion, stores the shape information of input vector. The
shape-vectors can be grouped together using a universal or image-adaptive codebook. A
universal codebook is employed in this thesis because of the low overhead when
compared to an image-adaptive codebook. This is more so because of the premium
placed on the use of available bits budget. The adaptive codebook leads to less
distortion as it models input vectors more closely; a large universal codebook can be
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used to solve this problem. Table 5-1 shows h o w thefidelityof representation of the
shapes, measured in terms of Peak-Signal-to-Noise-Ratio (PSNR), increases as the
codebook size increases. The PSNR here is calculated as:

255 2

PSNR(dB) = \0*\og

1

(5-8)

255 255

IE[/.0\7W_vWtf

256* 256 ft ft

where /,(/,/) is the value in the shape-vector at location (i, j), and fc(i,j) is the
corresponding value in the code vector. The test image "Lenna" with the size of
256*256 pixels has been used.

Codebook
size
PSNR

A128

A256

A512

U128

U256

U512

U1024

29.5

31.2

31.5

28.2

30.6

31.3

31.9

Table 5-1, P S N R of the shape-vectors of "Lenna" using different codebook sizes.

In Table 5-1, the prefix "A" indicates that an adaptive codebook is used while the p

"U" indicates a universal codebook; the number is the size of the codebook. The size
the shape-vector is 8*8. From the results of Table 5-1, which show the same trend as

with other test images, it can be seen that both codebooks can produce almost the sam
PSNR for sizes greater than 256.

The L B G algorithm is applied in this thesis to generate the codebook. The size of the

codebook is chosen as 256. The training sequence consists of the vectors derived fro
15 images.
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The size of the shape-vector can be varied from 2*2 to even 256*256. Its choice
depends on the accuracy requirement of the classification. It has been observed that
larger codebook size and smaller vector size can bring more accurate classification.
However, higher classification accuracy results in higher bits required for the side
information including the index of the blocks. Vectors with size around 8*8 are
normally used in this thesis. Smaller sized vectors can always be picked up if more

accurate classification is required, but it won't provide marked improvement in the nex

prediction step, and the extra bits used will finally blur the improvement achieved. Th
size is chosen also because it has been observed that blocks with sizes around 8*8 can

cover the features of a 256*256 image. If 512 or even bigger size test images are used,

the size of the block can be increased accordingly. The results of different block size
will be presented in other section.

In the proposed scheme, the original image is first divided into non-overlapping blocks
of 8*8 pixels. The mean of each block is computed and removed from the pixel values
(mean normalization). This process removes the bias of the block mean and reveals the
shape or structure of the block.

The shape-vectors can be grouped together using a universal or image-adaptive
codebook. For each input shape- vector, the index of the nearest code vector in the

codebook stores its information. VQ is used in this situation as a quantizer of the sha
information of the image blocks. The problem posed in the previous section on how to
easily obtain the information about the local shape without much overhead is thus
resolved by Shape-VQ.
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A universal codebook is employed in this work because of the low overhead when
compared to an image-adaptive codebook. This is more so because of the premium
placed on the use of available bits budget. The adaptive codebook leads to less

distortion as it more closely models the input vectors; a large universal codebook can
used to solve this problem.

5.4 Lossless Hybrid Shape-adaptive DPCM (SADPCM)/DPCM/VQ Encoder
At the encoder end of the proposed system, the image is initially decorrelated using
DPCM with a predictor as shown in (5-3) and the prediction errors are stored. The

original image is then split into 8*8 non-overlapping blocks, and the shape-vectors ar
formed by mean normalization. Shape-VQ is applied to each shape-vector and the
resulting indices are stored as side information.

Each 8*8 image block is further divided into four 4*4 blocks and SADPCM is applied
to these blocks. Furthermore, the 4*4 blocks are classified as either a high or low
activity block depending on the absolute value of the DPCM prediction errors in each

block. If there are errors whose absolute values are higher than a threshold, the bloc

labeled as high activity type and denoted "1", otherwise it is labeled as a low activi

type and denoted "0". The one bit index ("0" or "1") is also stored as side information
For the low activity blocks, the errors of DPCM are stored and SADPCM is applied to
the rest of the blocks. In this scheme, DPCM is used both as a predictor and the
indicator. For smooth regions in an image DPCM is still one of the best coders for
lossless coding; in such regions DPCM outperforms SADPCM/VQ because the shape of
the block is not exactly represented by the code vector.
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The choice of the threshold by which the block is classified as a " 1 " or " 0 " depends on

the level of noise in the image; the level of noise is reflected by the prediction err
this research, the noise level of the "simple" images is within the range [-1,1]. So,
kind of images, only those prediction errors with absolute values greater than one are
initiated by the DPCM itself. The threshold for these images is chosen as unity. For
"complex" images, the noise level tends to be in the interval [-5, 5]. So, five is the
choice of the threshold for these images. The "simple" and "complex" images are
defined by the histogram of the DPCM-based prediction errors. Histograms of the
absolute errors of images are of two types as shown in Figure 5-2.

0 1

0 1
(a)

(b)

Figure 5-2, two kinds of histograms of the absolute errors of D P C M .

Images with prediction error histograms as in Figure 5-2(a) are categorized as "simple".
In these images, the number of error samples whose absolute values are unity is smaller
than errors with a value of zero and the threshold is set as unity. The other type of
images categorized as "complex" have an error histogram as shown in Figure 5-2(b) and
the threshold is set as five. Errors above the threshold are caused by the inability of
DPCM to properly model the image region under consideration. In these situations the
blocks are decorrelated by SADPCM.
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In applying S A D P C M to each pixel in high activity regions, the shape pixels in the code
vector are used. The current pixel and its 2*2 ROS in the code vector are evaluated for

correlation; a simple difference calculation is used. For example, using the 2*2 block o

Figure 5-3, the absolute difference between pixel f(i,j) and each of the pixels in ROS in
the code vector is calculated as:
e(h j) = f(i, j) - f(i -p,j-

q)

(5-9)

where e(i, /) is the difference andp,q e [0,1], (p,q) * (0,0).

fit-lj-l) Jli-lj)
•

•

1-3

0.8

1.3

1.3

•

«

*

0

0 • * • • 0

Mj-0 MJ) 0.8 0.8 1.3 0.8
(a) (b) (c)

Figure 5-3, two 2*2 blocks in the original image and their corresponding pixels in the
codebook.

Here, in Figure 5-3(b), the three differences are 0, 0.5 and 0. Correlation in this contex
is defined as the difference being less than some threshold; otherwise there is no
correlation. The threshold here is set as 0.2 by experimentation. As the threshold
increases, pixels with little correlation may be included for the prediction; the
decreasing of the threshold will exclude those pixels with high correlation. In both
cases, the performance of the predictor will be degraded. In the example given, pixel
/ (i -1, / -1) has no correlation with pixel f(i,j)\ this situation is equivalent to the
decision rule given in Section 2 where the predictor of (5-2) is used.

If it is found in the code vector in Figure 5-3(c)toatfpj)has no correlation with any of

the pixels in ROS, which is the case in Figure 5-l(a), the predictor uses VQ

following manner. Recall that each element of the shape-vector is mean norma
Then, the four pixels in Figure 5-3 are related according to:

MzldzH

=

MzkJl _ Mlzll_MA.

fV-lJ-D fV-lJ) fVJ-V'fVJ)'"'
where

Mbis

the block mean, f(i-l,j), f(i,j-\), f(i-\j-\)

(5 10)

"

and

f(i,j) are the

raw gray scale values of the pixels which are those in Figure 5-3(a), and f'

fXh j -1), f'(i -hj-1) and f'(i, j) are the values of the shape-vector pixe
are those in Figure 5-3(c). Using the relationship in (5-10) it is possible
U(i -ly-l) + /(/ -1, j) + f(i, j -1)]/
U'd ~ 1, j ~ 1) + f'(i -1, j) + f(i, j ~ W

~ f(i, j)

(5_11}

The ratio on the left-hand side of (5-11) can be interpreted as the ratio of

pixel in ROS of the predictor in both the image domain and the codebook. The
pixel value, f\i,j), can now be calculated as:

f(U) = f'(U)*% (5-12)

where R is the mean of the pixels in ROS of the predictor in image data, C is

of the same pixels in the mean normalized codebook, and f'(i,j) is the corre
value of the pixel being predicted in the codebook.

The flowchart of the algorithm is shown in Figure 5-4. The decision rule for

the prediction order is listed in Table 5-2. At the transmitter, not only th

prediction but also all the side information need to be sent. The prediction

the errors of DPCM and those of SADPCM. The side information includes the in
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of 8*8 image blocks and the labels of the 4*4 blocks. At the decoder, all the pixels can
be losslessly recovered by using the errors and the side information. The whole error
image is divided into 8*8 blocks, and the code vector for each block is found by the
index in the side information. Each block is then split into 4*4 blocks. The index of
each 4*4 block also can be found in the side information. The image therefore can be
totally recovered by the same decision rule as introduced before.

Apply uniform D P C M to the image.

Obtain the histogram of the absolute
errors.

Yes.

Set the threshold as one.

Set the threshold as five.

Segment the image into 8*8 blocks,
and quantize block vector.

Further segment the 8*8 block
into 4*4 blocks.

Yes.

Label the block as "1", and
apply S A D P C M to each pixel.

Label the block as "0", and keep the errors.

END

Figure 5-4, flowchart of hybrid S A D P C M .
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N u m b e r of pixels in R O S that have The optimal predictor
correlation with current pixel
N o n e (See Figure 1(a))
VQ-based predictor (See (5-12))
O n e (See Figure 1(b)-(d))
First-order predictor (See (5-1))
T w o (See Figure 1(e) ~ (g))
Second-order predictor (See (5-2))
Third-order predictor (See (5-3))
Three (See Figure 1(h))
Table 5-2, decision rule for selecting the "optimal" predictor.

5.5

Comparative Analysis of the Hybrid S A D P C M Coder

In this section, the performance of hybrid SADPCM, DPCM, ADPCM (pixel-by-pixel

[Prabhu 1985, Roos et. al. 1988, and Zschunke 1977] and block-by-block [Hsieh et. al
1989, and Kuduvalli and Ranganyyang 1992]) and MAR coder ([Das and Burgett
1993]) are compared. The DPCM coder is no doubt the simplest among all the

predictive schemes discussed in this comparison. The problem with DPCM is that it is

unable to cope with edges using the same predictors that perform well in smooth areas

high prediction errors are thus incurred around edges. Table 5-3 shows the results of
testing DPCM and SADPCM with nine images. It is clear that most of the large errors

are due to the predictor. In Table 5-3, the mean value is the mean of the absolute va

of the errors. Figure 5-5 shows the pixels incurring the highest prediction error in
of the nine test images when DPCM is applied

In Figure 5-5, the pixel labeled "*" is the one being predicted and those labeled "«
form its ROS. A comparison of the prediction errors obtained using DPCM and

SADPCM is given in Table 5-3. In Table 5-3, (a)-(i) are the nine pixels listed in Fi

5-5. From the results it is clear that in those areas where DPCM has high prediction
errors SADPCM has significantly reduced errors.
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Pixels
A
B
C
D
E
F
G
H
I

Errors by

Predictors used in

Errors by

Improvement

DPCM

SADPCM

-104

VQ

125

First order
First order
First order
First order
Second order

SADPCM
-21
-9
-19
2
-4
13
9
-8
-1
9.5

80%
92%
87%
98%
99.6%
82%
89%
86%
99%
92%

-149

106
113
71
-85

VQ

-192

Mean

First order
Second order

108
117

Table 5-3, a comparison of prediction errors using D P C M and S A D P C M .
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220

174
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97 171
•
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226 144
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•
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78
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*

•
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84
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104

•

*

140

187

98

200

•

•

•

•

135

97

189

90

•

*

00

00
72

109 130
•

*

(f)

(e)

(d)

(S)

•

221 105
•

•

120 112

(i)

Figure 5-5, the pixel with the highest error in each of the nine images and its R O S .

A D P C M outperforms D P C M because the predictor adapts to the changes in local image
statistics. Traditional pixel-by-pixel ADPCM can achieve very high prediction

performance at the expense of huge side information, especially in a lossless coder.
problem is alleviated by using block-based adaptation in which the side information
reduced. In the schemes proposed by Kuduvalli and Rangayyan (ADPCM) [Kuduvalli
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and Rangayyan 1992], the prediction parameters are obtained by the extended
multichannel version of the Burg algorithm. Das and Burgett presented a MAR modelbased predictive scheme [Das and Burgett 1993]. However, in both schemes, parameters
were obtained on a block basis. The assumption here is that the block pixels possesses

stationary statistics. When this assumption fails the situation is similar to simple D

and large prediction errors are obtained. The block size could be reduced at the expen
of more side information.

The idea of switching the predictor in the hybrid SADPCM coder is by no means new;
several schemes based on this idea have been reported in the literature [Prabhu 1985,
and Zschunke 1977]. The novelty of the scheme presented in this research is that local
shape is transmitted without much side information via VQ. VQ simplifies the process
of selecting the appropriate predictor based on the decision rule and storing or
transmitting the information through the index of the shape-vector. Unlike DPCM,
sudden changes in the image can be found precisely in the hybrid SADPCM scheme and
the high activity components can be detected and decorrelated (see Table 5-3). The
proposed hybrid scheme retains the good characteristics of pixel-based ADPCM; the
drawback of huge side information is overcome by using VQ. When compared to blockbased ADPCM, complex matrix computation is prevented while prediction performance
is improved by switching the predictors more finely on a pixel-by-pixel basis.

5.6 Simulation Results and Discussion
All the images tested here are 8 bits per pixel gray scale images, and their sizes are
256*256 pixels. Included in the simulations are coders based on the lossless JPEG

coder; the seven predictors, JI - J7, listed in Table II of Aravind et al [Aravind et al
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1993] are used. The A D P C M coder used in the simulation is the block-based scheme
introduced by Kuduvalli and Rangayyan. The MAR was reported as efficient in lossless
image coding by Das and Burgett. The other two coding schemes, DPCM and HINT

(see Table 5-4), are widely used in lossless coders [Roos et. al 1988]. The results fo

pixel-based ADPCM are not listed here because their entropies are much higher than all
the others when the side information is included.

JI
J2
J3
J4
J5
J6
J7
DPCM
ADPCM
MAR
HINT
SADPCM

Abdo
5.80
5.43
6.15
5.04
5.16
4.93
5.25
5.00
4.81
4.82
5.09
4.43

Feet
2.92
2.39
3.09
2.27
2.43
2.26
2.43
2.25
2.35
2.48
2.37
2.04

Head
3.55
3.35
3.84
3.09
3.00
3.43
3.01
3.07
2.98
3.10
3.04
2.57

Pelvis
5.02
4.52
5.32
4.23
4.32
4.00
4.36
4.20
3.98
4.20
4.22
3.58

Thighs
4.88
4.07
5.10
3.89
4.12
3.68
4.13
4.10
3.92
3.85
3.86
3.26

Table 5-4(a), test results of S A D P C M and other lossless coders with M R I medical
images.

Jet
JI
J2
J3
J4
J5
J6
J7
DPCM
ADPCM
MAR
HINT
SADPCM

3.61
3.74
4.02
4.01
3.54
3.58
3.31
4.00
3.55
3.79
3.44
2.89

Lena
5.22
4.61
5.46
4.74
4.70
4.55
4.62
4.71
4.61
4.20
4.46
3.88

Baboon
5.99
5.74
6.21
6.03
5.81
5.93
5.81
6.39
5.82
6.22
5.94
5.29

Lax
6.19
6.40
6.55
6.44
6.13
6.19
5.98
5.99
5.63
5.91
5.65
4.83

Table 5-4(b), test results of S A D P C M and other lossless coders with normal images.
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The results quoted in the tables are thefirst-orderentropy of the errors with the side
information added. The bits used for side information in the proposed scheme are
calculated as: (8* 1024 +1*4096)/(256*256) = 0.19 bits/pixel, where 8*1024 is the

contribution from the total bits used for the indices of 8*8 blocks (a total of 102

in a 256*256 image), and 1*4096 is the contribution from the bits used for the indic
of the 4*4 blocks. The results for nine test images are given in Table 5-4.

The cost of running time with DPCM, ADPCM and SADPCM is presented in Table 55. All the data are in seconds.

DPCM
ADPCM
SADPCM

Jet
0.035
1.55
1.03

Lenna
0.035
1.55
1.05

Baboon
0.053
1.87
1.17

Abdo
0.031
1.40
0.93

Feet
0.030
1.41
0.94

Table 5-5, running time of D P C M , A D P C M and S A D P C M with different images.

From the results listed in Table 5-4 it is fair to conclude that the proposed hybrid
SADPCM coding scheme outperforms the traditional DPCM and HINT for all the
images tested. Compared to DPCM, hybrid SADPCM shows an improvement ranging
from 0.01 to 0.76 bits/pixel; a mean improvement of 0.4 bits/pixel. The performance
the proposed scheme with "complex" images such as "Lena", "Baboon" and "Lax"

indicates that the scheme is better able to decorrelate high-activity images. This c
corroborated by the performance of the scheme with "simple" images such as "Feef.
Not much gain has been provided by the new scheme compared to DPCM because most

of the regions of the "simple" image are classified as low-activity type and as such
would have been decorrelated by the DPCM in the new scheme.
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Compared to H I N T and the best J P E G coder for each image, the proposed scheme can
achieve about 5% improvement. It is worth mentioning here that Shen and Rangayyan
[Shen and Rangayyan 1997] reported that segmentation-based coding could improve the
compression bit rate by about 29% and 13%, compared to JPEG and HINT.

Nevertheless, the new shape-adaptive scheme still includes the novel idea of extract

and describing the shape information by VQ and executing the pixel-by-pixel adaptive
DPCM without much side information.

It appears that the new scheme can achieve better compression ratio than the ADPCM
proposed by Kuduvalli and Rangayyan and the MAR proposed by DAS and Burgett,
and it has far less computational burden compared to ADPCM and MAR with their
complex matrix or recursive calculations.

The complexity of calculation is also reflected through the running time of each sch
In Table 5-5, typical coder from each class, which are DPCM and ADPCM, are
compared with SADPCM with their running time in decorrelating. DPCM represents

those simple coders like HINT with their simple linear calculations. ADPCM is chosen
for its complex matrix calculations which are found in MAR as well. The proposed
SADPCM has more computation burden than DPCM. However, it is still simpler than
ADPCM or MAR as only VQ, which is limited to linear calculation, is applied. The
time of SADPCM is actually the combination of VQ and DPCM. Therefore, it appears
that SADPCM has the medium level of running time between DPCM and ADPCM.
Considering its great improvement of compression performance compared to that of
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D P C M and A D P C M , the cost of running time and calculation is well acceptable as
reducing bit rate is more important in image archiving than any other factors.

5.7 Conclusion
A new lossless image coding scheme, SAPC, has been proposed and its performance
has been compared to a number of lossless image coding techniques. The results
indicate a superior performance in favor of the new method. The superiority of new

scheme is attributed to its ability to identify local image features especially abrup
changes. The low bit rate achieved by the scheme is crucial in image archiving in
particular in the high-resolution medical images such as digital mammograms. The
overall superior performance of the scheme in terms of compressed image bit rate and
computational complexity, makes it one of the best candidates for lossless image
compression. In the next few chapters, it will be further developed and combined with
other technologies to make a new lossless image compression system.
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Chapter 6

Shape VQ-based Lossless Hybrid ADPCM/DCT Coder

6.1 Introduction
DCT is well known as a practical optimum block transform for highly correlated image
information. It has also been shown that DCT is an optimum encoder for sharp edges in

the image. As it has been discussed in last several chapters that a conventional lossles
DPCM coder suffers from significant deficiencies at regions of discontinuity because
the simple DPCM model cannot capture the edge information. This problem can be

partially solved by partitioning the image into blocks that are supposedly statistically
stationary. This chapter presents a hybrid lossless ADPCM/DCT coder in which the
edge blocks are encoded with DCT and ADPCM is used for the non-edge blocks. The
proposed scheme divides each input image into small blocks and classifies them, using
the Shape-VQ, as either edge or non-edge. The edge blocks are further vector quantized
and the side information of coefficient matrix is saved through the Shape-VQ index.
Evaluation of the compression performance of the proposed method reveals its
superiority over other lossless coders.

The rest of the chapter is organized as follows. In section 2, the step response of the
DCT is briefly sketched. A more detailed derivation is given in the paper by Andrew
and Ogunbona [Andrew and Ogunbona 1997]. Section 3 describes the proposed lossless
coder and the results of simulations for five medical and four natural images are given
in Section 4. The conclusion is presented in Section 5.
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6.2

Step Response of a Block Transform

Image data is usually modeled as a stationary highly correlated process. However this
assumption is rarely true in practice because typical images contain edges of various
lengths and orientations. In those areas where the assumption of stationarity holds
DPCM can perform very well. At the edges, a more suitable model of the image is
needed. The DCT is accepted as the best approximation of an optimum transform, the
KLT, for highly correlated sources [Rao and Yip 1990]. Recently it has been shown that
the DCT is also a zero-DC constrained near optimum transform for encoding step edge
information [Andrew and Ogunbona 1997]. For image coding purposes it is important
that a transform has non-DC basis vectors with a zero-DC component [Clark 1985, p.

117]. These properties of the DCT explain its superior performance as a lossy coder for
natural images.

A typical image contains segments that can be described variably as edge, texture, and
smooth regions. Obviously these segments should be modeled differently, so that an
image coder can adaptively take advantage of this segmentation. From this viewpoint it
is advantageous to classify the image data into regions which can be appropriately

modeled. The strategy adopted in the coder presented in this chapter is to partition t
image into edge areas that can be encoded by DCT, and the other areas that can be
encoded by DPCM. The assumptions here is that the non-edge areas are sufficiently
correlated to allow successful prediction.

Encoding image through different module is by no means a new idea. However, a
special kind of VQ, Shape-VQ, is utilized in this research as the classifier. The
breakthrough in the classification is due to the ability of the Shape-VQ to accurately
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grasp local features inside image block and provide the encoder with a brief view of the
blocks. It further enhances the performance of DCT used in lossless way as the side
information is fairly limited. The outstanding performance of the proposed method
proves its competence.

The edges that occur in an image can be modeled as step function of uniformly random

phase. Consider the response of a FIR filter, h(n), of length N at time n=N to a ste
input at time n0. The response is given by the convolution sum,
AM

y(N) = Y,h(k)u(N-n0-k)

(6-1)

*=o

where „(.) represents the step sequence. Assuming that the step begins at some rand
uniformly distributed, time n_ e [1,N], the expected energy of y(N) is given by,
E{y2(N)} = hTUh (6-2)
where h = [h(0),..,h(N - l)]T, and the (k,l) index of the matrix U is,

-41—-»--<>-x—<» «

It is reasonable to assume that in a typical image falling steps are equally likely

as rising steps. The average energy of the filter output at time N assuming a falli
of the form u(n0 - n) is,
E{y2(N)} = hTV'h (6-4)
1N 1
where u\{ = — J u ( n o +^~N)u(n0

+l-N)=—[l

+ min(k,I)].

•N «0=i
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It is straightforward to show that u\t = uN_x_kN_x_t or U*= J U J where J is the counteridentity matrix (ones on the anti-diagonal and zeros elsewhere). The expected energy
assuming that rising and falling are equiprobable is then,
£{/(A0}-(hrUh + hrJUJh)/2 = -_rSh (6-5)
where S=(U+JUJ)/2. S is the toeplitzre correlation matrix of a source that generates
such random phase and orientation steps.

A block transform can be considered as the inner product between the input vector and
the basis vectors of the transformation. For a block transform of size AT with input

(vector) a step of arbitrary phase and orientation, the expected energy of the transfo
coefficient k, denoted 6k, is given as
£'{^} = a[jrSJai (6-6)
where ak is the k'h transform basis vector, noting that the inner product of ak and the

input vector is equivalent to the output of a filter whose coefficients are given by th
elements of the vector JaA (at time n=N). Equation (6-6) can thus be considered as the
average energy of the kth coefficients of a one-dimensional transform of an image
block containing an edge.

The energy packing efficiency (EPE) of an orthogonal transform is defined as [Clark

M-l /

2XSa* /
EPE=k-°

/£_,

=*-°

/N-I

(6-7)

k=0 / *=o

where M<N. For orthogonal transforms, maximizing the energy packing efficiency is
equivalent to minimizing the mean square error when only the first M transform basis
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vectors are used in the reconstruction of a data vector [Clark 1985, p.29]. Thus the

transform that maximizes the energy packing efficiency will also give the optimum
model of the input vector, which in this case is a step sequence.

The a

k

which maximizes (6-7) can be obtained in an iterative fashion. Let the step

inputs be considered as being much longer than N samples, and the transform opera

on JV-sample blocks of this input. While the input is constant, for optimum energ

packing efficiency we require that only the DC transform component be non-zero. T

is equivalent to forcing the non-DC basis vectors to have zero-DC component. It i

shown in the paper [Andrew and Ogunbona 1997] that under this constraint the ak t
maximize the EPE is given as,
ak(n) = —[Xk(n + l)-xk(n)] n = 0,...,N-\
1 1 IT.. (n + \)k7i . nkn f,~\
'—[sin~ V 2 l ~ ~ ,Jbr, ViVL
^l-cos(-)

N

sin

N

]

(6-8)

[2 xk(n + \)n^
= J — cos[
ViV

—]
-V

which is kth DCT basis vector [Clark 1985, p.ll (DCT-II)]. The DC basis vector a_

a constant vector and is equivalent to the DCT DC basis vector. The expected ener
associated with the DCT coefficient k (k = 1 ,..^V-1) is given as,

E.//J2\ ! (6-9)

**Vk)-

2 jV[l-cos(*„7_V)]'

which is decreasing for increasing k. Since the expected energy of the DC coeffi

greater than that of the other coefficients, the ordering of the DCT basis vector

according to their energy packing efficiency is the same as the usual sequence b
ordering.
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6.3

Shape-VQ-based Lossless A D P C M / D C T Coder

6.3.1 Shape-VQ Classifier

The Shape-VQ utilized in this research is similar to those introduced in chapter 5, w
the image is partitioned into distinct blocks of 8*8 pixels and each block is meannormalized. Universal codebook is used in this research as those in chapter 4 and 5.
Codebook is set up by LBG algorithm [Grey 1984]. The VQ in this stage is thereafter

called VQ-I. Each code vector in the codebook is studied off-line. The variance inside
the vector, 8T, is used to determine its classification, where each shape block is
classified into one of two classes, edge or smooth. The two classes are indicative of
whether a block of pixels can be decorrelated through prediction or DCT.

For systems using adaptive VQ, 8T can be chosen adaptively as well. However, this
will increase the computational burden considerably. In addition, current 8T has been
chosen through extensive tests, making it optimum for normal images in terms of final

decorrelation results. Poorly chosen threshold results in the selection of the "wrong
encoder for the blocks, which means either ADPCM or DCT is "overused".
Experimental results have shown that ADPCM alone generates worse results compared
to the proposed scheme, and DCT alone, as it is known widely, is not suitable for
lossless coding, overusing either of them can produce worse compression results for

lossless coding. Therefore, in this research, as universal VQ is applied in all the ca
8T is also fixed. The optimum 8T is generated from several images which include
normal and medical images. For mammograms, another threshold is used. This
improves the performance of the system with particular group of images like
mammogram.
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Using shape vector brings more accurate classification than directly with raw image
blocks as the interference from the image background is eliminated through the meannormalization. This would further improve the performance of universal codebook as
blocks from different pictures with different background can be compared in a uniform
standard.

Tests have been done to verify the effectiveness of Shape-VQ as a classifier. As
variance is a good indication of the concentration of data, it is used to measure the
performance of Shape-VQ. Two images, Lenna and Feet, are tested. There is a large
difference between the mean of these two images. The mean of the whole image of
Lenna is around 170 and that of Feet is only about 25.

In the first test, a threshold 8TX is chosen for variance classifier so that those blocks
Lenna whose variance of raw data are larger than 8T1 are classified as edge blocks,
otherwise as smooth. The threshold 8TX is adjusted to make the classification similar to
those with Shape-VQ. In Shape-VQ classifier, a fixed 8T is used. When both classifiers

are applied to Feet, it is interesting to see that all the blocks are recognized as smooth
block with variance classifier, which is untrue for the image. It can be seen that there
still many edge components in Feet though it is much smoother than Lenna. This kind
of misclassification is mainly due to the large difference of the background of the
images.
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In the second test, threshold 8TX is adjusted to S'TX when it is applied to Feet so that
m e a n of Feet
8'Tl = 8T *
However, the result is still not up to the level of Shape-VQ.
m e a n of Lenna
It shows that edge components are very complex in an image. It is very hard to capture
them accurately in the whole image level. Shape-VQ overcomes these difficulties by
looking at the edges in block level and comparing them in a same platform. This
explains why classifiers using variance within Shape-VQ outperform those directly
using variance.

The test results are listed in Table 6-1. Those numbers in Table 6-1 under "Edge" an
"Smooth" are the numbers of blocks which are classified as edge or smooth. All
classifiers are in the same framework of the proposed ADPCM/DCT coder. The
entropies are the first-order entropy of errors.

Shape-VQ
Lenna
Feet

8TX

S'TX

Edge

Smooth

Entropy

Edge

Smooth

Entropy

Edge

Smooth

Entropy

196
89

828
935

4.38
2.03

196
0

828

4.38
2.25

196
14

828

4.38
2.36

1024

1010

Table 6-1, results of compression by Shape-VQ classifier, direct variance (8TX)
classifier and adjusted variance (8'TX) classifier.

6.3.2

A D P C M Module

Adaptive DPCM is applied to those smooth blocks. It is realised that using DPCM, with

one set of coefficients, is not sufficient to cover all the various blocks classifie
smooth. Therefore block-by-block ADPCM is utilized. A set of prediction parameters
are found for each code vector by the two-dimensional Levinson and modified multichannel version of the Burg Algorithm, which was introduced by Kuduvalli and
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Rangayyan in [Kuduvalli and Rangayyan 1992]. Thus the codebook of the shape vector

includes three parts which are index of the vector, shape vector, and the set of predict
parameters appointed to the vector. This is clearly shown in Figure 6-1, where S stands
for the smooth block and E stands for the edge. This idea has been further developed
into a lossless coding system, and it will be introduced in next chapter.

Index

Shape
Code Vectors

{•••'Ji >Ji+i>Ji+2>-J

{•••'Ji 'Jui'Ji+2'---}

255

r2_5 j-255
(
J-__j-___ j-255
y___
N
\-'Ji
'Ji+1 'Ji+2 '••)

Predictor

«

f

<3

0

ON

(Po - A > Pi )

"

™
«

C„255

255

255-.

{PO 'Pi 'P2 )

Figure 6-1, the codebook of shape VQ-I.

When an image block A comes, it is first mean-normalized, which generates a shape
vector A. The shape vector is then vector quantized. A code vector is found for A
based on the nearest neighbor rule. If this code vector is assigned as smooth block,
ADPCM will be applied to A, and the prediction parameters also can be found in the
codebook which is pointed to by the index.

The prediction errors are rounded down to its nearest integer by:
e=[e\ (6-10)
where (e -1) < e < e and e e Z. The final error e is transmitted or stored.
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6.3.3

Shape-VQ-based D C T Module

To prove the performance of DCT for edge components, we tested it with edge blocks
in the codebook of VQ-I. The average MSE between the reversed image blocks and the
original ones of DCT are compared to those of uniform DPCM and ADPCM.

From the results in Table 6-2, it can be seen that for edge blocks, DCT surely
outperforms those predictive techniques, and it also verifies the conclusion made in
section 2 of this chapter, which states that DCT can maximize the EPE which is
equivalent to minimizing the mean-squared-errors in terms of step response (edge).

MSE

DPCM

ADPCM

DCT

2.96

2.73

1.94

Table 6-2, M S E of three schemes applied to edge blocks.

It has been reported by W a n g et.al in [Wang et.al 1997] that similar shape blocks have

close prediction parameter vectors. This is also true for DCT coefficient matrix. VQ h

been applied extensively in transform coding and image classification. This is mainly
due to its ability to reflect the shape information. The coefficient matrix of DCT

represents the variation inside the image block. This variation is a sign of the shape
is defined in [Jain, p.390] as abrupt change of the pixel value. Therefore, it can be
concluded that one shape vector is corresponding to a certain DCT coefficient matrix.

This characteristic is utilized in this research to save the complicated calculations
DCT coding procedure and bit rate for the side information of the coefficient matrix.
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Another universal Shape-VQ codebook, VQ-II, is set up here specifically for the edge
blocks. DCT is then applied to each block in the codebook. The computation of DCT
used in this research is similar to the lossy coder recommended by JPEG [Wallace
1992]. The resulting matrix is stored and is pointed to by the index in the codebook.
Therefore, the VQ index depicts not only the edge block in the codebook but also the
coefficient matrix of this code vector. This is shown in Figure 6-2.

image block

shape
code vector
index

image
shape

1

-___•

vector quantized 2

DCT
coefficients
Matrix
-{P-Pi,--}
•{Po>Pi>-}

256

•

/r, 25 6

^256

i

iPo >Pl ,•••}

Figure 6-2, the proposed shape DCT/VQ-II encoder.

The idea of storing the DCT transform matrix is similar to that introduced in Chapter 4,
where linear prediction coefficients are vector quantized. It has been discussed in
Chapter 4 that the classification through DCT coefficients has similar performance to
that through linear prediction coefficients. The success of using DCT combined with
VQ in this research shows that different image blocks have their own DCT coefficient
characteristics. These characteristics verify that DCT combined with VQ is a promising
role in the stage of image classification.

During the encoding of images, those blocks labeled as edge components are vector
quantized by VQ-II. The coefficient matrix of the index is then utilized through the
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inverse D C T to reverse the block into raw image data. The errors between the original
value and the reversed one is calculated and retained. Also kept is the index of the
block.

From the depiction above, it can be seen that for smooth blocks, only one bit side

information is needed for the whole block, and edge blocks require eight bits extra f
the VQ index.

The whole system is shown in Figure 6-3.

Decoder

ADPCM
Encoder

Input Image

Image Block
classifier

ADPCM
Decoder

/
/

Reconstructed
Image

DCT
Encoder

DCT
Decoder

Encoder
Side
Irnormanon

f

Figure 6-3, block diagram of the proposed coder/decoder pair.

6.4

Results and Discussion

The test images used in assessing the performance of the proposed coder include severa
medical images, Abdo, Feet, Head, Pelvis, and Skull. In addition, four natural images,
Lenna, Baboon, Jet, and Lax, have been used to gauge the performance on such images.

All the images are 512*512 pixels, and the gray scale level is 256. All the results li
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in Table 6-3 and 6-4 are in bits/pixels, and they are thefirst-orderentropy of the

compressed images with overhead for the side information. Using these tes

comparison of the performance of the proposed coder against the straight
DPCM, HINT, hybrid coder and CALIC is presented.

Test Image
Lenna
Baboon

Jet
Lax

DPCM
4.71
6.39
4.00
5.99

HINT
4.66
5.94
3.40
5.65

MAR/VQ
4.42
5.92
3.51
5.61

ADPCM/DCT
4.38
5.62
3.36
5.16

Table 6-3, results of lossless compression of images by D P C M , HINT, M A R / V Q and
DPCM/DCT.

Test Images
Skull
Abdo
Feet
Head
Pelvis

JP1
3.34
5.80
2.92
3.55
5.02

JP2
3.28
5.43
2.39
3.35
4.52

JP3
3.73
6.15
3.09
3.84
5.32

JP4
2.51
5.04
2.27
3.09
4.23

JP5

JP6

JP7

2.65
5.16
2.43
3.00
4.32

2.56
4.93
2.23
2.90
4.00

2.86
5.25
2.43
3.01
4.36

ADPCM/DCT
2.40
4.32
2.03
2.72
3.54

Table 6-4, performance of lossless JPEG predictors on some medical images.

Table 6-3 compares the bit rates achieved by the proposed coder, D P C M and HINT.

The results indicate that the proposed scheme can outperform these well-

methods. The gain in bit rate is attributable to the careful modeling and
edge blocks.

Note that in the result given for the D P C M and HINT thefirstorder entropy of the

prediction error is computed while for ADPCM/DCT coder, not only the entr

error images of ADPCM and DCT, but also the DCT side information is inclu
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M A R model has been proposed for image pixel prediction and was presented in Chapter
4 of this thesis where it has been combined with VQ technique to achieve an
improvement. A comparison of the scheme proposed in this chapter with results
reported by Ogunbona et.al [Ogunbona et.al 1995] shows that the proposed techniques
achieves a better performance than a coder based on a multiplicative image model.

The lossless version of the JPEG image compression standard introduced in paper by
Wallace [Wallace 1992] has been compared to the proposed technique. Table 6-4 shows
the bit rate achieved using medical images. These figures (minimum value in bold)
should be compared to those of ADPCM/DCT. The proposed technique is seen to
outperform the lossless JPEG standard for these medical images.

CALIC has been reported as efficient in lossless compression by Wu and Memon in
[Wu and Memon 1997]. In this research, results from CALIC are also compared to
those produced by the proposed coder. In Table 6-5(a), performances of these two
coders in "typical" images are presented. Compression results using some medical
mammograms from Digital Mammogram Library of Lawrence Livermore National

Laboratory and University of California San Francisco are shown in Table 6-5(b). The
mammograms with various spatial resolutions are all in 16 bits/pixel.

Test Image
Lenna
Baboon
Jet
Lax

CALIC
4.35
5.82
3.12
5.21

ADPCM/DCT
4.38
5.62
3.36
5.16

Table 6-5(a), performance of C A L I C and A D P C M / D C T on some normal images.
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From the results in Table 6-5(a), it can be seen that the proposed coder has similar
performance to that of CALIC, especially in some images with complex scenes like
Baboon, as more edge components can be found in this sort of images. This confirms
the strong performance of DCT in decollating the edge image blocks. Results from the

Mammogram
Afrcc
Aflcc
Agree
Aglcc
Ahrcc
Ahlcc
Aircc
Ailcc
Ajrcc
Ailcc

CALIC
2.57
2.63
2.37
2.38
2.61
2.59
2.27
2.26
2.37
2.29

ADPCM/DCT
2.43
2.53
2.25
2.27
2.35
2.36
2.26
2.13
2.30
2.06

Table 6-5(b), performance of C A L I C and A D P C M / D C T on some medical
mammograms.

mammograms further prove this point. Mammogram images are textured with many
strong edge points. This gives the new scheme a good chance to show shape VQ's
ability in grasping local features and accurately classifying the image blocks. The
competence of DCT module in edge components is further confirmed.

The running time of both coders are presented in Table 6-6. It shows the weakness of

the proposed scheme in terms of calculation speed as VQ is included, especially in th
blocks encoded with DCT where two VQs are needed. However, this is a minor penalty

for much more important gain of storage space for medical image archiving in particul
in cases of high-density images such as mammograms.
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Test Image
Lenna
Baboon
Lax
Afrcc
Aflcc
Agree

CALIC
1.35
1.38
1.35
8.89
9.12
8.76

ADPCM/DCT
2.55
2.78
2.60
10.90
11.93
10.89

Table 6-6, running time of C A L I C and A D P C M / D C T on some test images, where all
the data are in seconds.

6.5

Conclusion

The method adopted in the proposed coder can be regarded as segmentation based. In

any given image it is difficult to find one model that sufficiently describes informa
inherent in the pixel arrangement. However, by classifying the various arrangements
into identifiable segments that can be modeled, the coding task is made easier. This
research uses the DCT as the optimum descriptor of ideal step edge information along

with the Shape-VQ-based classifier and quantizer to improve the coding performance of
ADPCM. The results presented show the efficacy of this method.
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Chapter 7

A New Adaptive Lossless Image Compression System
Shape-VQ-based Adaptive Lossless Coder (SALC)

7.1 Introduction

In this chapter, a new lossless image compression system, SALC, is introduced. In

proposed scheme, the local shape structure of image block is captured through Sha

VQ. The system can then choose the best scheme for encoding the block based on t
information from Shape-VQ index. The schemes included are the new methods

introduced in last several chapters. One of them, SADPCM, is further developed in

proposed scheme where an error adjusting system is added to increase the efficie
SADPCM.

SALC can always select the optimum coder for an input image block without any

punishment in terms of computational overhead or running time. It outperforms tho
coders where only one method is applied to the whole image. Its performance will

be compared to the benchmarks of lossless codec such as CALIC. Experimental resul
confirm that the proposed SALC system is a good candidate for lossless image
compression.

The rest of the chapter is organized as follows. Section 2 overviews the proposed

lossless coder while Section 3 details the experiments conducted and the results.
conclusion is shown in Section 4.
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7.2

T h e N e w Shape Vector Quantization-based Adaptive Codecs

The proposed SALC encodes image blocks based on their local features. Three
schemes, MAR model or ADPCM, have been incorporated. With predictive techniques
still dominating the system, DPCM is applied to smooth blocks and SADPCM is used to
encode those with textures inside. Transform coding, DCT, is also included in the
system as it is efficient in decorrelating the edge components.

The block diagram of SALC is shown in Figure 7-1.

7.2.1 The New SALC System
When an image comes, it is first divided into small blocks. The size of the block is
dependent on the size of the image. For a 512 * 512 image, 16*16 blocks are used in

this research. Smaller block size can be chosen, when accuracy of prediction is need

However, the overheads generated by using smaller blocks may obliterate the gain fro
accurate prediction.

Larger block size reduces the computational burden and overhead. However, when the
size is too big, Shape-VQ can not reflect the structure inside the block accurately,
resulting in large errors. This phenomenon is caused by the LBG algorithm for

generating codebooks. When it generates codebooks, LBG applies the average of a clas

to represent it. It's an operation of smoothing, and the resulted codevector can onl

reflect large changes (edges) in the class (group). Small changes (edges) are normal
non-reserved. Therefore it would be nice if one change (edge) can be represented by
codevector. However, mentioned earlier, this will cost too much for overhead.
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Image

Shape V Q

DPCM

V Q Index

SADPCM

DCT

Shape VQ

Errors

Shape VQ

V Q Index

Errors

V Q Index

Errors

Errors

Side
Information

Entropy
Coding

Compressed
Image
Figure 7-1, the diagram of the proposed S A L C compression system.

The choice of the block size is very complex as indicated before. To simplify the
problem, a fixed block size is used during this research. The operator of the system,
however, can choose the "right" size for the image at hand if needed. Table 7-1 shows
the performance of the proposed system under different block sizes, using a 512*512
normal image.
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Block Size

4*4
8*8
16*16
32*32

Lenna
5.13
4.75
4.31
4.68

Agree
3.80
3.22
2.74
2.03

Table 7-1, test of S A L C with different blocksize.

In the system, all blocks are overlapped, which is shown in Figure 7-2. This ensures that

every pixel in the blocks except those in the first row or column could be processed b
SADPCM or DPCM, which require pixels at north, north-west and west as ROS.

X

X
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X

X
X

X

X

c

X

X
X

X
X

X

X

X

D

X
X

X

B

X

X
X

X

X

X

X

Figure 7-2, overlapping blocks.

Each block is then processed by Shape-VQ as introduced in the previous chapters. Each
code vector in the codebook has been pre-defined to be processed by DPCM, SADPCM
or DCT. This decision is made off-line and from experiments. Those, which are defined
as DPCM blocks, will be decorrelated by a uniform DPCM predictor. Those which are
classified as SADPCM or DCT blocks will be further processed by another set of
Shape-VQ where SADPCM and DCT have their own codebooks. The index generated
from the second-round VQ is used to execute the real processing. The advantage of
incorporating a second-round Shape-VQ is that the index can give more accurate
information about the shape and therefore generate fewer errors with SADPCM and
DCT. The drawback of this process is that it needs more computation and more space
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for storing the codebooks. However, as final bit rate is our main concern in this
research, if is worthwhile to incorporate the second- round Shape-VQ.

The information required for future restoration of the image include the prediction
errors from DPCM and SADPCM, reversing errors from DCT, and the overheads which
include index of the first-round Shape-VQ for all the blocks and that of the secondround for SADPCM or DCT blocks.

7.2.2 Comparative Study of the New System and Traditional Adaptive Systems
Many traditional predictive lossless coders reviewed in Chapter 2, fail to achieve a

breakthrough in the compression rate as the coders treat the entire image uniformly and
use one method or one set of coefficients to encode the image. To remedy some of the
shortcomings of the traditional coders, advanced methods such as MAR model and
ADPCM apply adaptive predictions. These schemes, however, still use one prediction
model covering the entire image or image block. The schemes need complex
computation to calculate prediction coefficients, and some of them, such as MAR, have
large ROS, requiring extra space for calculation and storage. These factors reduce the
processing speed, which is an important requirement for general telemedicine
applications.

In addition, the schemes perform poorly when image contains textures. Textures are
very complex in nature as each texture has its own orientation, spatial frequency and
amplitude. Therefore different textures require different models or at least different
parameters for prediction. Furthermore, one image block can contain more than one

texture patterns. To compensate this, traditional coders use very small block size, whic
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increases the overhead. The extra side information sometimes blurs the benefits of the
accurate prediction.

Above factors affect the effectiveness of the traditional lossless coders. To remedy the

problems, a new scheme is proposed in this thesis. The main aim of lossless coding is to
lower the entropy of coding errors. It was presented in Chapter 3 that in "perfect"
condition minimum error prediction generates minimum entropy of error as well.
Therefore, in pursuit of lower entropy, a lossless predictive scheme, which can
minimize the prediction errors without extra side information and complex computation,
is studied.

To achieve small errors, the proposed system offers different kinds of predictors on
block-by-block bases (smooth blocks) or even in pixel-by-pixel bases (texture area).
While the idea of switching the predictors is not new, accurately choosing the suitable
predictor to match the changes in the image is unique to this scheme.

The proposed SALC utilizes SADPCM to efficiently implement the task of adaptive
prediction. In addition, Shape-VQ helps to make the right decision without heavy
burden in both side information and computation as the logic of choosing predictors is
predefined at both encoding and decoding end. It puts most of the works, such as
generating VQ codebook and choosing the right predictors, off-line. During on-line

processing, only simple linear operation of VQ and prediction are included avoiding lots
of complex "if-then" logic computation required in other schemes. This is crucial to
modern telemedicine application where fast processing of the data is essential.
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Furthermore, the proposed scheme is easily implemented in an object-oriented program.
This is the trend of modern image compression techniques, which implies that in the
near future, coding methods will be designed to satisfy certain purposes. To improve

coding efficiency, instead of coding all the images with one program, different classes
of images could be encoded using the most suitable scheme, for example, the proposed
scheme, SALC, is the most effective coding for mammogram images.

The prediction error from SADPCM, though much smaller than the original value, can
be further compressed through an error adjusting process.

7.2.3 Error Adjusting
Examination of the prediction errors from SADPCM coder reveals that the redundancy

among pixels has not been fully removed. It appears that fairly large errors often occu
in certain areas. Pixels in smooth area, like background, normally generate very small
errors. While, those in edge point often produce larger errors.

The error images of "Lenna" from DPCM and SADPCM are shown in Figure 7-3. In

Figure 7-3 (a), it can be seen that most structures of the original image are well rese

especially in areas which the tail of the hat sits in. Comparing pictures in Figure 7-3
and (b), it can be seen that SADPCM generates fewer errors than DPCM does.
However, there are still obvious structures remained in the error image.

The phenomenon is brought about by Shape-VQ where LBG is utilized to generate the
codebook. As mentioned before, the code vector often represents the centroid of the
vectors classified into its group. The differences among pixels in the code vector are,
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therefore, blurred. The larger the difference between the pixel and its R O S , the high

er

the errors.
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i
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m

Bi_rai
(c)
Figure 7-3, the error images of Lenna from (a) D P C M , (b) S A D P C M and (c) S A D P C M
with error adjusting.

The prediction error e(i,j) could therefore be adjusted as:
e(i,j) = e(i,j) + S

(7-1)

where e(i, j) is thefinalerror to be entropy encoded, and 8 is an integer ranging from
256 to 256.
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Extensive tests have been done to different types of predictors described in (4-6) to (4-

11). It is found that 8 is related to the predictor and the difference between curr
pixel and those in its ROS.

Two examples are shown in Figure 7-4, where pixels in the left block are from the

original image and those in the right are from the normalized image. In Figure 7-4(a

predictor depicted in (4-8) is applied, and a prediction error of +1 is obtained. I
predictor in (4-11) is employed and the error is +2.
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(b)
Figure 7-4, two examples of pixels which need error adjusting.

Another threshold P is introduced here, whose value is decided through test results
Thus, 8 is defined as:
0
8 = 1
-1

if|A| < P
(7"2>

ifA>^
ift\<p

where A = f\i,j)-[f \i J-I)+ f\i-lxl~

f(i~^ J ~m,^tbis

is for those pixds

using predictors in (4-6) ~ (4-8). For those using predictor in (4-11), 8 is calculat

8 = r[f(iJ)-c]*y^

(7_3)
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where f(i,j),

R and C are the same as those defined in (4-11), and y is a small

positive real number. Therefore, computation in (7-1) can be rewritten as:

f(iJ) = {f(iJ) + r[f(iJ)-C]}*/X^ (7.4)
The choice of y depends on the test image itself, especially the contrast of objects and
their background.

Most of the 256 gray-scale images could be adjusted to such an extent that 8 is slightly
larger than plus two (+2) or smaller than minus two (-2). It is worth mentioning that in

real applications, if extreme prediction accuracy is not required, 8 can be simply set as
±2 for 256 gray-scale images. This, while requiring less calculation and side
information, will not result in much worsening prediction errors. For those images with
gray-scale levels higher than 256, 8 could be adjusted according to their levels.

Errors shown in Figure 7-3(b) are further processed by the error adjusting system, and

the result is shown in Figure 7-3(c). It can be seen that the error adjusting system lowe

the error level. Certain errors at strong edge locations are still visible, which implie
the error adjusting is not enough. However, errors within medium range, like those at

the tail of hat, are largely reduced. This represents the elegant efforts of error adjus
system. There is still room for further improvement by adaptively choosing the
compensating factor 8.

Side information from error adjusting system includes thresholds a and /?. The / in

(7-4) is set as 0.064, which is suitable for 256 gray scale images. All the other factors
like 8, y and A can be calculated. In [Wang et al. 1997], a is set as 0.2, and remains
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constant throughout this research. Threshold /? is set as half of a, which is 0.1. These
two thresholds can be adjusted on image-by-image basis. They provide higher
efficiency in compression than fixed parameters do. However, the search for optimum

threshold is a time consuming and computationally costly procedure. The threshold can

also be on image classification basis, where one set of data is suitable for a class o
images, for example, mammograms.

The new system has been tested on some "typical" and medical images. Simulation
results and discussion are presented in the next section.

7.3 Simulation Results and Discussion
In this research, some "typical" images like the famous Lenna are used to test the

system. These images are all 512*512 and 256 gray-scale level (8 bits/pixel). It shoul

be noted that test images have been chosen to cover a wide range of complexity in orde
to ensure a full testing of the new algorithm. As mentioned before, mammograms are
tested again in this research.

Several lossless compression schemes have also been tested on these images, and their

results are listed. Some of those schemes are well known in lossless image compressio
like DPCM, ADPCM, HINT and MAR. CALIC, developed by Wu and Memon [Wu
and Memon 1997] and regarded as the latest benchmark for the lossless compression,
has also been included. These schemes have been used in the last several chapters as
well.
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To compare these coders fairly, only thefirst-orderentropies are compared. However,
the proposed SALC could be easily entropy-encoded by most of popular coders such as
Run-Length Coding (RLC) or Lempel-Ziv & Welch Coding (LZC). Errors are assumed

as having no relationship with their source because redundancy among pixels has bee
removed. All the data is in bits/pixel and the overhead of the side information is
included.

In Table 7-2, CALIC and the proposed SALC, are tested with some "typical" images.
The results show that the proposed scheme outperforms DPCM, ADPCM, MAR and
HINT in all these images, and produces similar results to those of CALIC. While the

results prove the superiority of the new scheme over the "old" coders beyond doubts
outperforms CALIC in some "complex" images with high first-order entropy such as
Baboon and Lax.

Test
Images
Lenna
Baboon

Jet
Lax
Urban
Camera

DPCM

ADPCM

MAR

HINT

CALIC

SALC

4.79
6.39
4.05
6.21
4.84
4.33

4.71
6.39
4.00
5.99
4.79
4.13

4.70
6.22
3.79
5.91
4.77
4.09

4.75
6.25
3.64
5.92
4.74
4.08

4.35
5.82
3.12
5.21
4.13
3.37

4.31
5.52
3.23
5.17
4.14
3.43

Table 7-2, test results from D P C M , A D P C M , M A R , H I N T , C A L I C and S A L C .

The results confirm the competency of the proposed scheme in predicting sharp pixel

variations such as strong textures in Baboon or sharp edges in Lax, clearly evident

Figure 6-6. This ability ensures that the system can scrutinize the situation insid
block, and smartly adjust its predictor. CALIC has elaborate algorithms of context

formation, quantization and modeling. However, its decision on the near future event
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based on the previous trends. Therefore, it does not provide enough information for
predicting abrupt changes. This could explain why SALC outperforms CALIC for

"complex" images. The results of SALC for simple image blocks, however, are equal to
or marginally worse than those of CALIC. Nevertheless, much smaller ROC (three
compared to seven for context-based) and simpler decision rules (the predictor can
simply found in the codebook) makes the new scheme a better option over CALIC.

The lossless version of the J P E G image compression standard is also compared to the

proposed technique [Wallace 1992]. Table 7-3(a) and (b) show the bit rate achieved f
the normal test images and some medical images. Comparing these figures (minimum
value in bold) to those of the new scheme, it can be found that the proposed scheme
outperforms the lossless JPEG standard for these images.

Test Images
Lena
Baboon

Jet
Lax
Urban
Camera

JP1

JP2

JP3

JP4

JP5

JP6

JP7

5.21
6.19
3.61
5.99
4.92
4.05

4.66
6.40
3.74
5.74
4.85
4.11

5.46
6.55
4.02
5.61
5.20
4.46

4.74
6.44
4.01
6.03
4.81
4.33

4.70
6.13
3.54
5.81
4.61
4.94

4.88
6.19
3.58
5.71
4.54
4.94

4.62
5.98
3.51
6.21
4.60
4.82

SALC
4.31
5.52
3.23
5.17
4.14
3.43

Table 7-3 (a), performance of lossless JPEG predictors on some normal test images.

Test Images
Skull
Abdomen
Feet
Head
Pelvis
Thighs

JP1

JP2

JP3

JP4

JP5

JP6

JP7

3.34
5.80
2.92
3.55
5.02
4.88

3.28
5.43
2.39
3.35
4.52
4.07

3.73
6.15
3.09
3.84
5.32
5.10

2.51
5.04
2.27
3.09
4.23
3.89

2.65
5.16
2.43
3.00
4.32
4.12

2.56
4.93
2.23
2.90
4.00
3.63

2.86
5.25
2.43
3.01
4.36
4.13

SALC
2.51
4.81
2.27
2.81
3.83
3.50

Table 7-3 (b), performance of lossless J P E G predictors on some medical images.
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Medical image archiving is one of the major applications of lossless image coding.
Therefore, some mammograms are tested as well. The results from DPCM and CALIC

are listed in Table 7-4. As these images have more texture than normal ones, the
scheme performs extremely well. This further proves that Shape-VQ is good at
obtaining local image features.

DPCM
Afrcc
Aflcc
Agree
Aglcc
Ahrcc
Ahlcc
Aircc
Ailcc
Ajrcc
Ailcc

CALIC
2.57
2.63
2.37
2.38
2.61
2.59
2.27
2.26
2.37
2.29

3.21
3.32
2.98
3.01
3.37
3.23
2.84
2.83
2.96
2.78

SALC
2.21
2.23
2.03
2.05
2.12
2.12
1.98
1.97
2.04
1.97

Table 7-4, performance of D P C M , CALIC, and S A L C on some mammograms.

The running time of both C A L I C and S A L C are presented in Table 7-5. It shows the
weakness of SALC in terms of calculation speed as VQ is included. However, this
minor penalty for much more important gain of storage space for medical image
archiving in particular in cases of high-density images such as mammograms.

Test Image
Lenna
Baboon

Lax
Afrcc
Aflcc
Agree

SALC
2.25
2.29
2.25
10.26
10.93
9.96

CALIC
1.35
1.38
1.35
8.89
9.12
8.76

Table 7-5, running time of C A L I C and S A L C on some test images, where all the data
are in seconds.
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7.4

Conclusion

A new lossless image coding system, SALC, has been proposed and its performance has
been compared to a number of lossless image coding techniques. The results indicate a
superior performance in favor of the new method. The superiority of the new scheme is

attributed to its ability to identify local image features especially abrupt changes. T
low bit rate achieved by the scheme is crucial in image archiving in particular in the
high-resolution medical images such as digital mammograms. The overall superior
performance of the scheme in terms of bit rate and computational complexity, makes it
one of the best candidates for lossless image compression.
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Chapter 8

Conclusion

8.1 Introduction
This thesis offers two major contributions; (i) the relationship between the M M S E and
the M E E prediction in lossless image compression, and (ii) techniques of improving
compression rates and operation using Shape-Vector Quantization. Besides these two
main contributions, a comprehensive survey of the related research works and a
comparative performance study of a number of novel schemes of lossless coding are
presented. In this chapter w e visit the two main issues again. Section 8.2 gives a brief
summary of each of the issues and the related contributions, and section 8.3 offers
suggestion for further research in the related areas of lossless compression.

8.2 Summary and the Main Contributions
Predictive techniques are well accepted in lossless image coding. Their advantages and
disadvantages in comparison with other coding schemes such as transform and multiscale, multi-resolution codings are discussed in Chapter 2. The main advantages of
predictive techniques over transform and multi-resolution codings are the simplicity of
their encoders and decoders, and their low computational complexity and overheads;
their disadvantage is their comparatively poor decorrelation performance.

The concept of adaptive-predictive lossless coding, which is the center of attention in
this thesis, is also explained in Chapter 2. Model-based coding is a method of exploiting
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the statistical model of data-analysis to describe the image data and improve the
accuracy of prediction. Context-based coding uses context (region of interest) to
adaptively predict current pixel value. We have already presented a discussion on these
two methods including a brief description of their advantages and disadvantages. Both
methods have been improved by techniques introduced in the thesis.

One major goal in any lossless image compression pursuit is to minimize the MEE.
Realizing this goal is more valuable in terms of performance than minimizing the
MMSE. Most predictive lossless coding techniques, however, are centered on the
MMSE. The relationship between the MMSE and the MEE prediction and the limitation
of linear prediction are the backbone of the Shape-VQ-based compression schemes
introduced in this thesis. The concepts of the MMSE and the MEE are presented in
detail and analyzed mathematically in Chapter 3. It is shown that one of the conditions
for reaching minimum entropy using the MMSE is local stationarity, which makes
adaptive coding feasible. This explains the reason behind the effectiveness of adaptive
coding where the MMSE is pursuit rather than the MEE.

Several novel VQ-based compression techniques are presented in this thesis. The basis
of these methods is that the indices of the vector-quantised version of image blocks

represent their inter-block and inter-pixel correlation effectively. This fact is verifi
Chapter 5 where simulation results show the strength of Shape-VQ compared to other
methods such as DCT in terms of the accuracy in classification. Methods introduced in
Chapters 4 to 7 are all different adaptations of Shape-VQ based adaptive lossless
codings. The significant features of these methods are their simplicity, speed, low
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m e m o r y requirement, and most importantly, their performance in decorrelation of
redundancies among pixels.

Chapter 4 presents an elementary scheme of VQ-based lossless compression. It utilizes
a simple VQ algorithm instead of the Shape-VQ, which is used in other methods
introduced in the thesis, to encode the parameter vectors of model-based coding
schemes. A two-dimensional multiplicative multiresolution model, MAR, is used to
analyze the image data in block-by-block basis. The generated prediction parameters are
then applied to the block for compression. The information needed for storage includes
prediction errors and parameters. This is a typical model-based compression technique.
The "importing" of VQ in this process results in the compression of the side
information, which reduces the final bit-rate of the overhead, and improves the
performance of predictor which further reduces the overall bit-rate.

Though the improvement of performance is not dramatic, this technique provides
valuable basis for developing other methods based on Shape-VQ. It verifies the
possibility of using VQ in model-based techniques by specifying that there is interblock relationship (similarity) among image blocks, and this similarity can generate
similar parameter vectors. These vectors can therefore be encoded (compressed) by VQ.

Furthermore, it corrects those parameters from blocks with high level of noise. The

noise often causes bias for the parameters, as it is included in the iterating process o
searching for parameters, which minimize the squared-errors. As minimum-entropy
rather than mean-squared of errors is the pursuit of lossless coding, this kind of
searching which is based on minimum-mean-squared-error is not always favored. There
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are papers reporting on various ways to justify those noises in coding [Hsieh et. al.
1989]. However, this has been solved in VQ-based techniques introduced in the thesis.
As the centroid of vectors code vector can reduce the detrimental effect of those noises.

This novel scheme also verifies the flexibility and reliability of VQ-based coding
compared to other model-based techniques such as ADPCM. It shows improvements in
terms of bit-rate counting and speed.

In Chapter 5, a vital tool in Shape-VQ-based coding, Shape-Vector Quantization is
introduced. Combined with traditional linear predictors, it is developed into a new
adaptive predictive lossless compression technique.

Based on the research on VQ-based lossless compression techniques, a new way of
representing the shape of image blocks, Shape-VQ, is presented in this thesis. ShapeVQ eliminates the effect of image background in processing of different blocks. It
"pushes" all the blocks with similar local scene (shape) into one group and applies the

same strategy of prediction for pixels at the same location. This strategy is very flexib
and adaptive. For each pixel in the block, the strategy of prediction depends on its
relationship with its ROI (region of interest). This important relationship is well
represented by its coder vector in Shape-VQ. There are other methods available for
pixel-by-pixel-based adaptive coding [Habibi 1977]. However, they are either low in

efficiency and accuracy of prediction or high in side information cost. Detail discussion
about these issues is presented elsewhere in this thesis.
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Simulation results from some benchmark lossless compression schemes are compared

with those from the new method. These results clearly favor the proposed scheme. It no
only performs well in terms of bit-rate of first-order entropy but also excels in
processing time.

The concept of Shape-VQ is applied to transform coding in Chapter 6. DCT is a typical
transform coding technique. It is widely used in image compression. The successful
combination of DCT and Shape-VQ introduced in Shape-VQ-based lossless hybrid
ADPCM/DCT coder not only shows a way of improving DCT coding but also exhibits
the flexibility of Shape-VQ with various coding techniques. This clearly shows that
Shape-VQ can form a flexible, adaptive and cost-effective platform in terms of
computation and speed for various lossless image compression techniques.

Another important argument discussed is that DCT is not only a practical optimum
block transform for highly correlated image information but also an optimum encoder
for sharp edges in the image. While this point has been proven mathematically, due to
the difficulties in searching and defining edge blocks in block-by-block-based
compression methods, it has not been fully implemented in real image compression
applications. In this research, however, it is well utilized through Shape-VQ and the
results prove its ability in edge components compression.

The Shape-VQ-based adaptive lossless image compression system is a natural outcome

from the research presented in Chapters 4 to 6. It utilizes the concept of Shape-VQ as

effective tool to construct a versatile platform for image compression. It can be appl
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to predictive techniques such as shape-adaptive D P C M , model-based techniques such as
MAR and ADPCM, and transform techniques such as DCT.

In addition, the proposed system can not cope with normal images like "Lenna" but also
images with higher complexity like mammograms. It shows another nice feature of the
system. It can be employed as it is or developed to be as "special-purpose compression"
such as the application of mammogram compression. The promising performance
outcome of the proposed system proves its superior capacity and excellent future
possibilities for lossless medical image compression.

8.3 Suggestion for Future Research

There are at least three areas related to the work presented in this thesis in which fu
research can be conducted with the aim of improving the performance and extending the
possible applications:

• methods to further reducing the bit rate of Shape-VQ, leading to an overall
improvement of the compression schemes;
• defining the optimum performance criteria and the limitations of the system and
hence improving its flexibility and suitability;
• methods of applying the compression schemes to medical images may open the
way to an efficient near-lossless compression for these types of images, which could
lead to a much higher compression ratio than that of lossless coding.
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8.3.1

Bit-rate Reduction of Shape-VQ

The Shape-VQ-based methods introduced in this thesis are all lossless schemes. They
require either transmitting the whole codebook as adaptive VQ or keeping similar
codebook in both sides of transmitting / receiving ends as uniform VQ. It has been

discussed in the thesis that transmitting the whole codebook is unaffordable for lossl
compression as the overhead for side information is too large. Therefore, uniform
codebook is used in the research.

The problem with uniform codebook is that it can not match the accuracy provided by
adaptive one. It is necessary to make larger size of codebook in order to get similar
performance in terms of classification. However, larger codebook needs more space for
storage and longer time for processing. Both are important in today's telemedicine
applications.

Further research could be undertaken in novel ways of constructing codebooks. There
exist many ways of elegantly constructing the codebooks of VQ which make them

smaller and more accurate in operation. These methods are all restricted to applicatio
in lossy coding. However they could provide us with some clues in constructing
adaptive codebook with fewer overheads for lossless coding .

8.3.2 Limitation of Shape-VQ
Shape-VQ works well with simple and "straightforward" methods where the

performance of these methods can be improved largely through the fine classification o
textures and edges inside image block. Compared to those complex schemes such as
CALIC, Shape-VQ grants limited improvement, especially with those "simple" images
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discussed in Chapters 5 and 6. However, the proposed scheme performs well with
mammograms which contain large amount of textures. This phenomenon implies that
there is limitation with the proposed system. Searching and defining this limitation
could be another task following this thesis. It would make the system work more
robustly under those limitations and always generate its best performance.

8.3.3 Near Lossless Medical Image Compression
Recently, there are increasing interests towards near-lossless coding, especially for
those high resolution medical images which require high compression ratio to
compensate for their huge sizes. As it has been discussed in the thesis, there is a
theoretical limitation with lossless image compression. For example, 4:1 is widely

regarded as the limitation. It is, therefore, theoretically impossible for lossless codin
achieve very high compression rate required for high resolution images.

Near-lossless could be a reasonable way to satisfy those high demands. For near-

lossless coding, one difficult question is how to decide adaptively and accurately which
components can be encoded lossy and which need to be encoded lossless. The proposed
scheme could make its contribution here by providing a new way of making this
decision. By carefully studying the codebook of Shape-VQ, it is possible to classify the
code vector into "important" or "non-important" components. The system will benefit
from this by using different strategies with different blocks. Furthermore, the code
vector can even be examined in pixel-by-pixel basis, and each pixel can be encoded in

different bit-rate. All these could be the subjects for further research to generate a n
robust and flexible near-lossless medical image compression system.
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