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The additive hazards model specifies the effect of covariates on
the hazard in an additive way, in contrast to the popular Cox
model, in which it is multiplicative. As non-parametric model,
it offers a very flexible way of modeling time-varying covariate
effects. It is most commonly estimated by ordinary least squares.
In this paper we consider the case where covariates are bounded,
and derive the maximum likelihood estimator under the constraint
that the hazard is non-negative for all covariate values in their
domain. We describe an efficient algorithm to find the maximum
likelihood estimator. The method is contrasted with the ordinary
least squares approach in a simulation study, and the method is
illustrated on a realistic data set.
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1 | INTRODUCTION
The fundamental concept in survival analysis is the hazard rate. There are several regression models describing the hazard rate,
such as multiplicative risk models and additive risk models. The dominant hazard model in survival analysis is the multiplicative
proportional hazards model (Cox, 1972). In many cases, however, the proportional hazards assumption is not met. In such cases,
developing models that adequately describe the non-proportional effect of the covariate(s) is not straightforward (see Gore et al.
(1984); Schemper (1992); Perperoglou et al. (2006); van Houwelingen and Putter (2012) for example) and different models such
as accelerated failure time models could be considered instead.
In this article, we focus on another alternative of the proportional hazards model, namely the non-parametric additive model
Abbreviations: ML, maximum likelihood; MLE, maximum likelihood estimate; OLS, ordinary least squares
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proposed by Aalen (1980, 1989), extensively studied in Martinussen and Scheike (2007). The additive model defines the hazard
rate ℎ(푡) as a linear form of the vector of covariates. It may be unconventional since it does not naturally force the hazard rate to
be positive. However, it has several useful properties, as set out by Aalen et al. (2008). One of the useful features of the additive
hazards model is that it is internally consistent in the sense that it retains its additive structure if covariates are measured with
uncertainty or dropped from the linear expression. This is in sharp contrast with the proportional hazards model, which looses the
proportional hazards property when covariates are omitted (Struthers and Kalbfleisch, 1986; Schumacher et al., 1987; Bretagnolle
and Huber-Carol, 1988). In fact, this has lead to a recent debate about the danger of using the hazard ratio as a causal effect
measure in survival analysis (Hernán, 2010; Aalen et al., 2015). Another advantage is that it is possible to implement a dynamic
structure in the additive hazards model (Martinussen et al., 2000) such as self-exciting processes, which is generally impossible in
other nonlinear regression models. In any case, the additive hazards model is a useful complement to the multiplicative regression
models such as the proportional hazards regression model.
An effective way to estimate the parameters in the additive hazards model is by Aalen’s method, which uses ordinary least
squares (OLS) to estimate the cumulative effect of the covariates. Aalen’s OLS method has the advantage of being straightforward
to implement, but it also has some disadvantages. One is that it does not guarantee that the model-based hazards are positive
for all time points for all subjects in the data, only for the subjects that experience an event, at their event times. The second
disadvantage is that there is no theory showing it is the solution with the smallest variance.
One method that generally yields efficient estimators is maximum likelihood (ML). To the best of our knowledge, the
maximum likelihood method has not been considered in any detail in the context of the additive hazards model.
The objective of this paper is to study the method of maximum likelihood, to determine its advantages and limitations and its
connection to Aalen’s OLS method. We find that there is no maximum solution to the survival likelihood in the whole parameter
space. However, we may find the solution if we choose a proper domain. For example, a natural selection is to think about the
domain which guarantees positivity of the hazard rate at all time points for all subjects in the data. This constraint will also give
the ML method an advantage that it will naturally force the hazard rate to be positive.
We revisit the theory of survival likelihood and define the constraint domain properly so that the solution of the ML method
exists in Section 2. We give an analytic solution to the ML estimator and introduce an algorithm to find it. We also discuss its
connection to the OLS estimator. In particular, when only one binary covariate is considered, we will see that the two methods,
ML and OLS, are equivalent. In Section 3 we report on the results of a simulation study comparing ML with OLS. Section 4
illustrates our methods on a randomized clinical trial on patients with carcinoma of the oropharynx. We conclude the paper with
a discussion in Section 5.
2 | METHODS
2.1 | Notation and model definition
We use bold letters to indicate vectors and matrices. Define 푇 ∗ to be the time to event, 퐶 to be the time to censoring, and let
푇 = min(푇 ∗, 퐶), and Δ = 퐼(푇 ∗ ≤ 퐶). We observe (푡푖, 훿푖, 퐱∗푖 ), 푖 = 1,… , 푛, with 퐱∗푖 = (푥푖1,… , 푥푖푝)⊤ a 푝-vector of covariates.
We assume that the covariates 푥푖푗 are restricted in the interval [0, 1]. This looks like a severe restriction, but it is not, because for
any covariate with a minimum of 푎 and a maximum of 푏 in the observed data, we can rescale the covariate to be (푥 − 푎)∕(푏 − 푎),
which takes value in [0, 1]. Extend 퐱∗푖 with the constant 푥푖0 = 1, obtaining 퐱푖 = (1, 푥푖1,… , 푥푖푝)⊤. Define  to be the set of event
time points 푡푖, with corresponding 훿푖 = 1 and let || = 퐾 . We assume there are no ties, and define the ordered sequence of event
time points 푡∗1 <… < 푡∗퐾 . Finally, define 푌푖(푡) to be the at risk indicator of subject 푖, taking the value 1 if subject 푖 is at risk for
the event of interest just before time 푡 and the value 0 otherwise.
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The additive hazards model specifies the hazard rate to be of the form
ℎ(푡 | 퐱∗푖 ) = 퐱⊤푖 β(푡) = 훽0(푡) + 훽1(푡)푥푖1 +⋯ + 훽푝(푡)푥푖푝.
The parameters 훽푗 (푡) allow effects of the covariates to change over time, thus, the additive model is fully non-parametric.
2.2 | Aalen’s method
To estimate the parameters β(푡), the most commonly used approach is Aalen’s ordinary least squares (OLS) method. Let us
define the counting process푁푖(푡) as the number of events experienced by subject 푖 before or at time 푡. Then the intensity 휆푖(푡) of
the counting process has the form
휆푖(푡) = 푌푖(푡)(훽0(푡) + 훽1(푡)푥푖1 +⋯ + 훽푝(푡)푥푖푝).
The formula 푑푁푖(푡) = 휆푖(푡)푑푡 + 푑푀푖(푡) gives equations
푑퐍(푡) = 퐗(푡)푑퐁(푡) + 푑퐌(푡),
where 퐍(푡) = (푁1(푡), 푁2(푡),… , 푁푛(푡))⊤ is the vector of counting processes, 퐗(푡) is the matrix of covariates multiplied with 푌푖(푡)
at each 푖th row, 퐁(푡) = (퐵0(푡), 퐵1(푡),… , 퐵푝(푡))⊤ is the cumulative beta defined as 퐁푗 (푡) = ∫ 푡0 훽푗 (푠)푑푠 and푀(푡) is the martingale
error term. Ordinary least square regression thus gives Aalen’s estimator of the β(푡) if 푋(푡) is of full rank:
푑퐁̂(푡) = (퐗(푡)⊤퐗(푡))−1퐗(푡)⊤푑퐍(푡).
When 푋(푡) is not of full rank, we set 푑퐁̂(푡) = 0 (Aalen et al., 2008).
2.3 | Maximum likelihood
Now let us consider maximum likelihood estimation. The likelihood contribution of subject 푖 with an event or censored at time 푡푖
is given by
ℎ(푡푖 | 퐱∗푖 )훿푖 푆(푡푖 | 퐱∗푖 ),
where 푆(푡 | 퐱∗푖 ) = 푃 (푇 ∗ > 푡 | 퐱∗푖 ) = exp(−퐻(푡 | 퐱∗푖 )) is the survival probability and퐻(푡 | 퐱∗푖 ) the cumulative hazard of subject 푖.
Using the additive hazards formulation for the hazard, we obtain that the log-likelihood is given by
퓁 =
푛∑
푖=1
퓁푖,with 퓁푖 = 훿푖 log 푥⊤푖 β(푡푖) − 퐱⊤푖 퐁(푡푖), (1)
with 퓁푖 the log-likelihood contribution of subject 푖.
Note that the likelihood in Equation (1) does not have a upper bound in the whole parameter space. To see why, consider the
restriction hyperplane 퐱⊤푖 β(푡) = 퐶 , 퓁푖 = 훿푖 log퐶 − 퐱⊤푖 퐁(푡). This is an integration of a linear form of β(푡) and it does not have
an upper bound. We therefore introduce the natural constraint that the hazard of each possible covariate value of our data is
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non-negative at each time point, that is, we require that for all 푡 ≥ 0, ℎ(푡 | 퐱∗) ≥ 0, for 퐱∗ ∈ [0, 1]푝. This constraint condition can
be simplified as:
ℎ(푡 | 퐱∗) ≥ 0, for 퐱∗ ∈ {0, 1}푝. (2)
Our objective is to maximize the total log-likelihood given in (1), subject to the constraint (2).
Let us assume 퐁̂(푡) is the function which maximizes the likelihood function (1), subject to the constraint (2). Since 퐁̂(푡) is an
estimator of cumulative beta, which is generally the negative logarithm of the survival function, we may assume that it is right
continuous with left limits (cadlag). Thus, we may decompose 퐁̂(푡) as the summation of a continuous function 퐁̂푐 (푡) and a step
function 퐁̂푠(푡).
Proposition 1 Under the constraint (2) the log-likelihood can only obtain a maximum if 퐵̂푐 (푡) ≡ 0 and 퐵̂푠(푡) is a step function
with jumps only at the event time points in  .
Proof Consider the open interval 퐼푘 = (푡∗푘, 푡∗푘+1), 푘 = 0,… , 퐾 , where we define 푡∗0 = 0 and 푡∗퐾+1 = ∞. Note that the second
part of the likelihood function in (1),∑푛푖=1 −퐱⊤푖 ∫ 푡∗푘+1푡∗푘 β(푡푖) always yields a negative contribution due to the constraint (2). This
negative part is not offset by a positive contribution coming from∑푛푖=1 훿푖 log 푥⊤푖 β(푡푖) on the interval 퐼푘. Since β(푡) ≡ 0 is a valid
solution, the log-likelihood is maximised by setting β(푡) ≡ 0 on 퐼푘, for 푘 = 0,… , 퐾 . Since there are only a finite number of
time points 푡∗푘, we may conclude that 퐵̂푐 (푡) ≡ 0 and 퐵̂푠(푡) is a step function with jumps only at the event time points in  . The
same argument can show that there is no jump for 퐵푠 at time 푡 when the event is censored. □
Proposition 1 implies that the maximization problem is the same as maximizing the total log-likelihood with respect to the
jumps of 퐁(푡) at the event time points. Denoting the jump of 퐵푗 (푡) at the 푘th event time point 푡∗푘 as 훽푘푗 , 푘 = 1,… , 퐾 , 푗 = 0,… , 푝,
this leads to 퐵푗 (푡) = ∑푘∶푡∗푘≤푡 훽푘푗 .
The total log likelihood 퓁 from (1) can be rewritten in terms of the 훽푘푗 as
퓁 =
푛∑
푖=1
{
훿푖 log
( 푝∑
푗=0
푥푖푗훽푘(푖),푗
)
−
푝∑
푗=0
푥푖푗
∑
푘∶푡∗푘≤푡푖
훽푘푗
}
,
where 푘(푖) is the index of the event time points 푡∗푘 corresponding to 푡푖, i.e. 푡∗푘(푖) = 푡푖 (in case 훿푖 = 0, 푘(푖) can be chosen as an
arbitrary index in {1,… , 푛}). Reorder this sum over subjects as a sum over the distinct event time points 푡∗푘, obtaining
퓁 =
퐾∑
푘=1
{
log
( 푝∑
푗=0
푥푖(푘),푗훽푘,푗
)
−
푝∑
푗=0
훽푘,푗
∑
푙∶푡푙≥푡∗푘
푥푙푗
}
=
퐾∑
푘=1
퓁∗푘 ,
with
퓁∗푘 = log
( 푝∑
푗=0
푥푖(푘),푗훽푘푗
)
−
푝∑
푗=0
훽푘푗푠푘푗 , (3)
푠푘푗 =
∑
푙∶푡푙≥푡∗푘 푥푙푗 , and where 푖(푘) is the subject index corresponding to the 푘
th event time point, i.e. 푡푖(푘) = 푡∗푘.
It is easy to see that each term 퓁∗푘 is a function only of the variables 훽푘푗 , 푗 = 0,… , 푝. Since the terms 퓁∗푘 do not have
parameters in common, we may reduce the problem by separately maximizing each 퓁∗푘 as a function of (훽푘0, 훽푘1,… , 훽푘푝).
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For the remainder of this section, we will fix (any) one of the time points 푡∗푘. To simplify notation, we are going to suppress
dependence on 푘, and consider maximization of
퓁∗ = log
( 푝∑
푗=0
푥푗훽푗
)
−
푝∑
푗=0
푠푗훽푗 = log
(
퐱⊤β
)
− 퐬⊤β (4)
with respect to β = (훽0, 훽1,… , 훽푝), where 퐬 = (푠0, 푠1,… , 푠푝)⊤, 푥푗 stands for the 푗th element of the covariate vector of the subject
that failed at time 푡∗푘, and 푥0 = 1.
To find the maximizer β of 퓁∗, we start by showing the following:
Proposition 2 The function 퓁∗ is a concave function of 훽.
Proof The partial derivative of 퓁∗ with respect to 훽푗 is given by:
휕퓁∗
휕훽푗
=
푥푗∑푝
푗=0 푥푗훽푗
− 푠푗 .
The Hessian matrix of 퓁∗ is thus a (푝 + 1) × (푝 + 1) square matrix of the form:
퐻퓁∗ = −
1
(
∑푝
푗=0 푥푗훽푗 )
2
⎛⎜⎜⎜⎜⎜⎝
푥20 푥0푥1 … 푥0푥푝
푥1푥0 푥21 … 푥1푥푝
⋮ ⋮ ⋱ ⋮
푥푝푥0 푥푝푥1 … 푥2푝
⎞⎟⎟⎟⎟⎟⎠
= − 퐱퐱
⊤
(퐱⊤β)2
.
Hence퐻퓁∗ is a semi-negative definite matrix, i.e., 퓁∗ is a concave function. □
We will give an alternative description of the constraint (2) with respect to the parameter space of 퓁∗. Note that 퓁∗ is a
function of the (푝 + 1)-vector of parameters β = (훽0, 훽1,… , 훽푝)⊤. The constraint (2) now defines the domain 퐃 of the parameter
space ℝ푝+1 of β. We can also express the domain by the matrix푀퐃 through the inequalities푀퐃β ≥ 0. The rows of the matrix
푀퐃 consist of all the 2푝 possible 푝-tuples (푚0, 푚1,… , 푚푝) in {0, 1}푝+1 with 푚0 = 1. So푀퐃 is a 2푝 × (푝 + 1) matrix. The first
row of푀퐃 is (1 0 0 0…0) and the last row is (1 1 1 1…1).
The first row of푀퐃 corresponds to the case where all covariates equal 0 and the last row is the case where all covariates equal
1. Thus, we give all the possibilities of the tuples (푚0, 푚1,… , 푚푝) by the rows of푀퐃. The condition푀퐃β ≥ 0 is equivalent to
the constraint (2) and guarantees the non-negativity of the hazard 퐱⊤β.
Let the vector푀푖 be the 푖th row of the matrix푀퐃. The domain 퐃 as a subset of the parameter spaceℝ푝+1 can be understood
as the polytope enclosed by the flat boundaries defined by 푀⊤푖 β = 0, 푖 = 1,… , 2푝. Note that the covariate 퐱 and vectors
푀푖’s are the coefficients of variables β; the linear space of the coefficient vectors is referred to as the dual space ℝ푝+1,∗ of the
parameter space ℝ푝+1. Suppose that the vector 퐱 and 푝 vectors푀푖1 ,… ,푀푖푝 form a basis of the dual space ℝ푝+1,∗, and define
the (푝+ 1) × (푝+ 1) matrix 퐵 formed by stacking these 푝+ 1 vectors, row by row. Then the function 퓁∗ can be reparametrized as
퓁∗ = log(
푝∑
푗=0
푥푗훽푗 ) −
푝∑
푗=0
푠푗훽푗 = log(훾0) − 푟0훾0 −
푝∑
푗=1
푟푗훾푗 ,
where 훾0 = 퐱⊤β, 훾푗 =푀⊤푖푗β, so γ = (훾0, 훾1,… , 훾푝)⊤ = 퐵β. The matrix 퐁 is the transform matrix from the basis β to the new
basis γ of the parameter space ℝ푝+1. The new weights 퐫 = (푟0, 푟1,… , 푟푝) of the parameters γ are related to 퐬 = (푠0, 푠1,… , 푠푝)
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by 퐫 = 퐵−1퐬. Since the elements of 퐱 are all bounded between 0 and 1 and the row elements of 퐵 are rows of푀퐃, it follows that
γ ≥ 0. We have the following theorem:
Proposition 3 Given the covariate vector 퐱 and 푝 vectors푀푖푗 (푗 = 1,… , 푝), which form a new basis of the dual parameter
space, let the domain 퐃′ be defined by the inequalities 훾0 = 퐱⊤β ≥ 0 and 훾푗 =푀⊤푖푗β ≥ 0. Let 퐁 be the corresponding transform
matrix in the parameter space and 퐫 = 퐵−1퐬. If
1. 푟0 > 0;
2. 푟푗 ≥ 0 for 푗 = 1,… , 푝,
then the function 퓁∗ has a maximum point in 퐃′. This maximum point lies in the intersection of the 푝 flat boundaries given by
훾푗 = 0. Moreover, 퓁∗ has a maximum point in 퐃.
Proof Since by assumption 푟푗 ≥ 0, and by constraints 훾푗 ≥ 0, for 푗 = 1,… , 푝, we have that
max
β
퓁∗ = max
훾0 ,훾1 ,…,훾푝
{
log 훾0 − 푟0훾0 −
푝∑
푗=1
푟푗훾푗
}
= max
훾0
{
log 훾0 − 푟0훾0
}
.
Since 푟0 is positive, log(훾0) − 푟0훾0 attains a maximum at 훾0 = 1푟0 . So 퓁
∗ has a maximum point defined by the equations 훾푗 = 0,
푗 = 1,… , 푝, and 훾0 = 1푟0 . The linear equations are of full rank since they are given by a basis of the dual parameter space. So thelinear equations have only one solution which is a maximum point. This maximum point lies in the intersection of the 푝 flat
boundaries given by 훾푗 = 0.
Note that the elements of 퐱 are all bounded between 0 and 1, so 퐱⊤β ≥ 0 are automatically satisfied when β ∈ 퐃. As a
result, 퐃 ⊂ 퐃′ and 퓁∗ is bounded in 퐃. Thus 퓁∗ goes to negative infinity when 훾0 and 훾푗 tend to infinity in 퐃 and the maximum
point of 퓁∗ in 퐃 can not be at infinity. On the other hand, 퐃 is closed, so the function 퓁∗ has a maximum point in 퐃. □
There is a geometrical interpretation of Proposition 3. We have seen that the domain 퐃 (resp. 퐃′) is a polytope enclosed
by the flat boundaries푀퐃β = 0 (resp. 훾푗 = 0) and that the maximum point always lies in the intersection of 푝 flat boundaries
defined by 훾푗 = 0. The intersection is a one dimensional line in the parameter space ℝ푝+1. The maximum point of the domain
퐃′ is then the maximum point of the function log 훾0 − 푟0훾0 on this line given by 훾0 = 1푟0 . Thus, the maximum point is given
by 푝 + 1 independent equations 훾푗 = 0 and 훾0 = 1푟0 . The corresponding maximum value is given by − log 푟0 − 1. After having
found the maximum point γ = ( 1푟0 , 0,… , 0) in this way, the value of β that maximizes 퓁
∗ can be found by setting β = 퐵−1γ.
This geometrical interpretation will show that the converse of Proposition 3 is also valid. We will prove the following
proposition:
Proposition 4 If the maximum point of 퓁∗ in the domain퐃 exists, then a maximum point can give a reparametrization of function
퓁∗ satisfying the conditions in Proposition 3.
Proof Note the partial derivatives of 퓁∗ is given by:
휕퓁∗
휕훽푗
=
푥푗∑푝
푗=0 푥푗훽푗
− 푠푗 ,
which can be written in the vector form as:
∇퓁∗ = 1
퐱⊤β
퐱 − 퐬. (5)
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The 푠푗 ’s are not necessary the same for different 푗, so we do not have a zero gradient ∇퓁∗ = ퟎ unless 푥푗푠푗 ’s are all equal. In otherwords, the maximum point can not lie in the interior of 퐃 (or 퐃′) and it must lie on the boundaries (in the degenerate case when
all 푥푗푠푗 ’s are equal, then the maximum points form a hyperplane, and there are still maximum points on the boundary).Let’s assume the maximum point lies on the intersection of 푘 hyperplanes. It is obvious that 푘 < 푝 + 1 since the intersection
of 푝 + 1 hyperplanes is the origin point which can not be the maximum point of 퓁∗. Note that the vector푀푗 is the normal vector
of the hyperplane 훾푗 = 0, so we have for the maximum points:
∇퓁∗ =
푘∑
푗=1
푟′푗푀푗 (6)
The points in the set defined by 훾푗 = 0 (1 ≤ 푗 ≤ 푘) and equation (6) are all maximum points. Let’s choose another 푝 − 푘
boundaries 훾푗 = 0 (푗 = 푘 + 1,… , 푝). Then we can always assume 푘 = 푝 by letting 푟푘+1,… , 푟푝 = 0 and the solution point
defined by 훾푗 = 0 (푗 = 1,… , 푝) and equation (6) is a maximum point. Let’s denote 퐫′ = (− 1∑푝
푗=0 푥푗훽푗
, 푟1, 푟2,… , 푟푝). Combining
Equation (6) with Equation (5), we have 퐫′ = 퐁−1퐬. So 퐫′ = 퐫. The coefficient 푟푗 (푗 = 1,… , 푝) of reformulated 퓁∗ is in fact the
projection scale of gradient ∇퓁∗ at the maximum point on the normal vector푀푗 of the flat boundary 훾푗 = 0. Since it is the
gradient of the maximum point, ∇퓁∗ points to the outside of the domain 퐃(or 퐃′) and the projection scale 푟푗 ≤ 0. Besides, we
have 푟0 = − 1∑푝
푗=0 푥푗훽푗
< 0, this completes the proof. □
2.4 | Methods to find the MLE
By Proposition 3, we find that it is important to find a new basis of the dual parameter space from the row vectors of푀퐃. We can
then reformulate the function 퓁∗ satisfying the conditions in Proposition 3 to find the maximum point. More precisely, given 푝
row vectors of푀퐃, we can always test if they form a basis of the dual parameter space, together with vector 퐱, by calculating the
determinant of the (푝 + 1)-square matrix constituted by 퐱 and the 푝 row vectors (matrix 퐵). Then by a change of basis we can
reparametrize 퓁∗ to test the positivity of 푟푗 ’s in Proposition 3. Therefore, we can check whether the maximum point lies in the
intersection of hyperplanes defined by the given 푝 row vectors or not.
However, even when we find such a basis which gives the expression satisfying the condition in Proposition 3, it is only the
maximum point of the domain 퐃′. 퐃′ is defined by 훾0 = 퐱⊤β ≥ 0 and 훾푗 =푀⊤푖푗β ≥ 0(푗 = 1,… , 푝) with푀푖푗 ’s being the row
vectors of푀퐃 picked for the new basis. Thus, it may not be the maximum point we demanded for the domain 퐃. To solve this
problem, we introduce the following algorithm to find the maximum point in the domain 퐃.
Let us assume we have found a basis satisfying the conditions in Proposition 3. Thus, we may find the maximum point
β′ of the corresponding domain 퐃′ by solving the equation 훾0 = 1푟0 and 훾푗 = 0 with 푗 = 1,… , 푝. If for the corresponding β
′,
푀퐃β′ ≥ 0, then the constraint condition is satisfied and we have found the global maximum point in the domain 퐃. If not, there
exists some row vector푀푙 such that 훾푙 =푀⊤푙 β′ < 0. The hyperplane 훾푙 =푀⊤푙 β′ = 0 cuts the domain 퐃′ into two parts: an
admissible part 퐃′+ = 퐃′ ∩ {훾푙 ≥ 0} and an inadmissible part 퐃′− = 퐃′ ∩ {훾푙 < 0}. Note that β′ is the maximum point of 퓁∗ in
the domain 퐃′ and satisfies 훾푙 < 0. Hence β′ ∉ 퐃′+ and 퐃′+ has another maximum point. 퐃′+ is defined by inequalities 훾푗 ≥ 0
and 훾푙 ≥ 0. We want to find the maximum point of 퓁∗ of the domain 퐃′+. We know that the maximum point must lie in the
intersection of 푝 flat boundaries of 퐃′+. We claim that the flat boundary 푟푙 = 0 must be one of them. If not, the maximum point
of 퐃′+ is also a local maximum point of 퐃′, which contradicts the concavity of 퓁∗. So, there are only ( 푝푝−1) = 푝 possibilities of
the intersection of 푝 flat boundaries where the maximum point may lie. In the end, we may find a new maximum point which is
the maximum point of 퐃′+ and it gives a lower maximum value of function 퓁∗ than the original maximum point in 퐃′ since
퐃′+ ⊂ 퐃.
By repeating the procedure above we can obtain a series of maximum points β′ with decreasing value of 퓁∗(β′). It is easy
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to see the maximum point of 퐃 has the smallest value of 퓁∗(β′) since 퐃 is the subset of any other domain 퐃′ defined by a subset
of row vectors 푚푖푗 ≥ 0. So, this series will converge to β which gives the minimum value of 퓁∗(β), hence it is maximum point
of 퓁∗ in the domain 퐃.
Based on the arguments above, we state an algorithm to find the maximum point as follows:
Algorithm 1 Algorithm to find the maximum point within the domain 퐃.
loop over 푝 combinations of flat boundaries until we find a formulation of function 퓁∗ satisfying the condition in Proposition 3.
end loop
loop until푀퐃β ≥ 0
Pickup row vector푀푙 such that푀⊤푙 β < 0;
Pick up 푝 − 1 rows from the former basis of 푝 rows (in total 푝 choices). For each choice, we form a new basis with these
푝 − 1 row vectors,푀푙 and 퐱;
Use the new basis to reformulate function 퓁∗;
One of the new bases will give a new maximum point; calculate new β by this new basis.
end loop
2.5 | Examples
| One covariate
We start with a simple example where 푝 = 1 and only one binary covariate is considered. Consider an event time point 푡∗ for
which that subject that fails at 푡∗ has covariate value 푥1. Define (for the intercept) 푥0 = 1 and 푠0 = ∑푛푖=1 푌푖(푡∗) = ∑푛푖=1 푌푖(푡∗)푥푖0
and 푠1 = ∑푛푖=1 푌푖(푡∗)푥푖1. In this case, we need to find the values 훽0 and 훽1 which maximize 퓁∗ = log(훽0 + 푥1훽1) − (푠0훽0 + 푠1훽1).
We have푀퐃 =
(
1 0
1 1
)
. So, the domain 퐃 is defined by the inequalities 훽0 ≥ 0 and 훽0 + 훽1 ≥ 0. The maximum point must lie
on one of the boundary lines, so its gradient must be parallel to (1, 0) or (1, 1), which are the normal vectors of the boundary lines
훽0 = 0 and 훽0 + 훽1 = 0. It is easy to see the maximum point lies on the line 훽0 + 훽1 = 0 when 푥1 = 0 and on the line 훽0 = 0
when 푥1 = 1. Let 퐾 = 1푠0−푠1 , the maximum point 푃 = (퐾,−퐾) when 푥1 = 0 and 푃 = (0,
1
푠1
) when 푥1 = 1. The results can be
shown in the following graph:
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FIGURE 1 Maximum points of likelihood function with one binary covariate in the domain 퐃
On the other hand, defining 푞1 = ∑푛푖=1 푌푖(푡∗)푥2푖1, OLS gives the following result:
β̃ = 1
푠0푞1 − 푠21
(
푞1 − 푠1푥1
−푠1 + 푠0푥1
)
.
If we assume the covariate is binary, we have 푞1 = 푠1 and this simplifies to
β̃ = 1
(푠0 − 푠1)푠1
(
푠1(1 − 푥1)
−푠1 + 푠0푥1
)
,
which gives the same answer as maximum likelihood estimation. The two methods coincide in this case.
In fact, we may find that the two methods have several similarities. First, both methods estimate the β(푡) at the time point
which has no event (including the censored time point) as β = ퟎ. So, they both give a step function with jumps only at the event
time points and reduce the problem to find jump β푘 at event time 푡∗푘. Secondly, both the two methods show that the β푘 at the
event time 푡∗푘 is independent of β at any other times. As a result, both the methods decompose the problem to finding the β푘 at
each event time point 푡∗푘 separately. At each event time point, both the methods utilize the data at that time point and all the data
after that time point to find β푘. Thirdly, the two methods have the similar problem pattern in mathematics as we have shown.
We may think that both methods reduce the problem to a problem of finding the extreme point of a certain function. However,
the maximum likelihood method is about a linear form with a log part and the OLS method is about a quadratic form. As a result,
maximum likelihood can only be solved with respect to a certain domain while the OLS method can be solved directly.
| Two covariates
Consider the case of two covariates, let us assume that at a certain event time point 푡∗ a subject fails with covariate values 푥1 = 0
and 푥2 = 1, so we have 퐱∗ = (0, 1), and 퐱 = (1, 0, 1). Suppose that 퐬 = (8, 5, 6)⊤. Then the log-likelihood is given by
퓁∗ = log(훽0 + 훽2) − 8훽0 − 5훽1 − 6훽2. (7)
10 LU ET AL.
In this case, the domain is defined by the matrix퐌퐃 =
⎛⎜⎜⎜⎜⎜⎝
1 0 0
1 0 1
1 1 0
1 1 1
⎞⎟⎟⎟⎟⎟⎠
, yielding the boundary conditions퐌퐃β ≥ 0. Let 훾0 = 훽0+훽2,
then we can substitute 훽0 by 훾0 in Equation (7), obtaining 퓁∗ = log 훾0 − 8훾0 − 5훽1 + 2훽2. By Proposition 4, we know that the
maximum point must lie in the intersection of two flat boundaries defined by the row vectors of matrix푀퐃.
For step 1 in Algorithm 1 we need to select two other rows from퐌퐃 which, together with 퐱, form an invertible basis matrix
퐁. Denote the 푗th row of퐌퐃 as푀푗 . Since 퐱 itself corresponds to the second row of퐌퐃, that leaves as possibilities for the second
and third row of 퐁: 푀1 and푀3,푀1 and푀4, and푀3 and푀4. Of these, calculating 퐫 = 퐁−1퐬, we see that 퐁 =
(
퐱|푀1|푀3)⊤
yields 퐫 = (6,−3, 5)⊤, 퐁 =
(
퐱|푀1|푀4)⊤ yields 퐫 = (1, 2, 5)⊤, and 퐁 = (퐱|푀3|푀4)⊤ yields 퐫 = (3, 2, 3)⊤. By proposition
(3), we demand 퐫 ≥ 0. That leaves only the combinations 퐁 = (퐱|푀1|푀4)⊤ and 퐁 = (퐱|푀3|푀4)⊤ as valid combinations
after the first step.
The next step is to check whether the corresponding 훽 estimates satisfy the boundary conditions. The first remaining option,
퐁 =
(
퐱|푀1|푀4)⊤ =
⎛⎜⎜⎜⎝
1 0 1
1 0 0
1 1 1
⎞⎟⎟⎟⎠, gives 퐫 =
⎛⎜⎜⎜⎝
1
2
5
⎞⎟⎟⎟⎠, and γ =
⎛⎜⎜⎜⎝
1
0
0
⎞⎟⎟⎟⎠. The corresponding value of 훽 is given by β = 퐁
−1γ =
⎛⎜⎜⎜⎝
0
−1
1
⎞⎟⎟⎟⎠,
with 퓁∗ = −1. Checking the boundary conditions퐌퐃β ≥ 0 yields퐌퐃β = (0, 1,−1, 0)⊤, a violation for the third row of퐌퐃,
so that β is not in 퐃 and this solution is not admissible. In our search we would then look for bases including the third row. This
coincides with our second remaining option, 퐁 =
(
퐱|푀3|푀4)⊤ =
⎛⎜⎜⎜⎝
1 0 1
1 1 0
1 1 1
⎞⎟⎟⎟⎠, which gives 퐫 =
⎛⎜⎜⎜⎝
3
2
3
⎞⎟⎟⎟⎠, and γ =
⎛⎜⎜⎜⎝
1∕3
0
0
⎞⎟⎟⎟⎠. The
corresponding value of 훽 is given by β = 퐁−1γ =
⎛⎜⎜⎜⎝
1∕3
−1∕3
0
⎞⎟⎟⎟⎠, with 퓁
∗ = − log(3) − 1, which is smaller than the previous value.
Checking the boundary conditions퐌퐃β ≥ 0 yields퐌퐃β = (1∕3, 1∕3, 0, 0)⊤, which is ≥ 0, so this is the maximum point we
want to find.
We comment that it is not necessary in step 1 to find all the valid 퐁 which yields positive 퐫 in practice. It is sufficient to find
one 퐁 and go to the next step. We show all the possible 퐁 of step 1 in this example just to give a full picture of this algorithm.
3 | SIMULATION
The purpose of the simulation study is to show feasibility of our maximum likelihood estimator and compare its performance
with the OLS estimator. In our experiment, we assume β(푡) = (0.05, 0.02, 0.04, 0.06, 0.08)푡, hence the true hazard ℎ is given by:
ℎ(푡 | 퐱) =∑
푖
훽푖푥푖푡 = (0.05 + 0.02 푥1 + 0.04 푥2 + 0.06 푥3 + 0.08 푥4)푡.
This corresponds to a Weibull distribution with shape 푏 = 2 and rate 푎 = (0.05 + 0.02푥1 + 0.04푥2 + 0.06푥3 + 0.08푥4)∕2, using
the parametrization for the Weibull hazard ℎ(푡; 푎, 푏) = 푎푏푡푏−1.
We started by randomly generating covariate data 퐱푖, for 푖 = 1,… , 푛, with 푛 = 500, with independent uniform distributions
on [0, 1]. Then, given covariate data 퐱푖, we generated times to event 푇 ∗푖 according to a Weibull distribution with shape 푏 = 2
and rate 푎 = (0.05 + 0.02푥1 + 0.04푥2 + 0.06푥3 + 0.08푥4)∕2. For each subject an independent censoring time 퐶푖 was generated
with uniform distribution over (2.5, 7.5), giving a censoring rate of about 22%. The observed data are given by event time
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푡푖 = min(푡∗푖 , 푐푖), status indicator 훿푖 = 퐼(푡∗푖 ≤ 푐푖), and covariate vector 퐱푖. Two methods are implemented in this experiment to
estimate β: Aalen’s OLS method described in Section 2.2, as implemented in the timereg package (Martinussen and Scheike,
2007) and the maximum likelihood estimator with domain 퐃 as we have introduced in Section 2.3.
We used the estimated β to calculate the survival curve without any smoothness. We choose a subject with data of values
푥 = (0.4, 0.6, 0.4, 0.6). Thus the hazard rate of this subject is
ℎ(푡) = (훽0(푡) + 훽1(푡)0.4 + 훽2(푡)0.6 + 훽3(푡)0.4 + 훽4(푡)0.6)
Figure 2 shows the true survival curve and the estimated survival curves by the two methods, for the first data set of size 푛 = 500.
FIGURE 2 Estimated survival curves by OLS and by MLE
From Figure 2 we see that the least squares estimator and the maximum likelihood estimator give similar estimates of the
survival function. The survival curves given by both estimators are similar and approximate the true survival curve well.
We repeated the same simulation set-up for 1000 replications. We considered the same subject with covariates 푥 =
(0.4, 0.6, 0.4, 0.6) and we checked the estimated cumulative hazards at the three quantiles of the true survival function for that
subject, namely at 푡 = 1.93, 3.00 and 4.24. Figure 3 shows histograms of the estimated cumulative hazards for the two methods
at the median.
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FIGURE 3 Histograms of estimated cumulative hazards at time 푡 = 3 (median) by OLS and MLE.
The true value of the cumulative hazard is 0.693 which is shown by the red vertical line in Figure 3. The OLS estimate is
quite symmetric around the true value but it has a larger variation. The MLE also gives an estimate around the true value but its
distribution is slightly skewed to the left of the true value. On the other hand, the variability of the ML estimation is smaller.
This behaviour is also seen in Table 1, which shows that for all three time points, ML sacrifices some bias in favour of
smaller variance. As a result, the root mean squared error (RMSE) is about 10 to 16 percent smaller for MLE, compared to OLS.
True survival
probability
Time point True cumulative
hazard
Method Estimated
cumulative
hazard
Bias Empirical SE RMSE
0.75 1.93 0.288
OLS 0.286 −0.002 0.031 0.031
MLE 0.280 −0.007 0.025 0.026
0.5 3.00 0.693
OLS 0.691 −0.002 0.056 0.056
MLE 0.676 −0.017 0.046 0.049
0.25 4.24 1.386
OLS 1.384 −0.002 0.107 0.107
MLE 1.353 −0.034 0.089 0.095
TABLE 1 Bias (mean estimate minus true value), empirical SE (the standard deviation of the estimates around their mean),
and RMSE (root mean squared error, square root of the mean squared difference between estimate and truth) of cumulative
hazards estimators by ML and OLS.
4 | APPLICATION
In this part, we apply our methods to data from a clinical trial carried out on 195 patients with carcinoma of the oropharynx by
the Radiation Therapy Oncology Group in the United States. The data are introduced by Kalbfleisch and Prentice (2012, Section
LU ET AL. 13
1.1.2, Appendix A) and also used for illustration of additive hazards models in Aalen et al. (2008). Patients were randomized into
two treatment groups (“standard” and “experimental” treatment), and survival times were measured in days from diagnosis. The
data is adjusted for the effect of baseline and the following seven covariates are included in the data:
• 푥1 = sex (0 = male, 1 = female),
• 푥2 = treatment group (0 = standard, 1 = test),
• 푥3 = grade (0 = well differentiated, 1 = moderately differentiated, 2 = poorly differentiated),
• 푥4 = adjusted age (in years, adjusted by (age − 60)∕10 where 60 is the mean of age),
• 푥5 = condition (0 = no disability, 1 =restricted work, 2 = requires assistance with self-care, 3 = confined to bed),
• 푥6 = T-stage (an index of size and infiltration of tumor ranging from 0 to 3, with 0 indicating a small tumor and 3 a massive
invasive tumor),
• 푥7 = N-stage (an index of lymph node metastasis ranging from 0 to 3 indicating multiple positive nodes or fixed positive
nodes).
Following Aalen et al. (2008), we take all the covariates as continuous, so the additive hazard model is given by
ℎ(푡) = 훽0(푡) +
7∑
푖=1
푥푖훽푖(푡).
We use the two methods to estimate the cumulative beta’s and hence the survival curve. In applying the maximum likelihood
method, we scale all the variables to be in the interval [0, 1] as the first step and choose the constraint introduced in Equation (2).
We compare the estimations of cumulative beta by two methods. We choose the coefficients of the baseline and covariates sex,
treatment group, condition, T-stage and N-stage of interest in comparison. The cumulative beta’s of these factors are shown in
Figure 4.
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FIGURE 4 Estimated cumulative beta’s of factors by ML and OLS
From Figure 4 we find that the two methods give the same trends of the cumulative beta curves except for the factor of sex.
When estimating the cumulative baseline hazard, note that the MLE is monotone increasing over time, while the OLS estimate
decreases over the first nine months and between 2 and 2.5 years. This would correspond to a negative baseline hazard (since
each of the covariates can take the value 0 this corresponds to a possible subject in the data) and an increasing survival curve in
these periods. The two methods give very similar results in estimating the effects of the treatment effect, condition, T-stage and
N-stage factors. The curves of cumulative beta are very close to each other in theses cases. Only in the factor of sex, the two
methods show opposite effects.
To compare the survival curves, we choose a subject who is female of age 55 in the treatment group, of cancer grade moderate
differentiated, of condition restricted worked, of second T-stage and first N-stage. So the covariates of the subject are given by
퐱 = (1, 1, 0, 1,−0.5, 1, 1, 1). The estimated survival curves according to the OLS and ML models are shown in Figure 5.
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FIGURE 5 Estimated survival curves by the two methods ML and OLS.
From Figure 5 we see that the two estimators give similar results from the start to about half year. After that, the survival
curve estimated by the ML method shows a steady decrease while the survival curve estimated by OLS shows some fluctuations
with a trend to decrease. Hence, the survival rate given by the ML method is more smooth and has lower values.
5 | DISCUSSION
Aalen’s ordinary least squares (OLS) method is the most popular method for fitting the additive hazards model. Its main advantages
are its simplicity and availability of asymptotic theory. Its main disadvantage is that may yield negative hazard estimates for
certain values of the covariates. Apart from the fact that this is fundamentally impossible, it has repercussions for cross-validation
and model assessment and selection. In this paper we studied maximum likelihood (ML) estimation for the additive hazards
model. The first obstacle in applying the ML method is that there is no maximum point of the likelihood function in the whole
parameter space. Thus, within a framework where all covariate values are bounded between 0 and 1 we impose the natural
constraint of non-negativity of the hazard for all time points and all covariate values within their domain, see Equation (2), to
solve this problem. We studied the mathematical properties of the likelihood function and its maximum point solution under
the constraint. Based on these theoretical results, we designed an algorithm to determine the analytical solution. Finally, we
compared this new ML method to Aalen’s OLS method in both simulated and empirical data. The results showed that the new
ML method sacrifices bias in favour of smaller variance, compared to the OLS method. The simulation study indicated that the
mean squared error (MSE) is dominated by the variance, so our ML estimation yield smaller MSE. By virtue of the constraint it
is guaranteed to yield hazard estimates that are non-negative.
We have assumed that all the covariates take values within the interval [0, 1], so that we could formulate the constraint
condition in the form of matrix푀퐃β ≥ 0. It should be noted that the constraint condition is artificial; it is not the only choice of
domain. For example, we may choose a more strict constraint such as the first quadrant assuming all 훽’s are positive. We may
also weaken the constraints at the risk there may not be a maximum point in the new domain. The assumption that the covariates
take values within the interval [0, 1] seems quite restrictive. Although it is naturally satisfied for binary and (dummy codings of)
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categorical covariates, it is not satisfied in general, so we have to re-scale the covariates at first to find the ML solution. The
solution can then be brought back to the original scale of the covariates. More seriously, the covariates may not be naturally
bounded and our method to re-scale the covariates depends on the range of the data. In this case it might be beneficial to consider
the biological constraints that the covariate should satisfy rather than relying on the range of the covariate values in the data,
especially if the data at hand is of limited size and if the model is to be applied in (possibly larger and/or more variable) external
data.
The simulation study has shown that the ML estimator has larger bias smaller variance (see Table 1). In general, we cannot
expect a constraint estimator to be unbiased. Given the constraint nature of the estimator it is not straightforward to derive the
asymptotic distribution of the MLE. We leave this important part for future work. One solution to derive confidence intervals for
inference of the MLE would be to use the bootstrap. For moderate number of covariates this is computationally feasible.
The likelihood setting in which our estimator is embedded clears the way for several aspects that could be a topic of further
study. One of these is cross-validation, another is to consider submodels like those proposed in Lin and Ying (1994); McKeague
and Sasieni (1994) and studied in Martinussen and Scheike (2007) that assume that the effect 훽푗 (푡) of some or all of the covariates
is constant in time.
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