Introduction

areas. Examples of such models include the Hydrologiska Byråns Vattenballansavdelning
97
(HBV) model (Bergström, 1976 ), the Xinanjiang model (Zhao et al., 1980; Zhao, 1992) , the 98 Probability distributed model or PDM (Moore and Clarke, 1981; Moore, 1985) , the ARNO 99 model (Todini, 1988; , the variable infiltration capacity or VIC (Wood et al, 1992) , the The study watershed and data 125 We used hourly streamflow data from four gauges located inside the 3600 km 2 Gaula watershed resolution, which matches to the simulation time step. 
Models and methods
153
Probability distributed parameterization of runoff response routines 154 The model structure used in the present study is based on a probability distributed model or the
155
PDM (Moore, 1985) . The PDM model is based on collections of subsurface reservoirs with 
162
The effective precipitation (TOSTORAGE) is partitioned into saturation excess runoff i.e.
163
'saturation from below' (Dunne and Black, 1970 a&b) and change in storage based on the 164 probability distribution following the 'equal storage redistribution of interacting storage 165 elements' concept of Moore (1985) as shown in Figure 2 . The subsurface storage was 166 conceptualized as a 'bucket type' single state reservoir with finite storage capacity (equal to 167 Smax). The subsurface storage is depleted by the subsurface drainage and evaporation from the 168 subsurface (soil).
169
The cumulative distribution function (CDF) and the probability density function (PDF) for (1)
172
By inverting the cumulative distribution function, the quantile function for the local storage 173 capacity (c) can be written as: of the distribution.
181
The direct runoff generated due to infiltration excess or Riex [L] (Horton, 1933) 
The actual evapotranspiration from the soil (AET [L] ) is computed as a linear function of 189 potential evapotranspiration rate (PET) from the storage, the total storage (ST) and the total 190 maximum storage capacity (STmax):
We used the following conceptual relationships between storage and drainage for the 193 subcatchment based runoff response: 
We computed the rate of total direct runoff (R r [L 3 T -1 ]) as: were same as that of the case 1. subsurface drainage were same as that of cases 1 and 2:
Cases 1G, 2G and 3G: Grid based runoff simulation 275 In case 1G, the subgrid heterogeneity was parameterized by a probability distribution but the 276 parameters are calibrated for the catchment scale similar to that of case 1. In case 2G, the 277 subgrid heterogeneity was parameterized by the probability distribution, and grid-to-grid 
In case 3G, we did not consider both the subgrid heterogeneity of storage capacity by a 284 probability distribution and the grid-to-grid heterogeneity of the Smax. We set the Smax by 285 calibration. Therefore, case 3G is a simple distributed model, which is similar to the Basic- Grid-Model (Bell and Moore, 1998).
287
The main differences between the distributed simulations (cases 1G to 3G) and the semi- 1996; Wigmosta and Lettenmaier, 1999): 
318
The snow routine
319
The snow accumulation and snowmelt processes exert significant influence on the hydrological 
The flow path responses function for grid cell 'i' represents the probability distribution of flow Fig. 3c shows typical response functions.
346
For the semi-distributed runoff simulations (cases 1, 2 and 3), the generated runoff at the 347 element scale were distributed over the 1x1 km 2 grid cells within the elements. We coupled the 
372
For the hourly streamflow series, the serial correlation is expected to be high and hence the 373 actual amount of information obtained from the data is much less. Therefore, we introduced the 374 fraction of effectively independent observations from the total observations denoted as 'f'. We However, we computed the θ values from the observed streamflow data set using the
387
'fminsearch' algorithm in matlab, which calls for finding the θ value that maximizes a 388 likelihood function (http://www.mathworks.com). We computed the fraction f based on a
389
AutoRegressive or AR(1) model of error covariance (Ziḙba, 2010) .
390
The maximum Nash-Sutcliffe efficiency or R 2 (Nash and Sutcliffe, 1970), which emphasizes 391 high flows, and the maximum R 2 ln for log-transformed series, which emphasizes low flows),
392
were used for further comparisons and evaluations. We also evaluated the performances of the (Klemeś, 1986) and 'proxy basin' test were 400 used for temporal, spatial and spatio-temporal validation of the models against independent data 401 to test the reliability of model prediction outside the calibration conditions (Seibert, 2003 
411
We presented the hydrographs only for the R 2 performance measure for a part of calibration 412 period for clear presentation, the Q-Q plots for the R 2 for the calibration and validation periods 413 and the flow duration curves for both the R 2 and R 2 ln for the calibration and validation periods.
414
We presented the performance measures for calibration, temporal, spatial and spatio-temporal 415 validation of the calibrated parameters in Table 4 . 
Model validation
436
The investigation of performances of distributed models calibrated to streamflow at basin outlet (Table 4) provided satisfactory performances for all parameterization cases. by reducing the number of free parameters for instance by fixing the insensitive parameters.
458
For instance, the calibrated values of cmin were less than 7.5 mm against a prior range of 0.0 - The effects of input data for parameter calibration 471 We conducted the semi-distributed and distributed runoff simulations for the boreal 
