Glass (Nature 1969;223:578-580) patterns are random dot stimuli that generate a percept of global structure. To study the mechanisms underlying this global form perception, concentric, radial, hyperbolic, and parallel Glass patterns were constructed. Thresholds for detecting each type of pattern were measured by degrading the patterns through the addition of noise. Concentric patterns yielded the lowest thresholds for all subjects, while radial and hyperbolic patterns produced somewhat higher thresholds. For all subjects the parallel patterns produced the highest thresholds. Threshold measurements as a function of the area containing pattern structure provided evidence for global pooling of orientation information in the detection of radial and concentric Glass patterns but only local pooling in the detection of parallel patterns. Monte-Carlo simulations demonstrate that plausible neural models can accurately predict the data. These models indicate that the visual system contains networks that pool orientation information within regions 3.5-4.5°in diameter in central vision. This pooling is organized to extract cross-shaped, X-shaped, and quasi-circular forms from the retinal image. The results are in good agreement with recent single unit physiology of primate area V4, an intermediate level of the form vision pathway.
Introduction
It is now well established that primary visual cortex (V1) extracts information about the local orientation and width (or spatial frequency) of contours and edges in the retinal image [1] [2] [3] [4] . This, however, can only be the earliest stage in form vision, as biologically important objects are generally enclosed by smoothly curving contours and contain various distributions of internal features. Human faces, for example, are ovoid shapes containing internal contours defining the eyes, nose, mouth, etc. Thus, a critical problem in form vision concerns the neural operations that extract global structure from the local contour orientations encoded by V1 neurons.
Some of the first physiological insights into the neural substrates of global shape analysis resulted from the use of stimuli containing a wide range of orientations instead of conventional one-dimensional cosine gratings. Using cosine gratings defined in polar or hyperbolic coordinates, Gallant and colleagues [5, 6] discovered that significant numbers of V4 neurons responded much more strongly to circular, radial, or hyperbolic patterns than to gratings. Using a quite different methodology, Kobatake and Tanaka [7] also discovered that many V4 units had optimal stimuli that were either X-shaped or approximately circular. Both anatomical [8] [9] [10] and lesion studies [11, 12] indicate that area V4 forms the major intermediate level of the form vision pathway from V1 to inferior temporal cortex (IT). Accordingly, it appears that hyperbolic, cross, and circular shapes may tap a level of form vision involving global orientation pooling subsequent to V1.
If circular and cross shapes are extracted at intermediate levels of the human as well as monkey form vision system, it should be possible to obtain psychophysical data describing the underlying mechanisms. Evidence for the existence of such mechanisms is already begin- ning to mount. For example, Li and Westheiner [13] have shown that the orientation of X-shapes is discriminated much more accurately than the orientation of either component. Similarly, Field et al. [14] , and Kovács and Julesz [15, 16] have shown novel perceptual effects resulting from the presence of smoothly curved or circular contours imbedded in a noisy image. Finally, Wilkinson et al. [17] have demonstrated that hyperacuity in the detection and recognition of subtlely distorted circular shapes entails global processing.
Given this evidence for advantages in the perception of both X-shaped and quasi-circular patterns, it is natural to ask how such processing is accomplished. Wilson et al. [18] , approached this question by studying the perception of circular structure in Glass [19, 20] patterns. As shown in Fig. 1 , these are random dot patterns in which a global structure is incorporated by aligning correlated pairs of dots along contours of the desired global structure. As all subjects were most sensitive to concentric Glass patterns, Wilson et al. [18] , focused on these and discovered evidence for global summation along the circular contours in these patterns. The present study applies analogous experimental methods to parallel, radial, and hyperbolic Glass patterns. The results provide evidence for the existence of second order form vision mechanisms optimized for the processing of radial and concentric patterns. The data are quantitatively consistent with neural models incorporating oriented filtering, rectification, further oriented filtering, and finally global summation. However, our data do not support the existence of similar mechanisms for parallel structures, which appear to be processed more locally by conventional complex cells.
Methods
All stimuli were generated on an Apple Macintosh IIfx computer with gray scale monitor. Screen resolution was 640 (w)× 480 (h) pixels, which subtended 12.2× 9.1°at the viewing distance of 1.0 m. The frame rate was 67 Hz, and the mean luminance was 46 cd/m 2 . Intensity linearization was accomplished by selecting a subset of 151 luminance values (out of 256 total) that fell on a straight line with correlation greater than 0.994.
Examples of the four types of Glass patterns [19, 20] employed in our study are depicted in Fig. 1 . To construct each pattern, pairs of dots, each 1.1 arc min 2 , were placed at random within the pattern such that the orientation of the pair fell along a contour of the desired global pattern. In Cartesian coordinates, these global contours were defined by the equations:
where the constant k in each case was determined by (x, y) coordinates of the first dot in each pair. This method of pattern construction is illustrated for a radial pattern in Fig. 2A . The separation between each pair of dots was held constant throughout the pattern, generally at 10.0 arc min (see below). Use of a constant dot pair separation differs from the original Glass approach (increasing separation from center to periphery of the pattern) that had been necessitated by the analog nature of pattern generation. (Glass originally used silk screened dot images with superimposed, rotated xerox transparencies due to the lack of sufficient computational power at the time. [19] ) Overall pattern radius was 2.43°. In order to measure thresholds for detecting global structure in Glass patterns, the patterns were degraded by replacing a percentage of the signal dot pairs with an equal number of randomly spaced noise dots. This is illustrated in Fig. 2B , where 50% of the dots define a radial structure, and 50% of the dots (grey for illustration) are randomly positioned. Thus, Fig. 2A , B have the same total number of dots and mean dot density, but the top figure contains 100% signal dots, while the bottom contains only 50% signal dots.
As discussed below, Glass patterns containing a combination of signal and noise dots ('signal patterns') were discriminated from noise patterns containing no global Fig. 3 . Schematic illustration of several Glass pattern configurations in which signal dots were confined to 50% of the area. In all panels the convention is that regions containing solid contours are signal dot areas, while gray areas marked 'N' are noise dot areas. (The percentage of signal dots in the signal dot areas was varied to measure thresholds, with the remaining dots in these areas being replaced by noise.) A and B show cross-shaped and Y-shaped radial patterns with 50% signal area. C schematically illustrates a 100% area hyperbolic pattern, while D and E depict horizontal-vertical and oblique 50% signal area patterns derived from C. structure. Each noise pattern contained the same percentage of paired dots as a signal pattern, but these paired dots were placed at totally random orientations as well as random positions. The remainder of the noise pattern was filled with randomly positioned individual dots to produce the same final dot density as in the signal pattern. This procedure of including randomly oriented dot pairs in the noise patterns guaranteed that discrimination could not be based on local statistics of mean dot spacing: only the global structure conveyed by signal dot pairs in the signal patterns could be used.
A key issue in these experiments was the degree of summation across orientations involved in Glass pattern detection. To measure this, patterns were notionally divided into six or eight alternate pie-shaped segments containing either signal plus noise dots (signal segments) or noise dots alone (noise segments). By varying the angular subtense of the three or four signal segments, the area containing signal dots could be varied. Examples of these patterns are depicted in Fig.  3 . Note that the four signal areas in the eight segment patterns form a cross-shape, while the three signal areas in the six segment pattern produce a Y-shape. A further experiment employed patterns that were notionally divided into an inner circle containing signal dots and an outer annulus containing only noise dots. By varying the radius at which the transition from signal to noise occurred, it was possible to estimate the overall size of Fig. 2 . Schematic illustration of radial Glass pattern construction. In (A) six pairs of dots, each with fixed separation have been randomly positioned throughout the pattern. However, the orientation of each dot pair is aligned with the radial line connecting them with the pattern center (dashed lines). (The dashed lines were never present in the stimulus but are shown only for didactic purposes.) In (B) three dot pairs are still oriented so as to convey radial structure, while the remaining six dots have been randomly placed. These random noise dots (gray here for clarity only) thus reduce pattern (B) to a 50% signal pattern relative to (A), which contains 100% signal dots. the pooling area for these patterns. The signal percentage for each of these patterns is defined as the percentage of paired signal dots within the signal segments. This point will be amplified in the next section.
Thresholds for detecting global structure were measured using the method of constant stimuli in a two temporal interval forced choice paradigm. Based on preliminary estimates, four different signal dot percentages were chosen, and these were paired with random dot patterns in which the same percentages of dots were paired but with randomized orientations (see above). This ensured that the local dot separation statistics of the signal and random patterns were identical on average so that the only difference was the presence or absence of global structure. Multiple examples of each signal pattern and random pattern were generated to ensure that subjects could not base their judgments on some idiosyncratic aspect of the local pattern structure. All dots were presented at 100% contrast (peak luminance of 92 cd/m 2 ), and all patterns were confined to a circular region 4.86°in diameter. The remainder of the screen always remained at the background luminance of 46 cd/m 2 .
In each experiment the subject was informed beforehand of the global structure to be detected: radial, hyperbolic, circular, or parallel. Viewing was monocular with the subject's head comfortably positioned in a chin rest. Each trial was initiated by a button press following which a randomly chosen signal pattern and a randomly chosen noise pattern were presented in random order. Each pattern was presented for 167 ms to prevent scrutiny involving eye movements. During the 500 ms interval between pattern presentations the screen returned to the mean luminance. The subject indicated the interval she thought contained the signal pattern by pressing an appropriate button. Each signal percentage was presented 25 times in random order, so each experiment contained 100 trials. Upon completion of the experiment the percentage of correct responses was computed as a function of signal dot percentage. The resulting data were fit by a Quick [21] or Weibull [22] function using a maximum likelihood procedure, and the threshold was taken to be the 75% correct point estimated from this fit. All reported thresholds are means of at least three experimental replications.
The seven subjects in these experiments included the two authors plus five experienced psychophysical observers who were otherwise naive concerning the goals of this research. All had normal or corrected to normal vision.
Results
As a prelude to the major experiments, thresholds for detecting concentric Glass patterns were measured as a Fig. 4 . Thresholds for concentric Glass patterns as a function of overall dot density and signal dot pair separation. Each point is the mean for four subjects. Except for a trend at the largest separation, neither density nor separation had a large effect on thresholds. Accordingly, subsequent data in this study (except for the next figure) were obtained with 6% density patterns and a 10.0 arc min separation (arrow).
function of both overall dot density and the separation of the paired dots which comprised the signal. Mean results of these experiments are shown for four subjects in Fig. 4 . For signal dot separations from 4.0 to at least 10.0 arc min thresholds were almost constant and independent of dot density over the 3-12% range. Although there is a suggestion that thresholds might have risen slightly by 13.5 arc min separation, the effect is small. In a second experiment, thresholds were measured for detecting concentric, radial, hyperbolic, and parallel structure in Glass patterns. Fig. 5 shows mean results for two subjects under two different conditions: 6% Fig. 5 . Thresholds for concentric, radial, hyperbolic and parallel Glass patterns at two different dot densities. Each bar is the mean for two subjects, and error bars plot standard deviations between subjects. At both densities concentric thresholds were lowest and parallel thresholds were highest, with radial and hyperbolic thresholds falling at intermediate values.
density and 10.0 arc min signal dot separation (light gray) versus 10% density and 6.8 arc min separation (dark gray). Extending results previously reported [18] , thresholds were lowest for concentric patterns, intermediate for radial and hyperbolic patterns, and highest for parallel patterns; and this held for both densities and separations. As neither separation nor density had much effect over the range explored, therefore, further experiments were conducted at a signal dot separation of 10.0 arc min (arrow in Fig. 4 ) and a dot density of 6%. Note that the 10.0 arc min separation of signal dots is greater than the mean nearest neighbor dot spacing, which is 4.5 arc min for a 6% density of dots 1.1 arc min 2 .
The results in Fig. 5 indicate a clear ordering in the perception of Glass patterns, with concentric structure being most salient, radial and hyperbolic intermediate, and parallel structure least salient. Because of this, our previous work focused on concentric Glass patterns [18] . Here we focus on radial, hyperbolic, and parallel Glass patterns; these will be compared with previous circular pattern results in Section 5 ( Fig. 13 ).
Radial and hyperbolic Glass patterns contain signal dot pairs at all possible orientations, with the local orientations being arranged into the appropriate global structure. By contrast, parallel Glass patterns contain but a single orientation. One possibility for the lower radial and hyperbolic pattern thresholds is that the visual system might be capable of pooling information across all orientations in these patterns. To test this possibility, we employed Glass patterns divided into eight pie-shaped wedges (see Fig. 3A ). Of these, four alternate wedges contained signal dot pairs plus noise (signal wedges), while the intervening wedges contained only noise dots (noise wedges). Both signal and noise wedges contained the same dot densities. Signal and noise wedges were either of equal width, in which case 50% of the total area contained signal dots (the 'signal area'); or else the signal wedges were half the angular subtense of the noise wedges, which resulted in only 33% of the pattern area containing signal dots. In both cases, the four signal wedges were arranged as a cross with horizontal and vertical arms, a choice made to minimize possible contributions from the oblique effect (see below). Thresholds for these patterns are defined to be the percentage of signal dots within the signal dot wedges. Thus, if the visual system summed all signal information globally throughout the pattern, thresholds should be inversely proportional to the pattern area containing signal dots. If, however, thresholds were determined locally by the mean signal dot density, then thresholds should be largely independent of signal area. Note that subjects knew beforehand which segments contained signal dots in a given experiment, so it would in principle have been easy for the visual system to employ a local detection strategy and ignore the noise segments. , and the exponents of these are indicated as slopes in each panel. In contrast, the parallel patterns showed significantly less variation with signal area for each subject even though the smallest signal area used with parallel patterns was 25%.
Thresholds for detecting radial Glass patterns were measured for each of four subjects. Results are plotted as black circles in Fig. 6 for signal areas of 33, 50 and 100%. Each point is the mean of three experiments, and the error bars plot standard errors of the mean. It is apparent that the data fall along straight lines in these double logarithmic coordinates, which indicates a power law relationship between radial pattern threshold and signal area. Accordingly, the data for each subject were fit with a power law using a least mean squares procedure, and the resulting fits are plotted as heavy solid lines in the figure. The exponents of these power law fits are indicated in the figure, with the mean being −0.6990.06. Thus, there appears to be significant signal summation across orientations for radial Glass patterns, although the mean area summation exponent of − 0.69 falls short of the value of − 1.0 expected for perfect linear summation. For reference, the area summation exponent for circular Glass patterns was found to be − 0.91 [18] . An explanation of these differences will be developed below.
Parallel Glass patterns are unlike the other types of Glass patterns in that they contain only one orientation of signal dot pairs. However, it is still of interest to determine whether thresholds for these patterns show a dependence on signal area. Accordingly, thresholds were measured for two signal areas with parallel Glass patterns: 25 and 100%. In the case of the 25% area, the signal dots were restricted to a circular region with radius equal to half that of the overall pattern. The small 25% signal area was chosen because previous measurements had shown no change in parallel pattern threshold between 100 and 33% signal areas [18] . For each subject parallel Glass pattern thresholds were measured for horizontal and vertical signal dot pair orientations in different experiments (three repetitions of each). Horizontal and vertical thresholds did not differ significantly for three of the subjects, so they were averaged. The fourth subject (LML) had high or unmeasurable thresholds for the vertical patterns, so only her horizontal data have been plotted. The results are graphed as open squares in Fig. 6 . As expected from the data in Fig. 5 , the 100% area parallel thresholds were always higher than the comparable radial pattern thresholds. In addition, the threshold increase for the 25% area parallel pattern was much less than the increase for the 33% area radial pattern for all subjects. Clearly, therefore, there is less effective global pooling of signals for parallel than for radial Glass patterns.
It might be questioned whether different results would have been obtained for the 25% area parallel patterns if the signal region had been an elongated strip through the center of the pattern rather than a circular region. However, Wilson et al. [18] measured thresholds for parallel Glass patterns in which vertical signal dot pairs were restricted to a vertical strip the height of the pattern. When the vertical signal strip comprised 33% of the pattern area, thresholds were identical to those obtained with 100% signal area. Thus, the shape of the signal area does not significantly affect thresholds for parallel dot patterns.
The previous experiment employed four signal segments that were always arrayed in the shape of a cross with horizontal and vertical arms. Are the results critically dependent on this configuration? To answer this, we devised two further radial patterns, each with a signal area of 50%. The first was a cross with the arms rotated to the 9 45°oblique orientations: simply a 45°r otated version of the 50% area pattern used in the previous experiment. The second was composed of three signal wedges with three interposed noise wedges to form a Y-shaped signal area (Fig. 3B) . Thresholds for these two patterns are compared with thresholds for the horizontal-vertical (H and V) cross in Fig. 7 . There was no apparent difference in threshold as a function of radial pattern shape for either subject. This was assessed statistically by performing a t-test on the data for each pair of pattern shapes. For all comparisons and both subjects P\ 0.13, which was not statistically significant. Thus, there appears to be no oblique effect related to the detection of radial Glass patterns.
The preceding experiments provide evidence for global pooling across orientations in the detection of Fig. 7 . Dependence of radial Glass pattern threshold on shape for three different 50% area configurations. The horizontal-vertical cross shape (H and V Cross) was depicted in Fig. 3A , while the Y-Shape was depicted in Fig. 3B . The oblique cross was just a version of the H and V cross rotated by 45°. Neither subject showed any statistically significant differences among the thresholds for these pattern configurations. Error bars show standard errors of the mean.
radial Glass patterns. It is also worth posing the question: over what radius is signal information pooled? To answer this, we restricted all of the signal dots in a radial Glass pattern to a central circular region and filled the surrounding annulus with noise. The separation between signal center and noise annulus occurred at one of three different radii: 2.43°(100% signal area), 1.70°(49% signal area), or 1.22°(25% signal area). Data for three subjects are plotted in Fig. 8 , where each point is the mean of three experiments, and standard errors of the mean are shown. Thresholds rise relatively slowly as the radius is reduced from 2.43 to 1.70°, but the rise becomes much steeper between 1.70 and 1.22°. Fig. 8 . Radial Glass pattern thresholds as a function of the radius of the circular area containing signal dots. The annular pattern area beyond this critical radius was filled with noise dots. For all subjects thresholds rise abruptly as the critical radius is reduced below about 1.7°. The solid curve plots results of Monte-Carlo simulations using the model depicted in Fig. 10 . Fig. 9 . Thresholds for two subjects for hyperbolic Glass patterns. The left hand bars indicate thresholds for 100% area hyperbolic patterns, while the center and right hand bars plot thresholds for the 50% area patterns schematized in Fig. 3D , E, respectively. Neither subject showed any significant difference between the 50% area patterns. Subject HRW produced significantly lower thresholds for the 100% area hyperbolic pattern, while LML did not. The dark bars in the first two panels plot Monte-Carlo simulation results obtained from the model in Fig. 10 .
Neural simulation
In a previous study of concentric Glass patterns it was shown that signal thresholds as a function of signal area could be predicted quantitatively by a plausible neural model consisting of four stages: oriented filtering, rectification, second stage filtering, and final pooling [18] . Fig. 10 introduces an analogous model for radial Glass patterns. For simplicity, the figure depicts four parallel pathways, each beginning with an oriented filter or receptive field. Each filter is followed by full wave rectification and then a pair of second stage oriented filters. These second stage filters have the same orientations as their first stage filter and are offset along the direction of that orientation. Thus, the first pathway in Fig. 10 has vertical first and second stage filters, and the second stage filters are displaced symmetrically above and below the final receptive field center (the gray circular region). Similarly, the third pathway from the top of the diagram employs horizontal first and second stage filters, with the latter being displaced horizontally within the same receptive field region. Thus, the reader should envision the filters as all superimposed and therefore processing the same patch of visual space depicted by the gray circles. The outputs of all second stage filters are then summed, and the result is passed through a threshold function. Although only four oriented pathways are depicted in the figure, eight oriented at 22.5°intervals were employed in all computations. Note that each filter-rectify-filter pathway in the model represents a type of second order or 'nonFourier' processing that is now common in modeling visual texture perception [23] [24] [25] [26] [27] as well as motion [28] [29] [30] [31] .
A possible misconception about the relationship between first and second stage filters merits clarification. Because the visual image is convolved with each of the first stage filters in the model, the second stage filters are in fact pooling information from the same region of visual space as the first stage filters that provide their inputs. The offsets illustrated for the second stage filters represent the locations that are summed in the final model stage. Thus, a single receptive field at the highest level of the model sums the circular array of second stage filters shown. Because all filtering involved convolution, the model in fact simulated 256× 256 arrays of first stage, second stage, and final stage units.
One final but crucial point of the model is emphasized by the lower contrast depiction of the second stage filters tuned to 945°: these filters make a weaker contribution to the final summation than do the horizontal and vertical filters. The weighting function for all 16 second stage filters (eight orientations) is plotted in polar coordinates in the upper right of the diagram. The weights used were 1.0 on the horizontal and vertical axes, 0.5 at orientations 9 22.5°from horizontal Below a radius of 1.22°thresholds were not reached with 100% signal dots. This indicates that the visual system is pooling information over a considerable radius, a conclusion consistent with the model curve (discussed below).
One type of pattern remains to be considered: the hyperbolic Glass pattern. As is evident from Fig. 1C , such patterns have four arms in which the signal information is oriented roughly horizontally and vertically, and there are intervening segments in which the information is oriented roughly concentrically. In restricting the signal to a subset of four of eight wedges, therefore, the orientation of the signal wedges affects the nature of the resulting orientation information. Accordingly, we compared thresholds for full field hyperbolic patterns with two 50% area wedge patterns: one with horizontal and vertical wedges (H and V) containing predominantly horizontal and vertical signal orientations, and a second with oblique wedges containing signal dot pairs oriented near 9 45° (Fig. 3C, D, E) . Data for two subjects are plotted in Fig. 9 . Both subjects agree in showing no significant threshold difference between the H and V and oblique 50% area patterns. Thus, it would appear that the horizontal and vertical arms of a hyperbolic pattern have about the same effect in determining thresholds as do the roughly concentric oblique segments. Thresholds for the fullfield hyperbolic pattern were lower than for either 50% area pattern for both subjects, but this effect was only statistically significant for HRW. Possible reasons for this difference will be considered below. All of these filtering operations occur within the same spatial region, which is indicated by the gray circles underlying the second stage filters. For reasons discussed in the text, the oblique pathways receive weaker weighting than horizontal and vertical, and the weighting function for this is plotted in polar coordinates in the upper right. In consequence, the unit depicted would be biased in favor of the detection of cross-shapes. Other such units with suitably rotated weighting functions would respond best to X-shapes. As indicated at the bottom, the initial oriented filtering is hypothesized to occur in V1, while rectification and second stage filtering are conceived to occur in V2. The final pooling stage is thought to reflect processing in V4.
and vertical, and 0.3 at the 945°obliques. Note that the weighting function approximates a cross-shape. This weighting function was required to explain the power law exponent of −0.69 estimated from the summation data in Fig. 6 , an observation to be amplified below.
A Monte-Carlo simulation was conducted using the model in Fig. 10 in order to determine how it would respond to radial Glass [19] patterns. All simulations were done using MatLab™ software on an Apple Power Macintosh 7300/180. 1 The Glass patterns used in the simulations were statistically identical to the stimuli used with human subjects and were 256 ×256 pixels in size (i.e. 4.86°, the same size used experimentally). In the model implementation, the first stage filters had the spatial dimensions of the 4.0 cpd filters measured in psychophysical masking studies [4, 32] . (A pilot experiment with bandpass filtered Glass patterns showed that subjects had the lowest thresholds for 4.0 cpd filtered patterns.) All filtering convolutions were implemented using the MatLab fast Fourier transform. Following rectification, a second filtering convolution was performed using second stage filters defined by the equation: This is the sum of the two vertical second stage filters in the top pathway in Fig. 10 , each of which is an oriented difference of Gaussians in the x-direction multiplied by a single Gaussian in the y-direction. These two filters are offset by y 0 =1.1°above and below the receptive field center. All parameters are in degrees of visual angle. Second stage filters for the other pathways were generated from Eq. (2) by rotation of coordinates. This filter-rectify-filter sequence was repeated for each of eight orientations, and the resulting model responses were then summed and passed through a threshold function to generate a 256×256 array of model neuron responses. The simplest possible function was chosen for the threshold: half-wave rectification with negative responses set to zero.
The final model response was defined to be the maximum response within 924 pixels (i.e. 9 0.46°) of the center of the model array. Restriction of the response to the center of the array was motivated by two considerations. First, wrap around effects in the FFT produce distorted results near the edges of the image. Second, all subjects were aware that the Glass patterns in our experiments were centered on the monitor, and they were requested to fixate the center of the array. The choice of 924 pixels was not critical, as similar results were obtained for 9 16 and 932 pixels. Finally, note that it is appropriate to choose the maximum within a small region of the center rather than the center response itself, as subjects' fixation was certainly less than perfect. Additionally, the statistics of Glass pattern generation render it highly unlikely that any single pattern will be exactly centered; only the mean of all patterns is centered.
The Monte-Carlo simulation just described was first run on 200 random noise patterns. The mean and standard deviation of the model responses were then calculated, thus giving an estimate of the reliability of model responses to noise alone. Next, a set of 200 radial Glass patterns were generated with signal percentages of 10 through 100 in 10% increments (i.e. 20 patterns at each signal level). Means and standard deviations of the model responses for each signal percentage were computed from the results. Typical Monte-Carlo results for a radial Glass pattern with 100% signal area are plotted in Fig. 11 . As can be seen, the model responses were accurately fit by a straight line (correlation \ 0.98). To predict the 75% threshold, it is necessary for the mean model response to equal 0.68 (| noise + | signal ), where | noise and | signal are the standard deviations of the noise and signal, respectively. This expression with its coefficient of 0.68 follows from signal detection theory in which the noise and signal are both derived from standard normal distributions and the point of intersection of the distributions is arranged to correspond to 75% correct discrimination. (Analysis of the model response distribution produced a correlation z\ 0.997 with the standard normal distribution.) As is apparent from Fig.  11 , there was no systematic variation of the | signal with response level, so the mean of the standard deviations across all signal conditions was used. The horizontal dashed line in Fig. 11 indicates the requisite value of the model response for 75% correct detection computed in this manner. The signal percentage required to reach this level was then interpolated using the linear fit to the model responses, and the result in this case was a threshold of 28.0% shown by the vertical arrow. Monte-Carlo simulation of each individual threshold involved approximately 17.0 h of computation.
Monte-Carlo simulations were carried out in the same manner for radial Glass patterns with alternate signal and noise wedges in order to predict the data in Fig. 6 . The data indicate that threshold is a power law function of signal area with an exponent of − 0.69. Initial Monte-Carlo simulations showed that when all orientations in the model were weighted equally, a power law slope of − 1.0 was always obtained. As illustrated in Fig. 10 , therefore, an unequal weighting was adopted in which horizontal and vertical orientations provided stronger input than orientations near the obliques. Results using this weighting pattern are compared with data for four subjects in Fig. 12 . As can be seen, the model results lie on a straight line in double logarithmic coordinates, thus implying a power law relationship. The exponent of the model power law was − 0.74, close to the experimental value. The model predictions are also very close to the mean data for three of the four subjects. Fig. 6 . The model produces a straight line on log-log coordinates with a power law exponent of − 0.74, which is close to the mean of − 0.69 for the experimental data. The model predictions are very close to the mean for three subjects. The fourth subject (LML) produced consistently higher thresholds, but her data produced virtually the same exponent as the model. employ rotated versions of the weighting function in Fig. 10 , a point to be amplified in Section 5.
As an alternative to reduced weighting of oblique orientations, it might be thought that application of a nonlinear response function to the output stage of the model would have the same effect. However, such a nonlinearity has the same effect on both signal and noise and therefore does not affect the signal-to-noise ratio. Application of an accelerating nonlinearity to the second stage filters in Fig. 10 does alter the model predictions in the correct direction, but simulations indicated that plausible nonlinearities produced effects that were too small (the predicted slope was only reduced from − 1.0 to − 0.9). Accordingly, we feel that the model in Fig. 10 offers the most plausible explanation of the data.
Monte-Carlo simulations using the same parameters were also carried out as a function of the circular area of the pattern containing signal dots, and these results are plotted in Fig. 8 . Agreement with the data is good and is a reflection of the length and separation of the pairs of second stage filters in Eq. (2).
Discussion
In a previous study, Wilson et al. [18] focused on circular Glass [19] patterns and discovered that the very low signal thresholds for these patterns result from global, linear pooling of concentric orientation information throughout the pattern. Furthermore, that study found no evidence for global pooling in determining the thresholds for parallel (or translational) Glass patterns. The current study extends these results to provide a coherent picture of the visual mechanisms underlying Glass pattern detection. As will be argued, this in turn sheds light on global processing at intermediate levels of the form vision system. Before turning to the implications of our data, several previous observations on Glass [19] patterns deserve mention. Stevens and Brookes [33] examined rivalry between superimposed Glass patterns and found that concentric patterns were more salient than the other pattern types. This qualitative result fits well with the quantitative Glass pattern thresholds in Fig. 5 . Glass and Switkes [34] constructed concentric Glass patterns in which the paired signal dots were of opposite polarity: one white and one black. Under these conditions the concentric structure present in the patterns could not be perceived. The same holds true for radial patterns: correlations conveyed by opposite contrast dots are not perceived. This is easily explained by the model in Fig. 10 : signal dot pairs of opposite contrast fail to stimulate first stage filters of the proper orientation, so appropriate information is not provided to the later stages of the model, and no response is On reflection, it is easy to see why an unequal weighting of orientations can produce a power law dependence on signal area. When all orientations are equally weighted, linear signal summation is guaranteed, and this was reflected in early simulations by a power law with a slope of −1.0 under those conditions. 2 Suppose, however, that 50% of the pattern area near the obliques made zero contribution to the model response. In that case, switching that 50% of the pattern from signal areas to noise areas would have no effect on the threshold, and the resulting function of area would have a slope of zero. By inference, weightings of the obliques intermediate between zero and unity will produce intermediate slopes. It was this insight that led to the reduced weighting of obliques in the model, and the weighting function plotted in Fig. 10 was found to produce the power law fit with an exponent of − 0.74 plotted in Fig. 12 .
It might be objected that a weaker weighting of oblique orientations in the model would predict a significant oblique effect, yet the data in Fig. 7 show no evidence of an oblique effect. This objection can be met if it is assumed that different units in the visual system Fig. 13 . Comparison of neural model predictions with mean data from this and a previous study [18] . Data (A) and model (B) agree in producing the lowest 100% area threshold and steepest slope for concentric Glass patterns and a shallower slope and somewhat higher threshold for radial patterns. Parallel Glass patterns show little threshold variation until small signal areas are reached. As discussed in the text, distinct neural models were required for concentric, radial, and parallel patterns. generated. Note, however, that the observations of Glass and Switkes [34] are fully compatible with rectification following first stage filtering. Prazdny [35, 36] suggested that cortical simple cells were likely to be the first stage of Glass pattern processing followed by some unspecified subsequent pooling stage. This again is consistent with the models in Fig. 10 and in Wilson et al. [18] .
Maloney et al. [37] conducted a careful study of the detection of Glass patterns in noise. They found that the threshold number of signal dot pairs increased as a linear function of the number of noise dots, which agrees with our data for concentric Glass patterns [18] . Although the radial data in Fig. 6 show less than a linear relationship, this is likely due to differences between the experiments. Maloney et al. [37] spread their noise randomly throughout the stimulus, while the data in Fig. 6 were obtained with spatially restricted signal segments interspersed among noise segments. As discussed in conjunction with the model in Fig. 10 , the lack of a linear relationship between area and signal percentage in radial patterns can be explained by a nonuniform spatial weighting pattern. In addition, Maloney et al. [37] indicated that there must be some form of global pooling of correlations extracted from more local subregions, but they acknowledged that their data did not permit them to estimate either the size of the subregions or the nature of the pooling process. Our results may thus be viewed as extending their work by elucidating these points.
Data for different types of Glass patterns are summarized in Fig. 13A as means across subjects from both this study and Wilson et al. [18] . For 100% signal area Glass patterns the data show that concentric (open circles) patterns are more easily detected than radial patterns (solid circles), while parallel patterns (open squares) are most difficult to detect. This reflects the data in Fig. 5 above along with previous data in Wilson et al. [18] . The second point to notice is that each type of Glass pattern has a different dependence on signal area. For concentric patterns the data describe a power function with an exponent of − 0.91, which indicates almost perfect linear summation of concentric orientation information [18] . For radial patterns there is still evidence for significant area summation, but the power function exponent drops to − 0.69 (see Fig. 6 ). Note also that thresholds for concentric and radial patterns become almost identical at the smallest signal area used. Finally, thresholds for parallel Glass patterns remain almost constant from 100 down to 33% signal area [18] and then begin to rise at 25% signal area (see Fig. 6 ).
The data in Fig. 13A also provide an important control for potential confounds like local pattern statistics or probability summation. Concentric, radial, and parallel Glass patterns are all virtually identical in their local statistics. Indeed, this is born out by the data, as thresholds approach one another as the signal area is reduced. Rather, it is only the global structure that differentiates these Glass pattern types, so the different dependencies on signal area must reflect different aspects of global processing.
The pattern of results in Fig. 13A is nicely captured in the Monte-Carlo predictions plotted in Fig. 13B . The radial predictions result from the neural model in Fig.  10 , while the concentric predictions result from an analogous model reported previously [18] . The differences in both power law exponents and relative thresholds for concentric and radial patterns are entirely explained by differences in the second stage orientation weighting functions employed in these two models. The concentric model weighted all orientations equally, and this produced a power law exponent of − 1.0 indicating complete summation. This also pro-duced the lowest thresholds, because equal weighting permits optimal use of signal information throughout the pattern. For radial patterns, it was found necessary to weight the obliques less strongly than the principal axes in order to generate a power function exponent of − 0.74. This, however, automatically results in a less efficient use of radial pattern information, and this necessarily results in generally higher thresholds. In this context it is important to recognize that uniform scaling of filter gains has no effect on the Monte-Carlo results. This is because multiplication of all first or second stage filters by the same factor scales both mean signal and signal standard deviation identically, so there is no effect on the signal-to-noise ratio that determines the thresholds.
It might be objected that the cross-shaped weighting of orientations in the radial model (see Fig. 10 ) would predict a higher threshold for X-shapes as opposed to crosses, yet no such difference is apparent in the data in Fig. 7 . However, this objection is easily met on the assumption that the visual system contains both cross and X-shaped configurations processing the image in parallel. Indeed, symmetry considerations indicate that the visual system would require cross-shaped, Xshaped, and at least one additional such configuration in order to encode both the presence and orientation of intersecting lines in stimuli.
Monte-Carlo predictions for parallel Glass patterns are also plotted in Fig. 13B . These were produced using the model for a cortical complex cell first suggested by Movshon et al. [38] . As employed here the model consisted of a single vertical filter identical to the vertical filter used in the other models, and this was followed by full-wave rectification and then area summation using a circular Gaussian weighting function. The space constant of this Gaussian was the only free parameter, and it was adjusted to approximate the threshold for a 100% area parallel Glass pattern. The result was a space constant of 0.65°. Consistent with the data in Fig. 13A , this implies effective summation over a rather small area, and the resulting lack of efficiency thus causes the high thresholds for parallel patterns.
We have not explored hyperbolic Glass patterns beyond the data reported in Fig. 9 for several reasons. First, one subject (LML) showed little evidence of area summation, while the second (HRW) produced data similar to those for radial patterns. Secondly, we conducted Monte-Carlo simulations of model radial unit responses to hyperbolic Glass patterns. Results, shown by the model bars in Fig. 9 , indicate that the radial model in Fig. 10 will respond about equally well to either a 100% area hyperbolic pattern or to the horizontal and vertical segments (Fig. 3D ) of a 50% area pattern. This aspect of the model is in agreement with Gallant et al. [6] , who found that their V4 radial units produced modest responses to hyperbolic patterns. The model radial units cannot, however, account for either the full field data of HRW or the oblique 50% area hyperbolic pattern (Fig. 3E ). These observations point towards the possible presence of hyperbolic type units in human vision, but further data will be necessary to establish their existence. It should be noted, however, that a model analogous to Fig. 10 could easily be developed to predict hyperbolic Glass pattern thresholds.
Our results may be suggestively related to properties of neurons in primate area V4. Gallant and colleagues [5, 6] studied V4 single unit responses to gratings defined in polar, radial, and hyperbolic coordinates rather than restricting their stimuli to the conventional cosine gratings used by most others. None of the neurons they encountered responded significantly more strongly to conventional gratings than to the other patterns. However, three subsets of neurons did stand out: one responded most strongly to concentric, the second most strongly to radial, and the third most strongly to hyperbolic gratings. The responses of their concentric units agree well with responses of the neural model derived to explain circular Glass pattern thresholds [18] , and responses of the radial model in Fig. 10 are similar to those V4 units preferring radial gratings.
Kobatake and Tanaka [7] conducted one of the few other studies to use stimuli more complex than conventional cosine gratings to explore V4 responses in primates. In their 'reduction technique' parts of complex stimuli were systematically removed until the residual stimulus most effective in driving each neuron was found. Despite the radical difference in approach from that of Gallant et al. [5, 6] , it is striking that Kobatake and Tanaka [7] found that a high percentage of V4 neurons responded best to either cross-shaped patterns, radial patterns, or structures incorporating roughly circular contours. At present, therefore, the only studies of V4 form vision that have used relatively complex stimuli are in general agreement on the existence of radial, cross-shaped, and concentric units in V4.
Desimone and Schein [39] have reported that V4 receptive fields are four to seven times larger in diameter than V1 receptive fields. In order to assess the size of receptive fields in our neural models, cross sections through the centers of the second stage filters are plotted in Fig. 14 , as it is these filters that determine the overall model receptive field dimensions. Both the concentric and radial fields show a bimodal structure in virtue of the existence of pairs of second stage filters in the receptive field organization (see Fig. 10 ). As a convenient measure of model receptive field size, the diameter at 1/e height (horizontal dotted line) was chosen. This is approximately 4.4°for the concentric units and 3.6°for the radial units. In comparison, the model simple cells defined by the oriented first stage filters in the model have a diameter of about 0.5°. Thus, the ratios of the first to second stage filter dimensions in the models are 7.2 and 8.8. On the plausible hypothesis that the oriented first stage filtering occurs in V1 while the overall model receptive field reflects V4 processing, the model V4/V1 size ratios are in reasonable agreement with primate V4 physiology. In another study, Boussaoud et al. [40] reported that V4 receptive field size in the fovea averaged 3.0°, which approximates the model values.
As stimuli were centered on the fovea in our experiments and viewing was monocular, our model receptive fields would of necessity overlap into the ipsilateral visual field by 1.8-2.2°. Although the visual field representation in primate V4 is predominantly contralateral, overlap of excitatory receptive field zones into the ipsilateral field by about 2.0°is known to occur [40] . (Inhibitory overlap is much larger.) As ipsilateral representation in primate area V1 is no more than 0.3 -0.5° [ 41, 42] , this lends further credence to the hypothesis that our neural models reflect V4 processing.
In an novel exploration of functional neuroanatomy, Schoups et al. [43] independently labeled orthogonal orientations using deoxyglucose technology. As expected, labeled regions in V1 and V2 were non-overlapping and interdigitated, reflecting the presence of orientation columns. In V4, however, the orthogonal orientations produced uniform labeling. This provides presumptive evidence for the combination of orthogonal orientations in V4, which would be necessary to produce the types of units revealed by our psychophysics.
In contradistinction to the model concentric and radial units, the diameter of the model complex cell receptive field that accounts for parallel Glass pattern thresholds is 1.3°, or 2.6 times the first stage filter size. As receptive fields with such structure are known to occur in primary visual cortex [1, 38] , comparison of our model complex cells with V4 seems inappropriate.
In an elegant study employing methodology analogous to ours, Morrone et al. [44] provided similar evidence for global processing in motion perception, which they conjectured to be a reflection of processing in cortical area MST. Their stimuli consisted of two frame sequences depicting random dots in circular, radial, or translational motion. For each type of motion they measured signal thresholds as a function of area to generate motion data comparable to the Glass pattern data in Fig. 6 . Their results provided evidence for global linear summation throughout each type of motion stimulus. That is, the power function relating signal area to threshold had an exponent of approximately − 1.0 in each case. Concentric Glass patterns generate a power law exponent averaging − 0.91 [18] and thus show essentially the same areal summation as random dot motion. Thus higher levels of the form and motion systems, as exemplified by V4 and MST, may employ similar global processing strategies.
Despite the important similarities between the motion results of Morrone et al. [44] and our results with static patterns, however, there are also differences. In particular, radial Glass patterns produce an exponent of − 0.69, indicative of incomplete area summation, and parallel Glass patterns exhibit only localized summation. These differences between global processing in form and motion may be given a suggestive ecological interpretation. For example, translational motion is of obvious significance in the natural world. The form vision analog, quasi-parallel striations, typically occurs as part of a textured region, and it is probably most important for the visual system to extract either texture boundaries or texture gradients. In either case, local processing within the texture would be most useful computationally. Similarly, radial motion is an important component of optic flow generated by self-motion, but symmetric radial shapes are probably less common in nature than cross or X-shapes. In short, differences between global pooling in motion and in form vision may reflect differences in the biological relevance of different form and motion patterns in evolutionary history.
The model concentric and cross-shaped or radial mechanisms perform global processing relative to model complex cells in three respects. First, the concentric and radial receptive fields are about three times greater in diameter, so pooling occurs over a more global spatial range. Second, radial and concentric units combine information across all orientations, while complex cell processing is restricted to a single orientation. Finally, as indicated in Fig. 14 , the model radial and concentric receptive fields have bimodal sensitivity profiles, while the model complex cell is unimodal. Thus, concentric and radial units combine information from distinct, separated spatial locations. Only when global structure is present in the image will orientations extracted from such different locations be consistently interrelated.
Several recent psychophysical studies have provided evidence for summation across orientations that is in general agreement with the results presented here. Regarding cross-shapes, Olzak and Thomas [45] demonstrated that two component gratings superimposed orthogonally could not be processed independently by the visual system but were processed as a two-dimensional rigid structure. More recently, Li and Westheimer [13] showed that the orientation of X-shapes could be discriminated much more accurately than the orientation of either oblique arm. Both of these results are consistent with the operation of the model in Fig.  10 . With regard to concentric patterns, Field et al. [14] found that smoothly curved contours were particularly easy to detect in visual noise. Further support for this has come from studies by Kovács and Julesz [15, 16] demonstrating particular perceptual saliency for circular forms. While these authors variously interpreted their results as due to collinear facilitation or a neural 'grass-fire' [46, 47] , the concentric V4 model of Wilson et al. [18] is fully compatible with their data. Furthermore, it seems unlikely that either collinear facilitation or a 'grass-fire' could explain perception of global structure in random dot Glass patterns. A 'grass-fire' erupting around every point in a concentric Glass pattern would burn itself out locally through collision with fires from neighboring points without ever extracting global structure. Collinear facilitation would predict that parallel Glass patterns would be at least as easily detected as concentric and radial patterns, but the data show this to be incorrect (see Fig. 5 ). Furthermore, previous measurements using parallel Glass patterns that were elongated either in the collinear direction or at right angles produced the same thresholds [18] . Collinear facilitation doubtless increases the visual salience of smooth contours in many stimuli. However, it presumably occurs as an additional process at the first stage of models like that in Fig. 10 , thereby enhancing the input to the subsequent pooling stages.
In conclusion, the visual detection of global structure in Glass [19] patterns points to the existence of at least the following classes of units at intermediate levels of form vision: concentric units, cross-shaped units, and X-shaped units. All of these units can be constructed from similar sequences of operations: oriented filtering, rectification with subsequent oriented filtering, and finally structured global pooling. Given our current knowledge of primate anatomy and physiology, this sequence of operations can be neatly mapped into V1, V2 and V4 cortical processing to produce V4 units with properties first reported by Gallant et al. [5] . These global units are also reminiscent of some of the 'geons' postulated as the basis of form vision by Biederman [48] . Simulations show that these model V4 units extract biologically relevant information from human faces and other natural images. Further research into the properties of concentric, cross-shaped, X-shaped, and similar configural units should therefore elucidate intermediate levels of form vision that provide input to the highest levels of object recognition in inferior temporal cortex.
