ABSTRACT In this paper, we introduce a novel method for reconstructing roller bearings vibration signals. As well as the sparse reconstruction algorithm, our approach is based on the Lasso via the alternate direction multiplier method (ADMM) and optimized by least square QR-factorization (LSQR), which takes the priority over the Basis Pursuit and Lasso in iterations and errors. First, we use the discrete cosine transformation to achieve sparse signals, then we compress signals by using the Gaussian random matrix, and, finally, we reconstruct the original signals with the Lasso-LSQR by using the ADMM. According to the results, vibration signals can keep sufficient reconstruction accuracy with high compressive ratio, which validates the effectiveness of the method for vibration signals.
I. INTRODUCTION
Mechanical equipment in modern industry develops towards automation, and getting more accurate and efficient. In order to guarantee its operating condition as long as possible, massive data from the equipment is recorded online via monitoring system, which promotes machinery health monitoring to enter the age of big data [1] . Big data normally possesses the characteristics of high-capacity, diversity and high-speed. In many kinds of mechanical big data, vibration signals are preferred to process because it carries a trade-off between the useful fault messages, which can contribute to the diagnose of mechanical equipment and represent a key prerequisite of machinery healthy monitoring system [2] - [4] , for roller bearing -the most common parts and also plays the key role in machinery system [5] .
Vibration signals of roller bearings are generally obtained from the Nyquist-Shannon sampling theorem or from the long-time intervals. A full acquisition yields to a huge amount of data, which need to be stored and transmitted [6] . However, there exist two problems: (i) the characteristic frequency of roller bearing appears in the middle-high frequency, resulting in the high sampling frequency in order to meet the sampling theorem, and correspondingly demanding more in data collecting equipment; (ii) under the same resolution, the higher sampling frequency the more data. It would impose a heave strain on storing and transmitting.
In response to these circumstances, Donoho [7] and Cands et al. [8] proposed a theorem, which describes the possibility of acquiring and reconstructing signal from a small number of samples. The theorem is based on the sparse of the signals, and so far it has been widely studied and applied in various areas, e.g., radar detection [9] , medical imaging [10] , and speech signal processing [11] , especially there are more and more researches introducing it on roller bearing faults. Zhang et al. [12] preformed a preliminary study on the compressive detection issues of bearing fault. Tang et al. [13] based on the existence of characteristic harmonics, as detected directly from compressive data. All these studies verify the effectiveness in vibration signals: its reconstructing algorithms either are relatively simple, i.e., lead to the loss of information, or complex, i.e., delaying the processing time.
In this study we focus on the method of reconstructing the original signal from the compressed data in the high precision, and speed with acquiring and compressive data to relief the stress of storing and transferring. The method includes three points: sparse representation of signal, selection of measurement matrix and signal reconstruction. The roller bearing fault signal often consists of many different kinds of vibration signals to make its sparsity that does not meet the requirements. We apply the DCT [14] to the original signal due to the orthogonality of its basis. Then, under the principle of irrelevance between the representation system and observation system, we use the Gaussian random matrix [15] to compress. Finally, the original fault signal will be reconstructed by basis pursuit and Lasso via the Alternate Direction Multiplier Method (ADMM) respectively [16] - [18] . We will compare the two algorithms in iterations and Root-Mean-Square (RMSE). In order improve the quality of the algorithm, we optimize the Lasso by the Least Square QR-factorization (LSQR). The results of simulation show that the optimized method can reconstruct the signal with small error and small number of iterations.
This article is organized as follows. Section 2 briefly introduces the basic theory of sparse reconstruction and details of sparse optimization algorithms: BP(Basis pursuit), Lasso and Lasso-LSQR via ADMM. In Section 3, these sparse optimization algorithms are compared in terms of iterations and errors under the simulation model. The application of the algorithm for vibration signals of roller bearings is described in Section 4. Concluding remarks are given in Section 5.
II. RECONSTRUCTION ALGORITHMS OF OPTIMIZATION
The realization of sparse reconstruction is based on the exploiting a priori signal sparsity information, then recovering sparse signal statistics from a small number of nonadaptive linear measurements. That is, for a non-sparse signal x ∈ R N , it is necessary to represent it sparsely using orthogonal transformation {ψ i } N i=1 ∈ R N and observe to get the dimension reduction of signal y ∈ R M ×1 . Finally, the original signal x can be reconstructed from the compressed measurement y by using the L 0 -norm minimized solution, i.e.
where
, and θ = T x is the N-dimensional column vector with coordinates θ i = < x, ψ i >. However, the minimum L 0 solution is the NP-hard problem (NP: non-deterministic polynomial) being difficult to exhaust the arrangements of all nonzero terms in math. Aiming at solving the problem, Candes et al. [8] proposed the concept of the restricted isometry property (RIP), which makes the reconstruction problem converted into the L 1 -norm minimization possible.
The L 1 -norm minimization is introduced in equation (2) as the convex optimization, which can be solved by the sparse optimization algorithms, e.g., the BP, which is the equality constrained L 1 -norm minimization problem in equation (2) and LASSO changing equation (2) into equation (3) .
Where λ > 0 is the regularization parameter and determines the degree of sparsity.
In order to realize the reconstruction of signal by the BP and Lasso, ADMM is an algorithm combing with distributed convex optimization that is intended to deal with the large-scale data set. In the ADMM form, BP can be written as
where f is the indicator function of x ∈ R N |Ax = b . The ADMM algorithm is then
where is the projection onto x ∈ R N |Ax = b space. The x-update, which involves finding a linearly-constrained minimum of the Euclidean norm problem, which can be represented as follows
Then, the Lasso problem can be written as
and the ADMM has the form
It is essential that, the x-update represents the ridge regression computation. Ridge regression, namely, quadratically regularized least squares problem always gives the results by direct solution of equations. This enables us to use the LSQR for the x-update instead whose principle is least squares criterion to seek the best solution in a limited solution space. The application steps are given below. 1)Initialization.
where β 1 and α 1 are the normalization constants,
2)Loop computation. Repeat steps 3)-6).
3)Use the Lanczos algorithm
5)Updatex and w
6)Stop criterion with achieving convergence condition.
III. SIMULATIONS OF SPARSE OPTIMIZATION ALGORITHMS
The main challenges we meet with this framework are capable of achieving a high reconstruction precision and keeping a reasonable iterations and processing time through the analysis and the comparison the sparse optimization algorithms. In this study, vibration signals of roller bearings are taken as research objects. In view of the spectral structure, vibration signals are composed by the fundamental components, harmonic components, impulse components, amplitude modulated components and noisy signal in general case [19] . In order to meet the requirements of the simulation, we can build the simulation model, which is based on the combination of fundamental and harmonic components. In practice, these two types of signals are sinusoidal with different frequency, so equation (13) is the simulation model, where t = 0 : (1/800) : (1024/800), set sampling frequency 800Hz with 1024 samples and sparsity 100. Fig. 1 shows the time domain of the simulation signal. At the same condition to compare the sparse optimization algorithms, BP, Lasso, Lasso-LSQR via ADMM, we should choose the same sparse representation and the measurement matrix. The DCT as orthogonal basis is known as a good instrument for approximation of the statistically optimal the Karhunen-Loĺĺve transform, for a while class of signal [6] . And the Gaussian white noise basis is incoherent with any fixed orthogonal basis with high probability. Therefore, the combination of the DCT and the Gaussian white noise basis satisfies the RIP, which can provide the corresponding irrelevance. It can be seen from Fig. 2 that after the DCT, the simulation signal fully embodies its sparsity.
During the reconstruction, number of iterations influences on the processing time. Correspondingly, the difference between the simulation and the reconstruction signal shows the refactoring precision, which represents the evaluation criterions for the reconstruction quality. In Figs. 3 and 4 , we have only preliminary comparison between BP, Lasso, Lasso-LSQR, while the quantitative analysis is carried out in Table 1 by using iterations and the RMSE (Root-MeanSquare Error)
The obtained results evidence the superiority of the Lasso-LSQR algorithm in reconstructing the signals comparing with VOLUME 5, 2017 BP and Lasso because of its less iteration and smaller error. So, we will employ the Lasso-LSQR as the sparse optimization algorithm for vibration signals of roller bearings.
IV. VIBRATION SIGNALS OF ROLLER BEARINGS
For further introduction of the generalized application of sparse optimization algorithms in vibration signals, we employ the experimental platform located at the Case Western Reserve University [20] , whose compositions are a 2 hp motor, a torque transducer, a dynamometer and control electronics. This platform is sketched in Fig. 5 , and the experimental objective is the SKF bearings. As we know, the vibration signals of roller bearings can be divided into four categories: the normal, the inner race fault, the outer fault and the ball fault. Each category has 1024 samples in the case of the same motor load and speed, and the signal sampling frequency is 12 kHz. In most papers, fault diagnosis of bearings extracts information from time domain (TD) and frequency domain (FD), which can collect the whole values and benefit the next analysis. Fig. 6 shows the STFT-contour (3D) for vibration signals in four conditions. According to the above study, the sparse representation, compression and reconstruction of vibration signals are respectively solved by the DCT, the Gaussian random matrix and the Lasso-LSQR with sparsity 100. The STFTcontour (3D) for the reconstructed signals is shown in Fig. 7 , Table 2 shows the details of reconstruction precision meanwhile. It should finally be noted that the algorithms are completely suitable for the vibration signals of roller bearings, the RMSE of TD and FD is small enough so that the reconstructed signals almost keep the whole information of the original signals. A small number of iterations may not increase the complexity of the calculation; and it relieves the stress on storing and transmitting. 
V. CONCLUSION
In order to deal with large data collected from mechanical equipment, this study suggests a novel combination for mechanical vibration signals. The combination consists of the DCT, the Gaussian random matrix and the Lasso-LSQR via ADMM. The algorithm Lasso-LSQR compares with BP and the Lasso in iterations and errors under the simulation model, during the application with a large number of vibration signals of roller bearings, the less iterations and smaller errors in reconstructing indicate. The method is completely suitable for the vibration signals, no matter whether the operating conditions. And more notably, these algorithms release pressure on storing and transmitting of mechanical equipment without affecting the further research. 
