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Abstract
This thesis presents the development of simulations modeling ion acceleration using the
particle-in-cell code LSP. A new technique was developed to model the Target Normal
Sheath Acceleration (TNSA) mechanism. Multiple simulations are performed, each
optimized for a certain part of the TNSA process with appropriate information being passed
from one to the next. The technique allows for tradeoffs between accuracy and speed.
Physical length and timescales are met when necessary and different physical models are
employed as needed.
This TNSA modeling technique is used to perform a study on the effect front-surface
structures have on the resulting ion acceleration. The front-surface structures tested
have been shown to either modify the electron kinetic energy spectrum by increasing the
maximum energy obtained or by increasing the overall coupling of laser energy to electron
energy. Both of these types of front-surface structures are tested for their potential benefits
for the accelerated ions. It is shown that optimizing the coupling of laser energy to electron
energy is more important than producing extremely energetic electrons in the case of the
TNSA ions.
Simulations modeling the interaction of an intense laser with very thin (< 100 nm thick)
liquid crystal targets, modeled for the first time, are presented. Modeling this interaction
is difficult and the effect of different simulation design choices is explored in depth. In
particular, it is shown that the initial electron temperature used in the simulation has a
significant effect on the resulting ion acceleration and light transmitted through the target.
This behavior is explored through numerous 1D simulations.
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Chapter 1
Introduction
1.1 High Energy Density Physics
The field of High Energy Density Physics (HEDP) studies physical systems in extreme
conditions of pressures exceeding 1 Mbar and temperatures exceeding millions of kelvins.
Lasers play a primary role in reaching HEDP conditions in the laboratory and laser facilities
today can reach intensities of I = 1021Wcm−2 with pulse widths of tens of femtoseconds to
picoseconds and pulse energies from tens to thousands of Joules.
Besides these extreme conditions being fundamentally interesting to study in their
own right, many potential applications make use of the electrons and other secondary
radiation that are created in the interaction of an intense laser with matter. These include
fusion ignition from energy deposition into a compressed fuel pellet[1] and laser wakefield
acceleration[2]. The energetic electrons produced lead to efficient x-ray generation[3, 4] and
positron production[5]. Of interest in this thesis are the mechanisms that can accelerate
ions, of which the applications span neutron radiography[6], nuclear physics[7], and proton
cancer therapy[8]. Laboratory astrophysics[9] uses a laser or pulsed power device to create
conditions equivalent to those in stars is another exciting field. Figure 1.1 shows the increase
of laser intensity since the laser was invented along with the regime of physics that can be
probed.
1.2 Applications
Fusion
The possibility of using lasers to achieve fusion has been studied for quite some time and
the field of HEDP has grown out of this research. Inertial Confinement Fusion (ICF), first
proposed in 1972[11], is the idea of achieving fusion by means of driving the spherical
implosion of a target with lasers. The National Ignition Facility (NIF) at Lawrence
Livermore National Laboratory (LLNL) is currently the largest laser facility in the world
and was designed to achieve ICF. 192 synchronized lasers are used to compress a deuterium-
1
Figure 1.1: Time history of peak laser intensity and the regimes of physics that can be
reached with that intensity laser. Image taken from [10].
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Figure 1.2: Cartoon of cone-guided Fast Ignition. A cone is used to bring the igniter beam
closer to the target. The laser interacts with the cone creating energetic electrons that
travel into the DT fuel, depositing their energy and forming a hotspot.
tritium pellet. An alternative method, known as Fast Ignition (FI), was proposed with the
discovery of Chirped Pulse Amplification[12] making lasers capable of delivering a large
amount of energy in a very short amount of time. In the FI approach the target is pre-
compressed using driver beams. After that, a second ultra-intense short pulse laser interacts
with the target to deliver the energy needed to ignite the fuel pellet. FI has been the study
of much research[1] and the topic of how the electron beam propagates and diverges after
being accelerated by a laser is studied in this work.
Secondary Radiation
Secondary radiation is a term that encompasses the x-rays, gamma rays, ion beams, and
electron beams that are produced in the interaction of an intense laser with matter. Each
of these can be used for different potential applications and manipulating and optimizing
the secondary radiation through changing laser and target parameters is a common goal
of studies. One source of interest in secondary radiation is as an experimental tool.
Proton beams that can be generated from the interaction of an intense laser and matter
(the exact mechanisms of this process are the main focus of this work) can be used to
probe experimental setups that would otherwise be opaque[13]. Proton radiography is of
particular interest for probing the fusion targets discussed earlier, allowing measurement
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during compression in order to observe different instabilities, for example.
Neutron beams can also be produced by lasers[6]. One way this is achieved is with the
so-called Pitcher-Catcher target configuration. In this configuration a proton (or deuteron)
beam is created by the interaction of an intense laser on a target suited for one of the ion
acceleration mechanisms that will be discussed later. Behind the first target, the pitcher,
is a converter target, the catcher. The catcher target will consist primarily of some type
of converter material, such as beryllium or lithium. The protons or deuterons that enter
the catcher target can undergo nuclear reactions in which neutron production occurs. In
order to optimize this neutron beam one must be able to optimize the yield and energy
spectrum of the accelerated ion beam, along with optimizing the nuclear reactions through
the converter target.
These neutron beams can be used for several applications. Non-destructive evaluation
(NDE), is one such use. NDE is a process in which an object is scanned to determine its
properties and/or contents without damaging the object itself. Neutrons are useful for NDE
because of their mass. The low mass of a neutron, when compared to heavier nuclei, allows
them to propagate through dense materials, such as lead, that x-rays cannot penetrate.
These neutron beams are of particular interest for national security reasons. A neutron
beam could be used to probe enclosed containers at security checkpoints. Neutrons can
also scan for fissile material; a neutron beam will produce a characteristic gamma ray signal
when it interacts with with fissile materials, enabling detection.
Another application of neutron beams that is already in practice is the use of neutron
beams to detect internal defects in metallic airplane parts. Figure 1.3 shows a neutron
radiograph of a jet turbine blade. Improper fabrication can lead to defects within the
metallic parts that are undetectable via visual inspection and x-ray probing. Neutrons,
however, can detect these imperfections thanks to their scattering properties. This
procedure is typically done by disassembling the plane and bringing the parts to be scanned
to a nuclear reactor where a neutron beam of necessary yield can be produced. Laser-based
neutron beams would have some potential advantages over this procedure. A laser that is
small enough to be portable but could produce sufficient neutron yield could significantly
ease the detection process.
Cancer Therapy
Cancer is the one of the largest causes of death in America, with nearly 600,000 deaths a
year[15], second only to heart disease. The potential treatment of cancer using the energetic
ion beams created by ultra-intense lasers interacting with matter is one of the most appealing
HEDP applications. The three most common cancer therapy treatments today include
chemotherapy, surgery, and radiation therapy. Chemotherapeutic agents are cytotoxic -
they act by killing cells that divide rapidly. This is one of the main properties of most cancer
4
Figure 1.3: Neutron radiograph of an airplane jet turbine blade. The neutrons penetrate
the metallic structure and scatter strongly from the internal defect. Adapted from [14].
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cells, but also the cells in bone marrow, the digestive tract, and hair follicles. Chemotherapy
acts to kill these cells without discrimination, so while it will kill the cancer cells it can also
lead to decreased production of blood cells and immunosuppression, inflammation of the
digestive tract, and hair loss. Surgery can be effective in removing localized tumors, but it
can be moderately to extremely invasive with all of the inherit risks that surgery brings.
Radiation therapy is the other alternative and the method in which laser based ion beams
would be employed. The energetic particle used, either a photon or hadron, is generated
outside of the body and directed to the treatment area where it damages DNA, preventing
cancer cells from reproducing. Photons accomplish this by the ionization of water molecules
which can then ionize the atoms in the DNA chain, damaging the DNA. Proton therapy
directly ionizes atoms in the DNA of cancer cells.
The benefit of proton therapy comes from the scattering properties of the proton.
Protons traveling through a material will lose energy via Coulomb interactions with outer-
shell electrons in the material they are traveling through. This amount of energy loss
is small as ionizing these atoms does not take much energy away from the proton. The
approximation can be made that the proton is continuously slowing down as it travels
through the medium and slowly loses energy to the surrounding atoms with no significant
deflection of the proton as it travels. The cross section for interaction scales as v−2. The
proton will continue to travel through the target until it has slowed down to the point that
the cross section has reached a significant value, at which point the proton will stop and
deposit all of its remaining energy at once. This behavior, known as the Bragg peak, is shown
in Figure 1.4. The depth of the Bragg deposition depends on the energy of the incident
particle. It is this behavior that makes protons a promising radiation therapy candidate.
Compared to other forms of radiation, protons energy tuned to have their stopping distance
match the depth of the internal tumor will cause significantly less damage to the surrounding
areas compared to other forms of radiation therapy. This technique hinges on the ability to
generate a beam of protons of a known and easily-tunable energy distribution. This is the
focus of much research, trying to understand and optimize the ion acceleration mechanisms
that could produce these beams.
Accelerator facilities exist able to generate the beams of protons necessary for proton
radiation therapy. These devices are extremely complicated and expensive. The University
of Pennsylvania recently constructed a proton therapy facility at a cost of nearly $150
million dollars[17]. A laser based facility could potentially be significantly cheaper to build.
Unfortunately, current laser systems are unable to produce the necessary beam conditions.
For deposition of 20 cm into tissue a proton beam of energy range 230 - 250 MeV would be
necessary with rates of approximately 1010 protons/s. Laser based ion acceleration schemes
currently cannot produce such numbers, either in energy or rate, and much research is
being done in order to optimize the ion acceleration schemes and design lasers capable of
6
Figure 1.4: Graph of relative dose with respect to the depth of energy deposition into water
(analogue of human tissue) in cm for a few radiation and particle beams. Protons are the
only one of these to exhibit a strong Bragg peak deposition which can be used to produce
a localized dose to the area of a tumor with little damage in the preceding tissue and very
little beyond. Adapted from [16].
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producing the necessary ion beams.
1.3 This Work
The work done in this thesis was motivated by the experimental campaigns of the Ohio
State University’s Scarlet laser facility. Ion acceleration was, and continues to be, a central
focus. This thesis describes the simulation efforts to model these ion acceleration schemes.
A new technique was developed in order to model the Target Normal Sheath Acceleration
(TNSA) process. This technique allows for rapid simulations made possible by splitting the
problem into multiple simulations, each optimized to handle a different part of TNSA. This
is used to explore the enhancement of the ions accelerated by TNSA by manipulating the
electrons created in the laser-plasma interaction via front-surface structures.
Target development was of primary experimental focus, and the capability to produce
very thin, 10 - 10,000 nanometer thick targets was developed by my colleague Patrick Poole.
More information can be found in his thesis “Liquid Crystals as High Repetition Rate
Targets for Ultra Intense Laser Systems.” These targets allow for exploration of new ion
acceleration regimes, only available for very thin targets. This necessitated the development
of simulations that can model the interaction of an ultra-intense laser with a very thin target.
The technique developed for TNSA was not suitable for this problem. A separate study
was conducted on understanding what is necessary to accurately simulate thin target ion
acceleration.
The thesis is arranged as follows:
Chapter 2 provides a summary of the necessary plasma physics. The Target Normal
Sheath Acceleration (TNSA) mechanism and Break-Out Afterburner (BOA) mechanism,
the two primary ion acceleration mechanisms explored, are introduced. A theoretical
overview of the processes is given.
Chapter 3 introduces the particle-in-cell (PIC) simulation code LSP that is used to
perform the simulations presented throughout the thesis. The basics of PIC modeling are
given. The particle and field advances used by LSP are also presented.
Chapter 4 details work that was done studying the problem of the divergence of electrons
created in a laser-plasma interaction. This work was of main interest to Fast Ignition studies.
However, the ion acceleration mechanisms presented depend critically on the electrons
that are accelerated by the laser, and as such these studies provide insight into the ion
acceleration mechanisms that are the focus in the remaining chapters.
Chapter 5 describes the design choices for the TNSA simulation technique developed.
Motivation for modeling TNSA using several simulations with relevant information passed
from one to the next will be given. Design choices for the simulations that model the
laser-plasma interaction and the ion acceleration are discussed.
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Chapter 6 describes the technique that is used to take the distribution of the electrons
accelerated by the laser-plasma interaction, modeled in the first simulation of the technique,
and use it to initialize the next simulation, modeling the ion acceleration.
Chapter 7 provides information on a resolution study that was performed in order to
determine the proper spatial resolution necessary to accurately model the TNSA mechanism.
A technique developed to relax the spatial resolution that was found to be necessary is
presented.
Chapter 8 details the case study performed using the TNSA simulation technique
developed. The effects of altering the electron kinetic energy spectrum by adding front
surface structures to a target on TNSA is explored. Two different types of front surface
structures are tested - either designed to accelerate electrons to higher energy or to optimize
the coupling of laser energy to electron energy.
Chapter 9 presents work examining the correct way to model the interaction of an ultra-
intense laser with a very thin target. The effect of the simulation parameters chosen on the
resulting ion acceleration and transmitted light is explored in depth.
Chapter 10 concludes this work with a summary of the work presented.
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Chapter 2
Background Physics
2.1 Overview
The field of High Energy Density Physics (HEDP) has grown from its initial focus on fusion
to much broader interests. The secondary radiation and particle beams that are produced
when an ultra-intense laser interacts with matter are now widely studied by the HEDP
community. These secondary sources of radiation have many possible applications, and
much work is going into both understanding the mechanisms that produce them and how to
optimize those mechanisms. How the parameters of the laser, the target, and the interaction
of the two change these mechanisms is a large field of research. Understanding the nature
of the accelerated ions, such as their number, energy spectrum, spatial distribution is key
to optimizing these mechanisms for many of the potential applications.
Among these mechanisms are Target Normal Sheath Acceleration (TNSA)[18] and the
Breakout Afterburner (BOA)[19] mechanisms, central to the research presented in later
chapters. This chapter will introduce the necessary physics to understand these mechanisms.
First the physics necessary to discuss the interaction of an intense laser with a plasma will
be presented. The mechanics of the TNSA and BOA ion acceleration processes will then
be discussed.
2.2 Basics of Plasma Physics
Laser Plasma Interaction (LPI) is the name for the collective processes that occur when
an intense laser interacts with matter. Here an introduction to the LPI is given with
a discussion of the basic effects and interactions needed to discuss the ion acceleration
mechanisms.
In the process of amplification an ultrashort, high power laser will usually have the light
make several passes through a gain medium in order to extract the energy that was pumped
into the medium. There will be some atoms that are not stimulated into emitting when
the pulse of light was present in the medium. This energy is emitted spontaneously and
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amplified, within the gain medium. Some of the resulting light will be collinear with the
path of the short pulse that travels through this medium and any subsequent amplifiers.
This light is known as Amplified Spontaneous Emission (ASE). ASE will usually manifest
itself as a pedestal many orders of magnitude lower than the peak intensity both temporally
before and after the main pulse of the laser. Much effort is put in place in order to minimize
the amount of ASE that will interact with the target. However, some ASE will typically
exist on the nanosecond time scale before the main laser pulse. There can also be strong
peaks on the nanosecond or picosecond timescales that arise from unwanted reflections along
the beam path. The laser contrast is the difference in magnitude between the peak intensity
and any surrounding prepulses or pedestals.
As lasers become more intense (the lasers used in this research will typically be of
intensities in the range of I = 1018 − 1021Wcm−2) the subsequent prepulses or pedestals,
even for high contrast systems, can be strong enough to generate a plasma on the front
surface of the target. This plasma is known as the preplasma and it is this preplasma that
the laser will typically interact with instead of a sharp interface between vacuum and the
target. The preplasma will form on the nanosecond or picosecond timescale, depending on
the prepulse that interacted with the target. The preplasma will expand in this time and
is often modeled as having a profile given by:
ne = n0 exp(−z/L) (2.1)
where ne is the electron density, n0 is the electron density at solid density, and L is the
preplasma scale length usually given in microns, and z the distance from the solid density
region of the target. The preplasma scale length is the characteristic length given to describe
the preplasma.
A plasma is a state of matter that is generally defined as a quasi-neutral collection
of charged particles, both electrons and ions (either partially or fully ionized), whose
characteristic screening length is small compared to its size. For this discussion the ions
will be treated as immobile, as they are much heavier than the electrons and therefore
respond on a much longer timescale. If a small patch of electrons in a plasma is displaced
the electric field due to the charge separation will cause the patch to oscillate about its
equilibrium point. The frequency of this oscillation is known as the plasma frequency and
is given by:
ωp =
√
nee2
γLme0
(2.2)
where e is the electron charge, me is the electron mass, and 0 is the permittivity of
free space. The possibility that a strong laser field is present is accounted for by γL, the
11
laser cycle-averaged Lorentz factor of the electrons γL =
√
1 + a2/2 (the normalized vector
potential, a, will be discussed later).
The plasma frequency will set a time and length scale for a plasma. Plasma oscillations
are only observed for times longer than τp = 1/ωp. The length scale that is set is known as
the Debye length λD. For a particle with thermal velocity given by ut =
√
kBT
m the Debye
length is the distance traveled over one plasma period:
λD = utτp =
1
ωp
√
kBT
m
=
√
0kbTe
nee2
(2.3)
This length corresponds to the length over which charged particles in a plasma are aware
of the charges around them. For distances larger than λD the charges are screened.
The way in which light propagates through matter is dictated by the plasma frequency.
The index of refraction can be rewritten in terms of the plasma frequency:
n =
√
(ω)
0
'
√
1− ω
2
p
ω2L
. (2.4)
Using equation 2.2 along with Maxwell’s equations we can obtain the dispersion relation
for light traveling through a plasma:
ω2L = ω
2
p + c
2k2 (2.5)
where k is the wave number[20]. From equation 2.2 one can find the electron density
at which the frequency of the laser will be equal to the plasma frequency. For light to be
able to propagate through a plasma ωL must be greater than ωp. As the laser frequency
approaches the plasma frequency the situation arises that the index of refraction and the
wave number go to zero. In such a region of the plasma, the electrons can respond fast
enough to screen electromagnetic radiation and impinging light is reflected. The surface at
which the electron density becomes large enough for this to occur is known as the critical
surface and the density at which this occurs is called the critical density, given by:
nc =
γLme0ω
2
L
e2
. (2.6)
The critical density can also be written as nc = 1.1× 1021 λµmcm−3. For 1 µm light the
critical density is given by 1.1× 1021 cm−3. A plasma that has a density greater than the
critical density is said to be “overdense” and one with density below the critical density is
“underdense”. A typical foil target used in an HEDP experiment will have a solid density
of approximately 1023 cm−3 and as such the critical surface will generally be found in the
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preplasma region in front of the target. For very intense light the critical density becomes
larger as the Lorentz Factor becomes > 1.
In the preplasma region the laser can directly interact with the charged particles present
and they will respond to the laser according to the Lorentz force law:
F = −e(E + v
c
×B). (2.7)
where v is the particle’s velocity, E the electric field, and B the magnetic field of the
laser. For particles with velocities much less than the speed of light the magnetic field
term can be ignored (valid for laser with non-relativistic intensities or a << 1, see below).
Assuming the electric field time variation is E = E(x) cos(ωt) the equation of motion for
an electron oscillating in a non-relativistic field is given as:
m
dv
dt
= eE cos(ωt) (2.8)
In the non-relativistic limit the electron motion is small compared to a wavelength and
this equation has a simple solution for the electron velocity v = vosc sin(ωt) where vosc =
eE0
mω
is the maximum quiver velocity of the electron. As the quiver velocity approaches the speed
of light the electron’s motion becomes relativistic. A quantity known as the normalized
vector potential, a, is commonly used to characterize if the LPI is in the relativistic regime.
It is given by:
a =
eE
meωLc
=
vosc
c
(2.9)
with ωL being the frequency of the laser. Relativistic effects become important for lasers
in which the normalized vector potential becomes or exceeds 1. The electric and magnetic
field amplitudes can be rewritten:
E0 =
mωc
e
a0 (2.10)
B0 =
E0
c
=
mωc
e
a0 (2.11)
The laser intensity is equal to the cycle averaged magnitude of the Poynting vector S
I =< |S| >=< |E× B
µ0
| >= 0c
2
|E0|2 = 1.37× 1018 a
2
0
λ2
[Wcm−2] (2.12)
with λ given in microns. This can be rearranged to give the normalized vector potential
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in terms of the laser irradiance Iλ2:
a =
√
Iλ2
1.37× 1018Wµm2
cm2
. (2.13)
where Iλ2 has units of Wcm−2µm2. For a 1 micron wavelength laser the electron motion
will become relativistic at 1.37× 1018 Wcm−2.
At relativistic intensities the magnetic component of the Lorentz force law, equation
2.2, can no longer be ignored and the electron will gain momentum in the laser propagation
direction. The oscillating electromagnetic fields will cause the electron to move forward
longitudinally as it oscillates transversely, making a figure-8 pattern in the frame of reference
following the average motion. In vacuum the electron will not gain any energy from a laser
pulse of large spatial extent. Any energy given to the electron is returned to the field after
the pulse passes. For a permanent transfer of energy to the electron, some process must
cause the electron to dephase from the laser field. In a beam of small spatial profile, an
electron might simply exit the beam due to motion transverse to the propagation direction.
In the case of a preplasma an electron that is accelerated by the laser can keep the energy
that it gained if it crosses the critical surface. At the critical surface the electron will be
free to continue with the energy it has obtained but the laser will no longer be able to
propagate. The fields created by ultra-intense short pulse lasers can produce electrons with
relativistic energies within one optical cycle.
This population of accelerated electrons, known as “hot” electrons, is key to the ion
acceleration mechanisms that will be discussed as well as other applications that take
advantage of them. To that end numerous experiments[21, 22] and simulations[23–26] have
been performed to try to understand the details of hot electron generation and propagation
through a plasma target.
A laser pulse will have an intensity varying in directions transverse to the propagation
direction (the beam profile or spot) and along the propagation direction corresponding to
the pulse’s temporal variation. This variation gives rise to the so-called ponderomotive
force that arises from the interaction of an electron with the inhomogeneous electric field
of the laser. As the electron oscillates in a field with an intensity gradient it will experience
different magnitudes of the Lorentz force as it oscillates. The electron will receive a weaker
push in the regions where the field is weaker and a stronger push in the regions in which the
field is stronger. The net result will be motion away from the stronger region of the field into
the weaker region. In the case of a focused laser, whose focus can often be approximated to
be Gaussian, the electrons will be pushed away from the beam waist. This ponderomotive
force, Fp, is given by[10]:
Fp = −mec2∇(1 + 〈a〉2)1/2 = − e
2
4meω2
∇|E|2(1− cos 2ωt) (2.14)
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Figure 2.1: Kα imaging. (a) Experimental cartoon. The interaction of the laser with the
target will produce a beam of accelerated electrons that will propagate through the target.
A layer of a different material than the target is placed at a certain depth in the target. As
the electrons propagate through the layer they may inelastically collide with other electrons,
causing ionization of the material. As other electrons move to fill the vacancy that is created
x-rays will be emitted. (b) X-ray emission. The inelastic collision of the laser generated
electron and the electron in the material may cause a vacancy in the K-shell. An electron
from the L or M shell can then drop down, producing either Kα radiation or Kβ radiation,
each with a corresponding energy photon produced.
The rightmost expression assumes a linearly polarized plane wave.
2.2.1 Brief Discussion on Electron Divergence
The electrons that are accelerated by the interaction of an intense laser with matter have
been widely studied. Understanding how the electrons are generated and how they then
propagate through media is crucial to optimize the numerous applications that utilize the
hot electron population. In a later chapter studies will be presented in which the main focus
was trying to characterize the electron divergence as either a function of the intensity of
the laser, the scale length of the preplasma or as a function of time. Here a brief discussion
is presented on Kα imaging, a primary experimental diagnostic for measuring the electron
divergence.
Figure 2.1 gives a cartoon of a setup using Kα radiation to measure electron divergence.
The laser will interact with and accelerate an electron beam as it hits a target. As
this electron beam propagates through the material it can inelastically collide with other
electrons, causing the material to ionize. A layer of a different material than the target
can be placed inside the target and in this example the layer is copper. When an electron
collides with and ionizes a copper atom, it is possible it will knock an electron out of the
K-shell. An electron in the L or M shell can then drop into this lower energy state and when
this occurs a photon will be emitted that has energy equal to the difference in the energy
levels. When an electron drops from the L shell down to the K shell this is referred to as
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Figure 2.2: Illustration of the Bragg law. Two rays are reflecting off two different crystal
planes. Constructive interference will occur and a bright spot will be formed at a detector
if the path difference for these rays is equal to an integer number of the wavelength.
Kα radiation, and for copper the photon will carry an energy of 8.05 keV. If an electron
from the M shell fills the vacancy in the K shell the photon emitted will carry 8.9 keV and
this is called Kβ radiation. The copper Kα and Kβ have different energies than those of
the target material allowing the various x-ray emissions to be distinguished. By placing a
layer of copper in a target of a different material, the copper can be used to measure the
spatial extant of the energetic electrons passing through by imaging the K-shell radiation
emitted. Several such images of layers at various depths are then used to infer the electron
divergence. A measurement at multiple depths usually requires one or more laser shots
for each depth. The Kα emission can be collected by using a Bragg crystal tuned to the
wavelength corresponding to that emission in which the Bragg condition (Figure 2.2) is
satisfied:
2d sin θ = nλ (2.15)
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Figure 2.3: TNSA Mechanism. (a) The laser interacts with the preplasma region of the
target and accelerates electrons that propagate through the target. (b) The energetic
electrons escape the back surface of the target forming an electron cloud in the region
behind the target. A charge separation field forms pointing from the net positive charge at
the back surface to the electron cloud. This electric field will then accelerate the positive
charge at the back surface of the target.
2.3 TNSA
2.3.1 Overview
Target Normal Sheath Acceleration (TNSA) has been the subject of many studies since it
was reported in the year 2000[27, 28]. In this section the TNSA mechanism will be discussed.
The mechanism works as follows. An intense laser is incident on and interacts with a
target, typically with a preplasma region in front of the solid density surface. Electrons
are accelerated by the electric and magnetic fields of the laser and can quickly achieve
relativistic energies (lasers with a > 1). These energetic electrons will then propagate
through the target. The targets typically used in a TNSA experiment are on the order
of 10s of microns thick. The energetic electrons will reach the back surface and leave the
target. This will happen on a femtosecond timescale leaving the much heavier ions unable
to respond. As electrons leave the target an electric field will be formed due to the net
negative charge outside the target and a net positive charge on the back surface. This
electric field points normal from the surface of the target towards the escaped electron
cloud and will act to accelerate the positive charges on the back surface away from the
target. This electric field typically will reach values of 1 MVµm and can accelerate ions up
to energies of tens of MeV/nucleon. Figure 2.3 depicts a cartoon of the TNSA mechanism.
An in-depth discussion follows.
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The electrons accelerated by the laser are crucial to the TNSA mechanism. The first
electrons to escape the back surface of the target will establish the sheath field. This sheath
field will not only act to accelerate the positive charges on the back surface but will also act
to both try to pull the escaped electrons back to the target and as a potential barrier that
electrons must have sufficient energy to escape. As the ions are accelerated away from the
target and electrons with insufficient energy are pulled back to the target the sheath field
will evolve over time. This will lead to the ions accelerated first having the highest energies
with subsequent ions reaching lower energies. The kinetic energy spectrum of the ions will
typically have an exponential shape that resembles the kinetic energy distribution of the
electrons that were accelerated by the laser[21, 23]. The electron kinetic energy distribution
will have an important effect on the resulting ion acceleration.
Figures 2.4 - 2.7 are results from a 2D cylindrical LSP particle-in-cell simulation in
which the TNSA mechanism was modeled. A 1.5 µm thick target that consisted of 0.5 µm
of aluminum followed by 1 µm of D2O with a R = 100 µm radius was modeled. Electrons
were injected into the target mimicking the interaction of an intense laser with a thin foil.
More details on these simulations can be found in later sections. Figures 2.4 - 2.7 illustrate
the TNSA mechanism. The information presented in the figures is as follows: the top left
shows the target normal electric field (lineout taken at R = 2 µm), top right shows a 2D
colorplot of the deuteron ion number density as a function of position, and the bottom is
a 2D colorplot of the injected electron number density. Both of the colorplots are on a
logarithmic scale.
Figure 2.4 shows the early stage of TNSA at a time t = 50fs where t = 0 marks the
beginning of the simulation and the beginning of the electron injection. As the electrons
travel through the target some are able to escape and form the electron cloud seen in the
bottom picture. Most of these electrons are very energetic, with speeds approaching the
speed of light. The electrons, which are injected in a plane in R along the origin with most
being close to R = 0, can be seen to have traveled close to the 15 µm distance that light
would travel in 50 fs. The charge separation between the escaped electrons and the positive
ions set up the target normal electric field seen in the top left graph. This field is very
large, having a peak of nearly 20 MVµm . This peak is located right at the surface of the ion
front, seen on the top right graph. The field then falls off quickly in the normal direction
away from the ion front (positive Z direction). The deuteron ions on the back of the target
have begun to be accelerated in this field but because of their mass they cannot respond as
quickly as the electrons can escape the back surface - leading to the strong charge separation
field shown.
Figure 2.5 shows the TNSA process at a time of t = 100 fs. The escaped electrons
continue to travel, some close to the speed of light, away from the target. The number
density of the electrons that make it furthest from the target is much smaller than those
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that either stay close to it or cannot escape, as the sheath field acts to pull the electrons
back. The deuteron ions have traveled a distance approaching 3.5 µm at its largest value.
The sheath field created is seen to respond to both of these: its peak is still at the ion front
now located at 3.5 µm. The peak has decreased now to 7 MVµm . Between the peak and the
target the field varies quite a bit, with the mix of positive and negative charges in that
region. The field continues to fall off quickly in the region ahead of the ion front.
This behavior continues into later times as shown in Figure 2.6, t = 200 fs. The escaped
electrons continue to propagate away from the target, but as time increases their number
density continues to diminish. The bulk of the electrons occupy the same space as the ion
front, as can be seen by comparing the bottom and top right graphs (note the different
spatial and number density scales). The ion front continues to push forward, with its front
now having reached Z = 9 µm. All of this is reflected in the electric field shown in the
top left. The peak still centers itself with the ion front and quickly goes to zero in either
Z direction away from the peak. This is due to the large number of electrons that have
been pulled back to the ion front, effectively neutralizing the field in that region. The peak
itself continues to diminish, now at 1MVµm , and diminishes with the falling number density
of electrons that have escaped the now expanding, target.
Finally, late times (late compared to the 30 fs full-width at half maximum laser pulse that
accelerated the electrons) are shown in Figure 2.7. The dichotomy between the electrons
that can escape and those that are pulled back is clearly shown in the bottom graph. The
bulk of electrons can again be seen to lie in the expanded target region, made clear by
comparing the bottom and top right graphs (again note the different scales used in both).
The ion front continues to travel forward, now with a peak located at Z = 15 µm. The
electric field peak is still co-located with this ion front. As before, the regions in Z away
from this peak quickly go to zero, and the peak itself has now dropped to a value of roughly
0.4 MVµm .
Figure 2.8 shows the evolution of the accelerated deuteron’s energy over time. Plotted
are four snapshots of times t = 200, 300, 400, and 600 fs going from top left, top right,
bottom left, and bottom right respectively. As was shown in the previous figures, the peak
of the electric field is always centered on the edge of the ion front. The ions at the edge
of the ion front will always experience the maximum possible electric field and thus obtain
the highest energies. Ions in subsequent layers will experience smaller electric field values
over the course of the electric field’s evolution. As shown in Figure 2.8 the accelerated ions
will come off the back of the target in layers. The first layer will have the highest energy,
with each subsequent layer reaching lower maximum energy values.
It was shown by Snavely et al., 2000[27] that the ion acceleration occurs along the rear
surface of the target in the target normal direction. This was done using targets that
employed a wedge shape. These targets were shot by a 3× 1020 Wcm−2 laser. The results,
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Figure 2.4: Illustration of the TNSA mechanism at t = 50 fs. Shown are results from a 2D
RZ LSP simulation modeling TNSA. Top left shows the target normal electric field (slice
taken at R = 2 µm. Top right is a 2D colorplot of the deuteron number density. Bottom is
a 2D colorplot of the injected electron number density.
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Figure 2.5: Illustration of the TNSA mechanism at t = 100 fs. Shown are results from a 2D
RZ LSP simulation modeling TNSA. Top left shows the target normal electric field (slice
taken at R = 2 µm. Top right is a 2D colorplot of the deuteron number density. Bottom is
a 2D colorplot of the injected electron number density.
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Figure 2.6: Illustration of the TNSA mechanism at t = 200 fs. Shown are results from a 2D
RZ LSP simulation modeling TNSA. Top left shows the target normal electric field (slice
taken at R = 2 µm. Top right is a 2D colorplot of the deuteron number density. Bottom is
a 2D colorplot of the injected electron number density.
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Figure 2.7: Illustration of the TNSA mechanism at t = 300 fs. Shown are results from a 2D
RZ LSP simulation modeling TNSA. Top left shows the target normal electric field (slice
taken at R = 2 µm. Top right is a 2D colorplot of the deuteron number density. Bottom is
a 2D colorplot of the injected electron number density.
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Figure 2.8: Accelerated deuteron energy as a function of position. Shown are four snapshots
in time of the accelerated deuteron ions. The ions will come off the back surface of the target
in layers, with the first layer reaching the highest energy and each subsequent layer lower
and lower energies.
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Figure 2.9: Experimental results from Snavely et al., 2000[27]. A laser was incident on a
wedge shaped target. The protons with energies > 18MeV are shown to come preferentially
from the normal direction of the two back surfaces.
shown in Figure 2.9, were recorded on radiochromic film with a 300 micron thick tantalum
filter in front of it only allowing protons with energies > 18 MeV through. The proton yield
was shown to be greatest in the two rear target normal directions of the target, and not in
the direction normal to the front surface.
2.3.2 TNSA Theory
The models presented in this section will follow the discussions found in Mora[29] and
Macchi et al[30].
An electrostatic approximation is made such that the E = −∇φ where the potential φ
satisfies Poisson’s equation:
∇2φ = 4pie
ne −∑
j
Zjnj
 (2.16)
with the sum running over each species of ions, having charge Zj and density nj .
The electron density is described as having two populations, a hot population and a cold
population, nh and nc, such that ne = nc + nh. The simplest approximation neglects the
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thermal effects of the cold population and describes the hot population by a one temperature
Boltzmann distribution with temperature Th:
nh = n0h exp(eφ/Th) (2.17)
The assumption is made that there are two types of ion species: a light species and a
heavy species. In this way the ion acceleration is modeled as the acceleration of the light
species present on the surfaces of a solid target made of heavy ions. This corresponds to
the metal film targets used at the time that would acquire a thin water layer from residual
gas in the vacuum chamber. From here there are two types of models that are used. The
first of these to be discussed is the quasi-static model.
Quasi-static Model
The quasi-static model assumes that the heavy ions are immobile on the timescale of interest,
the sub-picosecond regime. It assumes the light ion population is sufficiently low such that
their effect on the evolution of the sheath fields can be neglected, they are essentially treated
as test particles. In this limit Equation 2.16 is used to describe the hot electrons and the
potential in a planar geometry is determined by:
∂2φ
∂x2
= 4pie [n0h exp(eφ/Th)− (Zhn0h − n0c)] = 4pien0h [exp(eφ/Th)−Θ(−x)] (2.18)
where the background charge is assumed to fill the x < 0 region with uniform density
and Θ is the Heaviside step function. The corresponding electron density and electric field
can be calculated, as well as the energies of test ions moving in such a potential. The
solution[31] of Equation 2.18 in the semi infinite region is:
Φ(x) =
−2kBTh
e
[ ln(1 +
x√
2eNλD
) + 1] (2.19)
where eN is Euler’s number, to distinguish it from the electron charge e, and λD is the
Debye length for the unperturbed plasma electron density.
The maximum electric field, at the plasma surface, resulting from this potential is given
by:
E(0) = −∇Φ(0) = 2kBTh
e
1√
2eNλD
=
√
2
eN
E0 (2.20)
where E0 is given by:
E0 =
kBTe
eλD
. (2.21)
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The electrostatic potential in Equation 2.19 leads to an infinite acceleration of a test
proton which is initially at zero energy at x = 0. This stems from the choice of the
Boltzmann distribution for the electrons. In order for there to be zero electron density
at infinity the electrostatic potential must diverge far from the target. This unphysical
behavior can be avoided by assuming an upper cutoff energy c in the electron distribution
function, such that eφ → −c as x → ∞. Another proposed solution is to use a
phenomenological cutoff acceleration time, usually chosen to 1.3 × τ where τ is the pulse
width of the laser.
Dynamic Model
In order to describe ion acceleration over long time scales or under conditions such that the
quasi-static model is no longer valid necessitates the inclusion of the ion dynamics. The
simplest approach to this is obtained using a 1D fluid approach, invoking quasineutrality,
Equation 2.17 and assuming a single electron and ion population expanding in the semi-
infinite space x > 0. ne = Zini is substituted in Equation 2.18, with i denoting the single
ion species. The boundary conditions are such that the electron density should remain
equal to the background value well into the plasma, ne(−∞) = n0, and should vanish in
the vacuum far from the surface, ne(∞) = 0. This is used along with the following fluid
motion equations:
∂uj
∂t
+ uj · ∇uj = −Ze
mj
∇Φ (2.22)
∂nj
∂t
+∇ · (njuj) = 0. (2.23)
Here uj describes the fluid velocity, and mj and nj refer to the mass and number density
of electron or ion species j. These equations have a solution in a self-similar form:
ni = n0 exp(− x
cst
− 1), ui = cs + x
t
, (2.24)
where cs = (
ZkBTe
mi
)1/2 is the ion sound speed. Using this solution in Equation 2.22
results in the self-similar electric field Ess:
Ess =
kBTe
ecst
=
E0
ωpit
(2.25)
On closer look these formulas present several diverging behaviors, such as the unlimited
increase of ui with x and the self similar electric field diverging at time t = 0. This implies
that the neutral solution must become invalid at some point. This can be estimated by
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equating the local density scale length L to the local Debye length λD:
L ≡ ni|∂xni| = cst = λD = λD0
(
ne0
ne
)1/2
(2.26)
.
Using Equation 2.24 and solving for x gives the ion front position as a function of time.
x(t) = cst[−1 + 2 ln(ωpit)] (2.27)
Taking the derivative of Equation 2.3.2 gives the velocity as a function of time
u(t) = cs[1 + 2 ln(ωpit)]. (2.28)
Finally, this ion front velocity leads to an acceleration that can be used with the Coulomb
law to yield the electric field at the ion front location Efront as
Efront = 2
kBTe
ecst
= 2Ess, (2.29)
This solution is twice the self-similar solution found earlier.
Interpolation
Both the quasi-static and dynamic models yield unphysical infinities for different boundary
conditions. The quasi-static model predicts infinite energy and the dynamic model is
singular at t = 0. Making the assumptions that there is only a single ion population,
a single-temperature Boltzmann electron population present, and ni(t = 0) = n0Θ(−x),
Equation 2.19 can be used to define the initial conditions at the time t = 0 at which the
ion acceleration process starts. The following interpolation formulas are found:
Efront ≈ 2E0
(2eN + ω2pit
2)1/2
, (2.30)
which reduces to the quasi-static result in the limit t→ 0 and the dynamic result in the
limit ωpit 1. This interpolated solution for the electric field at the ion front can be used
in Coulomb’s law and integrated to find the ion front velocity and ion front position:
ufront ≈ 2cs ln(τ +
√
τ2 + 1) (2.31)
xfront ≈ 2
√
2eNλD0[τ ln(
√
τ2 + 1 + τ) +
√
τ2 + 1 + 1] (2.32)
where τ =
ωpit√
2eN
, and where the constants of integration have been set with the initial
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conditions ufront(0) = 0 and xfront(0) = 0.
Finally, the velocity at late times is given by ufront(ωpit  1) ≈ 2cs ln(2τ). This gives
the maximum energy Emax obtained by these ions:
Emax ≈ 1
2
miu
2
front = 2ZkBTe[ln(2τ)]
2. (2.33)
2.4 BOA
Break-Out Afterburner (BOA)[19] is another ion acceleration process discovered more
recently. Unlike TNSA, the requirements for BOA to occur are more stringent. For BOA
to occur the target must be in the relativistic transparency regime. The critical density of
a plasma, given by nc =
γLme0ω
2
L
e2
is usually high enough that a laser will not be able to
penetrate past the preplasma region in a typical HEDP laser-plasma interaction. However,
an effect known as Relativistic Induced Transparency (RIT) can occur for very intense lasers.
As the laser accelerates electrons to relativistic energies, the Lorentz factor in the critical
density will become larger than unity increasing the critical density. As this is happening
the laser is also pushing electrons away from its focus and heating the target causing it to
expand. Due to the reduction of the electron density and the increase to the critical density,
the laser will be able to propagate further into the target. In the case of very thin targets,
with thicknesses of 10s to 100s of nm, the laser may be able to fully penetrate the target.
It is under these conditions that BOA occurs. It is during this time in which the target is
now underdense that the predominant energy gain of the ions will occur.
The BOA process was predicted by L. Yin[19, 32]. 2D simulations were performed using
the particle-in-cell code VPIC[33] and the simulations performed modeled the interaction of
a I = 1021 Wcm−2, 1 µm laser interacting with a thin target. The target was 30 nm thick
and was composed of electrons and fully ionized carbon ions at solid density (ne/nc = 660).
The laser was modeled as having a rise time of 52 fs after which the intensity was held
constant.
Figure 2.10 summarizes the simulation results from L. Yin et al 2007[32]. Plotted is
the longitudinal (black) and transverse (red, arbitrary units) electric field during the three
stages of the carbon acceleration. The electric field from the 2D simulations (main images)
are taken from a cut in x along the center of the laser. The insets show a similar 1D
simulation. The target begins at x = 5 µm for the 2D simulation and at x = 20 µm for the
1D simulation. Three times are shown corresponding to the three stages of ion acceleration
(t = 47, 65, and 101 fs).
At early times, shown in Figure 2.10(a) the dominant ion acceleration mechanism is
TNSA. At this time the bulk electron temperature in the target is close to its initial value
and the laser cannot penetrate into the target. The ion acceleration that occurs is the result
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Figure 2.10: Simulations demonstrating the BOA process. As the laser interacts with the
target, the interaction shifts from (a) TNSA, (b) enhanced TNSA as the laser begins to
penetrate, and finally, (c) BOA when the laser breaks through the target. Images from L.
Yin et al 2007[32].
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of the sheath field that forms due to the escaping electrons (TNSA). The ion acceleration
at this stage is reported to be on the order of 1 MeV at this point.
The enhanced TNSA stage is shown in Figure 2.10(b). At this point the electrons
have been heated by the laser pulse. As the electrons are heated the plasma frequency,
ωp =
√
nee2
γLme0
, will begin to decrease as the Lorentz factor γL increases. The decrease of
the plasma frequency will result in an increase in the skin depth δ = cωp . For thin targets,
such as the 30 nm target modeled, the skin depth can approach values comparable or larger
than the thickness of the target. This leads to the attenuated laser being able to reach
further into the target and it will volumetrically and rapidly heat all of the cold electrons
in the target, leading to an increase in the longitudinal field.
The enhanced TNSA stage will quickly evolve into the BOA stage, shown in Figure
2.10(c). During the BOA phase the laser is able to continue to directly interact with the
electrons. This is unlike TNSA where the laser can only accelerate electrons at the front
surface of the target. As electrons lose momentum to the ions that are being accelerated they
are able to regain that momentum through interaction with the laser that has penetrated
the target. In this way laser energy can efficiently be coupled to the accelerated ions. At
the time shown in Figure 2.10(c), the carbon ions have a quasi-monoenergetic component
centered around 250 MeV.
Analytic model for predicting maximum ion energy
In Hegelich et al (2013)[34], an analytic model was developed that predicts the maximum
ion energies for a given set of laser and target parameters. The analytic model is based
on VPIC simulations and a set of data from targets ranging from 4-60 nm thick. The
ideal coupling of the laser to the electrons in the target arises when the electron density
approaches the relativistic critical density at time t = t1. This is estimated assuming 1D
target expansion driven by a laser pulse a = a0 sin(2Ωt), where a0 is the dimensionless light
amplitude of the laser pulse with pulse length τ and Ω = pi2τ . For target thickness d much
smaller than the focal spot diameter:
t1 =
[(
Mi
me
)(
3N2d2
ZiΩ2c2a30
)]1/4
(2.34)
where Zi is the ion charge, N = ne/nc the normalized electron density, d the target
thickness, and me and Mi the electron and ion masses, as described in Yan et al[35].
At t = t2 the electron density reaches the classical underdense value (ie γL = 1).
Between t1 and t2 the laser drives a 3D, spherical, isotropic expansion of the target until
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n2 = ne(t2)/nc = 1. This expansion occurs over a time interval:
t1 − t2 = Nd(γ
1/3 − 1)
γCssin(Ωτ)
(2.35)
After t2 no more significant ion acceleration occurs. In BOA, RIT allows the laser to
interact directly with the bulk electron population over the primary acceleration phase.
This is an important difference to TNSA, in which the laser can only interact with the
electrons at the front surface of the target.
Using the analysis reported in Yan et al[35] the ion energy gain in the BOA model is
obtained. This ion energy is approximately:
Eion = (2α+ 1)Zimec
2f(t1, t2, α) (2.36)
f(t1, t2, α) = [1 + Ω(t2 − t1)]1/(2α+1)−1 (2.37)
where α = 3 for Trident[36] laser parameters.
This model can be used to predict the optimal target thickness for a given set of laser
parameters and target density. Figure 2.11 shows a comparison of maximum proton energies
obtained during experiments performed on the Texas Petawatt Laser and using the analytic
model. The calculated curves used the recorded beam parameters of the experiments
averaged over all of the shots taken, with E = 62 J energy on-target, pulse width τ = 160 fs
and a spot size radius of 5µm. A best fit using the relativistic model is found to the density
at peak interaction of a value ne = 90nc. This is about 1/3 of the initial cold target density
ne = 280nc and this is thought to be due to the Texas Petawatt Laser having some small
prepulse. The optimal thickness can be seen to be at approximately 250nm. The maximum
energy drops sharply before this thickness and gradually drops for greater thicknesses. For
thinner targets the maximum energy decreases because the target becomes transparent early
and expands rapidly, leading to a shorter acceleration time t2 − t1. Much thicker targets
either do not become transparent or only become transparent towards the end of the laser
pulse, also leading to a smaller optimal acceleration window. For targets thick enough
that transparency never occurs, TNSA is the dominant ion acceleration mechanism and the
analytic expression begins to fail since TNSA physics were not included in the model.
2.5 Other Ion Acceleration Mechanisms
The main focus of this thesis is modeling the ion acceleration from the TNSA mechanism and
then the ion acceleration from very thin (<100 nm thick) targets, where BOA is expected.
For completeness in this section other laser-based ion acceleration mechanisms are listed
with brief descriptions provided. More details about these mechanisms can be found in the
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Figure 2.11: Comparison of maximum proton energies for experiments performed on the
Texas Petawatt Laser (red triangles/squares) and predictions of maximum energy from the
analytic model (dotted black lines). Image modified from Hegelich et al 2013[34].
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given references.
Radiation Pressure Acceleration (RPA)
Radiation Pressure Acceleration (RPA)[37] is an ion acceleration mechanism employing
radiation pressure to accelerate electrons that then couple to the ions without requiring
relativistic transparency. Often circularly polarized lasers are employed because electron
heating is suppressed (oscillatory term in the ponderomotive force is no longer present,
Fp = − e24meω2∇|E|2(1 − cos 2ωt)). Electrons as a whole at the critical surface are pushed
forward by the laser ponderomotive force. The electrons are bunched into a layer and this
layer acts as a mirror that reflects the laser and gains momentum in the process. The
“Light Sail” regime or RPA-LS[38] occurs when the electron layer acts to drag the heavier
ions along. This happens for targets with thickness on the order of the plasma skin depth.
Another possibility is the electron layer will forward scatter the downstream ions that were
at rest, boring a hole (RPA-“Hole-Boring”, or RPA-HB[23]), which occurs for targets with
thickness much greater than skin depth.
Collisionless Electrostatic Shock Acceleration (CESA)
Collisionless Electrostatic Shock Acceleration (CESA)[39] is a process in which a linearly
polarized laser is used to both heat the target and launch an electrostatic shock from the
electron layer near the hole-boring interface. The shockwave will propagate through the
plasma. As it propagates through the plasma it will reflect downstream ions at rest to
twice the shock speed.
Ion Solitary Wave Acceleration (ISWA)
Ion Solitary Wave Acceleration (ISWA)[40] is physically the same as BOA, except in BOA
a linearly polarized laser is employed while ISWA uses circularly polarized lasers.
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Chapter 3
Particle In Cell Modeling Using
LSP
3.1 Introduction to modeling plasmas using LSP
A typical, laser based HEDP experiment has a number of complicated processes interacting
in a nonlinear fashion. The laser-plasma interaction includes propagation through the
preplasma, transfer of energy to electrons, and modification of the preplasma density and
temperature which dynamically modifies the laser itself. The laser-modified plasma and the
plasma-modified laser interact up to the intensity dependent critical surface, which is shaped
according to the Lorentz factor in the plasma frequency. The laser transfers energy to the
electrons which in turn transfer energy to ions and high energy photons. The propagation
of the electrons through the preplasma and heated target involves still yet another complex
evolution. Although theory can provide analytic models for aspects of these processes,
the overall evolution requires numerical treatment. The plasma formed in one of these
experiments contains an extremely large number of particles; for a singly ionized aluminum
target of size 10 µm × 10 µm × 1 cm would have roughly 1017 particles (aluminum ions and
electrons combined). The relevant length and time scales can vary from the very small, such
as the Debye length for a plasma (assuming a solid number density of 6×1022 particles/cm3
corresponding to singly ionized aluminum and an electron temperature kBT = 1000 eV, the
Debye length of λD = 1 nm) and the period of a laser (3.33 fs for a 1 µm laser), to very
large, such as the centimeters to meters of propagation length from the target to a detector
and the picosecond to nanosecond scales necessary to allow for complete time evolution of
the necessary physics. The densities and temperatures of the plasma can also span many
orders of magnitude.
Plasma simulations are performed in order to probe into and try to better understand
the physics at hand in an experiment or to identify new phenomena not yet uncovered
experimentally. Two main approaches are used: a fluid approach and a kinetic approach.
The fluid approach incorporates many aspects of a plasma experiment naturally that are
35
difficult to treat kinetically using realistic computational resources. It describes a plasma
with a set of macroscopic parameters such as the density, mean velocity, mean temperature,
and mean energy found by taking appropriate velocity moments of the Boltzmann equation.
The fluid model will be valid generally if the plasma is in a state in which it can be
described by a locally varying Maxwell-Boltzmann distribution (highly collisional plasmas).
An equation-of-state can (and must) be incorporated naturally. The kinetic approach does
not require assumptions on the nature of the distribution but it does require a sufficient
number of particles and an accurate treatment of the microscopic interactions in order to
model the macroscopic quantities. In the kinetic description the position and velocities
of the particles and currents are tracked and solved self-consistently through Maxwell’s
equations and the Lorentz force law. The particle-in-cell (PIC) code used in this thesis is
the code Large Scale Plasma (LSP)[41]. LSP is a hybrid code in that it can employ the
kinetic approach, fluid approach, or a mix of both in order to model a plasma. For the work
presented in this thesis a kinetic approach is used primarily. The physics of interest falls
into a regime in which the fluid approach would not be appropriate. A hybrid approach is
also used for some work as discussed later.
An 100% true to life representation of a plasma would be practically impossible
with today’s technology. For the kinetic approach the three position coordinates and
three momenta must be evolved and other quantities must be stored such as the species
identification (pointing to a data structure that includes the charge and mass). Each particle
then requires 50 bytes of memory for double precision. The modeling described in this thesis
was done mostly using the Ohio Supercomputer Center (OSC) in which several hundred
processors with gigabytes of memory available to each processor were employed. Using
the example of the plasma with dimensions and particle number listed earlier, 6,700,000
terabytes of memory would be needed. This is obviously not feasible.
PIC codes handle this by using what is called a “macroparticle”. A macroparticle will
represent a large number of particles (of a particular species, electrons for example). The
macroparticle will have a charge and a mass appropriate to the number of particles it
represents - keeping the same charge to mass ratio of a single particle of the species that it
is representing. The Lorentz force law, Equation 2.2, can be written in terms of the charge
to mass ratio:
d(γv)
dt
= − qi
mi
(E +
v
c
×B). (3.1)
where the charge and mass of the particle are given by qi and mi. As the macroparticle
will have the same charge to mass ratio as the particle species it is representing it will obey
the Lorentz force law the same as an individual particle would, enabling macroparticles
to represent very large numbers of particles. A simulation with 100 million electron
macroparticles would have each macroparticle represent 100 million electrons for the singly
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ionized aluminum plasma example.
With the example of N = 100 million electron macroparticles and a corresponding 100
million aluminum ion macroparticles, this would correspond to 4 × 1016 force and field
calculations per time step if an N2 calculation was employed. PIC codes will instead
discretize space into a grid with a finite number of cells. The fields are advanced only at
the nodes of this grid, and interpolated in between. Time is also discretized into time steps.
The cell size and time step needed to accurately represent a plasma will depend on the type
of physics being represented. Typically the cell size is small enough such that the fastest
quantity on the grid, light in this case, cannot cross the smallest cell in one time step. This
is known as the Courant limit ∆t = ∆xc where ∆x is the cell size.
3.2 PIC
3.2.1 PIC Cycle
PIC codes use an algorithm to advance the simulation in time that is divided into two parts:
a field solver and a particle push, a solver of the particle equations of motion. The basic
steps of the PIC algorithm are as follows:
1. Particle Push: At the beginning of the simulation the particles will be initialized on
the grid. For all other time steps this step is used to integrate the equations of motion
using the calculated forces, pushing the particles to their new positions and updating
their momenta.
2. Weight particles to grid: The particles exist in continuous space but in order to
calculate the density and currents on the grid the particles are distributed to the grid
points. Interpolation is used and each particle is represented in some way by weighting
its mass and charge to the surrounding grid points. More on particle interpolation
and shape will be discussed later.
3. Calculation of fields: The updated fields are found using information on the current
electric and magnetic fields, the currents and densities at the grid points, and
Maxwell’s curl equations.
4. Interpolate fields to particles: The electric and magnetic fields that are calculated
at the grid points must then be applied to the particles. As the particles exist in
continuous space the fields must then be interpolated back to the particles.
This cycle is shown in Figure 3.1
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Figure 3.1: A cartoon of the basic PIC cycle. A time step is organized as follows: Particles
are distributed to the grid nodes by interpolation. The currents and densities at the grid
points are found. The fields at the grid points are updated using the currents and densities
and the old values of the fields. The fields are then interpolated back to the particles. The
force equations can then be solved and the particle’s position and momenta are updated,
completing the cycle.
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3.2.2 Weighting and Particle Shape
Weighting is the process of calculating the charge density on the discrete grid points from
the particle positions (which exist in continuous space) and, once the fields are obtained,
to calculate the forces at the particles from the fields at the grid points. In this section
two different weighting strategies will be discussed: the zero-order weighting or nearest grid
point (NGP) and first order weighting or cloud in cell (CIC) model.
Zero Order Weighting (NGP)
In zero-order weighting the number of particles within one-half cell width, distance ±∆x/2,
about the jth grid point are counted and that number (N(j)) assigned to that point. The
convention is used that the subscript i will denote particles and j grid points. The grid
density (in one dimension) is given by nj =
N(j)
∆x . This is shown in Figure 3.2(a). This
method is computationally fast as only one grid lookup is performed. The electric field to
be used in the force is that at Xj for all particles in the j
th cell.
The density as a particle moves through the grid is shown in Figure 3.2(b). As a
particle moves into the jth cell through the boundaries at x = X ± ∆x2 (one cell width)
the grid density due to that particle will jump up. As the particle moves out of the cell
its contribution to the grid density at that cell will go to zero. The particles will have
a rectangular shape with a width of ∆x. The grid will see the particles as having finite
size, leading the physics observed to be those of particles of that finite shape and width as
opposed to point particles. The second effect of this particle shape is that the contributions
(being all or nothing) as the particle passes through a cell will result in a density and electric
field which are relatively noisy in space and time. This noise can be undesirable in many
plasma problems.
First Order Weighting (CIC)
First order weighting is a weighting scheme that will smooth the density and field
fluctuations, reducing the noise (relative to zero order weighting). This is done at the
additional expense of requiring the access of two grid points for each particle, twice per
step. The charged particles in this scheme appear as finite size rigid clouds which may pass
freely through each other. This model is also called cloud-in-cell (CIC). Figure 3.3(a) shows
a cloud of uniform density and width ∆x. For a cloud with total charge given by qc, the
part assigned to the jth cell as depicted in Figure 3.3(a) is given by:
qj = qc
[
∆x− (xi −Xj)
∆x
]
= qc
Xj+1 − xi
∆x
(3.2)
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Figure 3.2: Zero-order particle and field weighting.(a) Zeroth order, or nearest grid point
weighting, assigns all particles in the jth cell (xi ∈ Xj±∆x/2, where the i subscript denotes
particles (red circle) and j denotes grid points (blue circles) to Xj to obtain grid density
n(Xj).(b) The density nj(xi) at point Xj due to a particle at xi, as the particle moves
through the cell centered on Xj . The effective particle shape is given by this density. Image
based on Birdsall and Langdon[42].
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and the part assigned to the j + 1 cell is given by:
qj+1 = qc
[
xi −Xj
∆x
]
(3.3)
The net effect of this weighting is to produce a particle shape that is triangular with
width 2∆x, shown in Figure 3.3. The CIC model is the one used in the modeling presented
throughout this thesis. As the cloud moves throughout the grid it will contribute to the
density more smoothly than the NGP scheme. This will lead to the resulting plasma density
and fields having much less noise. The discussion above has described the density for clarity
and currents are handled similarly.
The first order force also comes from linear interpolation, exactly as the charge
assignment. For a particle at xi:
E(xi) =
[
Xj+1 − xi
∆x
]
Ej +
[
xi −Xj
∆x
]
Ej+1 (3.4)
The first order weighting scheme will consume more computer time per particle than
zero order weighting. However, for a given noise level, first order weighting will allow for
both a coarser grid and fewer macroparticles than zero order weighting, regaining some of
the additional computation time per particle.
Higher order weighting schemes also exist. These employ quadratic and cubic splines to
further round off the roughness in particle shape and further reduce the density and field
noise. This comes with the subsequent rise in computational cost. More information on
using splines for higher order weighting can be found in Birdsall and Langdon[42].
3.2.3 Particle Push
The particle push steps are outlined here. The discussion follows that described in
reference[43].
The most basic form of the algorithm applies to a second-order differential equation in
the position x of a particle. The equation to be solved is:
d2x(t)
dt2
= a(x(t), t) (3.5)
An implicit difference equation is made employing the acceleration a(x, t) at the
advanced time (without specifying how it is obtained). With subscripts to denote the
time steps, the algorithm is:
xn+1 − 2xn + xn−1
∆t2
=
an+1 + A¯n−1
2
(3.6)
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Figure 3.3: First order particle weighting, or cloud in cell (CIC) model. (a) The particle, or
cloud, is one cell wide with center at xi. First order weighting will put part of that cloud
which is in the jth cell at Xj , fraction (a), and the part in the (j+1)
th cell at Xj+1, fraction
(b). (b) The grid density nj(xi) at point xi as the particle moves past Xj . The effective
particle shape is given by this density. Image based on Birdsall and Langdon[42].
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where ∆t is the timestep. The A¯ terms are given by the expressions:
A¯n−1 =
1
2
an +
1
2
a¯n−2 (3.7)
a¯n−1 =
1
2
an +
1
2
a¯n−2 (3.8)
with an denoting the acceleration obtained by evaluating the force at xn, the particle’s
position at a time of n. a¯ denotes averaged accelerations. The A¯ terms are temporary
quantities defined for convenience.
From these equations a set of first-order equations can be derived which incorporate
the velocity. The familiar “leapfrog” scheme in which the position and velocity are offset is
given by:
vn+1/2 = vn−1/2 +
∆t
2
[an+1 + A¯n−1] (3.9)
xn+1 = xn + ∆tvn+1/2 (3.10)
where v is the particle’s velocity.
3.2.4 Direct Implicit Advance
The following discussion of the direct implicit method used in the simulations presented in
this thesis follows that found in reference[41]. The particle momenta are updated according
to (units are Gaussian (CGS) units):
~pn+1/2 = ~pn−1/2 + ∆t
[
~an
q(~pn−1/2 + ~pn+1/2)
2γnmc
× ~B( ~xn)
]
(3.11)
where p is the particle momentum, q the particle’s charge, γ the Lorentz factor, m the
mass, and ~B(~x) is the magnetic field at ~x. The momenta are advanced using half the electric
field at the old position and time, and half at the new position and time, where n refers to
a full time step.
~an =
1
2
[
~an−1 +
q
m
~En+1(~xn+1)
]
(3.12)
where ~E(~x) is the electric field at ~x. This quantity ~an is a running sum of the old and
new electric field and accelerations.
The new particle velocities from the above equation are obtained from:
~pn+1/2 = 〈T 〉 ~A (3.13)
where 〈T 〉 is the magnetic field rotation tensor with the subscripts 1, 2, and 3 referring
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to the three directions:
〈T 〉 = 1
1 + Ω2
 1 + Ω
2
1 Ω1Ω2 + Ω3 Ω1Ω3 − Ω2
Ω1Ω2 − Ω3 1 + Ω22 Ω2Ω3 + Ω1
Ω1Ω3 + Ω2 Ω2Ω3 − Ω1 1 + Ω23
 (3.14)
and ~Ω given by
~Ω =
∆tq ~Bn
2γmc
(3.15)
~A is the source term which is broken into two steps, denoted by the subscripts 1 and 2.
~A = ~A1 + ~A2 (3.16)
~A is broken into two parts corresponding to the two pushes. These pushes are given by:
~A1 = ~pn−1/2 + 1/2∆t~an−1 + ~pn−1/2 × ~Ω (3.17)
~A2 =
q∆t ~En+1(~xn+1)
2
(3.18)
The perturbed current is found by:
~δJ = 〈S〉 · ~δE (3.19)
where the susceptibility 〈S〉 is given by
〈S〉 = ρ∆tq
tγn+1/2m
(〈T 〉 − vn+1/2vn+1/2) (3.20)
with ρ the charge density. The 〈S〉 of each particle is scattered to the grid after the
first push. The LSP algorithm sums particle currents such that charge is conserved. For
each particle its current density is chosen such that it satisfies the continuity equation and
Gauss’s law. The individual particle 〈S〉 is scattered to the same grid position as the electric
field quantities for the momentum push. In the limit that the particle stays within a cell in
a time step, the change in the particles energy will be consistent (to first order) with the
change in its sampled electric potential. In this way LSP conserves energy.
The field components advance is given by:
∂ ~E
∂t
= ~∇× ~B − ~J − 〈S〉 · ~E (3.21)
∂ ~B
∂t
= −~∇× ~E (3.22)
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Figure 3.4: A cartoon PIC cycle when the direct implicit algorithm is used. The PIC cycle
is now broken into two pushes.
where ~J is the current density.
A cartoon of the full direct implicit algorithm is shown in Figure 3.4. The cycle is now
broken into two steps, due to the two different parts of ~A from the equations above. The
particles are initialized based on the input given on the first timestep of the simulation. From
this point on all calculations are done self-consistently. The particle positions and momenta
are used to interpolate the particles and currents to the grid points. This information is
used to calculate the fields at the grid points. The forces are calculated based on the past
and current field information and the fields are then interpolated back to the particles. The
interpolated fields are used to calculate the forces on the particles which are then pushed,
updating their position and momenta. The process is finished using the predicted fields via
~A2, with the susceptibility allowing the future field to be predicted from the old fields.
3.2.5 Explicit Vs Implicit
Numerical integration of the equations of motion replaces differential equations with
difference equations, but there is no unique way to do this. Two major approaches are
referred to as being either explicit or implicit. This section describes these approaches.
An explicit computation is one in which a direct computation of the dependent variables
can be made in terms of known quantities. In the case of PIC codes an explicit method
would only use the information available at the current time step in order to advance to
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the next time step. An implicit method is one in which the dependent variables are defined
by coupled sets of equations, using either a matrix or iterative technique to obtain the
solution. An implicit PIC code would use both the information of the current time step and
predictions of future time steps in order to advance the system. Mathematically, if Y (t) is
the current system state and Y (t+ ∆t) is the system state after a time step ∆t then for an
explicit method:
Y (t+ ∆t) = F (Y (t)) (3.23)
and for an implicit method one must solve an equation:
G(Y (t), Y (t+ ∆t)) = 0 (3.24)
to find Y (t+ ∆t).
The standard PIC algorithm found in many PIC codes uses an explicit, momentum
conserving push. Explicit codes must resolve all necessary time and spatial scales in order
to be stable. In particular, explicit PIC methods for plasma problems require that the
timestep satisfies the condition[44]:
ωp∆t < 2 (3.25)
The Debye length (Equation 9.2.1) usually must also be resolved for stable
operation.[42]. If the Debye length is not resolved it can lead to spurious plasma heating in
the simulation, which will act to increase the Debye length of the plasma until it is resolved
by the cell size. Resolving the Debye length can be difficult as Debye lengths can be sub-
nanometer for cold, solid density targets. For a simulation trying to match an experiment
with a given density target, the only tunable parameter in determining the Debye length is
the electron temperature. The effects of resolving the Debye length and using the electron
temperature as a tunable parameter to resolve the Debye length will be explored in depth
in Chapter 9, on modeling an ultra-intense laser on very thin ( < 100 nm) targets.
The direct implicit method used in LSP (and used in this thesis unless otherwise noted)
is an energy conserving push. This energy conserving push does not experience the heating
that can arise in explicit codes if the Debye length is not resolved. The direct implicit
method is more computationally expensive than the explicit method, but this can be made
up for by the fact that implicit methods have much more relaxed constraints on time step
and cell size required for stability. For the work done in this thesis the time step necessary
is not set by the constraints of the explicit or implicit method but by the physics being
modeled, such as resolving the laser frequency.
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Chapter 4
Electron Divergence Studies
4.1 Introduction
The work presented in this section is largely reprinted from the papers “Effect of Preplasma
Scale Length and Laser Intensity on the Divergence of Laser-Generated Hot Electrons”[25]
by V.M. Ovchinnikov et al., and “Time dependence of fast electron beam divergence
in ultraintense laser-plasma interactions”[45] by K. U. Akli et al. These papers include
significant experimental results, but we focus on the PIC analysis here, in particular, on
the simulation of the LPI and K-shell diagnostics that I performed for the former work and
assisted with in the latter.
4.2 Motivation
As mentioned in the Introduction earlier, the interaction of an ultraintense laser with solid
targets is of great importance for many possible applications. These include but are not
limited to isochoric heating of matter[46–48], proton and heavy ion acceleration[27, 28, 49],
x-ray sources[50], and electron-positron pair production[51]. In order to optimize these
application it is essential to first understand the physics of the generation of the fast electrons
produced in laser-plasma interactions (LPI) and the subsequent transport of those electrons
through solid matter.
Of particular interest is the divergence angle of the electron beam generated by the
LPI. This has been measured experimentally through a variety of techniques, including Kα
fluorescence measurements[52, 53]. The range of the published full-angle measurements
range from 30◦ to 100◦. Electron beam divergences may be unsuitable for certain
applications, such as Fast Ignition.
Here the electron beam divergence angle is explored as a function of several parameters.
Simulations are used to explore how pre-formed plasma on the front of a target can affect the
electron beam divergence angle and how the intensity of the laser may alter the divergence
angle. The temporal behavior of the divergence angle is then explored.
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Experimental measurements are generally time-integrated measurements and the
argument is made here that a single value of divergence angle can be deceptive. Instead,
the useful figure of merit would be the spatial spread of the energetic electrons as a function
of time and the distribution of energy they represent at a given time.
4.3 Effect of Preplasma Scale Length and Laser Intensity on
the Divergence of Laser-Generated Hot Electrons
4.3.1 Brief Introduction
A numerical study is performed using the PIC code LSP in order to investigate the effect of
the preplasma scale length and laser intensity on electron divergence. First, the simulations
are benchmarked by comparing experimental Kα spot size lineouts to simulation lineouts,
using only the preplasma scale length as a tunable parameter. Once a fit is found, the
simulations can be used to explore the electron divergence angle. Two studies are performed,
one in which the preplasma scale length is varied for a fixed intensity and one where the
intensity is varied for a fixed preplasma scale length.
4.3.2 Simulation Setup
Full scale 2D PIC simulations were performed using LSP. The targets modeled are shown in
Figure 4.1. The targets were either ”buried cone” targets, shown on the left of Figure 4.1, or
flat targets, shown on the right. In order to resolve the electron dynamics a cell size of 1/16
μm was used (1/32 μm simulations show little differences.) The technique, developed in
previous work[54] is used, in which experimental Kα images are matched to simulation with
the modeled preplasma being the one fitting parameter used. Laser ionization is included
through the ADK[55] model. The preplasma is modeled using an exponential density profile,
ρ = ρ0e
−d/L , where ρ0 is solid density, L the preplasma scale length, and d the distance
from the solid density surface. The preplasma modeled extends at least 50 μm from the
front surface.
The laser pulse modeled for this work was similar to that of the Titan Laser (Lawrence
Livermore National Laboratory).The laser had a wavelength of λ = 1 μm. It delivered an
equivalent of 150 J of energy to a 14 μm focal spot (intensity full width at half maximum
(FWHM)) in 700 fs (intensity FWHM). The transverse spatial profile was Gaussian and had
peak intensity between 1018 and 1021 Wcm−2 in vacuum. The laser propagation direction
was in the +x direction, incident from the left boundary of the grid. The laser was polarized
in the z direction.
48
Figure 4.1: Simulation geometry for the buried cone target (left) and flat target (right).
The black line indicates the solid density contour, the grey line the simulation grid. The
color scale on the right shows the electron number density in cm−3 (log scale). The laser is
incident on the left and focused at the origin. Each simulation ran for 10ps. Image credit
Ovchinnikov et al.[25]
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Figure 4.2: Comparison between experimental Kα (black) and results obtained from
simulations (red) for flat targets. Fluor depths from left to right are 15, 100, and 200
μm. The grey band shows the range of the experimental data. Image credit Ovchinnikov
et al.[25]
4.3.3 Benchmarking Against Experiment
To benchmark the simulations, the simulation Kα is compared to experimental data, using
the preplasma scale length as the only fitting parameter, as described in previous work
done by V.M. Ovchinnikov[54]. Previous work has shown an excellent agreement between
experimentally recorded Kα images from buried cone targets and simulations performed.
Figure 4.2 shows a comparison between recent experimental results from the Titan laser,
with flat targets being irradiated by a 1020 Wcm−2 laser and simulation. The black line
indicates the experimental Kα data and the red line the simulation results. Cu layer depths
of 15, 100, and 200 μm are shown from left to right. A good agreement between experiment
and simulation is shown.
4.3.4 Angular Divergence of Electrons: Preplasma Scale Length
After benchmarking the simulations against experiment, they were then used to investigate
the electron angular divergence - something not easily done in an experiment. For this work,
the electron divergence is determined by measuring the hot-electron spot size (FWHM) at
three target depths (x = 0, 50, and 100 μm). The spot size growth is fit to a line and the
full divergence angle is found from the slope of the fit. The results are shown in Figure
4.3(a), where an approximately linear dependence of the divergence angle on the preplasma
scale length can be seen. This divergence angle increases (7.0±0.6)◦ for an increase in scale
length of 1 μm.
The laser deposits most of its energy at the plasma relativistic critical surface. The
larger the preplasma scale length is the further this critical surface will be from the solid
density region of the target. For larger scale lengths, electrons excited by the laser will have
to travel a larger distance to reach the same depth inside the target. Since the electron
beam is diverging, pushing back the critical surface has the effect of increasing the electron
spot size at all depths for the same divergence angle. In addition to shifting the critical
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Figure 4.3: Electron beam divergence. (a) Electron beam divergence vs preplasma scale
length for buried cone target simulations. Each point and error bar is derived from the
growth of the electron spot size at three different depths (0, 50, and 100 μm). The divergence
angle increases approximately (7.0±0.6)◦ for an increase in scale length of 1 μm. (b) Electron
beam divergence vs laser intensity. The divergence angle is determined in the same manner
as (a). Error bars are from the fitting errors. Image credit Ovchinnikov et al.[25]
surface away from the solid density surface, a larger preplasma scale length permits the laser
to interact with the preplasma at densities close to critical over a larger range of distances
due to the curvature of the surface caused by relativistic transparency.
4.3.5 Angular Divergence of Electrons: Laser Intensity
Next, the electron divergence is studied as a function of laser intensity. A series of
simulations is performed, similar to those described earlier. A fixed preplasma scale length
of L = 3 μm is used. The intensity varied from 1018 to 1021 Wcm−2. The target was a flat
foil 1 mm wide and 150 μm thick, consistent with the experiments used in Green et al[53].
All other simulation parameters are identical to those listed earlier. The results are shown
in Figure 4.3(b). A nearly constant divergence angle of approximately 70◦ is seen, whereas
Green et al.[53] found the divergence angle monotonically increased with laser intensity.
However, none of the experiments in Green et al., report monitoring laser prepulse, so it is
possible that the effect seen was not due to the laser intensity itself but due to an increasing
preplasma scale length caused by increasing preplasma energy.
4.3.6 Conclusion
A numerical study of the effect of preplasma scale length and laser intensity on hot-electron
divergence angle was performed using full scale 2D3V simulations using the PIC code LSP.
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The results indicate that the fast electron divergence angle increases nearly linearly with
the preplasma for a fixed scale length. For a fixed scale length, the laser intensity had little
effect on the divergence angle, in the range of intensities from 1018 to 1021 Wcm−2.
4.4 Time Dependence of Fast Electron Beam Divergence
4.4.1 Brief Introduction
In this work the time dependence of electrons generated in the interaction of an ultra-intense
laser is investigated. An experiment was performed on the Texas Petawatt laser systems, in
which multilayer targets were irradiated. These targets were Al with a Cu layer in between,
with the Cu layer being at different depths for different shots. The spot size of the Kα
photons created as electrons scattered in the Cu layer is used in order to determine the
electron divergence. Simulations were then benchmarked using the experimental data, in
which the scale-length of the preplasma on the front surface of the target in simulation
was varied until an agreement between simulation and experimental Kα spot sizes were
met. Once this agreement was found, the temporal information of the electrons from the
simulation was used in order to investigate the time dependence of the electron beam.
4.4.2 Experimental Setup and Results
The experiments were conducted on the Texas Petawatt laser system at the University of
Texas at Austin. The laser delivered 50 J of energy at a wavelength of 1.054 μm with a
pulse length of 250 fs full width at half maximum intensity (FWHM). The peak intensity
was 1.2x1020 Wcm−2. The laser irradiated targets were Al-Cu-Al-C sandwiches at a 30◦
incidence angle (schematic shown in Figure 4.4). The Al layer in front had a thickness of
either 15, 50, or 100 μm. The Cu layer was 25 μm thick. The final Al layer was 20 μm
thick. After that there was a large carbon layer, acting to absorb the electrons that entered
to minimize refluxing at the back surface. This layer was 1 mm thick and 5x10 mm in
the transverse direction. Refluxing is the process whereby electrons initially heated and
launched by the laser (mostly in the forward direction) are unable to escape, despite having
MeV energies, due to target charging. These electrons oscillate across the target, repeatedly
crossing into vacuum, back into the target, and then back into vacuum on another side.
This continues well past the laser excitation until the electron kinetic energy is lost while
the target expands. For a simple slab target, the large angular distribution of the initial
population of laser excited electrons leads to complicated orbits that diffuse throughout the
target on all sides. The carbon layer acts as a sink for electrons reaching the back surface.
The large transverse extent of the target was selected to minimize refluxing through the
sides.
52
Figure 4.4: Experimental Setup: A 50 J, 250 fs FWHM laser pulse incident on Al-Cu-Al-C
target. The Kα emission driven by the LPI electrons in the Cu layer is collected using a
spherically bent Bragg crystal. Image credit Akli et al.[45]
Figure 4.5: Experimental Data. (a) Typical experimental results. A Kα image with Cu
tracer at a depth of 15 μm (inset); a horizontal lineout of the the image showing a 80 μm
spot size FWHM. (b) Experimental Kα radius as a function of Cu depth. Full divergence
angle of (60± 5)◦ is determined by a weighted least square fit. Image credit Akli et al.[45]
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The Kα photons induced by electrons in the Cu were collected using a spherically bent
Bragg Quartz crytal[56]. The photons were then detected with BAS-MS 2040 imaging plates
and then scanned with a Fuji FLA7000 scanner to obtain 2D spatially resolved images of
the target. Shown in Figure 4.5(a) are typical experimental data (inset image) along with
the horizontal lineout of the data. The two-dimensional image shown is a time-integrated
spatial distribution of Kα emission induced in the Cu layer by laser-generated electrons.
The horizontal lineout is averaged over 10 pixels and shows an emission spot of 80 μm full
width at half-intensity.
The time-integrated electron beam divergence angle is determined from Kα emission
radii at various depths. Figure 4.5(b) is a plot of the Kα radius as a function of the Cu
layer depth. Each data point represents the radius averages over a few shots with the error
bars reflecting the standard deviation. A linear fit to this set of data is found using a
weighted least square fit. The time-integrated beam divergence was found from the slope
of the linear fit to be (60± 5)◦ full angle.
4.4.3 2D PIC Simulations: Time-Dependence of Fast Electron Beam and
Flux
To investigate the time-dependence of the electron beam transport both during and after
the laser-pulse, full-scale 2D implicit PIC simulations were performed using LSP. The laser
pulse was modeled with a 250 fs intensity FWHM sine-square temporal envelope and a 1
μm carrier wavelength. The focal spot of the laser in vacuum was modeled as a Gaussian
profile with 15 μm intensity FWHM. The intensity used was chosen to match the 50 J pulse
energy used in the experiment. There was a 40 μm vacuum gap between the beginning of
the simulation grid and the target preplasma. The preplasma region was modeled to have
a 1.5 μm scale length. Dynamic field ionization, handled through the ADK[55] model, was
included. The spatial resolution starts at 1/8 x 1/8 μm in the LPI region and then linearly
increases to 1x1 μm over 50 μm in the laser propagation direction, remaining constant after.
This resolution is not sufficient to resolve all features of the LPI, but previous work has
shown that time integrated K-shell imaging is not sensitive to these features[54]. In other
words, the synthetic K-shell images are converged with respect to numerical parameters
including grid resolution. The region adjacent to the preplasma had an initial solid density,
initially singly ionized, and had an initial temperature of 5 eV. Electron scattering was
treated using the Lee-More-Desjarlais[57] collision model. The carbon layer was modeled
as a perfect sink of electrons, through use of LSP’s “conductor” model - which absorbed all
particles that entered.
Kα emission induced by electron impact ionization was modeled by the integrated Tiger
series code[58] implemented in LSP. Five different depths (0, 15, 50, 75, 100 μm) were taken
as Kα extraction planes. The experimental Kα images were first used to determine the
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Figure 4.6: Time evolution of Kα at a depth of 15 μm. The red band represents the range
of the time-integrated experimental data. Black curves are the Kα profiles obtained from
simulation at 0.5 ps (1), 0.75 ps (2), and 8.0 ps (3). Image credit Akli et al.[45]
preplasma profile scale length in in the vicinity of the critical surface using the technique
introduced by V.M. Ovchinnikov[54]. Briefly, the scale length was used as a single fitting
parameter to match Kα image profiles at all target depths. As explained in that work,
images at different depths, and different regions of the same image at a given depth, have
varying dependence to changes in scale length making this a sensitive approach. For the
work presented, a scale length of (1.5± 0.3)◦ μm was found.
Shown in Figure 4.6 is the time evolution of the the simulated Kα emission at the 15 μm
depth. The black curves labeled (1) and (2) are the Kα profiles obtained from simulation
at 0.5 and 0.75 picoseconds respectively. Curve (3) shows the simulation profile at 8.0 ps,
and is in good agreement with the time-integrated experimental data, indicated by the red
band. Shown in Figure 4.7 is the time-dependent behavior of the Kα emission at various
depths. It is clear that the spot size not only increases in time, but continues to increase
after the laser pulse has turned off. The rate of change is greater in the deeper planes as
the energetic electrons reach those distances much earlier than lower energy ones. Closer
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Figure 4.7: Time evolution of Kα spot size at 0, 15, 50, and 100 μm depths. The shaded
area denotes the region of monotonically increasing Kα spot size. In the non-shaded area
the spot size is constant. For all depths the spot size increases until roughly 1.7 ps, with
spot sizes at greater depths increasing more than those closer to the laser-plasma interaction
region. Image credit Akli et al.[45]
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Figure 4.8: Time dependent beam divergence. Shown in blue solid circles is the beam
divergence as a function of time from LSP simulation. The time-integrated experimental
measurement is shown by the hollow red square. The LSP simulations show that the the
beam divergence starts narrow, at 32◦, and then grows to a larger divergence angle over time.
The divergence angle at late simulation times agrees with the time-integrated experimental
value, with (68 ± 7)◦ and (60 ± 5)◦ angles from simulation and experiment respectively.
Image credit Akli et al.[45]
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to the laser-target interaction region the growth rate is less as both fast and slow electrons
contribute to the emission. The rate at the front is also effected by electrons that can reflux
from the front surface electrostatic sheath and return to the target where they can again
contribute. The increase is followed by a plateau region, starting at about 1.7 ps, and is
depth independent. At any given time, the electron beam divergence is determined from
the slope of the linear fit to the Kα spot radii at various depths. This time-dependent
divergence is plotted in Figure 4.8. It is clear from Figure 4.8 that the initial divergence of
the electron beam is small. It then increases monotonically with time and reaches a plateau
in less than 2 ps. The final beam divergence from the simulations is found to be (68± 7)◦,
consistent with the time-integrated experimental measurement of (60± 5)◦.
To determine the time-dependent energy transport at various depths in the target, the
Kα spot size and the corresponding electrons that induced the emission are used. The Kα
emission distribution in space is determined first, with the FWHM of the profile used as
a measure of the spot size. Electron information is taken from extraction planes, an LSP
diagnostic that records all the information of a particle that passes through it, placed at the
same spot as the Kα diagnostics. The electrons within the spot sizes found from the Kα
are used to compute the electron energy distribution. The relationship between the fluxes
at the three emission depths from the experiment and the beam divergences are shown in
Table 4.1. As the electron beam evolves with time, the flux decreases. For the 32◦ beam
divergence angle, the fluxes at depths of 50 and 100 μm are 92% and 21% that of the 15
μm depth. In this calculation, all electrons with energy above 9 keV were included.
The population of electrons with 1 MeV or higher kinetic energy is next looked at, as this
higher energy population is of interest for the applications listed earlier. These electrons can
carry energy deep into a target due to their long mean free path. Using the information in
the extraction plane diagnostic the time-dependence of this population’s energy transport
was investigated. It was found that the energy in electrons above 1 MeV, transported with
a 32◦ divergence angle, is 27%, 15%, and 7% of the laser energy at the depths of 15, 50,
and 100 μm respectively. As a result of the initial narrow divergences, as much as 3.5 J of
energy is transported to a depth of 100 μm by electrons with energies 1 MeV or greater.
4.4.4 Conclusions
Using experimental data to benchmark simulations, it was shown that the initial electron
beam divergence is much narrower than the time-integrated divergence measured in
experiment. The divergence angle increases as a function of time, with energetic electrons
being able to deposit a significant amount of energy far into the target due to the initial
narrow divergence.
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Table 4.1: Time-dependent divergence and cumulative flux at various depths due to all
laser-generated electrons with energies above 9 keV. Flux in units of Wcm−2.
Time
(ps)
Full div. angle
(degrees)
Flux at 15 μm Flux at 50 μm Flux at 100 μm
0.75 32◦ 1.50x1020 1.38x1020 3.10x1019
1.0 58◦ 1.92x1019 2.29x1019 2.98xx1019
1.5 69◦ 4.60x1018 3.84x1018 5.00x1018
2.0 69◦ 2.56x1018 1.63x1018 1.10x1018
4.0 69◦ 1.21x1017 1.89x1017 4.59x1016
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Chapter 5
TNSA Simulation Design
5.1 Motivation for Handoff Techniques
In order to accurately model TNSA there are several important physical processes that must
be modeled correctly. First, the laser-plasma interaction (LPI) at the front surface of the
target must be modeled. As demonstrated earlier[25, 45], modeling LPI and the subsequent
electron transport using LSP is a problem on which much work had been previously done
and it is relatively well understood for thick targets with preplasma. Second, the sheath
fields that form at the back surface of the target are essential. Finally, the simulation must
be able to accurately model the acceleration of ions in these sheath fields.
This project was motivated not only to produce accurate ion acceleration simulations,
but simulations that could deliver those results quickly. To that end, a technique was
developed to model the TNSA process. This technique would employ multiple simulations,
each optimized to treat a certain part of the TNSA process, with handoffs of relevant
information between them. This technique allows for tradeoffs between accuracy and speed.
This is accomplished by meeting the different spatial and temporal resolution requirements
with different simulations and turning different physics models on and off as needed. All of
these allow for simulations that can gain speed when possible while maintaining simulation
accuracy.
5.2 Brief Overview of Technique
First, a simulation in Cartesian coordinates that models the laser-plasma interaction and
records the electrons accelerated is performed. These electrons then define a distribution
which is transformed to be suitable for a simulation employing cylindrical geometry.
Distributions of the electron kinetic energy, position, and time crossing the recording plane
are generated and then sampled in order to generate electrons for the next simulation,
allowing control over the macroparticle count for the second simulation. These electrons
are then injected into this simulation, performed using cylindrical coordinates and optimized
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Figure 5.1: Schematic of the handoff procedure over three coordinated simluations. (a)
LPI simulation. LPI is modeled using a 2D or 3D Cartesian grid tracking electrons that
cross the extraction plane (yellow line). These electron are injected (green arrow) into the
TNSA simulation. (b) TNSA simulation. Model TNSA using cylindrical coordinate grid.
(c) Transport simulation. At later simulation times, all particles from TNSA simulation are
transferred to a larger, coarser grid for continued evolution.
for modeling the TNSA process. Finally, a second handoff of all particles to a coarser grid
is performed for simulations that require continued evolution. A schematic of the technique
is shown in Figure 5.1. More details on each step of the technique are presented in the
following chapters.
5.3 Laser-Plasma Interaction Simulation
The first simulation is optimized to model the laser-plasma interaction and record the
electrons that are accelerated by the laser. This simulation will be referred to as the “LPI
Simulation.” The specifics of the LPI simulation will vary with the problem but they
all share certain characteristics. A 2D or 3D Cartesian grid is employed. This simulation
includes a full size target with pre-formed plasma on the front when necessary. The temporal
and spatial profile of the laser is modeled. The particles are all treated kinetically. A
diagnostic called an extraction plane is used in order to record accelerated electrons. The
extraction plane records all macroparticles of a designated particle species that cross a
specified region of space. The macroparticle’s charge, the time it crossed the extraction
plane, the position of the particle, and the three components of the momentum are all
recorded. This simulation is run long enough to model the entire laser-plasma interaction
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and record all of the electrons that are accelerated by the laser. More details on LPI
simulations of specific problems will be given in later sections as needed.
5.4 TNSA Simulation Design Choices
In designing the TNSA simulations there were several concerns that had to be met. First,
the simulation grid needed to be large enough in order to model full size targets. Second, the
simulation grid must also be able to resolve all the relevant length scales. As will be shown
in a later section, in order to accurately model TNSA, very small (tens of nanometers) cells
must be used. Third, it is desirable to have a grid that is large enough that nothing is able
to leave the simulation grid over the course of the simulation. If light or a particle leaves
the grid a choice of boundary conditions must be made. The information of the escaping
particle can be completely lost. The edge of the grid can be charged an amount to make up
for the particle or another particle can be re-emitted back onto the grid (with some small
amount of energy). All of these could have an effect on the TNSA fields at the back of the
target. For example, as electrons leave the back surface and continue on, the sheath field
will act to try to bring them back to the target and electrons with low enough energy will
be pulled back to the target. However, if the grid is too small, these electrons will leave the
grid before they can return. This will change the resulting TNSA fields. In order to avoid
having to make any assumptions or decisions involving boundary conditions, it is desirable
to simply have a grid in which no significant number of particles ever reaches the boundary.
To summarize - a large grid is desired but must still able to have very high resolution in
areas of the grid where necessary. In order to meet these grid constraints it became apparent
that 3D TNSA simulations would be very difficult to perform. Performing the simulation
in 2D cylindrical coordinates allows for meeting the grid constraints and allowing for quick
simulation times. However, running in 2D introduces complications as well. Namely the
shape of the macroparticles.
In 2D Cartesian (XZ), LSP will have a virtual dimension in the 3rd spatial dimension, Y.
This dimension is assigned an extent of unity in the active units system which, by default,
is centimeters for length. The numerical value of the virtual dimension is for calculational
convenience and has no effect on the simulation. In any case, then, macroparticles in this
geometry will be represented by a 1 cm long line. In 2D cylindrical coordinates (RZ, virtual
azimuthal direction) the macroparticle is represented by a ring. Both of these do not have
the same electric field profile as the point charge that the macroparticle should behave as.
Shown in Figure 5.1 is the electric field profile for a point charge (blue), a ring of charge
(red), and an infinite line of charge (yellow). The field for the ring is measured on ring axis
for simplicity. In the arbitrary units used, the ring had a radius of 0.5. As expected, the
line charge does not represent the field of a point charge very well. The ring is a better
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Figure 5.2: Electric field for different macroparticle shapes. Shown is the electric field profile
as a function of distance for a point charge (blue), a ring of charge (red), and an infinite line
(yellow). In this example the ring has a radius of 0.5 in the units used. For distances outside
of the ring radius the profile of the electric field matches that of a point charge. The infinite
line of charge falls off too slowly compared to the point charge. For the TNSA simulations,
a 2D cylindrical geometry is chosen as the representation of the macroparticle by a ring, as
opposed to a line in 2D Cartesian, will fit the electric field profile more accurately.
match to the point charge for distances outside of the ring radius ( > 1.5, arbitrary units).
Modeling the sheath fields and their evolution is central to the problem, so a 2D cylindrical
geometry is chosen for the TNSA simulations as those fields should represent the fall off of
the electric field at the back of the target more accurately than a 2D Cartesian simulation.
2D cylindrical coordinates cannot support a laser propagating, further necessitating the
split between an LPI simulation and a TNSA simulation. It is appealing, even with the
field fall off, to run a single 2D Cartesian simulation that can handle both the LPI and the
TNSA processes. However, the field fall-off is problematic and, of equal importance, that
approach would not allow for the potential speed benefits that having multiple simulations
permits. For this reason the approach of using multiple simulations with handoffs of relevant
information being passed between them was pursued.
5.5 TNSA Simulation Specification
The details of the TNSA simulations performed are presented. Unless otherwise noted, all
TNSA simulations presented will be set up as follows. A full scale target with preplasma
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is included. The target was composed of 500 nanometers of aluminum followed by a 1
micron thick layer of heavy ice (D2O). The radial extent of the target was 100 μm. On the
back of the target a linear drop from solid density to zero over a quarter μm is included.
This was done to relax spatial grid resolution requirements. A study on the spatial grid
resolution requirements (Section 7.1) and the effects of the linear rolloff on the back of the
target (Section 7.2) is presented later. All ion species in the target started singly ionized
with ADK field ionization[55] allowing for further ionization of the oxygen ions. Collisional
ionization and recombination are not included. The injection of electrons from the LPI
simulation occurs within the first cell of solid density aluminum. The preplasma was 20
μm in extent and was exponentially decaying with a 1 μm scale length. The simulations
were a hybrid run with both kinetic and fluid species. The injected electrons, injected ions,
deuterium ions, and oxygen ions were all treated kinetically in order to ensure accuracy of
their propagation and acceleration. All other species are treated as a fluid. An equation of
state model is included for the fluid species.
The number of macroparticles per cell used is now specified using the nomenclature
NxM where, for example, 2x3 means a total number of 6 macroparticles were placed in a
cell with 2 positions spaced in R and 3 spaced in Z for each R. The aluminum preplasma
contains 1x1 ions per cell and 3x3 electrons per cell. The solid density aluminum block
contained 1x1 ions per cell and 7x7 electrons per cell. The deuteron and oxygen species
both had 3x3 electrons per cell and 10x10 ions per cell. For the linear drop on the back of
the target the deuteron and oxygen species both had 4x4 electrons per cell and 10x10 ions
per cell.
The simulations used a variable grid resolution. For the simulations presented here,
unless otherwise noted, the grid resolution was as follows. For the entire region of the
target and the region surrounding it the grid was 1/32 μm by 1/32 μm cell size. This region
extended from R = 0 to 100 μm and from Z = 0 to 50 μm. There is a transition region over
50 μm in both directions in which the cell size is increased to 1/8 μm resolution. Finally
the rest of the grid is at the 1/8 μm by 1/8 μm resolution. The grid was made large enough
such that no particles would leave it over the course of the simulation, negating the need
for any special boundary conditions. For situations in this work in which the cell sizes were
different than those specified above, the cell size given will refer to the smallest cell size on
the grid. For those simulations they will have the same regions and a similar transition to
larger cells, the larger cells maintaining a four times aspect ratio. In all simulations a time
step was used dictated by the Courant limited time step. The time step was either 0.15 or
0.3 times the Courant limit unless otherwise noted.
The number of macroparticles, the grid geometry, and other such purely numerical
parameters were initially chosen using a combination of analysis of the likely outcome,
requirements of the simulation, and experience. Numerical convergence was then tested by
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running additional simulations, possibly at scale or for a short time. For example, there
was minimal difference between simulations performed at the 0.15 Courant time step versus
the 0.3 Courant time step when the 0.3 Courant was selected. This time step was chosen
primarily to ensure simulation stability during the injection phase.
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Chapter 6
Sampling Procedure
6.1 Motivation for Sampling
After the LPI simulation is performed, the next step in the TNSA modeling technique is
to create an “injection” based on of the electrons recorded from the LPI simulation. An
injection is a procedure where particles are introduced onto the grid for every timestep
over a specified interval, with the particles having specified density and temperature or,
alternatively, as in this work, specified position and momenta. The injection is chosen to
mimic what a laser would have done by deriving the injection from a laser based simulation.
The simplest way this could be done is to take the information recorded by an extraction
plane diagnostic and transform the macroparticle Cartesian position and momenta into
RZ cylindrical coordinates and momenta through standard coordinate transformations.
Once done an injection can be defined that has a one-to-one correspondence between every
laser accelerated macroparticle from the LPI simulation and that injected into the TNSA
simulation. This, however, will be problematic. There is no unique mapping between
the geometries because the LPI simulation will never exactly satisfy cylindrical symmetry.
Although this can be a significant issue, for the conditions considered here this is a minor
concern. More importantly, in order to accurately capture the dynamics of the laser-
plasma interaction, a high electron macroparticle count is used in the LPI simulation.
For these simulations the extraction plane would record information on upwards of 100
million electron macroparticles. Recall that extraction planes are a diagnostic that records
the charge, position, three momenta, and time a macroparticle of a designated species
crosses the specified plane. Injecting this large amount of macroparticles, and associated ion
macroparticles for charge neutrality, to accurately model the ion acceleration in the TNSA
simulation would be computationally expensive. The distribution of electron macroparticles
(as opposed to the distribution of real electrons) will not in general be ideal for good
sampling statistics. The LPI simulations invariably have too many macroparticles at low
energies and too few at high energies. A sampling technique was developed that allows
for accurate representation of the electron population with orthogonal control over the
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Figure 6.1: Motivation for Sampling Procedure (a) Electrons crossing the extraction plane
in the Flat target LPI simulation: all (black) or after energy cut (red), the energy-cut
distribution retains 98% of the electron energy using only half the particles . (b) Deuteron
spectrum from TNSA simulation using energy-cut distribution directly (black) or sampled
to control macroparticle count (red). The sampled distribution is able to recreate the
distribution from the direct injection with only minor differences. Both simulations ran for
a total simulation time of 400 fs. The walltime for the TNSA simulation using the direct
injection was 2 weeks. The walltime for the TNSA simulation which used the injection
created via the sampling method was 3 days.
macroparticle distribution.
Before the sampling procedure is detailed, a test of its efficacy is shown. The test
consists of converting the electrons from an LPI simulation to cylindrical coordinates and
then making two injections to use in otherwise identical TNSA simulations. The first
injection will consist of a direct injection of the electrons from the LPI simulation into the
TNSA simulation. The second injection will take the electrons from the LPI simulation and
put them through the sampling procedure in order to create the injection.
For this test the electron population from an LPI simulation from a flat 3D target[59]
is used (details of this LPI simulation are given in Chapter 8) . This simulation recorded
100 million electron macroparticles crossing the extraction plane. A choice was made to
only use electrons from that population that had a kinetic energy of greater than 0.5 MeV
and had momentum in the forward direction. This choice reduced the macroparticle count
by half while retaining 98% of the energy contained in the electron population while, as
discussed later, doing a better job of representing the LPI. This energy-cut population was
then converted into cylindrical coordinates to become the “direct” injection or sampled to
become the “sampled” injection. The effect of the energy-cut is shown in Figure 6.1(a).
The results of the test are plotted in Figure 6.1(b). Details of the TNSA simulations
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are presented in a later section; the point of this discussion is to illustrate the capability of
the technique. However, recall that the target is one micron of aluminum followed by 500
nanometers of heavy ice (D2O) and the TNSA process will mostly drive the lightest species,
deuterium in this case. Plotted for both simulations is the resulting deuteron ion kinetic
energy spectra. Both TNSA simulations ran for a simulation time of 400 fs. The black
squares show the ion spectrum from the TNSA simulation which had the direct injection
used. Shown by the red circles is the ion spectrum from the TNSA simulation which used
the injection created by using the sampling procedure. This spectrum closely matches that
of the direct injection TNSA simulation (note the logarithmic scale). Besides the accuracy
of the method, the other test of the sampling procedure is the speed of the simulation.
Comparing the walltime of the two simulations, the direct injection TNSA simulation ran
for two weeks in order to reach 400 fs of simulation time. The TNSA simulation that used
the sampled injection took three days of walltime. For a small loss of accuracy a near
fivefold gain in speed was obtained. This is achieved because the sampling procedure is
able to recreate the important information from the electron population accelerated in the
LPI simulation while using a much smaller macroparticle count. In this case the direct
injection contained 50 million macroparticles and the injection created from sampling used
only six million.
6.2 Sampling Procedure
6.2.1 Overview
The sampling procedure works as follows: first, the electrons are recorded as they pass
through a diagnostic plane, the extraction plane, in the LPI simulation. Next, every
electron will have its coordinates transformed from Cartesian coordinates to cylindrical
coordinates. The spatial, temporal, and kinetic energy distributions are then created from
the information from the extraction plane. Each of these distributions is independently
sampled a set number of times, where the number of samples taken determines the
macroparticle count of the subsequent injection. A macroparticle is created using the
independent sampling of each of the relevant distributions to determine that macroparticle
position and momentum. More details on each step are presented below.
6.2.2 Creating the Distributions
The first step of the process is to take the transverse coordinates of the electron
macroparticles and transform them to cylindrical coordinates. This step has some minor
variation depending on whether the LPI simulation was performed in 2D or 3D Cartesian
coordinates. For 2D simulations, the distribution in the +X and -X directions transverse
to the laser propagation direction are averaged together. This essentially symmetrizes
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Figure 6.2: 2D Symmetrization. (a) Symmetrization of transverse position. A weighted
average is performed for the transverse position distribution of electrons from a 2D LPI
simulation. Symmetry about the origin is assumed. Shown is the original transverse position
distribution (black) and the symmetrized distribution that will be sampled from (red).
(b) Symmetrizing 2D momentum. A check is performed on the momentum of particles
originating from a 2D LPI simulation. In order to preserve the electrons trajectory either
toward or away from the origin, some electrons have their momenta multiplied by -1. An
example is shown in which the particle depicted by the red arrow does not need any change
to its momentum whereas the particle depicted by the blue arrow needs its momentum to
be modified to correctly preserve its behavior in a cylindrical geometry.
the transverse distribution about the origin. The target and laser for this work were
symmetric about the propagation axis and deviations from symmetry in the resulting
electron distributions are due to various plasma instabilities that roughly average out. In
order to make sure a particle’s trajectory makes sense in cylindrical coordinates, some
electrons will have their radial momenta multiplied by negative one, making sure the
particle’s motion with respect to the origin is translated correctly. An example of both
is shown in Figure 6.2. In 3D the radial position and momenta are more easily found
using the standard coordinate transformations and then the azimuthal angle distribution is
summed.
Instead of creating a distribution of the number of particles that cross the extraction
plane as a function of time, it is instead the number of particles multiplied by their kinetic
energy as a function of time that is the useful distribution to create. Using just the number
as a function of time leads to injections that would input their energy too slowly when
compared to what the original electrons from the LPI simulation did. Using the energy
weighted by the number of electrons that the macroparticle represented lead to injections
that were able to correctly represent the energy deposition as a function of time. This
problem was especially severe before the energy based cut mentioned in the previous section
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was employed.
The energy cut is justified by looking at the number of electrons as a function of
time both with and without the energy cut shown in Figure 6.1(a). Plotted are the full
distribution of electrons (black) and the distribution of electrons after the energy cut is
applied. It can be seen that the full distribution has a large population of electrons that
cross the extraction plane after t = 250 fs, while the energy cut distribution is largely
done by that point in time. As noted earlier, the distribution with the energy cut retained
98% of the energy of the original distribution. Applying this energy removed a population
of very low energy electrons that were refluxing through the target, unable to escape the
boundary at the back or front surfaces of the target. Many of these likely passed through
the extraction plane multiple times over the duration of the simulation. By not making this
cut, these electrons which are not characteristic of those directly excited by the laser skew
the energy and time distributions. It can be seen in Figure 6.1(a) that the creation of the
energetic electron population is over at that point. Applying the energy cut corrects the
temporal behavior of the input energy carried by the electrons to more accurately represent
what it was in the LPI simulation.
The kinetic energy of each electron macroparticle is calculated using the momenta
recorded in the extraction plane. In the case of a 2D LPI simulation, the momenta of
the electron in the virtual dimension is not included (this component is usually much
smaller than the momenta in the simulation plane). As the kinetic energy of a particle
is calculated so is the angle of propagation, given by tan θ = ptransverse/plongitudinal where
ptransverse = pr when converting from 3D Cartesian and ptransverse = px when converting
from 2D XZ Cartesian (Z is the longitudinal direction in both.) Using this angle and the
number of electrons that the macroparticle represented, the average and root mean square
angle (Equations 6.4 and 6.5 where q is the charge of the macroparticle) are calculated for
each kinetic energy bin. This information will later be used in order to recreate the particle
momenta. It was found empirically to be more accurate to sample the kinetic energy and
angular distributions and use those to recreate a particles momenta rather than working
with the momenta directly. Using the latter approach leads to more accurate momenta
representation but does not reconstruct the kinetic energy distribution as well, which is
more important. Less energy in a simulation will have a larger effect than somewhat more
off-axis electrons.
The angular distributions are characterized by an average and root-mean square angle.
These angles are found for each kinetic energy bin. Running sums of the total charge, the
charge multiplied by the angle, and the charge multiplied by the square of the angle, given
by S0, S1, and S2 respectively, are calculated:
S0 =
∑
qi (6.1)
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Figure 6.3: Example distributions. (a) Probability distribution functions. Three Gaussian
distributions are plotted. Each has a mean of 0. Three different widths (σ) of 1,2, and 5 are
chosen. These represent the distributions that will be sampled. (b) Cumulative distribution
functions. Integrating the probability distribution functions yields cumulative distribution
functions. For the distributions being sampled this is performed using a cumulative sum.
The different width Gaussians lead to cumulative distribution functions with either slow
or fast rises. The cumulative distribution functions generated will be used to perform the
sampling.
S1 =
∑
qiθi (6.2)
S2 =
∑
qiθ
2
i (6.3)
These sums are used to find the average and root-mean square angles, with θavg and
θrms given by:
θavg =
S1
S0
(6.4)
θrms =
√
S2
S0
− S
2
1
S20
(6.5)
6.2.3 Performing the Sampling
Once all of the distributions are tabulated the sampling process can begin. The process is
the same for every distribution so no special considerations must be made for any particular
distribution at this step. The first step is to take a distribution and form a new array, with
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each cell containing the cumulative sum up to that cell divided by the total sum of that
distribution. This creates a cumulative distribution function from each original distribution.
Essentially, the input distributions are used to form probability distribution functions.
This process is illustrated in Figure 6.3(a) using three Gaussian distributions (equation
6.6) as examples of input distribution functions. In Figure 6.3(b) are the corresponding
cumulative distribution functions (Equation 6.7) for those distributions.
PDF =
1
σ
√
2pi
e−
(x−µ)2
2σ2 (6.6)
CDF =
1
2
[
1 + erf
(
x− µ
σ
√
2
)]
(6.7)
The cumulative distribution functions are used for the next step in the process. For each
array to be sampled, an array is created with a random number between 0 and 1 generated
for each time the distribution is to be sampled or, equivalently, for each macroparticle to
be created. This random number that is generated is done using Matlab’s “rand” feature,
which returns a single uniformly distributed random number between 0 and 1.
Once the array of random numbers is generated, it is used in order to determine the
value of the quantity being sampled for the macroparticle being generated. The random
number is treated as the dependent variable of the cumulative distribution function. Nearest
neighbor interpolation, using Matlab’s “interp1” feature, is used to find the nearest value if
the value chosen randomly does not exist within the array. Once this is done, the value of
the independent variable that corresponds to this dependent variable is found. This value
is the value that is assigned to the macroparticle. This is repeated as many times as the
number of macroparticles desired to be created.
This process is represented pictorially in Figure 6.4. Three cumulative distribution
functions are shown, representing the example distributions shown in Figure 6.3. Figure
6.4(a) depicts the random number 0.7 being chosen. It can be seen how a horizontal line
at this value intersects with each distribution at a different point along the curve. Figure
6.4(b) depicts the assigning of the properties of the macroparticle. Once the dependent
value, the random number generated, is chosen, the corresponding independent value (the
macroparticle properties) are found graphically by projecting down to the x-axis. This is
shown with the dotted lines, colored according to the curve being sampled. This method
takes advantage of the random number generation being uniform; any value between 0 and
1 is just as likely to be chosen. In the example, the probability distribution functions are
normal distributions, given by Equation 6.6 with a mean value (µ) of 0 and a width (σ)
given as either 1, 2, or 5. It can be seen in Figure 6.4(b) how, for the narrowest of the
distributions, the blue line, the cumulative distribution function (Equation 6.7) has a large
number of values between 0 and 1 that correspond to the narrow peak around 0, with
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very few values (either very close to 0 or 1) of numbers that can be randomly generated to
represent the off-peak values. This can be contrasted with the widest distribution, the yellow
line, with width (σ) of 5. For that distribution it can be seen that this more spread out
distribution has a cumulative distribution function to match, and the window represented
by the peak is much narrower and the wings much wider than the other distributions.
Performing the cumulative sum will ensure that each dependent value will uniquely trace
to an independent variable.
This process is done for the transverse position distribution, energy as a function of
time distribution, and kinetic energy distributions. After the kinetic energy values are
chosen, this procedure is performed once more in order to obtain the angular information,
resulting in a kinetic energy dependent angular distribution. As mentioned earlier, each
kinetic energy has associated with it an average and rms angle. Once a particular kinetic
energy is chosen, a Gaussian distribution is made with a mean of the average angle and
sigma corresponding to the rms angle. This distribution is integrated and turned into a
cumulative distribution function. This cumulative distribution function is then sampled as
the others were in order to choose an angle for that macroparticle. With the kinetic energy
and angle chosen, the momenta components can be solved for using the formulae:
γ =
KE
mass
+ 1 (6.8)
Pr =
√
γ2 − 1
tan2 θ + 1
(6.9)
Pz = Pr tan θ (6.10)
Finally, once all of the distributions are sampled, a list of all the macroparticles’
information can be populated. A macroparticle is created by taking the value from each of
the sampled distributions. The charge of the macroparticle is determined by the number of
macroparticles that are created. The total number of actual electrons represented is divided
by the number of samples in order to determine how many electrons each macroparticle will
represent. For each macroparticle the list will contain its charge, time created, three position
coordinates, and three momenta - all of the information LSP will need in order to create the
particle in the TNSA simulation. For every electron that is created an ion macroparticle
is also created. This ion will have the same magnitude charge and be created at the same
position and time as its electron macroparticle counterpart. The ion is initialized with
some small amount of thermal energy (usually chosen to be 5 eV). The resulting injection
is locally charge neutral, as is the actual laser excitation. The resulting pile up of ions
is unphysical, but this is observed to have little effect. This is likely because the physical
number of electrons excited is a small fraction of the total number of electrons in the target,
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Figure 6.4: Example of the Sampling Process. (a) Random number generation. A random
number is chosen (uniformly distributed) between 0 and 1. This random number is assigned
to be the dependent value of the distribution being sampled. This is represented pictorially
by the black line in (a) and (b), intersecting the different cumulative distribution functions
at the appropriate values. (b) Assigning the macroparticle value. Once the dependent value
is chosen via random number generator the independent variable value that corresponds to
this value is found. This is represented by the dotted lines, colored according to the curve
they are sampling. An example of this is shown for the random number of 0.7 (b). This
number is the number assigned to the macroparticle for the distribution being sampled.
This is repeated as many times as the number of macroparticles to be created.
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Figure 6.5: Another Example of Sampling Process. An example is shown where the number
0.1 is chosen for the dependent value. The dotted lines, colored according to the curve they
are sampling from, depict the value chosen for the macroparticle corresponding to the
dependent value that was chosen.
and similarly for their associated ions. Also, as the energetic electrons leave the injection
area, the fluid population of background electrons flows towards the rear surface of the
target to maintain local charge neutrality. This naturally establishes the so-called return
current with associated Ohmic fields that is believed to be present in experiments.
In the case of a 2D LPI simulation defining the injection, the number of real particles
corresponding to a macroparticle needs to be weighted according to cell volume. The ratio
of the volume of the cell the particle was measured in by the extraction plane and the
volume of the cell the particle will be injected into is used in order to weight the number of
electrons that macroparticle represents. This ensures the correct density is injected. This
is required due to the large extent in the virtual dimension (1 cm) resulting in a very large
number of real particles per macroparticle for a given density. Since the volume of a cell
is equally inflated by the virtual dimension, the density remains physical and correct. In
order to ensure that the correct density is injected into the 2D cylindrical cells, the number
of particle per macroparticle must be adjusted. Note that the volume of the 2D cells is
R dependent and the virtual dimension is now the azimuthal angle. As stated before, the
numerical extant of the virtual dimension (1 cm for 2D Cartesian) has no effect within
a given simulation. However, in transferring results between simulations, it plays a role.
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Figure 6.6: 3D simulations of the laser-plasma interaction for targets with front surface
structures.(a-c)Targets modeled. In order to test the effect of front surface structures on
laser-plasma interactions, a flat target(a), a target with fin structures(b) and a target with
spike structures(c) were modeled.(d) Electron kinetic energy. It can be seen that electron
kinetic energy is greatly enhanced from the addition of front surface structures. The spike
simulation is the source of electrons for the test of the sampling procedure. Image credit S.
Jiang[59].
Essentially, the particle density and current density are more fundamental quantities, not
the particle number. Examination of Maxwell’s equations confirms this.
6.2.4 Testing the Procedure and Results
A test of the procedure was performed using electrons from a 3D LPI simulation. Shown
in Figure 6.6 are 3D LPI simulations (more details in Section 8.3) that were performed
in order to investigate the effects of adding front surface structures on the laser-plasma
interaction and subsequent electron acceleration. These LPI simulations were performed
by S. Jiang et al.[59]. The target shown in Figure 6.6(c) was chosen to be the source of
the electrons for the test of the sampling procedure. As seen in Figure 6.6(d), this target
ended up accelerating electrons to the highest energies. In order to test that the sampling
procedure can reproduce even very challenging distributions, this distribution was chosen.
In order to perform the test, the energy-gating pre-processing of the electrons, in which
only electrons with energies of 0.5 MeV or more are counted, was used. The sampling
procedure was then performed as described above. In order to accurately reproduce the
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kinetic energy distribution shown in Figure 6.6(d) the kinetic energy distribution was broken
into two regions to be sampled. One region for low energy electrons, with kinetic energy
less than 8 MeV, and one for higher energy electrons, with kinetic energy of 8 MeV or
greater. This value was chosen empirically and the results shown do not depend sensitively
on this choice. Any reasonable split in the distribution works. Along with this split each
distribution uses its own binning, with the lower energy distribtion having 0.08 MeV bins
and the higher energy using 0.25 MeV bins. The sampling was performed as described above.
For this work, 6 million total macroparticles were used. The first 3 million macroparticles
were generated from the lower energy distribution and the second 3 million macroparticles
were generated from the higher energy distribution. The total number of electrons making
up each of the kinetic energy distributions was used in order to weight the macroparticles
being created from each distribution appropriately. In other words, the total number of
electrons in the lower energy distribution is divided by 3 million in order to generate
how many electrons each macroparticle will represent and similarly for the high energy
distribution.
Results from this test are shown in Figure 6.7. Plotted is the kinetic energy distribution
of the electrons from the spike target LPI simulation (black) and the distribution of the
electron macroparticles created via the sampling procedure (red). The sampling procedure
is able to accurately reproduce the kinetic energy spectrum over several orders of magnitude.
This is done with only 6 million macroparticles, in comparison to the roughly 100 million
electron macroparticles recorded by the extraction plane diagnostic from the LPI simulation.
This technique permits accurate reproduction of distributions with arbitrary control of the
macroparticle distribution. More or fewer macroparticles can be used to represent any
region. This control enables simulations that run much more quickly - as demonstrated in
the test at the beginning of this section.
In Figure 6.8 the momenta are shown. Plotted are the original (black) and sampled
(red) longitudinal(a) and transverse(b) momentum. The sampling procedure is able to
accurately reproduce both, with some loss of accuracy for values of transverse momenta
either above 50 γβ (γβ is the dimensionless relativistic momentum with γ the Lorentz
factor and β = v/c). or below -25 γβ. This is possibly due to how the angular sampling
was done. Perhaps for higher values of transverse momentum the assumption made that
the angular distribution is Gaussian is no longer valid. This discrepancy in the transverse
momentum is also exacerbated by the very high values of the longitudinal momentum. In
tests in which the longitudinal momentum did not reach values as high, the discrepancy in
the longitudinal momentum was minimal.
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Figure 6.7: Test of sampling procedure - kinetic energy. Electrons from a 3D LPI simulation
are put through the sampling procedure. Shown is the electron kinetic energy distribution
(black) and the kinetic energy distribution of the electron macroparticles created by the
sampling procedure (red). The original simulation recorded roughly 100 million electron
macroparticles. Using the sampling technique the distribution is able to be accurately
recreated using only 6 million electron macroparticles.
Figure 6.8: Test of sampling procedure - momentum. Using the sampled kinetic energy and
angular information, the momenta distributions are recreated. Shown are the longitudinal
and transverse momenta from the LPI simulation electrons (black) and the momenta
distributions recreated using the sampling procedure (red). The sampling procedure is
able to accurately recreate the momenta, with some discrepancy in the outer values of the
transverse momenta. The example chosen here is an extreme case in which the electrons
reach very high values of longitudinal momentum - in cases where this does not happen the
transverse momentum match is much closer.
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Chapter 7
TNSA Simulation Resolution
Study
7.1 TNSA Simulation Spatial Resolution Study
In order to accurately model TNSA it was necessary to be certain the simulation had proper
spatial resolution for the sheath fields at the back of the target. Since the overall grid had
to be large enough to contain the particles, including fast moving electrons, supporting a
high resolution grid was challenging. However, if the fields were modeled incorrectly the
resulting ion acceleration would also be incorrect. A grid resolution study was performed
in order to determine the cell size needed in order to accurately resolve the sheath fields. A
significant failure mode was found in which simulations with cell sizes larger than 1/64 μm
in the target normal direction would not accurately represent the evolution of the sheath
fields.
The simulations are set up as described earlier with a few differences. The target is the
same except for only being 20 μm in radial extent. The injection was based on a 1 J, 1x1019
W/cm2, 100 fs laser. The simulations were performed at resolutions ranging from 1/8 μm
by 1/8 μm to 1/24 μm by 1/96 μm (R by Z). To study the sheath fields a slice is made at
R = 5 μm in the Z direction and then compared at various resolutions for different times in
the simulation. Different positions for the slice and averaging along the radial position were
also investigated but are not presented as they show the same trends. For all simulations
the injection starts immediately at t = 0.
In Figure 7.1 results from two simulations are shown. A 1/32 μm simulation, which
produced results similar to still lower resolutions tested, is plotted in Figure 7.1(a). The
black line shows the sheath field 100 fs after the injection has begun. The field has a
maximum right at the back of the target which then falls off with distance from the target
increases. At 400 fs, plotted in red, the sheath field still has the same shape overall with a
lower peak value. In Figure 7.1(b), results from a higher resolution simulation, 1/64 μm, are
shown. At early times, plotted in green, the same behavior is seen as in the lower resolution
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Figure 7.1: Resolution study of the sheath field. A slice in Z is taken at R = 5 μm at t
= 100 fs and t = 400 fs. (a) Results typical of low resolution simulations. At early times
(black) the sheath field has a maximum right at the back of the target that falls off in
Z. At later times (red) the field has lowered in value but still has the same shape. (b)
Results at higher resolution. At early times (green) the field behaves the same as the lower
resolution simulation. At later times (blue) the field has changed shape, now having a peak
at approximately 6 μm, with the field being neutralized before then and falling off after.
simulations. At 400 fs, plotted in blue, the field now has changed shape dramatically.
The peak of the field is no longer at the back of the target. Instead it is now located at
approximately 6 μm, 4.5 μm away from the back surface. The region between the target
and the peak has a small, mostly constant electric field, with the electric field falling off
in Z after the peak. This behavior is more along the lines of what one would expect. As
time goes on the electric field will accelerate positive charge off of the back surface of the
target. As the positive charge density increases away from the back surface of the target,
the electric field in that region will be screened and reduced. This reduction is not seen in
the lower resolution simulations.
In Figure 7.2(a) the results from the two resolution studies are overplotted. It can be
seen that at early times the agreement between high and low resolution is very good, with
the low(black) resolution overplotting with the high(green) resolution simulations. The
results diverge as time goes on, as shown at later times with the low(red) resolution and
high(blue) resolution simulations having much different shapes. In order to test numerical
convergence, another simulation with even higher resolution was performed. The results
from this test are shown in 7.2(b). A test at a resolution of 1/96 μm is compared to the
1/64 μm resolution simulation. Shown are the results at time 400 fs, in which the 1/32 μm
and 1/64 μm simulations differed. The 1/96 μm simulation matches reasonably closely to
the 1/64 μm simulation. From this it can be concluded that the field evolution is converged
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Figure 7.2: Resolution study of the sheath field. A slice in Z is taken at R = 5 μm at t = 100
fs and t = 400 fs. (a) Plotted are the results of both the low resolution (1/32 μm) and the
high resolution (1/64 μm) simulations. Early times (black and green) the simulations have
excellent agreement. At later times (red and blue) the simulations diverge. (b) Resolution
test at higher resolution. Another simulation was performed at 1/96 μm resolution. This
simulation has a sheath field that reasonably matches the sheath field for the 1/64 μm
resolution simulation; the sheath fields require high resolution in order to be converged.
at resolutions of 1/64 μm and higher.
7.2 “Rolloff” Technique
Running at a resolution of 1/64 μm or higher is computationally expensive and threatened
the success of this part of the research program. The problem would be even worse if larger
targets were used, as is typically the case in experiment. It was also curious that such a
drastic change in the field behavior would occur over only a factor of two difference in the
cell size being used without seeing much variation over the lower resolution examined. In
order to investigate this further a technique was developed, dubbed the “rolloff” technique.
This technique consists of adding a small amount of plasma at the back surface of the
target. This small amount of plasma ramps down from solid density to zero over a short
distance. Without this addition, the plasma density at the rear surface varies from solid
density to zero over one cell. It is not possible to represent an atomically sharp interface,
such as used in experiment, in a realistic PIC model. Normally this is not required. However,
modeling this boundary correctly appears to be critical for modeling the field evolution in
TNSA. The idea was that adding a small amount of plasma, only a few cells in extant,
would alleviate any numeric issues that might be arising without changing the underlying
physics.
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In order to test this the 1/32 μm run was rerun, now with the “rolloff” plasma on the back
of the target, linearly decreasing from solid density to zero over the span of 0.25 μm, or 8
cells. This value was chosen to be as small as possible, trying to preserve the thickness of the
target being modeled. Results from this test are shown in Figure 7.3. In Figure 7.3(a) the
deuteron ion spectra are shown for the high resolution simulation (black) and the two lower
resolution simulations, without rolloff (blue) and with rolloff (red). The high resolution
simulation yielded very different ion acceleration than the lower resolution simulation. The
lower resolution simulation with the rolloff technique employed, however, gave results that
match much more closely to the high resolution simulation. This can be explained by looking
at the sheath field, shown in Figure 7.3(b). Again we see a stark difference between the
high (black) and low (blue) resolution simulations. This difference in sheath field will lead
to different accelerated ion populations. The low resolution simulation with the rolloff (red)
has sheath field evolution that is similar to the high resolution simulation’s sheath field. As
the simulation with the rolloff technique is able to mimic the field evolution of the higher
resolution simulations, it is able to more closely reproduce the resulting ion acceleration.
The results from this test are important as the simulation with the rolloff technique
will run roughly eight times more quickly than the high resolution simulation for the same
number of processors. (In practice, more processors would be added as the resolution is
increased.) This technique allows for simulations that will run faster and give moderately
accurate results. There is a use for this since PIC parameter surveys can help guide an
experimental program. Although converged results require higher resolution, the rolloff
technique provides a reasonable approximation in a much shorter time. Thus this technique
allows for simulations that will run faster and give reasonable results. This can be employed
when one needs to run many iterations of a simulation during development for one reason
or another. Being able to run as quickly as possible while maintaining accuracy will allow
for quicker scans of whatever phase space one may be exploring before shifting to higher
resolution simulations once a final version of a simulation is needed.
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Figure 7.3: Test of the “Rolloff” Technique. Three simulations are compared. A high
resolution (black) simulation, a low resolution simulation (blue), and a low resolution
simulation with a 0.25 μm rolloff (red) on the back surface. (a) Accelerated deuteron ion
spectra. The high resolution simulation (black) and the low resolution simulation (blue)
produce much different ion spectra. The low resolution simulation with the rolloff (red)
yields an ion spectra that reproduces the high resolution simulation more closely (b) Target
normal sheath fields. The sheath field differs greatly between the high (black) and low
(blue) resolution simulations. The low resolution simulation with the rolloff employed (red)
has a sheath field that largely resembles that of the high resolution simulation. Adding this
small amount of plasma to the back surface allows for a simulation that will run several
times more quickly while giving a moderately accurate representation of what the higher
resolution simulation would obtain.
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Chapter 8
Front Surface Structures
Effect on TNSA
8.1 Motivation
There have been many attempts, both experimental and theoretical, in order to better
understand and optimize the ion acceleration from the TNSA mechanism. Creative
manufacturing of the target to be irradiated by an intense laser is one way to manipulate and
potentially enhance the resulting ion acceleration. Studies have been performed looking into
enhancing the TNSA fields through changing the back surface of the target[60, 61]. Shaped
targets, such as hemisphere[62] or conical targets[63] have also been studied. Multilayer[64],
multihole targets[65], and grating targets[66] have also been the subject of investigation.
Altering the laser-plasma interaction via the front surface of the target has been shown
to enhance the TNSA mechanism. Targets with nanosphere structures [67, 68] and micro-
structures[69–71] lead to enhanced ion acceleration.
In order to demonstrate the simulation technique developed in this work, a study was
performed to further investigate the effect that front surface structures have on TNSA.
Two types of front surface structures were tested, each designed to modify the laser-plasma
interaction in a different way. The first front surface structure tested used small, wavelength
scale, periodic structures. Front surface structures of this type have been shown[72] to
have a large effect on the conversion efficiency of laser energy into an electron energy and
structures of this nature have been shown to enhance TNSA. Second, several wavelength
long structures[59] have been shown to greatly enhance the maximum energy obtained
by electrons accelerated by an intense laser. As described earlier, the accelerated ion
spectra is dependent on the spectrum of the laser-accelerated electrons. These targets,
with electrons reaching up to 200 MeV, could potentially lead to very energetic ions. As
electrons leave the target and it charges, it becomes harder for additional electrons to
escape the potential barrier that is set up. The targets with these front surface structures
will create a population of super-energetic electrons that are able to escape large potentials,
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Figure 8.1: 2D simulations of the laser-plasma interaction for targets with small scale front
surface structures. (a) A periodic aluminum sine-wave structure on a substrate. The sine-
wave has a period and amplitude of 2 μm. The substrate is 9 μm thick. (b) Electron kinetic
energy spectra from 2D LPI simulations. The electrons accelerated by the laser are more
numerous and reach much higher energies using the structured target.
thus potentially enhancing the resulting ion acceleration.
8.2 Conversion efficiency Test LPI Simulations
The first set of simulations was performed in order to investigate the effect of small scale
perturbations on the front surface in comparison to a flat surface. Based on work by Kemp
et al.,[72] the target was chosen to be an aluminum substrate with a periodic sine-wave
structure present on the front surface. Figure 8.1 shows a zoomed in view of the periodic
sine-wave structure modeled. The sine-wave has both a period and amplitude of 2 μm. The
substrate was 9 μm thick. In the case of the flat target the target is simply a 10 μm thick
block. The transverse dimension is the same for both targets and is 120 μm.
The grid is the same for both of these 2D LPI runs. The simulation box is 50 x 140 μm
with a grid of 800 x 2240 cells using a cell size of ∆x = ∆z = 0.0625 µm. The time step
was 0.5 times the Courant limit. For both simulations, the laser pulse was a Gaussian laser
pulse with 1 μm wavelength, 30 femtosecond full width at half maximum (FWHM) pulse
duration, 10 μm focal spot diameter, and peak intensity of 5x1020 W/cm2. The extraction
plane used was located 5 μm deep into the target from the start of the substrate for both
targets.
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8.3 Super-energetic electron population LPI Simulations
Three 3D simulations were also done in which each modeled a different front surface
structure. Figure 6.6(a-c) shows the targets that were modeled. Figure 6.6(a) shows a flat
target with an exponentially decaying preplasma (1 μm scale length) on the front surface.
Figure 6.6(b) has structures on the front we refer to as fins. The fins are 10 μm deep in the
laser propagation direction (z) and 1 μm wide in the perpendicular direction. The spacing
between fins is 2 μm. The third type of target modeled, the spike target, is shown in Figure
6.6(c). The spikes are 10 μm deep in the laser propagation direction and 1 μm wide with
2 μm between spikes in each transverse direction. The material for all of the targets is
aluminum. The base of each target is a cube 11 μm on a side. The target is initialized to be
singly ionized and a Ammosov-Delone-Krainov (ADK) ionization model[55] was employed
allowing for further ionization. Collisions were not included.
The grid was the same for all three 3D LPI simulations. The grid was 120 x 120 x 600
cells with cell size ∆x = ∆y = 0.1 µm and ∆z = 0.05 µm. A time step of 0.03 femtoseconds
was used. Absorbing boundary conditions were employed. For all three simulations the laser
was a Gaussian laser pulse of wavelength 800 nanometers, 15 J energy, 30 fs FWHM pulse
duration, and 2.9 μm focal spot diameter. A peak intensity of 5x1021 W/cm2 is modeled.
The extraction plane was located 5 μm into the base of each target.
Figure 6.6(d) shows the kinetic energy spectrum of the electrons that are accelerated
for each of the three targets. The flat target (blue) accelerated electrons to the lowest
maximum energies while the fins target (green) and the Spike target (orange) accelerated
ions to much higher maximum energies, with the spike target electrons reaching the highest
energies. The TNSA simulations performed test the hypothesis that creating this highly
energetic population of electrons will lead to a more energetic TNSA process.
8.4 TNSA Simulation
A 2D RZ cylindrical grid was employed. A full scale target with preplasma is included. For
the simulations presented the target was composed of 500 nm of aluminum followed by a 1
micron thick layer of heavy ice (D2O). The radial extent of the target was 100 μm. On the
back of the target the rolloff technique was used, with a linear drop from solid density to
zero over a quarter μm. All ion species in the target started singly ionized with ADK field
ionization allowing for further ionization. Collisional ionization and recombination were not
included. The injection of electrons from the LPI simulation occurred within the first cell
of solid density aluminum. A preplasma was included that was 20 μm in extent and was
exponentially decaying with a 1 μm scale length (the preplasma will be discussed further
at the end). The simulations were a hybrid run with both kinetic and fluid species. The
injected electrons, injected ions, deuterium ions, and oxygen ions were all treated kinetically
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in order to ensure accuracy of their propagation and acceleration. All other species were
treated as a fluid. An equation of state model was included for the fluid species.
The simulations used a variable grid resolution. For the simulations presented here,
unless otherwise noted, the grid resolution was as follows. For the entire region of the
target and the region surrounding it the grid was 1/32 μm by 1/32 μm cell size. This region
extended from R = 0 to 100 μm and from Z = 0 to 50 μm. There was a transition region
over 50 μm in both directions in which the cell size was increased to 1/8 μm resolution.
Finally the rest of the grid was at 1/8 μm by 1/8 μm resolution. The grid was made large
enough such that no particles would leave it over the course of the simulation, negating the
need for any special boundary conditions. In all simulations a time step was used dictated
by the Courant limited time step. The time step was either 0.15 or 0.3 times the Courant
limit unless otherwise noted. There was minimal difference between simulations performed
at the 0.15 Courant time step versus the 0.3 Courant time step when the 0.3 Courant step
was chosen. The TNSA simulation ran for 400 fs, at which time the kinetic energy spectrum
of the accelerated deuteron ions was calculated. This calculation includes every deuteron
ion that came off of the back of the simulated target.
8.5 Ion Spectra from Structured Targets
The kinetic energy spectrum of the accelerated deuteron ions from the smaller-scale front
surface structure simulations is shown in Figure 8.2. The sine-wave front surface (red) target
lead to enhanced ion acceleration when compared to the flat target(black). Across the entire
energy range the sine-wave front surface target accelerated more deuterium ions. It also
accelerated ions out to much higher energies with ions out to 47 MeV, nearly three times the
maximum energy reached by the ions from the flat surface target which reached 16 MeV.
These results can be explained by looking at the conversion efficiency from laser energy into
electron energy from the LPI simulations in which the electron injections were created. For
the flat front surface target 16% of the incident laser energy was converted into electron
energy. For the sine-wave front surface target 73% of the laser energy was converted into
electron energy. Increasing the coupling from laser energy into electron energy drastically
enhances the resulting ion acceleration from the target normal sheath acceleration process.
The total energy into the accelerated ions was 1.1 Joules for the sine-wave front surface, or
roughly 9% conversion efficiency of laser energy, and 0.2 Joules for the flat front surface,
approximately 2% conversion efficiency of laser energy.
The kinetic energy spectrum of the accelerated deuteron ions from the larger scale
front surface structure simulations is shown in Figure 8.3. These targets were designed
to accelerate electrons up to very high energies (as seen in Figure 6.6). The ion spectra
from the flat and fins target overall are fairly similar, with the flat target accelerating more
87
Figure 8.2: Kinetic energy spectrum and total energy of accelerated deuteron ions from
small scale front surface structures. The TNSA simulation which had electrons injected
from the sine-wave front surface LPI simulation had more ions and more energetic ion
acceleration. The flat-front surface target has a peak energy at 16 MeV while the peak
energy of the sine-wave front surface target was 47 MeV. The ion acceleration from the
sine-wave front surface target produced more accelerated ions than the flat-surface target
across the entire energy range.
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Figure 8.3: Kinetic energy spectrum and total energy of accelerated deuteron ions from
large scale front surface structures. Kinetic energy spectrum of accelerated deuteron ions.
The fins target (red) accelerates ions to the highest energies. The flat target matches the
fins out to roughly 30 MeV. The spike target accelerates the lowest number of ions and out
to the lowest energies of the targets simulated.
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ions at lower energies and the fins target accelerating more ions at the highest energies
reached (in the 35 - 40 MeV range). The spike target not only accelerated ions to lower
energy, but across the entire energy range accelerated fewer ions. These results are put into
better context by considering the total energy in the LPI electrons. While all three LPI
simulations had the same 15 Joule laser simulated, the flat target had 2.6 Joules converted
to electron energy, the fins had 3.3 Joules converted to electron energy, and the spike
run had 2.1 Joules converted into electron energy. The conversion efficiency from electron
energy into deuteron energy was roughly 10% for the flat simulation, 8% for the fins, and
5% for the spike simulation. From these simulations it appears that the Fins front surface
structures may be somewhat beneficial to TNSA, putting roughly the same overall energy
into accelerated ions with more ions at higher energies. Neither the fins or spike target are
desirable for this application despite their impressive performance for electron maximum
energy.
In order to better understand TNSA from these larger-scale front surface structures to
targets, two more simulations were performed. The first simulation was performed in order
to test the effects of decoupling the electron energy spectrum from the total energy in the
electrons injected and see if the spike ion spectral shape was advantageous. To do this the
original spectrum obtained from the spike LPI simulation was run through our sampling
technique, however this time the total energy in the electrons was inflated to match the
energy in the fins simulation. This was then injected into a TNSA simulation the same as
the previous three and allowed to evolve for a simulation time of 400 fs.
The results from this simulation are shown in Figure 8.4 where the kinetic energy spectra
of the accelerated ions from the original three simulations are shown along with the kinetic
energy spectrum of the accelerated ions using the inflated spike injection. The overall
spectral shape is now more consistent with the flat and fins simulations. However, this
simulation still produced fewer accelerated ions across the entire energy range in comparison
to the fins target. From this we can conclude that it is much more important to accelerate
a larger number of electrons at lower energy than to have a population of electrons at
super-high energies, even for the same total energy.
Note that in the previous work, the structures used in the LPI simulation were not
represented in the corresponding TNSA simulations. This was not possible because of the
different geometries used: 2D or 3D Cartesian versus 2D cylindrical. Once the LPI is
complete, the effect of these structures should be less important with the primary effect
perhaps being on the timing and energy of the refluxing electrons. To approximate this
effect, a preplasma was included on each TNSA target front surface. To verify that not
having the structures on the TNSA targets was a minor effect, a last simulation was
performed that included a reasonable proxy, given the simulation geometry, of the fins
structures. This was done by altering the target modeled in the TNSA simulation: the
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Figure 8.4: Kinetic energy spectrum from simulation testing effect of conversion efficiency.
An additional simulation was performed in which the injection from the spike target (blue)
had its total injected electron energy inflated (green) without changing the spectral shape
to match that of the injection from the fins target (red). It can be seen that increasing the
total energy in the spike injection results in a spectrum that more closely matches the flat
(black) and fins target in overall shape, albeit still with fewer ions accelerated.
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Figure 8.5: Including the front surface structures in the TNSA simulation. Plotted is the
initial electron density for this simulation. The structures have the same length and spacing
as those of the fins LPI simulation.
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Figure 8.6: Effect of modeling front surface structures on TNSA simulation. Deuteron ion
spectra from a TNSA simulation with an analog of the front surface structures present in
the fins LPI simulation. The injection from the fins target was used. The kinetic energy
spectra do not differ much overall, however there are fewer lower energy ions accelerated
and a higher maximum energy ion is reached. Notably, the total energy of the accelerated
ions from the simulation where the front surface structures are modeled is only 80% of the
energy in the accelerated ions from the simulation in which the structures are not modeled.
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preplasma was removed and 10 μm long, 1 μm wide structures with 2 μm spacing between
structures were added to the first 30 μm radially of the target resulting in 10 structures being
added. While still not a perfect translation of what was modeled in the 3D LPI simulations,
this simulation was performed in order to obtain an estimate of the effects that the structures
would have on the accelerated ions. A plot of the electron density for this simulation can be
seen in Figure 8.5. The same exact injection from the fins TNSA simulation with the flat
front surface was used. The simulation setups were identical except for the front surface.
The results from this simulation are shown in Figure 8.6. The kinetic energy spectrum for
the simulation with the front surface structures present is similar overall to the one without,
with fewer ions accelerated at the lowest energy ranges and more ions being accelerated to
slightly higher energies, as seen in Figure 8.6. The simulation with front surface structures
present had approximately 80% of the total energy in accelerated deuteron ions compared
to the simulation without front surface structures present. From these additional tests we
can conclude that large scale surface structures, beneficial in creating super-hot electrons,
do not yield enhanced ion acceleration as was the case for the small scale structures.
8.6 Conclusion
It has been shown that front surface structures can have a beneficial effect on the accelerated
ions from the TNSA mechanism. Small, periodic structures that increase the coupling
of laser energy into electron energy have a large effect, increasing both the number of
accelerated ions across the entire energy range and the maximum energy obtained by
the accelerated ions. Larger, several laser wavelength scale front surface structures do
not appear to enhance TNSA. Although these structures can produce electrons that are
extremely energetic, upwards of 200 MeV, the overall conversion efficiency of laser energy
into electron energy for these structures is lower. Even when this conversion efficiency
was normalized between different structures, the target that created the highest energy
electrons, at the sake of lower energy electrons, still performed the worst. This suggests
that it is more beneficial to have a large population of electrons in the energy range of
several to tens of MeV than it is to have a population at hundreds of MeV. More work can
be done to find a front surface structure that delivers both optimal conversion efficiency
and electron energy range to get the greatest TNSA enhancement.
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Chapter 9
Simulating Thin Films
9.1 Introduction and Motivation
The technique developed for modeling the ion acceleration mechanism of target normal
sheath acceleration (TNSA) was demonstrated in the previous chapter. This mechanism is
the dominant mechanism for ion acceleration for targets that are roughly 1 micron thick or
thicker. Recent developments in target manufacturing have led to the ability to more easily
make targets much thinner than 1 micron, in the regime of tens to hundreds of nanometers.
Namely, the liquid crystal 8CB has been shown by research done[73] at The Ohio State
University to be a viable target for intense laser-matter interactions. Liquid crystal 8CB can
be used to form targets for high energy-density experiments in the range of 10 to 10000 nm.
As the targets become thinner than 1 micron, however, other ion acceleration mechanims
become available, and as the target becomes very thin, < 500 nm, these other mechanisms
are thought to become dominant over TNSA. The Breakout Afterburner (BOA)[19] is one
of those mechanisms being studied.
Experimental work is being done in order to study these ion acceleration mechanisms[34,
74–77], and simulation work[19, 32, 78, 79] to better understand this new regime of laser-
matter interactions. Unfortunately, the technique developed for modeling TNSA is no
longer valid for attempting to model the experiments being done at OSU and elsewhere
in this regime. This is for a few reasons. First, and most important, the assumption
was made for the TNSA modeling technique that the laser could be separated from the
ion acceleration at the back of the target. Using the electrons that were accelerated by
the laser in one simulation, a completely new simulation is performed in order to handle
the ion acceleration. As the targets become thinner, the processes that drive the new
ion acceleration mechanisms include the laser penetrating into and even breaking through
the target. In order to accurately model these interactions the simulation that handles
the ion acceleration can not be separated from the simulation in which the laser-plasma
interaction is handled. Secondly, as the target becomes thinner new length scales will
become important. For the TNSA simulation, a cell size of 1/64 μm was found to be
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necessary to model the sheath field evolution accurately, with 1/32 μm sufficient in the case
the “rolloff” technique was used, or 15.625 and 31.25 nm respectively. For targets that are
tens of nm thick, obviously a cell size as large as 31.25 nm will not be sufficient.
In order to learn how to correctly model the interaction of an intense laser and a very
thin, perhaps only 10 nm, target a large array of 1D simulations were performed using
LSP. Using 1D LSP enabled the exploration of a very large parameter space with numerous
simulations performed over a short period of time. This would not have been possible if
2D simulations were performed. The findings of those 1D simulations are discussed in this
chapter.
9.2 Effect of High Initial Electron Temperature
9.2.1 Density Evolution
A common choice employed in modeling intense lasers interacting with thin films is to use
a very high initial electron temperature. Often, this is due to an issue for some explicit PIC
codes when the simulation does not resolve the Debye length. The Debye length, given by:
λD =
√
0kbTe
neq2e
(9.1)
where Te is the electron temperature (usually specified in units of energy for kbTe), ne
is the number density of the electrons, and qe is the electron charge. Essentially, if the
simulation does not resolve the Debye length, the macroparticles can heat up over time
until the length is resolved[42]. The time scale for this varies but can be very fast. The
heating leads to simulations that do not properly conserve energy over time. As can be
seen in Equation 9.2.1, λD is proportional to the square root of the electron temperature
and inversely proportional to the square root of the number density. For a given density
and desired cell size for a simulation, one can choose an initial electron temperature such
that λD is resolved. For solid density targets, these temperatures end up being extremely
hot, which may lead to unphysical results. Conversely, for a given density and temperature,
one can choose a cell size that will resolve λD, however that cell size can end up being very
small for solid density targets. For example, with a target of density 660∗ncritical, a starting
temperature of 165 keV yields λD = 3.54 nm which was well resolved by the 1 nm cell size
chosen for much of this work. For the same density but with a starting temperature of 5
eV, λD = 0.02 nm. In order to have the simulation provide the same level of resolution one
would need roughly 200 times as many cells with the 5 eV starting temperature.
In order to test the effects of the initial electron temperature in modeling the interaction
of an intense laser and a very thin (tens of nanometers) target, a series of simulations were
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performed. The first was done in order to look at the evolution of the density profile as a
function of electron initial temperature. The simulations were performed in 1D. No laser
was present on the grid. The simulation target was 80 nm wide initially and consisted of
fully ionized C6+ ions and electrons. The density had a flat top profile. A cell size of 1 nm
was used. 500 electron macroparticles and 500 ion macroparticles per cell were used. Two
simulations were performed. One simulation had electrons initialized to 5eV and the other
had the electrons initialized to 50 keV. The simulations were otherwise identical. Both
simulations are run out to 100 fs in order to watch the density evolution of the target.
The electron density after 90 fs for the electrons initialized to 5 eV are shown in Figure
9.1 along with the initial density profile (red and black respectively). It can be seen that
there is very little deviation from the initial density profile, as to be expected with no laser
to interact with the target. In Figure 9.2 the density profile from both the low and high
initial electron temperature tests are shown. The initial profile (black) and the profile of the
electrons initialized to 5 eV (red) are shown again for reference. The electrons initialized to
50 keV after 20 fs (green) have begun to expand. The target full width at half maximum
is still approximately 80 nm, but the density profile is no longer flat top. The peak value
is roughly the same but is now located at approximately the middle of the original target
(X = 40 nm) with a sloping front and rear. After 90 fs (blue) the electron profile has
significantly deviated from the original profile. The peak density has gone down by almost
an order of magnitude and the target has significantly spread out.
A typical simulation modeling a laser interacting with a target will employ some amount
of vacuum gap, a region between the beginning of the simulation grid where the laser will
enter and the location of the target. This means there will be a travel time from the
beginning of the simulation until the laser begins to interact with the target. A typical
vacuum gap is somewhere between a few to tens of microns. For the times of 20 and 90
fs shown in Figure 9.2, this corresponds to vacuum gaps of 6 and 27 μm respectively. For
simulations with a high initial electron temperature the target will expand significantly even
for small amounts of vacuum gap. This problem could potentially be worse when modeling
lasers that have slow ramp up to their peak intensity.
This expansion of the target before the arrival of the laser is cause for concern. The
spreading out could potentially have a large effect on the results obtained by the simulation.
A simulation modeling the interaction between a very thin target (< 100 nm) and an ultra-
intense laser (1021 Wcm−2) is well within the regime of relativistic induced transparency
(RIT) and possibly the Breakout Afterburner process (BOA)[19]. Relativistic induced
transparency, as shown in Equation 2.2 depends on the density of the target. As the
density of the target drops it becomes easier for the laser to break through the target,
easing the onset of RIT and BOA. Pre-expansion of the target could potentially lead to
simulations which report RIT and BOA happening much earlier or more easily than they
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Figure 9.1: Electron density evolution for low temperature initialization. The density profile
for the electrons when assigned an initial temperature of 5 eV is plotted (red) after 90 fs
against the initialization density (black). The target has retained its density profile.
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Figure 9.2: A test of electron density evolution for different initial electron temperatures.
Plotted is the initial electron density profile for both (black) and the density profiles for
two different simulations, one in which the simulation was initialized with electrons at 5 eV
(red) and one where the electrons were initialized to 50 keV (green and blue). After 90 fs
the simulation initialized to 5 eV has almost no deviation from the initial density profile.
After 20 fs the simulation initialized to 50 keV already has its density profile spreading
out compared to the initial profile (green). After 90 fs the electron density profile has
significantly deviated from its initial density profile (blue). In these simulations there was
no laser present to interact with the electrons.
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should for the conditions being modeled. Another complication that arises is comparison
to experiment. Pre-expansion of the target makes comparison to experiment complicated.
The initial conditions of the simulation may match those of the experiment, but if a high
initial electron temperature is used, the target potentially will have significantly expanded
before the arrival of the laser. In a recent result by Jung et al.,[75], an experiment was
performed in which the target was 225 nm thick. The simulation that was reported to yield
the best results had a thickness of 58 nm. Target pre-expansion could be the reason that
the significantly different target thickness had to be used in order to achieve a match to the
experiment.
9.2.2 Choice of Particle Push
For the simulations on thin films presented thus far, LSP was run in an explicit mode, in
which a high initial electron temperature is necessary in order to be able to resolve the
Debye length with reasonable cell sizes. LSP has the ability to run in a mode in which the
fields are calculated explicitly but with an energy conserving particle push that does not
require resolving the Debye length.
The simulations specifications are now as follows. The simulations modeled the liquid
crystal 8CB (C21H25N). This is modeled by having the appropriate mix of carbon,
hydrogen, and nitrogen with corresponding number densities. 500 macroparticles per
species per cell were used. The target is 80 nm wide and starts fully ionized. A 1 nm
cell size was used and a 0.5 Courant limited time step was employed. The target was
initialized to 50 keV. The laser modeled had a 100 fs FWHM Sine2 temporal envelope, 1
μm wavelength, and peak intensity of 1021 Wcm−2. The accelerated hydrogen ion kinetic
spectra and the light transmitted through the targets are compared, shown in Figure 9.3. In
Figure 9.3(a) the hydrogen kinetic energy from the simulation with the default momentum
conserving push (black) is compared to the simulation with the energy conserving push
(red). The spectra are largely the same across the energy range. The peaks seen around
100 - 125 MeV do not match, so the choice of particle push is having a non-physical effect.
However, it was observed in other simulations, not shown here, that with continued time
evolution the smaller peaks tend to smooth out over time due to energy exchange between
the various outgoing particles. The differences between particle pushes results in more
similar spectra with time so these differences may not effect comparison to experiment. (Of
course, meaningful comparison to experiment requires 2D or even full 3D simulations.) In
Figure 9.3(b) the light transmitted through the target for the two simulations is shown.
There is almost no difference between the two simulations. The choice of particle push
option does not have a large effect on the ion acceleration or light transmitted through the
target.
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Figure 9.3: Testing particle push options. (a) Kinetic energy spectra. The kinetic energy
spectra from a simulation employing a momentum conserving particle push (black) and
an identical simulation but using an energy conserving particle push (red). Only modest
difference is seen between the two simulations. (b) Transmitted light. The light transmitted
through the targets of the two simulations is shown. The light transmitted through the
targets is almost identical between the two simulations with the different particle push
options.
9.2.3 Effect on Ion Kinetic Energy and Transmitted Light
Initializing the electrons with a very high temperature has been shown to have a large effect
on the evolution of the density of the target. The next set of simulations performed was
done in order to look at the effects, if any, this high initial electron temperature would
have on the kinetic energy of accelerated ions and the light that is transmitted through
the target. These quantities were chosen as they are the observables most likely to be of
concern in an experiment. In order to be able to use these simulations to either compare to
experiment or guide experiments, an understanding of how the simulation parameters affect
these quantities is required. Ideally, parameters changed to increase simulation stability or
performance would not have an impact on the simulation results. In order to test this a
series of simulations were performed that were otherwise identical other than the electron
initial temperature.
Since it was shown that running with the energy conserving particle push could be
used without changing the simulation results much from those obtained with a momentum
conserving push, a simulation was performed taking advantage of the fact a low initial
electron temperature could be employed stably. A simulation was performed using the
energy conserving particle push and an initial electron temperature of 5 eV. All other
parameters were the same as the previous test. The results are shown in Figure 9.4.
In Figure 9.4(a) the hydrogen kinetic energy from the two particle push tests are shown
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(black and red dotted lines) with high initial electron temperature and the results from
the simulation with low initial electron temperature (blue). A large difference can be seen
between the spectra at high initial temperature and low initial temperature. Similarly,
Figure 9.4(b) shows the C6+ kinetic energy spectra. Again, very little difference is seen
between the two different particle pushes (black and red) at high temperature and a
significant difference is seen comparing to the low temperature start (blue). Shown in
Figure 9.4(c) is the transmitted light from a high initial temperature simulation (red)
and a low initial temperature simulation (blue). The simulation that started hot allowed
much more light to make it through the target than the low initial temperature simulation.
Finally, Figure 9.4(d) shows the electron density 10 fs before the laser was to impinge on
the beginning of solid density (X = 0 nm). The two hot simulations with different particle
pushes report the same initial spread of the target. The simulation that started at 5 eV
remained the initial density and thickness, as expected.
One more simulation was performed in order to conclude this round of tests. The
previous simulations performed with an initial temperature of 5 eV were initialized fully
ionized, which is not realistic given the starting temperature is not high enough for that.
In order to see how big of an effect allowing for dynamic ionization has, the 5 eV starting
temperature simulation was done now allowing for field ionization through the ADK model.
The simulations were now initialized singly ionized (all ion species) with field ionization
enabling further ionization. The results from this simulation are shown in Figure 9.5 and
Figure 9.6. Figure 9.5(a) shows a small difference in the accelerated hydrogen ions. The
simulation with dynamic field ionization had lower energies (red) compared to the fully
ionized simulation. Figure 9.5(b) shows very little difference between the fully ionized
(black) or field ionization (red) simulations for the carbon ions (note: only C6+ ions are
included in the figure). Figure 9.6 shows some difference in having the target start fully
ionized (red) or allowing for field ionization (blue). The most light was transmitted with
the target at high initial temperature (black), low temperature with dynamic ionization was
intermediate (blue), and the fully ionized low initial temperature simulation (red) allowed
the least amount of light through the target.
9.3 What is the Correct Way to Run the Simulations?
It has been shown that there is a significant difference in simulation results depending on
the choice of the initial electron temperature. A high initial electron temperature leads to
premature target expansion, making comparison to experiment problematic. High initial
electron temperatures also yield significantly different results for the quantities one would
want to compare to or use to guide experiment, namely, the ion acceleration spectra and the
light transmitted through the target change as a function of the initial electron temperature.
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Figure 9.4: Effects of initial electron temperature. Otherwise identical simulations were
performed with either an initial electron temperature of 50 keV or 5 eV. (a)(b) Effects on
kinetic energy spectra. For both hydrogen (a) and carbon(b), there is a large difference
in the accelerated ions from the simulations with high initial electron temperature (black
and red) compared to the simulation that had low initial electron temperature (blue). (c).
Transmitted light. The simulation with high initial electron temperature (red) allowed for
significantly more transmission than the simulation that started with low initial temperature
(blue). (d). Density evolution. Both high temperature simulations (black and red) exhibit
the same pre-laser-interaction spreading that is not seen from the simulation with low initial
temperature (blue, note the logarithmic scale).
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Figure 9.5: Effect of field ionization on accelerated ion spectra. (a) Hydrogen kinetic
energy spectra. Starting the simulation fully ionized (black) yielded slightly higher energy
hydrogen ions than allowing for field ionization (red). (b) Carbon kinetic energy spectra.
Less difference is seen for the carbon kinetic energy spectra.
Figure 9.6: Effect of field ionization on transmitted light. Moderate difference is seen
between starting the simulation with low temperature and fully ionized (red) and with low
temperature and dynamic ionization (blue). The difference is much smaller than when
compared to starting the simulation with large initial electron temperature (black).
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Table 9.1: Debye lengths for fully ionized, solid density 8CB at various electron temperatures
Temperature (kBTe)
(keV)
Debye length (λD)
(nm)
1 0.42
10 1.31
25 2.10
50 2.94
75 3.60
100 4.15
165 5.33
This choice is motivated by a need for some PIC codes to be able to resolve the Debye length
for stability. LSP, however, can run stably without resolving the Debye length, and it was
shown that similar results are obtained using this option compared to a standard particle
push. With that knowledge, why not just always start the simulation with a low initial
temperature, avoiding unphysical target expansion? This premature target expansion can
be reduced by minimizing the vacuum gap between the edge of the grid used for introducing
the laser and the target, but it cannot be eliminated. It has been reasonably argued,
however, that resolving the Debye length and skin depth, cωp , is important to correctly
model the physics of the light penetrating and breaking through the target[79]. In this case,
starting the simulation cold would not be accurately representing the important physics of
the light’s interaction with the target, which, like artificial target expansion, could be the
reason for the difference in results between the hot and cold simulations. This will be
discussed next.
9.3.1 Temperature Scan
First, a series of 1D simulations was performed in which the ion spectra and transmitted
light were studied as a function of initial electron temperature. A cell size of 1 nm was used
for all of the simulations. There were 500 macroparticles per species per cell. The electron
temperature ranged from 1 to 165 keV. Shown in Table 9.1 are the electron temperatures and
their corresponding Debye lengths (the same electron density is used in all the simulations).
As the simulations vary from 1 keV to 165 keV, the simulation goes from not resolving the
Debye length (being roughly twice as large) to having 5 cells per Debye length. The target
was a 30 nm thick 8CB liquid crystal. The atoms start fully ionized for all temperatures.
There was 30 μm of vacuum gap present. The laser modeled was a 50 fs FWHM Sine2
temporal envelope, 1 μm wavelength, 1021 Wcm−2 peak intensity laser. All diagnostics were
collected at a simulation time of 400 fs.
The results from this temperature scan are plotted in Figures 9.7 and 9.8. In Figure
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Figure 9.7: Accelerated ion kinetic energy spectra as a function of initial electron
temperature. (a) Hydrogen kinetic energy spectra. The simulation that did not resolve
the Debye length (black) yielded a kinetic energy spectrum much different than those that
did (red and blue). Only the 10 and 165 keV simulation results are shown (the two most
extreme cases tested that resolve λD) but all of the simulations that resolve λD behave
similarly. (b) C6+ kinetic energy spectra. Similar results are obtained for the C6+ ions,
with the simulations that resolve λd behaving similarly (red and blue) while the one that
did not (black) is different. See Table 9.1 for λD for the simulations tested.
Figure 9.8: Transmitted light as a function of initial electron energy. The simulation with
initial electron temperature of 1 keV (black) allows the least amount of light transmitted
through the target. The three simulations in which the Debye length is resolved (see
Table 9.1) with initial electron temperatures of 50, 100, and 165 keV (red, blue, and green
respectively) all allow the same amount of light through, with minor differences between
the three. The simulations which resolve the Debye length all allow more light than the
simulation that did not.
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9.7 the kinetic energy of the hydrogen (a) and the C6+ ions (b) are shown. Plotted in
both is a simulation at 1 keV, in which λD is not resolved (λD = 0.42nm with cell size
of 1 nm) (black) and two simulations in which λD was resolved. All of the temperatures
listed in Table 9.1 were tested, but only T0 = 10 and T0 = 165 keV are plotted. These two
represent the two extremes tested, either just barely resolving or well resolving λD. For
both ion species it is seen that the simulation that did not resolve λD (black) yields much
different ion spectra than those that did (red and blue). All of the simulations that resolved
λD behave similarly to the two plotted (red and blue). The transmitted light also behaves
similarly, shown in Figure 9.8. The simulation that did not resolve λD(black) allows the
least amount of transmitted light. All of the simulations in which λD is resolved behave
similarly (red, blue, and green), allowing roughly the same amount of light and all allowing
more light to transmit than the simulation that didn’t resolve λD.
It is hard to interpret these results on their own. On the one hand, all of the simulations
that resolve λD have results that are converged. This could mean that resolving λD is
necessary in order to accurately model the interaction of an intense laser with a very thin
target. This is indeed the case that is made in the literature[79]. However, these simulations
also have in common that the high initial electron temperature will cause premature target
expansion. The 1 keV electron simulation experienced this the least, with simulations
experiencing more as the initial electron temperature increased. This could potentially
explain why all of the simulations that resolved λD yielded similar results. The different
amounts of spreading as the temperature increased could also explain the variance in those
simulations results. More needs to be done in order to fully interpret these results.
9.3.2 “Frozen” Tests
In order to understand the nature of the effect of high initial electron temperature and
the subsequent effects on the simulation, a way to decouple the high electron temperature
from the premature target expansion was needed. This was accomplished in a series of
simulations, to be referred to as the “Frozen” tests. In these simulations the particles are
frozen for the amount of time it takes for the laser to cross the vacuum gap and impinge on
the target. For this duration of time the ‘particle forces’ and ‘particle motion’ flags were
turned off. Setting these options to ‘off’ allows for running with whatever temperature is
desired with no expansion. The simulation is run with those flags set to ‘off’ until the laser
is about to reach the target. The simulation is then stopped, those options are turned back
on, and the simulation is restarted at that point in time. The particles are then free to
move and will react to whatever forces are applied. This technique allows investigation of
the effects of using a high initial electron temperature while avoiding as much premature
expansion as possible.
The first set of tests performed using this “frozen” technique was another temperature
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scan. A 30 nm thick 8CB target was modeled. The cell size is 1 nm in all simulation. The
laser modeled had a 50 fs FWHM Sine2 temporal envelope, 1 μm wavelength, and a peak
intensity of 1021Wcm−2 . 30 μm of vacuum gap was present, leading to 100 fs of travel
time for the laser. 500 macroparticles per species per cell were used. The simulation is run
“frozen” for all species for 100 fs and then run normally. Three simulations were performed:
one with initial electron temperature of 5 eV and dynamic field ionization, one at 1 keV
and one at 165 keV both starting fully ionized. A version of the 5 eV simulation was run
starting fully ionized as well. The results are not shown as the two 5 eV simulations yielded
similar results. All diagnostics are collected at a simulation time of 400 fs. This series
of tests will provide information on how changing the initial electron temperature changes
the ion acceleration and transmitted light decoupled from (as much as possible) premature
target expansion.
Figures 9.9 and 9.10 show the results from these tests. Figure 9.9(a) shows the
hydrogen kinetic energy spectra. Here a large difference is seen for all the simulations
run. The simulation with electrons initialized to 5 eV (black) has the largest number of
ions accelerated at lower energies, with the peak at roughly 35 MeV and has the lowest
maximum energy obtained of the three simulations, reaching roughly 150 MeV. Both the
simulation with electrons initialized to 1 keV (blue) and the simulation initialized to 165
keV (red) have a peak at 45 MeV. The 1 keV initialization simulation has maximum energy
of 175 MeV, and the 165 keV initialization simulation maximum energy is roughly 160 MeV.
The 5 eV and 1 keV accelerate roughly the same number of hydrogen ions, with the 165
keV simulation accelerating roughly 20% fewer. The shape of the kinetic energy spectra is
fairly consistent for all three simulations.
A similar result is seen for the C6+ ions, plotted in Figure 9.9(b). Again it is seen that
the simulation initialized to lowest initial electron temperature (black) reaches the lowest
maximum energy at 400 MeV and the two hotter simulations achieve higher maximum
energies, both roughly at 500 MeV (blue and red). The 5 eV and 1 keV accelerate
approximately the same amount of carbon ions with the 165 keV accelerating roughly 20%
fewer. Finally, the transmitted light is shown in Figure 9.10. The light transmitted from
the 5 eV simulation (black) and the light from the 1 keV simulation (blue) are similar, with
slightly less light being transmitted in the 1 keV simulation. The 165 keV (red) simulation
allows the most light transmitted, as was previously the case in simulations in which the
target was not “frozen”.
In order to help interpret these results another set of simulations was performed. The 1
keV and 165 keV simulations were rerun, identical in every way to the last set of simulations,
except now the ’particle motion’ and ’particle forces’ options were left on the entire duration
of the simulation. This means that the targets were allowed to experience any premature
expansion that having their initial electron temperature would lead to in the 30 fs of travel
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Figure 9.9: Accelerated ion kinetic energy spectra as a function of initial electron
temperature with “frozen” targets. Simulations were run in which the particles could not
move until the laser hit the target. (a) Hydrogen kinetic energy spectra. A large difference
is seen between the simulations at the temperatures of 5 eV, 1 keV, and 165 keV (black,
blue, and red respectively). (b) C6+ kinetic energy spectra. Similarly to the hydrogen, there
is a significant difference in the accelerated C6+ kinetic energy spectra. The difference is
largest at highest energies.
Figure 9.10: Transmitted light as a function of initial electron energy with “frozen” targets.
Simulations were run in which the particles could not move until the laser hit the target.
The difference between the two low temperature simulations at 5 eV and 1 keV (black
and blue respectively) is minimal. There is a large difference between the low temperature
simulations and the simulation at 165 keV (red).
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time the laser took to reach the front surface of the (initialized) target. This will provide
information, for a given initial temperature, how much the target expansion affects the ion
acceleration and light transmitted through the target.
Figures 9.11 and 9.12 show comparisons of the results of the simulations that had the
‘particle motion’ and ‘particle forces’ flags off and those which had the flags on for the
initial 100 fs. Figure 9.11 shows the comparison of the hydrogen kinetic energy spectra
for the 1 keV simulations (a) and for the 165 keV simulations (b). Very little difference is
seen between the simulation in which the ’particle motion’ was off at the beginning (black)
and the simulation with the ’particle motion’ flag (red) on the entire simulation. This
trend is true for the C6+ and the transmitted light for the 1 keV simulations (not shown).
This is not surprising as the 1 keV starting temperature, while high, does not have as
extreme premature expansion as the higher initial electron temperature simulations (such
as the 50 keV test performed in Figure 9.2). Figure 9.11(b) shows the comparison of the
hydrogen kinetic energy spectra for the 165 keV simulations. The spectral shape for the
two simulations is similar. The simulation with ‘particle motion’ off for the beginning of the
simulation (black) overall accelerated more ions and reached a higher max energy, roughly
160 MeV, compared to the simulation with particle motion on (red) throughout.
Figure 9.12(a) shows the C6+ kinetic energy spectra comparison for the two 165 keV
simulations. The spectra for the two simulations is similar up until the very tail ends. The
“frozen” simulation reaches a maximum energy of about 500 MeV while the simulation
with motion on throughout reaches almost 600 MeV. The effect the premature spreading
of the target appears to have is not as large for heavier ion species. The comparison of the
transmitted light is shown in Figure 9.12(b). More light is transmitted for the simulation
with motion on throughout (red) than the “frozen” simulation (black). However, this
amount is not as much as in the case when comparing a 165 keV simulation to a 5 eV
simulation, for example. Overall, the results from the two 165 keV simulations are very
similar, regardless of premature expansion or not, with the hydrogen kinetic energy spectra
having the largest difference.
From these two series of tests it can be seen that the initial electron temperature has a
large effect on the simulation results and this effect cannot be explained by the premature
expansion of the target. As seen in Figures 9.11 and 9.12, the target expansion seen in
simulations with very high initial electron temperature does make a difference, but this
difference is not dominant for the most part. For both the light and heavy ion species
the premature target expansion mostly only changed the maximum energy obtained by the
ions, reducing it for the lighter ions and enhancing it in the heavier ions. The “frozen”
test temperature scan, shown in Figures 9.9 and 9.10, shows a very large difference in the
kinetic energy spectra and the transmitted light for different initial electron temperatures.
The “frozen” series of tests together with the temperature scan earlier can now be
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interpreted together. These tests suggest that it is necessary to resolve the Debye length
at the start of the simulation in order to obtain consistent simulation results. This need
not have been the case. It could have been that the leading edge of the short pulse would
have heated the target quickly enough that the Debye length would then be resolved for
enough of the interaction that the simulations could start cold. Apparently, this is not
the case. The differences seen between the low initial electron temperature simulations
and the high initial electron temperature simulations can not be explained solely due to
the premature target expansion. While this expansion does change the results, it does not
affect the results as significantly as changing the initial electron temperature. However, the
spreading out of the target due to high initial electron temperature is still disconcerting.
This premature expansion is obviously unphysical. A possible explanation for the modest
effect is that the laser pulse pushes the edge of the spreading target coming from the rear
surface, limiting the effect of the spread. If this is the case, the effectiveness of the laser in
doing this will vary with the dimensionality of the simulation. In general we can expect some
improvement using “frozen” simulations to arrest non-physical target expansion. However,
the results comparing the “frozen” simulations to those run normally were different enough
that one cannot blindly assume the “frozen” technique is without faults. A comparison to
experiment needs to be done in order to truly benchmark the simulations for accuracy.
9.4 Conclusions
This chapter has described a series of 1D simulations that explore PIC modeling of the
interaction between very thin targets and intense, ultrashort laser pulses. A series of
1D simulations has been performed to determine conditions for a consistent model. In
addition to the results described here in detail, we have also examined convergence criteria
for macroparticle count and found that it depends on the degree to which relativistic
transparency is obtained, with the worse case being that for which the transmission of the
pulse is intermediate, a few percent. This is the regime for many experiments. In any case,
further development must now be done in 2D and 3D. Simulations in 1D leave out many
physical effects which can place (or possibly relax) constraints on numerical parameters.
As the target heats it will expand reducing the density near the peak of the laser intensity.
This is an important effect which cannot be treated in 1D. The work done here provides
a firm foundation for the next phase of this development. We have found that simulation
results are relatively robust against various choices of PIC algorithm. We also have found
that sufficient temperatures to resolve the Debye length lead to unphysical target evolution
in the time it takes the laser to cross the grid to the target’s front surface. The effect of
this spreading can be addressed somewhat by not applying the particle push until later in
the simulation. It was shown that the simulation results appear to be consistent when a
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Figure 9.11: Hydrogen kinetic energy spectra. Simulations were performed in which the
particle motion was either on the whole time or off until the laser hit the target. (a)
Kinetic energy spectra at initial electron temperature of 1 keV. Almost no difference is
seen for the simulation with the particle motion on the whole time versus the “frozen”
simulation. (b) Kinetic energy spectra at initial electron temperature of 165 keV. Some
difference is seen between the “frozen” simulation (black) and the simulation with motion
on throughout (red). The “frozen” simulation accelerated more ions across the entire energy
range and reached a higher max energy ( 160 MeV compared to 125 MeV for the non-
“frozen” simulation). However, the overall kinetic energy spectral shape is very similar for
both simulations.
Figure 9.12: Results from comparing “frozen” and non-“frozen” simulations. (a) C6+ kinetic
energy spectra. The kinetic energy spectra for the “frozen” simulation (black) is very similar
to that of the non-“frozen” simulation (red) until roughly the 500 MeV energy range. The
non-“frozen” simulation extends to a maximum energy of roughly 600 MeV where the
“frozen” simulation ends at roughly 500 MeV. (b) Transmitted light. The light transmitted
through the target is similar in both simulations, with the non“frozen” simulation (red)
allowing for more light to be transmitted than the “frozen” simulation (black).
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high temperature was used, allowing for resolution of the Debye length. Employing the
technique of not allowing particle motion until the laser was present was used to decouple
the effect of resolving the Debye length from the premature target expansion. These tests
suggest that resolving the Debye length is more important than initializing a target at a
temperature which will not cause expansion. This technique is a potential solution to the
problem of modeling this interaction with better simulation fidelity and maintaining the
initial thickness, allowing for comparison to experiment.
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Chapter 10
Conclusions
In this work, a new technique was developed for modeling the TNSA ion acceleration
mechanism. The technique uses multiple simulations to model the different stages of the
TNSA process, allowing for tradeoffs between speed and accuracy. It was demonstrated how
using different tradeoffs can maintain reasonable accuracy while gaining significant boosts
in speed. This allows the technique to be used in a manner such that a wide parameter
space can be scanned when desired and once the important parameters are found a higher
resolution simulation employing fewer approximations can be performed for more accurate
results. The handoff from the laser-plasma interaction simulation to the TNSA simulation is
accomplished by creating and sampling from distributions of the laser accelerated electrons
including the energy as a function of time, the time integrated kinetic energy, and the
energy dependent angular distribution. This technique allows for complete macroparticle
control, allowing for independent sampling of regions of interest. The “rolloff” technique was
demonstrated, in which adding a small amount of plasma to the back surface of the target
allowed for reasonably accurate representation of the sheath field evolution with double the
cell size otherwise necessary to do so.
This technique was employed to perform a study on the potential enhancements front
surface structures could have on the ions accelerated in the TNSA process. Two types of
structures were studied. One structure was a rippled surface that increased the amount of
energy coupled from the laser to the accelerated electrons and the other used waveguide like
structures whose main effect was to redistribute energy from the low end of the electron
spectrum to the high end. It was shown that it is much more important to increase the
laser-electron energy coupling. Having a population of very energetic electrons is not as
important as accelerating as many electrons as possible by the laser, making the rippled
surface a better structure for enhancing TNSA accelerated ions.
The rippled structure employed a sinusoidally varying surface with wavelength and
amplitude comparable to the laser wavelength and it produced three times as many
accelerated ions as the flat target. It also accelerated ions to the highest maximum kinetic
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energy, roughly 50 MeV, compared to 40 MeV for the flat target with preplasma and 20
MeV for the simple flat target. The sinusoidally varying surface had the best conversion
efficiency of laser energy to electron energy, nearly four and half times greater than the flat
target. The most effective waveguide structure for producing the highest energy electrons,
the “spikes” target, which accelerated electrons to the highest kinetic energies (> 200
MeV), performed the worst in terms of ion acceleration, reaching a maximum energy of
approximately half that of a flat target, with fewer ions accelerated across the entire energy
range, again about half that of the flat target. This last structure was also used to illustrate
the implementation of the TNSA modeling technique where it was shown that a distribution
of 100 million particles for the laser-plasma interaction simulation could be reduced to a
six million particle distribution with reasonable fidelity. The electron distribution for this
case had a more complex energy dependent angular distribution than a flat target due
to the effect of the structures on the direct laser acceleration of the hot electrons, making
this an especially challenging distribution to sample. For any of these structures, the TNSA
simulation could have been repeated multiple times with different targets without rerunning
the laser simulation, as part of an optimization process.
In order to understand how to correctly model the interaction of an ultraintense laser
with a very thin (tens of nm thick) target, a large number of 1D simulations were performed.
Simulation parameters, namely the initial electron temperature, were shown to have a
dramatic effect on the results of the simulation. A high initial electron temperature
appears to be necessary in order to resolve the physics of a laser on a very thin target
correctly, however, this high temperature also leads to unphysical target expansion in the
simulation. The dependence of the ion acceleration and transmitted light on the initial
electron temperature was explored. A potential solution to the premature target expansion,
using “frozen” targets in which particle motion and forces are not permitted until the light
is about to interact with the target, was given.
The results described in this thesis provide a strong foundation for more advanced
simulations that can guide experimental design and analyze the results.
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