Abstract-A major issue while computing disjoint multiple paths in an ad hoc environment is of path diminution. In this paper, we have proposed a node disjoint multipath routing (NDMR) and we have discussed schemes to mitigate path diminution. We have compared the performance of NDMR with existing node disjoint multipath routing protocols. We observed that success rate and packet delivery ratio of NDMR are higher than the existing protocols.
I. INTRODUCTION
An ad hoc network is a multi-hop wireless network with no stationary infrastructure. As opposed to "single hop"(i.e. cellular) networks, which require fixed base stations interconnected by a wired backbone, multi-hop networks have neither a fixed base station nor a wired backbone. The main application for mobile wireless ad hoc networks is rapid deployment and dynamic reconfiguration in scenarios where wire-line network is either not available or is not cost effective e.g. battle field communications, search and rescue ad hoc networking, etc. In such cases, multi-hop wireless networks provide a feasible and cost effective means for communication among many mobile hosts.
Mobile networks have many unique characteristics that make traditional routing protocols inapplicable. The topology of a mobile network is often highly dynamic due to the mobile nature of nodes. Whereas a broken link in a wired network is considered as an exception and is likely to occur relatively infrequently, links within wireless networks tend to frequently break as nodes move in and out of transmission range of one another. Additional characteristics of mobile wireless networks include limited power and bandwidth, and high error rates due to wireless transmission.
In such situations, providing a source with more than one path can be quite useful, because if one path fails due to movement of an intermediate node, the communication is continued through the alternate paths. Therefore, a fresh route discovery is delayed till all the paths are exhausted. When the routes are disjoint, reliability is maximized, the available throughput increases, and the traffic conditions along the different paths are least likely to be correlated.
The disjoint paths can be classified as link disjoint and node disjoint. In ad hoc networks, node disjoint paths are more important to avoid fresh route discoveries due to node movements and/or failures along the paths. Also, if the source requires higher throughput than a single path can provide, it can split traffic between the different paths without overloading intermediate nodes. If the phenomena of splitting the traffic takes place in case of link disjoint paths, then the the intermediate nodes which are common along different paths are overloaded, which is not desirable as the resources of participating nodes are limited. In this paper, we have proposed a protocol for computing node disjoint paths. Also, we have discussed how one can mitigate disjoint path diminution.
Rest of this paper is organized as follows. In section 2, we describe problem formulation and major issues. In section 3, we have described in brief the related work by peer researchers. Section 4 contains the description of the proposed protocol. In section 5, we have described disjoint path diminution problem. Section 6 is devoted to analysis and discussions and section 7 contains simulations. Finally section 8 is for the conclusion.
II. PROBLEM FORMULATION AND MAJOR ISSUES
The problem of computing disjoint paths for any source-destination pairs is NP-complete. Finding disjoint paths for a single source and destination pair seems to be a trivial problem for networks whose topology is known in advance. The number of edge disjoint paths from a source to a destination can be determined by applying max-flow algorithms with unit capacities assigned to the edges. To find node disjoint paths between given nodes ¡ and ¢ (in an undirected graph, for example), the basic idea is to force each vertex to be involved in no more than one path. So, one can proceed as follows:
Then the maximum flow that can be sent from node ¡ to node ¢ ¥ in resulting graph gives the number of node disjoint paths from node ¡ to node ¢ of given graph. A similar procedure can be applied to directed graphs. This solution is centralized and can only work if we know the topology of the network in advance.
The problem of finding disjoint paths becomes a bit challenging in case of ad hoc networks, where participating nodes have limited resources, and entire topology of the network is not known in advance. Assuming omnidirectional antenna, a node in ad hoc network only knows its neighbors. Therefore, one should have a localized and distributed protocol in an ad hoc environment. In [8] , a self-stabilizing algorithm for the max-flow problem had been proposed. The algorithm is distributed and is fault tolerant in the sense that edges or nodes can be added or deleted arbitrarily. However, it requires § ¢ ¡ ¤ £ retries, therefore, it does not suit to ad hoc networks as an underlying algorithm for computing disjoint paths by using max-flow approach.
One issue in case of wireless ad hoc networks is path diminution while finding disjoint paths. A badly selected path at an early stage can block other disjoint paths due to single query domination. The single query domination has also been pointed out in [18] . This means that one might not be able to find disjoint paths, even if they exist in the network. To avoid this problem, one can introduce a policy for RREQ forwarding as follows. When a node receives an RREQ, it checks whether it is source or destination of the RREQ. If it is the source, then it simply discards it. If it is the destination than it has to decide whether to send the RREP against this particular RREQ or not. If it is neither source nor destination then it checks whether its own address is already listed in the traversed hop list of the RREQ, if yes, then it simply discards the RREQ. If not, then it appends its own address to the THL and forwards the RREQ to its neighbors. If it is the destination, it waits for a certain time to aggregate the RREQs. After that it computes the disjointness and sends the RREP against the RREQs having disjoint traversed hop lists. Here, infinite loops can not occur because every node checks its own address before forwarding the RREQ. If the aggregation time is long enough than it is guaranteed to get all the disjoint paths. One question is that how long the destination should wait for aggregation of RREQs. If no constraint is imposed, an exponential number of RREQ copies may reach at the destination for disjointness computation.
To limit the number of RREQ copies one has to limit the extent of aggregation. In other words, one can consider schemes for partial aggregation rather than full aggregation. One such approach could be length based aggregation scheme (LAS), where a copy of RREQ might be allowed for disjointness computation if length of traversed hop list is below a threshold. The second approach is to process a certain number of copies of RREQ for computation of disjointness. For example, at destination first ¥ copies of the RREQs are considered for computing the disjointness, later copies are discarded. Let us call this approach as copies based aggregation scheme (CAS). Further, third can be a combination of these two i.e. we limit number of copies as well as length of the traversed hop list. We have named it as length and copies based aggregation scheme (LCAS).
III. RELATED WORK
Analysis of multipath routing was carried out in the context of multipath reservations in [5] for broadband networks. The authors have assumed the existence of node disjoint routes between a given source and destination. However, no protocol for computing disjoint routes has been proposed. The authors analyzed network throughput (goodput) and connection establishment delays. In case of broadband networks computation of disjoint routes is easier because of the fact that nodes have a large computation power and have a fixed infrastructure as opposed to ad hoc networks.
Lee and Gerla [11] have proposed split multi-path routing (SMR) which establishes and utilizes multiple maximally disjoint paths. SMR uses source routing and is based on flooding the RREQ to the entire network. A different packet forwarding approach has been used. Instead of dropping every duplicate RREQ, intermediate nodes forward the duplicate packet that traversed through a different incoming link from which the first RREQ is received, and whose hop-count is not larger than that of the first received RREQ. The destination selects multiple disjoint routes and sends RREP packets back to the source via the chosen routes. However, the notion of maximally disjointness is not distinguished except an equal hop-count. Also, the control overheads are large because of network wide flooding. Only the destination is allowed to send RREPs and not the intermediate nodes.
While evaluating the performance only two routes have been chosen although the algorithm allows to select more routes.
Nasipuri and Das [13] have proposed multipath extensions to DSR. Among their extensions, -equips the source with link disjoint routes to the destination. The term "primary route" is used for the shortest route from source to destination. If the primary route breaks, then the shortest remaining ¢ ! " § ¡ # route is used for further communications. This process is continued until all the routes break, when a fresh route -, all intermediate nodes are equipped with a disjoint alternate route. One limitation of this alternative is that it may not always be possible for all intermediate nodes to get an alternate disjoint route. This would be particularly true for sparse networks. However, their main focus was on the modeling of their extensions rather than protocols themselves. Further, the authors have concluded in analytical modeling of their extensions that more than one alternate route provides a minimal improvement. This provides a motivation for node disjoint routing.
In [15] a node disjoint multipath routing based on AODV, known as AODVM, has been proposed. The authors have enriched the topology by placing
which are assumed to possess unlimited processing power and are reliable nodes. The disjointness is determined at the instant when RREP travels upstream. Assumption of
seems to be unrealistic in an ad hoc environment. In [14] a queuing analysis of multipath routing has been carried out based on the assumption that from the boundaries the nodes will tend to move towards the center. The network is represented by a unit disk graph using a random way point mobility model. It has also been assumed that the nodes at the center are more stressed than those at the boundaries, but it might not be satisfied if one switches to random direction or some other mobility model. In random direction model, nodes pick directions of movement randomly, therefore, central nodes might not experience more load than nodes at the boundaries.
Abbas, Khandpur and Jain [2] have proposed a protocol called node disjoint multipath ad hoc routing (NDMA), for computing node disjoint multiple paths between a given source and a destination. It was based on the fact that at any intermediate node only first copy of RREQ is forwarded to its immediate neighbors if it does not have a route to the destination. All later copies of the same RREQ are discarded. The overheads in case of NDMA were low but there was a higher probability that no alternate node disjoint path is returned even if it exists in the network. The reason being that later RREQs were restricted to participate in disjointness computation at the destination because of immature discard. At higher node densities, performance of the protocol was acceptable. One major contribution was that traffic was shared between two disjoint paths and the route establishment delays were low because of only first copy broadcast at an intermediate node. In [3] , Abbas and Jain described the disjoint path diminution problem and proposed the solutions to overcome it. Also, they computed probability of diminution using neighbor level graphs. The disjoint path diminution problem needs to be explored from the point of view of trade-off between overheads and probability of getting disjoint paths as none had talked about this aspect. In this work, we have proposed a protocol to compute the node disjoint routes in an ad hoc network without enriching the network topology. The reason is that enriching the topology is a research area in itself and is generally known as topology control. Our emphasis is on the tradeoff between overheads of computing disjoint paths and probability of diminution. We have observed that as we go for higher probability of getting all the disjoint paths, the computational overheads are also increased.
IV. NODE DISJOINT MULTIPATH ROUTING

A. Route Discovery
Node Disjoint Multipath Routing (NDMR) is an ondemand routing protocol that builds multiple routes using request/reply cycles. When the source needs a route to the destination but no route information is known, it sends the route request (RREQ) to its active neighbors. To maintain the list of active neighbors, every node sends periodic hello messages. The hello message is not propagated further because it contains the hopcount equal to 1. The format of the RREQ is (source address, source sequence number, destination address, hopcount, traversed hop list).
The tuple (source address, destination address, source sequence number) uniquely identifies the RREQ. The source sequence number is incremented whenever a source issues a new RREQ. The hopcount is incremented by one whenever RREQ is forwarded by an intermediate node. The source sequence number is used to maintain the freshness of information about the reverse route to the source. As the RREQ travels from the source to the various nodes, it automatically sets a reverse path from all nodes back to the source.
The format of RREP is (source address, destination address, source sequence number, flag, THL). The field flag is used to identify whether the RREP was sent by the intermediate node or by the destination itself. As the RREP travels back to the source, the intermediate nodes on that path update their routing table entries corresponding to the destination and a forward path is setup.
B. Route Maintenance
When a link break with the neighbor occurs, the node marks the link as invalid by setting the distance to the lost neighbor equal to
. It then checks its route table to determine whether any active route (which has not been timed out) uses that node as its next hop. If such an active route exist, it sends a route error (RERR) message to the upstream direction of the route. Upon receiving the RERR packet, the source removes every entry in its route table that uses the broken link regardless of the destination. If only one of the many routes is invalidated, the source uses the remaining valid routes to deliver data packets.
C. Loop Freedom and Node Disjointness
Loops can not be formed because before forwarding a copy of the RREQ an intermediate node looks whether its own address is already present in the THL. If yes, then it simply discards the RREQ copy, otherwise it forwards the copy to its neighbors after appending its own address to the THL. Further, we have shown that an intermediate node can also send RREPs with just including a flag field in it. However, for the sake of simplicity, we can assume that the disjointness is computed only at the destination and also that only destination sends the RREP against RREQs bringing disjoint THLs. Intermediate nodes do not send the RREP so that we might not have duplication of efforts of disjointness computation at the source and destination both. For the further discussion we can assume that flag field is not at all present in the RREP. However, one can do simulations to show the pros and cons of allowing an intermediate node to send the RREP if it has a route to destination. 
D. Further Optimizations
One thing to note is that we can enhance the probability of getting disjoint paths if the RREQ copies themselves have a potential of bringing disjoint THLs at the destination. This can be incorporated if the intermediate nodes forward to their neighbors only those copies of an RREQ having disjoint THLs. Before forwarding a copy of RREQ the intermediate node has to compute the disjointness of THLs. If the THL of the RREQ copy is disjoint it appends its own address to the THL and forwards the RREQ. One may wonder why it is done because the node forwarding disjoint copies is common so it will not yield finally disjoint paths through these copies. We also agree with the argument. We are also making a statement that at the next subsequent hop if more than one copy arrive from the node in question, only one of it is forwarded further and others are discarded. But it is done to introduce a potential of bringing the disjoint THLs at the destination. In other words, we want to minimize the correlation among the THLs reached at the destination for disjointness computation.
We consider following variations for forwarding the RREQs at intermediate nodes. One variation is that an intermediate node forwards all disjoint copies of an RREQ (ADC). Second variation might be that an intermediate node forwards the first copy of the RREQ as such and a second copy whose THL is disjoint with the one which is already forwarded. Let us call this variation as two disjoint copies (2DC) scheme.
V. DISJOINT PATH DIMINUTION
In Fig.3 , there are two node disjoint paths from ¡ to ¢ . If intermediate nodes propagate only first copy of the RREQ and discard later copies, then it is quite possible that at node copy arriving through nodes paths. We call this problem as disjoint path diminution. This problem arises due to single query domination [18] which in turn is a consequence of the forwarding policy that the first reaching RREQ only is forwarded at an intermediate node and duplicate copies arriving later are suppressed. Therefore, one major issue is that to get rid of this problem. If not completely, then ways should be found to at least reduce the probability of occurrence of this worst case scenario. To the best of our knowledge, the present work is the first to report the path diminution problem and pointing out possible ways to solve it. However, there can be a trade-off between employing a solution and the overheads in terms of delays and resources of participating nodes.
We have mentioned that complete elimination of diminution requires exponential amount of overheads as the number of copies reaching at destination for disjointness computation might be exponential. Therefore, we may concentrate on a viable alternate i.e. CAS. In CAS, since we consider first ¥ copies and we can not predict which paths are to be taken by these ¥ copies, therefore, randomness is introduced due to the fact that these copies might give us all the disjoint paths, or simply one path if there exists a common link across all these copies. The phrase "disjoint path diminution" should not be confused with disconnection or partition of the network. Here we mean that only one path is available, and other disjoint paths are not returned for communication even if existing between source and destination. Suppose, we define disjointness diminution factor as the ratio of number of paths diminished and total disjoint paths existing in the network for a particular communicating pair. If there are existing paths in the network for a communicating pair, then disjointness diminution factor is,
¢ ¡ ¤ £
Also, this is the maximum value of diminution which occurs in the worst case i.e. all paths diminished by a single bad path, but this bad path can not diminish itself until the network is partitioned. The value of is ¥ for single path routing, which means there is no diminution.
VI. ANALYSIS AND DISCUSSION
A. Impact of Node Density and Degree
If all the links are bidirectional i.e. in-degree is equal to out-degree, then the number of disjoint paths is at most
, which is the minimum degree of any node in the network. Now, it is possible to get disjoint paths if , with node density ¡ ¡ . The probability that a randomly chosen node has ! neighbors can be computed using nearest neighbor methods [17] [6] [4] and is given by
By differentiating Eq.(1), the expected number of neighbors of a node is
The probability that there are paths in the network is approximately equal to the probability that each node has at least neighbors or in other words the network has a minimum node degree
. Using (1), this probability is given by
Therefore, probability that there are disjoint paths in the network between a given source-destination pair
B. Computational Overheads
For computing route disjointness at the destination, we have assumed the lists to be unsorted as it will be costlier to maintain sorted lists in an ad hoc environment due to its dynamic topology. In case of sorted lists, if a topological change occurs, the lists has to be sorted again. One more reason is that we may loose path information if the THLs are sorted. The unsorted THL gives the complete path from source to destination if the RREQ containing it is selected for sending an RREP against it. If there are two lists each of length Table  I shows computational and communication overheads in case of OFC, ADC and 2DC.
C. Communication Overheads
Number of RREQ transmissions is related to the energy spent in route discovery phase of a protocol. Average node degree combines the impact of number nodes and number of edges in the network. Average node degree gives a feeling of how dense the network is. We observed that RREQ transmissions in case of OCN is § ¤ £ , but the probability of getting a desired number of paths is also small. ADC has highest success rate but the overheads and delays involved are also higher because an intermediate node waits for all disjoint copies of RREQ before transmitting them to its neighbors. RREQ transmissions are § ¥ £ assuming that half of the neighbors bring disjoint copies at intermediate nodes. As a tradeoff between overheads and probability of diminution, 2DC requires smaller number of RREQ transmissions as compared to the OCN and the success rate in this case is little less than that of ADC. ADC needs RREQ transmission of the order of § ¡ as an intermediate node can forward at most two disjoint copies of the RREQ. Further, its computational overheads are smaller than ADC. Therefore, 2DC seems to be a good alternative for computing disjoint routes in a single route discovery. We examine the performance of the protocols by evaluating the following parameters: packet delivery ratio, normalized routing load and average end-to-end delay. Packet delivery ratio is fraction of the packets successfully received by the destination and packets sent by the source. Normalized routing load is number of overhead packets generated per data packet. Average end-to-end delay is the average of the delays experienced from the source to the destination. Fig.4 shows the success rate of finding disjoint paths in a network where
VII. SIMULATION RESULTS
Consider
. Since the area is fixed, therefore, increasing number of nodes increases the neighbors of a node. In case of LAS(2x), success rate is higher than CAS(b). Here, '2x' means that the length of the THL of an RREQ considered for disjointness computation at the destination is less than or equal to twice the length of THL of first reaching RREQ. In case of CAS, 'b' means that destination selects say first 'b' copies where ! are the number of neighbors of a node including source and destination. As we combine these two in LCAS the success rate is lowered. The success rate of CAS(b) increases slowly as compared to the LAS because number of copies to be selected at the destination for disjointness computation is fixed. So, if more copies come at the destination then they do not increase the success rate significantly. Fig.5 shows success rate vs multiplicative factor 'x'. In case of LAS, multiplicative factor is the ratio of length of the THL of an RREQ considered for computing route disjointness with respect to length of THL of the first reaching RREQ. In case of CAS, multiplicative factor means how many copies are considered for route disjointness computation with respect to average node degree.
In Fig.6 , the success rates of simple CAS with ! copies to be aggregated at the destination versus number of nodes has been plotted. The success rate of ADC is much higher than CAS(b). This has been discussed in the optimization subsection that ADC and 2DC bring RREQ copies that have a potential of disjointness. In case of ADC, although the success rate is higher but every node has to wait and then compute the disjointness of THLs, therefore, latencies are also higher. In case of 2DC, latencies are low because a node forwards the first arrived copy and then computes the disjointness of THLs of newly arrived RREQ with that forwarded. Computational overheads of NDMR with 2DC are lower than the NDMR with ADC. . When it reaches to that destination it stops there for some time and then again starts its journey selecting a random destination and a random speed. The time for which it takes a break is known as the pause time. Increasing the pause time means relaxing a routing protocol. A low pause time puts a protocol in a stressful environment. This is the reason that packet delivery ratio increases with the increase in pause time. Fig.9 shows packet delivery ratio versus number of connections. In a connection, source and destination nodes are chosen randomly and disjoint paths are determined per connection basis. It is done to get a feel of aggregate performance of the protocol. Packet delivery ratio is dropped with the increase in number of connections because of increased load.
The packet delivery ratio of NDMR with ADC is more than AODVM. The reason is that AODVM does not have a provision of bringing RREQ copies having a potential of disjointness, therefore, the number of paths returned by AODVM are less than NDMR. Packet delivery ratio of NDMA is lowest because it uses OFC, therefore, there is a higher probability of disjoint path diminution as opposed to NDMR and AODVM. Clearly, in terms of packet delivery ratio NDMR-ADC outperforms its counterparts. However, NDMR-2DC also provides a comparable performance. Average end-to-end delay versus is low. As a consequence, more number of paths break and it takes a time to establish new paths through fresh route discoveries, contributing to higher delays. Fig.11 shows average delay versus pause time. The notion of pause time is described in the previous paragraph. Average end-to-end delay is decreased with the increase in pause time because a low pause time gives a relief to the protocol in a mobile environment. In Fig.12 average end-to-end delay has been plotted against number of connections. Average delay is increased with the increase in number of connections. The reason is that an increased number of connections puts a protocol in a stressful environment.
Average end-to-end delay in case of NDMR-ADC is more than AODVM and NDMA. The reason is that NDMR computes the disjointness at intermediate nodes while AODVM and NDMA do not. As a result, route establishment delays are more in case of NDMR as compared to AODVM and NDMA. However, NDMR with 2DC provides a comparable performance with AODVM. The delays in NDMA are low because it uses OFC, thereby route establishment delays are the least. There can be a tradeoff between the tolerable delays versus number of paths returned. At low mobilities and for large files to be transferred route establishment delays could be sidelined for quick transfer through multiple disjoint paths.
Normalized routing load versus is increased, normalized routing load is also increased. Fig.11 shows normalized routing load versus pause time. In Fig.12 , normalized routing load has been plotted against number of connections. Normalized routing load is increased with the increase in number of connections. The reasons for the observed trends are similar to those discussed in previous paragraphs.
An interesting observation is that NDMR-ADC has higher packet delivery ratio at the cost of increased endto-end delay in comparison to AODVM and NDMA. The success rate of NDMR-ADC is higher than AODVM and NDMA. NDMR-2DC has success rate little less than NDMR-ADC but higher than AODVM and NDMA. The other parameters i.e. packet delivery ratio, normalized routing load, and average end-to-end delay remain comparable to AODVM and NDMA. Therefore, NDMR-2DC is a viable alternative for mitigating disjoint path diminution in an ad hoc network.
VIII. CONCLUSION
The design of disjoint multipath protocols in ad hoc environment is a challenging task. The major problem is disjoint path diminution. We proposed a protocol called NDMR and evaluated the performance of its variations NDMR-ADC and NDMR-2DC. We observed that NDMR-ADC has higher packet delivery ratio at the cost of increased end-to-end delay in comparison to AODVM and NDMA. The success rate of NDMR-ADC is higher than AODVM and NDMA. NDMR-2DC has success rate little less than NDMR-ADC but higher than AODVM and NDMA. The other performance metrics remained comparable to AODVM and NDMA. Therefore, NDMR with 2DC is a viable alternative for mitigating disjoint path diminution. Further enhancement of the protocol and its validation forms the future work.
