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Zusammenfassung
In den letzten Jahrzehnten hat die Bedeutung der Aerodynamik in der Fahrzeug-
entwicklung immer weiter zugenommen. Um Kraftstoﬀverbrauch, Emissionen und
die Umweltbelastung zu reduzieren, ist die Automobilindustrie bestrebt die Eﬃzi-
enz von Fahrzeugen zu verbessern. Ein Aspekt, um dieses Ziel zu erreichen, ist die
Optimierung des Luftwiderstands neuer Fahrzeuggeometrien. Zur Untersuchung
des aerodynamischen Verhaltens neuer Geometrien kommen Computersimulatio-
nen zum Einsatz. Typische Zielgrößen sind dabei skalare Größen, wie der Wider-
standsbeiwert, aber auch hoch-dimensionale Feldgrößen wie die Druckverteilung
auf der Fahrzeugoberfläche, das Luftgeschwindigkeitsfeld über dem Fahrzeug oder
auch die sogenannte Sensitivitätslandkarte, die die Sensitivität des Widerstandsbei-
wertes bezüglich lokaler Formänderungen anzeigt. Allerdings benötigt das Erstellen
hochgenauer aerodynamischer Daten mittels Strömungssimulationen – selbst un-
ter Verwendung von modernen Hochleistungsrechnern – heutzutage circa eine Wo-
che, was die Verwendung dieser Simulationen in einem Optimierungsprozess nahe-
zu unmöglich macht. Aus diesem Grund werden Ersatzmodelle benötigt, die die ge-
wünschte Strömungsgröße mit weniger Rechenaufwand näherungsweise berechnen.
Da das Design von Autos weiterhin in erster Linie durch ästhetische Gesichtspunk-
te bestimmt wird, ist außerdem eine automatisierte Optimierung der Fahrzeugform
von der Industrie nicht gewünscht. Zum Einsatz in der aerodynamischen Formopti-
mierung bedarf es daher eines interaktiven Design-Tools, welches aerodynamische
Zielgrößen hinreichend genau und möglichst in Echtzeit näherungsweise berechnet
und visualisiert.
Um ein Ersatzmodell zu entwickeln, welches diesen Anforderungen genügt, kom-
men wegen ihrer schnellen Rechenzeit nicht-intrusive Modellreduktions-Verfahren
infrage. Die Strömungssimulation wird dabei als Black-Box-Modell betrachtet, wel-
ches eine Menge von Eingangsparameter auf die Zielgröße abbildet. Die gewünschte
aerodynamische Zielgröße für eine vorgegebene Fahrzeuggeometrie wird dann auf
Grundlage von beobachteten Stützwerten der Zielgröße approximiert, welche zuvor
mittels Strömungssimulation für ausgewählte Eingangsparameter berechnet wur-
den. Abhängig von der Komplexität des Zusammenhangs zwischen Eingangspara-
metern und Zielgröße sowie der Anzahl der Eingangsparameter bedarf es zur Er-
stellung eines hinreichend genauen Ersatzmodells ausreichend vieler dieser Stütz-
werte. Aufgrund der hohen Rechenzeit hochgenauer Strömungssimulationen ist die
Anzahl der verfügbaren Stützwerte in der aerodynamischen Formoptimierung aller-
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dings stark limitiert.
Im Falle skalarer Zielgrößen kann man in solchen Situationen mithilfe von soge-
nannten variable-fidelity Verfahren die Eﬃzienz der Erstellung von Ersatzmodellen
drastisch steigern. Neben dem rechenintensiven, hochgenauen Black-Box-Modell
basieren diese Techniken zusätzlich auf einem zweiten Computermodell zur Berech-
nung der Zielgröße, welches sich schneller auswerten lässt, aber ungenauere Rückga-
bewerte liefert. Solche Computermodelle sind häufig durch physikalische oder nu-
merische Vereinfachungen des hochgenauen Modells verfügbar. Stützwerte des we-
niger genauen Modells werden dann genutzt um den globalen Verlauf des Zusam-
menhangs zwischen Eingangsparametern und Zielgröße zu erfassen und dadurch
die Approximation der Zielgröße basierend auf den hochgenauen Stützwerten zu
verbessern.
Im Rahmen dieser Arbeit wird eine bekannte variable-fidelity Methodik für skalare
Zielgrößen auf vektorwertigen Zielgrößen erweitert. Es wird gezeigt, dass der vorge-
stellte neue Ansatz eine Verallgemeinerung bekannter variable-fidelity Verfahren für
skalare Zielgrößen ist und sich dadurch bestimmte Eigenschaften dieser bekannten
Ansätze auf die neue Methode übertragen. Ein Fehlerschätzer wird hergeleitet, der
zur adaptiven Verbesserung des Modells verwendet werden kann. Außerdem wer-
den oﬀene theoretische Fragen zu der Cokriging-Methode, einer bekannten variable-
fidelity Methode für skalare Zielgrößen, untersucht. Anschließend wird die Anwend-
barkeit der neuen Methode in der industriellen Fahrzeugform-Optimierung in zwei
Fallstudien am Beispiel eines hochaufgelösten Computermodells eines Volkswagen
Passat B6, welches von der Volkswagen AG zur Verfügung gestellt wurde, demons-
triert und mit herkömmlichen Verfahren verglichen.
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1. Introduction
Over the last decades, aerodynamics plays a more and more important role in en-
gineering design of vehicles. In order to reduce fuel consumption, emissions and
the burden on nature, the automotive industry is making eﬀorts to improve the ef-
ficiency of vehicles. One aspect to achieve this goal is the optimization of the aero-
dynamic drag of new vehicle geometries. To study the aerodynamic behavior of new
designs, computer simulations are frequently used. Typical quantities of interest in
such studies are the scalar-valued drag coeﬃcient, which is often used to quantify the
aerodynamic drag of a body, and field variables like the pressure distribution on the
surface of the car or the velocity field above the car. Of particular interest is also the
so-called sensitivity map, a vector-valued quantity which indicates the sensitivity of
the drag coeﬃcient with respect to local shape variations. There are two main issues
related to car shape optimization, [5]:
(1) From a mathematical point of view, the flow around a body can be described via
the Navier-Stokes Equations, a system of nonlinear coupled partial diﬀerential equa-
tions (PDEs). This system of equations is extremely hard to solve numerically. Dif-
ferent simplifications can be applied which lead to a variety of numerical methods of
diﬀerent complexity and accuracy. The computational eﬀort to obtain suﬃciently ac-
curate results remains, however, huge: Nowadays, even if high-performance comput-
ers are used, the generation of accurate aerodynamic data (including model prepara-
tion, computation and post-processing) requires of the order of a full week.
(2) The design of a car is primarily driven by aesthetic considerations rather than
aerodynamic optimality. Since aesthetic ideas on the design of a car can hardly be
expressed in mathematical equations, an automatic optimization of the shape is not
an option. Instead, one is interested in an Interactive Aerodynamic Design (IAD) tool,
which enables the computation of car aerodynamics in near real-time.
This calls for the development of a so-called surrogate model, which yields suﬃ-
ciently accurate approximations of the quantity of interest and, simultaneously, fea-
tures real-time-capable evaluations.
Surrogate models are educated guesses of how a computational mapping between
input and output data might look like. They can be used whenever a computer model
for a desired quantity is not available or an evaluation is too expensive for optimiza-
tion purposes.
In literature it is distinguished between three diﬀerent classes of surrogate mod-
els, [2, § 1.2, p. 486 et seq.]: hierarchical models, projection-based reduced order mod-
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els and data-fit models. Hierarchical models are surrogate models which are driven
by physics. They result from the original model, for instance, by considering simpli-
fying assumptions on the physics (e.g. neglecting friction), a coarser discretization of
the spatial domain or relaxed convergence criteria for an iterative solver. Models of
the second class result from the projection of the governing equations onto a lower-
dimensional subspace. This has the advantage that the structure and thus parts of
the physical meaning of the underlying model are retained. On the other hand,
projection-based reduced order models are intrusive: Their construction requires
access to the underlying computer code of the original model. However, especially in
industrial application fields, the original computer model is often a software bought
by the company and the code is not directly accessible. Therefore, projection-based
reduced order models can often not be easily implemented in a running industrial
process chain.
In contrast to hierarchical and projection-based surrogate models, data-fit mod-
els use regression or interpolation techniques to fit a model based on sampled data.
Data-fit modeling techniques are fully data-driven and treat the underlying original
model as a black box, which maps input variables to output variables. Regarding in-
dustrial applications, this non-intrusiveness is a significant benefit over projection-
based surrogate models since no access to the source code is required. Furthermore,
due to their independence from the original computationally expensive model, non-
intrusive surrogate models feature remarkable fast evaluation times. Certainly, the
quality and thus the usability of a data-fit surrogate model depends on the informa-
tion and data which is available to it: Assumptions on the smoothness, the global
trend, the number and the location of sampled data, gradient information, etc. Es-
pecially if the evaluation of the original model is computationally expensive—as is
the case with aerodynamic simulations—, available data is limited. This issue can be
addressed by combining data-fit models of diﬀerent levels of accuracy. Since hierar-
chical surrogate models with low computational costs for evaluation are often avail-
able for a certain quantity, one can aﬀord more sampled data of these “low-fidelity”
models. Even though the quality of this sampled data is not good enough to yield
a suﬃciently accurate data-fit model, it can be used in addition to sampled data of
the original model to obtain information about the global trend of the quantity of
interest. This idea forms the basis of the so-called variable-fidelity surrogate models.
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1.1. State-of-the-art
The state-of-the-art method in surrogate modeling of nonlinear large-scale dy-
namical systems is proper orthogonal decomposition (POD), also known as principal
component analysis or Karhunen–Loève decomposition, [63]. It is strongly related to
the singular value decomposition of a real matrix. Based on sampled data of the
original model, POD seeks for a subspace of a pre-chosen dimension, which best ap-
proximates the sampled data1. The computation of the quantity of interest is then
restricted to this subspace. Surrogate modeling techniques which use POD can be
divided into three categories depending on the way a solution in the low dimensional
subspace is obtained, [30]: Galerkin projection, residual minimization and interpo-
lation of the basis coeﬃcients. In standard POD-Galerkin methods, the governing
equations of the original model are projected onto the lower dimensional subspace
resulting from the POD. This procedure has been successfully applied to the predic-
tion of aerodynamic data in the last decades, [4, 69, 75]. On the other hand, residual
minimization based methods seek for an approximation to the quantity of interest
by solving a low-dimensional optimization problem in the POD subspace, [50, 83].
However, if the underlying system features strong nonlinearities, the computa-
tional eﬀort associated with these two approaches remains high. This problem is ad-
dressed by two state-of-the-art modifications to the original approaches: The Gauß-
Newton with approximate tensors (GNAT) method, [12, 13], and the discrete empir-
ical interpolation method (DEIM), [15]. The GNAT method uses the Gauß-Newton
method and a Petrov-Galerkin projection in a residual minimization based approach
to reduce the dimensionality of the nonlinear terms. On the other hand, DEIM is a
modification of the Galerkin-POD approach and uses an additional POD subspace
to reduce the nonlinearities.
POD-Galerkin and residual minimization based approaches belong to the class
of projection-based reduced order models, which have the drawback of being in-
trusive. On the other hand, POD methods which are based on the interpolation
of the basis coeﬃcients are fully data-driven and do not require access to the com-
puter code of the original model. The idea is to express the sampled data by a linear
combination of the POD basis vectors and to interpolate the basis coeﬃcients. The
latter is realized by using a data-fit surrogate modeling approach for scalar-valued
responses, [9, 54, 78, 80], which are reviewed below. This approach was first proposed
1Instead of choosing the dimension of the subspace in advance, a common approach is to determine
it so that a preset amount of information given by the sampled data is retained, [63, Sec. 2.2].
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in [54] for steady-state quantities and later extended to the unsteady case in [78]. An
important observation was made in [80], for the case that Kriging or radial basis func-
tion interpolation is used to obtain surrogate models for the basis coeﬃcients: Under
certain assumptions the interpolation of the POD basis coeﬃcients yields exactly the
same surrogate model as entry-by-entry interpolation of the vector-valued sampled
data.
For the data-fit surrogate modeling of scalar-valued responses, sometimes also re-
ferred to as response surface modeling (RSM) in literature, [67], a variety of approaches
exists among which the most popular are polynomial and piecewise polynomial re-
gression and interpolation models, [28, 59], radial basis functions, [10, 14], and the
statistical interpolation method Kriging. The latter is also well known as the spatial
linear model or Gaussian process regression.
The Kriging method is based on the assumption that the original model is a real-
ization of a random process. A linear unbiased estimator is constructed such that the
mean squared error is minimized. Kriging has its origin in the geostatistic commu-
nity, [40,46, 55], but gained popularity over the last decades because of the increasing
importance of computer experiments. Due to its capability to handle highly nonlin-
ear responses and its fast evaluation times, it is nowadays extensively used in many
diﬀerent areas. Among others it is applied in the design and analysis of computer
experiments [44, 53, 70, 71], machine learning [65] and surrogate modeling [28]. In the
latter context it has been successfully applied to diﬀerent application fields, e.g. ge-
ographical information systems, [60], modeling of ozone levels, [1], and aerodynamic
applications, [25, 39, 48].
In the context of scalar-valued responses, the simplest way to incorporate data
from diﬀerent levels of accuracy is by introducing a so-called bridge function, to
correct a surrogate model for the low-fidelity data to approximate the high-fidelity
model, [35]. Depending on the type of correction, one distinguishes between additive,
multiplicative and hybrid bridge function methods.
One method which is able to handle more complex relationships than the simple
bridge function methods, is called Cokriging, [28, p. 177]. Cokriging is a direct exten-
sion of Kriging to the variable-fidelity framework and was—as Kriging—originally
developed by the geostatistic community, [40]. As with Kriging, it is assumed that
the original high- and the less accurate low-fidelity model are realizations of corre-
lated random processes. However, the original formulation of the Cokriging method
gained hardly any attention in the surrogate modeling of computationally expen-
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sive computer outputs. This can be explained by diﬃculties in predicting the cross-
covariances between the high- and low-fidelity outputs. A new Bayesian approach was
introduced in [42] to address this issue. The authors use an autoregressive model to
determine the cross-covariances. The approach was successfully applied in the con-
text of aerodynamic optimization in [25–28]. A new Cokriging formulation which
follows closely the common formulation of Kriging in surrogate modeling was in-
troduced and tested for the prediction of aerodynamic data in [36, 37]. In order to
introduce a robust alternative to Cokriging which is easier to implement based on an
existing Kriging code, a method called Hierarchical Kriging was developed and tested
in aerodynamic applications by the same group, [34].
Another Kriging-based surrogate modeling technique, which allows to include
gradient information, is known as Gradient Enhanced Kriging, [58]. A recent overview
of publications on Gradient Enhanced Kriging as well as a comparative study with
other gradient enhanced surrogate modeling techniques is given in [49]. To enable
the processing of gradient information in the surrogate modeling of vector-valued
quantities, a method which combines Gradient Enhanced Kriging with POD was in-
troduced in [79].
While there exist numerous variable-fidelity approaches for the surrogate mod-
eling of scalar-valued quantities like Cokriging and Hierarchical Kriging, there is,
apart from the preliminary work included in the thesis [56], no such approach for
the modeling of vector-valued quantities.2
1.2. Goal of this work
For the use in aerodynamic vehicle shape optimization, we seek for a surrogate
modeling technique which enables the approximation of high-dimensional aerody-
namic quantities at a suﬃcient level of accuracy in near real-time. The requirements
of fast evaluation times and integrability in industrial process chains calls for a non-
intrusive approach as given by methods based on the interpolation of the POD basis
coeﬃcients. However, the tremendous computational cost associated with a high-
fidelity aerodynamic simulation heavily limits the number of available high-fidelity
sample points. Thus, the application of existing methods like POD combined with
Kriging basis coeﬃcient interpolation is strongly restricted to cases with weak non-
2We published a first case study on variable-fidelity surrogate models for high-dimensional quan-
tities in January 2018, [5]. Independent of our work, a related variable-fidelity approach for high-
dimensional outputs was developed and published in [66] after this thesis was submitted.
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linearities or a small number of input variables. To address this issue, a new surrogate
modeling technique is needed which features accurate surrogate models at reason-
able computational eﬀort. To this end, we enlarged the framework of POD basis co-
eﬃcient interpolation to handle data of diﬀerent levels of accuracy. Variable-fidelity
interpolation techniques like Cokriging or Hierarchical Kriging are then used to in-
terpolate the basis coeﬃcients. We investigate the new approach in terms of two re-
alistic industrial case studies and compare the performance with the single-fidelity
modeling approach. Furthermore, theoretical questions associated with this proce-
dure are addressed:
(1) For the Kriging and radial basis function interpolation of the POD basis coeﬃ-
cients it is known that under certain assumptions, exactly the same surrogate model
is derived as via entry-by-entry interpolation of the vector-valued sampled data. What
can be said about the new variable-fidelity surrogate modeling approach?
(2) Is there a reliable error estimate which enables an adaptive improvement of the
surrogate model by iteratively adding new sample points?
1.3. Overview
The thesis is structured as follows. In Section 2, the mathematical basics of the
surrogate modeling techniques considered in this work are discussed. Some basics
of statistics will be needed and are therefore revised in Section 2.1, followed by an
introduction to the theory of positive definite functions in Section 2.2. A short dis-
cussion on the Schur complement and conditions for positive definite matrices are
given in Section 2.3. As stated above, the basic concept of the proper orthogonal de-
composition is strongly related to the singular value decomposition of a real matrix.
Thus, an overview of the singular value decomposition is provided in Section 2.4.
Due to the aim of approximating aerodynamic quantities, Section 3 deals with ba-
sics of fluid dynamics. The governing equations of fluid dynamics, the Navier-Stokes
Equations, are explained in Section 3.1 by applying the fundamental laws of contin-
uum mechanics to a fluid element: the conservation of mass, momentum and en-
ergy. The Navier-Stokes equations are extremely hard to solve numerically. A direct
numerical simulation is often not feasible for realistic flow problems. Alternative
numerical simulation methods which are currently state-of-the-art in industry are
the Reynolds-averaged Navier-Stokes simulation, the large-eddy simulation and the
detached-eddy simulation. These methods are described in Section 3.2. A quantity
which is commonly used to quantify the aerodynamic drag of a body is the drag co-
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eﬃcient. A definition is given in Section 3.3.
In order to give an overview, all steps of constructing a data-fit surrogate model
are discussed in Section 4.
Interpolation techniques for scalar-valued quantities are in the focus of Section 5.
Here, the Kriging method is presented in detail in Section 5.1. Cokriging is a direct
extension of Kriging to the variable-fidelity framework. After the method is intro-
duced in Section 5.2.1–5.2.2, open theoretical questions are addressed in Section 5.2.3
and Section 5.2.4. The findings are validated by means of numerical experiments in
Section 5.2.5. Finally, a model parameter is investigated numerically in Section 5.2.6.
Another variable-fidelity method based on Kriging, the Hierarchical Kriging method,
is presented in Section 5.3.
In Section 6, the variable-fidelity methodology is extended to the case of vector-
valued quantities of interest. A brief introduction to proper orthogonal decomposi-
tion is given in Section 6.1. The new variable-fidelity approach is described in Sec-
tion 6.2, followed by some theoretical remarks on this approach in Section 6.3. Error
estimation and adaptive sampling strategies are covered in Section 6.4.
The introduced method is investigated by means of numerical experiments in Sec-
tion 7. The general applicability of the variable-fidelity modeling approach and the
adaptive sampling strategy is demonstrated by means of a benchmark problem in
Section 7.1. To further investigate the method with regard to the usability in indus-
trial vehicle shape optimization, two case studies were carried out based on a realistic
high-resolution computer model of a Volkswagen Passat B63. In the first case study
in Section 7.2, the goal is to obtain a surrogate model for the pressure distribution
on the surface of the vehicle as a function of 5 design parameters introduced at the
rear roof. High- and low-fidelity sampled data is computed via Reynolds-averaged
Navier-Stokes simulations of diﬀerent stages of convergence. Contrary, in the sec-
ond case study in Section 7.3, detached-eddy simulations were carried out to obtain
high-fidelity data, while Reynolds-averaged Navier-Stokes simulations were used to
obtain low-fidelity data. Again, the pressure distribution on the surface of the vehi-
cle serves as quantity of interest. In order to increase the complexity of this test case,
three design parameters at the rear of the vehicle were allowed to vary in an extreme
and non-realistic range.
The thesis is concluded in Section 8 and an outlook on further work is given.
Additional information on the implemented and utilized software can be found
3kindly provided by Volkswagen
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in Appendix A.
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2. Mathematical background
Before we start with the main part of this thesis, some mathematical basics are
recapitulated in this Section, which are needed for the concepts and proofs in the
following parts. For surrogate modeling we will in particular consider statistical in-
terpolation methods, meaning that the spatial correlation of the input data is taken
into account. Beside some basics of statistics repeated in Sec. 2.1, positive definite func-
tions are needed, as they play an import role in the modeling of these spatial cor-
relations. They are discussed in Sec. 2.2. The term of positive definite functions is,
as the name suggests, closely related to the well-known concept of positive definite-
ness of matrices. To determine whether a block matrix has this property, the Schur
complement is an useful tool and is therefore addressed in Sec. 2.3. The Section is
closed by some basics on the singular value decomposition in Sec. 2.4, which is due to
its properties of particular importance in model order reduction.
2.1. Basics of statistics
As stated above, some basics of statistics are needed and therefore repeated here-
after. We start with the definition of a few fundamental terms for real-valued random
variables. They are taken from [45, p. 52 et seqq., p. 145].
Definition 2.1. Let X : Ω → R be a real-valued random variable and suppose that the
expected values of X and X2 exist. The variance of X is defined as
Var[x] := E
[
(X− E[X])2
]
(2.1)
and the quantity
σX :=
√
Var[X] (2.2)
is called standard deviation of X. If Y : Ω → R is a second real-valued random variable
with existing expected values for Y and Y2, then the covariance of X and Y is
Cov[X,Y] := E [(X− E[X])(Y− E[Y])] (2.3)
and the correlation of X and Y is defined as
Cor[X,Y] :=
Cov[X,Y]
σXσY
. (2.4)
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The concept of expected value and variance of a random variable can be extended
to vectors of random variables as follows:
Definition 2.2. Let Z = (Z1, . . . ,Zn)T be a vector of real-valued random variables and
suppose that for every random variable Zi, i = 1, . . . , n the expected values E[Zi] and E[Z2i ]
exist. The expected value of the vector Z denotes the vector of expected values of the random
variables Zi,
E[Z] := (E[Zi])i=1,...,n =

E[Z1]
...
E[Zn]
 (2.5)
and the covariance matrix is defined as
Cov[Z,Z] :=
(
Cov[Zi,Zj]
)
i,j=1,...,n =

Cov[Z1,Z1] . . . Cov[Z1,Zn]
... . . . ...
Cov[Zn,Z1] . . . Cov[Zn,Zn]
 (2.6)
= E
[
(Z− E[Z])(Z− E[Z])T
]
.
With these definitions at hand, one can define the multivariate normal distribu-
tion, [22, Def. 3.1, p. 25].
Definition 2.3. A vector X = (X1, . . . ,Xn)T of real-valued random variables with expected
value E(X) = µ and positive definite covariance matrix C = Cov[X,X] is called mul-
tivariate normally distributed, provided that the corresponding density function is given
by
f (x) =
1√
(2pi)n det(C)
exp
(
−1
2
(x− µ)TC−1(x− µ)
)
. (2.7)
Closely related to the framework presented in the next sections is the term of Gaus-
sian processes, [71, § 2.3.2, p. 27], [51, p. 22, p. 27].
Definition 2.4. Let D ⊂ Rd and x ∈ D. A family of random variables
Y ≡ {Y(x) | x ∈ D}
defined on a common probability space is called a Gaussian process, if for any n ≥ 1 and
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any choice of points x1, . . . , xn ∈ D the random vector
Z :=

Y(x1)
...
Y(xn)

is multivariate normally distributed.
If the density function of a random variable or a random vector depends on an
unknown parameter ϑ ∈ Θ, a popular approach to estimate this parameter is the
method of maximum likelihood. Given a set of realizations of the random variable,
the idea is to determine the parameter ϑ such that the likelihood to obtain the ob-
served realizations is maximized, [45, § 13.1, p. 163].
Definition 2.5. Let Y = (Y1, . . . ,Yn) be a vector of real-valued random variables of which
the density function is given by f ( · | ϑ) with unknown parameter ϑ ∈ Θ. Furthermore let
y = (y1, . . . , yn) be a realization of this random vector. The function L with
ϑ 7→ L(ϑ) = f (y | ϑ) (2.8)
is called likelihood function with respect to the realization y. The parameter which maxi-
mizes the likelihood function,
ϑˆ := arg max
ϑ∈Θ
L(ϑ), (2.9)
is called maximum likelihood estimate of the parameter ϑ.
2.2. Positive definite functions
The following Definition is based on [3, p. 67, Def. 1.1].
Definition 2.6. Let X be a nonempty set and φ : X× X → C.
(i) The function φ is called a positive definite kernel, if and only if for an arbitrary set
of n ∈ N mutually distinct points {x1, . . . , xn} ⊆ X and arbitrary complex numbers
{γ1, . . . ,γn} ⊂ C, it holds
n
∑
i=1
n
∑
j=1
γiγjφ(xi, xj) ≥ 0. (2.10)
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(ii) The function φ is called a negative definite kernel, if and only if it is hermitian, i.e.
φ(x, y) = φ(y, x) for all x, y ∈ X, and for any set of n ∈ N mutually distinct points
{x1, . . . , xn} ⊆ X and complex numbers {γ1, . . . ,γn} ⊂ C with ∑ni=1 γi = 0, it
holds
n
∑
i=1
n
∑
j=1
γiγjφ(xi, xj) ≤ 0. (2.11)
(iii) If the expression in Eq. (2.10) (resp. Eq. (2.11)) is zero only if γi = 0, i = 1, . . . , n, the
kernel φ is called strictly positive definite (resp. strictly negative definite).
Note in particular that the expressions on the left hand sides of Eq. (2.10) and (2.11)
need to be real-valued in order to satisfy the conditions. One can show that the above
definition (i) of a positive definite kernel already implies that the kernel is hermitian,
i.e. φ(x, y) = φ(y, x) for all x, y ∈ X, [3, p. 66].
As the name suggests, the term of positive definite kernels is closely related to the
positive definiteness of quadratic matrices, [3, p. 67, Remark 1.2–1.3]:
Lemma 2.7. The kernel φ : X× X → C is positive definite, if and only if for any finite set of
pairwise distinct points {x1, . . . , xn} ⊂ X, the matrix
Φ =
(
φ(xi, xj)
)
i,j=1,...,n
(2.12)
is positive semi-definite.
Note that the term positive definite kernel is a little misleading, since it is related to
the positive semi-definiteness of quadratic matrices, cf. [3, p. 66].
In the last subsection, Gaussian processes were introduced as their modeling will
play an important role in this work. The following theorem allows to set up a Gaus-
sian process on an arbitrary real-valued positive definite function. It is taken from [51,
Thm. 2, p. 27].
Theorem 2.8. Let X be a nonempty set and φ : X × X → R be a positive definite kernel.
Then there exists a probability space and a Gaussian process defined on this probability space,
whose covariance function is φ.
Thus, real-valued kernels are of particular interest for this work. The next lemma
states that it is suﬃcient for real-valued kernels to claim the analogue terms of Def-
inition 2.6 on the real numbers, with the additional property of symmetry, [3, p. 68,
Remark 1.6]:
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Lemma 2.9. Let X be a nonempty set. A real-valued kernel φ : X × X → R is positive
definite (resp. negative definite) in the sense of Definition 2.6, if and only if φ is symmetric, i.e.
φ(x, y) = φ(y, x) for all x, y ∈ X and
n
∑
i=1
n
∑
j=1
αiαjφ(xi, xj) ≥ 0 (resp. ≤ 0) (2.13)
for any set of n ∈N mutually distinct points {x1, . . . , xn} ⊆ X and arbitrary real numbers
{α1, . . . , αn} ⊂ R (resp. with ∑ni=1 αi = 0 in addition).
Some important examples of positive and negative definite real-valued kernels are
given in Example 2.10, cf. [3, p. 69, Remark 1.9–1.10].
Example 2.10. Let X be a nonempty set.
(i) The constant kernel ψ : X × X → R, (x, y) 7→ c is negative definite for c ∈ R and, at
the same time, positive definite for c ≥ 0, since for mutually distinct {x1, . . . , xn} ⊂ X
and arbitrary α1, . . . , αn ∈ R,
n
∑
i=1
n
∑
j=1
αiαjc = c ·
(
n
∑
i=1
ai
)
·
(
n
∑
j=1
aj
)
= c ·
(
n
∑
i=1
ai
)2
.
(ii) If φ : X× X → R is positive definite and t > 0, then
ψ : X× X → R, (x, y) 7→ −t · φ(x, y) (2.14)
is negative definite.
(iii) The kernel ψ : R×R→ R, (x, y) 7→ (x− y)2 is negative definite, since it is symmetric
and for arbitrary mutually distinct points x1, . . . , xn ∈ R and any α1, . . . , αn ∈ Rwith
α1 + · · ·+ αn = 0 it holds,
n
∑
i=1
n
∑
j=1
αiαj(xi − xj)2 =
n
∑
i=1
n
∑
j=1
αiαj(x2i − 2xixj + x2j )
= 2
(
n
∑
i=1
αix2i
)
·
(
n
∑
j=1
αj
)
− 2
n
∑
i=1
αixi ·
n
∑
j=1
αjxj
= −2
(
n
∑
i=1
αixi
)2
≤ 0.
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The following results are useful for the construction of positive definite kernels.
As for positive semi-definite matrices, the set of positive definite kernels on X×X
is closed under pointwise multiplication, [3, p. 69, Thm. 1.12]:
Theorem 2.11. Let φ1, φ2 : X× X → C be two positive definite kernels. Then,
φ1 · φ2 : X× X → C (2.15)
is also positive definite.
The same holds true for the tensor product of two positive definite kernels, [3, p. 70,
Corollary 1.13]:
Theorem 2.12. Let φ1 : X × X → C and φ2 : Y× Y → C be two positive definite kernels.
Then,
φ1⊗φ2 : (X×Y)× (X×Y)→ C, ((x1, y1), (x2, y2)) 7→ φ1(x1, x2) ·φ1(y1, y2) (2.16)
is positive definite as well.
As a direct consequence, the following holds true.
Corollary 2.13. Let d ∈ N and let φi : C× C → C for i = 1, . . . , d be positive definite
kernels. Then,
ψ : Cd ×Cd → C, (x, y) 7→
d
∏
i=1
φi(xi, yi) (2.17)
is positive definite.
This result allows to define positive definite kernels on subsets X ⊂ Rd or X ⊂ Cd
of multidimensional vector spaces as a product of positive definite kernels on the
one-dimensional spaces R1 or C1, respectively.
An important class of positive definite kernels is given by the following theorem
from [3, p. 74, Thm. 2.2] which is mainly due to Schoenberg [73, p. 531, Thm. 4]:
Theorem 2.14. Let X be a nonempty set and ψ : X× X → C. Then,
φ : X× X → C, (x, y) 7→ exp(−t · ψ(x, y)) (2.18)
is a positive definite kernel for all t > 0, if and only if ψ is negative definite.
This yields directly to an important class of positive definite kernels:
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Example 2.15. Choosing the negative definite kernel
ψ : R×R→ R, (x, y) 7→ (x− y)2
from Example 2.10 (iii) in Theorem 2.14 and applying Corollary 2.13 yields the positive defi-
niteness of the so-called Gaussian correlation kernel,
φ2 : Rd ×Rd → R, (x, y) 7→
d
∏
i=1
exp
(
−θi|xi − yi|2
)
, (2.19)
for all θi ∈ R+, i = 1, . . . , d. It belongs to the family of exponential correlation kernels
φp : Rd ×Rd → R, (x, y) 7→
d
∏
i=1
exp (−θi|xi − yi|p) , (2.20)
with θi ∈ R+, which are positive definite for all p ∈ R with 0 < p ≤ 2, see [73, Corollary 3,
p. 532], [82, § 2.1, p. 515], [81].
A general characterization of the class of continuous positive semi-definite func-
tions is given by Bochner’s Theorem, [10, p. 155]:
Theorem 2.16. Let f : Rd → R be continuous and φ : Rd×Rd → R, (x, y) 7→ f (x− y).
The kernel φ is positive definite, if and only if f is a Fourier transform of a non-negative finite-
valued Borel measure.
The theorem gives a direct instruction on how to construct positive definite ker-
nels. It is therefore often used to define covariance functions which match desired
properties for the modeling of Gaussian processes. For more details on the defini-
tion of covariance kernels for Gaussian processes based on Bochner’s Theorem, the
reader is referred to [71, § 2.3.3, p. 31 et seqq.], [51, § 5–6, p. 30 et seqq.] and [44, § 4.3,
p. 270] and the references therein, e.g. [57].
2.3. Schur complements
Next, the Schur complement is introduced. It serves as an useful tool to examine
block matrices, which will often appear in the next sections of this thesis. The fol-
lowing definition and lemmas are based on [31, Chapter 16.1–16.2].
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Definition 2.17. Given any block matrix of the form
M =
[
A B
C D
]
. (2.21)
(i) If D is invertible, the matrix A− BD−1C is called Schur complement of D in M.
(ii) If A is invertible, the matrix D− CA−1B is called Schur complement of A in M.
The following lemma allows to construct the inverse of a block matrix based on
its Schur complement, cf. [31, p. 433].
Lemma 2.18. Let M be a block matrix as in (2.21) and suppose A and the Schur complement
S := D− CA−1B of A in M are invertible. Then the inverse of M reads
M−1 =
[
A−1 + A−1BS−1CA−1 −A−1BS−1
−S−1CA−1 S−1
]
. (2.22)
To verify whether a symmetric block matrix is positive definite, the following
lemma based on [31, Proposition 16.1 and 16.2, p. 434] is very useful.
Lemma 2.19. Let M be a symmetric block matrix of the form
M =
[
A B
BT C
]
. (2.23)
The following properties hold:
(i) If C is invertible, then M is positive definite, if and only if C and the Schur complement
of C in M are positive definite.
(ii) If A is invertible, then M is positive definite, if and only if A and the Schur complement
of A in M are positive definite.
2.4. Singular value decomposition
In this section, the singular value decomposition (SVD) is addressed, which is, due
to its properties, a fundamental tool in model order reduction (MOR). We start with
the mathematical definition of the SVD, which is based on the following theorem, [32,
Theorem 2.4.1, p. 76].
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Theorem 2.20. Let Y ∈ Rm×n be a real matrix of rank r. Then there exist orthogonal
matrices
U = [u1, . . . , um] ∈ Rm×m, V = [v1, . . . , vn] ∈ Rn×n, (2.24)
such that
UTYV = Σ =

σ1
. . . 0
σr
0 0

∈ Rm×n, (2.25)
where σ1 ≥ · · · ≥ σr > 0.
Definition 2.21. The values σ1, . . . , σr in (2.25) are referred to as the singular values and
the vectors u1, . . . , um and v1, . . . , vn in (2.24) are called left and right singular vectors of
the matrix Y, respectively.
Remark 2.22. Note that the first r = rank(Y) left singular vectors u1, . . . , ur form an or-
thonormal basis of the subspace U ⊂ Rm spanned by the columns y1, . . . , yn of Y. The
corresponding basis representation of column yi, i = 1, . . . , n is
yi = (σ1v1i )u
1 + · · ·+ (σrvri )ur, (2.26)
cf. [32, Corollary 2.4.6].
A nice property of the SVD which motivates its utilization in model order reduc-
tion, is given by the Eckart-Young Theorem, [32, Theorem 2.4.8].
Theorem 2.23. If k < r = rank(Y) and
Yk :=
k
∑
i=1
σiui(vi)T, (2.27)
then Yk is the best rank-k-approximation of Y in the spectral norm in the sense that Yk mini-
mizes the error norm ‖Y− B‖2 among all matrices B ∈ Rm×n of rank k.
More precisely, it holds,
min
rank B=k
‖Y− B‖2 = ‖Y−Yk‖2 = σk+1. (2.28)
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3. Basics of fluid dynamics
In this thesis, surrogate models are developed and tested for their applicability in
automotive aerodynamic shape optimization. To provide an overview on the physical
context of this application as well as existing solution methods, which will be used
to obtain sampled data, a brief introduction to fluid mechanics and computational
fluid dynamics (CFD) is given in this section.
The governing equations which describe the motion of a fluid are the Navier-Stokes
Equations. They can be derived by applying the fundamental principles of conserva-
tion of mass, momentum and energy to the fluid, which is described in Sec. 3.1. In
general, there is no analytic solution to the Navier-Stokes Equations for technically
relevant flow problems, so that they need to be solved numerically. However, even
on modern high-performance computers a direct numerical simulation of these flow
problems is often not feasible. Some approaches to obtain approximate numerical
solutions are discussed in Sec. 3.2. In the last subsection of this section, Sec. 3.3, the
drag coeﬃcient is introduced, which is used in industry to quantify the aerodynamic
drag of a body immersed in a fluid.
3.1. The Navier-Stokes Equations
In this subsection, the main principles of fluid dynamics which lead to the Navier-
Stokes Equations are discussed. It is mainly based on [8, Chapter 2].
As a starting point, suppose a three-dimensional spatial domain Ω0 is filled with
a fluid and we aim to describe the motion, the pressure and the energy of the fluid.
A basic assumption in fluid dynamics is that the density of fluid molecules in the
considered domain is high enough so that the fluid can be viewed as a continuum.
This means that even in an infinitesimally small sub-volume there remain some fluid
molecules which allow us to define for example the mean velocity or the mean kinetic
energy. As a result, the density ρ, the velocity v and the energy E can be seen as field
quantities that are well-defined at every location x ∈ Ω0 and for any time t > 0.
It is clear that from a microscopic point of view, this does not hold true. However,
this continuum assumption is known to yield accurate descriptions of most macro-
scopic phenomena, [16, p. 2].
A description of the motion of the fluid can be derived by applying the three fun-
damental laws of mechanics to a spatially fixed sub-volume Ω ⊂ Ω0—the control
volume:
3.1. The Navier-Stokes Equations 19
(i) The conservation of mass.
(ii) The conservation of momentum.
(iii) The conservation of energy.
In the following, letΩ ⊂ Ω0 be a spatially fixed control volume inΩ0 with bound-
ary ∂Ω. Let n ∈ R3 denote the unit normal vector at a point at the boundary ∂Ω,
pointing out of the control volume, as illustrated in Figure 1. The mass of the con-
trol volume is defined as the volume integral of the density field ρ over Ω,
m =
∫
Ω
ρ dx.
n
∂Ω
v
Figure 1.: Control volume Ω with boundary ∂Ω and surface normal n.
3.1.1. The conservation of mass
The principle of conservation of mass is based on the assumption that mass can
neither be created nor destroyed. As a result, the change in mass in the control vol-
ume Ω equals the mass flux through its boundary ∂Ω. Thus, it holds
∂
∂t
∫
Ω
ρ dx+
∮
∂Ω
ρvTn ds = 0. (3.1)
3.1.2. The conservation of momentum
Newton’s second law states that the change in momentum of a body is caused by
the net forces acting on the body. There are two groups of forces, which have to be
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considered: External body forces, which act on the mass of the control volume, for
example gravity, and surface forces which act on the surface of the control volume,
like pressure and friction, [8, p. 9]. If the body forces per unit volume are denoted by
fe, the pressure is denoted by p and the viscous stress tensor is denoted by τ ∈ R3×3,
the conservation of momentum can be formulated as
∂
∂t
∫
Ω
ρv dx+
∮
∂Ω
ρv(vTn) ds =
∫
Ω
ρ fe dx−
∮
∂Ω
pn ds+
∮
∂Ω
τn ds. (3.2)
The viscous stresses, which can be divided in normal and shear stresses, emerge
from friction, [8, Chapter 2.3]. Air can be assumed to belong to the class of Newtonian
fluids, [8, p. 13], for which the viscous stresses are proportional to the strain rate of the
fluid. The shear stresses can thus be modeled as
τ12 = τ21 = µ
(
∂v1
∂x2
+
∂v2
∂x1
)
,
τ13 = τ31 = µ
(
∂v1
∂x3
+
∂v3
∂x1
)
,
τ23 = τ32 = µ
(
∂v2
∂x3
+
∂v3
∂x2
)
,
with the dynamic viscosity coeﬃcient µ. When for the second viscosity coeﬃcient λ
the Stokes hypotheses λ = −23µ is used, [8, p. 15], the normal stresses can be modeled
as
τ11 = 2µ
(
∂v1
∂x1
− 1
3
div v
)
,
τ22 = 2µ
(
∂v2
∂x2
− 1
3
div v
)
,
τ33 = 2µ
(
∂v3
∂x3
− 1
3
div v
)
,
where div v = ∂∂x1 v1 +
∂
∂x2
v2 + ∂∂x3 v3 denotes the divergence of the velocity field v.
3.1.3. The conservation of energy
The conservation of energy is justified by the first law of thermodynamics, which
states that any changes in time of the total energy E of the control volume are due to
the heat flux into the volume and the work done by the net forces, [8, Chapter 2.2.3].
The heat flux has two diﬀerent sources: Diﬀusion due to temperature gradients∇T
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and heating from chemical reactions or radiation, for which we denote the time rate
of heat flux per unit mass by q˙h. The net forces acting on the control volume can again
be divided into the body forces fe and the surface forces originating from pressure
and friction, cf. Section 3.1.2. With the thermal conductivity coeﬃcient k and absolute
static temperature T, the equation for energy conservation reads
∂
∂t
∫
Ω
ρE dx+
∮
∂Ω
ρE(vTn) ds =
∫
Ω
(ρ f Te v+ q˙h) dx−
∮
∂Ω
p(vTn) ds
+
∮
∂Ω
(τv)Tn ds+
∮
∂Ω
k(∇T)Tn ds.
(3.3)
Using the total enthalpy,
H = E+
p
ρ
, (3.4)
Eq. (3.3) can be rewritten as
∂
∂t
∫
Ω
ρE dx+
∮
∂Ω
ρH(vTn) ds
=
∫
Ω
(ρ f Te v+ q˙h) dx+
∮
∂Ω
(τv)Tn ds+
∮
∂Ω
k(∇T)Tn ds.
(3.5)
3.1.4. The governing equations
The exchange of mass, momentum and energy through the boundary of a spatially
fixed control volume Ω is completely described by the conservation equations (3.1),
(3.2) and (3.5) presented in the previous subsections. They can be summarized by the
following system of coupled partial diﬀerential equations, the so-called Navier-Stokes
Equations,
∂
∂t
∫
Ω
W dx+
∮
∂Ω
(Fc − Fv) ds =
∫
Ω
Q dx, (3.6)
where W is the vector of so-called conservative variables, Fc denotes the vector of con-
vective fluxes, Fv is the vector of viscous fluxes and Q contains the source terms,
W =
 ρρv
ρE
 , Fc =
 ρv
Tn
ρv(vTn) + pn
ρH(vTn)
 , Fv =
 0τn(
(τv)T + k∇T) n
 , Q =
 0ρ fe
ρ fev+ q˙h
 ,
cf. [8, Chapter 2.4]. The Navier-Stokes Equations consist of 5 coupled partial diﬀeren-
tial equations for 7 unknown flow field variables, which are the density ρ, the velocity
v = (v1, v2, v3)T, the energy E, the pressure p and the temperature T. Thus, addi-
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tional information on the total energy and the thermodynamic relations between the
state variables for the considered fluid is needed to close the system, [24, Chapter 10.2,
p. 368]. In most aerodynamic applications it is reasonable to assume that air behaves
like a perfect gas. This assumption yields the additional relations
p = ρRT, p = (γ− 1)ρ
(
E− |v|
2
2
)
, (3.7)
where the specific gas constant R = cp − cV is defined as the diﬀerence and γ = cpcV
as the ratio of specific heat capacity at constant pressure cp to specific heat capacity
at constant volume cV , [8, Chapter 2.4.1]4.
Remark 3.1. If viscous eﬀects are neglected, that is Fv = 0 in Eq. (3.6), the Navier-Stokes
Equations reduce to the Euler Equations, [8, p. 24].
Remark 3.2. If the Mach number, which is the ratio of the local velocity of the fluid to the
ambient speed of sound, is less than 0.3, the flow can be assumed to be incompressible, [24,
Chapter 1.7.1]. In that case, the conservation of mass yields div v = 0 and the viscous stresses
simplify, cf. Sec. 3.1.2. In car aerodynamics, the Mach number is typically below 0.3 and thus
the assumption that the fluid is incompressible is often valid. For a discussion on the influence
of compressibility in the context of car aerodynamics see [74, Chapter 2.4.2].
3.2. Computational fluid dynamics
Suppose we aim to compute the flow field for a car in a windtunnel because we
would like to study the aerodynamic behaviour of its shape. To model the flow
around the vehicle the Navier-Stokes Equations (3.6), which mathematically describe
the conservation of mass, momentum and energy for the fluid in the windtunnel, are
complemented by some initial and boundary conditions. For example the velocity
of the incoming flow needs to be specified and we need to demand that the fluid
velocity directly at the surface of the vehicle and the walls of the wind tunnel is 0.
Throughout this work, such Navier-Stokes initial and boundary value problems will
be referred to as flow problems.
Except for some very simple test cases, there is no analytic solution to a Navier-
Stokes initial and boundary value problem, [8, p. 29]—in the general case, it is not
4For air, the specific gas constant R was found to be R = 287.2 N mkg K and the specific heat ratio at
0 ◦C is γ = 1.400, [47, p. 323, Tab. T-3].
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even clear if a solution exists at all5. Therefore, in general, flow problems need to be
solved numerically on a discrete grid. However, technically relevant flow problems
often feature turbulent flow profiles, meaning that fluid particles with diﬀerent ve-
locity and momentum mix as they move, [29, p. 41]. As a result, the corresponding
flow field is highly complex and features small scale fluctuations. To perform an
accurate direct numerical simulation (DNS) of the flow, these small scale fluctua-
tions need to be resolved which calls for a very fine discretization in space and time.
This in turn requires such high computational and memory capacities that even on
modern high-performance computers DNS is not (yet) feasible for most industrial
problems, [8, p. 53]. There exist however several approaches to overcome this prob-
lem. The approaches used in the numerical applications considered in this work are
briefly described below.
3.2.1. Reynolds-averaged Navier-Stokes simulation
This subsection is based on a brief summary of Reynolds-averaged Navier-Stokes
simulation given in [8, Chapter 3.3]. For a more detailed discussion, the reader is
referred to [74, Chapter 14.1.4.1] or [24, 9.4].
Often one is more interested in time averaged quantities instead of the complete
time history of the flow variables. For example, in the car industry, one might be
interested in the averaged drag force of a car under certain conditions instead of the
fluctuations of this quantity due to turbulent flows. The idea of Reynolds-averaged
Navier-Stokes (RANS) simulations is to decompose the flow variables in a time in-
dependent mean and a turbulent, fluctuating-in-time part followed by time or en-
semble averaging. Applying the averaging to the Navier-Stokes Equations yields gov-
erning equations for the mean variables which have basically the same structure as
the original Navier-Stokes Equations but feature two additional terms: the so-called
Reynolds-stress tensor and the turbulent heat flux vector. The new variables can not be
resolved by the new governing equations alone and therefore a modeling of these
quantities is required. This is done by so-called turbulence models. There exists a va-
riety of diﬀerent turbulence models. An overview of diﬀerent approaches is given
in [24, Chapter 9.4.2], [74, Chapter 14.1.4.1.2] and [8, Chapter 3.3].
Compared to DNS and the large-eddy simulation, which is presented in the next
subsection, the RANS simulation has the advantage that a considerably coarser grid
5 The problem of existence and uniqueness of solutions to the Navier-Stokes Equations belongs to
the 7 famous “Millennium Problems” of the Clay Mathematics Institute, [17].
3.2. Computational fluid dynamics 24
can be taken and the mean quantities can be assumed to be stationary, which signif-
icantly reduces the computational eﬀort, [8, p. 54]. On the other hand, RANS simula-
tions do not resolve the details of the turbulent flow structure.
3.2.2. Large-eddy simulation
A short summary of the idea of Large-eddy simulations is given in this subsection.
It is based on [74, Chapter 14.1.4.2].
The principle of large-eddy simulations (LES) is based on the observation that in
turbulent flows large and small scale flow vortices take diﬀerent roles in the flow
field. While large scale eddies are responsible for the bulk of energy and momentum
transport, small scale vortices are more important to friction-related dissipation of
motion into heat energy. Furthermore, small scale vortices feature a more universal
character than large scale eddies, meaning that their structure is similar for many
flow problems. The idea is therefore to approximate the small scale vortices by a
suitable model instead of resolving them in terms of the Navier-Stokes Equations.
To this end, the flow variables are decomposed into a large and a small scale part
by applying a mathematical filter (e.g. a Gauss filter). Similar to RANS, the filtering
introduces additional unknowns into the governing equations, the so-called subgrid-
scale stresses which are then modeled via subgrid-scale models.
To resolve the high-frequency fluctuations in the flow field, LES requires consid-
erably smaller time step sizes than RANS. In addition, especially in wall regions, a
very fine grid is needed to accurately capture the motion of the fluid. As a result, LES
is much more computationally demanding than RANS simulations.
3.2.3. Detached-eddy simulation
This Subsection is based on [74, Chapter 14.1.4.2.3].
Due to the requirement of extremely fine grids in near-wall regions, LES might
become unfeasible for industrial applications. This issue associated with LES is ad-
dressed by detached-eddy simulations (DES), which combine LES with RANS. Close
to walls RANS simulation with a suitable turbulence model is used. In all other re-
gions, LES is run to simulate the motion of the fluid. This allows to use a coarser
grid in near-wall regions compared to LES and thus the computational eﬀort and
the memory requirements are reduced. However, the second issue associated with
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LES, the requirement of small time step sizes, remains, so that DES is still computa-
tionally very demanding.
3.3. The drag coeﬃcient
In car aerodynamics, the drag force Fd plays an important role for emission and
consumption and is thus of particular interest, [74, § 3.2.2, p. 141 et seq.]. It is the
component of the fluid dynamic force which acts opposite to the direction of travel.
More precisely, if ∂Ω′ defines the boundary of the vehicle and xd ∈ R3 is the unit
vector in the direction of travel, the drag force is given by Fd = xTdF, where
F =
∮
∂Ω′
τn ds−
∮
∂Ω′
pn ds, (3.8)
is the vector of fluid dynamic forces acting on the surface of the vehicle, cf. the surface
forces in Eq. (3.2). The drag force is strongly dependent on the projected frontal area
A of the vehicle and its velocity v∞. A dimensionless quantity which is usually used
to quantify the drag of a body shape is the drag coeﬃcient. It is defined as
cd =
2Fd
ρv2∞A
. (3.9)
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4. Constructing a surrogate model
The construction of a surrogate model is often motivated by the fact that an evalua-
tion of the original model is computationally expensive and it is thus not feasible—in
some cases even impossible—to use it in optimization processes. In contrast to the
evaluation of the original high-fidelity model, where the computational time is (more
or less) proportional to the number of evaluations, the surrogate model needs to be
constructed before it can be used as an approximation to the original model. There-
fore, in the context of surrogate modeling, one always distinguishes between the so
called oﬄine and the online phase of a surrogate modeling process. The oﬄine phase
contains all steps which need to be done until the surrogate model can be evaluated
at arbitrary parameter configurations. In comparison, the online phase consists of
every computation which needs to be performed to evaluate a ready-made surrogate
model. Figure 2 qualitatively describes the relationship between the computational
time and the number of evaluations for the original and the surrogate model.
original model
surrogate model
oﬄine
calculations
nmin online evaluations
computational
time
Figure 2.: Comparison of the computational eﬀort of a surrogate model with online and of-
fline computations and the original high-fidelity model.
From the figure it is clear that the construction of a surrogate model does only
pay oﬀ, when the number of online evaluations is large enough. The critical number
of online evaluations nmin is not only dependent on the computational time of an
online evaluation, but is also strongly influenced by the duration of the oﬄine phase.
Beside a fast evaluation time of a surrogate model, it is therefore also important to
keep the time for oﬄine computations short. The typical oﬄine phase of data-fit
surrogate modeling techniques, which are in the focus of this work, is displayed in a
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flow chart in Figure 3. The approaches are fully data-driven, i.e. the original model
is viewed as a black box, mapping some input variables to a scalar- or vector-valued
output. Sample observations of input-output-pairs of the original model are used
to compute an approximation to the original model based on interpolation. The
surrogate modeling process—from the original model to the surrogate model—is
described in the following.
oﬄine phase
model
identify
primary variables
initial design of
experiment (DoE)
compute sampled data
construct
surrogate model adaptive sampling
accurate enough?
surrogate model
no
yes
Figure 3.: Steps of constructing a surrogate model
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The first step of constructing a surrogate model is the identification of primary
variables. The original model may be dependent on a large number of input vari-
ables. For example, consider the problem of car shape optimization. At least in
theory, the shape of a vehicle can be changed continuously and arbitrarily and the
original model is able to handle arbitrary vehicle shapes. But this would lead to an
infinite number of input parameters, which is not practicable—neither in numeri-
cal optimization processes, nor with the purpose of surrogate modeling. The shape
needs to be parametrized and optimization parameters need to be introduced pur-
posefully. The more parameters are introduced, the more complex the optimization
problem becomes and the more sample points are needed to build an accurate sur-
rogate model. Suppose we have sampled a one-dimensional input space n = 10
times to obtain a certain level of accuracy of the surrogate model. If we increase
the number of input parameters to k = 3, we need to compute nk = 1000 sample
points to gain the same sample density6. Since the evaluation of the original model
is computationally expensive, this clearly has a huge impact on the oﬄine phase of
the surrogate modeling process. Thus, the number of input parameters has to be
reduced to a manageable amount.
After the desired input parameters are determined, a design of experiment has to be
chosen. To obtain a good surrogate model, the sampling points should be chosen in
a way that the characteristics of the response are captured by the samples. If hardly
anything is known about the response, it is impossible to know in advance, whether a
chosen sampling plan captures the characteristics or not. By using adaptive sampling
strategies the accuracy of a surrogate model can be controlled and sample points are
chosen iteratively at locations, where the estimated error of the surrogate model is
large. As an initial sample set, a full factorial design or a random latin hypercube
design with a small number of initial sample points can be used, e.g. [28, p. 13 et
seq.].
In applications, where the computational time for the evaluation of the original
model is extremely high, the maximum number of sample points is determined by
the computational time one can aﬀord.
When the initial sample set is chosen, the original model is evaluated at these sites
to obtain the corresponding responses. For example, in the industrial application
presented in this work, a quantity of interest will be a distribution of a desired flow
quantity in a steady time-independent flow field around the vehicle’s body, e.g. the
6This problem is known as the curse of dimensionality, see e.g. [28, Chapter 1.1]
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pressure distribution on the car’s shape or the flow velocities in the wind tunnel
domain. The input-output pairs are then interpolated to get an initial surrogate
model. Details on this modeling process are given in Section 5 and Section 6.
The quality of the surrogate model can be assessed by using the well-known leave-
one-out cross-validation, see Sec. 6.4.1, and the error estimator provided by the con-
sidered interpolation method, see Remark 5.1, Remark 5.2 and Sec. 6.4. As long as a
pre-defined stopping criterion is not satisfied and the maximum number of sample
points is not reached, new sample points are added adaptively at sites, where the es-
timated error of the surrogate model is highest. The corresponding responses are
computed at these sites, a new surrogate model is constructed and its accuracy is
assessed.
After this loop is left, the surrogate model enters the online phase and is now ready
for evaluation.
5. Surrogate modeling for scalar-valued responses 30
5. Surrogate modeling for scalar-valued responses
In this section, we focus on data-driven surrogate modeling techniques for scalar-
valued responses. We start by giving an overview of the most popular methods. Sup-
pose there is a functional relationship between the scalar-valued quantity of interest
y and a number of input variables x ∈ D ⊂ Rd. The common goal of the pre-
sented methods is to find a mapping yˆ : D → R of a simple mathematical struc-
ture between the input variables and the quantity of interest, which matches ob-
servations of input-output-pairs (xi, y(xi)), i = 1, . . . , n of the original model, i.e.
yˆ(xi) = y(xi), i = 1, . . . , n.
In the polynomial response surface method, [59], [28, § 2.2, p. 40 et seqq.], the observed
data is interpolated by a low-order polynomial, that is a linear combination of mul-
tivariate monomials. A diﬃculty associated with these models is that the selection
of the order of the polynomial as well as the monomials and corresponding coeﬃ-
cients is sophisticated. Furthermore, due to their relatively simple structure, they
are not suitable to approximate complex mappings as they appear in many real-life
applications, [28, p. 75].
A more flexible approach is given by radial basis function models (RBF), [10], [28, § 2.3,
p. 45 et seqq.], where the original model is approximated by a linear combination of
radially symmetrical basis functions. While the computation of the corresponding
basis coeﬃcients reduces to the solution of a linear system of equations, radial basis
function models can handle even highly nonlinear responses, [28, p. 46].
The same holds true for the Kriging method, [28, § 2.4, p. 49 et seqq.], where the
original model is viewed as a realization of a random process. A surrogate model is
then constructed to be the best linear unbiased estimator to this random function on
the basis of the observed data. Besides its flexibility, this approach has the advantage
that it comes with a mean squared error estimator, which can be used to adaptively
improve the surrogate model by including additional sampled data. However, as with
radial basis function models and any other interpolation technique, the computation
of accurate Kriging models requires suﬃciently many sample points. Especially if
the number of input parameters is large and the evaluation of the original model is
computationally expensive, this task becomes at least demanding.
In this situation, variable-fidelity surrogate models are a promising alternative if in
addition to the computationally expensive original model (at least) a second model is
available, which describes the same quantity, is cheaper to evaluate but less accurate.
Samples of this lower-fidelity model are then used to obtain the global trend of the
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quantity of interest in the entire domain, and in this way improve the interpolation of
the high-fidelity data. As a result, fewer high-fidelity sample points are needed than
for the single-fidelity approaches. Thus, the eﬃciency of constructing a surrogate
model is increased.
The simplest way to incorporate data of lower fidelity is by using a so-called bridge
function, which aims to correct a surrogate model for the low-fidelity data to inter-
polate the high-fidelity data. Depending on the type of the correction, the bridge
functions are either of additive, multiplicative or hybrid type, [35, § 4, p. 181 et seq.].
A direct extension of the Kriging method to handle variable-fidelity data goes un-
der the name Cokriging, [28,36,40]. The high-fidelity model and the low-fidelity model
are viewed as realizations of correlated random processes and the best linear unbi-
ased estimator is constructed based on the observed data. Another Kriging-based
variable-fidelity modeling approach which is easier to implement than the Cokrig-
ing method is Hierarchical Kriging, [34]. Both methods have been successfully applied
in aerodynamic applications, [27, 34, 36]. As with Kriging, the methods Cokriging and
Hierarchical Kriging provide a mean squared error estimator.
Since their ability to handle even highly nonlinear responses and the advantage of
providing a useful error estimate, we focus on Kriging-based surrogate models in this
work. The Kriging approach is presented in detail in Sec. 5.1. In Sec. 5.2, the variable-
fidelity method Cokriging is described, followed by a discussion on open theoretical
questions associated with the technique. Subsequently, the variable-fidelity method
Hierarchical Kriging is presented in Sec. 5.3.
5.1. Kriging
Kriging, sometimes also called Gaussian process regression (GPR), the spatial lin-
ear model or spatial Gaussian process, is a statistical interpolation method, based
on the Gauss-Markov Theorem, [45, p. 172]. A method similar to what is now known
as Kriging was applied in a geostatistic context by Danie Krige in 1951 [46]. In 1963,
Georges Matheron [55] specified the method mathematically and introduced the term
“Krigage” to honor Krige, [19]. Since then, many variations and extensions of the orig-
inal model have been published by diﬀerent authors. Some examples are Gradient-
Enhanced Kriging, [58] and the variable-fidelity surrogate modeling techniques Cok-
riging, e.g. [28, 36, 40], and Hierarchical Kriging, [34].
Among diﬀerent other applications, Kriging-based methods gain popularity in the
context of design and analysis of computer experiments, [28, 44, 53, 70, 71]. Kriging
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methods allow to construct eﬃcient emulators for accurate but computationally ex-
pensive computer models with scalar-valued outputs—even if the response surface
has a highly nonlinear structure.
For the sake of completeness of this thesis, this section gives an introduction to the
mathematical formulation of Kriging, based on the work of Sacks et al. [70], Santner
et al. [71] and Forrester et al. [28, § 2.4].
5.1.1. Basic model assumptions of Kriging
A basic assumption of the Kriging framework is that the true functional relation-
ship y : D → R between the input variables x ∈ D ⊂ Rd and their corresponding
scalar-valued output y(x) ∈ R, is a realization of a random function,
Y(x) = f (x)β+ ε(x), (5.1)
where f : Rd → Rp is a known regression model with corresponding unknown re-
gression parameters β ∈ Rp and ε(x) is a Gaussian process with expected value
E[ε(x)] = 0 and stationary variance Var[ε(x)] = σ2 > 0. Further it is presumed that
the covariance of the Gaussian process ε(x) is given by a known stationary spatial
correlation kernelRθ(x, xˆ),
Cov[e(x), e(xˆ)] = σ2Rθ(x, xˆ), (5.2)
for x, xˆ ∈ D with (usually) unknown correlation parameters θ ∈ Rd+. While this
approach to model the covariances via a spatial correlation kernel is common in the
context of design and analysis of computer experiments, [28, 53, 70], there exist other
accesses like the so-called variogram approach used by the geostatistic community, see
e.g. [41, p. 31 et seq.].
Because it is assumed that the error ε(x) is a Gaussian process, the chosen corre-
lation kernel is required to yield a positive definite covariance matrix
C :=
(
σ2Rθ(xi, xj)
)
i,j=1,...,n
, (5.3)
for any choice of pairwise distinct sample points x1, . . . , xn ∈ D, cf. Section 2.1.
Therefore positive definite functions are particularly suitable, since these functions
guarantee that the covariance matrix is positive definite for mutually distinct input
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points, cf. Lemma 2.7. A common approach for the construction of valid correlation
kernels is based on Bochner’s Theorem 2.16. A review of this theory is beyond the
scope of this work. The reader is referred to [71, § 2.3.3, p. 31 et seqq.], [20, p. 84], [21,
p. 956 et seqq.] and [57] for more details.
Some popular choices of spatial correlation kernels, which are all constructed
based on Bochner’s Theorem, see e.g. [71, Example 2.3, Example 2.4], [44, § 4.3.2., p. 472]
[57, Corollary 2, p. 112], are listed in Table 1.
Correlation Kernel Rθ(x, xˆ)
exponential
d
∏
i=1
exp(−θi|xi − xˆi|), where θi ∈ R+
Gaussian
d
∏
i=1
exp(−θi|xi − xˆi|2), where θi ∈ R+
cubic
d
∏
i=1
(1− 3ξ2i + 2ξ3i ),
where ξi = min{1, θi|xi − xˆi|} and θi ∈ R+
Table 1.: Some popular choices of the correlation kernel, [53]
For comparison, the three diﬀerent correlation kernels of Table 1 are displayed in
Figure 4 for the one dimensional case d = 1, and fixed correlation parameter θ = 1.0.
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,xˆ
)
exponential
Gaussian
cubic
Figure 4.: The exponential, Gaussian and cubic correlation kernel for the one dimensional
case and fixed correlation parameter θ = 1.0
The chosen correlation kernel should match the properties of the functional re-
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sponse/the physical phenomenon, which should be approximated by the Kriging
model. For example, if the response is expected to be smooth and diﬀerentiable, the
correlation function will most likely feature a parabolic behavior near the origin, as
the Gaussian or the cubic correlation kernel. On the other hand, if the response is
expected to be irregular, a non-diﬀerentiable correlation kernel, such as the expo-
nential kernel, might perform better, [53, p. 7], [70, p. 413].
The correlation parameters θ = [θ1, . . . , θd] act like distance weights, as Figure 5
illustrates. The correlation of two fixed distinct points x, xˆ ∈ Rd increases as the
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Figure 5.: One dimensional Gaussian correlation kernel for diﬀerent choices of the correla-
tion parameter θ
parameters θi decrease. The choice of the correlation parameter θ has a large impact
on the modeled correlation and thus on the Kriging model itself. Therefore, this
parameter is usually fitted by a maximum likelihood optimization, [70, p. 413], [28, pp.
53]. Details will be given in Section 5.1.3.
Typical choices of the regression model are
constant regression (“Ordinary Kriging”)
f : Rd → R, x 7→ 1 with β ∈ R
linear regression (“Universal Kriging”)
f : Rd → Rd+1, x 7→ (1, x1, . . . , xd) with β = (β0, . . . , βd)T ∈ Rd+1.
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5.1.2. Construction of the Kriging predictor
Suppose the function y(x) is sampled at n sample locations
X = {x1, . . . , xn} ⊂ Rd.
The corresponding outputs are given by
Y = [y1, . . . , yn]T := [y(x1), . . . , y(xn)]T ∈ Rn. (5.4)
The Kriging predictor is constructed such that it is the best linear unbiased estimator
(BLUE) to the observed data. Let
F :=

f (x1)
...
f (xn)
 ∈ Rn×p, (5.5)
denote the matrix of regression vectors and Σ := Y − Fβ ∈ Rn the corresponding
vector of errors to the observed function values, respectively. The Kriging predictor
yˆ(x) is constructed to be linear in the observed data (“L” in BLUE),
yˆ(x) =
n
∑
i=1
λi(x)yi = λT(x) ·Y = λT(x)(Fβ+ Σ), (5.6)
with weights λ(x) = (λ1(x), . . . ,λn(x))T ∈ Rn. The weights are computed such
that the Kriging estimator is the best predictor (“B” in BLUE) in the sense that it
minimizes the mean squared error among all unbiased estimators (“U” in BLUE).
The unbiasedness constraint reads
0 = E [yˆ(x)− y(x)] = E
[
λT(x) (Fβ+ Σ)− ( f (x)β+ ε(x))
]
= E
[
λT(x)Σ+
(
λT(x)F− f (x)
)
β− ε(x)
]
= λT(x)E[Σ]︸︷︷︸
=0
+
(
λT(x)F− f (x)
)
β− E[ε(x)]︸ ︷︷ ︸
=0
=
(
λT(x)F− f (x)
)
β
and thus for arbitrary regression models
λT(x)F = f (x). (5.7)
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For every untried location x ∈ D, the estimator yˆ is computed such that the mean
squared error (MSE) is minimized,
MSE(x) = E
[
(yˆ(x)− y(x))2
]
= E
[(
λTΣ+
(
λTF− f (x)
)
β− ε(x)
)2]
= E
[
λTΣΣTλ− 2λTΣε(x) + ε(x)2
]
= λT(x)E
[
ΣΣT
]
λ− 2λT E [Σε(x)] + E
[
ε(x)2
]
= σ2λTRλ− 2σ2λTr(x) + σ2, (5.8)
where λ ≡ λ(x),
R := E
[
ΣΣT
]
=
(
Cor(ε(xi), ε(xj))
)
i,j=1,...,n
=
(
Rθ(xi, xj)
)
i,j=1,...,n
is the correlation matrix and
r(x) := E [Σε(x)] =
(
Cor(ε(xi), ε(x))
)
i=1,...,n
=
(
Rθ(xi, x)
)
i=1,...,n
is the vector of correlations of the sample locations and the location x.
Thus, for every location x ∈ D, an optimal choice of weights λ(x) is a solution of
the following constrained optimization problem,
min
λ(x)
σ2
(
λT(x)Rλ(x)− 2λT(x)r(x) + 1
)
, (5.9)
s.t. λT(x)F = f (x). (5.10)
By introducing Lagrange multipliers µ ∈ Rp, this constrained optimization prob-
lem can be reformulated into an unconstrained one,
min
λ=λ(x)
σ2
(
λTRλ− 2λTr(x) + 1
)
+
(
λTF− f (x)
)
µ︸ ︷︷ ︸
ψ(λ)
. (5.11)
The first partial derivative of the objective function ψ(λ) with respect to λ is
∂
∂λ
ψ(λ) = 2σ2
(
Rλ− r(x) + F µ
2σ2
)
(5.12)
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and the corresponding Hessian is
H = 2σ2R. (5.13)
Because the correlation matrix is modeled to be positive definite, the objective
function ψ(λ) reaches its unique minimum value at the root of the partial derivative
(5.12). Therefore, optimal weights for the Kriging predictor (5.6) can be derived by
solving
Rλ(x) + F
µ
2σ2
= r(x). (5.14)
Together with the unbiasedness condition, this can be reformulated in matrix form(
R F
FT 0
)(
λ
µ˜
)
=
(
r(x)
f T(x)
)
, (5.15)
where µ˜ = µ2σ2 and 0 ∈ Rp×p denotes the zero matrix.
Since the correlation matrix R is invertible, the Schur complement can be used to
invert the block matrix on the left hand side of Eq. (5.15), [31, p. 433],
(
R F
FT 0
)−1
=
(
R−1 − R−1F(FTR−1F)−1FTR−1 R−1F(FTR−1F)−1
(FTR−1F)−1FTR−1 −(FTR−1F)−1
)
. (5.16)
The Kriging predictor can be rewritten in terms of Eq. (5.16),
yˆ(x) = λT(x)Y =
(
rT(x) f (x)
)( R F
FT 0
)−1(
Y
0
)
. (5.17)
Inserting Eq. (5.16) into Eq. (5.17) yields
yˆ(x) = f (x)βˆ+ rT(x) R−1(Y− Fβˆ)︸ ︷︷ ︸
=:v
, (5.18)
a simpler form of the Kriging predictor, where
βˆ :=
(
FTR−1F
)−1
FTR−1Y, (5.19)
and
v = R−1(Y− Fβˆ) (5.20)
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are independent of the location x. Thus, the linear systems (5.19) and (5.20) need to
be solved only once. After that, the evaluation of the predictor (5.18) at the location
x takes the eﬀort of one evaluation of the regression function f (x), n evaluations
of the correlation kernel Rθ(x, xˆ) to determine the correlation vector r(x) and two
Euclidean inner products of size p and n.
Note that βˆ in (5.19) is the common generalized least squares estimate for the re-
gression parameter β, [70, p. 413].
5.1.3. Maximum likelihood estimation of the Kriging parameters
As mentioned above, the choice of the correlation parameter θ has a large im-
pact on the Kriging predictor. Therefore it is usually determined by a maximum
likelihood prediction, cf. Definition 2.5. Following the assumptions that the er-
ror ε(x) is a Gaussian process and we observed a realization of the random vector
(ε(x1), . . . , ε(xn))T, the likelihood function is
L(θ, σ2, β) =
1√
det(R) · (2piσ2)n exp
(
− (Y− Fβ)
T R−1 (Y− Fβ)
2σ2
)
, (5.21)
cf. Sec. 2.1, [45, p. 163] and [28, p. 55]. By applying the natural logarithm, we obtain the
simpler expression
ln(L)(θ, σ2, β) = −n
2
ln(2pi)− n
2
ln(σ2)− 1
2
ln(det(R))− (Y− Fβ)
T R−1 (Y− Fβ)
2σ2
.
(5.22)
Since the natural logarithm is strictly increasing, the maxima of ln(L) and L occur
at the same locations. For a fixed correlation parameter θ, we can therefore obtain
likelihood-optimal Kriging parameters σ2 and β by setting the partial derivatives of
ln(L) to zero. This yields
βˆ =
(
FTR−1F
)−1
FTR−1Y (5.23)
and
σˆ2 =
(
Y− Fβˆ)T R−1 (Y− Fβˆ)
n
. (5.24)
Under the assumption that the correlation matrix is positive definite, the parame-
ter σˆ2 in Eq. (5.24) is positive whenever the observed responses Y can not be interpo-
lated by any regression model of the chosen type f (x)β. In this case, the correspond-
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ing Hessian is negative definite at (βˆ, σˆ2), and thus these parameters maximize the
likelihood function L for a fixed correlation parameter θ. On the other hand, if it is
possible to interpolate the observed responses by a regression model f (x)β, there is
simply no need of fitting a Kriging model. So this is not a severe restriction.
Note that the likelihood-optimal regression parameter βˆ in Eq. (5.23) equals the
one we have set in Eq. (5.19) and thus the generalized least squares estimate for β.
Substituting βˆ and σˆ2 back into Eq. (5.22) and removing constant terms, we derive
the so called concentrated ln-likelihood function, [28, p. 55],
ln(L) ≈ −n
2
ln(σˆ2)− ln(det(R)), (5.25)
which can now be used to find likelihood-optimal correlation parameters θ. The
optimization is done numerically, since the derivatives of (5.25) with respect to θ do
not have a simple structure. For numerical optimization, Forrester et al. suggested
a genetic algorithm or simulated annealing, [28, p. 55], while Lophaven et al. used a
modification of a direct search method proposed by Hooke and Jeeves for their MAT-
LAB Kriging Toolbox, [52, pp. 29]. We found that in our applications, the numerical
optimization of the correlation parameters is challenging, because of extremly dif-
ferent behavior of the target function in diﬀerent regions of the search space.
Remark 5.1. Inserting the likelihood-optimal parameters σˆ2 and βˆ, as well as the Kriging
weights λ(x) found in Eq. (5.17) into Eq. (5.8), one can derive a predictor for the mean squared
error of the Kriging estimator at a location x ∈ D,
MSE[x] = σˆ2
(
1+ uT(FTR−1F)−1u− rT(x)R−1r(x)
)
, (5.26)
where u = FTR−1r(x)− f (x), [53, p. 4].
Note that this estimator predicts the mean squared error based on the estimated spatial
correlation of the input variables only. The estimated mean squared error is small at locations
close to sample points and grows with the distance to sample sites. Its maximum value is
σˆ2, [48, p. 6]. For that reason it is capable of detecting gaps in the sampling but it usually does
not provide quantitatively accurate error information.
5.2. Cokriging
This section is based on Section 2–4 of our article [6].
As with any other interpolation method, the construction of a Kriging model re-
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quires sampled data of the original model which is to approximate. However, an
evaluation of the original model is often highly computationally expensive and thus
it is sometimes not feasible to compute suﬃciently many sample values to obtain a
surrogate model of adequate accuracy. This high computational eﬀort can be signif-
icantly reduced, if in addition to the original high-accurate model a second model is
available, which is less accurate but cheaper to evaluate. The idea of so-called variable-
fidelity modeling techniques is to use the cheaper model to obtain a global trend of
the quantity of interest in the design space and use this trend to interpolate the high-
accurate sampled data. Models of diﬀerent levels of accuracy which describe the same
quantity often exist in applications. Think for example of two diﬀerent ways to com-
pute the drag coeﬃcient introduced in Sec. 3.3 for a test body via flow simulations:
One by performing a RANS simulation and one by using the much more expensive
but also more accurate DES, cf. Sec. 3.2. Another example is the modeling of scalar
quantities which are obtained by solving a partial diﬀerential equation (PDE) dis-
cretized on a fine spatial grid as opposed to solving the same equation on a coarser
grid.
Approaches which deal with sampled data of diﬀerent levels of accuracy go also
under the name multi-fidelity surrogate modeling in literature, [23]. An extension of
the Kriging method to variable-fidelity modeling is known as Cokriging. A variety
of diﬀerent Cokriging approaches has been developed by the geostatistical commu-
nity, [40], and the statistical community, [42, 64]. The approach of [42] has been suc-
cessfully applied to computer experiments in the context of aerospace design in [27].
In order to develop a simple Cokriging method for the use in aerodynamic analysis
and optimization, [36, 37, 84] introduced an alternative version of Cokriging, which
has a simple notation and follows closely the formulation of Kriging in the context
of the design and analysis of computer experiments, [28, 70, 71].
After a recapitulation of the Cokriging approach introduced in [36], open theoreti-
cal problems associated with this approach are addressed: The positive definiteness
of the Cokriging covariance matrix is investigated in Section 5.2.3. In Section 5.2.4,
analytical expressions for likelihood-optimal Cokriging parameters are derived and
an optimality condition is given.
5.2.1. Basic model assumptions of Cokriging
Suppose, we aim to approximate a function y1 : D → R on the design variable
spaceD ⊂ Rd, the so-called high-fidelity model, which is highly accurate but expensive
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to evaluate. In addition, the function y2 : D → R, hereinafter referred to as the
low-fidelity model, describes the same quantity as y1, is cheaper to evaluate but less
accurate. Similar to the basic assumption of Kriging, cf. Sec. 5.1.1, it is assumed
that the true high- and low-fidelity functions y1 and y2 are realizations of dependent
random functions
Y1(x) = f1(x)β1 + ε1(x), (5.27)
Y2(x) = f2(x)β2 + ε2(x),
where f1(x), f2(x) : Rd → Rp are regression models with corresponding regression
parameter vectors β1, β2 ∈ Rp and ε1(x), ε2(x) are Gaussian processes with expec-
tation values E[ε1(x)] = E[ε2(x)] = 0 and stationary variances Var[ε1(x)] = σ21 > 0
and Var[ε2(x)] = σ22 > 0. Furthermore, it is presumed that the auto- and cross-
covariances of the Gaussian processes ε1(x) and ε2(x) are given by a known positive
definite correlation kernelRθ(x, x˜), so that
Cov[ε1(x), ε1(x˜)] = σ21Rθ(x, x˜),
Cov[ε1(x), ε2(x˜)] = σ1σ2Rθ(x, x˜), (5.28)
Cov[ε2(x), ε2(x˜)] = σ22Rθ(x, x˜),
with unknown correlation parameters θ ∈ Rd+.
5.2.2. Construction of the Cokriging predictor
The high-fidelity model y1 and the low-fidelity model y2 are evaluated at a set of
sample locations X = {x1, . . . , xn1} ⊂ Rd and X˜ = {x˜1, . . . , x˜n2} ⊂ Rd, respec-
tively (usually n2  n1). Let us first assume that low- and high-fidelity locations are
pairwise distinct, X ∩ X˜ = ∅. Later in this work we will see how we can avoid this
restriction. The corresponding high- and low-fidelity function values are given by
Y1 = [y1, . . . , yn1 ]T := [y1(x1), . . . , y1(xn1)]T ∈ Rn1 ,
Y2 = [y˜1, . . . , y˜n2 ]T := [y2(x˜1), . . . , y2(x˜n2)]T ∈ Rn2 .
(5.29)
Let F1 ∈ Rn1×p and F2 ∈ Rn2×p be the matrices of regression function values of f1
and f2 at the sample locations X and X˜ , respectively. Furthermore, let Σ1 ∈ Rn1 and
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Σ2 ∈ Rn2 be the corresponding errors, such that(
Y1
Y2
)
=
(
F1 0
0 F2
)(
β1
β2
)
+
(
Σ1
Σ2
)
=: Fβ+ Σ. (5.30)
The objective of Cokriging is to interpolate the data of high-fidelity by using the
trend of the low-fidelity data and taking spatial correlation into account. As Kriging,
Cokriging yields the BLUE: The Cokriging estimator is constructed to be linear in
the observed data Y1 and Y2,
yˆ(x) = λ1(x)TY1 + λ2(x)TY2 =
(
λ1(x)T, λ2(x)T
)(Y1
Y2
)
=: λ(x)TY (5.31)
with weights λ1(x) ∈ Rn1 and λ2(x) ∈ Rn2 computed such that the estimator mini-
mizes the mean squared error E[(y1(x)− yˆ(x))2], while being unbiased with respect
to the high-fidelity process, i.e., E[y1(x) − yˆ(x)] = 0. By using Eq. (5.30) and the
linearity of the expected value, the unbiasedness condition reads
0 = E[y1(x)− yˆ(x)]
= λ1(x)TF1β1 + λ2(x)TF2β2 + λ1(x)T E[Σ1]︸ ︷︷ ︸
=0
+λ2(x)T E[Σ2]︸ ︷︷ ︸
=0
− f1(x)β1 − E[ε1(x)]︸ ︷︷ ︸
=0
and therefore
(λ1(x)TF1 − f1(x))β1 + λ2(x)TF2β2 = 0.
In order to fulfill the unbiasedness constraint independent of the choice of the re-
gression parameters β1 and β2, the following stronger unbiasedness condition must
be imposed:
λT1F1 − f1(x) = 0, λT2F2 = 0, (5.32)
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where λi ≡ λi(x), i = 1, 2. Due to the linearity of the expected value and by using
the unbiasedness constraints (5.32), the mean squared error becomes
MSE(x) = E
[
(yˆ(x)− y1(x))2
]
= (λTFβ)2 − 2λTFβ f1(x)β1 + λT E
[
ΣΣT
]
λ− 2λT E [Σε1(x)]
+ ( f1(x)β1)2 + E
[
ε1(x)2
]
= λTFβ(λTFβ− f1(x)β1) + f1(x)β1( f1(x)β1 − λTFβ) + λTCλ
− 2λTc(x) + σ21
= λTCλ− 2λTc(x) + σ21 , (5.33)
where λ ≡ λ(x) = (λT1 (x),λT2 (x))T and
C :=
(
C11 C12
C21 C22
)
is the auto- and cross-covariance matrix, which, according to our choice of the cor-
relation kernel (5.28), reads
C11 = σ21R
11 := σ21
(
Rθ(xi, xj)
)
i,j=1,...,n1
∈ Rn1×n1 ,
C12 = σ1σ2R12 := σ1σ2
(
Rθ(xi, x˜j)
)
i=1,...,n1,j=1,...,n2
∈ Rn1×n2
C21 = σ1σ2R12 =
(
R12
)T ∈ Rn2×n1 ,
C22 = σ22R
22 := σ22
(
Rθ(x˜i, x˜j)
)
i,j=1,...,n2
∈ Rn2×n2 .
Moreover, the quantity c(x) in (5.33) is
c(x) :=
(
c1(x)
c2(x)
)
,
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which is the vector of covariances of a given point x and the sample points. More
precisely,
c1(x) = σ21 r1(x) := σ
2
1
(
Rθ(xi, x)
)
i=1,...,n1
∈ Rn1 ,
c2(x) = σ1σ2r2(x) := σ1σ2
(
Rθ(x˜i, x)
)
i=1,...,n2
∈ Rn2 .
To account for the unbiasedness constraints (5.32), Lagrange multipliers µ1, µ2 ∈ Rp
are introduced. The associated MSE minimization problem reads
min
λ
λTCλ− 2λTc(x) + σ21 + µ1
(
λT1F1 − f1(x)
)
+ µ2λ
T
2F2. (5.34)
The first-order optimality condition is given by the following system of linear equa-
tions: 
C11 C12 F1 0
C12 C22 0 F2
FT1 0
T 0 0
0T FT2 0 0


λ1
λ2
1
2µ1
1
2µ2
 =

c1(x)
c2(x)
f T1 (x)
0
 . (5.35)
The solution of this linear system is the unique solution of the global minimiza-
tion problem (5.34), if the corresponding Hessian is positive definite and the matrix
on the left hand side of Eq. (5.35) has full rank. We will see in Section 5.2.3 that these
conditions are fulfilled only in the case of pairwise distinct high- and low-fidelity
locations. If this assumption does not hold, modifications need to be done.
In order to rewrite the system in terms of correlations rather than covariances,
Han et al. [36] introduced a parameter transformation,
λ˜1 := λ1, λ˜2 :=
σ2
σ1
λ2, µ˜1 :=
1
2σ21
µ1, µ˜2 :=
1
2σ1σ2
µ2. (5.36)
This leads to an equivalent system of equations,
R11 R12 F1 0
R12 R22 0 F2
FT1 0
T 0 0
0T FT2 0 0


λ˜1
λ˜2
µ˜1
µ˜2
 =

r1(x)
r2(x)
f T1 (x)
0
 . (5.37)
Solving this system of linear equations by using the Schur complement inversion,
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see Lemma 2.18, yields
yˆ(x) = f1(x)β˜1 + rT(x) R−1(y˜S − Fβ˜)︸ ︷︷ ︸
=:vcok
, (5.38)
where
β˜ =
[
β˜1
β˜2
]
=
(
FTR−1F
)−1
FTR−1y˜S, r(x) =
[
r1(x)
r2(x)
]
,
R =
[
R11 R12
R21 R22
]
, y˜S =
[
y1
σ1
σ2
y2
]
.
(5.39)
Since the vector vcok in (5.38) does not depend on the spatial location x, a Cokriging
prediction requires only the evaluation of two inner products.
Remark 5.2. As with Kriging, one can derive an estimator for the mean squared error from
Eq. (5.33) by using the substitutions in Eq. (5.36) and the expression for the Cokriging weights
λ(x) derived by the Schur complement inversion:
MSE[x] = σ21
(
1+ uT(FTR−1F)−1u− rT(x)R−1r(x)
)
, (5.40)
where u = FTR−1r(x)− [ f1(x), 0]T, cf. [34, p. 7] for the case of a constant regression function.
An essential requirement for the well-posedness of the Cokriging predictor (5.38)
is the positive definiteness of the auto- and cross-correlation matrix R. This issue
will be addressed in the next subsection.
5.2.3. On the positve definiteness of the Cokriging correlation matrix
This Section is based on our articles [72] and [6, Sec. 3].
A unique solution of the system of Cokriging equations (5.35) corresponds to a
global solution of the MSE minimization problem (5.34), if this optimization problem
is convex, that is, if the corresponding Hessian is positive definite. Obviously, (up to
a constant factor), the Hessian is precisely the covariance matrix C. In this section,
necessary conditions to obtain a well-defined Cokriging predictor are derived.
Our first lemma relates the positive definiteness of the correlation matrix R with
the positive definiteness of the covariance matrix C.
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Lemma 5.3. Let the auto- and cross correlation matrix R and the corresponding covariance
matrix C be defined as above, so that
R =
(
R11 R12
R21 R22
)
,
(
C11 C12
C21 C22
)
=
(
σ21R
11 σ1σ2R12
σ1σ2R21 σ22R
22
)
.
Then the matrices R and C are congruent. In particular, the covariance matrix C is positive
definite, if and only if the correlation matrix R is positive definite.
Proof. The following decomposition shows that C is congruent to the matrix σ21R:(
C11 C12
C21 C22
)
=
(
In1 0
0 σ2σ1 In2
)T
· σ21
(
R11 R12
R21 R22
)
·
(
In1 0
0 σ2σ1 In2
)
As a result, due to Sylvester’s law of inertia, the covariance matrix C is positive defi-
nite, if and only if the correlation matrix R is positive definite.
Suppose that the correlation is modeled via a strictly positive definite correlation
kernelRθ(x, xˆ) with the same hyper-parameter θ for the auto- and cross-correlation
model. Then, the correlation matrix is guaranteed to be positive definite provided
that the low- and high-fidelity sample points are mutually distinct, X ∩ X˜ = ∅, cf.
Lemma 2.7.7 As an immediate consequence, Lemma 5.3 implies the following:
Corollary 5.4. Let the low- and high-fidelity sample locations be pairwise distinct, e.g. X ∩
X˜ = ∅ and suppose that the auto- and cross-covariance is modeled via the same strictly
positive definite correlation kernel. Then, the correlation matrix R and the covariance matrix
C are positive definite. Thus the Cokriging predictor is well defined and optimal in the sense
that it minimizes the mean squared error.
There are, however, many VFM application scenarios, where low-fidelity data is
readily available at the high-fidelity sample locations so that X ∩ X˜ 6= ∅ and the
above result does not apply. For example, consider applications where the same it-
erative solver is used to compute both the high- and the low-fidelity samples and
the low-fidelity values correspond to a relaxed numerical convergence threshold.8
Hence, lower-fidelity data is inherently available at every high-fidelity sample point
7If diﬀerent values for the hyper-parameter θ are used to model the auto- and cross-correlations,
Lemma 2.7 does not apply. In practice, one may still obtain a positive definite correlation matrix.
However, this is not guaranteed.
8This is, e.g., the setting considered in [18].
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at no extra computational costs. Such double sample points give valuable additional
information on the functional relation between the high- and low-fidelity model.
There are VFM techniques such as additive or multiplicative bridge functions [35],
which even require that X ⊂ X˜ . However, when the double sample locations are
input in the Cokriging correlation matrix, the matrix will feature equal columns and
will thus be rank-deficient. In [36, § III.B, p. 10] it was observed by means of numeri-
cal experiments that this problem is avoided when the cross-correlation blocks R12
and R21 of the correlation matrix are scaled down by a factor of ρ ∈ (0, 1). Below, a
proof that such a scaling indeed yields a positive definite correlation matrix is given.
Theorem 5.5. Let X = {x1, . . . , xn1} and X˜ = {x˜1, . . . , x˜n2} be arbitrary high- and
low-fidelity sample points with xi 6= xj and x˜i 6= x˜j provided that i 6= j. Furthermore, let
Rθ(x, xˆ) be a strictly strictly positive definite correlation kernel. Then, for every ρ ∈ [0, 1),
the correlation matrix
Rρ =
(
R11 ρR12
ρR21 R22
)
is positive definite.
Proof. Here, a proof for the case X ⊂ X˜ is given. The more general case of X˜ ∩ X 6=
∅ is technically more complex but follows exactly the same ideas. The proof for the
case X˜ ∩ X = ∅ is a part of the proof for X ⊂ X˜ .
W.l.o.g., we assume that the coincident high-fidelity and low-fidelity points are
the last ones in the low-fidelity sample set, i.e., x1 = x˜n2−n1+1, . . . , xn1 = x˜n2 . Let
Z := {x˜1, . . . , x˜n2−n1}, so that Z ∪X = X˜ and Z ∩X = ∅. Furthermore, let
Rxx := R11 = (Rθ(xi, xj))i,j=1,...,n1 ,
Rxz = (Rzx)T = (Rθ(xi, x˜j))i=1,...,n1,j=1,...,n2−n1 ,
Rzz = (Rθ(x˜i, x˜j))i,j=1,...,n2−n1 .
With this notation we have
Rρ =
 R
xx ρRxz ρRxx
ρRzx Rzz Rzx
ρRxx Rxz Rxx
 =
 R
xx ρRxz ρRxx
ρRzx Rzz Rzx
ρRxx Rxz Rxx
 =: (R˜11 R˜12
R˜21 R˜22
)
.
Due to the Schur complement condition for positive definite matrices, cf. Lem-
ma 2.19 and [31, Prop. 16.1, p. 434], the matrix Rρ is positive definite if and only if
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the matrix R˜22 and the Schur complement Rˆ := R˜11 − R˜12(R˜22)−1R˜21 are positive
definite. Because Rθ(x, xˆ) is a strictly positive definite correlation kernel and the
elements of X are pairwise distinct, the matrix R˜22 = Rxx is positive definite. More-
over,
Rˆ =
(
Rxx ρRxz
ρRzx Rzz
)
−
(
ρRxx
Rzx
)
(Rxx)−1
(
ρRxx Rxz
)
=
(
(1− ρ2)Rxx 0
0 Rzz − Rzx(Rxx)−1Rxz
)
.
The upper block (1− ρ2)Rxx is clearly positive definite, whenever 0 ≤ ρ < 1. The
lower block Rzz − Rzx(Rxx)−1Rxz is a Schur complement of the matrix block R22.
This block, in turn, is positive definite because it is the auto-correlation matrix of
the pairwise distinct low-fidelity points and Rθ(x, xˆ) is a strictly positive definite
kernel. Therefore Rˆ is positive definite and so is the correlation matrix Rρ.
Remark 5.6. The above Theorem formally includes the special case of ρ = 0. As a matter of
fact, the Cokriging predictor reduces to the standard Kriging predictor for ρ = 0. This will be
discussed in detail in the upcoming Corollary 5.12.
5.2.4. Maximum likelihood estimation of the Cokriging parameters
This section is based on our article [6, Sec. 4].
The Cokriging predictor (5.38) depends on a number of model- and hyper-param-
eters, namely the process variances σ1, σ2, the vectors β˜1, β˜2 of regression coeﬃcients
and the range parameter vector θ appearing in the spatial correlation model (5.28).
These parameters are determined by the method of maximum likelihood estimation
[28, 36, 71].
The likelihood function is given by
L(β˜, σ1/σ2, σ21 , θ) =
1√(
2piσ21
)n1+n2 |R| exp
(
− 1
2σ21
(
y˜S − Fβ˜
)T R−1 (y˜S − Fβ˜)
)
(5.41)
(see [36, § II.D, p. 7 et sqq.] for a derivation). Optimal values for β˜, σ1/σ2 and σ21 can
be derived via optimization along profile lines, i.e., via optimizing with respect to a
single parameter (vector) while fixing the remaining parameters, see, e.g., [28, p. 169].
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This yields
β˜ =
[
β˜1
β˜2
]
=
(
FTR−1F
)−1
FTR−1
[
y1
σ1
σ2
y2
]
, (5.42)
σ1
σ2
= −
[ 0
y2
]T
R−1
[
0
y2
]−1 [ 0
y2
]T
R−1
([
y1
0
]
− Fβ˜
)
, (5.43)
σ21 =
1
n1 + n2
·
([
y1
σ1
σ2
y2
]
− Fβ˜
)T
R−1
([
y1
σ1
σ2
y2
]
− Fβ˜
)
. (5.44)
Observe that the likelihood-optimal values for β˜ and σ1/σ2 still feature a mutual
dependence. In [36, § III, p. 11], a numerical fixed point iteration was used to optimize
the parameters β˜, σ1/σ2 and σ21 , taking the mutual dependence and the dependence
on the range parameter θ into account.
Here, closed form solutions for likelihood-optimal parameters β˜, σ1/σ2 and σ21
are presented that depend only on the correlation length parameter θ. Hence, three
model parameters can be dropped from the numerical likelihood optimization pro-
cess.
In order to resolve the mutual dependency, Eq. (5.42) is substituted into Eq. (5.43).
By setting RF := R−1F and M := FTR−1F this yields
σ1
σ2
=
[ 0
y2
]T
R−1
[
0
y2
]−1 [ 0
y2
]T
R−1
([
−y1
0
]
+ F
(
M−1RTF
[
y1
σ1
σ2
y2
]))
=
[ 0
y2
]T
R−1
[
0
y2
]−1 [ 0
y2
]T
R−1
[
−y1
0
]
+
[ 0
y2
]T
R−1
[
0
y2
]−1 [ 0
y2
]T
RFM−1RTF
[
y1
0
]
+
σ1
σ2
[ 0
y2
]T
R−1
[
0
y2
]−1 [ 0
y2
]T
RFM−1RTF
[
0
y2
]
. (5.45)
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Subtracting the last term on both sides of the equation leads to
σ1
σ2
1−
[ 0
y2
]T
R−1
[
0
y2
]−1 [ 0
y2
]T
RFM−1RTF
[
0
y2
]
︸ ︷︷ ︸
:=z
=
[ 0
y2
]T
R−1
[
0
y2
]−1 [ 0
y2
]T (
RFM−1RTF − R−1
) [y1
0
]
. (5.46)
If z 6= 0, division by z results in
σ1
σ2
=
[
0
y2
]T (
RFM−1RTF − R−1
) [y1
0
]
[
0
y2
]T (
R−1 − RFM−1RTF
) [ 0
y2
] . (5.47)
This expression only depends on the correlation parameter θ. After determining
σ1/σ2, one can compute the likelihood-optimal values for β˜ and σ21 according to (5.42)
and (5.44), respectively. The following theorem ensures the well-posedness of this
procedure.
Theorem 5.7. Suppose the correlation matrix R is positive definite and that the matrix
Fˆ :=
[
F,
[
y1
0
]
,
[
0
y2
]]
(5.48)
has full column rank. Then the parameter $∗ := σ1/σ2 in (5.47) is well-defined. Furthermore
let
β˜∗ := β˜ ($∗) =
(
FTR−1F
)−1
FTR−1
[
y1
$∗y2
]
, (5.49)
(
σ21
)∗
:= σ21
(
$∗, β˜∗
)
=
1
n1 + n2
·
([
y1
$∗y2
]
− Fβ˜∗
)T
R−1
([
y1
$∗y2
]
− Fβ˜∗
)
. (5.50)
Then, for every fixed choice of θ, the parameters ν∗ :=
(
$∗, β˜∗,
(
σ21
)∗) are global maxi-
mizers of the likelihood function (5.41).
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Proof. The denominator of σ1/σ2 in (5.47) is a Schur complement of the matrix
H˜ =

FTR−1F −FTR−1
[
0
y2
]
−
[
0
y2
]T
R−1F
[
0
y2
]T
R−1
[
0
y2
]

=

FT
−
[
0
y2
]T
 R−1
[
F, −
[
0
y2
]]
=: FˆT1 R
−1Fˆ1, (5.51)
which is positive definite because the extended matrix Fˆ has full column rank and
thus the nullspace of Fˆ1 is trivial.
Due to the Schur complement condition for the positive definiteness of block ma-
trices [31, Prop. 16.1], the Schur complement of the matrix H˜ must also be positive
definite and therefore the denominator of σ1/σ2 in (5.47) is strictly positive and $∗ is
well-defined.
It is clear from the construction of $∗, β˜∗ and
(
σ21
)∗ that the first-order partial
derivatives of the likelihood function (5.41) with respect to σ1/σ2, β˜ and σ21 vanish at
ν∗. To guarantee the optimality at ν∗, we need to show that the Hessian matrix H is
negative definite. The Hessian matrix of the likelihood function (5.41) with respect
to σ1/σ2, β˜ and σ21 is
H = −
exp
(
−12(n1 + n2)
)
√
(2piσ21 )
n1+n2 |R| · σ21︸ ︷︷ ︸
=:c
·

FTR−1F −FTR−1
[
0
y2
]
0
−
[
0
y2
]T
R−1F
[
0
y2
]T
R−1
[
0
y2
]
0
0T 0 n1+n2
2σ21

= c ·
 H˜ 0
0 n1+n2
2σ21
 , (5.52)
with H˜ as introduced in (5.51). Because Fˆ has full column rank, for every regression
parameter vector β, there is at least one high-fidelity sample value yi ∈ Y1 which is
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not interpolated exactly by the regression model f1(x)β alone. Therefore, the vector
ys − Fβ˜ is non-zero so that σ21 in (5.44) is strictly positive. Hence,
c = −
exp
(
−12(n1 + n2)
)
√
(2piσ21 )
n1+n2 |R| · σ21
is well defined and negative. Because of n1+n2
2σ21
> 0 and the positive definiteness of the
matrix H˜ (see above), the Hessian matrix H is negative definite. Thus, the parameters
ν∗ indeed maximize the likelihood function (5.41).
In practical applications, the hyper-parameter θ of the correlation modelRθ(x, x˜)
is determined by a numerical maximum likelihood estimation [36, p. 9]. Instead of
optimizing the likelihood function (5.41) directly, the so-called condensed log-likelihood
function [62, p. 675]
ln(L) = −1
2
[
(n1 + n2) · ln(σ21 ) + ln det(R)
]
(5.53)
is considered, which is obtained from the likelihood function (5.41) by applying the
natural logarithm and neglecting constant terms, [36, p. 9]. Obviously, the likeli-
hood function and the condensed log-likelihood function share the same locations
for their local and global optima. Moreover, in [36, 84] it was proposed to treat the
cross-correlation scaling factor ρ also as a statistical quantity that is to be included
in the likelihood optimization process. According to the exposition in Section 5.2.3,
we suggest that ρ should rather be considered as a numerical relaxation parameter
that is to be chosen close to 1 but so that the correlation matrix does not degenerate
numerically. A numerical examination of this issue can be found in Section 5.2.6.
Because there is no analytic solution for the optimal hyper-parameter θ, it is deter-
mined by a numerical optimization of the condensed log-likelihood function (5.53).
However, Theorem 5.7 allows us to compute optimal values for σ1/σ2, σ21 and β˜ de-
pending on the correlation parameters θ and ρ in closed form at each iteration step
of the likelihood optimization.
Remark 5.8. The requirement that Fˆ =
[
F,
[
y1
0
]
,
[
0
y2
]]
has full column rank means that
neither the high-fidelity nor the low-fidelity sample values can be interpolated exactly by the
chosen regression model alone, i.e., without considering the Gaussian error term in (5.38). This
is a natural assumption, because otherwise, it is not necessary to fit a Cokriging model in the
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first place. In practice, it is often not known a priori, if the quantities of interest features a
linear, polynomial or general non-linear parameter dependency. However, even if the param-
eter dependency is highly nonlinear, this assumption yields a restriction on the choice of the
regression model as the following example illustrates.
Consider a two-parameter problem, e. g. we aim to optimize the lift-to-drag ration of a
wing profile depending on its height and length. When a linear regression model f1(x)β =
β0 + β1x1 + β2x2 is employed, any given three high-fidelity sample points (xi, yi), xi ∈ R2,
i = 1, 2, 3, are interpolated exactly with the following choice of regression coeﬃcients:1 x
1
1 x
1
2
1 x21 x
2
2
1 x31 x
3
2

︸ ︷︷ ︸
=F1
β
0
β1
β2
 =
y(x
1)
y(x2)
y(x3)

︸ ︷︷ ︸
=y1
.
An example for such a scenario is displayed in Figure 6.
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Figure 6.: Three sample points in a two dimensional parameter space can exactly be interpo-
lated by a linear regression model.
In this situation it does not matter if the quantity of interest actually features a linear de-
pendency on the input variables or if the global trend implied by the low-fidelity data is highly
nonlinear. The high-fidelity sample points can be interpolated exactly by a linear regression
model which implies that (F1, y1) and thus Fˆ is rank-deficient. As a result, Theorem 5.7 does
not apply. The consequences of the rank-deficiency on the analytical expressions (5.47)–(5.50)
are discussed in the following. In the special case of this example, a reduction of the complexity
(the degrees of freedom) of the regression model or the computation of additional high-fidelity
sample points may overcome the problem of rank-deficiency.
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In the following, the diﬀerent cases of rank-deficiency of the matrix Fˆ in (5.48) are
addressed.
Observation 5.9. Suppose the correlation matrix R is positive definite and the matrix [F2, y2]
is rank-deficient, i.e. the low-fidelity sample points can be described by a regression model of
the chosen type. Then the analytical expression (5.47) for the Cokriging parameter σ1/σ2 is
undefined.
Proof. Suppose the low-fidelity sample data can be interpolated exactly by a regres-
sion model of the chosen type f2(x). Then there exists a vector of regression coeﬃ-
cients γ ∈ Rp such that F2γ = y2 or[
0
y2
]
=
[
F1 0
0 F2
] [
0
γ
]
︸︷︷︸
=:γ˜
= Fγ˜.
Substitution in the denominator of σ1/σ2 in (5.47) yields,[
0
y2
]T (
R−1 − R−1F(FTR−1F)−1FTR−1
) [ 0
y2
]
=
[
0
y2
]T (
R−1Fγ˜− R−1F (FTR−1F)−1FTR−1F︸ ︷︷ ︸
=Ip
γ˜
)
= 0.
Thus, the analytical expression (5.47) is undefined.
Observation 5.10. Let the correlation matrix R be positive definite. Assume that [F2, y2]
has full column rank but [F1, y1] is rank-deficient, i.e. the observed high-fidelity data can
be described exactly by a regression model f1(x)α. Then, the analytical expressions for the
Cokriging parameters (5.47)–(5.50) are well-defined, although they do not represent a valid
solution to the maximum likelihood problem. If these parameters are used to fit a Cokriging
model, the corresponding predictor takes the form
yˆ(x) = f1(x)α. (5.54)
Proof. Suppose the high-fidelity sample data can be interpolated exactly by a regres-
sion model of the chosen type f1(x). Then there exists a vector of regression coeﬃ-
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cients α ∈ Rp such that F1α = y1 or[
y1
0
]
=
[
F1 0
0 F2
] [
α
0
]
︸︷︷︸
=:α˜
= Fα˜.
Because [F2, y2] has full column rank, the matrix Fˆ1 in (5.51) is also not rank-deficient
and thus the analytical expressions (5.47)–(5.50) for the Cokriging parameters are well-
defined (but not guaranteed to be likelihood-optimal). Substitution in the numerator
of σ1/σ2 in (5.47) yields,[
0
y2
]T (
R−1F(FTR−1F)−1FTR−1 − R−1
) [y1
0
]
=
[
0
y2
]T (
R−1F (FTR−1F)−1FTR−1F︸ ︷︷ ︸
=Ip
α˜− R−1Fα˜)
= 0. (5.55)
Thus, σ1/σ2 = 0, which mathematically implies σ21 = 0 and ε1(x) ≡ 0. Notwith-
standing this, the blind evaluation of the analytic expressions (5.49) and (5.50) yields
β˜ = (FTR−1F)−1FTR−1
[
y1
0 · y2
]
= (FTR−1F)−1FTR−1Fα˜ = α˜ =
[
α
0
]
,
and
σ21 =
1
n1 + n2
(ys − Fβ˜)TR−1(ys − Fβ˜) = 1n1 + n2 0
T · R−1 · 0 = 0. (5.56)
This is not a valid solution to the maximum likelihood problem since the likelihood
function (5.41) is not even defined in the case σ21 = 0. However, the analytical ex-
pressions can be evaluated. If this case is not being intercepted, the construction of
a Cokriging predictor (5.38) yields
yˆ(x) = f1(x) β˜1︸︷︷︸
=α
+rT(x)R−1(y˜S − Fβ˜︸ ︷︷ ︸
=0
) = f1(x)α.
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In general, the computation of the numerical rank of a matrix is computationally
expensive compared to the other computations which are needed to set up a Cokrig-
ing predictor, see e.g. [32, § 5.4.1, § 5.4.3]. The conditions of the observations are thus
hard to check in practice. The next observation provides a more useful access to the
case described in Observation 5.10.
Observation 5.11. Suppose that the correlation matrix R is positive definite and the matrix
[F2, y2] has full column rank. Then, the analytical expression (5.47) yields σ1/σ2 = 0, if and
only if the high-fidelity sample points can be interpolated by a regression model of the chosen
type.
Proof. In the case that the high-fidelity sample points can be interpolated by a regres-
sion model of the chosen type, (5.56) in the proof of Observation 5.10 shows σ1/σ2 = 0.
On the other hand, suppose that the analytical expression (5.55) yields σ1/σ2 = 0. This
implies σ21 = 0, see Eq. (5.56) in the proof of Observation 5.10, i.e.
σ21 =
1
n1 + n2
(ys − Fβ˜)TR−1(ys − Fβ˜) = 0.
Due to the positive definiteness of the correlation matrix R, this yields
0 = (ys − Fβ˜) =
[
y1 − F1β˜1
σ1
σ2
y2 − F2β˜2
]
and thus y1 = F1β˜1, which states that the observed high-fidelity sample points can
be interpolated by a regression model of the chosen type.
These observations can be used to determine whether the Cokriging method in
combination with the selected regression model is generally applicable to a specific
interpolation problem. If the denominator in the analytical expression (5.47) for the
likelihood-optimal Cokriging parameter σ1/σ2 is determined to be 0, the low-fidelity
sample points can be interpolated by the chosen regression model and do therefore
not contain more information than the regression model itself. In that case, a single-
fidelity Kriging model can be used to interpolate the high-fidelity data by considering
the same regression model.
When the numerator in (5.47) is found to be 0, the high-fidelity sample points can
be interpolated by the chosen regression model. Especially if the evaluation of the
original high-fidelity model is computationally expensive, this may be caused by too
few high-fidelity sample points in relation to the degrees of freedom of the selected
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regression model (as is the case in the example in Remark 5.8). The evaluation of
the analytical expressions (5.47)–(5.50) is nevertheless possible, however the corre-
sponding Cokriging predictor matches the interpolating regression model and thus
does neither invoke any low-fidelity information nor take spatial correlations into
account.
In all other cases, the analytical expressions (5.47)–(5.50) yield valid solutions to the
maximum likelihood problem.
As announced in Section 5.2.3, Theorem 5.7 allows to cover the special case if the
cross-correlation scaling factor is set to ρ = 0 in a corollary:
Corollary 5.12. Suppose that the assumptions of Theorem 5.7 apply. Then the likelihood-
optimal Cokriging predictor for the cross-correlation scaling factor ρ = 0 reduces precisely to
the corresponding Kriging predictor that is based on the same regression function f1(x) and
the same correlation modelRθ(x, xˆ).
Proof. In the case ρ = 0, the correlation matrix R and thus its inverse R−1 reduce to
block diagonal form,
R−1 =
[
(R11)−1 0
0 (R22)−1
]
.
Because the matrix of regression values F features also block diagonal structure, the
same holds true for the matrix
A :=
[
RFM−1RTF − R−1
]
=
[
R−1F(FTR−1F)−1FTR−1 − R−1
]
,
which occurs in the analytic expression for the likelihood-optimal Cokriging param-
eter σ1/σ2 in (5.47). Substitution of the block diagonal matrix A in (5.47) yields
σ1
σ2
=
[
0
y2
]T [
A11 0
0 A22
] [
y1
0
]
[
0
y2
]T [−A11 0
0 −A22
] [
0
y2
] = − 0yT2 A22y2 = 0.
Note that the denominator yT2 A22y2 is non-zero, because we assumed that the as-
sumptions of Theorem 5.7 apply and thus the expression is well-defined. Because of
the block diagonal structure of F and R−1, the likelihood-optimal Cokriging param-
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eter β in (5.49) reduces to
β˜∗ = (FTR−1F)−1FTR−1
[
y1
0 · y2
]
=
[
(FT1 (R
11)−1F1)−1FT1 (R
11)−1y1
0
]
=
[
β˜1
0
]
.
Substitution in the expression for the Cokriging estimator (5.38) yields,
yˆ(x) = f1(x)β˜1 +
[
r1(x)T, r2(x)T
] [(R11)−1 0
0 (R22)−1
]([
y1
0
]
−
[
F1 0
0 F2
] [
β˜1
0
])
,
= f1(x)β˜1 + r1(x)T(R11)−1
(
y1 − F1β˜1
)
, (5.57)
which does not depend on the low-fidelity data. Furthermore, if the same regression
model f (x) and the same correlation kernelRθ(x, xˆ) (including the same correlation
parameter θ) is taken to set up a Kriging predictor based on the high-fidelity data
Y ≡ y1, the corresponding likelihood-optimal Kriging parameter βˆ in (5.23) coincides
with the Cokriging parameter β˜1. Thus, the Kriging estimator (5.6) equals exactly the
Cokriging estimator (5.57) in this case.
These observations clarify that the Cokriging predictor (5.38) indeed generalizes
Kriging and regression.
5.2.5. Numerical validation of the findings
This subsection is based on Section 5.2 and 5.3 of our article [6].
For the purpose of validation of the findings presented in the previous subsections,
the academic test case from [28, p. 173] is considered. It is demonstrated that the
closed form likelihood optima derived in Section 5.2.3 indeed coincide with their
numerically optimized counterparts obtained by the fixed point iteration of [36, § III,
p. 11]. Furthermore, it is shown that including low-fidelity samples also at locations
where high-fidelity samples are available, i.e., X ⊂ X˜ is beneficial.
The academic example established itself as a standard test case and has been stud-
ied in e.g. [18, 36]. However, it should be mentioned that this example exhibits a spe-
cial linear relation between the associated high- and low-fidelity models that is hardly
ever encountered in real-life applications. Hence, the almost perfect performance of
many VFM models for this example may be deceiving and cannot be expected to
transfer to real-life applications, see also [18].
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parameter analyt. fixed point it. diﬀerence (Eucl. norm)
σ1/σ2 2.0000 2.0000 6.2222 · 10−10
σ21 31.3683 31.3682 1.3733 · 10−4
β =
[
β1
β2
] 
0.6262
5.9453
−19.3738
25.9453


0.6262
5.9453
−19.3738
25.9453
 6.2281 · 10−5
Table 2.: Resulting Cokriging parameters determined using the two diﬀerent approaches and
the Euclidean norm of their respective diﬀerences
The high-fidelity function reads
y1 : [0, 1]→ R, x 7→ (6x− 2)2 sin(12x− 4), (5.58)
the associated low-fidelity function is set to
y2 : [0, 1]→ R, x 7→ 0.5 y1(x) + 10 (x− 0.5) + 5. (5.59)
The same sampling as in [36, § V.A, p. 13 et sqq.] with n1 = 3 high-fidelity and n2 = 11
low-fidelity sample points is considered: three high-fidelity samples were computed
at X = {0.0, 0.6, 1.0} and eleven low-fidelity samples were computed at equidistant
locations X˜ = {0.0, 0.1, . . . , 0.9, 1.0}. Note that every high-fidelity sample location
also appears as a low-fidelity sample location, i.e., X ⊂ X˜ .
To demonstrate that the analytically determined Cokriging parameters coincide
with those obtained by the fixed point iteration introduced in [36, § III, p. 11], two
Cokriging models were fitted based on the given data sets. For the first model, the
Cokriging parameters were computed using (5.47)–(5.50). For the second model, the
fixed point iteration was used. In both cases, a linear regression model f (x)β =
β0 + β1x and the Gaussian correlation kernel
Rθ(x, xˆ) = e−θ|x−xˆ|2 (5.60)
were employed and the cross-correlation scaling factor was set to ρ = 1.0− 10−10.
The analytically determined Cokriging parameters and those determined by the
fixed point iteration introduced in [36, § III, p. 11] are listed in Table 2.
5.2. Cokriging 60
0.0 0.2 0.4 0.6 0.8 1.0
x
−25
−20
−15
−10
−5
0
5
10
15
20
y
high-fidelity data y1
low-fidelity data y2
test function
Kriging through y1
Cokriging (analyt.)
Cokriging (fixed point it.)
Figure 7.: Approximation of the analytical test function using Kriging and Cokriging. For the
latter, the predictor associated with the closed-form optimal MLE parameters is
compared with the predictor where these parameters were found via a numerical
fixed point iteration.
As one can see from Table 2, the Cokriging parameters coincide up to a numerical
accuracy of order 10−4. The likelihood-optimal correlation parameter θ was found
to be θ = 23.6364.9 A plot of the resulting Cokriging predictors is shown in Figure 7.
For comparison, a Kriging model was constructed using only the three high-fidelity
sample points, which is also displayed in Figure 7.
As both the numerically optimized and the closed-form parameters virtually co-
incide, so do the corresponding Cokriging predictors.
Next, the benefits of an inclusive low-fidelity sampling X ⊂ X˜ are demonstrated.
To this end, the same three high-fidelity sample points of X were kept but the low-
fidelity samples were reduced to X˜2 = X˜ \ X with n2,2 = 8 sample locations. Al-
though the correlation matrix R is nonsingular even for ρ = 1, the cross-correlation
scaling factor ρ was set to 1.0 − 10−10 for better comparison to the previous case.
Figure 8 shows the resulting Cokriging predictor in comparison with the Cokiging
predictor based on the inclusive sampling X˜ .
9 The numerical optimization of the correlation parameter θ is diﬃcult as the objective function is
multimodal, numerically often unstable and since the search may get stuck in local optima. In order
not to deviate from the main purpose of this work and to ensure that the results are not corrupted by
insuﬃcient numerical optima, the correlation parameters θ was determined by a brute force exhaustive
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Figure 8.: Approximation of the analytical test function using Cokriging with two diﬀerent
low-fidelity data sets: the original one X˜ , used in the first test case, and the reduced
low-fidelity sample set X˜2 = X˜ \ X
As in the previous case, both Cokriging methods yield the same parameters and
thus the same predictor. The correlation parameter θ was found to be 10.0000. Al-
though the approximation given by the Cokriging predictors in the second case is
still good, the results in the first test case are significantly better. For comparison,
an approximation to the L2 norm of the error
‖y(x)− yˆ(x)‖L2 =
(∫ 1
0
(y(x)− yˆ(x))2 dx
)1/2
(5.61)
was computed by quadrature with the rectangle rule based on an equidistant sam-
pling at 1000 sites xˆi = 0.001 · i, i = 0, . . . , 999,
‖y(x)− yˆ(x)‖L2 ≈
(
1
1000
999
∑
i=0
(y(xˆi)− yˆ(xˆi))2
)1/2
. (5.62)
By this procedure, the error of the first model using X˜ as low-fidelity sample set
was found to be ‖y(x) − yˆ(x)‖L2 ≈ 0.1092, while the error of the second model
using X˜2 as low-fidelity sample set is ‖y(x)− yˆ(x)‖L2 ≈ 1.0683, which is 10 times
search on a full factorial grid of 100 sample sites per coordinate direction.
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higher. Thus, the Cokriging predictor clearly benefits from an inclusive low-fidelity
sampling.
5.2.6. Numerical investigation of the cross-correlation scaling factor ρ
To investigate the dependency of the Cokriging predictor on the cross-correlation
scaling factor ρ, the analytical test case presented in the previous subsection is con-
sidered. While the correlation parameter θ is fixed to θ = 23.6364 (which was found
to be likelihood-optimal for ρ = 1.0− 10−10 in the previous subsection), the cross
correlation scaling factor ρ was varied between ρ = 0.0 and ρ = 1.0− 10−7. Again,
a linear regression model and a Gaussian correlation kernel were used. The Cok-
riging parameters were determined using the closed-form expressions (5.47)–(5.50).
For comparison purposes, a Kriging predictor yˆK(x) was built by using the same pa-
rameter settings, but only the high-fidelity sample points. In Figure 9, Cokriging
predictors for ρ ∈ {0.0, 0.5, 0.9, 0.99, 0.999, 0.9999999} and the Kriging model are
displayed.
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Figure 9.: Cokriging predictors for diﬀerent choices of the cross-correlation scaling factor ρ
For better judging the experiments, approximations to the L2 error between the
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diﬀerent Cokriging models and the test function y(x) were computed, employing
the quadrature formula (5.62) as before. The Kriging model yˆK(x) was also included
in the comparison. The results are listed in Table 3. In addition, Figure 10 displays
ρ approx. to ‖y(x)− yˆ(x)‖L2 approx. to ‖yˆK(x)− yˆ(x)‖L2
0.0 5.7526 3.8853 · 10−11
0.5 5.4273 0.3254
0.9 3.2566 2.4969
0.99 0.5924 5.1694
0.999 0.1256 5.6895
0.9999999 0.1092 5.7529
Table 3.: Approximation to the error ‖y(x)− yˆρ(x)‖L2 and the L2 norm of the diﬀerence to
the Kriging model for the Cokriging predictors for diﬀerent values of the cross-
correlation scaling factor ρ, using eq. (5.62)
the corresponding condensed log-likelihood function (5.53) as a function of the cross-
correlation scaling factor ρ.
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Figure 10.: Condensed log-likelihood function for the analytical test case with fixed correla-
tion parameter θ = 23.6364 as a function of the cross-correlation scaling factor ρ
As one can see from Figure 9 and the results in Table 3, the scaling factor ρ has
a large impact on the Cokriging predictor. The higher the cross-correlation scaling
factor is, the more is the trend of the low-fidelity sample points taken into account. In
accordance with the theoretical result given in Corollary 5.12, the Cokriging predictor
for ρ = 0 coincides up to a numerical accuracy of the order 10−11 with the Kriging
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predictor which does not consider any low-fidelity information. As the scaling factor
ρ increases, the local extrema which are indicated by the course of the low-fidelity
data become increasingly pronounced in the Cokriging predictor.
These results suggest that the scaling factor ρ can be seen as a regularization pa-
rameter which allows to control the impact of the low-fidelity sample points on the
Cokriging predictor. However, Figure 10 shows that the condensed log-likelihood
function, which, as mentioned above, is commonly used to determine the hyper-
parameter θ numerically, increases rapidly for ρ → 1. Simultaneously, the correla-
tion matrix R becomes more and more ill-conditioned and thus the numerical error
introduced when solving linear systems with R grows. This can be taken as an ad-
ditional indication that the cross-correlation scaling factor ρ is to be treated as a
regularization parameter rather than a statistical quantity as its likelihood optimum
seems to be at ρ = 1. Note also that in the case at hand, a numerical optimization
of ρ will either move towards the lower bound ρ = 0 or the upper bound ρ = 1,
depending on the chosen start location. This behavior seems to be typical as we
have observed the same progression of the condensed log-likelihood function also
in diﬀerent other test cases, cf. [6, Fig. 8]. The parameter ρ should therefore not be
included in the numerical likelihood optimization process.
5.3. Hierarchical Kriging
Another Kriging-based variable-fidelity surrogate modeling approach goes under
the name Hierarchical Kriging, [34]. It is based on the simple idea of using an or-
dinary Kriging model for the low-fidelity data as regression model for the Kriging
interpolation of the high-fidelity data.
As before, suppose the high-fidelity model y1 and the low-fidelity model y2 are
sampled at a set of locations X = {x1, . . . , xn1} ⊂ Rd and X˜ = {x˜1, . . . , x˜n2} ⊂ Rd,
respectively, the corresponding responses being
Y1 = [y1, . . . , yn1 ]T := [y1(x1), . . . , y1(xn1)]T ∈ Rn1 ,
Y2 = [y˜1, . . . , y˜n2 ]T := [y2(x˜1), . . . , y2(x˜n2)]T ∈ Rn2 .
(5.63)
As a first step, a Kriging model is constructed based on the low-fidelity data only.
Following the approach described in Sec. 5.1, we obtain
yˆ2(x) = f2(x)βˆ2 + rT2 (x)R
−1
2 (Y2 − F2βˆ2), (5.64)
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where f2 : Rd → Rp is a regression model with regression parameters βˆ2 ∈ Rp,
F2 = ( f2(x˜1), . . . , f2(x˜n2))T ∈ Rn2×p is the matrix of regression function values,
R2 ∈ Rn2×n2 is the correlation matrix of the low-fidelity sampled locations X˜ and
r2(x) ∈ Rn2 is the vector of correlations between the location x and the sampled
locations X˜ .
Under the assumption that the low-fidelity sample points give a good trend of the
quantity of interest, this low-fidelity Kriging model is a suitable regression model for
the Kriging interpolation of the high-accurate data. Following this idea, the resulting
Hierarchical Kriging surrogate model for y1 reads
yˆ(x) = yˆ2(x)βˆ+ rT(x)R−1(Y1 − F1βˆ), (5.65)
where βˆ ∈ R is a regression parameter which acts as a scaling factor for the low-
fidelity model, F1 = (yˆ2(x1), . . . , yˆ2(xn1))T is the matrix of regression function val-
ues, R ∈ Rn1×n1 is the correlation matrix of the high-fidelity sample locations X
and r(x) ∈ Rn1 is the vector of correlations between the location x and the sampled
locations X .
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6. Variable-fidelity surrogate modeling of
multi-dimensional responses
In this section, the variable-fidelity methodology is transferred to the setting of
multi-dimensional responses.10 A simple and well-known approach for the construc-
tion of non-intrusive single-fidelity surrogate models for high-dimensional outputs
combines the low-rank approximation technique proper orthogonal decomposition
(POD) and single-fidelity response surface models like Kriging, [9]. To invoke data of
diﬀerent levels of accuracy, we extended this approach to variable-fidelity response
surfaces. After a short introduction to POD in Sec. 6.1, the new variable-fidelity sur-
rogate modeling approach for vector-valued outputs is described in Sec. 6.2. Some
technical remarks to this approach are given in Sec. 6.3, followed by a discussion on
error estimation and the introduction of adaptive sampling strategies in Sec. 6.4.
6.1. Proper orthogonal decomposition
This subsection is based on [68, § 2.1] and [63, § 2].
Given a set of sampled data in a vector space U , POD aims to find a k-dimensional
subspace Uk ⊂ U so that the error of projecting the sampled data onto the subspace
Uk is minimized. Assume that the original model is of the form,
y : D × [0, T]→ RN, (6.1)
with N < ∞ and D ⊂ Rd. For an introduction to POD in infinite-dimensional
vector spaces, the reader is referred to [69].
The original model is sampled at a set of locations X = {x1, . . . , xn} ⊂ D to
obtain the trajectories Y := {yi : [0, T] → RN, i = 1, . . . , n}. The goal is to find a
projection Πk : RN → Uk of rank k that minimizes the total least-squares distance
‖Y −ΠkY‖2 :=
n
∑
i=1
∫ T
0
‖yi(t)−Πkyi(t)‖2 dt. (6.2)
The solution to this problem is given by the following theorem, [63, Thm. 1]:
10 In the remainder of this work, we will sometimes also use the term multiple-input multiple-
output (MIMO) model for models with multi-dimensional responses, as common in the model order
reduction community.
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Theorem 6.1. Let the symmetric, positive semi-definite matrix K ∈ RN×N be defined as,
K :=
n
∑
i=1
∫ T
0
yi(t)yi(t)T dt, (6.3)
and let the eigenvalues of K be given in decending order, λ1 ≥ · · · ≥ λn ≥ 0. Furthermore,
let ui ∈ RN, i = 1, . . . , n be the corresponding orthonormal eigenvectors, i.e.,
Kui = λiui, (6.4)
and
〈
ui, uj
〉
= δij for i, j = 1, . . . , n. Then, the projection
Πk :=
k
∑
i=1
ui(ui)T, (6.5)
minimizes the total least-squares distance ‖Y − PY‖2 in Eq. (6.2) among all projections P of
rank k and it holds
‖Y −ΠkY‖2 =
n
∑
i=k+1
λi (6.6)
Theorem 6.1 provides an instruction of how to determine a least-squares optimal
k-dimensional subspace: The problem reduces to an eigenvalue problem. The or-
thonormal basis {u1, . . . , uk} of the subspace Uk is called POD basis and the vectors
ui, i = 1, . . . , k are called POD modes. The error formula in Eq. (6.6) is useful to
answer the question of how to choose the dimension k of the approximating sub-
space: It motivates the definition of the relative information content of the first k POD
modes, [63, Sec. 2.2, p. 98],
RIC(k) := ∑
k
i=1 λi
∑Ni=1 λi
. (6.7)
Usually, the POD basis is truncated after k POD modes, if the relative information
content of these modes reaches a preset threshold, RIC(k) ≥ 1− ε with 0 < ε ≤ 1.
It is clear that to obtain a good approximating and low-dimensional subspace Uk
by means of a small least-squares error in Eq. (6.6) and a small dimension k, the
eigenvalues of the matrix K need to decay suﬃciently fast. In practice one indeed
observes an exponential decay of the eigenvalues in many applications, [63, p. 99,
Remark 2].
Remark 6.2. Often one is interested in an aﬃne subspace instead of a linear subspace, cf. [63,
Remark 1, p. 98]. For example suppose we observe the flow fields of diﬀerent car geometries
6.1. Proper orthogonal decomposition 68
in a wind tunnel. In huge areas of the wind tunnel, the flow fields will be quasi identical. In
this case, it is therefore reasonable to view the overall flow field as a superposition of a mean
flow and geometry dependent flow structures, which we are interested in. In this scenario, the
matrix K in Eq. (6.3) is constructed in terms of the centered data instead of the original data,
i.e. it is defined by
K :=
n
∑
i=1
∫ T
0
(yi(t)− y)(yi(t)− y)T dt, (6.8)
where y ∈ RN is the mean value of the original data,
y :=
1
nT
n
∑
i=1
∫ T
0
yi(t) dt. (6.9)
The aﬃne linear space of dimension k is then given by y + Uk, where Uk is the optimal k-
dimensional subspace following the approach given in Theorem 6.1.
The computation of the POD modes requires the solution of a N × N eigenvalue
problem Eq. (6.4). When dealing with flow problems, the number of grid points and
thus the dimension N is often very large and a direct solution of the eigenvalue prob-
lem is therefore not feasible.
A way out is proposed by Sirovich, [75], in the “method of snapshots”, [68, p. 4 et
seq.]. If the data is given at discrete time instances t1, . . . , tm ∈ [0, T], the time integral
in Eq. (6.3) is approximated by using a quadrature rule,
K ≈ K˜ =
n
∑
i=1
m
∑
j=1
yi(tj)yi(tj)T · δj (6.10)
with quadrature coeﬃcients δ1, . . . , δm > 0. By setting
Y˜ :=
[
y1(t1)
√
δ1, . . . , y1(tm)
√
δm, . . . , yn(t1)
√
δ1, . . . , yn(tm)
√
δm
]
,
the matrix K˜ can be expressed by the matrix product,
K˜ = Y˜Y˜T.
Instead of solving the N × N eigenvalue problem for K˜, Sirovich proposed to solve
the nm× nm eigenvalue problem
Y˜TY˜vi = λivi, vi ∈ Rnm. (6.11)
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The eigenvalues of the matrix Y˜TY˜ coincide with those of the matrix K˜, since multi-
plication of Eq. (6.11) with Y˜ from the left yields(
Y˜Y˜T
)
Y˜vi = λiY˜vi.
Furthermore, the eigenvectors of the matrix K˜ can be expressed in terms of the eigen-
vectors of Y˜TY˜,
ui =
1√
λi
Y˜vi, (6.12)
where the scaling factor 1√
λi
needs to be introduced due to normalization. If nm is
smaller than N, the eigenvalue problem Eq. (6.11) can be solved more eﬃciently than
the original one.
In our case, the evaluation of the original model yields time-independent steady-
state solution vectors instead of time-dependent trajectories that is
Y = {y1, . . . , yn} ⊂ RN.
The problem of finding an approximating k-dimensional subspace of RN which
minimizes the least-squares error in Eq. (6.2) is strongly related to the SVD of a rect-
angular matrix, cf. Section 2.4. To see this, let the so-called snapshot matrix be defined
by Y := [y1, . . . , yn] ∈ RN×n, let r := rank(Y) and let Y = UΣVT be a SVD of Y. The
matrix K in Eq. (6.3) simplifies to
K =
n
∑
i=1
(yi)(yi)T = YYT. (6.13)
By using the SVD of Y, the matrix K can be written as,
K = YYT = UΣVTVΣTUT = UΣΣTUT,
where ΣΣT = diag(σ21 , . . . , σ2r , 0, . . . , 0) ∈ Rn×n is a diagonal matrix which contains
the squared singular values of Y in descending order on it’s diagonal. Since the ma-
trix U = [u1, . . . , un] is orthogonal, this is an eigendecomposition of the matrix K.
Thus, the non-zero eigenvalues of K are exactly the squares of the singular values
σ1, . . . , σr of Y and the corresponding eigenvectors of K are given by the right sin-
gular vectors u1, . . . , ur of Y. The optimal rank-k subspace Uk ⊂ RN is therefore
spanned by the first k columns {u1, . . . , uk} of the matrix U.
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As discussed in Section 3.2, to obtain a suﬃciently accurate flow solution, the num-
ber of grid points needs to be very large, which leads to a high computational eﬀort
associated with a flow simulation. As a result, the number of grid points exceeds the
number of aﬀordable sample evaluations by some orders of magnitudes, n N. In
this situation, the computation of the matrix productYYT orYTY should be avoided.
The SVD turned out to be numerically more stable for the computation of the POD
modes, [33, p. 13].
6.2. Combining POD and variable-fidelity RSM
Suppose D ⊂ Rd is the domain of input variables and we aim to approximate the
high-fidelity model y1 : D → RN with assistance of a less accurate low-fidelity model
y2 : D → RN , which describes the same quantity.
As in the case of scalar-valued responses, the multi-dimensional quantity is sam-
pled at few high-fidelity locationsX = {x1, . . . , xn1} ⊂ D and some low-fidelity loca-
tions X˜ = {x˜1, . . . , x˜n2} ⊂ D. Without loss of generality, cf. Remark 6.2, we consider
the corresponding high- and low-fidelity responsesY = {yi := y1(xi), i = 1, . . . , n1}
and Y˜ = {y˜i := y2(x˜i), i = 1, . . . , n2}, the so called snapshots, to be centered
n1
∑
i=1
yi +
n2
∑
i=1
y˜i = 0 (6.14)
and stored in the snapshot matrix Y,
Y =
[
y1, . . . , yn1 , y˜1, . . . , y˜n2
]
∈ RN×n (6.15)
where n := n1 + n2 is the total number of snapshots (we assume N  n).
Computing the first r = rank(Y) POD modes by performing a SVD of the snap-
shot matrix Y = UΣVT, yields the POD basis {u1, . . . , ur} ⊂ RN as well as corre-
sponding singular values σ1 ≥ · · · ≥ σr > 0 and the associated right singular vectors
{v1, . . . , vr} ⊂ Rn, cf. Sec. 6.1. If the POD basis is not truncated, every snapshot can
be represented exactly by a linear combination of the POD basis modes u1, . . . , ur.
Otherwise, the same holds true for the projectionsYk of the snapshot vectors onto the
POD subspace Uk = span{u1, . . . , uk}. For the sake of simplicity, the following con-
struction of the surrogate model is done for the case that the basis is not truncated.
The ideas transfer to a truncated basis analogously.
As with the known case of single-fidelity surrogate models reviewed by Braconnier
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et al. [9], we understand the problem of constructing a variable-fidelity surrogate
model as an interpolation problem of scalar-valued basis coeﬃcients. Every high-
and low-fidelity snapshot has a unique representation in the POD basis,
y1 = y1(x1) = a11 u
1 + a12 u
2 + . . . + a1r ur,
y2 = y1(x2) = a21 u
1 + a22 u
2 + . . . + a2r ur,
...
yn1 = y1(xn1) = a
n1
1 u
1 + an12 u
2 + . . . + an1r ur,
y˜1 = y2(x˜1) = a˜11 u
1 + a˜12 u
2 + . . . + a˜1r ur,
y˜2 = y2(x˜2) = a˜21 u
1 + a˜22 u
2 + . . . + a˜2r ur,
...
y˜n2 = y2(x˜n2) = a˜
n2
1 u
1 + a˜n22 u
2 + . . . + a˜n2r ur,
(6.16)
with
aji =
〈
yj, ui
〉
= σivij , j = 1, . . . , n1, i = 1, . . . , r,
a˜ji =
〈
y˜j, ui
〉
= σivin1+j, j = 1, . . . , n2, i = 1, . . . , r.
(6.17)
In other words, there is one i-th basis coeﬃcient for every high- and low-fidelity
sample location corresponding to the centered snapshots. These values, a1i , . . . , a
n1
i
and a˜1i , . . . , a˜
n2
i , can be considered as (scalar-valued) high- and low-fidelity samples
of the basis coeﬃcients at the sample locations x1, . . . , xn1 and x˜1, . . . , x˜n2 . Thus, a
variable-fidelity response surface modeling technique like Cokriging can be used to
fit one surrogate model aˆi(x) for every basis coeﬃcient ai, i = 1, . . . , r.
A prediction at an untried location x ∈ D is made by evaluating the coeﬃcient
models aˆi at x and computing the linear combination
yˆ(x) = aˆ1(x)u1 + aˆ2(x)u2 + · · ·+ aˆr(x)ur (6.18)
of the POD basis vectors.
The procedure to construct a variable-fidelity POD surrogate model is described
in Algorithm 1.
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Algorithm 1 Construction of a variable-fidelity multiple-output surrogate model
Input: y1 : D → RN high-fidelity model
y2 : D → RN low-fidelity model
X = {x1, . . . , xn1} ⊂ D high-fidelity sample set
X˜ = {x˜1, . . . , x˜n2} ⊂ D low-fidelity sample set
Output: yˆ : D → RN surrogate model
1: Compute high-fidelity snapshots y1 := y1(x1), . . . , yn1 := y1(xn1).
2: Compute low-fidelity snapshots y˜1 := y2(x˜1), . . . , y˜n1 := y2(x˜n2).
3: Collect snapshots in snapshot matrix Y := [y1, . . . , yn1 , y˜1, . . . , y˜n2 ].
4: Compute SVD of snapshot matrix Y = UΣVT.
5: Determine k = r with σr > 0 and σr+1 = 0,
alternatively, determine k := min{m | RIC(m) > 1− ε} for a preset ε > 0.
6: for i = 1, . . . , r do
7: Compute the high- and low-fidelity basis coeﬃcients,
a1i = σiv
i
1, . . . , a
n1
i = σiv
i
n1 ∈ R,
a˜1i = σiv
i
n1+1
, . . . , a˜n2i = σiv
i
n1+n2 ∈ R.
8: Use (x1, a1i ), . . . , (x
n1 , an1i ) and (x˜
1, a˜1i ), . . . , (x˜
n2 , a˜n2i ) to fit a variable-fidelity
RSM aˆi(x) for the i-th basis coeﬃcient, e.g. via Cokriging.
9: end for
10: return yˆ : D → RN, x 7→ aˆ1(x)u1 + · · ·+ aˆk(x)uk.
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For single-fidelity Kriging interpolation, it was shown in [80, Observation 2, p. B517]
that entry-by-entry interpolation of the snapshot vector entries yields exactly the
same surrogate model as the interpolation of the corresponding basis coeﬃcients—
provided the same correlation parameter θ and the same regression model f (x) is
chosen for all Kriging models. This fundamental result applies to variable-fidelity
Kriging models as well:
Lemma 6.3. If the POD basis is not truncated, then for a fixed correlation parameter θ and
the same regression model f (x), entry-by-entry Kriging, Cokriging or Hierarchical Kriging
interpolation of the snapshot vector entries yields exactly the same surrogate model as the in-
terpolation of the corresponding basis coeﬃcients.
Proof. The result was proven in [80, Observation 2, p. B517] for the case of RBF inter-
polation and it was stated that the same argumentation holds for Kriging interpola-
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tion. The arguments transfer to Cokriging as well:
The most important point to notice is that the Cokriging weights vector λ˜(x) which
is defined by [
λ˜(x)
µ˜(x)
]
=
[
R F
FT 0
]−1  r(x)f T1 (x)
0
 ,
cf. Eq. (5.37), does not depend on the vector of sampled function values. So provided
that the same sample locations X and X˜ are given and the same correlation kernel
Rθ(x, xˆ) as well as the same regression model f (x) is considered, the Cokriging
weights are exactly the same, independent of the quantity which is to be interpolated.
If the vector of sampled function values at the locations X and X˜ is denoted by Z,
the Cokriging predictor is given by the linear combination of these sampled function
values with the weights,
zˆ(x) = [ZT, 0]
[
λ˜(x)
µ˜(x)
]
.
Let yˆi(x) denote the Cokriging predictor for the i-th component of the snapshot
vectors, then entry-by-entry interpolation yields
yˆe.-by-e.(x) :=

yˆ1(x)
...
yˆN(x)
 =

[y11, . . . , y
n
1 , 0] ·
[
λ˜(x)
µ˜(x)
]
...
[y11, . . . , y
n
1 , 0] ·
[
λ˜(x)
µ˜(x)
]

= [Y, 0]
[
λ˜(x)
µ˜(x)
]
. (6.19)
On the other hand, the snapshot matrixY can be rewritten in terms of the POD basis
representation of the snapshots,
Y = [y1, . . . , yn] = [u1, . . . , ur] ·

a11 a
n
1
... . . . ...
a1r anr
 , (6.20)
where for simplicity n = n1 + n2 and a
n1+j
i = a˜
j
i for j = 1, . . . , n2, i = 1, . . . , r
compared to the notation in Eq. (6.16)–(6.17).
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By this, the interpolation of the POD basis coeﬃcients yields,
yˆbc(x) := [u
1, . . . , ur] ·

aˆ1(x)
...
aˆr(x)
 = [u1, . . . , ur] ·

[a11, . . . , a
n
1 , 0] ·
[
λ˜(x)
µ˜(x)
]
...
[a1r , . . . , anr , 0] ·
[
λ˜(x)
µ˜(x)
]

= [u1, . . . , ur] ·

a11 . . . a
n
1 0
... ... ...
a1r . . . anr 0
 ·
[
λ˜(x)
µ˜(x)
]
= [Y, 0]
[
λ˜(x)
µ˜(x)
]
, (6.21)
and thus exactly the same surrogate model as entry-by-entry interpolation of the
snapshot vector components, cf. Eq. (6.19).
For Hierarchical Kriging, the same argumentation holds for the Kriging inter-
polation of the low-fidelity snapshots. As a result, the low-fidelity surrogate model
derived by entry-by-entry Kriging interpolation of the low-fidelity snapshot vector
components coincides with the one derived by the Kriging interpolation of the cor-
responding POD basis coeﬃcients. Thus, since the low-fidelity surrogates are the
same, the arguments transfer for the Kriging interpolation of the high-fidelity snap-
shots as well.
The applicability, the benefits and drawbacks of Kriging based variable-fidelity
models have been widely discussed in the literature for scalar-valued outputs, see
Sec. 5.2. This result shows that the arguments extend to the proposed approach of
combining POD and Kriging based variable-fidelity interpolation methods. If Cok-
riging or Hierarchical Kriging are believed to yield good results for some interpola-
tion problems, the same holds true for the interpolation of vector-valued quantities
by following the approach proposed above. Moreover, Lemma 6.3 justifies the use of
a common POD basis for the low-fidelity and high-fidelity snapshots.
The next result addresses the relationship between the singular values and the
basis coeﬃcients. At first, observe that due to the orthonormal invariance of the
Euclidean norm (see e.g. [76, p. 232]), the following lemma holds.
Lemma 6.4. Let U ⊂ RN be an Euclidean space and {u1, . . . , um} be an orthonormal basis
of U . Let y = a1u1 + · · ·+ amum with a1, . . . , am ∈ R be an arbitrary vector of U . Then,
‖y‖2 = ‖a‖2, (6.22)
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with a = (a1, . . . am) ∈ Rm.
With this lemma at hand, one can prove the following lemma:
Lemma 6.5. Let Y ∈ RN×n be a snapshot matrix according to Eq. (6.15) with rank(Y) = r
and corresponding (not truncated) POD basis {u1, . . . , ur}. Furthermore, let y be a low- or
high-fidelity snapshot of Y, i.e. y = Yej for j ∈ {1, . . . , n}, with POD basis representation
y = a1u1 + · · ·+ arur. Then, it holds,
(i) |ak| ≤ σk,
(ii)
r
∑
i=k
a2i ≤ σ2k ,
for k = 1, . . . , r.
Proof. (i) According to Eq. (6.17), the k-th basis coeﬃcient of the snapshot y reads
ak = σkvkj , where v
k
j is the j-th component of the right singular vector v
k. The
matrix V = [v1, . . . , vn] is orthonormal, which implies ‖V‖2 = 1, due to the
orthonormal invariance of the Euclidean norm. As a result, the absolute value
of all entries of V has to be less or equal to 1, since
1 = ‖V‖2 = max‖z‖2=1
‖Vz‖2 ≥ ‖Vel‖2 =
√
(vl1)
2 + · · ·+ (vln)2,
for l = 1, . . . , n. Thus,
|ak| = |σkvkj | = |σk| · |vkj | ≤ σk,
which proves (i).
(ii) Let Yk = UkUTk Y, k ≤ r be the projection of the columns of Y onto the subspace
spanned by the first k left singular vectors. Due to the Eckart-Young Theorem it
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holds,
σ2k+1 = ‖Y−Yk‖22 = max‖u‖2=1
‖(Y−Yk)u‖22
= max
‖u‖2=1
‖(Y−UkUTk Y)u‖22 = max‖u‖2=1
uT(Y−UkUTk Y)T(Y−UkUTk Y)u
= max
‖u‖2=1
(
uTYTYu− uTYTUkUTk Yu− uTYTUkUTk Yu+ uTYTUkUTkUk︸ ︷︷ ︸
Ik
UTk Yu
)
= max
‖u‖2=1
(
uTYTYu− uTYTUkUTk Yu
)
≥ eTi YTYei − eTi YTUkUTk Yei = yTy− yTUkUTk y
= ‖y‖22 − ‖UTk y‖22.
Due to Lemma 6.4, we find ‖y‖22 = ‖a‖22 = ∑ri=1 a2i . Because the columns of
U are orthonormal and y ∈ span{u1, . . . , ur}, the coeﬃcients ai of the corre-
sponding basis representation y = a1u1 + · · · + arur are determined by the
inner products
ai = 〈y, ui〉, i = 1, . . . , r.
Therefore,
‖UTk y‖22 = ‖(a1, . . . , ak)‖22 =
k
∑
i=1
a2i .
Overall,
σ2k+1 ≥ ‖y‖22 − ‖UTk y‖22 =
r
∑
i=k+1
a2i
for k = 1, . . . , r− 1. In addition, it holds,
r
∑
i=1
a2i = ‖a‖22 = ‖y‖22 = ‖Yej‖22 ≤ ‖Y‖22
and ‖Y‖2 = σ1, see [32, Corollary 2.4.3, p. 76]. Collectively,
r
∑
i=k
a2i ≤ σ2k
holds for k = 1, . . . , r.
The lemma above states that the POD basis coeﬃcients of the snapshots, and thus
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the sampled data for the basis coeﬃcient models, decay with the corresponding sin-
gular values. If e.g. the singular value σk is close to 0, the same holds true for the
k-th basis coeﬃcient of every low- and high-fidelity sample point. As a result, each
basis coeﬃcient model operates in its own range of magnitudes bounded by the cor-
responding singular value and the additional error which is introduced when the
basis is truncated after k− 1 POD modes is small.
6.4. Error estimation and adaptive sampling strategies
One advantage of Kriging based response surface methods is that an estimator for
the mean squared error based on the prediction of spatial correlations is provided. If
such a statistical response surface model is used for the interpolation of POD basis
coeﬃcients, the following theorem holds.
Theorem 6.6. LetY ∈ RN×n be the snapshot matrix consisting of sample values of the high-
fidelity quantity y1 and the low-fidelity quantity y2. Let {u1, . . . , um} be the corresponding
POD basis and Um = [u1, . . . , um] as before. Suppose a Kriging-related variable-fidelity
response surface model, e.g. Cokriging or Hierarchical Kriging, is used to interpolate the POD
basis coeﬃcients of the snapshots to obtain a surrogate model yˆ for the quantity y1. The
following relationship holds for the mean squared error of the surrogate model yˆ and the mean
squared error of the basis coeﬃcient models aˆi, i = 1, . . . ,m.
MSE(x) := E
[
‖yˆ(x)−UmUTmy1(x)‖22
]
=
m
∑
i=1
E[(aˆi(x)− ai)2], (6.23)
where UmUTmy1(x) denotes the projection of the high-fidelity functional y1(x) onto the
POD subspace and ai are the unknown true coeﬃcient models, i = 1, . . . ,m.
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Proof. Due to the linearity of the expected value, it holds
MSE(x) = E
[
‖yˆ(x)−UmUTmy1(x)‖22
]
= E
[
‖(aˆ1(x)− a1)u1 + · · ·+ (aˆm(x)− am)um‖22
]
= E

∥∥∥∥∥∥∥∥Um ·

aˆ1(x)− a1
...
aˆm(x)− am

∥∥∥∥∥∥∥∥
2
2

= E
[aˆ1(x)− a1 , . . . , aˆm(x)− am]UTmUm︸ ︷︷ ︸
=Im

aˆ1(x)− a1
...
aˆm(x)− am


= E
[
(aˆ1(x)− a1)2 + · · ·+ (aˆm(x)− am)2
]
=
m
∑
i=1
E
[
(aˆi(x)− ai)2
]
.
This theorem allows to estimate the mean squared error of the surrogate model
(6.18) based on the predicted spatial correlation of the coeﬃcient models.
In [67], diﬀerent adaptive sampling strategies for Kriging based response surface
methods are compared. Two of these approaches make use of the mean squared er-
ror estimator of the Kriging method: the MSE method and the sampling sensitivity
method. Due to Theorem 6.6, both methods can be directly transferred to the sur-
rogate modeling method considered in this section. These two methods, as well as
other suitable adaptive sampling strategies for the surrogate modeling approach for
vector-valued outputs presented in this section are recapped in the following.
6.4.1. Leave-one-out cross-validation
The leave-one-out cross-correlation is a widely used method for model assess-
ment, [28, Sec. 2.1.2, p. 36], [67, Sec. 4.2, p. 857]. The (high-fidelity) sample set X
is reduced by one sample point xi and a new surrogate model yˆ−i(x) is computed
based on the remaining points X \ {xi}. The exact error of the surrogate model
yˆ−i(x) at the neglected sample location xi,
ei = ‖y−i(xi)− yi‖, (6.24)
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can be viewed as an indicator for the information density in the neighborhood of
the sample location xi. The mean of all cross-validation errors ei, i = 1, . . . , n can be
used for model assessment as a global error,
e =
1
n
n
∑
i=1
ei. (6.25)
The concept of leave-one-out cross-validation can be extended to a local error in-
dicator by introducing the error function
e(x) =
1
n
n
∑
i=1
‖yˆ−i(x)− yˆ(x)‖, x ∈ D. (6.26)
A disadvantage of this error function is that it is clearly non-zero at every sample
point already existing in the sample set. It should therefore be used in combination
with other techniques to obtain specific locations of new sample sites. In the work
of Braconnier et al. [9, § 3.4.1–3.4.2] the error function was combined with a so-called
quad-tree data structure, to adaptively improve a Kriging-based single-fidelity surro-
gate model for vector-valued outputs. Following this method, new sample sites are
added close to existing sites with large cross-validation error. The procedure is iter-
ated until the cross-validation error e in Eq. (6.25) falls below a preset threshold. The
authors compared their method to a priori sampling strategies like Random Latin
Hypercube with the same number of sample sites and found the adaptive sampling
strategy to be the most eﬃcient among the compared.
6.4.2. The MSE method
A straight-forward idea to obtain an error measure is to use the mean squared
error estimate provided by Kriging based surrogate models, [67, § 4.1, p. 857]. The
MSE method selects a new sample site x∗ at the location in the input parameter
space D, where the mean squared error is estimated largest:
x∗ = arg max
x∈D
MSE(x). (6.27)
Due to Theorem 6.6, this sampling strategy directly transfers to the MIMO surro-
gate models presented above.
As also mentioned by the authors in [67], the predicted MSE is zero at each sample
site and increases with growing distance to existing sample points. For that reason,
the predicted MSE is suitable to detect gaps in the sampling set. Nevertheless, it
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should be mentioned that the prediction of the MSE only relies on the estimated
spatial correlation between the given sample points. The predictor does not have any
information about the real diﬀerence between the Kriging model and the original
model at an untried point. Therefore, the quantitative values of the predicted MSE
have to be treated with caution.
6.4.3. Sampling sensitivity method
To address the issues associated with the cross-validation error and the Kriging
MSE estimator, Laurenceau et. al combined both strategies to define an adaptive
sampling criterion for response surface Kriging models, [48, Sec. 2.2.2].
A new sample point is selected at
x∗ = arg max
x∈D
e(x)MSE(x), (6.28)
where e(x) is the cross-validation error defined in Eq. (6.26) and MSE(x) is the
mean squared error estimate of the surrogate model. As with the MSE method, this
idea directly transfers to the surrogate modeling technique for vector-valued quan-
tities presented above.
The authors called their selecting criterion sampling sensitivity method and com-
pared this approach to other sampling strategies. Among diﬀerent approaches pre-
sented in [48], the sampling sensitivity method yields the best surrogate models for
the chosen aerodynamic test case.
6.4.4. Adaptive gridding method
In [67], the sampling sensitivity method was also compared to the adaptive grid-
ding method, introduced in [11, Sec. 5, p. 57 et seq.]. The idea of adaptive gridding,
is to divide the parameter space D into smaller subdomains according to the esti-
mated correlation length of the diﬀerent parameters. Leave-one-out cross-validation
is then performed locally at these subdomains. Whenever the cross-validation error
in a subdomain exceeds a preset threshold, a new sample point is added in this sub-
domain. In the original article, [11, Sec. 6, p. 60 et sqq.], the new sample point is added
at a location x∗ which maximizes the determinant of the Kriging correlation matrix
corresponding to the sample set X supplemented by the new point x∗. This local
optimization step does not directly transfer to the multi-dimensional case described
above, due to the fact that there is one correlation matrix for each basis coeﬃcient
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model. Instead, for example the MSE method can be used to determine a new sample
location. The adaptive gridding strategy has the advantage that it can be run com-
pletely in parallel. While the other presented methods search for global maxima of
the corresponding error term and add only one new sample location per iteration,
the adaptive gridding method searches for local optima of the error term in smaller
subdomains.
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7. Numerical experiments
In this section, the proposed techniques from Sec. 6 are investigated by means
of numerical experiments. After a proof of concept for the variable-fidelity surro-
gate modeling of vector-valued quantities and the extended adaptive sampling MSE
method in Sec. 7.1.1 and Sec. 7.1.2, we focus on the applicability of the variable-fidelity
surrogate modeling technique in industrial car shape optimization. To this end, two
diﬀerent case studies were set up regarding a high-resolution model of a Volkswa-
gen Passat B6 in a windtunnel11: For the first case study in Sec. 7.2, the rear roof of
the car was parameterized via free-form deformation with five design-parameters.
Low- and high-fidelity data was generated by RANS simulations. For the second case
study considered in Sec. 7.3, three design parameters were introduced at the rear of
the car. While RANS simulations serve as low-fidelity data generators, DES was used
to produce high-fidelity data.
7.1. Proof of concept
7.1.1. Variable-fidelity surrogate modeling for vector-valued outputs
To show the general applicability of the proposed variable-fidelity surrogate mod-
eling technique for vector-valued outputs, we consider a two-dimensional airfoil pro-
file as a benchmark problem. The geometry and the computational grid of the airfoil
were taken from the tutorial airfoil2D for the incompressible steady-state Navier-
Stokes flow solver simpleFoam of the OpenFOAM project [77] (version 2.3). The com-
putational grid corresponds to the spatial discretization of the underlying Navier-
Stokes PDE and features 21, 821 points and 10, 720 cells. The grid is displayed in
Figure 11.
This test case has been considered in our article [6] as well. However, the pur-
pose in [6] was to demonstrate theoretical findings on the Cokriging response sur-
face method. The quantity of interest in this study was the scalar-valued lift-to-drag
ratio as a function of the angle of attack of the incoming flow. In the study at hand,
we aim to approximate the whole pressure field in the discretized space depending
on the angle of attack α.
The velocity of the incoming flow is fixed at 75 m s−1, while the angle of attack
varies from −10◦ to 20◦. The OpenFOAM flow solver simpleFoam with the Spalart-
11The computer model as well as the data were kindly provided by Volkswagen.
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Figure 11.: Computational grid of the airfoil profile; 21,812 points
Allmaras turbulence model was used to obtain high- and low-fidelity solutions for
the pressure field. For the high-fidelity data 5000 solver iterations were computed
to achieve a numerical convergence level of 10−6 as measured by the OpenFOAM
pressure residual. For the low-fidelity data, the solver iterations were stopped after
only 200 iterations. Stopping the iterations at such an early stage, yields OpenFOAM
pressure residuals within the range [10−4, 10−1].
A number of n1 = 4 high-fidelity snapshots were taken at the sample sites
X := {−10, 0, 10, 20}.
In addition, n2 = 15 low-fidelity snapshots were calculated at equidistant steps of 2◦
from α = −10◦ to α = 18◦,
X˜ := {−10,−8,−6, 4, 2, 0, 2, 4, 6, 8, 10, 12, 14, 16, 18}. (7.1)
Note that computing all 15 low-fidelity sample points adds up to less computational
eﬀort than computing a single high-fidelity snapshot. For the sake of testing, ad-
ditional high-fidelity simulations were carried out at all 27 integer angles of attack
between α = 10◦ to α = 20◦, which do not serve as high-fidelity sample sites,
Xtest := {−10+ i | i = 0, . . . , 30} \ X .
A detail of the high-fidelity pressure fields at the 4 high-fidelity sample sites in X
is depicted in Figure 12.
As one can see from these exemplary results, the pressure fields vary a lot in terms
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Figure 12.: High-fidelity pressure fields for the airfoil profile at the high-fidelity sample sites:
angle of attack α = −10◦ (upper left), α = 0◦ (upper right), α = 10◦ (lower left)
and α = 20◦ (lower right)
of stagnation points, amplitude and overall field structure, so that surrogate model-
ing for this single-input problem is nontrivial. For further comparison, the absolute
value of the entry-by-entry diﬀerence between the high-fidelity and the low-fidelity
pressure field vector for an angle of attack of α = 10◦ is visualized in Figure 13.
Three surrogate models were set up following the approach presented in Section 6:
(i) A single-fidelity surrogate model considering the 4 high-fidelity sample points
of the sample setX (“K4”). For this model, the POD basis coeﬃcients were inter-
polated using Kriging with constant regression model and Gaussian correlation
kernel.
(ii) A variable-fidelity surrogate model based on the 4 high-fidelity sample points
of the sample set X and the 15 low-fidelity sample points of the sample set X˜
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Figure 13.: Diﬀerence between the high- and low-fidelity pressure field for the angle of attack
α = 10◦
(“CK4+15”). For this model, Cokriging with constant regression model and Gaus-
sian correlation kernel was used to interpolate the POD basis coeﬃcients.
(iii) To investigate the quality of the low-fidelity sample points, a single-fidelity sur-
rogate model was constructed considering the 15 low-fidelity sample points of
the sample set X˜ . Again, a Kriging model was fit for every POD basis coeﬃcient
using a constant regression function and the Gaussian correlation kernel.
In all of the three cases, likelihood-optimal correlation parameter θ have been found
by a brute force exhaustive search based on 100 sample sites per basis coeﬃcient
model12. For the Cokriging basis coeﬃcient models of surrogate model CK4+15, the
cross-correlation scaling factor ρ was set to 1.0− 10−7.
All models have been evaluated at the sites of the testing set Xtest and the resulting
relative errors in the Euclidean norm have been computed. For the third model,
which is based on the 15 low-fidelity snapshots, the averaged relative error at the
12As mentioned in Sec. 5.2.5, the numerical optimization of the correlation parameter θ is diﬃcult as
the objective function is multimodal, numerically often unstable and since the search may get stuck in
local optima. In order not to deviate from the main purpose of this work and to ensure that the results
are not corrupted by insuﬃcient numerical optima, the correlation parameters θ was determined by
a brute force exhaustive search.
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testing sites sums up to 503 %, showing that the low-fidelity snapshots alone are not
suitable to approximate the high-fidelity pressure fields. The relative errors of the
other two surrogate models, the single-fidelity model K4 and the variable-fidelity
model CK4+15, are displayed as functions of the angle of attack α in Figure 14.
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Figure 14.: Relative error of the single- and variable-fidelity surrogate model for the pressure
fields of the wing profile as a function of the angle of attack α
Both models yield bad results at a high angle of attack, which can be explained
by physical reasons: For a high angle of attack there are large regions of flow sepa-
ration at the surface of the airfoil, which goes along with a high pressure gradient
in the wake of the airfoil, [29, p. 40 et seq.]. Note that such high angles of attack are
outside the realistic parameter range for commercial aircrafts at cruise conditions.
While between α = −10◦ and α = 10◦ the variable-fidelity model shows a nearly
constant relative error of 1.98 % on average, the relative error of the single-fidelity
surrogate model strongly correlates with the distance of the assessed location to the
high-fidelity sample points, with a minimum error of 5.65 % in the same range—
more than twice the average error of the variable-fidelity model.
The results demonstrate the potential of variable-fidelity surrogate modeling for
vector-valued quantities and motivate the further investigation for industrial appli-
cations as in the next subsections.
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7.1.2. The MSE method for MIMO surrogate models
As a benchmark for the extension of the MSE adaptive sampling method to mul-
tiple outputs due to Theorem 6.6, cf. Sec. 6.4.2, we consider a 2D airfoil profile again
with the pressure distribution on the surface of the airfoil as quantity of interest. In
order to increase the complexity in comparison to the last test case, diﬀerent input
parameter are chosen: The angle of attack and the velocity of the inflow is fixed, while
shape parameters are introduced which control the length and the thickness of the
airfoil. The morphing is performed using the commercial pre-processing software
ANSA, [7]. It allows to define so-called morphing control points and boxes which
enable to deform the original mesh. Thus, the computational grids of the perturbed
airfoil are topologically equivalent to the original one with 26, 322 points and 12, 559
cells. The computational grid of the unperturbed geometry and the morphing con-
trol points are displayed in Figure 15.
dy
dx
Figure 15.: Closeup of the computational grid of the unperturbed wing profile with control
points for the shape modifications
The thickness of the airfoil is controlled by the parameter dy and the length by the
parameter dx. The corresponding morphing control points were allowed to move up
to 100 length units in the x and y direction, respectively, resulting in deformations of
up to 10 % in the length and 80 % in the thickness with respect to the original airfoil
geometry. The deformed airfoil profiles for the maximum variations of (dx, dy) =
(0, 100) and (dx, dy) = (100, 0) are shown in Figure 16.
The velocity of the incoming flow was set to 75 m s−1 at an angle of attack of 5◦. A
single-fidelity Kriging MIMO surrogate model for the pressure distribution is set up
based on an initial sampling set of four sample sites. Until the cross-validation error
at every sample point is below 1 %, the model is improved adaptively by adding one
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Figure 16.: Maximum shape modifications for the wing profile: (dx, dy) = (0, 100) (left) and
(dx, dy) = (100, 0) (right)
additional sample point per iteration at the location where the MSE is estimated the
highest.
As an initial sample set, a random latin hypercube sampling with 4 sample sites
was set up resulting in
X0 = {(100, 66.67), (66.67, 100), (33.33, 0), (0, 33.33)}.
In addition, a random latin hypercube sampling with 10 sites was set up as a testing
set. At each of these parameter configurations, a RANS simulation was carried out
using the incompressible OpenFOAM flow solver simpleFoam, [77], with the Spalart-
Allmaras turbulence model. To obtain the corresponding pressure distribution, the
flow solver was run until convergence to an OpenFOAM residual of 10−6.
An initial surrogate model for the pressure distribution on the airfoil’s surface was
constructed based on the responses to the sampling set X0. Kriging with constant
regression and Gaussian correlation kernel was used to interpolate the POD basis
coeﬃcients. Likelihood-optimal values for the correlation parameter θ have been
computed for every basis coeﬃcient model via an exhaustive search on a full facto-
rial grid of 100 sites per dimension. The mean squared error estimate of the model
according to Theorem 6.6 is displayed in Figure 17.
The maximum cross-validation error was found to be 13.4 % at the parameter con-
figuration x1 = (100, 66.67). Because this error is larger than the threshold of 1 %, a
new sample point was computed at the location of the global optimum of the MSE
estimate by using the GLP default solver of the python library openopt. The new sam-
ple location was found to be x5 := (0.0, 100.0) and a RANS simulation was performed
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Figure 17.: Kriging-MSE estimate for the initial model K4
to obtain the pressure distribution to the corresponding morphed airfoil profile. A
new surrogate was built and the procedure was iterated until after 3 iteration steps,
the cross-validation error fell below 1 %. The final sample set is
X3 = X0 ∪ {(0.0, 100.0), (83.94, 15.60), (48.14, 55.32)}.
The initial surrogate model, as well as the surrogate models of iteration 1 to 3 were
evaluated at the testing sites and the relative error was computed in the Euclidean
norm. The resulting average, maximum and minimum relative errors are shown in
Figure 18.
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Figure 18.: Average, maximum and minimum relative error of the initial surrogate model
and the models of iteration 1 to 3 with respect to the testing data set
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The average relative error of initially 0.67 % for the surrogate model based on the
sampling set X0 could be reduced to an average relative error of 0.17 % after 3 it-
eration steps by adding 3 additional snapshots. The range between maximum and
minimum relative errors has also been reduced: From 1.34 percentage points for
the initial surrogate model to 0.14 percentage points for the model after 3 iterations.
Note also that the relative errors of the final surrogate model at every testing sample
site is far below the preset cross-validation threshold of 1 %.
For further comparison, the entry-by-entry relative errors of the pressure distri-
bution vectors for the 4 surrogate models at the exemplary testing configuration
(33.33, 77.78) are visualized in Figure 19.
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Figure 19.: Visualization of the entry-by-entry relative error of the 4 surrogate models for the
testing configuration (33.33, 77.78); from top to bottom: the initial model, the
model after it. # 1, the model after it. # 2 and the model after it. # 3
As one can see, the regions where the entry-by-entry relative error is close to 5 %,
i.e. the red colored regions at the wing profile, get smaller from iteration to iteration,
while the regions with a relative error close to 0, i.e. the regions which are dark
blue colored, grow. This shows that the MSE method for MIMO surrogate models
is generally capable of detecting gaps in the sampling set and is able to improve the
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quality of the surrogate model.
In order to compare the adaptive sampling approach with a priori latin hypercube
samplings, 5 additional Kriging based surrogate models were set up based on random
latin hypercube samplings with 7 sample points—the same number of snapshots as
for the final adaptive sampling surrogate model. The resulting average, maximum
and minimum relative errors of these surrogate models (“LH1”–“LH5”) as well as the
final adaptive sampling surrogate model “adapt.” are displayed in Figure 20.
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Figure 20.: Average, maximum and minimum relative errors with respect to the testing data
set of the final adaptive sampling surrogate model (“adapt.”) and the 5 models
based on random latin hypercube samplings with the same number of snapshots
(“LH1”–“LH5”)
While the surrogate models LH2, LH3 and LH4 feature average relative errors
which are below the average relative error of the adaptive sampling based model
(0.09 %, 0.10 % and 0.08 % compared to 0.17 %), the average relative errors of model
LH1 and LH5 (0.47 % and 0.38 %) are about twice the average relative error of this
model. All 5 latin hypercube based models have a higher range between maximum
and minimum relative error than the adaptive sampling based model: The range
varies between 1.17 percentage points for model LH1 and 0.19 percentage points for
model LH3, compared to a value of 0.14 percentage points for the adaptive sampling
based model.
The results show that there is a huge diﬀerence in the quality of the diﬀerent ran-
dom latin hypercube based models. Three of the five constructed models turned
out to feature a lower average relative error with respect to the testing set than the
adaptive sampling based model. The adaptive sampling based model, on the other
hand, features the smallest range between maximum and minimum relative error
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by means of the testing set. The biggest advantage of adaptive sampling strategies
over a priori samplings like random latin hypercube designs is that they enable to
construct surrogate models which fulfill a preset quality criterion and thus allow to
control the quality of the model. By means of the underlying test case it was shown
that the extension of the MSE method due to Theorem 6.6 is a suitable adaptive sam-
pling strategy for MIMO surrogate models.
7.2. Case study 1: RANS
For the first industrial-scaled test case, a computer model of a Volkswagen Passat
B6 was discretized in a wind tunnel with 17 million cells and 1 million surface faces.
This test case was also considered in [61, III.B] for the Active Subspace Method, which
aims to reduce the number of design variables to decrease the computational eﬀort
of constructing a response surface model. For details on this method the reader is
referred to this paper and the references therein.
A section of the grid is displayed in Fig. 21.
Figure 21.: Closeup of a section of the grid in case study 1
Two control points, resulting in a total of 5 design parameters, were introduced to
allow free-form deformations at the rear roof of the car: The control point A at the
outer edge of the roof was allowed to move in all three spatial directions, resulting
in the parameters Ax, Ay and Az. The changes were symmetrically applied to the
other side of the roof. In addition, a second control point S at the center of the roof
was allowed to move in the two spatial directions of the symmetry plane of the car,
introducing the design parameters Sx and Sz. The positions of the control points are
shown in Fig. 22.
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Figure 22.: The two control points at the rear roof of the car result in 5 design parameters.
This Figure was also published in [61, Fig. 7b].
All 5 design parameters are varied up to a maximum of ± 2 cm compared to the
original shape, as this is due to aesthetic restrictions a realistic range in car shape
optimization.
As a target quantity for the surrogate models, the pressure distribution at the sur-
face of the car was chosen. A Latin Hypercube design of experiment with 100 sample
points was provided by our industrial partner. At each of these locations, a RANS sim-
ulation was carried out in OpenFOAM, [77], using the Spalart-Allmaras turbulence
model. The flow solver was run for 2000 iteration steps to obtain a high-fidelity solu-
tion, which required approximately 95 core-hours of computational time per case. As
low-fidelity sampled data, the partially converged flow solutions after 200 iterations
of the same simulations were considered. Note that in this case low-fidelity infor-
mation is available at every high-fidelity location with no additional computational
eﬀort. In order to judge the quality of the surrogate models, 10 sample locations were
taken out of the Latin Hypercube sample set and were considered as reference data.
Two exemplary high-fidelity pressure surface fields are shown in Fig. 23.
Three diﬀerent types of surrogate models were constructed following the approach
described in Sec. 6:
(i) 10 diﬀerent variable-fidelity surrogate models were set up combining POD and
Cokriging (“CK model # 1–10”). For each of these models, 50 sample locations
were randomly chosen out of the remaining 90 Latin Hypercube sample loca-
tions. The partially converged surface fields to these 50 sample locations were
treated as low-fidelity data, while the fully converged surface fields to 5 of these
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Figure 23.: Two exemplary high-fidelity snapshots for the investigated parameter space: fully
converged pressure surface fields for the sample locations
x15 = (0.54545,−0.50506,−1.9192,−1.87879,−2.0) (left),
x51 = (−1.43435,−0.22223, 2.0,−0.10102, 1.75757) (right).
All parameter values are given in cm. For the sake of comparability of the fields,
they are shown on the unperturbed geometry.
50 locations were also considered as high-fidelity data. Thus, 10 inclusive sam-
ple sets with 5 high-fidelity and 50 low-fidelity sample points were set up.
(ii) 10 variable-fidelity surrogate models were constructed combining POD and Hi-
erarchical Kriging (“HK model # 1–10”), considering the same sample sets as the
10 surrogate models of (i).
(iii) As a reference, 10 single-fidelity surrogate models combining POD and Kriging
(“K model # 1–10”) were constructed, considering 10 high-fidelity sample points
respectively, since the calculation of 50 low-fidelity surface fields takes about the
same computational time as the calculation of 5 additional high-fidelity surface
fields. For each of these models, the 10 high-fidelity sample locations were ran-
domly chosen from the Latin Hypercube sample set.
All surrogate models were constructed using a constant regression model and the
exponential correlation kernel, cf. Tab. 1. For the Cokriging models of experiment (i),
the cross-correlation scaling factor ρ was set to 1.0− 10−7. The models were evalu-
ated at the 10 reference locations and their average and maximum error to the RANS
based solution was computed in order to compare their predictive accuracy.
The averaged relative errors in the Euclidean norm for the 10 variable-fidelity mod-
els of experiment (i) and (ii) as well as the 10 single-fidelity models of experiment (iii)
with respect to the reference sampled data are displayed in Fig. 24.
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Figure 24.: Averaged relative error of CK variable-fidelity model # 1–10 (upper left), HK
variable-fidelity model # 1–10 (upper right) and K single-fidelity model # 1–10 (bot-
tom) w.r.t. the reference sampled data, respectively
The averaged relative errors of the Cokriging variable-fidelity models of experi-
ment (i) vary between 1.41 % (CK model # 7) and 1.58 % (CK model # 10). Considering
exactly the same sample sets, the Hierarchical Kriging variable-fidelity models of ex-
periment (ii) show averaged relative errors which are of about half the size: between
0.50 % (HK model # 1) and 0.88 % (HK model # 3).
In comparison to the Kriging single-fidelity models of experiment (iii) with an er-
ror varying between 0.70 % (K model # 9) and 1.08 % (K model # 3), the predictive
accuracy of the CK model is lower, while the accuracy of the HK models is consid-
erably higher. Note that in this case the variable-fidelity surrogate models are also
slightly computationally cheaper than the single-fidelity models because the low-
fidelity data at the 5 high-fidelity sample points is available with no additional com-
putational costs. This shows that the variable-fidelity surrogate modeling approach
presented in this work is generally applicable to industrial-scale problems and can
significantly improve the eﬃciency and the accuracy of surrogate models.
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To further investigate the influence of the low-fidelity data on the model accuracy
of the variable-fidelity surrogate models, three additional experiments were set up
based on the sample set of HK model # 1, which was the variable-fidelity model with
the lowest averaged relative error among the models of experiment (i) and (ii):
(iv) To investigate the quality of the low-fidelity data, a single-fidelity model was
constructed based on the 50 low-fidelity sample points of HK model # 1 alone
(“LF50”).
(v) In addition, a single-fidelity surrogate model was constructed based on the 5
high-fidelity sample points of HK model # 1 (“K5”).
(vi) In order to study the influence of an inclusive sampling, i.e. a sampling where
at some sample locations both high- and low-fidelity sampled data is available
to the surrogate model, a Hierarchical Kriging variable-fidelity surrogate model
was set up considering the sample set of HK model # 1, but deleting the 5 double
sample points from the low-fidelity data set. Thus, we end up with 5 high-fidelity
and 45 low-fidelity sample points (“HK5+45”).
The averaged relative error in the Euclidean norm with respect to the reference
sample data of these three models and HK model # 1 for comparison is shown in
Figure 25.
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Figure 25.: Averaged relative error of the models of experiment (iv) to (vi) w.r.t. the reference
sampled data, respectively
The averaged relative error of the model LF50, which is based on the low-fidelity
data alone, was found to be 2.54 %, which illustrates that the quality of the low-fidelity
sample data alone is not high enough to yield a comparably accurate surrogate model.
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Only considering the 5 high-fidelity sample points of HK model # 1, yields an aver-
aged relative error of 1.00 % for model K5, which is about twice as high than the error
of HK model # 1. Leaving out the double sample points, one obtains a Hierarchical
Kriging variable-fidelity model with an averaged relative error of 0.58 %, which is
considerably smaller than for the model K5, but 16 % higher than for HK model # 1
where the 5 additional and free-of-cost low-fidelity sample points are considered.
All in all this case study demonstrates that the variable-fidelity approach presented
in Sec. 6 is generally applicable to industrial scale problems and is able to improve
the accuracy compared to single-fidelity surrogate models with similar computa-
tional costs regarding the oﬄine phase. However, the single-fidelity surrogate mod-
els slightly outperform the Cokriging variable-fidelity models in this test case. Fur-
thermore, it turned out that double sample points have a considerable impact on the
accuracy of the variable-fidelity surrogate model and should therefore be included
in the sample set. This is in line with the observations of Sec. 5.2.5.
7.3. Case study 2: DES combined with RANS
Closer to the operational process of investigating external aerodynamics in the
Volkswagen Group is the utilization of DES-based data instead of RANS-based data,
[38]. For that reason, a second case study was made to investigate whether it is pos-
sible to combine RANS and DES data in surrogate modeling. Parts of this case study
have been published in our article [5]. In comparison to the case study presented
therein, the numerical investigations have been extended by one additional experi-
ment regarding Cokriging variable-fidelity models.
Because DES requires considerably finer computational grids than RANS simula-
tions, cf. Sec. 3.2, it was not possible to use the same setting as in the previous case
study. Instead in this case study, a finer grid was considered for both, high-fidelity
DES and low-fidelity RANS simulations. To further increase the complexity of the
test case, three design parameters were introduced at the rear end of the car instead
of the rear roof: boat tailing angle, trunk length and trunk height (see Figs. 26 and
27). All three parameters were allowed to vary between +100 mm and −100 mm. As
the edges of the free-form deformation boxes do not exactly coincide with the edges
of the car, the actual deformations of the car surface are slightly below the±100 mm.
Within this 200× 200× 200 design space cube, several snapshot sets were created
(Fig. 28):
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the reference solution in the center of the cube (Ref ),
a full-factorial data set in the eight corners of the cube (FF),
a Latin Hypercube consisting of 20 snapshots distributed over the whole cube
(LH), and
a second Latin Hypercube with 10 snapshots, located within an interior, cen-
tered cube of 100 mm edge length (originally intended as a test data set, TT).
At all those locations in parameter space, aerodynamics computations with both
RANS and DES were carried out in OpenFOAM, thereby using the Spalart-Allmaras
turbulence model. The employed meshes are of the trimmed-cell type and consist of
115 million cells. Since the volume mesh is deformed along with the vehicle surface,
all meshes are topologically equivalent to the one of the reference simulation. While
the RANS simulations were run for 8000 iterations (requiring approximately 3,500
core-hours per case), the DES computations spanned four physical seconds (~ 36,000
core-hours) and were time-averaged over the last two seconds. All DES computations
of the deformed geometries were, in addition, seeded with the time-averaged DES
flow field of the reference configuration. Fig. 29 gives an impression of the DES flow
fields themselves and the spectrum of changes within the parameter space.
Figure 26.: Vehicle geometry and free-form deformation boxes. The green lines are the edges
that control the shape deformations, and the pink edges follow their green coun-
terparts to enforce symmetry.
The motivation for having these diﬀerent data sets is to explore the trade-oﬀ be-
tween achievable accuracy of the ROM model and the associated oﬄine computa-
tional costs. We therefore employ the data sets themselves or combinations thereof
as training data for the ROM, and check its predictive capability by using either the
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Figure 27.: Minimum (top) and maximum (bottom) shape variations for the three design vari-
ables: boat tailing angle (left), trunk length (center), and trunk height (right)
Figure 28.: The generated snapshot sets: Ref (grey, center), FF (red), LH (blue), and TT (green)
Figure 29.: Exemplary results for the investigated parameter space: time-averaged pressure
for the snapshot corresponding to (100,−100, 100) of the FF data set (left), the ref-
erence case (center) and the FF snapshot for (100, 100,−100) (right). For the sake
of comparability of the fields, they are all shown on the unperturbed geometry.
reference configuration (Ref ) or the small Latin Hypercube (TT) as test data. As with
case study 1, the quantity of interest is the surface field of pressure.
In the following, we apply the variable-fidelity approach described in Sec. 6 to the
industrial test case introduced above. The DES-based and RANS-based flow fields
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serve as high-fidelity and low-fidelity data, respectively. Apart from demonstrating
the general feasibility of combining DES and RANS simulation results of complex
geometries into a variable-fidelity surrogate model, we are specifically interested in
how any additional low-fidelity information influences the accuracy of the surrogate
model.
For all experiments of this section, the surrogate models were constructed by fol-
lowing the respective procedures outlined in Sec. 6: While simple Kriging was used
to interpolate the POD basis coeﬃcients for the single-fidelity surrogate models, the
interpolation for the variable-fidelity models was done by Hierarchical Kriging and
Cokriging—in each case with constant regression and a cubic correlation kernel. The
cross-correlation scaling factor ρ for the Cokriging models was set to 1.0− 10−7. For
the quantification of the predictive accuracy of each of the models, we used their
average and maximum error on the 10 DES-based surface pressure fields of the TT
data set.
As in case study 1, we first check whether a variable-fidelity approach can be supe-
rior to a single-fidelity model in terms of the achievable model accuracy for scenar-
ios where the overall computational budget is fixed. To that end, the following three
main experiments were set up:
(i) 10 diﬀerent Hierarchical Kriging variable-fidelity surrogate models were con-
structed. For each of these models, we randomly chose 4 sample points out of
the LH sample set and treated the corresponding DES-based surface fields as
high-fidelity data, while the RANS-based data corresponding to the whole LH
sample set served as low-fidelity data, so that, in total, 4 high-fidelity and 20
low-fidelity sample points were considered (“HK4+20”).
(ii) 10 Cokriging variable-fidelity ROMs were constructed considering the same
sample sets as the models of experiment (i), (“CK4+20”).
(iii) As a DES calculation of the vehicle test case of this study takes about 10 times
more computational time than a RANS simulation, the computational eﬀort to
compute the 20 low-fidelity snapshots of (i) is similar to that of 2 additional
high-fidelity snapshots. For comparison with (i), we therefore constructed 10
diﬀerent single-fidelity ROMs based on the DES pressure fields of 6 randomly
chosen sample locations of the LH sample set (“SF6”).
The averaged relative errors for the 10 variable-fidelity models of experiment (i)
and (ii) as well as the 10 single-fidelity models of experiment (iii) are displayed in
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Fig. 30.
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Figure 30.: Averaged relative error of CK variable-fidelity model # 1–10 (upper left), HK
variable-fidelity model # 1–10 (upper right) and K single-fidelity model # 1–10 (bot-
tom) w.r.t. the TT data set, respectively
For the Hierarchical Kriging variable-fidelity surrogate models of experiment (i),
they vary between 1.96 % (model # 10) and 2.79 % (model # 5), while those for the Cok-
riging surrogate models of experiment (ii) are between 1.86 % (model # 6) and 3.36 %
(model # 8). Apparently, when using just 4 high-fidelity snapshots, their location in
parameter space has a significant impact on the quality of the ROM. The variable-
fidelity model errors are also slightly higher than those obtained by the single-fidelity
model of experiment (iii), which range from 1.56 % (model # 9) to 2.35 % (model # 1).
As a result of these initial experiments, we can therefore state that the variable-
fidelity approach introduced in Sec. 6 is capable of combining DES and RANS snap-
shots into a ROM with reasonable predictive accuracy for DES test data sets of in-
dustrial complexity. For the specific case of this study, however, its accuracy was
slightly outperformed by a single-fidelity ROM of comparable computational eﬀort
based entirely on DES snapshots. This behavior might be related to the respective
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distributions of the low-fidelity training samples LH and the high-fidelity testing
samples TT: Apparently, there is no great benefit of adding low-fidelity information
at the dispersed LH snapshots for the prediction of the rather centered TT samples.
In order to investigate the influence of incorporating low-fidelity information on
the overall model accuracy in more detail, three more experiments were set up, cf.
Sec. 7.2. As a reference for these experiments we chose the best variable-fidelity model
of experiment (i), i. e. HK model # 10 (see Fig. 30), which showed the smallest averaged
relative error for the TT data set among all 10 models. The training data of this
reference case (“best HK4+20”) was then modified as follows:
(iv) As a baseline check of the respective quality of high-fidelity vs. low-fidelity snap-
shots, we constructed a single-fidelity ROM on the basis of the 20 low-fidelity
snapshots alone (“LF20”).
(v) Another single-fidelity model (“K4”) was constructed by considering only the 4
DES-based high-fidelity snapshots of the reference case.
(vi) To study the influence of double sample points—which are those sample loca-
tions where both high-fidelity as well as low-fidelity data are given—a variable-
fidelity ROM was constructed where the 4 high-fidelity sample locations of the
reference case were deleted from the low-fidelity sample set, so that 4 high-
fidelity and 16 low-fidelity snapshots were regarded in total (“HK4+16”).
As before, the models were evaluated with respect to the high-fidelity surface pres-
sure fields at the sample locations of the TT data set. The average error thus obtained
for the pure low-fidelity model LF20 of experiment (iv) is as high as 16.5 %—higher
than for any other model of this study. While using only low-fidelity data was ex-
pected to be insuﬃcient to model high-fidelity snapshots, the magnitude of this error
puts the two data qualities in perspective and underpins the challenge of combining
these two fidelities into a single model. It can be deduced from experiment (v) that
our proposed variable-fidelity approach is indeed capable of handling such a quality
contrast: Leaving out the low-fidelity data entirely from the reference case does result
in a reasonable single-fidelity ROM with an average error of 2.43 % (K4). However,
it is clearly inferior to the variable-fidelity reference ROM with an error of 1.96 %
(best HK4+20). Thus, adding low-fidelity information to existing high-fidelity data
can improve the model accuracy significantly. In this respect, experiment (vi) reveals
an interesting observation on where to add the low-fidelity information: When re-
moving the low-fidelity snapshots at those locations where high-fidelity is available,
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the error more than doubles (see Fig. 31). We therefore conclude that it is crucial
for building an accurate variable-fidelity ROM to have sample locations where both
high- and low-fidelity data are available. This is in line with the results of experiment
(vi) in case study 1 and the theoretical findings of [6], see also Sec. 5.2.5.
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Figure 31.: Averaged relative errors w.r.t. the TT data set for the best variable-fidelity model
of experiment (i) and the models of experiment (v) and (vi)
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8. Conclusion and future work
In this thesis, we developed a new variable-fidelity surrogate modeling approach
for the real-time prediction of vector-valued steady flow quantities. Due to their short
evaluation times and the advantage of not requiring access to the source code of the
flow solver, the non-intrusive data-driven approach of combining POD and a re-
sponse surface interpolation technique like Kriging is of particular interest for the
use in industrial vehicle shape optimization. However, the tremendous computa-
tional eﬀort of computing high-fidelity sampled data via accurate flow simulations
for realistic vehicle shapes strongly restricts the number of aﬀordable snapshots.
Thus, the applicability of established methods in this application field is limited
and made the development of a new approach indispensable.
Variable-fidelity surrogate modeling is a well-studied concept in the case of scalar-
valued quantities. The modeling techniques combine computational expensive high-
fidelity sample values with data obtained via a second computer model which features
faster evaluation times but lacks of accuracy. Although the low-fidelity data alone is
not accurate enough to yield a suﬃciently precise surrogate model, it can be used to
obtain information about the global trend of the quantity of interest in the entire de-
sign domain. In this way it can improve the interpolation of the high-fidelity data. In
the case of scalar-valued responses, variable-fidelity surrogate modeling techniques
have been proven to significantly increase the eﬃciency of surrogate modeling. For
the use in vehicle shape optimization, we extended the variable-fidelity methodology
to vector-valued quantities.
As established approaches, our new variable-fidelity surrogate modeling technique
relies on the idea of interpolating the scalar-valued basis coeﬃcients of the POD
basis: High- and low-fidelity snapshots are collected in a common snapshot set and
a POD basis is computed based on this set. A variable-fidelity surrogate model can
be fitted for every basis coeﬃcient, e.g. by using Cokriging or Hierarchical Kriging.
It has been proven that, if the model parameters of the basis coeﬃcient models
are fixed and the POD basis is not truncated, this procedure yields exactly the same
surrogate model as can be obtained via entry-by-entry variable-fidelity interpolation
of the snapshots. This shows that the new approach is indeed a generalization of the
well-studied variable-fidelity modeling approach for scalar-valued quantities.
Furthermore it has been proven that the mean squared error estimate provided
by Kriging-based response surface modeling techniques can be transferred to the
surrogate modeling of vector-valued quantities. Thus, existing adaptive sampling
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strategies for the case of scalar-valued outputs, which make use of the mean squared
error estimate, transfer to vector-valued outputs as well.
The general applicability of the new variable-fidelity surrogate modeling tech-
nique has been demonstrated by means of a benchmark problem: The pressure
distribution at the surface of a 2D wing profile has been approximated as a func-
tion of the angle of attack of the incoming flow. In this test case, it has been shown
that variable-fidelity modeling clearly outperforms the established single-fidelity ap-
proach at comparable computational costs.
The transferability of one of the presented adaptive sampling strategies for scalar-
valued quantities to the vector-valued case has been demonstrated at a 2D wing pro-
file as well. While the quantity of interest remained the pressure distribution at the
surface, two shape parameters have been introduced as input variables instead of a
varying angle of attack. On the basis of an initial sample set, the adaptive sampling
strategy was used to obtain a surrogate model which fulfilled a pre-defined quality
criterion. The resulting surrogate model was compared to random latin hypercube
sampling based surrogate models with the same number of sample points. While
the range between smallest and largest error as well as the average error strongly
varies for the random sampling based models, the adaptive sampling strategy was
demonstrated to reliably result in a surrogate model of good quality.
To investigate the applicability of the new surrogate modeling approach in indus-
trial vehicle shape optimization, we carried out two case studies. Both are based on a
high-resolution computer model of a Volkswagen Passat B6 provided by our indus-
trial partner. In each case, the goal was to approximate the pressure distribution on
the surface of the vehicle as a function of design parameters which act on the surface
of the car.
In the first case study, the low- and high-fidelity sampled data was obtained by
RANS simulations. While the pressure distributions corresponding to fully con-
verged RANS simulations have been considered as high-fidelity data, the simulations
have been aborted at an early stage of convergence to obtain the low-fidelity data. At
lower computational eﬀort for computing the snapshots, the constructed Hierarchi-
cal Kriging based variable-fidelity surrogate models outperform the Kriging based
single-fidelity surrogate models with regard to the training data set.
As detached-eddy simulations are closer to the actual industrial process chain at
Volkswagen, these were used to obtain high-fidelity sampled data in the second case
study. Low-fidelity sampled data was computed performing RANS simulations. In
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this case, the single-fidelity surrogate models revealed a smaller averaged error com-
pared to the variable-fidelity surrogate models with regard to the training data set. A
possible reason for the better performance of the single-fidelity approach in this test
case might be an insuﬃcient correlation between the DES based data and the RANS
data used in the variable-fidelity modeling.
In both case studies, it has been demonstrated that double sample points, which
are sample locations where both low- and high-fidelity information is provided, have
a beneficial impact on the variable-fidelity surrogate model. This is also in line with
the results obtained for the Cokriging interpolation of scalar-valued outputs. While
the traditional Cokriging approach does not allow to invoke double sample points,
we derived that slight modifications enable the use of double sample points. In ad-
dition, analytical formulas for the Cokriging parameters have been derived which
improve the robustness of the Cokriging method.
Further work needs to be done regarding an indicator for the quality of the low-
fidelity data and their potential to improve the high-fidelity interpolation. Adaptive
sampling strategies are a mandatory instrument for constructing reliable surrogate
models. However, they were not part of the two industrial case studies. Due to the
tremendous computational eﬀort of computing high-fidelity data, the data sets were
provided by our industrial partner. Moreover, the computation of additional snap-
shots was beyond our available computing capacity. Thus, an investigative study on
the adaptive sampling approach needs to be postponed to future work.
After all, the new variable-fidelity modeling approach has been demonstrated to
yield accurate surrogate models. Due to their near real-time evaluation times they
are applicable for the use within an interactive design process in industrial vehicle
shape optimization. It was shown that variable-fidelity surrogate models have the
potential to significantly reduce the computational eﬀort of computing a surrogate
model.
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A. Implemented and utilized software
The software which has been used in this thesis consists of four parts, which are
displayed in Figure 32.
Mesh manipulation
ANSA
Flow simulation
OpenFOAM
Data processing and
surrogate modeling
Own Python code
Post-processing
Paraview
Figure 32.: Process chain and involved software
For the definition of design parameters, the morphing of the vehicle geometries
and the manipulation of the computational grid, the commercial software ANSA by
BETA CAE Systems, [7] has been used. ANSA is equipped with tools to perform sim-
ple design of experiment studies like random latin hypercube design or full factorial
design. It is compatible with several flow solvers and automatically saves the exper-
iments of the design study in the right format. Besides a graphical user interface,
ANSA also features the possibility to perform a DOE study via the command line,
which is very useful especially in the case of adaptive sampling.
The flow simulation was performed using flow solvers from the OpenFOAM li-
brary, [77]. OpenFOAM is an open source CFD toolbox with numerous compressible
and incompressible flow solvers. The RANS simulation and the DES were carried
out via the flow solvers simpleFoam and pimpleFoam, respectively.
The post-processing was done using the open source software Paraview, [43], which
provides tools for the analysis and visualization of flow data.
For the sake of surrogate modeling, own routines have been developed in the scope
of 5,000 lines of Python code. The object-oriented Python project consists of several
methods and classes for the processing of data in the OpenFOAM format and the sur-
rogate modeling of scalar- and vector-valued quantities. An overview of the diﬀerent
classes is given in Figure 33.
The classes can be divided in four main groups according to their function: con-
trol, data processing, surrogate modeling and miscellaneous. After a flow simulation
is performed, the data is available in the OpenFOAM format. The four classes mesh,
openFOAMObjects, openFOAMOutputs and openFOAMProject extract the necessary
information from the OpenFOAM output files and prepare the data for the use in
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mesh
openFOAMObjects
openFOAMOutputs
openFOAMProject
responseSurfaceMethods
roms
romErrors
innerProduct
Data processing Surrogate modeling Miscellaneous
surrogateControl
surrogateMain
Control
Figure 33.: Overview of the Python classes for the surrogate modeling and processing of
OpenFOAM data
the surrogate modeling routines in responseSurfaceMethods and roms. The base
class responseSurfaceMethods contains classes to fit surrogate models via Kriging,
diﬀerent variants of the Cokriging method, Hierarchical Kriging, Radial Basis Func-
tions and Kriging regression. Based on these classes, the base class roms includes
classes for the surrogate modeling of vector-valued quantities via POD combined
with basis coeﬃcient interpolation. In the case of Kriging, Hierarchical Kriging and
Cokriging interpolation of the basis coeﬃcients and methods for the adaptive sam-
pling based on the MSE method are integrated. The methods save the computed
new sample locations in an ANSA compatible format. As a result, the morphing
and the flow simulation can be conveniently performed via the command line. All
classes include methods to save the output of the evaluation of a surrogate model in
an OpenFOAM compatible format, so that it can be processed with OpenFOAM and
Paraview. Custom error messages and inner products are implemented in the classes
romErrors and innerProduct, respectively. Finally, the program run is controlled
via the classes surrogateMain and surrogateControl.
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