Abstract. In this paper, a new definition of the filled function is given. Based on the new definition, a new class of filled functions is constructed, and the properties of the new filled functions are analysed and discussed. Moreover, according to the new class of filled functions, a criterion is given to decide whether the point we have obtained is an approximate global optimal solution. Finally, a global optimization algorithm based on the new class of filled functions is presented. The implementation of the algorithm on several test problems is reported with numerical results.
1. Introduction. In this paper, the following box-constrained global optimization problem is considered: min f (x) s.t. x ∈ X,
where f (x) : R n → R is continuously differentiable and X is a box. When f : R n → R is coercive, i.e., f (x) → +∞ as ||x|| → +∞, then a global optimization problem: min
can be always reduced into an equivalent problem formulated in (1) . Global optimization finds wide applications in almost all fields of science and technology. The existence of multiple local minima of a general nonconvex objective function makes global optimization a great challenge (see, e.g., [2, 6, 13] ). Recently, rapid progress has been made both in theories and practical applications for global optimization. However, there are still two main difficulties in global optimization. The first one is to find the global minimizer of a given function f (x). The second * 1 if P (x) has the following properties: (1) x * 1 is a maximizer of P (x) and the whole basin B * 1 of f (x) at x * 1 becomes a part of a hill of P (x); (2) P (x) has no minimizers or saddle points in any higher basin of f (x) than B * 1 ; (3) if f (x) has a lower basin than B * 1 , then there is a pointx in such a basin that minimizes P (x) on the line through x and x * 1 .
The definition of a basin and a hill are given in [3] . Property (3) of Definition 1.1 requires that a minimizer of P (x) is required for lines connecting the current minimizer with one point in some neighborhoods of a next lower minimizer. Subsequently, Property (3) of the definition of the filled function in [21] is a revised version, and Property (3) in [21] is much stronger since a minimizer is required for lines connecting the current minimizer with every point in some neighborhoods of a next lower minimizer. However, Property (3) still requires there is a minimizer on lines, which is difficult to realize. Recently, Property (3) of the definition of the filled function in [18] is a new revised version. Based on the new definition of [18] , a minimizer is easier to obtain. Nevertheless, Property (3) in [18] cann't ensure that minimizers of the filled function exist inside X. Therefore we modify the previous definitions of the filled function and give a new definition as follows.
First, let x * ∈ int(X) be a known local minimizer of f (x). Define
Definition 1.2. A continuously differentiable function P (x, x * ) : X → R is called a filled function of problem (1) at x * , if it satisfies the following conditions:
(1) x * is a strict local maximizer of P (x, x * ) on X; (2) Any x ∈ S(x * ) implies ∇P (x, x * ) = 0; (3) If x * is not a global minimizer, which means that f (x) has another minimizer x * * ∈ int(X) with f (x * * ) < f (x * ), then P (x, x * ) has a minimizer x ∈ N (x * * , δ) ⊂ X, where N (x * * , δ) is an δ-neighborhood of x * * .
Property (3) of Definition 1.2 is much stronger since P (x, x * ) is required to be continuously differentiable, and a minimizer x of P (x, x * ) is required in some neighborhoods of a next lower minimum of local minimizer x * * , which can ensure that minimizers of the filled function belong to X, and the minimum can be less than the current minimum.
This paper is organized as follows. Following this introduction, a new class of filled function is constructed based on the new Definition 1.2 in section 2, and the properties of the new filled functions are analysed and discussed. Moreover, in section 3, according to the new class of filled functions, a criterion is given to decide whether the point we have obtained is an approximate global optimal solution. Finally, a global optimization algorithm based on the new class of filled functions is presented in section 4, The implementation of the algorithm on several test problems is reported with numerical results. Compared with the numerical results of [18, 21] , it shows that the proposed filled function algorithm is feasible and effective. Some concluding remarks are made in section 5.
2.
A new class of filled functions and its properties. Suppose that x * is a current local minimizer of problem (1) . Based on the new Definition 1.2, a new class of filled functions with one parameter for problem (1) is proposed as follows.
where q > 0 is a parameter, V (t) : R → R, W r (t) : R → R are continuously differentiable, and when r > 0, they satisfy the following properties:
The following several theorems show that F 1 (x, x * , q) (defined by (2)) is a class of filled functions which satisfy Definition 1.2 as q > 0 is small enough.
Proof. By (2),
Then by the properties of V (t) and W r (t), we have:
Thus, when q > 0, x * is a global maximizer of F 1 (x, x * , q) on X. 
, then when q > 0, we have
Proof. By the property of V (t), we have that when 0
By the property of W r (t), we have that when min{f (
By the property of W r (t), we have that when max{f (
Thus,
By the property of W r (t), we have that when f (
Proof. For a given ε 1 > 0, let
where ε = ε 2 /||x 1 − x * ||. Hence, if q > 0, then the following inequalities holds from Theorem 2.2,
* , q) = 0. Therefore the conclusion is true.
Theorem 2.7. If q > 0, then any local minimizer or saddle point of
Proof. Suppose that the theorem is not true, then there is a local minimizer or saddle point of
, and x is a local minimizer or saddle point of
, then it contradicts Theorem 2.5. Similarly, if x is a saddle point of F 1 (x, x * , q), then it contradicts Theorem 2.6. Consequently, the theorem is true.
The theorems above show that the filled function F 1 (x, x * , q) satisfies the condition (2) of Definition 1.2.
Theorem 2.8. If x * is not a global minimizer, which means that there exists anther local minimizer
for all x ∈ X, we have F 1 (x, x * , q) ≥ 0. Therefore x is a minimizer of F 1 (x, x * , q). The theorem is true. Theorem 2.8 reveals that the filled function F 1 (x, x * , q) satisfies condition (3) of Definition 1.2.
Some examples of V (t) and W r (t) are given below. V (t) can be:
, exp(−t 2 ) and so on. Generally speaking, we don't choose V (t) to be exp(−t) or exp(−t 2 ), which will increase the computation. W r (t) can be:
where n is the positive integer, C 2 is a given positive constant.
Example 2.
where C 2 is a given positive constant.
3.
A criterion for an approximation global optimal solution. In this section, a criterion is given to decide whether the point we have obtained is an approximate global optimal solution according to the filled functions. Then, in section 5, the criterion is used to decide whether the point we have obtained is an approximate global optimal solution. Let x * ∈ X and > 0, x * is called a -approximate global optimal solution of problem (1) if for all x ∈ X, we have f (x * ) − < f (x).
Theorem 3.1. If q > 0 is small enough, then x * is a q-approximate global minimizer of f (x) if and only if for all x ∈ X, we have
Proof. If x * is a q-approximate global minimizer of f (x), then for all x ∈ X, we have f (x) > f (x * ) − q. By (2), we have
If for all x ∈ X, we have
By the property of W r (t), we know that only when
* is a q-approximate global minimizer of f (x). The theorem is true.
Theorem 3.1 shows that when q > 0 is small enough, and if the function value of F 1 (x, x * , q) is larger than 0, then x * is a q-approximate global optimal solution of problem (1). Theorem 3.1 gives a criterion to decide whether the point we have obtained is an approximate global optimal solution.
Moreover, if x * is a global minimizer of problem (1), then for all x ∈ X, we have
Then by the properties of V and W q ,
Therefore the filled function F 1 (x, x * , q) is monotonically decreasing. It is easy to obtain the global minimizer of F 1 (x, x * , q) in X.
Filled function algorithm.
In this section, a global optimization method for solving problem (1) is presented based on the constructed filled function F 1 (x, x * , q), which leads to a global optimal solution or an approximate global optimal solution of problem (1) .
The corresponding filled function algorithm for problem (1) is described as follows. The algorithm is referred as FFGP(the filled function method for problem (1)).
Algorithm FFGP
Step 0: Choose small positive numbers q, λ L . Choose a positive integer number K and directions e i , i = 1, . . . , K. Choose an initial point x 0 ∈ X. Set k := 0; Step 1: Find a local minimizer x * k of problem (1) by local search methods starting from x k ;
Step 2: Let
where W q (t) is defined as follows. 
Let y * k be an obtained local minimizer of problem (4) . If y * k satisfies f (y * k ) < f (x * k ), then set x k+1 := y * k , k := k + 1, go to Step 1; otherwise, set l = l + 1, λ = 1, go to Step (3a);
Step 5: Let x s = x * k and stop.
The motivation and mechanism behind the algorithm are explained below. In Step 0, the directions e i , i = 1, . . . , K are chosen as follows. For example, When n = 2, let K = 6n, directions e i can be chosen as
when n ≥ 3, let K = 2n. For i = 1, . . . , n, the i-th component of e i is 1, the other component is 0; for i = n + 1, . . . , K, the i-th component of e i is −1, the other component is 0.
In Step 0, an initial point is chosen. Then starting from this initial point, a local minimizer x * k of problem (1) is obtained with a local minimization method. The main task is to find deeper local minimizers of problem (1) if x * k is not a global minimizer.
Step 3 is to choose an appropriate initial point to obtain a local minimizer of problem (4) by a local minimization method. If the set of directions {e i , i = 1, . . . , K} is large enough, no matter how to choose the initial points, local minimizers y * k of problem (4) will reach the boundary of X, and F 1 (y * k , x * k , q) > 0, then we can say that the local minimizer x * k in Step 1 is an approximate global optimal solution of problem (1) . When q is small enough, this point can be regard as the global optimal solution of problem (1). [3, 21] ).
Problem 1. (Goldstein and Price function in
where
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The computational results are summarized in Table 1 . From Table 1 , it can be seen that Algorithm FFGP succeeds in identifying the global minimum solution according to Theorem 3.1: x * = (0, −1) T and f (x * ) = 3.
Problem 2. (Six-hump back camel function in [3, 21] ).
Algorithm FFGP succeeds in identifying the global optimal solutions according to Theorem 3.1: x * = (0.0898, 0.7127) T or (−0.0898, −0.7127) T , where f (x * ) = −1.0316. The computational results are summarized in Table 2 . From Table 2 , it can be seen that when x 0 = (−2, 1)
T and x 0 = (2, −1) T , the number of iterations in Algorithm FFGP is both 1, while the number of iterations of the same problem in [21] is both 1, and the number of iterations of the same problem in [17] is 2.
Problem 3. (see [18] ).
Algorithm FFGP succeeds in identifying the global optimal solution according to Theorem 3.1:
The computational results are summarized in Table 3 . From Table 3 , it can be seen that when x 0 = (1, 1) T , the number of iterations in Algorithm FFGP is 3, while the number of iterations of the same problem in [18] is also 3. Algorithm FFGP succeeds in identifying the global optimal solution according to Theorem 3.1: f (x * ) = 0. The computational results are summarized in Table 4 . From Table 4 , it can be seen that when x 0 = (6, −2)
T , the number of iterations in Algorithm FFGP is 1, while the number of iterations of the same problem in [21] is 5, and the number of iterations of the same problem in [17] is 3, 2, 1.
Algorithm FFGP succeeds in identifying the global optimal solutions according to Theorem 3.1: x * = (5.4827, 4.8581) T or (4.8581, 5.4829) T , where f (x * ) = −186.7309. The computational results are summarized in Table 5 . From Table 5 , it can be seen that when x 0 = (1, 1) T , the number of iterations in Algorithm FFGP is 2, while the number of iterations of the same problem in [21] is 5, the number of iterations of the same problem in [17] is 4.
Problem 6. (n-dimensional function in [3, 21] ).
Two sizes of the problem are considered in the test, that is n = 2, 10. Algorithm FFGP succeeds in identifying the global optimal solution according to Theorem 3.1: x * = (1, 1, . . . , 1) T and f (x * ) = 0 for all n. The computational results are summarized in Tables 6-7 , respectively. From Table 6 , it can be seen that when n = 2 and x 0 = (−4, −4)
T , the number of iterations in Algorithm FFGP is 2, while the number of iterations of the same problem in [21] is 4. From Table 7 , it can be seen that when n = 10, and x 0 = (6, · · · , 6)
T or x 0 = (3, · · · , 3) T , the number of iterations in Algorithm FFGP is 3, 1, respectively, while the number of iterations of the same problem in [21] is 4, 2, respectively, and the number of iterations of the same problem in [17] is 6, 5, respectively. Table 1 . Numerical results for Problem 1
0.0000 −1.0000 3 Table 2 . Numerical results for Problem 2 Table 3 . Numerical results for Problem 3 Table 5 . Numerical results for Problem 5 [17, 18, 21] , it shows that the number of iterations in Algorithm FFGP is less than the ones in [17, 18, 21] . Therefore Algorithm FFGP is feasible and effective. However, in Algorithm FFGP, the set of directions {e i , i = 1, . . . , K} is very important. If it has not been chosen appropriately, we may not find local minimizers of problem (FFP). In the future, we will concentrate on how to improve it. 
