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The use of effective features is a key component in solving many computer vision
tasks including, but not limited to, image (set) classification and correspondence esti-
mation. Many research directions have focused on finding good features for the task
under consideration, traditionally by hand crafting and recently by machine learning. In
our work, we present algorithms for feature extraction and sparse representation for the
classification of image sets. In addition, we present an approach for deep metric learning
for correspondence estimation.
We start by benchmarking various image set classification methods on a mobile
video dataset that we have collected and made public. The videos were acquired under
three different ambient conditions to capture the type of variations caused by the ’mobility’
of the devices. An inspection of these videos reveals a combination of favorable and
challenging properties unique to smartphone face videos. Besides mobility, the dataset has
other challenges including partial faces, occasional pose changes, blur and fiducial point
localization errors. Based on the evaluation, the recognition rates drop dramatically when
enrollment and test videos come from different sessions.
We then present Bayesian Representation-based Classification (BRC), an approach
based on sparse Bayesian regression and subspace clustering for image set classifica-
tion. A Bayesian statistical framework is used to compare BRC with similar existing
approaches such as Collaborative Representation-based Classification (CRC) and Sparse
Representation-based Classification (SRC), where it is shown that BRC employs precision
hyperpriors that are more non-informative than those of CRC/SRC. Furthermore, we
present a robust probe image set handling strategy that balances the trade-off between
efficiency and accuracy. Experiments on three datasets illustrate the effectiveness of our
algorithm compared to state-of-the-art set-based methods.
We then propose to represent image sets as a dictionaries of hand-crafted descriptors
based on Symmetric Positive Definite (SPD) matrices that are more robust to local deforma-
tions and fiducial point location errors. We then learn a tangent map for transforming the
SPD matrix logarithms into a lower-dimensional Log-Euclidean space such that the trans-
formed gallery atoms adhere to a more discriminative subspace structure. A query image
set is then classified by first mapping its SPD descriptors into the computed Log-Euclidean
tangent space and then using the sparse representation over the tangent space to decide a
label for the image set. Experiments on four public datasets show that representation-based
classification based on the proposed features outperforms many state-of-the-art methods.
We then present Nonlinear Subspace Feature Enhancement (NSFE), an approach for
nonlinearly embedding image sets into a space where they adhere to a more discriminative
subspace structure. We describe how the structured loss function of NSFE can be optimized
in a batch-by-batch fashion by a two-step alternating algorithm. The algorithm makes very
few assumptions about the form of the embedding to be learned and is compatible with
stochastic gradient descent and back-propagation. We evaluate NSFE with different types
of input features and nonlinear embeddings and show that NSFE compares favorably to
state-of-the-art image set classification methods.
Finally, we propose a hierarchical approach for deep metric learning and descriptor
matching for the task of point correspondence estimation. Our idea is motivated by the
observation that existing metric learning approaches based on supervising and matching
with only the deepest layer result in features that are suboptimal in some aspects to
shallower features. Instead, the best matching performance, as we empirically show, is
obtained by combining the high invariance of deeper features with the geometric sensitivity
and higher precision of shallower features. We compare our method to state-of-the-art
networks as well as fusion baselines inspired from existing semantic segmentation networks
and empirically show that our method is more accurate and better suited to correspondence
estimation.
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7.1 Quantitative results on KITTI Flow 2015 [89]. As per KITTI benchmark
convention: ‘Fl-bl’, ‘Fl-fg’, and ‘Fl-all’ represent the outlier percentage




1.1 Image Set Classification
In many practical applications such as surveillance-based face recognition and smartphone
video-based face authentication, the test example contains a set of images that share the
same, yet to be determined label. The interest in the use of image sets for visual recognition
tasks, such as face recognition, has grown in line with the increasing prevalence of video-
capable consumer devices and surveillance cameras [17, 20, 23, 24, 44, 46, 50, 51, 53,
55, 79, 80, 84, 85, 93, 120, 121, 122, 126]. A video is typically believed to have richer
information than in a still image and so should lead to better classification performance.
The improvement in performance is limited in practice because videos share many of
the challenges present in still images (e.g. variations in pose, illumination and occlusion)
in addition to video-specific challenges such as the low resolution at which videos are
sometimes captured to reduce bandwidth and storage requirements. Additional challenges
may exist in particular instances of image set classification problems. One such challenge
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Figure 1.1: An illustration of the discriminative subspace structure that is naturally exhibited by
the controlled images of a visual object (e.g. a person’s face) [12, 133]. The example illustrates
the property for face images of two different subjects, taken under two different poses and varying
illumination. Images in which the visual object (i.e. face) has the same pose and identity lie close
to a low-dimensional subspace regardless of the variations in Lambertian illumination.
is the presence of outlier samples either in the query set, gallery sets, or both. This becomes
a problem when some of the detections produced from a video by object detection and
tracking algorithms are wrong or improperly localized. Since image sets are constructed
by such error-prone automatic algorithms, the classification algorithm should be designed
to be robust to such outliers.
Among the many algorithms that have been successfully used for image set clas-
sification, Sparse Representation-based Classification (SRC) over dictionaries has been
shown to be very effective [24, 93]. The standard SRC algorithm has become popular
in visual identification tasks since the seminal work of Wright et al. [133]. The success
of this method, as well as many other image set classification methods, is justified by
the discriminative low-dimensional subspace structure that is naturally exposed in the
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space of visual images of an object. More specifically, it has been mathematically proved
that images of a fixed object taken under varying Lambertian illumination from a fixed
viewpoint lie on a low-dimensional subspace [12]. As illustrated in Fig. 1.1, this suggests
that the instances from a particular class lie on (or close to) a low-dimensional linear
subspace (assuming static object with no change in pose across images) or a small number
of such subspaces (to account for variations in pose and deformations).
This unique geometric layout of image vectors, which we refer to as the subspace
property, has inspired many algorithms for visual recognition and image set classification.
On the other hand, the subspace property was proved under a certain set of assumptions
that may not always hold in practice. One such assumption is that images are represented
by their raw intensities and are perfectly aligned. Raw intensities as features are very
sensitive to noise and illumination changes. In addition, small deformations can lead to
dramatic changes in the layout of intensity representation. Other feature representations
that are less sensitive to such factors can be obtained by non-linear transformations of raw
intensities. Inevitably, the nonlinearity involved in these transformations breaks the sparse
linear dependence between the same-class same-pose image vectors, leading to the loss of
the discriminative subspace structure that SRC and many other algorithms utilize to infer
image classes.
In order to make use of the subspace property for classification, many classification
algorithms based on the subspace property tend to make one additional assumption that
may not also hold in practice. In particular, such algorithms require that the pose of a
query object image be present in the object’s image gallery/training set so that it can
be related successfully with its true class. For example, the authors of SRC explicitly
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assume that all gallery and probe images are frontal face images [133]. If the pose of the
probe mismatches the poses of the gallery images of the true class, the subspace-based
classification algorithm may end up preferring the pose over identity.
1.2 Feature Learning for Correspondence Estimation
The advent of repeatable high curvature point detectors [49, 75] heralded a revolution in
computer vision that shifted the emphasis of the field from holistic models of objects and
direct matching of image patches [147] to highly discriminative hand-crafted descriptors.
This descriptor revolution that started in the late 1990s, had an impact on virtually every task
in computer vision, and pipelines were designed around feature descriptors to solve tasks
from optical flow to object detection, and from 3D reconstruction to action recognition.
The current decade is witnessing a wide-ranging revolution in our field, brought
about by the reemergence of deep neural networks. Yet there exist computer vision
pipelines that, thanks to extensive engineering efforts of the past decades, have proven
impervious to end-to-end learned solutions. The best deep learning solutions have not
succeeded in convincingly outperforming state-of-the-art methods on problems such as
structure-from-motion (SfM) [124] and object instance detection [102]. We see a consensus
emerging that some of the pipelines employing interest point detectors and descriptors are
here to stay, but it might rather be advantageous to leverage deep learning for individual
components of those pipelines.
Recently, a few convolutional neural network (CNN) architectures [26, 125, 137,
144] have been proposed with the aim of learning strong geometric feature descriptors for
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matching images. While such ’deep descriptors’ have been shown to be highly robust, we
highlight in our work some of the limitations that result from the excessive invariance of
such features and explore different ways to enrich the high invariance of deeper features
with high sensitivity to fine image structure.
1.3 Summary of Contributions
In Chapter 3, we evaluate algorithms for image set classification and video-based face
recognition under new practical conditions that have received less attention in the past.
In particular, we consider the application of video-based face recognition to actively
authenticating smartphone users based on videos of the user’s face that are captured by the
smartphone’s front-facing camera during normal user interaction with the phone. For this
aspect, we experiment with a dataset of 750 videos covering 50 users while doing various
tasks, then we split these videos into small sub-videos that are used for user identification.
We inspect these video for these challenges that are specific to the domain of mobile
devices and we benchmark various state-of-the-art algorithms on different scenarios.
In Chapter 4, we analyze, from a Bayesian statistical perspective the two most
commonly used approaches for representation-based classification, namely Collabora-
tive Representation-based Classification (CRC) [145] and SRC. We show that the two
approaches are identical up to a different implicit choice of precision hyperpiors. Based
on that analysis, we also describe Bayesian Representation-based Classification (BRC),
which is obtained by choosing a precision hyperprior that is more non-informative than
those of CRC and SRC. Then, we describe extensions of BRC so as to handle image sets.
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Extensive comparisons on different image set classification datasets show the superiority
of BRC compared to both SRC and CRC.
State-of-the-art algorithms for describing an image set use descriptors that are either
very high-dimensional and/or sensitive to outliers and image misalignment. Accordingly,
we propose in Chapter 5 to represent image sets as dictionaries of Symmetric Positive
Definite (SPD) matrices that are more robust to local deformations and outliers. In addition,
we propose Subspace Feature Learning (SFL), which learns a tangent map for transforming
the SPD matrix logarithms into a lower-dimensional Log-Euclidean space such that the
transformed gallery atoms adhere to a more discriminative subspace structure. A query
image set is then classified by first mapping its SPD descriptors into the computed Log-
Euclidean tangent space and using the sparse representation over the tangent space to
decide a label for the image set. We also consider the case of imbalanced as well as large
gallery sets and show how dictionary learning can be integrated into SFL to increase its
robustness and classification-time efficiency. Experiments on four challenging datasets
show that the proposed method outperforms many state-of-the-art methods. We also show
that SFL performs well on various types of deep feature inputs.
While several methods have been proposed for modeling and recognizing image
sets, the success of these methods relies heavily on how well the image data follows the
assumptions of the underlying models. Among the models that have been utilized by
many image set classification methods, the physically inspired subspace model assumes
that the images of an object lie on a union of low-dimensional subspaces. Despite their
successful performance in controlled environments, the performance of such subspace-
based classifiers suffers in practical unconstrained settings, where the data may not strictly
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follow the assumptions necessary for the subspace model to hold. Accordingly, we
propose in Chapter 6 Nonlinear Subspace Feature Enhancement (NSFE), an approach for
nonlinearly embedding image sets into a space where they adhere to a more discriminative
subspace structure. In turn, this improves the performance of subspace-based classifiers
such as sparse representation-based classification. We describe how the structured loss
function of NSFE can be optimized in a batch-by-batch fashion by a two-step alternating
algorithm. The algorithm makes very few assumptions about the form of the embedding to
be learned and is compatible with stochastic gradient descent and back-propagation. This
makes NSFE usable with deep, feed-forward embeddings and trainable in an end-to-end
fashion. We experiment with two different types of features and nonlinear embeddings over
three image set datasets and show that our method compares favorably to state-of-the-art
image set classification methods.
We then shift focus to local feature learning for correspondence estimation in Chapter
7 where we present a hierarchical approach for deep metric learning and descriptor match-
ing. During training, our approach simultaneously supervises shallower as well as deeper
layers of a Convolutional Neural Network (CNN) using Correspondence Contrastive Loss
(CCL) coupled with active hard-negative mining. During matching, our approach uses the
more geometrically sensitive shallower features to refine the rough matches established by
the highly invariant deeper features. Since dense fusion of features from different layers
has already been utilized for semantic segmentation, we compare the proposed bi-level
hierarchical approach to local feature learning baselines based on hypercolumn fusion
[48] and top-down refinement [99] architectures for semantic segmentation, in addition to
state-of-the-art architectures for local feature learning.
7
Our idea is motivated by the observation that existing metric learning approaches
that base supervision and matching on only the deepest layer result in features that are
suboptimal in some aspects to shallower features. Instead, the best matching performance,
as we empirically show, is obtained by combining the high invariance of deeper features
with the geometric sensitivity and higher precision of shallower features. We compare
our method to state-of-the-art networks as well as fusion baselines inspired from existing
semantic segmentation networks and we empirically show that our method is more accurate
and better suited to correspondence estimation.
As future work, we propose to extend our shallow feature learning method into a
deep feature learning one with the same goal of enhancing the discriminative subspace
arrangement of the visual data. In addition, we propose to use CNNs to learn local feature
descriptors for the purpose of matching points lying on ground planes. This can allow
more robust estimation of ground plane parameters while solving the structure from motion
problems involved in monocular visual odometry.
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Chapter 2
Image Set Classification Related Work
2.1 Overview
The image set classification problem has been formulated in various ways. One popular
formulation is to compute the distance, either over a vector space or a manifold, between
the probe set and each gallery set and then associate the probe with the class of its
nearest gallery set. These include discriminative [43, 46, 54, 55, 120, 122, 126] and non-
discriminative methods [17, 23, 24, 53, 121]. Other formulations that do not rely on nearest
neighbor-based classification include the binary SVM reverse-training approach of [51],
neural network-based methods [50, 80], linear representation/coding methods [93, 149]
and clustering methods [85].
In this chapter, we review the relevant literature on image set classification and video-
based face recognition. We give more emphasis on linear representation and manifold-
based algorithms due to their relevance to the research we have conducted.
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2.2 Vector Space Methods
Several methods treat the whole image set as a subspace and measure the distance between
subspaces by finding the pair of closest points inside them. Such methods include Affine
(or Convex) Hull Image Set Distance (AHISD/CHISD) [17] and Sparse-Approximated
Nearest Points (SANP) [53]. The Sparse-Approximated Nearest Subspaces (SANS) [23]
applies sparse coding to subspace-cluster each gallery image set and measures the distance
from the gallery set to the probe set by finding the average distance of each cluster in
the gallery set to its nearest subspace approximation from the probe set. Dictionary-
based Face Recognition from Videos (DFRV) [24] learns a dictionary consisting of 𝐾
subdictionaries for each gallery image set after clustering its images by appearance into 𝐾
groups. The probe set is associated with the class whose gallery dictionaries result in the
lowest reconstruction error for the majority of the images in the probe set. Simultaneous
Feature and Dictionary Learning (SFDL) [79] discriminatively learns dictionaries for the
different classes in addition to learning a linear projection W to improve the separation
between the instances of the different classes. The classification algorithm is identical to
DFRV except that the probe images are first transformed using W. Hierarchical subspace
clustering of the combined set of faces of the gallery and the probe has been proposed
using Grassmann manifolds [85]. The probe set is associated with the class for which the
distribution of its images over the clusters is most similar to the distribution of the images
of the probe set. In effect, this approach can be too expensive as it needs to recompute the
sparse representation of all instances in the gallery and run clustering every time a probe
set is to be classified.
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2.3 Manifold Methods
Another approach is to represent the image sets as manifolds (or points on a manifold) and
use the distance 𝑑(𝒫 ,𝒢) between the probe 𝒫 and each gallery set 𝒢 to label 𝒫 . Methods
based on this general idea differ on how they represent an image set as/on a manifold and
the way the distance between the sets is measured. Examples of methods that represent
each image set as a separate manifold include the Manifold-Manifold Distance (MMD)
method Wang et al. [121] and the Manifold Discriminant Analysis (MDA) method [120].
Other manifold methods have represented the subspace approximately spanning an image
set as a point on a Grassmann manifold (as opposed to representing each set as a separate
manifold). Kernels for Grassmann manifolds are then utilized to perform Discriminant
Analysis (DA) [43] or graph-based DA [46] and distances in the embedded space are used
for classification. Kernel dictionary learning and sparse coding on Grassmann manifold
have also been considered for image set classification [44]. Instead of using kernels,
Projection Metric Learning (PML) [54] discriminatively learns a mapping into another,
lower-dimensional Grassmann manifold where the projection distance between a pair
of points is used for nearest neighbor classification. Covariance Discriminant Learning
(CDL) [122] treats the covariance of the image set as a point on a Riemannian manifold
that is mapped to a Euclidean space via the logarithmic map. Partial Least Squares
(PLS) is then used to learn the mapping from the gallery points to their labels and the
obtained mapping is used to classify the probe point. Another related method learns a
discriminative, geometry-preserving Mahalanobis metric over the logarithm of the mean-
modified covariance matrices and is shown to outperform CDL in [55]. Discriminant
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Analysis on the Riemannian manifold of Gaussian distributions (DARG) models each
image set as a Mixture of Gaussians (MoG) and then runs kernel discriminant analysis
based on a combined kernel for Gaussians [126]. Harandi et al. [45] suggested to model
each image set as a probability density function using kernel density estimation on the
statistical manifold.
2.3.1 Log-Euclidean Feature Learning
Various approaches for learning features, metrics, and/or dimensionality reduction em-
beddings have been proposed within the Log-Euclidean (LE) framework [55, 71, 118,
122, 126, 134, 136]. The goal of these approaches is to boost the performance of nearest
neighbor classification whereas the goal of our proposed work is to boost the performance
of subspace-based classification. Qiu and Sapiro [101] proposed an approach for learning
linear transformations that improve the performance of subspace-based classification in
Euclidean space. This approach uses sub-gradient descent to minimize a non-convex cost
function which can take too many iterations to converge and may fall into local minima.
In addition, the approach requires performing Singular Value Decomposition (SVD) at
each iteration, which makes it even more expensive. The proposed LE feature learning
approach is significantly more robust as it is not subject to local minima. In addition, our
approach is faster and more scalable as the optimal solution is obtained by solving a single
generalized eigenvalue problem.
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2.4 Linear Representation (Coding) Methods
An effective approach, proposed in [133], for utilizing the subspace assumption for recog-
nizing a given face feature vector is to first compute its linear representation with respect
to the gallery samples (i.e. projecting it on the gallery) then associate it with the class
contributing the most to the representation. SRC [133], proposed for recognition of still
face images, adopts this idea and casts the recognition problem as that of solving a convex
Lasso optimization problem for the representation of the probe instance with respect to
the gallery. While SRC was shown to be quite successful, the empirical results obtained
in [145] show that replacing the Lasso’s 𝑙1-regularization term with an 𝑙2-regularization
term may sometimes perform as well as (or even better than) 𝑙1-regularization in terms of
classification performance, while leading to a computationally more efficient solution.
Methods utilizing SRC and CRC for image set classification have been developed
such as the Mean Sequence SRC (MS-SRC) [93] and Image Set CRC (ISCRC) [150].
While SRC assumes Euclidean space, Harandi et al. [44] extended the sparse coding
approach to Grassmann manifold where it has been applied to face recognition from
image sets. Sparse coding over SPD manifolds was also considered but for non-image set
classification tasks as in [42, 47, 140]. More specifically, SRC over the LE tangent space
of SPD manifolds for the task of action recognition was considered in [42, 140]. Harandi
et al. [47] and Li et al. [72] proposed kernel approaches for sparse coding over the SPD
manifold. Kernel-based methods, however, run the risk of fast growth in running time and
memory requirements with the increase of the number of gallery samples, since building
the kernel matrix requires Θ(𝑛2) time and memory for 𝑛 samples.
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2.5 Neural Network Methods
With recent successes of deep networks in many vision tasks, different neural network
architectures have been recently utilized for image set classification. Two such examples
are the generative, per-class five-layer model proposed in [50] and the discriminative,
per-class two-layer model proposed in [80]. In Chapter 6, we describe an algorithm for
training the parameters of a nonlinear embedding for the purpose of subspace feature




Performance of Video-Based Face
Recognition on Mobile Devices
3.1 Overview
Developments in sensing and communication technologies have led to an explosion in
the use of mobile devices such as smartphones and tablets. Mobile devices make the
management of personal information such as emails, bank accounts and profiles convenient
and flexible. However, with the increasing use of mobile devices one has to constantly
worry about the security and privacy as the loss of a mobile device would compromise
personal information of the user.
Most mobile devices use passwords, pin numbers, or secret patterns for authenti-
cating users. As long as the device remains active, there is no mechanism to verify that
the user originally authenticated is still the user in control of the device. As a result,
unauthorized individuals may improperly gain access to personal information of the user if
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Figure 3.1: Sample video frames for 20 (out of 50) users. The head of the user is close
always close to the camera. The bottom row shows some of the challenges present in the
data including illumination, pose, expression, partial faces and blur.
the password is compromised. Active Authentication (AA) systems deal with this issue
by continuously monitoring the user identity after the initial access has been granted.
However, AA remains an unsolved problem specially for smartphones. Various efforts
for authenticating smartphones have been proposed. Examples include systems based on
screen touch gestures [37, 38], gait recognition [29], and device movement patterns (as
measured by the accelerometer) [100]. As smartphones come equipped with a user-facing
camera and multiple core processors/GPUs, it is becoming more feasible to utilize the
existing body of research in face recognition for face-based AA on smartphones.
Over the years, many algorithms have been proposed for face recognition from still-
images, image sets and videos. Examples include Eigenfaces [117], Fisherfaces [14, 34],
SRC [133], AHISD/CHISD [17], SANP [53], DFRV [24], and MSSRC [93] just to name
a few. While such algorithms have been tested on challenging benchmarks [66, 67, 94, 98]
it is hard to predict if they will achieve the same performance on smartphone face videos
as they may involve challenges different from those in surveillance-based face recognition
datasets. Thus, it becomes necessary to (a) build a dataset that captures the challenges
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of smartphone face videos and (b) provide a benchmark to quantify how well existing
algorithms can solve the problem in addition to helping future research efforts. MOBIO
is the only other benchmark that is based on smartphone face videos [88]. Unlike our
study, the benchmark of MOBIO considered only still-image-based methods and only
one frame per video is manually cropped, normalized and included in the evaluation [41].
So challenges such as partial faces and incorrect facial/fiducial point detections are not
addressed in that work.
In this chapter, we present a benchmark for measuring (and comparing) the effec-
tiveness of face recognition techniques when used for active authentication using face
videos captured by the smartphone’s front-facing camera. The benchmark dataset consists
of 750 videos from 50 different users and two evaluation protocols that reflect some of
the challenges a typical face-based active authentication system is likely to deal with in
practical smartphone applications. We used the two protocols to evaluate several existing
techniques for still-image-based and image set-based face recognition including state-of-
the-art ones. Although some techniques perform better than others, the best performance
obtained is still not adequate even when the features are extracted around face fiducial
points. To encourage further research, we have made the dataset publicly available.
3.2 Mobile Face Dataset Description
The dataset was collected using a custom-written app on an iPhone 5s. The app collected
data for five different tasks (See Figure 3.2). During each task, the app recorded each users’
face video from the front camera as well as the touch data sensed by the screen. Each
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Figure 3.2: Screen shots of the application and tasks used to collect data on an iPhone 5s.
user performed five tasks in three settings (sessions) with very different environmental
conditions. These setting were as follows: (a) in a well-lit room, (b) in the same room but
with dim lighting, and (c) in a different room with natural daytime illumination. Although
the three sessions of a given user were collected in the same day, the benchmark results
indicate that the dataset is still challenging as state-of-the-art methods fail to achieve good
performance in cross-session evaluations. The different tasks are described below.
∙ Enrollment Task: The user would enroll his/her face by turning his/her head to the
left, then to the right, then up, and finally down while being recorded by the front-
facing camera on the iPhone. Following the enrollment task, the user would perform
four tasks with both face and screen touch data being recorded simultaneously. The
four tasks are described as follows.
∙ Document Task: The user is presented with a 12-page long PDF research paper and
is asked to count the number of items indicated by the test proctor such as figures,
tables etc.
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∙ Picture Task: A large poster-like image displayed 72 cars with different colors in a
12 by 6 table. The user was asked to count the number of cars of a particular color
selected by the test proctor. Only a few cars could be seen at any given time on the
screen and so scrolling was necessary to view all cars.
∙ Popup Task: Fifteen images were positioned off screen in such a way that only
a little bit of the image was shown. The user was required to drag the image and
position it at the center of the iPhone to the best of their ability.
∙ Scrolling Task: The app displayed a collection of images that were arranged hori-
zontally and vertically. Each image would take up the whole screen and the user was
required to swipe (using their finger) on the screen left and right or up and down in
order to navigate through the images.
The new dataset consists of 750 video sequences from 50 different users. Before
starting each task, the task description was verbally conveyed to the user. No further
instructions were given to the users regarding their pose or the way they held and interacted
with the device while doing the different tasks. The resolution of each video is 1280× 720.
The average video duration is 11 seconds for the Enrollment Task, 43 seconds for the
Document Task, 40 seconds for the Picture Task, 51 seconds for the Popup Task, and 32
seconds for the Scrolling Task. Figure 3.1 shows some sample recorded images from this
dataset.
An inspection of videos in this dataset reveals a combination of characteristics that
is unique to front camera videos. Some of these are favorable characteristics that can
be utilized to increase the robustness and efficiency of the authentication process. For
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example, most users keep their heads close to the smartphone while using it. Most of
the time, users keep their faces and eyes directed towards the phone (i.e. the camera)
while they interact or read something off the phone although they may turn their heads
occasionally, for example, to speak to someone or look around.
Other characteristics present in these videos are challenging for many state-of-the-art
face authentication systems. The fact that the device (and so the camera) is held by the
user during data acquisition phase contributes to many observed variations in face images.
For example, the imaging device is subject to shakes and sudden movements which result
in blurred frames in some of the videos (even normal head movements contribute to the
blurring of faces). Users can also adjust the height and distance of the device relative to
their heads in the middle of any interaction, which can change the background and the
location, size and distortion of the face within the images. We also noticed that some users
hold the device during some interactions such that only a part of the face remains fully
within the field of view of the camera.
In addition to the aforementioned challenges, a major challenge with smartphone
face videos is the variations in illumination and contextual conditions within the videos
of the same subject resulting from the mobility of the device. This issue is practically
inevitable as smartphones are designed to be carried and used everywhere and all the
time. To capture this mobility challenge in our dataset, the data for each user has been
collected under the three aforementioned sessions, each of which has different illumination
condition.
20
Figure 3.3: Increasing the size of the smallest search window of VJ detector to 25% of
the frame size eliminates all the false alarms within the 149 detections (shown in the left)
made in a sample video file while keeping the 8 true positives (shown in the right). The
figure is best viewed electronically.
3.3 Preprocessing
Face Detection The first step is to locate the user’s face from each frame. While there are
several algorithms for face detection [87], we used the Viola-Jones (VJ) detector [119]
as it is relatively fast and has tuned open-source implementations available on popular
smartphone platforms. We utilized the fact that the user’s face is close to the camera
during acquisition time by setting the size of the smallest search window to 25% of the
frame resolution. This makes the detector run 46 times faster (28 fps on MATLAB using a
single-core 2.2 GHz processor) while reducing the false positives drastically which usually
have small dimensions (see Figure 3.3 for an example).
It is worth noting that some frames contribute no detections. In many cases, this is
because of partial faces or the user looking away from the phone.
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Figure 3.4: Top row: cropped facial detections (before histogram normalization). Bottow
row: the fiducial points computed by the pre-trained model of [7]. The left three pairs are
examples of good results while the right three pairs are examples of incorrectly placed
fiducial points.
Fiducial Point Detection Given the face bounding box, we use the pre-trained land-
mark detector of [7] available from [1] to identify fiducial points at the eyes, nose and
mouth. We use these to guide the feature extraction step in an effort to normalize appear-
ance variation due to pose and expression. For robustness, we drop any detection if we
find that any of the fiducial points on the eyes, nose or mouth is outside or too close to
the boundary of the face detection rectangle. A fiducial point is considered too close if it
lies less than 5 pixels away from any of the four sides of the detection rectangle. Since
all preprocessing is fully automatic, the resulting detections may not always be perfect.
Figure 3.4 shows examples of good and bad results obtained. We do not attempt to filter
out these bad results manually and we rely on the robustness of the subsequent image set
classifier to deal with such outliers.
The detected faces are then cropped out and rescaled to 256 × 256. We then apply
histogram equalization to reduce the variations due to illumination. The resulting face
images are then used for feature extraction.
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Feature Extraction Given a detected face image I, we extract a 400D feature vector
𝑥 = F(I). We consider two types of intensity features F1 and F2. The first type F1 is
holistic in nature which works by rescaling I into 20 × 20 and arranging the intensity
values into 𝑥. The second type F2 utilizes the locations of fiducial points to improve the
alignment of the intensity values in 𝑥. It achieves this by computing four bounding boxes
of the mouth, left eye, right eye, and nose fiducial points and then we extend each bounding
box by including five more pixels in each direction to include more context. Subsequently,
we resize the mouth box to 7 × 14, each eye box to 9 × 11, and the nose box to 8 × 13.
This gives a total of 400 intensity values which are arranged into the feature vector 𝑥 (see
Figure 3.5 for illustration). We refer to such features as MEEN features because they are
constructed from the Mouth, left Eye, right Eye, and the Nose. As expected, we obtain
better accuracy using the MEEN features.
If there are 𝑛 face images {I1, I2, ..., I𝑛} in a given video V, we obtain a set of 𝑛
corresponding feature vectors F(V) = {𝑥1,𝑥2, ...,𝑥𝑛}. Image set-based face recognition
techniques (or simple extensions of still-image-based ones) are then used for training
and/or testing.
3.4 Evaluation Protocols
A typical practical scenario for using an active face authentication system on smartphones
would involve an enrollment stage in which the user enrolls their face for at least one
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Figure 3.5: MEEN features. The regions surrounding the landmarks on the mouth, eyes
and nose are extracted, rescaled and arranged into a 400D feature vector.
continuous sequence of image set queries where the overall amount of query data is much
larger than the enrollment data. Since smartphones are designed to be used everywhere,
the query sets may involve places and illumination settings different from those present
during enrollment.
We consider in this benchmark two evaluation protocols that model this scenario.
In both protocols, the overall amount of query data is bigger than that of enrollment data.
In addition, the illumination settings are different from those of enrollment. In protocol
1, the system is trained on the enrollment videos from one session (e.g. session 1) and is
tested on non-enrollment video clips from the other two sessions (e.g. sessions 2 and 3). In
protocol 2, the system is trained on the data from two enrollment sessions (e.g. sessions 1
and 2) and is tested on non-enrollment video clips from the other session (e.g. session 3).
The test video clips are created from the non-enrollment task videos by splitting
each task video into 10-second long video clips and keeping only those clips with at least
one face detection. The rationale is that in practice, the system should authenticate the
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user continuously and one way to achieve this is to run a query periodically. The query
period we have adopted in this work is 10 seconds. Given a query video clip, the system
should identify the subject present in that video clip. Accordingly, we cast the problem as
a 50-class identification problem.
3.5 Experimental Results
We evaluated four still-image-based methods including Eigenfaces (EF) [117], Fisherfaces
(FF) [14, 34], Large-Margin Nearest Neighbour (LMNN) [127], and Sparse Representation-
based Classification (SRC) [133]. In addition, we included five image set-based meth-
ods based on Affine Hull-based Image Set Distance (AHISD) [17], Convex Hull-based
Image Set Distance (CHISD) [17], Sparse-Approximated Nearest Points (SANP) [53],
Dictionary-based Face Recognition from Videos (DFRV) [24], and Mean-Sequence SRC
(MSSRC) [93]. We adjusted the computation of the data mean and scatter matrices in EF
and FF by reweighting the contribution of the samples of each class so that all classes
contribute equally regardless of the different class sizes. As in [14], we dropped the first
three principal components in EF and use the subsequent 150 components to define the
PCA projection matrix (adding more components does not improve the recognition rate in
our experiments). Still-image-based methods process an image set query by independently
classifying each vector in the query and declaring the most frequently occuring label as
the winner.
Table 3.1 shows the recognition rates under protocol 1 and Table 3.2 shows the
recognition rates under protocol 2. For the sake of completeness, we show in Table 3.3
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Table 3.1: Recognition rates under protocol 1: The different models are trained using one
session’s enrollment videos and tested on video clips from another session. For each row,
we show in bold the three highest recognition rates achieved for this experimental setting.
ES = Enrollement Session, TS = Testing Session.
ES TS EF FF LMNN SRC AHISD CHISD SANP DFRV MSSRC
1 2 40.95 54.48 30.80 52.79 22.17 14.55 17.26 29.78 47.21
1 3 34.02 45.27 30.77 51.18 21.30 13.91 17.01 35.65 46.15
2 1 22.23 25.52 13.41 44.18 10.23 7.97 10.60 32.55 43.06
2 3 49.70 56.80 43.05 58.58 47.78 44.67 44.97 46.30 60.36
3 1 28.05 24.77 22.05 17.64 10.69 11.63 13.04 19.89 17.64
3 2 55.50 56.01 50.76 51.95 46.87 41.12 43.82 47.04 45.85
Table 3.2: Recognition rates under protocol 2: The different models are trained using the
enrollment videos of two sessions and tested on video clips from the remaining session.
For each row, we show in bold the three highest recognition rates achieved for this
experimental setting. ES = Enrollement Session, TS = Testing Session.
ES TS EF FF LMNN SRC AHISD CHISD SANP DFRV MSSRC
{1, 2} 3 55.18 74.85 48.37 72.93 51.18 47.04 48.08 52.81 72.19
{2, 3} 1 30.11 54.69 25.33 24.20 14.35 16.51 16.79 39.21 22.14
{1, 3} 2 63.96 71.91 56.18 72.93 50.08 43.15 46.70 50.25 69.71
Table 3.3: Recognition rates when enrollment videos and non-enrollment test video clips
come from the same session. The recognition rates for such setting are relatively good
compared to those of protocol 1 and protocol 2. For each row, we show in bold the three
highest recognition rates achieved for this experimental setting. ES = Enrollement Session,
TS = Testing Session.
ES TS EF FF LMNN SRC AHISD CHISD SANP DFRV MSSRC
1 1 91.84 93.53 94.65 93.25 94.00 95.50 94.84 91.56 93.25
2 2 79.70 84.77 84.94 84.94 86.46 85.45 85.11 83.59 85.45
3 3 82.25 86.98 83.58 80.47 85.06 82.54 83.14 76.78 73.52
{1, 2} 1 92.31 93.34 94.18 92.96 93.90 95.31 94.47 92.03 93.06
{1, 2} 2 81.73 83.76 83.76 85.11 85.96 85.11 84.77 83.93 85.79
{2, 3} 2 81.90 84.09 82.57 79.86 85.45 84.43 83.59 82.57 68.02
{2, 3} 3 84.17 91.72 85.21 82.40 88.46 84.76 85.50 81.66 73.22
{1, 3} 1 93.25 93.25 93.71 92.78 94.09 96.06 95.03 92.50 92.68
{1, 3} 3 83.14 87.43 83.88 85.36 84.62 82.40 83.58 78.25 83.88
the recognition rates obtained by testing on the non-enrollment video clips from the
same sessions used for training. These are the accuracies that would be obtained when
the mobility challenge is excluded (although other challenges such as partial faces, blur,
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expression, pose variations, and face/landmark localization errors are still present). All
tables show results obtained using the fiducial point-based features. The less superior
results obtained with holistic features are not shown due to page limitations.
Tables 3.1 and 3.2 indicate that the best performing methods are FF, SRC, and
MSSRC. Yet, the recognition rates (in percentages) they achieve for protocol 1 range
between 24.8 and 56.8 for FF, 17.6 and 58.6 for SRC, and 17.6 and 60.4 for MSSRC. For
protocol 2, they range between 54.7 and 74.9 for FF, 24.2 and 73.9 for SRC, and 22.1 and
72.2 for MSSRC. Compared to the recognition rates obtained in 3.3, it can be seen that the
evaluated methods (including state-of-the-art image set methods) have difficulty coping
with the mobility challenge despite their relatively good performance when the mobility
challenge is excluded while all the other challenges are kept.
3.6 Benchmark Conclusion
We have investigated how well contemporary image set-based methods combined with
fiducial-point-based features can be used for active authentication on smartphones. A
dataset of 750 videos was collected over three sessions with different illumination condi-
tions to capture the kind of variations that are likely to be present with mobile devices. An
examination of the videos in the dataset revealed a unique combination of properties and
challenges that is specific to smartphone face videos. We utilized the fact that the user’s
head is always close to the phone to increase the efficiency and reduce the false positives
of the face detection phase. Although the compared state-of-the-art techniques perform
relatively well when the enrollment and evaluation data come from the same session, the
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experiments indicate that they have difficulty addressing the variations in illumination and
context that are likely to be present due to the mobility of the device.
One of the limitations of our study is that all the three sessions of any given user
are collected on the same day. Therefore, the dataset misses appearance variations due to
change in hair style, shaving, and/or introduction/removal of face-covering clothing such
as scarves or hats. This does not limit the usefulness of the dataset since it captures a subset
of the practically possible variations that has already been shown through experiments to
be challenging to state-of-the-art algorithms included in the comparison.
The benchmark presented in this chapter motivates the development of better features
and recognition algorithms that are invariant to the mobility challenge yet efficient to
compute. Also the detection and classification of partial faces need further research to







This chapter describes Bayesian Representation-based Classification (BRC), an approach
based on sparse Bayesian regression and subspace clustering for image set classification.
Similar to existing representation-based approaches such as Sparse RC (SRC) and Collabo-
rative RC (CRC), BRC assumes that a test image is approximated by a linear combination
of the gallery images of the true class. Given a probe sample 𝑦 ∈ R𝑑, we use the Relevance
Vector Machine (RVM) [112, 113] to approximate the posterior distribution P(𝑥|𝑦) of the
linear representation 𝑥 ∈ R𝑁 of the probe sample 𝑦 ∈ R𝑑 with respect to the images in the
gallery sets. The Maximum A Posterior (MAP) estimate of 𝑥 is then used to classify 𝑦 by
finding the class contributing the most to the regression parameters 𝑥. In addition, we use a
Bayesian statistical framework to compare CRC, SRC, and CRC where we show that BRC
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employs precision hyperpriors that are more non-informative than those of CRC/SRC.
Given a probe set Y, we analyze the assumptions of existing strategies for selecting the
individual images to classify from Y (e.g. sequence mean [93]) and we show that these
strategies can still work under milder assumptions. Finally, we present a more robust
probe set handling strategy that balances the tradeoff between efficiency and accuracy.
Experiments on three datasets illustrate the effectiveness of our algorithm compared to
state-of-the-art set-based methods.
The contributions of this section are as follows:
1. While sparse Bayesian regression and RVM have been used for basis pursuit [131]
and compressive sensing [59, 60], to the best of our knowledge, this work is the first
to apply sparse Bayesian regression and automatic relevance determination to image
set classification.
2. Although SRC and CRC are not formulated in a probabilistic fashion like BRC, we
show that these three methods can be viewed using a common statistical framework
by employing established results from Bayesian statistics literature [5, 96]. Within
this framework, we conduct an intuitive comparison among these three approaches
and show that each approach is the result of a different choice of a hyperprior with
BRC’s hyperprior being a more natural choice.
3. We provide an analysis of existing approaches for selecting images from the probe
set for classification (all images versus mean image) where we show that the coding
of the mean image is sufficient under milder assumptions than those required in [93].
Moreover, we present a flexible approach based on subspace clustering that achieves
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a good balance between accuracy and efficiency.
4. We conduct extensive multi-fold experiments on three public face video datasets
using different variants of BRC where we show that BRC achieves comparable
performance with other existing methods for face recognition from image sets.
In the following sections, we describe the formulation of the BRC model and we
give the corresponding algorithm. Then, we conduct the statistical comparison between
CRC, SRC, and BRC. Finally, we extend BRC to image set classification and present the
experimental results in the final section.
4.2 Probabilistic Model
Suppose that the images are represented by feature vectors in R𝑑. We base our probabilistic
model on the subspace assumption and seek to identify which of the low-dimensional
subspaces spanned by the gallery samples lie closest to the probe images. In particular, we
identify a test image 𝑦 ∈ R𝑑 discriminatively by first computing the linear representation
of 𝑦 with respect to the images in the gallery set and finding the class that contributes
the most to the representation. If we assume, following the notation in [133], that the
matrix A𝑐 ∈ R𝑑×𝑁𝑐 contains the 𝑁𝑐 gallery images from all sets associated with class
𝑐 and the matrix A = [ A1,A2, . . . ,A𝐶 ] ∈ R
𝑑×𝑁 denotes the gallery matrix of all the
𝑁 =
∑︀𝐶
𝑐=1 𝑁𝑐 gallery images, the relationship between the gallery matrix A and the test
image 𝑦 can be written as:





Figure 4.1: A graphical model of the sparse Bayesian regression model used in the chapter.
where ?̄? ∈ R𝑁 is the true (yet unknown) representation of 𝑦 with respect to the gallery and
𝜀 ∈ R𝑑 is a small isotropic Gaussian noise vector. If we know the true representation ?̄?,
we can find the class contributing the most to the representation and with which 𝑦 should
be associated using the minimum residual rule of Wright et al. [133]. If we let 𝛿𝑐 be the
𝑁 ×𝑁 diagonal matrix with all zeros except at the 𝑁𝑐 diagonal entries corresponding to
the atoms of class 𝑐, the residual 𝑟𝑐(𝑦; ?̄?) corresponding to class 𝑐 is given by:
𝑟𝑐(𝑦; ?̄?) = ‖𝑦 −A𝛿𝑐?̄?‖2 (4.2)
The class for which 𝑟𝑐 is minimum is chosen as the label for 𝑦.
The major component of classification algorithms based on such a model is how
to obtain the estimate 𝑥 of the true ?̄?. Although we do not know the exact values, we
have prior information that the error 𝜀 is small and the parameter vector 𝑥 is sparse.
Our main contribution is in how to model and compute 𝑥. In particular, we propose a
Bayesian probabilistic model that captures the characteristics of 𝑥 and (implicitly) 𝜀. Under
this model, 𝑦 is sampled from 𝒩 (𝑦|A𝑥, 𝜎2I) and 𝑥 from the zero-mean normal prior
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𝒩 (𝑥|0,Λ−1) where the precision hyperparameter Λ = diag(𝛼1, . . . , 𝛼𝑁), 𝛼𝑖 > 0 ∀ 𝑖.
The corresponding graphical model is shown in Figure 4.1. The precision 𝛼𝑖 is a measure
of our (un)certainty about 𝑥𝑖. The sparsity of the true ?̄? implies that the distribution
of some of the coefficients 𝑥𝑖 will be concentrated at zero (i.e. 𝛼𝑖 → ∞) while others
will have some variance (i.e. 𝛼𝑖 is some finite positive value). Before observing the
test image or knowing its associated class, we have no prior information on values the
precision hyperparameter 𝛼𝑖 may assume. Accordingly, we place a non-informative (i.e.
flat) hyperprior on 𝛼𝑖 [82, 112, 114].
An advantage of the flat precision hyperpriors is their sparsifying effect [113]. It
takes place whenever the linear dependence between the target values (the test vector 𝑦
in our case) and the basis vectors (the gallery vectors in A in our case) can be captured
with a small subset of the basis vectors in A. In that case, the flat hyperprior for 𝛼 allows
the posterior probability mass P(𝛼𝑖|𝑦) for many of the coefficients in 𝛼 to concentrate at
very large or infinite values. This in turn makes the corresponding P(𝑥𝑖|𝑦) behave like a
Dirac-Delta distribution focused at 𝑥𝑖 = 0 and can result in a very sparse 𝑥. When 𝑦 is
similar to one of the subjects encoded in A, we expect the above model would utilize the
low-dimensional subspace relationship and produce a sparse 𝑥 that can easily discriminate
the class of 𝑦. The above model is akin to the well-established Bayesian models for sparse
linear regression like those described in [16, 112, 113].
33
4.3 Classification Algorithm
Suppose that we want to classify a candidate test image 𝑦 selected from the probe set. Our
classification algorithm is based on the empirical Bayes approximation framework [16,
82, 83, 113] and has three main steps. (a) First, we compute the value of the precision
hyperparameter 𝛼* that maximizes the marginal likelihood function P(𝑦|𝛼). (b) Next, we
use the optimal precision estimate 𝛼* to construct the posterior distribution P(𝑥|𝑦,𝛼*)
of the regression coefficient vector 𝑥. This distribution is a Gaussian and so the mean
and the mode are coincident with a closed form. (c) Finally, we use the class-specific
residuals 𝑟𝑐(𝑦; ?̂?) computed at the Maximum A Posteriori (MAP) estimate of the regression
parameters ?̂? = argmax
𝑥
P(𝑥|𝑦,𝛼*) to find the class with which 𝑦 should be associated.
We next describe these steps in more details.
To perform the optimization in the first step, we use the probability sum rule to







I) 𝒩 (𝑥|0,Λ−1)𝑑𝑥 (4.3)









Taking the log of the marginal likelihood (4.5) (and dropping constants) gives:









Due to the flat precision hyperprior and the inherent sparse dependence between the
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test and gallery vectors, the optimal precision 𝛼* will have many of its components infinite.
The corresponding coefficients in 𝑥 will have distributions concentrated at 0 because their
posterior variances are zeros. This produces a sparse 𝑥 [16, 113].
There are two types of iterative algorithms for maximizing the nonconcave func-
tion (4.6) [16]. One type starts the optimization with all the components in 𝛼 present and
gradually discards those precisions that approach infinity in addition to their corresponding
atoms. Earlier iterations made by such algorithms are quite expensive, taking 𝑂(𝑁3) time
and 𝑂(𝑁2) space whereas, the last few iterations solve much smaller problems involving
a small subset of the atoms in A. In our work, we use the faster incremental algorithm
proposed by Tipping and Faul [114] which starts with all components of 𝛼 absent (i.e. set
to infinity) and in each iteration identifies one component to (a) activate (by changing from
infinity to a finite optimal value), (b) update or (c) discard (by resetting to infinity). This
algorithm runs very fast in our case as the number of active components is typically low.
This significantly reduces the dimension of the linear subproblems to be solved in each
iteration.
Once 𝛼* is computed, we discard the atoms from A and the regression coefficients
from 𝑥 corresponding to the infinite precision components that we exclude from 𝛼*. The
corresponding posterior parameter distribution P(𝑥|𝑦,𝛼*) has the following form:
P(𝑥|𝑦,𝛼*) =






= 𝒩 (𝑥|𝜇*,Σ*) (4.8)
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,𝜇* = 𝜎−2Σ*A𝑇𝑦 (4.9)
We use the point ?̂? = 𝜇* for calculating the class-specific residuals and therefore
identifying 𝑦. As P(𝑥|𝑦,𝛼*) is a Gaussian, the point 𝜇* is the most probable (i.e. MAP)
representation and also the posterior average of all possible representations which makes it
the most intuitive choice.
4.3.1 Noise Variance 𝜎2
For performance and robustness reasons, we decided to keep the noise variance 𝜎2 constant.
This corresponds to choosing a dirac-delta prior centered at the constant of choice for 𝜎2.
Performance-wise, this allows the iterative optimization algorithm to use more efficient
equations for updating 𝛼 [114]. In addition, this allows us to utilize our prior knowledge
that the features in 𝑦 have non-trivial measurement error as they are computed based on
quantized input intensities. Specifically, this prevents the algorithm from trying representa-
tions that overfit 𝑦 which can occur if the algorithm picks infinitesimal values of 𝜎2. Such
values will force the algorithm to use denser 𝑥 in an attempt to precisely fit 𝑦 while in
reality it is trying to fit the quantization error component in 𝑦. Using dense 𝑥 would mean
bad discriminative performance as well as increased computational requirements in terms
of time and space.
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4.3.2 Choosing The Candidate Test Image
Given a probe set Y = {𝑦1, ...,𝑦𝑁𝑦}, there are several ways to choose from Y a candidate
image 𝑦 to apply BRC on. One way is to choose every image in Y as a candidate for
classification and then choose the most frequent classification as the label for the complete
Y. We call this variant Full Sequence-BRC (FS-BRC). The advantage of FS-BRC is
the robustness to outliers in the probe set (e.g. wrong detections or badly-aligned faces).
During majority voting, the few outliers could only result in as few invalid labels that will
be dominated by the correct majority. Although FS-BRC is embarrassingly parallel and
scales very well with parallel computing, FS-BRC can be infeasible without sufficient
computing resources. Accordingly, we analyze two practical alternatives to FS-BRC.
Mean Sequence-BRC (MS-BRC): It is shown in [93] that coding the complete Y
can be reduced to the coding of its sample mean 𝑦 under the strong assumption that all
images in Y share the same true sparse representation ?̄?, i.e. 𝑦𝑖 = A?̄?𝑖 + 𝜀𝑖, ?̄?𝑖 = ?̄?∀𝑖.
The assumption is too strong; it implies that all sample images in Y are identical in terms
of pose, illumination, and all other conditions (except for the noise term) which is rarely
the case in practice. Meanwhile, relatively good results were reported in [93] using this
strategy and we also found that it worked relatively well in our experiments. To explain this
observation, we perform an analysis of 𝑦 where we show that coding 𝑦 can be sufficient
under milder conditions in addition to some other desirable properties of 𝑦 which justify
the relatively good performance of MS-SRC/MS-BRC.








(A?̄?𝑖 + 𝜀𝑖) = A?̄? + 𝜀 (4.10)
To recover the correct label from 𝑦, the mean vector ?̄? has to be sufficiently sparse,
the nonzeros of ?̄? has to correspond to the gallery samples of the true class, and the mean
error term 𝜀 has to have relatively small norm. Since the L2-norm is convex, ‖𝜀‖2 will be







In fact, a better bound can be proved if we assume that the errors are I.I.D. Gaussian noise,
in which case 𝜀 will also be Gaussain with the covariance scaled down by
√︀
𝑁𝑦.
The other two conditions on ?̄? are satisfied if all images in Y correspond to the
face of the true identity (i.e. no outliers) and the support of ?̄?𝑖 is the same ∀𝑖 (i.e. the
corresponding faces share the same pose/subspace) or their supports are not too different
(i.e. the corresponding faces have small pose variations) in order to guarantee that the
support of ?̄? remains sparse. This explains why MS-SRC was found to work well in
more general settings than dictated by the constant, shared representation assumption.
The summary of steps for the mean-sequence variant of BRC (MS-BRC) is given in
Algorithm 1. The steps for the other variants are omitted as it is straightforward to modify
MS-BRC to obtain either FS-BRC or C-BRC (described next).
Clustering-BRC (C-BRC): In practice, Y can have outliers and/or wild pose vari-
ations. Applying MS-BRC in such situations may lead to incorrect classifications (i.e.
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Input: 𝑑×𝑁 Gallery Matrix A, 𝑑×𝑁𝑌 probe image set Y = {𝑦𝑖}𝑖=𝑁𝑌𝑖=1 , noise variance
𝜎2
Output: class label
1 Compute the candidate test image 𝑦 = 1|Y|
∑︀
𝑦𝑖∈Y 𝑦𝑖;
2 𝑙2-normalize the atoms of A and 𝑦;
3 Estimate 𝛼* by maximizing (4.6) using the incremental algorithm of Tipping and Faul
[114];
4 Discard infinite components from 𝛼* and the corresponding atoms from A then compute
?̂? = 𝜇* as in (4.9);
5 Use (4.2) to compute the residual 𝑟𝑐(𝑦; ?̂?) for each class 𝑐. Associate 𝑦 with the class 𝑐 for
which 𝑟𝑐 is minimum;
Algorithm 1: MS-BRC Algorithm Summary
outliers will corrupt 𝑦 which is used solely for classifying the whole set). An intuitive
way to deal with this is to partition Y into 𝑘 clusters where each cluster contains images
sharing the same subspace (i.e. faces having the same pose). Then one can generate a
label for each cluster with MS-BRC and use weighted majority voting to determine a label
for the complete set. For subspace clustering, we modify the algorithm in [32] where we
replace the L1 regularization term with L2 to simplify and speed up the algorithm.
C-BRC can be thought of as an approximation to FS-BRC which reduces the
redundant computations FS-BRC carries out when it codes near-identical samples. As we
increase the number of clusters 𝑘, outliers are assigned to even smaller clusters which helps
limit their corruption effect to only these cluster. If 𝑘 = 1, C-BRC reduces to MS-BRC. If
𝑘 = 𝑁𝑦, C-BRC turns into FS-BRC.
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4.4 Comparison of CRC, SRC, and BRC
The three algorithms CRC, SRC, and BRC use the solution of a regression problem to
perform classification. SRC places an 𝑙1-norm penalty on the regression coefficient 𝑥 as
a sort of regularization [133]. In effect, SRC solves the following LASSO optimization
problem:




‖𝑦 −A𝑥‖2 + 𝜆‖𝑥‖1 (4.12)
Similarly, CRC places an 𝑙2-norm penalty on the regression coefficient 𝑥 for regularization.
In effect, CRC solves the ridge optimization problem:




‖𝑦 −A𝑥‖2 + 1
2
𝜆‖𝑥‖2 (4.13)
It is possible to interpret the regularization terms used by CRC and SRC as prior distri-
butions for 𝑥. In the case of CRC, the regularization term is equivalent to requiring 𝑥 to
have a prior of the form 𝒩 (0, 1√
𝜆
I). The prior in the case of SRC comes in the form of a
zero-mean Laplace distribution [16] with a rate parameter 𝜆 for each coefficient in 𝑥:




Assuming the observed test vector 𝑦 has a Gaussian distribution P(𝑦|𝑥) = 𝒩 (𝑦|A𝑥, I),
the cost function of either CRC or SRC is obtained when we attempt to find the MAP



















































Figure 4.2: The inverse Gamma hyperprior with shape 𝑎 = 1 and scale 𝑏 = 𝜆22 that is (implicitly)




{− log P(𝑥|𝑦)} (4.15)
= argmin
𝑥∈R𝑁
{− log P(𝑦|𝑥) − log P(𝑥)} (4.16)
Both CRC and SRC can be interpreted as special cases of the proposed probabilistic
model. This is shown by replacing the non-informative hyperprior 𝜋(𝛼𝑖) with an informa-
tive one. For the case of CRC, the fact that 𝛼𝑖 is the constant 𝜆 can be realized by choosing
a dirac-delta hyperprior for 𝛼𝑖 centered at 𝜆:
𝜋(𝛼𝑖) = 𝛿𝜆(𝛼𝑖) (4.17)
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For SRC, we use the fact that the Laplace prior ℒ(𝑥𝑖) on 𝑥𝑖 has been shown to be equivalent
to a zero-mean Gaussian distribution with a marginalized precision 𝛼𝑖 that follows an
inverse Gamma hyperprior with shape 𝑎 = 1 and scale 𝑏 = 𝜆
2
2













, 𝛼𝑖 > 0 (4.19)
These hyperpriors prefer certain ranges of possible precisions more than others.
CRC sacrifices most of the flexibility by fixing the precision at a constant value a priori
for the benefit of having a fast, closed-form solution. Although to a lesser extent, SRC
does also sacrifice some flexibility by favoring, without prior evidence, certain ranges
of precisions to others (see Figure 4.2) for the sake of getting a convex energy function
that is easier to optimize for the MAP estimate of 𝑥. Our method uses a non-informative
hyperprior that treats all precisions uniformly. This is a better model of the fact that before
looking at the data we do not have any information regarding the correct precision values
to use, making BRC’s flat hyperprior a more natural choice from a statistical viewpoint
than either CRC’s or SRC’s.
4.5 Experimental Evaluation
We have conducted extensive experiments to compare the performance of the proposed
algorithms (i.e. MS-BRC, C-BRC and FS-BRC) against several existing algorithms for
image-set classification. The compared vector space-based methods include AHISD [17],
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its convex variant (CHISD) [17], SANP [53], DFRV [24], and SSDML [149]. The
compared representation-based methods include MS-SRC [93] and a variation of MS-SRC
that uses CRC [145] for classifying the mean of the sequence (MS-CRC). The comparison
also includes a neural network-based method which is DRM [50]. The manifold-based
methods we have included are CDL [122] and LEML [55]. For existing methods, we have
used the source code provided by the original authors and set the parameters according
to the recommendations made in their respective papers. The only exception to this are
MS-CRC and MS-SRC which we have implemented ourselves. To guarantee a fair
comparison, the same features and dataset splits were used to compare all the methods.
For the manifold-based methods, we generate an SPD descriptor from each image by
dividing the image into a 6 × 6 grid and computing the covariance from each cell based
on the per-pixel intensities, Gabor filter responses, and normalized spatial coordinates.
For the BRC-based methods, we found that setting the noise variance 𝜎2 = (0.02)2 gives
reasonable performance. For C-BRC, we use 𝑘 = 10 clusters. For probe sets with fewer
than 𝑘 images, C-BRC skips clustering and proceeds to classify each image in the probe
set as done by FS-BRC. We have also compared with soft-margin Support Vector Machine
(SVM) [18] as an example of a standard classification approach where majority voting is
used to combine the labels of the set samples into a single label for the image set.
The datasets used in our comparison are described below and three example images
from each dataset are shown in Figure 4.3.
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4.5.1 YouTube Celebrities (YTC)
The YTC dataset contains 1,910 YouTube-downloaded videos of 47 subjects [62] (with
total duration of 207.57 minutes). For a given subject, the videos are short segments
clipped from three longer, parent videos downloaded from YouTube. YTC has been built
to be very challenging for face tracking and recognition by choosing low resolution videos
with wild variations in pose, scale, hair style, make-up, illumination, motion and number
of people per frame.
Experimental Protocol: We run ten-fold cross-validation experiment. The 9×47 =
423 videos in each fold are randomly selected from the complete dataset while minimizing
the overlap between different folds as much as possible.
Feature Extraction: We use the Viola-Jones (VJ) detector [119] to locate the faces
in each video. Then we use the eye locations detected using the method of Asthana et al.
[7] to align the subject’s face to a standard, 30 × 36 pixel frame. The intensities are
histogram equalized and arranged in a 1080D feature vector. We use the feature vectors
from a given video define a corresponding image set.1
4.5.2 YouTube Faces (YTF)
The YTF dataset contains 3,425 videos of 1,595 subjects with diverse ethnicities [132].
The total video duration of YTF is 431.22 minutes. Similar to YTC, YTF videos are
downloaded from YouTube and are very challenging for face recognition. We conduct
our experiments on those subjects with four or more videos available. This results in
1We have not cleaned any of the bad detections or misaligned faces in an effort to test the robustness of
the compared methods to such outliers.
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YTC YTF MobFaces
Figure 4.3: Sample face pairs from YTC (first column), YTF (second column) and
MobFaces (third column). Each pair of faces in each column belong to the same subject.
YTC and YTF photos reveal large intra-class appearance variations and low resolution.
MobFaces photos are relatively frontal but they reveal some challenges such as blur and
intra-class variations in illumination and context due to the change in sessions.
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226 subjects. After randomly dropping one subject, we randomly split the remaining
225 subjects into five mutually exclusive groups, with 45 subjects each. We repeat the
experiment for each group where we use the first three videos of each subject as gallery
sets and the remaining videos for testing. Since the dataset provides aligned face images,
we extract intensity features from each image by cropping the central 100 × 100 box from
each image, resizing it to 30 × 36, and histogram-equalizing it.
4.5.3 Mobile Faces (MobFaces)
The MobFaces dataset contains 750 videos of 50 subjects taken by a smartphone’s front
camera during various user interactions with the phone [35]. The total video duration is
441.02 minutes. There are three sessions of five videos each (one enrollment + four tasks)
per subject. Each session is taken under a different illumination and/or in a different place.
The dataset includes some of the unique challenges of mobile-based continuous facial
authentication such as the wild variations in illumination and context due to the mobility
of the device. We compute the features using the same pipeline we developed for the YTC
dataset. Although the features used in this experiment are different from [35], we adopt the
two evaluation protocols suggested in [35] by dividing the task videos into ten-second long
clips and treating each clip as a separate query. In the first protocol (MobFaces-I), training
is done using only the 50 enrollment videos of one session and testing is performed on the
clipped task video clips from the other two sessions. In the second protocol (MobFaces-II),
training is done on the 100 enrollment videos of two sessions and testing is done on the
task video clips of the remaining session. Clipping test videos leads to 1065 clips from
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Table 4.1: The recognition rates of the compared methods on YTC, YTF, MobFaces-I and II. We
have highlighted in bold the rates of the top three performing methods for each dataset. Although
YTC and YTF have similar challenges, the rates obtained for YTC are higher because the test
protocol for YTC guarantees that for each test video clip there is a corresponding gallery video
clip such that both are segments from the same parent YouTube video. For DRM, we report
the recognition rate obtained with histograms of LBP features as recommended in [50] except
for MobFaces where we report the performance with the same intensity features used with other
methods as DRM performed better with these features on MobFaces.
Methods YTC YTF MobFaces-I MobFaces-II
AHISD 57.27 17.18 26.12 39.39
CHISD 64.79 32.99 21.96 35.76
SANP 66.99 31.62 21.96 34.94
DFRV 66.70 36.77 28.30 42.62
SSDML 69.22 34.02 22.95 38.27
SVM 68.79 41.92 24.48 44.18
MS-CRC 66.88 43.64 50.09 72.52
FS-CRC 66.52 42.27 50.54 72.26
MS-SRC 74.68 45.02 41.29 59.79
FS-SRC 75.60 47.77 44.43 63.20
DRM 70.35 43.99 37.06 62.42
CDL 67.62 41.92 40.21 64.97
LEML 73.26 48.45 44.39 61.09
MS-BRC 75.00 48.80 51.49 72.65
C-BRC-30 76.91 55.33 55.07 76.10
FS-BRC 76.91 56.36 55.16 76.62
the first session, 587 from the second, and 666 from the third.
4.5.4 Results
Table 4.1 shows the mean of the recognition rates of the compared methods for YTC, YTF,
and the two protocols of Mob-Faces. The results show the superiority of the proposed
method in comparison with the other methods. The Table, as well as Figure 4.4, also
show that there is a non-trivial gap of performance between MS-BRC and FS-BRC while
C-BRC-30 is almost as accurate as FS-BRC over all datasets. This confirms the analysis
presented earlier in Section 4.3.2 of the shortcomings of reducing an image set to its sample
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Table 4.2: The train and test times for com-
peting methods in seconds.














Table 4.3: The sequential and parallel test
times (using 12 processors) for BRC-based
methods in seconds.









mean (i.e. MS-BRC) as compared to the robustness of the clustering-based approach (i.e.
C-BRC).
The results on MobFaces in Table 4.1 also indicate that 𝑙1-regularization (i.e. MS-
SRC) can sometimes lead to inferior results compared to those obtained with the 𝑙2-
regularization (i.e. MS-CRC) which was also observed in the experiments conducted
in [145]. On the other hand, MS-BRC yields a slightly better performance than MS-CRC
on MobFaces whereas C-BRC-30 and FS-BRC are the top performers.
Running Times: In Tables 4.2 and 4.3, we report the time taken to train different
methods on the first fold of YTC as well as the time taken to classify a single test image set
of size 165 from YTC. No training time is reported for our method as it is training free. All




















































































k: Number of Clusters
YTF
C-BRC MS-BRC FS-BRC
Figure 4.4: The average recognition rates of C-BRC obtained on YTC, MobFaces-I, and YTF as a
function of the number of clusters 𝑘 (The plot for MobFaces-II is in the supplemental material).
C-BRC improves on the performance of MS-BRC and generally approaches the performance of
FS-BRC as 𝑘 is increased.
all methods was measured using a single-threaded MATLAB process. The timings reveal
that C-BRC-30 runs almost 7.5 times faster than FS-BRC although C-BRC-30 provides
very close accuracy. In addition, the timings also show the ability of BRC-based methods
to utilize parallel processing to reduce the running time. The clustering step contributes
0.54 seconds to the reported test time of C-BRC-30. Its contribution is lower for smaller
values of 𝑘.
4.6 Summary
We proposed BRC, an approach based on Bayesian regression and RVM for face recogni-
tion from image sets. After approximating the posterior distribution of the linear represen-
tation 𝑥 of the the probe 𝑦 with respect to the gallery, BRC applies the residual decision
rule of SRC on the MAP estimate of 𝑥 to classify 𝑦. To prevent overfitting the non-trivial
intensity quantization errors present in 𝑦, BRC is made more robust (and efficient) by
fixing the noise variance 𝜎2. A comparison of the models employed by BRC, CRC, and
SRC was made in Section 4.4 where it was shown that BRC uses a more non-informative
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hyperprior for precision than those of CRC and SRC. The extensive experiments con-
ducted in this chapter indicate that BRC-based methods (FS-BRC/C-BRC in particular)
outperform state-of-the-art image set methods on the YTC, YTF, and MobFaces. The
speed-accuracy tradeoff of our algorithm can be effectively controlled by setting the 𝑘
parameter of the C-BRC variant of our method. While this chapter introduced BRC in the
context of image set-based face recognition, the extension of BRC to other classification




Learning for Image Set Classification
In this chapter, we present an approach that combines the extraction of robust SPD features,
discriminative Subspace Feature Learning (SFL), and sparse coding for the purpose of
image set classification. In this approach, we first describe each image by generating a
Grid of Region Covariance Matrices (GRCMs) that are fused into a single compressed
SPD descriptor; then we map the SPD descriptor from the SPD manifold S𝑄+ to the Log-
Euclidean tangent space TIS𝑄+ and use a dictionary of atoms from TIS
𝑄
+ to represent each
gallery image set. While previous LE approaches for image set classification extract
from each image set, a single or very few LE samples that have very high dimensionality,
our approach extracts from each set many LE samples of a much lower dimensionality,
reducing the possibility of over-fitting. Given the LE features, we then formulate an
optimization problem for learning an embedding into a lower-dimensional LE tangent
space TIS𝑞+ in which the data has a more discriminative subspace structure. To classify
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a probe image set, we use the LE feature transform computed during training to embed
the dictionary of LE atoms extracted from the probe image set. Next, we apply the LE
sparse coding approach [42, 140] to classify the embedded probe atoms with respect to the
augmented gallery dictionary. We also consider the case of imbalanced and/or large gallery
image sets and we propose Dictionary-Based SFL (DBSFL) which address these issues by
integrating dictionary learning into SFL, coding and residual-based classification.
Extensive experiments on four public datasets show that our approach outperforms
many state-of-the-art methods. When deep features are used as input, our experiments show
that SFL as well as DBSFL lead to improved performance compared to other competing
methods. We also run an empirical ablation analysis to understand how the different
components of our approach contribute to the final performance. A preliminary version of
this work appeared in [36]. In order of importance, the contributions that are included in
that preliminary version can be summarized as follows:
∙ A feature learning and dimensionality reduction algorithm that leads to a more
discriminative subspace structure, subsequently enhancing the performance of
representation-based classifiers (like SRC) with nonlinear input features (such as
GRCM-based LE features). Since it reduces the learning problem into that of solving
a single generalized eigenvalue problem in a non-iterative fashion, the algorithm is
also efficient.
∙ An image set feature extractor which models each image set as a dictionary of
LE atoms that is more robust to local deformations and has significantly lower
dimensions than other LE image set descriptors [55, 122, 126], making the proposed
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LE features more robust to over-fitting. In our experiments, we show that the
proposed features also improve the performance of another recent LE image set
method proposed in [55].
∙ To the best of our knowledge, this work is the first to apply SRC for image set
classification on LE tangent spaces. Note that SRC has been extended to image
set classification on Euclidean space by Ortiz et al. [93] and to other classification
problems on LE tangent spaces [42, 140]. Our experiments show that the proposed
approach outperforms existing methods on three public video face datasets.
In addition to the above contributions, the current extended version of the work includes
the following contributions:
∙ A dictionary-based version of the SFL algorithm that addresses imbalanced and/or
large gallery image sets. The Dictionary-Based SFL (DBSFL) improves the classification-
time efficiency of SFL and leads to improved classification accuracy especially when
the gallery image sets are imbalanced.
∙ We extend the previous experiments by including experiments on a fourth, recently
released dataset, namely the IARPA Janus Benchmark-B (IJB-B) and by experiment-
ing with various deep features. We show that the proposed methods SFL/DBSFL
lead to faster and more accurate performance compared to other competing methods.
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Figure 5.1: The steps for extracting the LE features from each image.
5.1 Log-Euclidean Grid of Covariance Matrices
We describe the three components of our approach (description, embedding, and coding)
in the following subsections.
5.1.1 Image Set Descriptor: Dictionary of LE Atoms
Existing SPD image set descriptors, like those used in [55, 122, 126] compute a single
or a small number of SPD matrices per image set. These descriptors suffer from some
drawbacks. One such drawback is the curse of dimensionality as each SPD matrix de-
scriptor has the dimensions 𝑊𝐻 ×𝑊𝐻 (or more) assuming the images have size 𝑊 ×𝐻
(the descriptor is 160,000-D for images as small as 20 × 20). The image set may also
contain too few images to reliably compute such high-dimensional descriptors, leading
to undersampling at the level of each descriptor. Undersampling at the gallery level (and
subsequent overfitting) may also be a problem as the typical gallery contains few image
sets per class, leading to correspondingly lower number of (high-dimensional) examples
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per class that may not be enough to reliably train a machine learning model.
To avoid these problems, we extract a symmetric matrix feature L ∈ TIS𝑄+ from
each image 𝐼 , leading to more samples from each image set. Moreover, we limit the
curse of dimensionality by compressing L into 𝑎 = comp (vec (L)) ∈ R𝐷 and using 𝑎
as an atom in a dictionary corresponding to the image set. The steps for computing the
image-level compressed features are summarized in Figure 5.1 and described below.
At the heart of our image-level descriptor is the use of Region Covariance Matrices
(RCMs) [95]. This is justified by the ability of covariances to fuse various types of features
and keep track of their statistics. In addition, the covariance of a set of samples is invariant
to a rearrangement of these samples, giving RCMs more robustness to misalignment,
a problem that face identification systems have to deal with even when automatic face
alignment is applied, as the obtained detection and alignment may not be perfect.
To compute the covariance matrices, we first compute a feature image 𝜑(𝐼) similar
to [47, 95] which produces at each pixel the following 𝑀 = 43 responses:
𝜑𝑇𝑥,𝑦 =
[︂
𝑥, 𝑦, 𝐼(𝑥, 𝑦), |𝐺0,0(𝑥, 𝑦)| , . . . , |𝐺4,7(𝑥, 𝑦)|
]︂
where 𝐺𝑢,𝑣(𝑥, 𝑦) = 𝑔𝑢,𝑣(𝑥, 𝑦) * 𝐼(𝑥, 𝑦) is the response of the image to the 2D Gabor








𝑒𝑖𝑘𝑣(𝑥 cos 𝜃𝑢+𝑦 sin 𝜃𝑢) − 𝑒−2𝜋2
)︁
where 𝑢 is the orientation index, 𝑣 is the scale index, 𝑘𝑣 = 1/
√
2𝑣−1, and 𝜃𝑢 = 𝜋𝑢/8. To
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balance the trade-off between robustness to misalignment and spatial encoding, we follow
the tradition of breaking the image into 𝑛𝑟 × 𝑛𝑐 cells and computing a covariance matrix
for each cell based on the pixel responses in that cell.
To avoid the curse of dimensionality in the extracted descriptor, we compress the
𝑀 responses at each pixel in cell (𝑟, 𝑐), prior to computing the cell-specific covariance
matrix, by projecting the 𝑀 -D response vector into a subspace of a lower dimensionality
𝑚 using a cell-specific, 𝑀 ×𝑚 column-orthogonal projection matrix U𝑟,𝑐. Each matrix
U𝑟,𝑐 is computed by performing PCA on the 𝑀 -D response vectors at all pixels within the
cell (𝑟, 𝑐) from all the images in all gallery image sets. In our experiments, we set 𝑚 = 10.
After compressing the responses, we calculate the 𝑚×𝑚 covariance matrix Σ𝑟,𝑐
from the 𝑚-D responses in cell (𝑟, 𝑐). Next, we arrange the 𝑛𝑟 × 𝑛𝑐 covariances into the
diagonal blocks of a 𝑄 × 𝑄 matrix Σ, where 𝑄 = 𝑛𝑟𝑛𝑐𝑚. The matrix Σ can be easily
shown to be SPD and so it lives in the non-Euclidean SPD manifold S𝑄+. To measure
the similarity in this non-Euclidean space, we endow S𝑄+ with the LE Metric [6] which
measures the distance between any pair of SPD matrices X1 and X2 by first using the Log
map: Log : S𝑄+ → TIS
𝑄
+ to map them to the LE tangent space TIS
𝑄
+ and then computing
the Frobenius distance ‖LogX2 − LogX1‖𝐹 . If the Singular Value Decomposition (SVD)
of an SPD matrix of dimensions 𝑚 ×𝑚 is X = U diag(𝑠1, ..., 𝑠𝑚)V𝑇 , the Log map is
defined as:
LogX = U diag(log 𝑠1, ..., log 𝑠𝑚)V
𝑇 (5.1)
The LE tangent space TIS𝑄+ is equivalent to the space of symmetric matrices S𝑄, which is
a vector space. This allows us to apply familiar Euclidean machine learning algorithms to
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SPD matrices once they are mapped to the LE tangent space. Accordingly, the final steps
are (a) mapping the SPD matrix Σ to the LE tangent space by computing L = LogΣ, (b)
computing the uncompressed atom ?̃? = vec (L) ∈ R𝑄2 , and then obtaining the compressed
atom 𝑎 = comp (?̃?) ∈ R𝐷 where the operator comp() retains only the 𝐷 = 𝑛𝑟𝑛𝑐𝑚2 entries
of ?̃? corresponding to the 𝑛𝑟𝑛𝑐 diagonal blocks of L while discarding the rest (see the
structure of 𝑎 in Figure 5.1).
Arranging the cell covariances into the diagonal blocks of Σ and mapping Σ to the
LE tangent space unnecessarily requires more memory and processing time. Instead, we
apply the equivalent but more efficient process of separately mapping each cell covariance
matrix Σ𝑟,𝑐 to the LE tangent space, which gives L𝑟,𝑐 = LogΣ𝑟,𝑐. In addition, we store
only the 𝐷 = 𝑛𝑟𝑛𝑐𝑚2 nonzero entries of L, which correspond to its diagonal blocks L𝑟,𝑐,
into the compressed atom 𝑎 ∈ R𝐷. All the remaining steps use the compressed atom 𝑎
instead of the uncompressed, higher dimensional atom ?̃? ∈ R𝑄2 .
The feature extraction step can be very efficiently implemented by making use of
GPUs for performing convolutions and matrix multiplication. For each image, 𝑛𝑟 × 𝑛𝑐
small eigenvalue problems need to be computed for SPD matrices of size 𝑚×𝑚 in order
to compute their matrix logarithms. Additional 𝑛𝑟 × 𝑛𝑐 eigenvalue problems of 𝑀 ×𝑀
matrices need to be solved for performing PCA during training but these are done only
once for the complete gallery set rather than for each image.
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5.1.2 Log-Euclidean Subspace Feature Learning (LE-SFL)
The goal of this step is to map the image descriptors from the LE tangent space TIS𝑄+ into
a lower-dimensional LE tangent space TIS𝑞+ in which they have a more discriminative
subspace structure. In other words, we want the samples from one class to stay, in the new
space, as far as possible from other-class subspaces while staying close to the same-class
subspaces. In this new space, the sparse coding of a query sample 𝑦 from class 𝑐 over the
dictionary A will more likely find that the subdictionary A𝑐 provides better reconstruction
of 𝑦 compared to other subdictionaries. Consequently, the sparse coding will more likely
associate 𝑦 with its true class 𝑐.
Tangent Map Formulation: There are different ways to formulate the tangent map
𝒲 : TIS𝑄+ → TIS
𝑞
+. One way is by the linear formulation given by:
vec (L′) = 𝒲1(L) = W𝑇 vec (L) (5.2)
where W ∈ R𝑄2×𝑞2 . To guarantee that L′ ∈ S𝑞 for any L ∈ S𝑄, the matrix W has to
be constrained, such that it has 𝑞(𝑞 + 1)/2 unique columns while the other 𝑞(𝑞 − 1)/2
columns are permutations of other columns1.
The second formulation 𝒲2 is a variation of 𝒲1 that avoids placing constraints on
W by keeping only the unique 𝑞(𝑞 + 1)/2 columns in W so that we just compute the
(vectorized) lower triangular submatrix tril(L′) ∈ R𝑞(𝑞+1)/2 instead of the complete matrix
1There are other algebraically equivalent ways to express the constraint on the columns of W, all of them
leading to the same measure of distance between symmetric matrices. Since we do not use the formulation
𝒲1 in this chapter, further elaboration on these ways is beyond the scope of this chapter.
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L′ ∈ R𝑞×𝑞:
tril(L′) = 𝒲2(L) = W𝑇 vec (L) (5.3)
where W ∈ R𝑄2×𝑞(𝑞+1)/2. Since ?̃? = vec (L) has only 𝐷 nonzero entries at known
locations, the projection matrix W in both 𝒲1 and 𝒲2 needs only to contain the 𝐷 rows
corresponding to these nonzero entries. In this case, the dimensions of W in 𝒲1 can be
reduced to 𝐷× 𝑞2 while in 𝒲2 it will be 𝐷× 𝑞(𝑞+1)/2. For simplicity, we use the second
formulation, in which W is unconstrained and has dimensions 𝐷 × 𝑞(𝑞 + 1)/2.
It is worth noting that a third formulation was used in [55, 134] which has the
advantage of using much fewer parameters in the projection W. However, the formulation
is quadratic (nonlinear) in the projection parameters compared to linear formulations
𝒲1 and 𝒲2. Such a quadratic formulation is useful for applications in which the SPD
descriptors are very high-dimensional such as the 400×400 image set covariance descriptor
used by Wang et al. [122]. The SPD descriptors in this chapter have considerably fewer
dimensions, and so we opt to use the simpler linear form 𝒲2. As we see later, our choice
of a linear formulation for the embedding leads to an easier-to-solve optimization problem
in which finding the globally optimal solution is straightforward and efficient.
Optimization Problem: Let A𝑐 ∈ R𝐷×𝑁𝑐 be the dictionary containing all the 𝑁𝑐
compressed atoms from all image sets associated with class 𝑐 (after removing all identical
atoms due to identical images):
A𝑐 =
[︂

































Figure 5.2: To improve the discriminative subspace arrangement of the data, the LE
feature map 𝒲2 is learned such that it maximizes the distance between each atom 𝑎𝑖 and
its projection A𝑐′𝑧𝑖,𝑐 on every other-class dictionary A𝑐′ while minimizing the distance
between the sample and its projection A𝑐𝑧𝑖,𝑐 on the dictionary A𝑐 of its own class 𝑐.
Furthermore, let 𝑁 be the total number of atoms in the gallery, 𝐶 be the number of classes,
𝑐(𝑖) be the class associated with atom 𝑎𝑖, and let 𝑧𝑖,𝑐 be the dense representation of an
atom 𝑎𝑖 with respect to the dictionary A𝑐 of a different class 𝑐:
𝑧𝑖,𝑐 = argmin
𝑧
‖𝑎𝑖 −A𝑐𝑧‖22 + 𝜆1‖𝑧‖22 (5.4)





first goal the tangent map 𝒲2 should achieve is to maximize the distance between every
atom 𝑎𝑖, from a certain class 𝑐(𝑖), and its dense projection A𝑐𝑧𝑖,𝑐 on the dictionary of each
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(𝑎𝑖 −A𝑐𝑧𝑖,𝑐)(𝑎𝑖 −A𝑐𝑧𝑖,𝑐)𝑇 (5.8)
In the above derivation (Eq. (5.6)), we use the matrix identity
‖B‖𝐹 = BB𝑇 = B𝑇B (5.9)
The reason we use dense, 𝑙2-regularized representations is that it has a closed form solution
that is more efficient to evaluate. Moreover (and more importantly), we want to maximize
the distance between each atom 𝑎𝑖 and the span of as many as possible of those different-
class atoms that may contribute to reconstructing 𝑎𝑖. This makes the dense representation
a more appropriate choice.
Before describing the other goal, we redefine the dense representation 𝑧𝑖,𝑐 for the
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case in which we project 𝑎𝑖 on the dictionary of its own class (i.e. 𝑐 = 𝑐(𝑖)):
𝑧𝑖,𝑐 = argmin
𝑧
‖𝑎𝑖 −A𝑐𝑧‖22 + 𝜆1‖𝑧‖22, s.t. 𝑧(𝑖) = 0. (5.10)
The only difference between (5.4) and (5.10) is the constraint 𝑧(𝑖) = 0 which excludes any







𝑐 , we obtain
𝑧𝑖,𝑐 = 𝑢𝑖,𝑐 − 𝑤𝑖col𝑖(J−1𝑐 ) (5.11)
The other goal the tangent map has to meet is minimizing the distance between every

































(𝑎𝑖 −A𝑐𝑧𝑖,𝑐)(𝑎𝑖 −A𝑐𝑧𝑖,𝑐)𝑇 (5.15)
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In addition, we add a regularization term ‖W‖2𝐹 = trW𝑇W to the quantity to be
minimized. We then combine all goals into one criterion by maximizing the following




trW𝑇 (S2 + I)W
(5.16)
The optimal solution to this problem is obtained by finding the 𝑞(𝑞 + 1)/2 generalized
eigenvectors with the largest eigenvalues of the following generalized eigenvalue problem:
S1𝑤𝑘 = 𝜆𝑘(S2 + I)𝑤𝑘 (5.17)
After finding W, we use it to embed the dictionaries (i.e. gallery matrices) of all
classes. If we assume all the 𝐶 classes have the same number of images 𝑁𝑐 = 𝑁/𝐶, the
computational complexity of subspace feature learning is:
𝑂
(︀








where it takes 𝑂(𝐷3) for the solution of the 𝐷 × 𝐷 generalized eigenvalue problem
in (5.16), 𝑂(𝐷𝑁2𝑐 + 𝑁
3
𝑐 ) for computing J𝑐 and inverting it for one class, 𝑂(𝐶𝑁
3
𝑐 ) for
computing the representations of same-class samples and other-class samples with respect
to the dictionary (i.e. gallery matrix) A𝑐 of one class, and 𝑂(𝐶𝐷2𝑁𝑐) for computing the
contribution of one class to the two scatter matrices S1 and S2.
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5.1.3 Coding and Classification
Given a probe image set Y = [𝑦1, . . . ,𝑦𝑁𝑦 ], the method extracts the LE dictionary from
the set Y as described in Section 5.1.1; then uses the tangent map W to project each atom
in Y’s dictionary to the LE feature space. Subsequently, we apply a representation-based
classification algorithm like SRC or CRC to compute the label for Y. More specifically,
we solve for the sparse representation vector 𝑥 ∈ R𝑁 corresponding to the mean 𝑦 of the





‖𝑦 −A𝑥‖2 + 𝜆‖𝑥‖1 (5.19)
where A is the dictionary containing all the embedded LE atoms from all classes. A variant






‖𝑦 −A𝑥‖2 + 𝜆
2
‖𝑥‖2 (5.20)
Given the (sparse) representation ?̄?, we can find the class contributing the most to the
representation, and with which 𝑦 should be associated, using the minimum residual rule
of [133]. If we let 𝛿𝑐 be the 𝑁 ×𝑁 diagonal matrix with all zeros except at the 𝑁𝑐 diagonal
entries corresponding to the atoms of class 𝑐, the residual 𝑟𝑐(𝑦; ?̄?) corresponding to class
𝑐 is given by:
𝑟𝑐(𝑦; ?̄?) = ‖𝑦 −A𝛿𝑐?̄?‖2 (5.21)
The class for which 𝑟𝑐 is minimum is chosen as the label for the probe set.
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5.1.4 More General Discriminative Subspace Feature Learning
While Section 5.1.2 described Subspace Feature Learning (SFL) for mapping between LE
tangent spaces, the same algorithm can be used to learn an embedding ℱ : 𝒜 → R𝑑:
ℱ(𝑎) = W𝑇𝑎 (5.22)
where 𝒜 is any vector space of an appropriate dimensionality and R𝑑 is a lower-dimensional
vector space. Note that the above definition does not restrict 𝒜 or R𝑑 to LE tangent spaces.
For example, 𝒜 may be the space of raw intensity images of a particular width and height.
Alternatively, 𝒜 might be the deep features produced by a Convolutional Neural Network
(CNN)-based embedding. As before, the embedding parameters W is obtained by solving
the generalized eigenvalue problem in (5.17) resulting from the optimization problem
in (5.16).
5.2 Dictionary-Based Subspace Feature Learning (DBSFL)
The algorithm presented in Section 5.1.2 uses the gallery class matrices {A𝑐 ∈ R𝐷×𝑁𝑐}𝐶𝑐=1
to learn the embedding during training and to perform coding and classification during
testing. There are two potential issues with this approach:
1. Different classes can have different numbers of gallery image sets and/or different
image sets may have different numbers of atoms. The number 𝑁𝑐 of atoms in a
given class matrix A𝑐 may not be the same as other classes. Such imbalance can
negatively affect performance during both training and testing. More specifically,
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a class with more atoms will contribute more terms to the objective functions in
Eq. (5.5) and (5.12), which can bias the learning of the embedding. During testing,
a class with more atoms would correspond to a subspace of a higher dimensionality
which can bias the coding (and the subsequent classification) to prefer these classes
that have more atoms. This becomes more of a problem when 𝑁𝑐 is relatively small
for each class 𝑐.
2. The overall number 𝑁𝑐 of samples from each class can be too large. This can
adversely affect the running time of the coding of test data during testing.
To mitigate these potential issues, we propose Dictionary-Based Subspace Feature
Learning (DBSFL), a variant of SFL that uses dictionary learning to handle imbalanced
gallery sets and/or classes with too many gallery samples. This speeds up coding at test
time and can improve the quality of the embedding with unbalanced training sets. The rest
of this section describes the steps of DBSFL.
5.2.1 Dictionary Learning
The first step in DBSFL is to learn a dictionary D𝑐 ∈ R𝐷×𝑘 from the class gallery matrix
A𝑐 ∈ R𝐷×𝑁𝑐 for each class 𝑐, where 𝑘 is the number of atoms in the learned dictionary D𝑐.
These dictionaries {D𝑐}𝐶𝑐=1 are then used instead of the class gallery matrices {A𝑐}𝐶𝑐=1 in
the formulation of the objective function to be optimized by the embedding parameter W.
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‖A𝑐 −D𝑐Z𝑐‖2𝐹 + 𝜆1‖Z𝑐‖1, (5.23)
subject to D𝑇𝑐 D𝑐 = I𝑁𝑐 (5.24)
where we obtain as a by-product the matrix Z𝑐 ∈ R𝑘×𝑁𝑐 containing the sparse represen-
tations of the atoms in the gallery matrix A𝑐 with respect to the dictionary D𝑐. These
representations are utilized while formulating the objective function as we later illustrate.
While several algorithms have been proposed for dictionary learning [3, 33, 65, 69,
86, 92], we use the Online Dictionary Learning (ODL) algorithm of Mairal et al. [86] as
it scales well with bigger gallery image sets, which are common in video datasets. ODL
works by iteratively alternating between (a) updating the sparse code vector of one of the
gallery matrix atoms (i.e. one sample from A𝑐) and (b) updating the dictionary D𝑐.
5.2.2 Objective Function
Similar to SFL, DBSFL seeks an embedding ℱ that maximizes the distance between
the span of every class 𝑐 and the span of every other class 𝑠 ̸= 𝑐 for 𝑐, 𝑠 ∈ {1, . . . , 𝐶}.
However, DBSFL uses the estimated dictionaries {D𝑐 ∈ R𝐷×𝑘}𝐶𝑐=1 to characterize the
spans of different classes rather than the original gallery matrices {A𝑐 ∈ R𝐷×𝑁𝑐}𝐶𝑐=1
(which SFL uses). Since all the class dictionaries have the same number of atoms 𝑘, DBSFL
avoids the potential imbalance in the sizes of the class gallery matrices {A𝑐 ∈ R𝐷×𝑁𝑐}𝐶𝑐=1
that SFL uses for formulating its objective function in Eq.(5.5, 5.16). To formulate a
measure of the distance between the spans of different classes, we first obtain the sparse
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representation Z𝑐,𝑠 ∈ R𝑘×𝑘 of the dictionary atoms of D𝑐 with respect to the dictionary D𝑠




‖D𝑐 −D𝑠Z𝑐,𝑠‖2𝐹 + 𝜆1‖Z𝑐,𝑠‖1 (5.25)
The first goal we need the embedding ℱ to achieve is to maximize the distance between the
atoms of every dictionary ℱ(D𝑐) and their projections ℱ (D𝑠Z𝑐,𝑠) on the spans of other




























tr(D𝑐 −D𝑠Z𝑐,𝑠)(D𝑐 −D𝑠Z𝑐,𝑠)𝑇 (5.29)
In addition, the desired embedding ℱ should minimize the distance between the
samples A𝑐 and the spans of their classes. Using the learned dictionaries to characterize
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trW𝑇 (A𝑐 −D𝑐Z𝑐)(A𝑐 −D𝑐Z𝑐)𝑇W (5.31)
= trW𝑇S2W (5.32)
where Z𝑐 is the sparse representation of the atoms in A𝑐 with respect to D𝑐, obtained as a








tr(A𝑐 −D𝑐Z𝑐)(A𝑐 −D𝑐Z𝑐)𝑇 (5.33)




trW𝑇 (S2 + I)W
(5.34)
This results in a generalized eigenvalue problem similar to Eq. (5.17) and the 𝑑
columns of the optimal solution W are the 𝑑 generalized eigenvectors of Eq. (5.17)
corresponding to the 𝑑 largest generalized eigenvalues. We then use W to embed the
learned dictionaries.
5.2.3 Coding and Classification
Given a probe image set Y = [𝑦1, . . . ,𝑦𝑁𝑦 ], we first compute its embedding Y′ = W𝑇Y
then we apply a representation-based classification algorithm like SRC or CRC to compute
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the label for the mean of Y′ as in Section 5.1.3. Unlike SFL, DBSFL uses the embedded
dictionaries instead of the embedded gallery matrices to perform coding and residual-based
classification. Since the number of atoms per dictionary 𝑘 is chosen to be lower than the
number of atoms in the class gallery matrix, the coding and residual-based classification in
DBSFL are faster than in SFL.
5.3 Experimental Evaluation
We have conducted extensive experiments involving multiple methods, four challenging
datasets and different features to evaluate the performance of the proposed algorithms. We
describe these experiments below.
5.3.1 Shallow Features Experiments
The first set of experiments are based on raw intensity features. We compare the two Log-
Euclidean variants of our proposed approach: Log-Euclidean Subspace Feature Learning
(LE-SFL) and its dictionary-based extension (LE-DBSFL). In addition, we evaluate the
performance of different representation-based algorithms (mean-sequence SRC and CRC)
when they are combined with LE-SFL and LE-DBSFL. This results in four schemes:
LE-SFL-SRC, LE-DBSFL-SRC, LE-SFL-CRC, and LE-DBSFL-CRC. To understand the
contribution to performance made by the different components of our classifier, we also
compare with two variants of our classifier: one without LE features but with subspace
feature learning applied to intensity features (SFL-SRC), and another with the LE features
but without the subspace feature learning (LE-SRC).
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We also include in the comparison several existing methods for image-set classifi-
cation. The competing methods include Affine Hull-based Image Set Distance (AHISD)
[17], its convex variant (CHISD) [17], Sparse-Approximated Nearest Points (SANP) [53],
Dictionary-based Face Recognition from Videos (DFRV) [24], Mean Sequence Sparse
Representation-based Classification (MS-SRC) [93], a variation of MS-SRC that uses
CRC instead of SRC [145] for classifying the mean of the sequence (MS-CRC), Set to
Set Distance Metric Learning (SSDML) [149], Deep Reconstruction Models (DRM) [50],
Projection Metric Learning (PML) [54], and Log-Euclidean Metric Learning (LEML)
[55].
For existing methods, we have used the source code provided by the original authors
and set the parameters according to the recommendations made in their respective papers.
Exceptions to this are MS-CRC and MS-SRC which we have implemented ourselves. To
guarantee a fair comparison, the same features and dataset splits were used to compare
all the methods. We made an exception for the DRM approach where we report the
performance using the 1475-D LBP features extracted from the intensity features used with
the rest of the methods. The reason for this exception is that the original paper of DRM
[50] and its publicly available source-code included the extraction of LBP features as one
of the preprocessing steps of DRM. For LEML, we use the LE-GRCM descriptor proposed
in this work and used with our LE-SFL-SRC method for a fair comparison between the
two LE-based methods. For PML, we have modified the method to deal with the situation
in which the number of images 𝑛𝑠 in a given image set 𝑠 is lower than the dimensionality 𝑑
of the subspace PML computes from each image set. In that case, we synthesize additional
images by small random translations and rotations of the original 𝑛𝑠 images so that 𝑠 has
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2𝑑 images. Since PML requires the gallery to have at least two image sets for each class
whereas MobFaces-I provides a single gallery image set per class, we randomly split each
gallery set in MobFaces-I into two subsets of nearly equal sizes (the difference in size is at
most one).
Parameter Settings: We use the following parameters in our proposed method. For
GRCM feature extraction, we resize each input image to 𝑤 = 120 and ℎ = 144. We then
divide each image into a 𝑛𝑟 = 6 × 𝑛𝑐 = 6 grid of non-overlapping cells for calculating the
RCMs. As stated earlier, we use 𝑚 = 10 as the dimension for the compressed per-pixel
responses. Finally, we set the symmetric dimension of the lower-dimensional LE tangent
space to 𝑞 = 28 which corresponds to an LE tangent map W with 𝑞(𝑞 + 1)/2 = 406
columns. It is worth noting that smaller grids (i.e. smaller 𝑛𝑟 and 𝑛𝑐) lead to inferior
recognition performance. Grids larger than 𝑛𝑟 = 6 × 𝑛𝑐 = 6 could possibly lead to better
performance, although this will be at the expense of increasing the memory footprint of the
algorithm. For DBSFL, we set 𝑘 = 50 atoms per class-specific dictionary for MobFaces-I
and 𝑘 = 75 for MobFaces-II since MobFaces-I has smaller gallery size for each class.
Since the gallery sets of YTC and YTF contains enough many samples for each class, we
use 𝑘 = 100 for both datasets. For the representation-based classifiers (SRC, CRC, and
their extensions), we set the regularization parameter 𝜆 equal to 0.01.
In this set of experiments, we use the YTC, YTF, and MobFaces datasets. Figure 4.3
shows examples from each dataset. A brief description of the datasets YTC, YTF, and
MobFaces and the corresponding experimental protocols is covered in Sections 4.5.1, 4.5.2,
and 4.5.3, respectively.
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Table 5.1: The multi-fold sample mean and standard deviation of the recognition rates
obtained with the compared methods on YTC and YTF. We have highlighted in bold the
rates of the top two performing methods for each dataset. Although YTC and YTF have
similar challenges, the rates obtained for YTC are higher because the test protocol for
YTC guarantees that for each test video clip there is a corresponding gallery video clip
such that both are segments from the same parent YouTube video.
Methods YTC YTF
AHISD (CVPR, 2010) 57.27 ± 3.44 17.18 ± 8.93
CHISD (CVPR, 2010) 64.79 ± 1.72 32.99 ± 7.97
SANP (CVPR, 2011) 66.99 ± 0.69 31.62 ± 8.56
DFRV (ECCV, 2012) 66.70 ± 1.52 36.77 ± 10.19
MS-CRC (ICCV, 2011) 66.88 ± 2.21 43.64 ± 8.27
MS-SRC (CVPR, 2013) 74.68 ± 1.96 45.02 ± 5.82
SSDML (ICCV, 2013) 69.22 ± 1.64 34.02 ± 10.03
DRM (CVPR, 2014) 70.35 ± 2.52 43.99 ± 5.23
PML (CVPR, 2015) 68.55 ± 1.76 40.21 ± 11.98
LEML (ICML, 2015) 73.26 ± 1.50 48.45 ± 5.66
SFL-SRC (ours) 75.71 ± 1.57 45.36 ± 3.45
LE-SRC (ours) 75.11 ± 1.49 49.83 ± 7.51
LE-SFL-SRC (ours) 76.28 ± 2.22 53.26 ± 8.10
LE-DBSFL-SRC (ours) 76.74± 2.12 58.42± 9.78
LE-SFL-CRC (ours) 72.84 ± 2.55 46.05 ± 6.73
LE-DBSFL-CRC (ours) 76.91± 1.89 61.86± 8.18
5.3.1.1 Results
Table 5.1 shows the mean and standard-deviation of the recognition rates of the compared
methods for the YTC and YTF datasets while Tables 5.2 and 5.3 show the recognition
rates for the six different evaluation scenarios for the MobFaces dataset. The tables
clearly show the superiority of the proposed methods (LE-SFL-SRC, LE-DBSFL-SRC,
LE-DBSFL-CRC) in comparison with other methods.
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Table 5.2: The recognition rates obtained on the MobFaces dataset the MobFaces-I protocol.
The setting (1 → {2, 3}) involves training on session 1 (i.e. the lit session) and testing on
sessions 2 and 3 (i.e. the unlit and day-lit sessions). The other two settings are defined
in a similar manner. The ’avg’ column contains the average of the rates obtained under
the three settings to its left. Since each session has a different number of test video clips,
the average column weighs the rate of each setting by its number of test sets. We have
highlighted in bold the rates of the top two performing methods for each setting.
MobFaces-I
Methods {2, 3} → 1 {1, 3} → 2 {1, 2} → 3 avg
AHISD (CVPR, 2010) 15.00 31.14 29.30 26.12
CHISD (CVPR, 2010) 10.61 26.57 25.73 21.96
SANP (CVPR, 2011) 9.34 27.09 26.15 21.96
DFRV (ECCV, 2012) 19.39 32.29 30.87 28.30
MS-CRC (ICCV, 2011) 48.20 51.30 50.24 50.09
MS-SRC (CVPR, 2013) 32.40 46.56 42.49 41.29
SSDML (ICCV, 2013) 10.53 28.89 26.15 22.95
DRM-LBP (CVPR, 2014) 23.46 32.41 36.38 31.41
DRM-GRAY 33.28 38.94 37.95 37.06
PML (CVPR, 2015) 51.16 45.98 41.77 45.88
LEML (ICML, 2015) 42.70 45.93 44.07 44.39
SFL-SRC (ours) 32.88 46.97 42.25 41.48
LE-SRC (ours) 47.01 52.63 54.00 51.60
LE-SFL-SRC (ours) 48.20 56.21 54.90 53.58
LE-DBSFL-SRC (ours) 48.44 56.21 54.72 53.58
LE-SFL-CRC (ours) 57.06 58.69 59.81 58.65
LE-DBSFL-CRC (ours) 53.71 59.79 61.99 58.93
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Table 5.3: The recognition rates obtained on the MobFaces dataset under the MobFaces-II
protocol. The setting ({2, 3} → 1) involves training on sessions 2 and 3 (i.e. the unlit and
day-lit sessions) while testing on session 1 (i.e. the lit session). The other two settings are
defined in a similar manner. The ’avg’ column contains the average of the rates obtained
under the three settings to its left. Since each session has a different number of test video
clips, the average column weighs the rate of each setting by its number of test sets. We
have highlighted in bold the rates of the top two performing methods for each setting.
MobFaces-II
Methods {2, 3} → 1 {1, 3} → 2 {1, 2} → 3 avg
AHISD (CVPR, 2010) 24.41 51.28 52.85 39.39
CHISD (CVPR, 2010) 23.29 44.97 47.60 35.76
SANP (CVPR, 2011) 20.38 48.89 45.95 34.94
DFRV (ECCV, 2012) 32.11 50.60 52.40 42.62
MS-CRC (ICCV, 2011) 69.01 73.59 77.18 72.52
MS-SRC (CVPR, 2013) 43.29 71.89 75.53 59.79
SSDML (ICCV, 2013) 21.31 50.09 54.95 38.27
DRM-LBP (CVPR, 2014) 38.97 62.86 65.77 52.72
DRM-GRAY 53.62 70.53 69.37 62.42
PML (CVPR, 2015) 45.92 56.56 61.41 53.06
LEML (ICML, 2015) 49.39 66.95 74.62 61.09
SFL-SRC (ours) 44.98 72.40 76.58 61.00
LE-SRC (ours) 59.25 73.59 84.98 70.28
LE-SFL-SRC (ours) 62.72 75.64 86.19 72.74
LE-DBSFL-SRC (ours) 64.23 76.15 87.84 74.03
LE-SFL-CRC (ours) 71.55 76.49 86.48 77.09
LE-DBSFL-CRC (ours) 73.24 78.71 89.19 79.21
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Figure 5.3: The mean Cumulative Matching Characteristic (CMC) curves for YTC (top-
left), YTF (top-right), MobFaces-I (bottom-left), and MobFaces-II (bottom-right). DBSFL-
CRC achieves the highest CMC curve on all the benchmarks.
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The improvement in performance by SFL-SRC over MS-SRC is less significant
except on YTC. This is because subspace feature learning does not help much with intensity
features, which inherently have a subspace structure. Accordingly, the only significant
advantage SFL-SRC provides over MS-SRC is the reduction of dimensionality without loss
in identification accuracy. On the other hand, the results show that the improvement due
to subspace feature learning is significant when we compare LE-SRC with LE-SFL-SRC.
Despite being more robust, the LE-GRCM features have nonlinear dependence on raw
intensities, and so they do not preserve the sparse linear dependencies between samples
under the raw representation. To address this, the subspace feature learning algorithms
(SFL and DBSFL) not only reduces the dimensionality of the LE features but also improves
their discriminative subspace structure which in turn boosts the performance of SRC. It is
worth noting that although LE-SFL-SRC outperforms MS-SRC and LE-SRC, LE-SFL-
SRC uses only 406 features per atom which is fewer than the 30 × 36 = 1080 features
used by MS-SRC and the 𝐷 = 3600 features used by LE-SRC.
SFL vs DBSFL: The classification performance of the dictionary-based variant LE-
DBSFL-SRC is at least as accurate as LE-SFL-SRC (and sometimes significantly better
as in YTF) while using fewer atoms at test time (see Table 5.4) and taking, consequently,
shorter classification time (see Table 5.7). However, the robustness of DBSFL against
gallery class size imbalance significantly results in more significant accuracy improvement
in the case of CRC. In particular, DBSFL improves the accuracy of LE-DBSFL-CRC over
LE-SFL-CRC, especially on YTC and YTF where the gallery imbalance is significant. It
is worth noting that the lack of dictionary balancing makes LE-SFL-CRC quite inferior, on
YTC and YTF, to the SRC variants LE-SFL-SRC and LE-DBSFL-SRC, whereas DBSFL
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makes LE-DBSFL-CRC the best performing on YTC and YTF. On MobFaces-I and II,
LE-DBSFL-CRC improves the performance of LE-SFL-CRC but since the gallery in this
dataset is relatively balanced, LE-SFL-CRC already does relatively well. This shows that
the proposed dictionary-based variant allows the faster (but more imbalance-sensitive)
representation-based classification approach based on CRC to be the best performing
method in terms of both accuracy and efficiency in our experiments (see the test running
times at Table 5.7).
Figure 5.3 shows the mean Cumulative Matching Characteristic (CMC) curves for
the different methods on YTC, YTF, MobFaces-I and MobFaces-II. A CMC curve plots for
each 𝑟 ∈ {1, 2, 3, . . . } the recognition rate or the fraction of the samples that are correctly
classified if we consider for each sample the top 𝑟 identity guesses predicted by the method
for that sample rather than just the top guess. The curves in the Figure show that methods
based on SFL and DBSFL still achieve the highest recognition rates as we consider more
identity predictions.
Table 5.4: The average number of atoms used by SRC/CRC in LE-SFL-SRC/CRC and








Table 5.5: The multi-fold sample mean and standard deviation of the recognition rates
obtained with our methods using the VGG deep face descriptor [97]. We have highlighted
in bold the rates of the top two performing methods for each dataset. As expected, the use
of deep features leads to significant performance improvement in both datasets.
Methods YTC YTF
SVM 82.13 ± 1.96 82.82± 7.16
LMNN (JMLR, 2009) 79.72 ± 2.24 78.69 ± 9.31
LMFL (BMVC, 2015) 82.23 ± 1.57 80.76 ± 5.97
MS-CRC (ICCV, 2011) 83.30 ± 1.77 77.66 ± 5.57
MS-SRC (CVPR, 2013) 84.47 ± 1.59 81.44 ± 6.43
LMNN-CRC 80.25 ± 1.87 78.69 ± 7.52
LMNN-SRC 83.01 ± 1.32 79.73 ± 4.75
LMFL-CRC 79.36 ± 2.12 75.26 ± 4.81
LMFL-SRC 83.83 ± 1.33 81.79 ± 5.60
SFL-CRC (ours) 84.26 ± 1.57 82.13 ± 4.36
DBSFL-CRC (ours) 85.07 ± 1.89 85.22± 5.50
SFL-SRC (ours) 85.39± 1.53 82.13 ± 3.27
DBSFL-SRC (ours) 85.14± 1.48 82.13 ± 4.09
5.3.2 VGG Deep Face Descriptor Experiments
We also ran experiments over YTC and YTF using the 4096-dimensional Visual Geometry
Group (VGG) deep face descriptor. In these experiments, we compare methods based on
SFL, DBSFL, dimensionality reduction based on Large-Margin Metric Learning (LMNN)
[116, 127] and the online iterative version of LMNN proposed in [97] (which we refer to
as Large-Margin Feature Learning (LMFL)). Like SFL and DBSFL, we use LMNN and
LMFL as means of discriminative dimensionality reduction prior to applying MS-SRC
and MS-CRC. In other words, we present results for X-SRC and X-CRC for X in {LMNN,
LMFL, SFL, DBSFL}. In the four methods, we reduce dimensions from 4096 to 1024.
Moreover, we also present results for applying Nearest-Neighbor (NN) classification after
obtaining the LMNN and LMFL features. Nearest Neighbor (NN) classification over a
query image set works by applying NN over each sample in the query image set followed
79
Figure 5.4: The mean Cumulative Matching Characteristic (CMC) curves for the YTC
(left) and YTF (right) datasets, based on the VGG deep face descriptor of Parkhi et al. [97].
DBSFL-CRC achieves the highest CMC curve on both datasets (only up to 7 guesses for
YTF).





































































by majority voting to obtain an overall classification for the image set. The table also
shows the performance of MS-SRC and MS-CRC without prior dimensionality reduction
in addition to set-based linear Support Vector Machine (SVM) [18] which trains a one-
versus-all SVM for each class and classifies an image set by classifying individual samples
and using majority voting to determine an overall set label. Cross-validation is used to
tune the hyper-parameters of SVM during training.
We use the same folds of YTC and YTF as in Section 5.3.1 and we extract and
normalize the VGG deep face descriptor [97] from each aligned facial detection after
resizing it to 227 × 227 to match the VGG CNN input image size. As in [97], the VGG
descriptor is taken as the pre-activation (i.e. pre-ReLU) output of the fc7 layer. We then
apply SFL and DBSFL directly on the normalized VGG descriptors without first extracting
LE-GRCM descriptors as in the previous experiment.
The recognition rates of the different methods are shown in Table 5.5 and the average
CMC curves are shown in Figure 5.4. The use of deep features clearly results in superior
overall classification performance compared to the shallow features used in Section 5.3.1.
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In absolute terms, the best rank-1 classification accuracy obtained is now 85.39% on YTC
compared to 76.91% obtained earlier, and 85.22% on YTF compared to 61.86% obtained
earlier.
Considering one identity prediction only on YTC, SFL-SRC achieves the highest
recognition rate, followed by DBSFL-SRC and DBSFL-CRC where the gap in performance
is quite small. For 𝑟 > 1 identity guesses, the CMC curves show that DBSFL-CRC
achieves the highest rank-𝑟 recognition rate, followed by SFL-SRC and DBSFL-SRC. On
YTF, DBSFL-CRC achieves, with a significant margin, the highest rank-1 recognition
rate followed by the set-based SVM baseline. As we consider more identity guesses,
DBSFL-CRC maintains the highest rank-𝑟 recognition rate up to 𝑟 = 6 guesses. The
results also supports our previous observation the dictionary-based DBSFL-CRC always
outperforms the imbalance-sensitive SFL-CRC version.
Other discriminative dimensionality reduction approaches considered in this experi-
ment are not as effective as SFL and DBSFL at improving the performance of MS-CRC
and MS-SRC. In particular, Table 5.5 shows that LMNN-SRC and LMFL-SRC are inferior
to MS-SRC on YTC and LMNN-SRC is inferior to MS-SRC on YTF. Only LMFL-SRC
insignificantly outperforms MS-SRC on YTF. Similarly, LMFL-CRC and LMNN-CRC
are inferior to MS-CRC on YTC and LMFL-CRC is inferior to to MS-CRC on YTF. Only
LMFL-CRC slightly outperforms MS-CRC on YTF. Both LMNN and LMFL are designed
to minimize intra-class sample to sample distances while maximizing inter-class sample-to-
sample distances. Instead, SFL and DBSFL consider intra/inter-class sample-to-subspace
distances, which makes them more appropriate for subspace-based classifiers like SRC
and CRC.
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Figure 5.5: Sample face images from the IJB-B dataset [130]. The pair of images in each
column show the same subject. The IJB-B dataset has more challenging pose variations
and more geographically diverse subject pool.
5.3.3 Other Challenges: More Classes and Smaller Gallery
While YTC and YTF involve challenges with low resolution frames, we now consider a
dataset with other kinds of challenges, namely hundreds of classes in the gallery and very
few images per class (sometimes just one image) (see Table 5.4). The dataset has other
challenges as described below.
5.3.3.1 IARPA Janus Benchmark-B (IJB-B)
The IJB-B dataset contains 11,754 still images and 7,011 videos of 1,845 different sub-
jects, with an average of 6 still face images/subject, 30 video frames/subject, and 4
videos/subject [130]. Compared to other datasets like YTF, IJB-B tends to have larger
pose variations (see Figure 5.5) and more geographically diverse subject pool [130]. The
dataset offers multiple evaluation protocols. In this chapter, we consider the closed-set
1-to-N identification protocol based on sets of still images. In that protocol, the set of still
face images are divided into three disjoint subsets: two gallery sets and one probe set.
The first gallery set contains 931 image sets for 931 subjects whereas the second contains
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Table 5.6: The two-fold sample mean and standard deviation of the recognition rates
obtained with our methods using the deep descriptors of Sankaranarayanan et al. [106]
and Bansal et al. [11] on the IJB-B benchmark based on still image sets. Since some
classes have only one single-image image set in the gallery, many image set classification
methods cannot be applied under such setting and thus we have excluded them from
comparison. This also makes it hard for discriminative feature learning/dimensionality
reduction methods that use triplet loss where it is assumed that each class has at least two
gallery images (which we have also excluded). We have highlighted in bold the rates of
the top two performing methods for each dataset.
Methods Sankaranarayanan et al. [106] Bansal et al. [11]
CHISD (CVPR, 2010) 72.88 ± 2.78 85.96 ± 0.64
DFRV (ECCV, 2012) 78.01 ± 0.90 85.95 ± 0.66
SVM 78.28 ± 1.78 85.50 ± 0.97
SET-MEANS 78.41 ± 3.56 86.97 ± 1.56
MS-CRC (ICCV, 2011) 68.09 ± 3.03 41.78 ± 9.40
MS-SRC (CVPR, 2013) 81.59 ± 0.58 87.13 ± 0.35
SFL-SRC (ours) 81.65 ± 0.75 87.44 ± 0.28
DBSFL-SRC (ours) 82.96± 0.77 87.93± 1.08
SFL-CRC (ours) 64.70 ± 3.57 42.68 ± 8.82
DBSFL-CRC (ours) 83.34± 1.09 89.55± 1.44
914 image sets for the remaining 914 subjects. The probe set contains 8,104 probe sets
covering all the 1,845 subjects. Accordingly, we run a two-fold experiment where fold 𝑖
trains on the gallery set 𝑖 and tests on the probes corresponding to the subjects in gallery
𝑖, for 𝑖 = 1, 2. In both gallery sets, there are very few images per subject and different
subjects have different numbers of images (i.e. the gallery is imbalanced) with some
subjects having only one image in their gallery image sets. This makes IJB-B challenging
for many image set classification methods which often assume each class has one or more
gallery image sets containing more than just one image. In fact, the IJB-B benchmark
breaks the basic assumption of some of the competing methods which require a minimum
image set cardinality > 1 in the gallery for each class and so we we report results for only
the competing methods that can operate under these limitation.
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Figure 5.6: The mean Cumulative Matching Characteristic (CMC) curves for the IJB-B
dataset, based on the deep features of Sankaranarayanan et al. [106] (left) and Bansal et al.
[11] (right). DBSFL-CRC is the top-performing method achieves the highest CMC curve
on the IJB-B dataset up to 14 guesses using Sankaranarayanan et al. [106] features and
29 guesses using [11] features. The CMC curve of SET-MEANS becomes the highest
afterwards. The methods based on majority voting like set SVM and DFRV fail to improve
recognition accuracy when additional identity guesses are allowed. This is because the
query image sets in IJB-B contain much fewer samples than the number of available
classes. This in turn reduces the probability that the correct class labels is randomly chosen
within the top 𝑟 identity guesses generated by the classifier.

































































To extract features, we use the ground truth pose information that comes with every face
image to align the face in that image. Then we run two separate experiments using two
different kinds of deep features extracted from the aligned images using the deep networks
of Sankaranarayanan et al. [106] and Bansal et al. [11].
We compare in this experiment the set-based SVM [18], CHISD [17], MS-CRC [145],
MS-SRC [93], our methods SFL-CRC, DBSFL-CRC, SFL-SRC, and DBSFL-CRC. We
also include a popular baseline approach [130], SET-MEANS, which computes the mean
of the normalized descriptors in each gallery image set and classifies a query image set
by matching the mean of its normalized descriptors against the mean of each class in the
gallery. We set the parameters of SFL and DBSFL as in the earlier experiments except for
the number 𝑘 of atoms per class in DBSFL which we set to 𝑘 = 1. This is because some
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of the classes in the IJB-B dataset have just one image sample in gallery in addition to
the fact that other classes have very few samples in the gallery. For the same reasons, we
adjust the parameters of DFRV so that we use in one cluster, one dictionary containing one
atom for every class.
5.3.3.3 Results
The mean recognition rates of the different methods and different features are shown in
Table 5.6. The corresponding mean CMC curves are shown in Figure 5.6. Similar to
previous experiments, DBSFL-CRC achieves the highest rank-1 accuracy, followed by
DBSFL-SRC and SFL-SRC. However, the gap in performance between DBSFL-CRC and
SFL-CRC is huge in this experiment. This is caused by the generally smaller gallery and
the relatively high imbalance among classes in terms of the number of labeled images
available for each class. Due to its inherent balancing mechnism, DBSFL allows the
computatonally efficient but imbalance-sensitive CRC to competitively perform on this
datasets, as well as the previous datasets.
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Table 5.7: Training and average test times (per image set) for the different methods in
seconds. These times were measured on an identical setup over the first fold of the YTC
dataset. The table clearly shows the time SFL takes once to train results in significant
speedup in classification time for SFL-CRC compared to MS-CRC. The classification
speedup is even more significant with the dictionary-based variant DBSFL-CRC, which
has the fastest classification performance among all competing methods in addition to
achieving the highest accuracy on all the benchmarks (except for YTC-VGG benchmark
where its rank-1 classification accuracy is very close to the highest performance).
Method Train Time (s) Test Time (s)
AHISD (CVPR, 2010) 18.81 18.82
CHISD (CVPR, 2010) N/A 10.85
SANP (CVPR, 2011) N/A 82.99
DFRV (ECCV, 2012) 2870.99 45.63
MS-CRC (ICCV, 2011) 13.38 0.25
MS-SRC (CVPR, 2013) N/A 3.88
SSDML (ICCV, 2013) 3447.62 56.92
DRM (CVPR, 2014) 12511.44 4.67
PML (CVPR, 2015) 2433.36 2.09
LEML (ICML, 2015) 2667.53 153.11
SFL-SRC (ours) 401.95 2.29
DBSFL-SRC (ours) 1107.88 0.52
SFL-CRC (ours) 404.03 0.07
DBSFL-CRC (ours) 1109.10 0.02
5.3.4 Running Times
Table 5.7, we report the time taken to train different methods on the first fold of YTC
as well as the time taken to classify a single test image set of size 165 from YTC. All
methods were tested on MATLAB using a system running at 2.2 GHz. The testing time of
all methods was measured using a single-threaded MATLAB process. The test times reveal
that SFL-SRC has 1.7 times faster classification compared to MS-SRC while DBSFL-SRC
is 7.5 times faster than MS-SRC. Similarly, SFL-CRC is 3.6 times faster than MS-CRC
while DBSFL-CRC is 12.5 times faster than MS-CRC. Overall, DBSFL-CRC has the
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fastest classification among the compared methods.
5.4 Summary
We proposed an approach for image set classification using GRCM feature extraction,
Subspace Feature Learning (SFL) on Log-Euclidean (LE) tangent space tangent of the SPD
manifold S𝑄+, and representation-based classification. We also proposed a dictionary-based
variant of the method (DBSFL) for dealing with imbalanced galleries and empirically
showed that the proposed approach outperforms other image-set classification methods
in terms of accuracy and speed. Extensive experiments on four challenging datasets





Enhancement for Image Set
Classification
6.1 Introduction
Despite the theoretical foundations of the subspace model, the success of the associated
algorithms relies on how well these assumptions are satisfied in practice (i.e. the convexity
of the imaged object, the fixing of viewpoint, the Lambertian illumination, and the use of
raw intensities to represent images). In practical unconstrained settings, these requirements
may not be met and so the data may not strictly follow the subspace model in such scenarios
(e.g. varying pose and/or use of image features nonlinearly derived from intensities).
To mitigate this, we propose an algorithm to learn a nonlinear embedding that
enhances the low-dimensional discriminative subspace structure of the image sets. Under
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such an embedding, an instance from one class is more likely to be closer to the subspace
spanned by the samples of the same class than to the subspaces spanned by the samples
from other classes. This can enhance the performance of subspace-based classifiers, such
as Sparse-Representation-based Classification (SRC) [133], which essentially finds a low-
dimensional subspace that is closest to the test sample and uses the labels in that subspace
to decide a label for the particular test sample. Given a batch of samples, we formulate
a novel structured loss function that encourages the distance between each sample and
the subspace spanned by the same-class samples (within the batch) to be lower than the
distances between the sample and the subspaces spanned by other classes (present in the
batch). We then present a two-step alternating optimization algorithm to minimize the loss
function in a way that is compatible with back-propagation. This allows the function to be
minimized with Stochastic Gradient Descent (SGD)-based algorithms that are typically
used to train deep networks [31, 110]. At the end of training, the learned embedding is
used to project the image sets and the Mean-Sequence SRC (MS-SRC) [93] is used to
classify the test image sets.
The rest of this chapter is organized as follows. We describe in Section 6.2 the
structured loss function and the optimization procedure of the NSFE algorithm. We
experimentally evaluate NSFE in Section 6.3 where the results show the superiority of
NSFE compared to several existing image set classification methods. We conclude the
chapter in Section 6.4.
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Figure 6.1: An illustration of images and class-specific subspaces before and after the
embedding. NSFE aims to improve the discriminative subspace arrangement of the data
such that the images of a particular class 𝑐 lie closer to the subspace X𝑐 = 𝑓(A𝑐) spanned
by that class than any subspace X𝑠 = 𝑓(A𝑠) spanned by any other class 𝑠.
6.2 Nonlinear Subspace Feature Enhancement (NSFE)
We assume that there is a mapping 𝑓 : 𝒜 → R𝑚 that maps every input image 𝑎 from the
vector space 𝒜 (i.e. the space of raw intensity images) to 𝑥 = 𝑓(𝑎) in some feature space
R𝑚. We further assume that the mapping 𝑓 is parameterized by a real tensor Θ and that
the parameter subgradients of 𝑓 : 𝜕𝑓/𝜕Θ are defined. For example, the mapping 𝑓 could
be a neural network and Θ could be the network weights. Assuming that during training
labeled samples arrive in batches, our goal is to learn a value of the parameter tensor Θ
that would make an embedded sample 𝑥 from a particular class 𝑐 closer to the subspace
spanned by batch samples from 𝑐 than to any subspaces spanned by batch samples from
any other class 𝑠 ̸= 𝑐.
Definitions and Notations: In the following discussion, we use B to denote the
current batch of samples and |B| to denote the number of samples in the batch. Furthermore,
we use 𝑛𝑐 to denote the number of samples from class 𝑐 present in batch B while X𝑐 =
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[︂
𝑥1, . . . ,𝑥𝑛𝑐
]︂
∈ R𝑚×𝑛𝑐 is the matrix (dictionary) containing these samples along
its columns. We use 𝐶(B) to denote the set of class indices present in B. In all our
experiments, we sample each batch to contain nearly the same number of samples 𝑛𝑐
from each class (the maximum difference between 𝑛𝑐 and 𝑛𝑠 is 1 for 𝑐, 𝑠 ∈ 𝐶(B)). The
sampling procedure ignores the boundaries between sets belonging to the same class and
thus the subset drawn from a given class can contain samples from different sets within
that class. In subsequent derivations, we assume 𝑛𝑐 > 1 for all 𝑐 ∈ 𝐶(B) although in our
experiments we have 6 ≤ 𝑛𝑐 ≤ 20. We also assume that the 𝑖th coordinate of a vector 𝑧 is
given by 𝑧(𝑖), the (𝑖, 𝑗)th entry of a matrix J is given by J(𝑖,𝑗), and the 𝑖th column is given
by col𝑖(J).
6.2.1 Structured Loss Function
Before describing the loss function to be minimized, we need to formulate some measures
of distance between a sample and different subspaces. Assuming the 𝑖th sample 𝑥𝑖 is
associated with class 𝑐 (i.e. 𝑐(𝑖) = 𝑐), we let 𝑧𝑖,𝑐 denote the linear representation of 𝑥𝑖
with respect to the dictionary X𝑐 (which is formed by the batch samples of class 𝑐 present
in B). The representation 𝑧𝑖,𝑐 is obtained by solving the optimization problem
𝑧𝑖,𝑐 = argmin
𝑧∈R𝑛𝑐
‖𝑥𝑖 −X𝑐𝑧‖22 + 𝜆‖𝑧‖22, s.t. 𝑧(𝑖) = 0 (6.1)
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where we use 𝑙2-norm instead of the sparsity inducing 𝑙1-norm for efficiency purposes and
also because 𝑛𝑐 is typically small. It can be shown that
𝑧𝑖,𝑐 = 𝑢𝑖,𝑐 − 𝑤𝑖col𝑖(J−1𝑐 ) (6.2)








𝑐 . Similarly, we define
the linear representation 𝑧𝑖,𝑠 of the sample 𝑥𝑖 with respect to the dictionary X𝑠 formed




‖𝑥𝑖 −X𝑠𝑧‖22 + 𝜆‖𝑧‖22 (6.3)






Our goal is to learn the embedding 𝑓 such that we have
‖𝑥𝑖 −X𝑐𝑧𝑖,𝑐‖22 < ‖𝑥𝑖 −X𝑠𝑧𝑖,𝑠‖22 (6.5)
for all valid choices 𝑖, 𝑐, and 𝑠. If such a discriminative subspace property is achieved for
all choices of 𝑐, 𝑠,X𝑐, and X𝑠, a test sample 𝑓(𝑞) can be reconstructed using the samples
of the true class more accurately compared to the samples of other classes. Applying a
subspace classifier (like SRC) is thus more likely to associate 𝑓(𝑞) with its true class.









Figure 6.2: An illustration of the alternating learning algorithm. After embedding the
samples in the forward pass, the sparse codes 𝑧𝑏,𝑐 are computed ∀(𝑏, 𝑐) and substituted into
the loss function. The sparse codes are held constant, the loss function is evaluated, and the
derivatives of loss function with respect to 𝑥𝑏,∀𝑏 are back-propagated. The chain rule (6.7)
is then applied to evaluate the parameter subgradients 𝜕𝐿/𝜕𝜃𝑘 of the loss function, which
can then be used to update the parameters by an SGD-like algorithm.
(LMSL), considers for every valid sample-to-subspaces-based triplet within the batch how












[‖𝑥𝑖 −X𝑐𝑧𝑖,𝑐‖22 + 𝑚
− ‖𝑥𝑖 −X𝑠𝑧𝑖,𝑠‖22] + (6.6)
where 𝑚 is the margin and the above sum is normalized by the number of terms/triplets
𝑇 included the sum, which is 𝑇 = |B| (|𝐶(B)| − 1). It should be noted that the actual
objective function being minimized is the sum of 𝐿 and any other parameter regularization
on Θ. LMSL can be thought of a kind of sample-to-subspace triplet loss [108, 128]. The
loss function treats as an anchor every sample 𝑥𝑖 in the batch B. For each anchor 𝑥𝑖,
LMSL considers as its corresponding positive point the class projection X𝑐𝑧𝑖,𝑐 and as a
negative point its projection on one of the other-class subspaces X𝑠𝑧𝑖,𝑠. Thus, we have a
total of |𝐶(𝐵)| − 1 triplets that have the sample 𝑥𝑖 as the anchor.
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6.2.2 Learning Algorithm
The LMSL function 𝐿 can be difficult to optimize jointly with respect to both the sparse
codes and Θ. Accordingly, we follow an alternating optimization approach. In this
approach, we evaluate the sparse codes of all batch anchors using (6.2, 6.4). Then, we
treat the sparse codes as constants and use the chain rule and back-progation to compute
the parameter gradients of the loss function 𝜕𝐿
𝜕𝜃𝑘














If we assume 𝑥𝑏 is associated with class 𝑠, 𝑏 is its index within the batch, and 𝑟 is its






















𝑖,𝑠 (𝑥𝑖 −X𝑠𝑧𝑖,𝑠) (6.8)
where ∆𝑖,𝑠 is a binary variable that is 1 iff the loss term corresponding to anchor sample 𝑖
and negative class 𝑠 is non-zero. The loss gradient in (6.8) is computed for each sample 𝑥𝑏
in the batch and back-propagated for computing parameter updates. A summary of the
learning algorithm of NSFE is given in Algorithm 2.
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1 Group batch samples by class.
2 Embed and 𝑙2-normalize each sample in the batch: 𝑥𝑏 = 𝑓(𝑎𝑏|Θ𝑡).
3 For each class 𝑐 ∈ 𝐶(B), use Cholesky-Factorization to invert J𝑐 = X𝑇𝑐 X𝑐 + 𝜆I.
4 For each class 𝑐 ∈ 𝐶(B), use Eq. (6.2) to compute the code vector of its batch
samples with respect to X𝑐.
5 For each class 𝑐 ∈ 𝐶(B), use Eq. (6.4) to compute the code vector of other-class
samples in the batch with respect to X𝑐.
6 Compute the LMSL loss 𝐿 using Eq. (6.6). Compute and back-propagate the LMSL
gradient 𝜕𝐿
𝜕𝑥𝑏
, for 𝑏 = 1, . . . , |B|.
7 Use the chain rule and Eq. (6.7) to compute the loss gradients 𝜕𝐿
𝜕𝜃𝑘
of the parameters
which can then be used to update these parameters.
Algorithm 2: NSFE Learning Algorithm Summary
6.2.3 Concrete Embeddings
Our method can work with any vector-space inputs and can easily utilize any nonlinear
embeddings for which the parameter subgradients of 𝑓 : 𝜕𝑓/𝜕Θ are defined, including
feed-forward neural networks. We test the proposed method with two types of vector-
space inputs: raw intensity images and the hand-crafted Log-Euclidean Grid of Region
Covariance Matrices (LE-GRCM) features proposed in [36]. With intensity images as
inputs, we use the 32-layer deep fully convolutional residual network proposed in [52] for
the CIFAR-10 dataset. The network has the following configuration:
(a) An initial 3 × 3 × 16 convolutional layer. The notation specifies 16 filters, each has a
weight kernel of dimensions 3 × 3. The stride is always 1 in both directions.
(b) A first block of ten 3 × 3 × 16 convolutional layers, with residual connections made
every two layers. The last layer is followed by a 2 × 2 average pooling with a stride of
2 in both directions.
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(c) A second block of ten 3 × 3 × 32 convolutional layers. Residual connections and a
final average pooling are defined for this block.
(d) A third block of ten 3 × 3 × 64 convolutional layers. It uses residual connections in a
similar fashion but does not have a subsequent pooling layer.
(e) A final 1×1×10 convolutional layer that is not followed by any nonlinearities or batch
normalization [57]. The output of that layer is reshaped as a vector and 𝑙2-normalized
to produce the final embedded feature vector.
The final layer replaces the global average pooling operation used in [52] in an attempt
to retain spatial information in the computed features. Unless otherwise stated, we add
batch normalization and ReLU nonlinearities according to the architecture in [52]. The
total number of parameters in this architecture is 463,856, which is less than 0.5 million.
Since an LE-GRCM vector input is not a 2D image, we cannot use a conventional
CNN for the embedding to process such hand-crafted features. Instead, we use a very
basic, fully-connected 2-layer network with the following architecture: FC-3600 → ReLU
→ FC-406 → 𝑙2-normalization, where FC-𝑘 is a linear fully-connected layer with 𝑘 units.
6.2.4 Classification
After training, the learned embedding 𝑓 is used to map the training data then we use the
Online Dictionary Learning (ODL) algorithm described in [86] to compute a dictionary
D𝑐 for each class 𝑐. Given a test set, we use the learned embedding 𝑓 to map it and we
follow the MS-SRC approach [93] by computing the mean vector 𝑦 of the embedded test
set and then using SRC to find a label for 𝑦. The details of ODL and MS-SRC algorithms
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can be found in [86] and [93], respectively.
It is worth noting that ODL is an unsupervised algorithm and enhanced performance
can be further achieved by using any of the discriminative dictionary learning algorithms
instead of ODL. However, we only use ODL in the next section to objectively and more
precisely evaluate the effect of NSFE on accuracy.
6.3 Experiments
We experimentally compare the performance of NSFE against several existing algorithms
for image-set classification. The compared methods include Affine Hull-based Image Set
Distance (AHISD) [17], its convex variant (CHISD) [17], Sparse-Approximated Nearest
Points (SANP) [53], Dictionary-based Face Recognition from Videos (DFRV) [24], Mean
Sequence Sparse Representation-based Classification (MS-SRC) [93], Set to Set Distance
Metric Learning (SSDML) [149], Deep Reconstruction Models (DRM) [50], Covariance
Discriminative Learning (CDL) [122], Log-Euclidean Metric Learning (LEML) [55],
and the shallow subspace Feature Learning+SRC (FL+SRC) approach of [36] both with
intensity images as inputs (FL+SRC) as well as LE-GRCM features (LE-FL+SRC). We
show the results of our method with both intensity features as inputs (NSFE) and LE-
GRCM features (LE-NSFE). For comparability, the results of other Log-Euclidean methods
(i.e. CDL and LEML) are obtained using LE-GRCM features.
In the experiments, each method is given a set of labeled image sets for training
and is required to classify (or more specifically identify) a number of test image sets. For
performance comparison, we use the classification accuracy (i.e. recognition rate) as a
97
metric by measuring the percentage of test image sets that are correctly classified.
For existing methods, we have used the source code provided by the original authors
and set the parameters according to the recommendations made in their respective papers.
NSFE Parameter Settings: In the experiments, we use SGD with momentum to
update the weights of the embedding network in each iteration for a total of 50K iterations.
The momentum is set to 0.9 and we use a learning rate schedule of 0.1 for the first 20K
iterations then we divide it by 10 for each subsequent 10K iterations. For the 2-layer
fully-connected network, we train for 20K iterations with a learning rate of 0.01 that
we decrease to 0.001 after 10K iterations. We use a batch of size 128. We also set the
representation regularization parameter 𝜆 of NSFE to 0.01, the margin 𝑚 = 0.5, and the
desired number of atoms in each class-specific dictionary computed by ODL to 50.
To guarantee a fair comparison with other methods and to accurately measure the
ability of our method to learn effective features, we do not perform any pre-training on any
external data and we initialize the weights of our embeddings randomly.
We run experiments over the YTC, YTF, and MobFaces datasets. Figure 4.3 shows
examples from each dataset. A brief description of the datasets YTC, YTF, and MobFaces
and the corresponding experimental protocols is covered in Sections 4.5.1, 4.5.2, and 4.5.3,
respectively.
6.3.1 Results
Table 6.1 shows the mean recognition rate of the compared methods for the YTC and
YTF datasets where we group the methods by the type of input features (raw images vs
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NSFE (ours) *78.23 54.91




LE-NSFE (ours) 76.42 *56.66
LE-GRCM). For each group, we highlight in bold the highest performance under each
setting and we place an asterisk * next to the single highest overall performance for that
setting. For both datasets and types of input features, the proposed method, NSFE/LE-
NSFE, achieves the highest mean recognition rate. Tables 6.2 and 6.3 show the recognition
rates for the six different splits for the MobFaces dataset where we use the same grouping
and highlighting adopted by Table 6.1. The training image sets of this dataset contain very
limited visual variations (namely once short video per subject for each setting in MobFaces-
I and two such videos in MobFaces-II) while the test image sets are captured under ambient
conditions different from those of training. Meanwhile, our method (NSFE/LE-NSFE)
ranks among the top two best performing methods under each individual setting and it is
the best performing on average for each of the two protocols, with a significant margin on
MobFaces-II due to the availability of more images and visual variations during training in
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Table 6.2: The recognition rates obtained on the MobFaces dataset under the MobFaces-I
protocol. The setting (1 → {2, 3}) involves training on session 1 (i.e. the lit session) and
testing on sessions 2 and 3 (i.e. the unlit and day-lit sessions). The other two settings are
defined in a similar manner. The ’avg’ column contains the average of the rates obtained
under the three settings to its left. Since each session has a different number of test video
clips, the average column weighs the rate of each setting by its number of test sets.
MobFaces-I
Methods 1 → {2, 3} 2 → {1, 3} 3 → {1, 2} avg
AHISD 15.00 31.14 29.30 26.12
CHISD 10.61 26.57 25.73 21.96
SANP 9.34 27.09 26.15 21.96
DFRV 19.39 32.29 30.87 28.30
SSDML 10.53 28.89 26.15 22.95
DRM 33.28 38.94 37.95 37.06
MS-SRC 32.40 46.56 42.49 41.29
FL+SRC 32.88 46.97 42.25 41.48
NSFE (ours) 47.01 46.27 46.49 46.55
Methods with LE-GRM Input
CDL 41.66 36.78 42.68 40.21
LEML 42.70 45.93 44.07 44.39
LE-FL+SRC 48.20 *56.21 54.90 53.58
LE-NSFE (ours) *49.08 49.68 *61.38 *53.69
that protocol. This shows that our method achieves relatively higher gain in performance
as more deta and variations become available for training.
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Table 6.3: The recognition rates obtained on the MobFaces dataset under the MobFaces-II
protocol. The setting ({1, 2} → 3) involves training on sessions {1, 2} (i.e. the enrollment
samples of the lit and un-lit sessions) and testing on session 3 (i.e. the task samples of the
day-lit session). The other two settings are defined in a similar manner. The ’avg’ column
contains the average of the rates obtained under the three settings to its left. Since each
session has a different number of test video clips, the average column weighs the rate of
each setting by its number of test sets.
MobFaces-II
Methods {2, 3} → 1 {1, 3} → 2 {1, 2} → 3 avg
AHISD 24.41 51.28 52.85 39.39
CHISD 23.29 44.97 47.60 35.76
SANP 20.38 48.89 45.95 34.94
DFRV 32.11 50.60 52.40 42.62
SSDML 21.31 50.09 54.95 38.27
DRM 53.62 70.53 69.37 62.42
MS-SRC 43.29 71.89 75.53 59.79
FL+SRC 44.98 72.40 76.58 61.00
NSFE (ours) 52.11 *81.43 83.63 68.59
Methods with LE-GRM Input
CDL 63.57 67.12 65.32 64.97
LEML 49.39 66.95 74.62 61.09
LE-FL+SRC 62.72 75.64 86.19 72.74
LE-NSFE (ours) *68.92 76.15 *87.84 *76.19
6.4 Summary
We presented NSFE, an approach for discriminatively learning a nonlinear embedding that
can improve the subspace structured representation of image sets, and thus improve the
performance of subspace-based classifiers such as MS-SRC. Since the proposed structured
loss function LMSL is minimized in an online fashion, the proposed approach can be
used to train existing feed-forward architectures via back-propagation. The minimization
algorithm can also utilize the capabilities of modern GPUs, which provide APIs for solving
batches of small linear systems of equations. In fact, all the linear systems solved in
our batch processing algorithm are small, ranging from 6 × 6 to 22 × 22 systems of
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equations, depending on the number of samples from a certain class available in the batch.
Consequently, we were able to train and test many copies of our model for the different
experiments described above without facing any unusual delays.
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Chapter 7




Recent deep metric learning approaches for correspondence estimation extract feature
descriptors from the deepest layers [26, 125, 137, 144], with the expectation that the
minimization of the loss would encourage the deep layer to produce good features. On
the contrary, several studies [143, 148] suggest that deeper layers respond to high-level
abstract concepts and are by design invariant to fine variations in the input image. The
same studies also reveal that shallower layers are receptive to local regions in image space
and are thus more sensitive to local structures and geometric details.










Localization robust to 
variations
Figure 7.1: Our hierarchical approach to metric learning retains the best properties of various
levels of abstraction in CNN feature representations. For geometric matching, we combine the
robustness of deeper features that imbibe greater invariance, with the localization sensitivity of
shallower features. This allows learning better feature representations, as well as an improved better
correspondence search strategy that progressively exploits feature representations from higher
recall (robustness) to higher precision (spatial sensitivity).
solely on the deepest features to be sub-optimal, and that superior matching performance
can be achieved by utilizing both shallower and deeper features. Furthermore, we leverage
recent studies that highlight the importance of carefully marshaling the training process: (i)
by deeply supervising [64, 70] intermediate feature layers to learn task-relevant features,
and (ii) on-the-fly hard negative mining [26] that forces each iteration of neural network
training to achieve more. Finally, we exploit the intermediate activation maps generated
within the CNN itself as a proxy [27] for image pyramids traditionally used to enable
coarse-to-fine matching. Thus, at test time, we employ a hierarchical matching framework,
using deeper features to perform coarse matching, benefiting from greater context and
higher level visual concepts, followed by a fine grained matching step that involves
searching for shallower features. Figure 7.1 illustrates our proposed approach.
The list of our contributions in this chapter is given below:
∙ We demonstrate that applying a metric learning correspondence loss on deeper layers
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does not always result in more robust features. Instead, the more geometrically
sensitive features produced by shallower layers allow for more precise matching.
∙ We empirically show that applying correspondence loss along with hard-negative
mining at both shallower and deeper layers result in better matching performance
than the supervision of one layer at a time or the fusion of features through hyper-
columns [48] or top-down refinement [99].
∙ To combine the high recall of deeper features with the high-precision of shallower
ones, we propose a CNN-based scheme for coarse-to-fine bi-level hierarchical
matching.
∙ We experimentally validate our ideas by comparing against state-of-the-art CNN
architectures for local description approaches and feature fusion baselines. In
addition, we perform an ablative analysis of our proposed solution. We evaluate for
the tasks of interest point matching as well as optical flow.
The remainder of the chapter is organized as follows. We review the relevant
literature in Section 7.2 and introduce our framework including details of our network
architecture and matching approach in Section 7.3. We discuss experimental results in
Section 7.4, concluding the chapter in Section 7.5.
7.2 Related Work
The SIFT [78] descriptor proposed at the end of the 1990s, spurred a revolution in com-
puter vision, and remains to this day the most highly cited work in the entire field. Over
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the next decade, hand-crafted descriptors were applied to every known problem in com-
puter vision. Further, several variants of SIFT were proposed targeting specific problems:
SURF [13] and FPFH [105] for low-latency applications (the latter for 3D point clouds),
and ShapeContext [15] and HOG [28] for object class recognition. With the revival of
deep neural networks, many new ideas have emerged both pertaining to learned feature
descriptors and directly learning networks for low-level vision tasks in an end-to-end
fashion. We review these lines of work in the following.
Hand-crafted Descriptors: Precise registration tasks have benefited the most from
matching sparse interest points, as is the standard in almost all Structure-from-Motion
(SfM) pipelines [2, 90, 91]. SIFT [78], SURF [13], BRISK [68] were thus designed to
complement high curvature point detectors, with [78] even proposing its own algorithm for
such a detector. These methods provide varying degrees of invariance to imaging variations
such as lighting changes or local affine transformations. In fact, despite the interest in
learned methods, they are still the state-of-the-art for precision [10, 107], even if they are
less effective in achieving high recall rates.
Learned Descriptors: While early work [74, 77, 129] leveraged intermediate ac-
tivation maps of a CNN trained with an arbitrary loss for the task of keypoint matching,
most recent methods rely on an explicit metric loss [26, 39, 135, 137, 142, 144, 146] to
learn descriptors. The hidden assumption behind the use of contrastive or triplet loss at the
final layer of a CNN is that this explicit loss will cause the relevant features to emerge at
the top of the feature hierarchy; despite the conventional wisdom [143] that it is the early
layers of the CNN that learn local geometric features. Consequently, many of these works
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demonstrate superior performance to handcrafted descriptors on semantic matching tasks
but often lag far behind on geometric matching.
Universal Correspondence Network (UCN) [26] combines a fully convolutional
network in a Siamese setup, with a spatial transformer module [58] and contrastive
loss [25]. A GPU implementation is employed to speed up k-nearest neighbour search
which allows performing on-the-fly hard negative mining. We employ a similar approach
to perform negative mining, albeit across multiple feature learning layers. UCN beat the
state-of-the-art on different semantic matching tasks, but only demonstrates geometric
feature matching as a side task with limited accuracy.
Recently, AutoScaler [125] explicitly applies a learned feature extractor on multiple
scales of the input image. While this takes care of the issue that a deep layer may have
an unnecessarily large receptive field when learning on the basis of contrastive loss. Our
approach avoids reprocessing the image at different scales by utilizing the feature pyramid
by CNN that is typically generated while processing the input image.
Learned Optical Flow: Recent works have also shown state-of-the-art results on
optical flow by training CNNs in an end-to-end fashion [30, 56], followed by Conditional
Random Field (CRF) inference [103] to capture crisp object boundaries. These methods
rely on either concatenating the image pair as separate channels or employ two separate
input branches (Siamese architecture) to feed the input image, and a fully convolutional
architecture to generate an output image. Synthetically generated motion [30] has been
found useful to mitigate the problem of not having sufficient real image training data,
and luckily transfers well to real test pairs. Unfortunately, most problems in computer
vision are not amenable to such end-to-end learning since the long-tailed distribution of
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real world scenes makes synthesizing data for most tasks impossible. Thus, we believe
in leveraging deep learning to strengthen individual modules of otherwise extensively
engineered vision pipelines.
Deep Supervision: Recent evidence [64, 70, 141] suggests that providing explicit
supervision to intermediate layers of a CNN has the potential to yield higher performance
on unseen data, by regularizing the training process. However, to the best of our knowledge,
the idea has neither been tested on the task of keypoint matching nor have the intermediate
features thus learned been evaluated. We do both in our work.
Image Pyramids: Downsampling pyramids have been a fixture of computer vision
algorithms since early days [81]. As recently demonstrated in [27] for image alignment,
we argue that the growing receptive field in deep CNN layers [143] provide a natural way
to parse multiple an image at various scales. In our hierarchical matching scheme, we
thus employ features extracted from a deeper layer with greater receptive field that capture
higher-level semantic notions [148] for coarsely locating the interest point, followed by
shallower features for precise registration.
7.3 Method
We introduce new ideas into recent metric learning frameworks that learn interest point
descriptors. In the following, we first identify the general principles behind our framework,
and then propose concrete neural network architectures that realizes these principles.
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7.3.1 Hierarchical Metric Learning
We follow the standard CNN-based metric learning setup proposed as the Siamese architec-
ture [25]. This involves two Fully Convolutional Networks [76] with tied weights, parsing
two images of the same scene. We extract sub-blocks out of intermediate convolutional
layer activation maps around the locations corresponding to the interest points in the input
images, and after normalization obtain their Euclidean distance. At training time, separate
contrastive losses applied to multiple levels in the feature hierarchy encourage the network
to learn embedding functions that place descriptors for matching interest points close
together in Euclidean space, whereas unmatched interest points are moved far apart.
Correspondence Contrastive Loss (CCL): We borrow the correspondence con-
strastive loss formulation introduced in [26], and adapted from [25]. Here, 𝜑𝑙𝐼(𝑥) represents
the feature extracted from the 𝑙th feature level in the source image (versus 𝐼 ′ for destination
image) at pixel location 𝑥 ∈ Z2. Let 𝒟 represent a dataset of triples (𝑥, 𝑥′, 𝑦), where 𝑥 is a
location in the source image, 𝑥′ is a location in the destination image, and 𝑦 ∈ {0, 1} is 1





𝑑𝑙𝑥,𝑥′ := ‖𝜑𝑙𝐼(𝑥) − 𝜑𝑙𝐼′(𝑥′)‖2 (7.2)








2 + (1 − 𝑦) max(0,𝑚− 𝑑𝑙𝑥,𝑥′)2 (7.3)
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Figure 7.2: One instantiation of our proposed ideas. Note that the hard-negative mining
and CCL losses (red blocks) are relevant for training, and matching (blue blocks) for
testing. Convolutional blocks (green) on the left and right Siamese branches share weights.
S and D denote striding and dilation offsets.
Deep Supervision: Our rationale behind applying the loss at multiple levels of the
feature hierarchy is twofold. First, recent studies [64, 70] indicate that deep supervision of
a CNN architecture contributes to improved regularization, by encouraging the network
early on to learn task-relevant features and avoid overfitting to accidental regularities in
the middle layers. Secondly, we know from literature that [143] shallow CNN layers learn
lower-level geometric features, whereas deeper layers [148] not only have larger receptive
fields but also tend to learn higher level semantic concepts. Our experiments demonstrate
that this causes shallower features to be better at matching for small pixel thresholds, and
deeper features to be better for large pixel thresholds.
Hard Negative Mining: Since in practice our training data only explicitly includes
positive correspondences, we actively search for hard negative matches in the set of training
correspondences i.e. false interest point pairs whose distances in the learned space fall
below the matching threshold. During the forward pass, we use the feature 𝜑𝐼(𝑥) obtained
at the source point 𝑥 of a positive correspondence (𝑥, 𝑥′) to find the point ‖𝑥′′−𝑥′‖22 > 𝜎 in
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Figure 7.3: An instantiation of our proposed approach using a GoogLeNet baseline
truncated after the inception 4a layer [111]. We use conv2/3x3 as the source for shallow
features and inception 4 as the source for deep features (which UCN [26] uses as the sole
source of features).
the destination image whose descriptor 𝜑𝐼′(𝑥′′) is most similar to 𝜑𝐼(𝑥). Unlike UCN, our
hard-negative mining happens independently for each of the feature levels being supervised.
We perform this mining “on-the-fly” to leverage the latest instance of network weights, as
[26].
Implementation Specifics: We visualize one specific instantiation of the above
ideas in Figure 7.2, adapting the VGG-M [19] architecture for the task. We retain the first
5 convolutional layers, initializing them with weights pre-trained for ImageNet classifi-
cation [104]. We use ideas from semantic segmentation literature [21, 138] to increase
the resolution of the intermediate activation maps by (a) eliminating down-sampling in
the second convolutional and pooling layers (setting their stride value to 1 down from
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2) (b) increasing the pooling window size for the second layer from 3x3 to 5x5 and (c)
dilating [138] the subsequent convolutional layers (conv3, conv4 and conv5) to retain the
receptive fields they were pretrained on.
At training, the network is provided a pair of images and a set of point correspon-
dences. The network is replicated in a Siamese scheme [25] during training (with shared
weights) where each sub-network processes one image from the pair; and thus after each
feed-forward pass, we have 4 feature maps: 2 shallow ones and 2 deep ones, respec-
tively from the second and fifth convolutional layers (conv2, conv5). We apply explicit
supervision after these same layers (conv2, conv5).
We also experiment with a GoogLeNet [111] baseline as employed in UCN [26].
Specifically, we augment, as shown in Figure 7.3, the network with a 1x1 convolutional
layer and L2-normalization following the fourth convolutional block (inception 4a/output)
as in UCN [26]. In addition, we augment the network with a 3x3 convolutional layer
right after the second convolutional layer (conv2/3x3, followed by l2-normalization, but
before the corresponding non-linear ReLU squashing function. We extract the shallow and
deep feature maps based on the normalized outputs after the second convolutional layer
conv2/3x3 and the inception 4a/output layers respectively.
7.3.2 Hierarchical Matching
We adapt and train our networks as described in the previous section, optimizing net-
work weights for matching using the features extracted from different layers. Yet, we
find that features from different depths offer complementary capabilities as predicted by
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earlier investigation [143, 148] and confirmed by our empirical evaluation in Section 6.3.
Specifically, features extracted from shallower layers obtain superior matching accuracies
for smaller distance thresholds (precision), where as those from deeper layers provide
better accuracies for larger distance thresholds (recall). Such coarse-to-fine matching
has been used in computer vision for almost four decades [81], however recent work
highlights how employing CNN feature hierarchy for the task (at least in the context of
image alignment [27]) is more robust.
2D correspondences: We compare a point 𝑝 in 𝐼 against a point 𝑝′ in 𝐼 ′, utilizing






𝐼′) (where 𝑙 and ℎ refer to the indices of the
shallower and deeper feature maps respectively). Specifically, we use the deep feature
maps 𝜑ℎ𝐼 (𝑝) and 𝜑
ℎ
𝐼′(𝑝
′) to find an initial estimate of the nearest neighbor of 𝑝, which is 𝑝′
in 𝐼 ′. Next, we use 𝜑𝑙𝐼 and 𝜑
𝑙
𝐼′ to refine this estimate to get a precise match.
7.4 Experiments
In this section, we first provide our implementation details and parameter settings that
are used in our following experiments. Next, we benchmark our proposed method for
correspondence estimation against single-level based metric learning and matching ap-
proaches, feature fusion-based approaches, and state-of-the-art learned and hand-crafted
methods for extracting correspondences. Further, we show how our feature-based method
for correspondence estimation can be applied for optical flows and compare it against
state-of-the-art feature-based methods and multi-cue methods for optical flow estimation.
In the following, we denote our method as BiL+BiM, which is short for Bi-level metric
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Learning and Bi-level Matching.
7.4.1 Implementation Details and Parameter Settings
We implement our system and other systems in our comparisons using Caffe [61] and
we train each on a single P6000 GPU. The proposed constrained bi-level matching is
implemented using CUDA and is run on the GPU. It takes our system an average of 8.41
seconds to densely extract features and compute per-pixel correspondences for a pair of
input images of size 1242x376 each.
We use the ADAM stochastic minimization algorithm [63] to train our network for
50𝐾 iterations using a base learning rate of 10−3. Pre-trained layers are fine-tuned with a
learning rate multiplier of 0.1 whereas the weights of the newly-added feature-extraction
layers are randomly initialized using Xavier’s method [40]. We use a weight decay
parameter of 10−4 and L2 weight regularization. During training, each batch consists of
three randomly chosen image pairs and we randomly choose 1K positive correspondences
from each pair. It takes the VGG-M variant of our system around 43 hours to train whereas
it takes 30 hours to train our GoogLeNet-based variant. During testing, we set fix the
search radius of the low level location refinement of BiM matching to 32 pixels (measured
with respect to the input image space).
7.4.2 Correspondence Estimation Experiments
We empirically evaluate the performance of our approach against different approaches for
obtaining feature descriptors for correspondence estimation. We first consider single-level
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Figure 7.4: One siamese branch of two of the baseline architectures considered in our
evaluation, namely conv3 (left) and hypercolumn-fusion (right). The conv3 is obtained by
truncating all layers after conv3 in the VGG-M architecture in Figure 7.2. Other conv𝑖
baselines are obtained similarly. The 1x1 max-pooling after conv1 in the hypercolumn-
fusion baseline as added to down-sample the conv1 feature map for valid concatenation
with other feature maps.
based metric learning and matching approaches where we separately train five networks,
based on the VGG-M baseline in Figure 7.2. Each one of the five networks has a different
depth and we refer to the 𝑖th network by conv𝑖 to indicate the network is truncated at
the conv𝑖 layer, for 𝑖 ∈ 1, 2, ..., 5. The left side of Figure 7.4 shows one branch of the
conv3 baseline as an example. We train the conv𝑖 network by adding a feature extraction
convolution, L2-normalization and CCL loss to the output of the last layer (which is conv𝑖).
In addition, we also compare our method against two approaches for fusing features
from different layers that are inspired by corresponding methods for semantic segmenta-
tion [48, 99]. One is hypercolumn-fusion [48] (right side of Figure 7.4) where features from
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Figure 7.5: One siamese branch of the topdown-fusion baseline used in our evaluation.
all layers (conv1 through conv5) are concatenated at each point and the 1x1 convolution is
used to extract features to be used for training the CCL loss and for matching. The other
approach we considered is the top-down refinement method [99] (namely, topdown-fusion
shown in Figure 7.5) where refinement modules similar to the ones introduced in [99] are
used to refine the top-level conv5 features gradually down the network by combining with
lower level features till the conv2 layer.
We do the evaluation on the KITTI Flow 2015 dataset where all networks are trained
on 80% of the image pairs and the remaining 20% are used for evaluation. During training,
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(a) Accuracy over small pixel thresholds



































(b) Accuracy over large pixel thresholds
Figure 7.6: PCK performance of the various CNN feature-based methods for correspon-
dence estimation over KITTI Flow 2015.
































(a) Accuracy over small thresholds on KITTI
Flow 2015
































(b) Accuracy over large thresholds on KITTI
Flow 2015
Figure 7.7: Comparison results on KITTI Flow 2015.
we randomly choose 1000 positive correspondences from each image pair for training. For
a fair comparison, we use the same train-test split for all methods and we train all of them
for 50K iterations using the ADAM optimizer. During testing, we use the correspondences
{(𝑥𝑖, 𝑥′𝑖)} in each image pair (obtained using all non-occluded ground truth flows) for
evaluation. Specifically, each method predicts a point ?̂?′𝑖 in the right image that matches
the input point 𝑥𝑖 from the left image ∀𝑖.
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Evaluation Metric: We use the Percentage of Correct Keypoints (PCK) [26, 77]
metric in this evaluation. Given a pixel threshold 𝜃, the PCK measures the percentage of
predicted points ?̂?′𝑖 that are within 𝜃 pixels or less from the ground truth corresponding
point 𝑥′𝑖 (and so are considered correct up to 𝑇 pixels).
Discussion: We plot the PCK curves obtained for all methods under consideration
in Figure 7.6 where we split the graph into sub-graphs based on the pixel threshold range.
The graphs reveal that, for smaller thresholds, shallower features (e.g. conv2) provide
higher PCK than deeper ones (e.g. conv5), with the exception of conv1 which performs
worst. On the other hand, deeper features provide have better performance for higher
thresholds. This suggests that, for best performance, one would need to utilize shallower
as well as deeper features produced by the network rather than using just the output of the
last layer for correspondence estimation.
The graph also indicates that while baseline approaches for fusing features improve
the PCK for smaller thresholds, they do not perform on par with the simple conv2-based
features. Their performance tends to be bounded by the performances of the component
features.
Different variants of our method achieve the highest PCK for smaller thresholds
without losing accuracy for higher thresholds. In fact, our method is able to outperform
the conv2 features although it uses them for refining the rough correspondences estimated
by the deeper layers. This is justified by the invariance of the deeper features that are used
to establish initial rough estimates of the correspondences which helps to avoid matching
patches that have similar appearance but rather belong to different objects.
Hand-crafted Features: We also compare the performance of (a) our BiL+BiM
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Figure 7.8: Optical flow pipeline. Top left: input image. Top right: initial noisy matches
from BiL+BiM. Bottom left: filtered matches after consistency checks and motion con-
straints. Bottom right: final optical flows after interpolation using EpicFlow [103].
(conv2+conv5, VGG-M), (b) the variant of our method based on GoogLeNet/UCN (de-
scribed in Section 7.3), (c) the original UCN architecture of [26], and (d) the following
hand-crafted approaches: SIFT [78], KAZE [4], DAISY [115]. We use the same KITTI
Flow 2015 evaluation set utilized in the previous experiment. To evaluate hand-crafted
approaches, we use them to compute the descriptors at the input points in the left image
and we match the resulting descriptors against the descriptors computed on the right image
over a grid of 4 pixel spacing in both directions.
Figure 7.7 compares the resulting PCKs and shows that our method outperforms
UCN for smaller thresholds. The difference in performance is not the result of baseline
shift since the GoogLeNet variant of our method (which shares the same baseline network
as UCN) has similar (or slightly better) performance compared to the VGG-M variant. The
graph also indicates the relatively higher invariance of CNN-based descriptors that allow
them to obtain a higher percentage of roughly-localized correspondences.
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Method Fl-bg Fl-fg Fl-all
FlowNet2 [56] 10.75% 8.75% 10.41%
SDF [8] 8.61% 26.69% 11.62%
SOF [109] 14.63% 27.73% 16.81%
CNN-HPM [9] 18.33% 24.96% 19.44%
SPM-BP [73] 24.06% 24.97% 24.21%
FullFlow [22] 23.09% 30.11% 24.26%
AutoScaler [125] 21.85% 31.62% 25.64%
EpicFlow [103] 25.81% 33.56% 27.10%
DeepFlow2 [129] 27.96% 35.28% 29.18%
PatchCollider [123] 30.60% 33.09% 31.01%
BiL+BiM 23.73% 21.79% 23.41%
Table 7.1: Quantitative results on KITTI Flow 2015 [89]. As per KITTI benchmark
convention: ‘Fl-bl’, ‘Fl-fg’, and ‘Fl-all’ represent the outlier percentage on background
pixels, foreground pixels, and all pixels respectively.
7.4.3 Optical Flow Experiments
In this section, we demonstrate the application of our geometric correrspondences for
obtaining dense optical flows using the KITTI Flow 2015 benchmark [89]. We empha-
size that the objective here is not to outperform approaches that have been extensively
engineered [8, 9, 56, 109] for optical flows. Rather, we wish to further confirm that our
approach is in fact able to compete with the state-of-the-art in low-level matching without
employing extensive post-processing operations.
Architecture: For dense optical flow estimation, we leverage GoogLeNet [111]
as our backbone architecture. However, at test time, we modify the trained network to
obtain dense per-pixel correspondences. To this end: (i) we set the stride to 1 in the first
convolutional and pooling layers (conv1 and pool1), (ii) we set the kernel size of the
first pooling layer (pool1) to 5 instead of 3, (iii) we set the dilation offset of the second
convolutional layer (conv2) to 4, and (iv) we set the stride of the second pooling layer
(pool2) to 4. These changes allow us to obtain our shallow feature maps at the same
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Figure 7.9: Qualitative results on KITTI Flow 2015. First row: input images. Second
row: DeepFlow2 [129]. Third row: EpicFlow [103]. Forth row: SPM-BP [73]. Fifth row:
BiL+BiM. Red colors mean high errors while blue colors mean low errors.
resolution as the input images (𝑊 x 𝐻) and the deep feature maps at 𝑊/4 x 𝐻/4, and to
obtain dense per-pixel correspondences faster and with significantly fewer requirements
on the GPU memory as compared to an approach that would process the feature maps at
full resolution through all layers of the network.
Procedure: We first extract feature descriptors for every pixel in the source images
using the proposed method. These initial matches are usually contaminated by outliers
or incorrect matches. Therefore, we follow the protocol of [125] for outlier removal. In
particular, we enforce local motion constraints using a window of [−240, 240]x[−240, 240]
and perform forward-backward consistency checks with a threshold of 0 pixel. These filter
matches are then fed to EpicFlow [103] interpolation for producing the final optical flow
output. Figure 7.8 illustrates an example of this procedure.
Quantitative evaluation: We tabulate the results of our quantitative evaluation on
the KITTI Flow 2015 benchmark in Table 7.1, reporting errors separately for background
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pixels (Fl-bg) and foreground pixels (Fl-fg) as well as for the entire image (Fl-all),
following [89]. As mentioned earlier, our objective is not necessarily to obtain the best
optical flow performance; rather we wish to emphasize that we are able to provide high-
quality interest point matches. In fact, many recent works [8, 56, 109] focus on embedding
rich domain priors at the level of explicit object classes into their models, which allows
them to make good guesses when data is missing, e.g. due to occlusions and truncations
and on homogenous surfaces. Yet we are able to outperform all the methods in our
comparisons except [56] for foreground pixels (Fl-fg, 21.79% errors vs. 24.96%–35.25%
excluding 8.75% for [56]). As expected, we do not get as good matches in regions of the
image where relatively less structure is present (background, Fl-bg), and for such regions
methods that employ strong prior models significantly outperform our method. However,
even on background regions, we are able to either beat or perform on par with most of our
competitors (23.73% vs 21.85%–30.60%) including machinery proposed specifically for
optical flows such as [103, 129]). Overall, we obtain better error rates than 6 out of 10 of
the state-of-the-art methods evaluated (Fl-all).
Qualitative evaluation: We visualize qualitative results over several test images
in Figure 7.9, to contrast DeepFlow2 [129], EpicFlow [103], and SPM-BP [73] against
our method. As expected from the earlier discussion, we observe superior results for
our method on the image regions belonging to the vehicles, because of strong local
structures, whereas for instance in first column (fourth row) SPM-BP [73] entirely fails on
the blue car. We observe errors in the estimates of our method largely in regions which are
occluded (surroundings of other cars) or truncated (lower portion of the images), where
the competing methods visualized here also have high errors.
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7.5 Summary
We draw inspiration from recent studies [143, 148] as well as conventional wisdom about
CNN architectures to enhance learned representations for geometric matching. Convolu-
tional network architectures naturally learn hierarchies of features, thus, a contrastive loss
applied at a deep layer will return features that are less sensitive to local image structure.
We propose to remedy this by employing features at multiple levels of the feature hierarchy
for interest point description. Further, we leverage recent ideas in deep supervision to ex-
plicitly obtain task-relevant features at intermediate layers. Finally, we exploit the receptive
field growth for increasing layer depths as a proxy to replace conventional coarse-to-fine
image pyramid approaches for matching. We thoroughly evaluate these ideas realized as
concrete network architectures, on challenging benchmark datasets. Our evaluation on
the task of explicit keypoint matching outperforms hand-crafted descriptors, a state-of-
the-art descriptor learning approach [26], as well as various ablative baselines including
hypercolumns and top-down-fusion. Further, a preliminary evaluation for optical flow
computation outperforms several competing methods even without extensive engineering
or leveraging higher-level semantic scene understanding.
123
Chapter 8
Directions for Future Work
8.1 Overview
Convolutional Neural Networks have achieved, over the past few years, unprecedented
performance in many computer vision tasks, redefining the state-of-the-art for these tasks.
While we have explored different ways of integrating CNNs for feature learning in image
set classification and local feature description, there are other practical issues that need to
be addressed for more effective utilization of CNNs. In this chapter, we explore a few such
issues which may need further research to handle them.
8.2 CNNs for Local Feature Description And Semantic
Segmentation
While local feature description for correspondence estimation and semantic segmentation
are two different visual tasks, the two problems share the need to densely process images
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and the networks the CNN approaches to both problems share some structural properties.
For example, fully convolutional CNNs are popular for the two problems [26, 48, 99, 137]
and dilated convolution [26, 139]. They do also share the relatively high computational
burden, in terms of speed and memory, during training and testing, as they need to densely
process the input images.
Some practical scenarios, like autonomous driving, require the solution of both
problems simultaneously and in real time. It is thus important to find cheaper and more
computationally efficient means to solve these problems. One direction would be to find
a common network architecture to solve both problems simultaneously and efficiently,
utilizing the fact that the networks for both problems have many similarities. An interesting
problem would be finding a technique to supervise the network for both tasks and can still
perform as well as or even better in each task than a separately trained network for that
particular task.
8.3 Supervising Metric Learning for Correspondence Es-
timation
Existing approaches for supervising correspondence estimation CNNs rely on siamese
architectures and consider for each example a pair of positive (corresponding) points from
the two input images in addition to a number of negatives [125] or one hard negative [26].
However, in many scenarios, the same point might be observed in more than two images
and so, in principle, we can form examples that contain more than two positive points.
125
The use of such track-based examples in addition to or instead of pair-based examples
could potentially enhance the robustness of the supervision and improve the quality of
learned features. It would be interesting to find loss functions that could effectively utilize
such track-based examples. It is also interesting to find more efficient ways to process
such examples without increasing the number of images that have to be processed by the
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