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Abstract
The Lie theoretic nature of the Rankin–Cohen brackets is here uncovered. These bilinear operations,
which, among other purposes, were devised to produce a holomorphic automorphic form from any pair
of such forms, are instances of SL(2,R)-equivariant holomorphic bi-differential operators on the upper
half-plane. All of the latter are here characterized and explicitly obtained, by establishing their one-to-one
correspondence with singular vectors in the tensor product of two sl(2,C) Verma modules. The Rankin–
Cohen brackets arise in the generic situation where the linear span of the singular vectors of a given weight
is one-dimensional. The picture is completed by the special brackets which appear for the finite number of
pairs of initial lowest weights for which the above space is two-dimensional. Explicit formulæ for basis vec-
tors in both situations are obtained and universal Lie algebraic objects subsuming all of them are exhibited.
A few applications of these results and Lie theoretic approach are then considered. First, a generalization
of the latter yields Rankin–Cohen type brackets for Hilbert modular forms. Then, some Rankin–Cohen
brackets are shown to intertwine the tensor product of two holomorphic discrete series representations
of SL(2,R) with another such representation occurring in the tensor product decomposition. Finally, the
sought for precise relationship between the Rankin–Cohen brackets and Gordan’s transvection processes of
the nineteenth century invariant theory is unveiled.
© 2005 Elsevier Inc. All rights reserved.
MSC: primary 11F25, 11F11, 11F70, 22E45, 22E47; secondary 11F41, 11F60, 15A72
Keywords: Rankin–Cohen brackets; Transvectants; Verma modules; Singular vectors; Discrete series representations;
Invariant theory; Automorphic forms; Hilbert modular forms
E-mail address: amine@euler.univ-artois.fr.0001-8708/$ – see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.aim.2005.12.002
A.M. El Gradechi / Advances in Mathematics 207 (2006) 484–531 485Contents
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 485
2. Representation theoretic preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 489
2.1. Infinitesimal modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 489
2.2. G-modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 491
3. Equivariant bi-differential operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 498
3.1. Characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 499
3.2. Dimension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 502
3.3. Bases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 504
3.4. Properties of the basis vectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 508
4. The equivariant bi-differential operators from a further analysis of the tensor product of two
Verma modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 509
5. Universal Rankin–Cohen brackets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 513
6. Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 516
6.1. Rankin–Cohen brackets for holomorphic automorphic forms . . . . . . . . . . . . . . . . . . . . 516
6.2. A multivariable generalization: Rankin–Cohen type brackets for Hilbert modular forms . 518
6.3. Intertwiners for holomorphic discrete series representations . . . . . . . . . . . . . . . . . . . . 521
6.4. Gordan’s transvection processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 524
7. Discussion, conclusion and outlooks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 527
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 530
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 530
1. Introduction
The last few years have noticed an increasing interest in certain bi-differential operators,
known to number theorists as the Rankin–Cohen brackets. The latter are among those fascinating
mathematical beings that are periodically rediscovered, or that spontaneously appear, explicitly
or implicitly, in seemingly unrelated contexts. Towards the end of the present work, we will
show precisely in which sense one can trace back their origin to the middle of the 19th century,
when, very close relatives of them, known as Gordan’s transvection processes (Überschiebungs-
process), were introduced, to shortly after prove decisive in the main achievements of classical
invariant theory. In this over a century long life, the members of this family have played differ-
ent roles, appeared under different forms and have been given different names. For instance, for
number theorists, the Rankin–Cohen brackets are holomorphic bi-differential operators on the
upper half-plane, devised to produce a holomorphic automorphic form from any two such forms.
Similarly, Gordan’s transvection processes are bi-differential operators on C2, originally devised
to produce new covariants of binary forms out of any given pair of such covariants. Other incar-
nations, generalizations and applications of these brackets will be mentioned below (more details
and references can be found in the introductions of the subsections of Section 6).
The recent burst of interest in the Rankin–Cohen brackets was initiated by Zagier’s article
[57], in which several of their aspects were developed. Zagier baptized them after Rankin, who
characterized in [48] the polynomials in the derivatives of a given number of automorphic forms
which are again automorphic forms, and Cohen [7], who, using a formal power series technique,
similar to the one developed by Rankin, wrote them down explicitly and used them to produce
automorphic forms with interesting Fourier coefficients.
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were derived in a functional analytic context by Janson and Peetre, who used them to define
generalizations of the classical notion of a Hankel operator [35]. At the very end of their paper,
these authors noted the striking resemblance between the formulæ of the bi-differential operators
they derived and those of Gordan’s transvection processes. This led them to coin the former
transvectants; a misleading terminology in retrospect. A similar observation, made by Zagier,
also at the very end of his paper [57], prompted him to wonder about the origin of this kinship.
A formal dictionary relating the over a century apart bi-differential operators was derived by
Olver and Sanders in [44]. The precise relationship, uncovered at the very end of the present
work, will provide this dictionary with a conceptual interpretation (see Section 6.4).
Tracking down the Rankin–Cohen brackets and allied operators in the literature, is not an easy
task, given their venerable age and the already noted discordant, sometimes even misleading,
terminology. The least one can do is to cite a few more contexts within which they have played a
significant role.
In the theory of integrable systems, they were used by Ovsienko and Ovsienko [46] to define
the notion of a Lie derivative of order n, in terms of which were expressed certain vector fields,
which turned out to be Hamiltonian with respect to the Adler–Gelfand–Dickey Poisson structure.
At the crossroad of deformation quantization, number theory, symbolic calculus and harmonic
analysis, they played a key role in the contributions of Cohen, Manin and Zagier [8], Ovsienko
[45], and Unterberger and Unterberger [55], as the building blocks of explicit formulæ of bilinear
operations with interesting symmetries, defining associative deformations of classical commu-
tative algebras (such as the one underlying the ring of holomorphic automorphic forms [8]). In
conformal field theory, they naturally appeared in the expression of the anomalies of W -gravity
theories [18]. In [57], Zagier used them to define the abstract algebraic structure of a Rankin–
Cohen algebra, which is modeled on the ring of holomorphic automorphic forms equipped with
the Rankin–Cohen brackets. Enlarging this setting, Connes and Moscovici recently devised a
generalization of the Rankin–Cohen brackets [10,11]. The latter belong to the second tensor
power of the Hopf algebra previously introduced by these authors in their non-commutative geo-
metric description of certain foliations, and act, for instance, on pairs of elements of the so-called
modular Hecke algebra. From a geometric point of view, all of the former contributions pertain
to the realm of classical projective geometry, while the latter develop certain aspects of its non-
commutative generalization.
The main asset of the Rankin–Cohen brackets, which puts them at the heart of such a vari-
ety of constructions, lying in different contexts, is their SL(2,R)-equivariance with respect to
the standard representations of SL(2,R). The principal aim of the present work is to provide a
Lie theoretic, systematic and effective, characterization of all the SL(2,R)-equivariant holomor-
phic bi-differential operators on the upper half-plane. In this case, the standard representations
are the actions of SL(2,R) in the space of complex-valued holomorphic functions on the upper
half-plane defined in (2.3), while the SL(2,R)-equivariance is given by the commutative dia-
gram (3.2). Our first result establishes a one-to-one correspondence between these operators and
the singular vectors in the tensor products of two sl(2,C) Verma modules. Explicit formulæ for
the latter, and hence, for the former, follow then from the basic properties of these modules. The
Rankin–Cohen brackets are, as expected, among the obtained bi-differential operators. They arise
in the generic situation. However, for certain special values of the parameters labelling the stan-
dard representations, those precisely for which the Rankin–Cohen brackets vanish identically,
other bi-differential operators, called here the special brackets, appear to complete the picture.
They were overlooked in the above mentioned references; an omission that does not affect the
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constant holomorphic automorphic forms associated with the special values of the parameters).
Note, however, that the circumstances under which the special brackets occur have already been
pointed out by Rankin, who extended to them his above mentioned method and main result [48],
though, without exhibiting explicit formulæ for the corresponding bi-differential operators.
The Lie theoretic approach to the characterization of the Rankin–Cohen and allied brackets
adopted in this work, was initially inspired by Harris’ representation theoretic interpretation of
some of Shimura’s results about the special values of certain zeta functions. More precisely,
Harris depicted in [27] the general Lie theoretic setting within which part of the specific results
of Shimura [51] can be cast. Harris’ contribution builds on the by now classical relation between
automorphic forms and representation theory, initiated by Harish-Chandra [26] and, Gelfand
and Fomin [19], and expounded, for instance, in the monographs [2,3,20]. The Rankin–Cohen
brackets were implicitly present in Shimura’s work and, consequently, in Harris’ too. While
generalizing Cohen’s construction of automorphic forms with interesting Fourier coefficients,
Zagier pointed out in [56] how the results of Shimura can be rewritten explicitly in terms of these
brackets. The first part of the present work, developed in Section 3, carries on Harris’, showing in
particular how the Rankin–Cohen brackets arise explicitly and naturally within the Lie theoretic
framework he set forth.
The relation between singular vectors in Verma modules and equivariant differential operators
is known to representation theorists for some time. Up to our knowledge, the first systematic in-
vestigation of this relation dates back to Kostant’s 1975 paper [37]. Motivated by the physicists’
interest in certain equivariant operators, such as the wave and the Dirac operators (which are con-
formally equivariant), Kostant proved a general result establishing a one-to-one correspondence
between singular vectors in Verma modules and differential operators equivariant with respect to
parabolically induced representations, providing thus a systematic characterization of the latter.
A similar statement was later on proved by Harris and Jakobsen in the context of the holomor-
phic induction procedure [28]. The first result of the present work lies in the latter context and
extends the above mentioned one-to-one correspondence to bi-differential operators. The situa-
tion is richer in the bilinear case as, compared to their seldom occurrence in a Verma module,
singular vectors do appear in profusion in the tensor products of two such modules.
The Lie theoretic approach adopted here turns out to be a more systematic and effective
alternative to the one previously developed by Ibukiyama in [34]. This author addressed the
question of generalizing the Rankin–Cohen brackets to Siegel modular forms of higher degree.
In the general framework of Howe’s theory of dual reductive pairs, he established, for any
positive integer m, a one-to-one map from certain pluri-harmonic polynomials to Sp(2m,R)-
equivariant holomorphic bi-differential operators on Siegel’s upper half-space of degree m. The
former were subsequently characterized by Eholzer and Ibukiyama in [13]. Unfortunately, as
already acknowledged by these authors, Ibukiyama’s approach fails to produce all the Sp(2m,R)-
equivariant bi-differential operators. A comparison of their work with ours will be given in the
concluding section.
In the process of writing this article we came across two references with close connections
with our work. In a nutshell, our results (more precisely, those of Section 3), subsume Dobrev’s
[12] and provide Garajeu’s with a Lie theoretic interpretation which, in particular, allows answer-
ing the questions left open in [17] (see Section 7 for a detailed discussion).
We now describe the content of this paper. In Section 2, we depict the Lie theoretic frame-
work within which our constructions and results will be cast. We collect there some well-known
facts concerning the representation theory of SL(2,R) and of its complexified Lie algebra
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duce the SL(2,R)-modules, called above the standard representations, describing in particular,
the (anti-)holomorphic discrete series representations. These SL(2,R)-module structures are first
defined in the space of complex-valued (anti-)holomorphic functions on the upper half-plane,
then, they are given an alternative realization in a space of complex-valued functions on the
group manifold, constructed from the preceding one with the help of the so-called lifting map,
an essential ingredient of the subsequent developments.
In Section 3, we address the main question of this work: characterize and find explicitly all
the SL(2,R)-equivariant holomorphic bi-differential operators on the upper half-plane, where the
equivariance is with respect to any three given standard representations of SL(2,R). We translate
this question on the group manifold, with the help of the lifting map, and then, answer its first
part, by proving that such operators are in a one-to-one correspondence with singular vectors in
tensor products of two Verma modules (see Theorem 3.5). We then show that the space of the
holomorphic SL(2,R)-equivariant bi-differential operators is of dimension 0, 1 or 2, depending
on the considered three standard representations. The Rankin–Cohen brackets (respectively the
special brackets) turn then out to span this space when it is one- (respectively two-)dimensional.
Explicit formulæ for basis vectors in both situations are obtained, answering thus the second part
of the above question. Finally, some properties of these basis vectors are emphasized.
In Section 4, we reconsider the results of the previous one from a more abstract representation
theoretic point of view. More precisely, we relate them to the question of the decomposition of
a tensor product of two Verma modules, which is a special instance of a standard problem in
representation theory. When no simple decomposition is possible, a further analysis of the tensor
products, based on the exact sequence describing the submodule structure of a Verma module,
yields a simple interpretation of the configuration of the singular vectors, and, moreover, provides
a means to optimize their formulæ.
In Section 5, we present an independent abstract Lie algebraic characterization of the basis
vectors of Section 3. More precisely, we exhibit and discuss the uniqueness of universal Lie
algebraic objects, called here the universal Rankin–Cohen brackets, which subsume the latter
vectors in both the one- and the two-dimensional cases.
In order to stress the effectiveness of the present Lie theoretic approach and to start sub-
stantiating our claim that it is fit for different generalizations, we describe, in Section 6, four
applications covering topics in number theory, harmonic analysis and classical invariant theory.
In the first application, for the sake of completeness and in order to set the stage for the sec-
ond one, we reproduce a proof, straightforward at this point, of the fact that the Rankin–Cohen
brackets applied to a pair of holomorphic automorphic forms produce another such form. We ex-
plicitly determine, in the second application, Rankin–Cohen type operators for Hilbert modular
forms. Our results refine and extend those recently obtained by Lee, who used a generalization
of the standard formal power series technique [40]. The third application lies in the realm of
harmonic analysis. It provides a result, first proved by Unterberger and Unterberger [55], with
an alternative proof and a representation theoretic interpretation: we will show that the Rankin–
Cohen brackets intertwine the tensor product of two holomorphic discrete series representations
and another such representation occurring in the direct sum decomposition of the tensor product.
Our proof uses the lifting to the group manifold and the square integrability of the discrete series
representations. In the last application, we clarify the relationship between Gordan’s transvection
processes and the Rankin–Cohen brackets. Given the results of the previous application and the
Lie theoretic rephrasing of Gordan’s operators, this relationship can be paraphrased as follows:
the Rankin–Cohen brackets are to the holomorphic discrete series of SL(2,R), what Gordan’s
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(or of SL(2,C), by Weyl’s unitary trick). More prosaically, we show that the formulæ of the latter
are a certain restriction of those of the former.
Section 7 gathers, a comparison of our results and approach with those of previous investi-
gations, and a discussion of a selection of open questions, some of which will be answered in
forthcoming sequels to this work (a preview of some of the issues addressed in the latter is also
displayed).
Notation. Throughout this work (x)p := x(x − 1) · · · (x − p + 1) for p ∈ N>0 and (x)0 := 1.
This is one of Pochhammer’s symbols, also known as the falling factorial power or Jordan’s
factorial.
2. Representation theoretic preliminaries
The Lie group considered throughout is G := SL(2,R), with complexified Lie algebra
g := sl(2,C). In this section we describe well-known finite and infinite-dimensional g-modules
along with certain G-modules. Different realizations are displayed and their interrelations em-
phasized. All the results presented in this section are classical, they are the building blocks of the
constructions described in the next sections.
2.1. Infinitesimal modules
Let e, f and h be a basis of g with commutation relations:
[h, e] = 2e, [h,f ] = −2f and [e, f ] = h. (2.1)
The Lie algebra g admits the triangular decomposition:
g = n− ⊕ h ⊕ n+,
where n− := Cf , h := Ch and n+ := Ce; the Borel subalgebras of g are b± := h ⊕ n±. In the
sequel U(g) denotes the universal enveloping algebra of g. Proofs of the following statements
can be found, for instance, in [33,36,39].
Proposition 2.1. For any m ∈ N, the complex linear space Fm with basis {wj , 0 j m} and
equipped with the g-action defined by:
h ·wj = (−m+ 2j)wj , 0 j m,
e ·wj = wj+1, 0 j < m,
f ·wj = j (m− j + 1)wj−1, 0 < j m,
f ·w0 = 0 and e ·wm = 0,
is an (m+ 1)-dimensional irreducible g-module.
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equipped with the g-action defined by:
h · vj = (k + 2j)vj , ∀j ∈ N,
e · vj = vj+1, ∀j ∈ N,
f · vj = −j (k + j − 1)vj−1, ∀j ∈ N>0,
f · v0 = 0,
is an infinite-dimensional lowest weight g-module, with lowest weight k and lowest weight vec-
tor v0.
Note that the g-module structure on V +k is in fact well defined for all k ∈ C (see Remark 2.8
below). Depending on the value of k, dim kerf equals either 1 or 2. The lowest weight g-module
V +k is irreducible in the first case and possesses an irreducible submodule in the second one.
More precisely, one has
Proposition 2.3. Let k ∈ Z.
(1) V +k is irreducible if and only if k > 0.
(2) If k  0 then v1−k ∈ kerf and generates an irreducible submodule V +2−k ⊂ V +k such that
V +k /V
+
2−k ∼= F−k .
The vectors in kerf are called singular, f -null or simply null vectors. In the sequel, we will
use interchangeably these terminologies. For instance, the vector v1−k in Proposition 2.3 is a null
vector in V +k .
The lowest weight g-module V +k is a Verma module. The description given in Proposition 2.2
is particularly useful for explicit computations. For abstract considerations, one rather uses the
universal model given by the induced module construction or by generators and relations, as
summarized in
Proposition 2.4. For k ∈ Z, let Ck be the one-dimensional b−-module defined by f · u = 0 and
h · u = ku for all u ∈ C, and Ik be the left ideal in U(g) generated by f and h − k1, where
1 denotes the unit element of U(g). Then V +k , U(g) ⊗U(b−) Ck and U(g)/Ik , are isomorphic
g-modules for all k ∈ Z. Moreover,
V +k ∼= U
(
n+
)
,
as n+-modules.
The following result reflects the universal character of the Verma module V +k :
Proposition 2.5. Let V be a lowest weight g-module generated by a lowest weight vector v′0 	= 0
of lowest weight k.
(1) There exists a unique g-homomorphism ϑ of V + onto V such that ϑ(v0) = v′ .k 0
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(b) If k  0, then
V ∼=
{
F−k iff e1−k · v′0 = 0,
V +k otherwise.
Proof. The linear map ϑ :V +k → V defined by ϑ(vj ) = ej · v′0, for all j ∈ N, is clearly a sur-jective g-homomorphism. One easily sees that it is, moreover, the unique g-homomorphism such
that
ϑ(v0) = v′0.
This proves the first point, from which it follows that kerϑ is a g-submodule of V +k and V is
g-isomorphic to the quotient V +k /kerϑ . From Proposition 2.3, if k > 0, then V
+
k is irreducible
and thus kerϑ = {0}, so that V ∼= V +k . Now, if k  0, then, again by virtue of Proposition 2.3,
either kerϑ = V +2−k or kerϑ = {0}, and consequently, V ∼= F−k or V ∼= V +k , respectively. Finally,
one verifies that the first instance holds if and only if e1−k · v′0 = 0. 
Remark 2.6. In other words, any lowest weight g-module generated by a lowest weight vector
of lowest weight k, is a quotient of V +k .
The above results possess obvious highest weight counterparts. We only mention, for com-
pleteness, the one that will be used in the sequel:
Proposition 2.7. For any k ∈ N>0, the complex linear space V −k with basis {uj , j ∈ N} and
g-action defined by:
h · uj = −(k + 2j)uj , ∀j ∈ N,
f · uj = uj+1, ∀j ∈ N,
e · uj = −j (k + j − 1)uj−1, ∀j ∈ N>0,
e · u0 = 0,
is an infinite-dimensional irreducible highest weight g-module, with highest weight vector u0
and highest weight (−k).
Remark 2.8. The above infinite-dimensional g-modules V ±k make perfect sense for all k ∈ C.
However, the first part of Proposition 2.3 generalizes in the following way: V +k is irreducible
if and only if k ∈ C \ Z0. The second part of Proposition 2.3 covers the remaining cases.
Throughout this work we will only consider Verma modules with integer extremal weights. This
assumption is sufficient for our purposes.
2.2. G-modules
From here on we set
e = 1
(
1 i
i −1
)
, f = 1
(
1 −i
−i −1
)
and h =
(
0 −i
i 0
)
.2 2
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infinitesimal generator of the maximal compact subgroup
K =
{(
cos θ sin θ
− sin θ cos θ
) ∣∣∣ θ ∈ R}
of G and k ∈ Z. The irreducible infinite-dimensional ones, namely, V −k (respectively V +k ) for
all k ∈ Z>0, are isomorphic, as (g,K)-modules, to the infinitesimal modules underlying certain
irreducible unitary representations of G; for k  2, the latter form the so-called holomorphic
(respectively anti-holomorphic) discrete series representations (see Proposition 2.11 below for
the precise statement). We describe here two realizations of these representations: first, in a space
of functions on the homogeneous space G/K , realized as the upper half-plane H, and then in
a space of functions on the group manifold G. The latter realization is derived here from the
former by means of the so-called lifting map, an essential ingredient in the constructions of
Section 3, whose geometric interpretation will be briefly explained at the end of this section (see
Remark 2.25).
Our interest in describing these two realizations is twofold. Beyond the obvious need in re-
calling the main features of the (anti-)holomorphic discrete series representations of G, which
will be useful in Section 6.3, it is a pretext to depict the general Lie theoretic framework, which
embodies these realizations and their relationship, and within which our main results will be cast
in Section 3. The constructions and the proofs of the statements displayed below can be found,
for instance, in [36,39,53].
The group G admits an Iwasawa decomposition:
G = NAK,
by virtue of which any g ∈ G uniquely decomposes in the following way:
g = n(x)a(y)r(θ) =
(
1 x
0 1
)(
y1/2 0
0 y−1/2
)(
cos θ sin θ
− sin θ cos θ
)
,
where x ∈ R, y > 0 and θ ∈ R/2πZ. This provides a parametrization of SL(2,R) as a group
manifold.
Let H denotes the upper half-plane, i.e.,
H := {z ∈ C | Im(z) > 0}.
The group G acts transitively on H through the linear fractional transformations:
g · z = az+ b
cz+ d , ∀g =
(
a b
c d
)
∈ G and z ∈ H. (2.2)
The isotropy group of i ∈ H is the maximal compact subgroup K , so that
G/K ∼= H.
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z := g · i = x + iy ∈ H, for g = n(x)a(y)r(θ) ∈ G,
giving thus rise to a one-to-one correspondence between NA and H.
For each integer k ∈ Z, [
πk(g)f
]
(z) := jk
(
g−1, z
)
f
(
g−1 · z), (2.3)
defines an action of G on C∞(H), the space of complex-valued C∞ functions on H, where
jk(g, z) := (cz+ d)−k, for g =
(∗ ∗
c d
)
∈ G. (2.4)
Here jk is the so-called factor of automorphy. It is a map defined on G × H with values in C∗,
which satisfies the cocycle condition:
jk(g1g2, z) = jk(g1, g2 · z)jk(g2, z), (2.5)
for all g1, g2 ∈ G and for all z ∈ H, and which is, moreover, clearly holomorphic in the second
variable. The latter property immediately entails that formula (2.3) defines an action of G on
Hol(H), the space of complex-valued holomorphic functions on H; this is the standard represen-
tation referred to in the Introduction. In the sequel, we will use the same notation for both actions.
No confusion will be possible since the context will make it clear which space πk is acting on.
For each integer k  2, let
H−k :=
{
f ∈ Hol(H) | ‖f ‖k < ∞
}
, (2.6)
where,
‖f ‖2k :=
∫
H
∣∣f (x + iy)∣∣2yk−2 dx dy. (2.7)
We then have
Proposition 2.9. For all integer k  2, the restriction π−k of πk to H−k is an irreducible unitary
representation of G.
If Hol(H) denotes the space of complex-valued anti-holomorphic functions on H, then,
σ : Hol(H) → Hol(H),
f → f¯ ,
is an antilinear isometric map from H−k onto H+k , where
H+k :=
{
f ∈ Hol(H) | ‖f ‖k < ∞
}
.
Consequently, we have
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representation of G, denoted π+k and defined by:
π+k (g) := σ ◦ π−k (g) ◦ σ
for all g ∈ G.
The above representations are called, respectively, the holomorphic and the anti-holomorphic
discrete series representations of G. They are related to V ±k in the following way:
Proposition 2.11. For all integer k  2, the (g,K)-module of K-finite vectors in H+k (respec-
tively H−k ) is isomorphic, as a (g,K)-module, to V +k (respectively V −k ).
Remark 2.12. In the sequel, πˆ±k will denote the (g,K)-modules of K-finite vectors in H±k . The
associated g-actions will be denoted πˆ±k (x), for all x ∈ g. They will be called the infinitesimal
representations underlying π±k .
Remark 2.13. The g-modules V ±1 are isomorphic, as (g,K)-modules, to the g-modules of K-
finite vectors in the carrier spaces of the so-called mock discrete series or limits of the discrete
series. The latter unitary irreducible representations of G do not belong to the discrete series.
They can however be realized in Hilbert spaces H˜±1 of (anti-)holomorphic functions on H,
equipped with the actions π±1 but with a norm different from ‖ ‖1 (see, for instance, [36,39,
53] for more details).
We now describe a second realization of the holomorphic discrete series representations π−k .
We will derive it from the preceding one using the so-called lifting map which intertwines them.
We proceed in a few stages that allow us to depict the Lie theoretic framework mentioned above.
Let C∞(G) be the space of complex-valued C∞ functions on G, and, for k ∈ Z,
Ak :=
{
Φ ∈ C∞(G) | Φ(gr(θ))= χk(r(θ))Φ(g), ∀g ∈ G and θ ∈ R/2πZ} (2.8)
where χk is the unitary character of K defined by:
χk
(
r(θ)
) := eikθ . (2.9)
The lifting map of weight k (simply called the lifting map when no confusion is possible) is the
map
ϕk :C
∞(H) → C∞(G),
f → Φk,f ,
where
Φk,f (g) :=
[
πk
(
g−1
)
f
]
(i) = jk(g, i)f (g · i). (2.10)
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Φk,f (g) = eikθ yk/2f (z),
where z = x + iy = g · i.
Proposition 2.14. The lifting map ϕk is an isomorphism of C∞(H) onto Ak .
Proof. Let
ψk :Ak → C∞(H),
Φ → fk,Φ,
where
fk,Φ(z) :=
[
jk(g, i)
]−1
Φ(g),
for any g ∈ G such that g · i = z. This map is well defined, thanks to the definition of Ak in (2.8)
and the cocycle condition (2.5). One then verifies that ψk ◦ ϕk = Id = ϕk ◦ψk . 
Remark 2.15. In the sequel, when no confusion is possible, the subscript k in Φk,f and fk,Φ will
be omitted.
The group G acts by left translations on C∞(G) and on Ak . We denote both actions by Lg ,
for g ∈ G. More precisely, for all Φ in C∞(G) or in Ak , and for all g, g′ in G, we define
(LgΦ)(g
′) := Φ(g−1g′).
Then, we have
Proposition 2.16. The lifting map ϕk :C∞(H) →Ak intertwines πk and the action of G by left
translations on Ak , i.e.,
C∞(H)
πk(g)
ϕk Ak
Lg
C∞(H)
ϕk
Ak
is a commutative diagram for all g ∈ G.
Proof. We have to prove that LgΦf = Φπk(g)f for all f ∈ C∞(H) and all g ∈ G. This easily
follows from the definitions given above. Indeed, for all g′ ∈ G,
(LgΦf )(g
′) = Φf
(
g−1g′
)= [πk(g′−1g)f ](i) = [πk(g′−1)πk(g)f ](i) = Φπk(g)f (g′). 
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find the image of the holomorphic functions on H. For this purpose we introduce the left-invariant
vector fields associated with e, f and h; these are, respectively,
E = i
2
e2iθ (4y∂z − ∂θ ), F = − i2e
−2iθ (4y∂z¯ − ∂θ ) and H = −i∂θ . (2.11)
The latter are in fact complex linear combinations of the left-invariant vector fields on G associ-
ated with the generators of Lie(G).
The following proposition shows how the lifting map ϕk translates the action of the above
left-invariant vector fields into actions on C∞(H):
Proposition 2.17. The three diagrams:
C∞(H)
Ek
ϕk Ak
E
C∞(H)
ϕk+2
Ak+2,
C∞(H)
Fk
ϕk Ak
F
C∞(H)
ϕk−2
Ak−2,
C∞(H)
Hk
ϕk Ak
H
C∞(H)
ϕk
Ak,
where
Ek = 2i
(
∂z + k2iy
)
, Fk = −2iy2∂z¯ and Hk = k · Id, (2.12)
are commutative.
Remark 2.18. The notation Fk is misleading as this symbol was already used to designate a
finite-dimensional g-module in Proposition 2.1. The context will prevent any confusion.
Remark 2.19. The differential operator δk := −Ek/4π is known to number theorists as Shimu-
ra’s operator [50,51]. It is a close relative of Maass’ operator Mk := yEk = k + (z − z¯)∂z
introduced in the context of non-holomorphic automorphic forms in [41]. The interest in this
operator, stems from a worth mentioning property, which can be expressed Lie theoretically by
the commutative diagram:
C∞(H)
Ek
πk(g)
C∞(H)
Ek
C∞(H)
πk+2(g)
C∞(H)
which follows from the first of those three exhibited in Proposition 2.17 and justifies the classical
usage number theorists make of Ek , namely: Ek produces a C∞ automorphic form of weight
k + 2 when applied to a holomorphic automorphic form of weight k (for the same discrete sub-
group of G). This follows simply from the definition of an automorphic form (see Section 6.1)
and the above diagram with Hol(H) instead of C∞(H) in the top row.
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one straightforwardly proves
Proposition 2.20. A function f ∈ C∞(H) is holomorphic if and only if Φk,f = ϕk(f ) satisfies
FΦk,f = 0
for some k.
Let A−k be the subspace of Ak defined by:
A−k := {Φ ∈Ak | FΦ = 0}. (2.13)
This space can be alternatively characterized by infinitesimal conditions. Indeed, from (2.8) and
(2.13), one obtains:
A−k =
{
Φ ∈ C∞(G) | HΦ = kΦ and FΦ = 0}. (2.14)
Putting together Propositions 2.16 and 2.20, and using the fact that left and right translations
commute, one gets
Proposition 2.21. The restriction of ϕk to Hol(H) is an isomorphism of Hol(H) onto A−k , which,
moreover, intertwines πk and the action of G by left translations on A−k .
Finally, using (2.10), one gets
Proposition 2.22. The restriction of ϕk to H−k , establishes the unitary equivalence of π−k and
the restriction of the left regular representation of G to the closed invariant subspace L−k :=
L2(G) ∩A−k of L2(G), where L2(G) := L2(G,dμ(g)) and dμ(g) := 12π y−2 dx dy dθ is a bi-
invariant measure on G.
Remark 2.23. The restriction to H−k implicitly imposes k  2. Proposition 2.22 can be used as
a definition of the discrete series representations of G (see, for instance, [36]). We will return to
this point in Section 6.3.
Remark 2.24. The ingredients of central importance to our main goal are the lifting map ϕk ,
Proposition 2.21 and the following simple observation: Eq. (2.14) shows that the functions in
A−k satisfy the conditions characterizing a lowest weight vector of a lowest weight g-module.
This observation, which will be made more precise in Proposition 3.2, plays an important role
in the spectral theory of automorphic forms, underlying, for instance, the proof of the so-called
duality theorem [20] (see also [2,3,39]).
Remark 2.25. The lifting map ϕk and the G-modules it intertwines can be cast in a general and by
now classical geometric setting, which we outline below (see, for instance, [36] for more details
and references). At the heart of this general construction lies the notion of a G-homogeneous vec-
tor bundle. This is a vector bundle E over a G-homogeneous space, such that the G-action on the
base manifold lifts to an action on the total space by bundle automorphisms. Consequently, the
space of C∞ sections Γ ∞(E) inherits a natural structure of a G-module. The G-homogeneous
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Lk → G/K associated with the principal K-bundle G → G/K through the character χk of K
given in (2.9). In other words, Lk := (G × C)/K , where the action of K on G × C is defined
by: r(θ) · (g, z) := (gr(θ), eikθ z). This characterization of Lk leads naturally to the isomorphism
of G-modules Γ ∞(Lk) ∼=Ak . On the other hand, Lk is a trivial bundle over G/K ∼= H and its
G-equivariant trivialization is realized with the help of the automorphy factor (2.4), leading then
to an isomorphism of G-modules C∞(H) ∼= Γ ∞(Lk), where the action on the former space is
as in (2.3). The lifting map ϕk is then the composition of the two previous isomorphisms and,
Propositions 2.14 and 2.16, are automatically verified. Noting that Lk is in fact a holomorphic
line bundle and that the same automorphy factor provides it with a G-equivariant holomorphic
trivialization, one similarly obtains Proposition 2.21, by considering Γ hol(Lk), the space of holo-
morphic sections of Lk , instead of Γ ∞(Lk). More precisely, Hol(H) and A−k are isomorphic as
G-modules to Γ hol(Lk). Finally, one obtains Proposition 2.22, by restricting the last construc-
tion to the square integrable holomorphic sections of Lk . This is an instance of the so-called
holomorphic induction procedure. More precisely, it is the vector bundle reformulation [54] of
Harish-Chandra’s original construction of realizations of holomorphic discrete series representa-
tions of non-compact semisimple Lie groups [25]. When applied to compact Lie groups the latter
becomes the celebrated Borel–Weil method.
3. Equivariant bi-differential operators
Consider Hol(H) equipped with the family {πk | k ∈ Z} of G-actions defined in (2.3). This
section is devoted to the characterization and then the explicit determination of the G-equivariant
holomorphic bi-differential operators,
[ , ]k,m : Hol(H)⊗ Hol(H) → Hol(H), (3.1)
where the G-equivariance is defined by the commutativity of the diagram:
Hol(H)⊗ Hol(H)
πk(g)⊗π(g)
[ , ]k,m
Hol(H)
πm(g)
Hol(H)⊗ Hol(H)
[ , ]k,m
Hol(H)
(3.2)
for all g ∈ G and k, ,m ∈ Z. The complex linear space of the G-equivariant holomorphic bi-
differential operators [ , ]k,m will be denoted Υ k,m . In the sequel, by a G-equivariant holomorphic
bi-differential operator, we will designate a holomorphic bi-differential operator on H satisfying
(3.2) for some triple (k, ,m) ∈ Z3.
The above problem simplifies when it is translated on the group manifold with the help of the
lifting procedure of the preceding section. Indeed, if Bk,m denotes the complex linear space of
the G-equivariant bi-differential operators,
B :A− ⊗A− →A−m, (3.3)k 
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A−k ⊗A−
Lg⊗Lg
B A−m
Lg
A−k ⊗A− B A
−
m
(3.4)
is a commutative diagram, then one has
Proposition 3.1. Υ k,m is isomorphic to Bk,m , for all k, ,m ∈ Z.
Proof. Using the appropriate lifting maps of the previous section one associates to a given
bi-differential operator [ , ]k,m ∈ Υ k,m a bi-differential operator B :A−k ⊗ A− → A−m uniquely
defined by the commutativity of the diagram:
Hol(H)⊗ Hol(H)
[ , ]k,m
ϕk⊗ϕ A−k ⊗A−
B
Hol(H)
ϕm
A−m.
(3.5)
This defines a linear map from Υ k,m into Bk,m . Indeed, lifting the equivariance diagram (3.2) and
using Proposition 2.21 one finds (3.4), proving thus the G-equivariance of B . Finally, it follows
from Proposition 2.21 that this map is, moreover, bijective. 
3.1. Characterization
A characterization of Bk,m (and thus of Υ k,m ), which is our main aim here, is provided by
Theorem 3.5 below. As it will be shown in the first part of this section, the idea underlying this
statement, as well as a part of its proof, is suggested by the observation made in Remark 2.24
and the diagram (3.5).
Let DL(G) denote the associative algebra of left-invariant differential operators on G, which
is isomorphic to U(g), the universal enveloping algebra of g (see, for instance, [29]); the isomor-
phism will be denoted ρ :U(g) → DL(G) (we thus have ρ(e) = E,ρ(f ) = F and ρ(h) = H ,
where E,F and H were explicitly given in (2.11)). We then have
Proposition 3.2. For all k ∈ Z and for all non-zero Φ ∈A−k , WΦk :=DL(G) · Φ is a g-module
g-isomorphic to a quotient of V +k . Moreover, for all k ∈ Z, there exists Φ ∈A−k such that WΦk is
g-isomorphic to V +k .
Proof. For all non-zero Φ in A−k , WΦk is clearly a non-trivial lowest weight g-module generated
by the lowest weight vector Φ , which is of weight k (this stems from the definition of A−k given
in Eq. (2.14)). The first part of the statement follows then immediately from Proposition 2.5.
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Remark 3.3. The above proof can be carried on to show that dim(A−k ∩ kerE1−k) = 1 − k, for
all k ∈ Z0 (see Remark 3.18 below).
By virtue of Proposition 3.2, a non-zero Φ ∈ A−k (respectively Ψ ∈ A− ) is a lowest weight
vector of a g-module g-isomorphic to a quotient of V +k (respectively V + ). Hence, B ∈ Bk,m is
a bilinear operation mapping the lowest weight vector Φ ⊗ Ψ of a (g × g)-module isomorphic
to the tensor product of quotients of V +k and V
+
 onto a lowest weight vector of a g-module
isomorphic to a quotient of V +m . Abstracting such a situation and using the notations of Section 2
(in particular those of Proposition 2.4), one easily sees that if B ∈ U(n+) ⊗ U(n+) is such that
B · (v0 ⊗ v0) is a Δf -null vector of Δh-weight m in V +k ⊗ V + , then necessarily
B := [μ ◦ (ρ ⊗ ρ)](B) ∈ Bk,m .
Here Δ :U(g) → U(g)⊗U(g) denotes the homomorphism, usually called the coproduct, defined
by Δx = x ⊗ 1 + 1 ⊗ x for all x ∈ g, μ :C∞(G)⊗C∞(G) → C∞(G) is the pointwise product
of functions and v0 ⊗ v0 is the lowest Δh-weight vector in V +k ⊗ V + .
In other words, if
Ωk,m :=
〈
B ∈ U(n+)⊗ U(n+) | ΔfB · (v0 ⊗ v0) = 0 and
ΔhB · (v0 ⊗ v0) = mB · (v0 ⊗ v0)
〉
C
, (3.6)
then
β := μ ◦ (ρ ⊗ ρ) (3.7)
is a well defined linear map from Ωk,m into Bk,m . The main result of this section establishes that
β is an isomorphism (see Theorem 3.5 below). The precise statement requires the following
Lemma 3.4. For all k, ,m ∈ Z, Ωk,m is isomorphic to Homg(V +m ,V +k ⊗ V + ).
Proof. Fix k, ,m ∈ Z. From the Frobenius reciprocity theorem for induced modules, one first
obtains that
Homg
(
V +m ,V +k ⊗ V +
)∼= Homb−(Cm,V +k ⊗ V + ),
so that Homg(V +m ,V +k ⊗ V + ) is isomorphic to the linear subspace of V +k ⊗ V + spanned by the
Δf -null vectors of Δh-weight m. More precisely, this isomorphism is realized by the map:
Homg
(
V +m ,V +k ⊗ V +
)   → (v0) ∈ V +k ⊗ V + ,
where v0 is the lowest weight vector of V +m . The fact that V +k ⊗V + is a freely generated U(n+)⊗
U(n+)-module over one generator completes the proof. 
Finally, we have
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,m ∈ Z, Bk,m is isomorphic to Homg(V +m ,V +k ⊗ V + ).
Proof. This is an adaptation of the proof given in the linear case in [9]. Let E ′(G) be the dual of
C∞(G) (i.e., the space of distributions on G with compact support) and E ′o(G) its linear subspace
of distributions supported at the identity id of G. Schwartz’s classical theorem which character-
izes the distributions supported at a point, combined with the theory of differential operators on
a Lie group, leads in the present situation to an isomorphism of associative algebras,
δ :U(g) → E ′o(G),
X → δX,
defined, for all X ∈ U(g) and Φ ∈ C∞(G), by:
δXΦ :=
(
ρ(X)Φ
)
(id),
where the algebra structure on E ′o(G) is given by the convolution product and ρ is the isomor-
phism U(g) →DL(G) mentioned before Proposition 3.2. Henceforth, E ′o(G) inherits a structure
of a g-module. More precisely, for all x ∈ g and X ∈ U(g), x · δX := δxX , and, by duality,
(x · δX)Φ = −δX(λ(x)Φ), ∀Φ ∈ C∞(G), where λ(x) denotes the right-invariant vector field
on G associated with x.
The map δ induces an isomorphism of g-modules from U(g)/Ik onto E ′o,k(G) := E ′o(G)/δ(Ik),
which we also denote by δ. From the definition of A−k in (2.14), it appears clearly that
E ′o,k(G) is a subspace of the dual of A−k . The isomorphism V +k ∼= U(g)/Ik of Proposition 2.4,
shows thus that, proving the present statement amounts to proving that, for all k, ,m ∈ Z,
Homg(E ′o,m(G),E ′o,k(G)⊗ E ′o,(G)) is isomorphic to Bk,m .
Fix k, ,m ∈ Z. From the map β defined in (3.7), using Lemma 3.4 and the isomorphisms δ
of g-modules described in the previous paragraph, one defines the linear map:
Ξ : Homg
(E ′o,m(G),E ′o,k(G)⊗ E ′o,(G))→ Bk,m ,
by:
[
Ξ(ω)(Φ ⊗Ψ )](g) := [ω(δ1) ◦ (Lg−1 ⊗Lg−1)]Φ ⊗Ψ,
for all ω ∈ Homg(E ′o,m(G),E ′o,k(G) ⊗ E ′o,(G)), g ∈ G, (Φ,Ψ ) ∈A−k ×A− , and where 1 is the
unit element of U(g). On the other hand, a straightforward computation shows that the following
map:
Θ :Bk,m → HomC
(E ′o,m(G),E ′o,k(G)⊗ E ′o,(G)),
defined, for all B ∈ Bk,m , X ∈ U(n+) and (Φ,Ψ ) ∈A−k ×A− , by:[
Θ(B)(δX)
]
Φ ⊗Ψ := δX
[
B(Φ ⊗Ψ )],
is in fact a well-defined map into Homg(E ′o,m(G),E ′o,k(G)⊗E ′o,(G)). Finally, a longer, but again
straightforward computation, shows that Ξ ◦Θ = Id = Θ ◦Ξ . 
502 A.M. El Gradechi / Advances in Mathematics 207 (2006) 484–531We devote the rest of this section to the determination of the dimension and a basis of Bk,m ,
and thus of Υ k,m , for all k, ,m ∈ Z.
3.2. Dimension
The isomorphism, Bk,m ∼= Homb−(Cm,V +k ⊗ V + ), which follows from Theorem 3.5 and the
Frobenius reciprocity (see the proof of Lemma 3.4), expresses the fact that Bk,m is isomorphic to
the linear space of Δf -null vectors of Δh-weight m in V +k ⊗ V + . Hence, one has
Proposition 3.6. For all k, ,m ∈ Z, dimBk,m = 0 if m /∈ k + + 2N.
Proof. This is a direct consequence of the fact that k++2N is the spectrum of Δh in V +k ⊗V + .
For n ∈ N and k,  ∈ Z, let Wk,n denote the linear subspace of V +k ⊗ V + spanned by the
vectors of Δh weight k + + 2n. Then,
Bk,k++2n ∼= ker(Δf |Wk,n ),
is a rephrasing of the above mentioned isomorphism. The dimension of Bk,k++2n is thus given by
Proposition 3.7. Let S := {(k, , n) ∈ Z2 × N | k  0,   0 and max(1 − k,1 − )  n 
1 − k − }.
(1) For all (k, , n) ∈ Z2 ×N,
dimBk,k++2n =
{1 if (k, , n) /∈ S,
2 if (k, , n) ∈ S.
(2) In particular,
(a) dimBk,k++2n = 1 for all (k, ) ∈ Z2 if and only if n = 0.
(b) dimBk,k++2n = 1 for all (k, , n) ∈ Z2 ×N such that either k > 0 or  > 0.
Proof. Fix n ∈ N. One easily sees that the set {vj ⊗ vn−j | 0 j  n} is a basis of Wk,n , so that
dimWk,n = n+ 1. Consequently,
rank(Δf |
W
k,
n
) n,
since Δf :Wk,n → Wk,n−1. The coefficients of the matrix N representing Δf |Wk,n (with respect
to the preceding basis of Wk,n and its analogue for Wk,n−1) are given by:
Npq =
⎧⎨
⎩
ap := −(n− p + 1)(+ n− p) if q = p,
bp := −p(k + p − 1) if q = p + 1,
0 otherwise,
(3.8)
for all p ∈ {1, . . . , n} and q ∈ {1, . . . , n+ 1}. The n+ 1 minors of degree n are given by:
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(
j∏
p=1
ap
)(
n∏
p=j+1
bp
)
= (−1)nn!
(
n
j
)
(+ n− 1)j (k + n− 1)n−j , 0 j  n, (3.9)
where (x)p is Jordan’s factorial defined at the very end of the Introduction. It appears from the
formulæ in (3.8) that two a’s (respectively two b’s) cannot simultaneously vanish. Consequently,
rankN = rank(Δf |
W
k,
n
) n− 1.
Moreover, if ap = 0, for some p ∈ {1, . . . , n}, then Δj = 0 for all j  p, and similarly, if bp = 0,
for some p ∈ {1, . . . , n}, then Δj = 0 for all j  p. Hence, all the minors in (3.9) simultaneously
vanish, if and only if, there exist p and q ∈ {1, . . . , n} such that p  q and ap = 0 = bq . This
occurs if and only if k,  ∈ Mn, where
Mn :=
{
(k, ) ∈ Z2 | 1 − n k  0, 1 − n  0 and k +  1 − n}.
The first stated result follows then by letting n vary in N.
The remaining two points are immediate consequences of the previous one. Indeed, the fact
that Mn = n(n+ 1)/2, ∀n ∈ N, entails that Mn = ∅ if and only if n = 0. Moreover, the triples
(k, , n) involved in the last point clearly do not belong to S. 
Remark 3.8. The last part of the above proof shows in particular that for each n ∈ N there
exist exactly n(n+ 1)/2 pairs (k, ) ∈ Z2 for which dimBk,k++2n = 2, both k and  being non-
positive integers. The set Mn of such pairs is represented in Fig. 1 for n = 5. On the other hand,
dimBk,k+ = 1, reflects the simple fact that
ker(Δf |
W
k,
0
) = 〈v0 ⊗ v0〉C = Wk,0
for all k,  ∈ Z. Note, finally, that the results of the above proposition will be given a representa-
tion theoretic interpretation in Section 4.
Fig. 1. The 15 dots represent all the pairs (k, ) in M5.
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We now set out to find a basis of Υ k,k++2n, making use again of the isomorphisms:
Υ
k,
k++2n ∼= Bk,k++2n ∼= ker(Δf |Wk,n ),
deduced from Proposition 3.1 and Theorem 3.5. The same question will be addressed in Section 5
using pure Lie algebraic means.
We start by considering the following simple situation:
Proposition 3.9. If (k, , n) /∈ S, then ker(Δf |
W
k,
n
) = 〈Vk,n 〉C, where
Vk,n :=
∑
r+s=n
(−1)r (k + n− 1)s
s!
(+ n− 1)r
r! vr ⊗ vs. (3.10)
Proof. Recall that {vj ⊗ vn−j | 0  j  n} is a basis of Wk,n , the linear subspace of
V +k ⊗ V + spanned by the vectors of Δh-weight k +  + 2n. By virtue of Proposition 3.7,
dim ker(Δf |
W
k,
n
) = 1, for the values of the triple (k, , n) considered here. An elementary linear
algebra argument shows that
V k,n =
n∑
j=0
(−1)jΔjvj ⊗ vn−j
is a basis vector of ker(Δf |
W
k,
n
), where the Δ’s are the minors given in (3.9). We recall that the
latter do not vanish simultaneously if and only if (k, , n) /∈ S (see the proof of Proposition 3.7).
One obtains the stated basis vector Vk,n simply by multiplying V k,n by the normalization factor
(−1)n(n!)−2. 
Remark 3.10. The above basis vector is the unique solution (up to a scalar multiple) of the
recursion relations:
(j + 1)(k + j)αj+1 + (n− j)(+ n− j − 1)αj = 0, (3.11)
for 0 j  n−1. The latter are obtained simply by writing, using Proposition 2.2, that the vector∑n
j=0 αjvj ⊗ vn−j ∈ Wk,n is a Δf -null vector.
From Propositions 3.9 and 2.2, one sees that
Vk,n = Bk,n (v0 ⊗ v0) (3.12)
where
Bk,n :=
∑
r+s=n
(−1)r (k + n− 1)s
s!
(+ n− 1)r
r! e
r ⊗ es. (3.13)
We then have
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, n) /∈ S, then the bi-differential operators,
Bk,n := μ ◦
∑
r+s=n
(−1)r (k + n− 1)s
s!
(+ n− 1)r
r! E
r ⊗Es, (3.14)
and
 , k,n := μ ◦
∑
r+s=n
(−1)r (k + n− 1)s
s!
(+ n− 1)r
r! ∂
r
z ⊗ ∂sz , (3.15)
are basis vectors of Bk,k++2n and Υ k,k++2n, respectively.
Proof. By virtue of the isomorphism Ωk,k++2n ∼= ker(Δf |Wk,n ) which follows from Lemma 3.4,
Bk,n is a basis vector of Ωk,k++2n. Consequently, B
k,
n = β(Bk,n ) is a basis vector of Bk,k++2n,
since, as proved in Theorem 3.5, the map β defined in (3.7) is an isomorphism. Pulling back Bk,n
using the diagram (3.5), which establishes the isomorphism Υ k,m ∼= Bk,m , one obtains:
[ , ]k,k++2n = μ ◦
∑
r+s=n
(−1)r (k + n− 1)s
s!
(+ n− 1)r
r! E
r¯
k ⊗Es¯, (3.16)
a bi-differential operator on H, where Ek and E were defined in (2.12) and
Er¯k := Ek+2r−2 ◦ · · · ◦Ek+2 ◦Ek, (3.17)
for r ∈ N>0 and E0¯k := 1. Proposition 3.1 ensures that [ , ]k,k++2n maps Hol(H) ⊗ Hol(H) into
Hol(H). Hence, the non-holomorphic contributions to (3.16) that are brought in by the non-
holomorphic parts of Ek and E will automatically cancel out. Ignoring them in (3.16), one
obtains (2i)n , k,n . 
Remark 3.12. We have thus proved that for each n ∈ N and (k, ) ∈ Z2 \ Mn,  , k,n is the
unique, up to a scalar multiple, G-equivariant holomorphic bi-differential operator on the upper
half-plane. The bi-differential operators (3.15) coincide exactly with the so-called Rankin–Cohen
brackets introduced in a number theoretic context in [7]. They also coincide, up to a rescaling,
with the so-called transvectants introduced in a functional analytic context in [35] (this rescaling
allows these transvectants to be well defined for all (k, ) ∈ Z2 \ Mn, a larger set than the one
in [35]). Two applications of these brackets in the former context and one in the latter will be
described in Sections 6.1–6.2 and 6.3, respectively.
We now investigate the remaining cases. More precisely, we find a basis of Υ k,k++2n, for
all (k, , n) ∈ S. By Proposition 3.7, this amounts to finding two linearly independent vectors
in ker(Δf |
W
k,
n
), for any triple (k, , n) ∈ S. Instead of solving directly the recursion relations
(3.11), we will rather exploit the results of Propositions 3.9 and 3.11, even though the vectors
Vk,n are no longer relevant since they vanish identically for all (k, , n) ∈ S. Our main tool will
be the structure of the lowest weight g-modules V + described in Proposition 2.3. We then havek
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, n) ∈ S, then ker(Δf |
W
k,
n
) = 〈Vk,n,1,Vk,n,2〉C, where
Vk,n,1 :=
∑
r+s=n+k−1
(−1)r (n)s
s!
(k + + n− 2)r
r! vr+1−k ⊗ vs
and
Vk,n,2 :=
∑
r+s=n+−1
(−1)r (n)r
r!
(k + + n− 2)s
s! vr ⊗ vs+1−.
Proof. Observe first that if (k, , n) ∈ S, then necessarily k  0 and   0. Hence, according
to Proposition 2.3, the g-module V +k (respectively V + ) possesses an irreducible lowest weight
g-submodule. More precisely, V +k (respectively V + ) admits, in addition to its lowest weight
vector v0, a second f -null vector v1−k = e1−k ·v0 (respectively v1− = e1− ·v0) of weight 2− k
(respectively 2−), so that V +2−k (respectively V +2−) is an irreducible lowest weight g-submodule
of V +k (respectively V + ). From this observation, one draws the following conclusions:
V +2−k ⊗ V + ⊂ V +k ⊗ V +
(
respectively V +k ⊗ V +2− ⊂ V +k ⊗ V +
)
,
so that
W
2−k,
n+k−1 ⊂ Wk,n
(
respectively Wk,2−n+−1 ⊂ Wk,n
)
.
These are non-trivial inclusions for all n 1 − k (respectively n 1 − ). Both inclusions hold
simultaneously non-trivially for all nmax(1 − k,1 − ). A condition which is satisfied by all
(k, , n) ∈ S. Now, one easily sees that if (k, , n) ∈ S, then (2 − k, ,n + k − 1) and (k,2 − ,
n+ − 1) /∈ S, so that Proposition 3.9 applies to these two triples. In particular,
V2−k,n+k−1 ∈ W 2−k,n+k−1 and Vk,2−n+−1 ∈ Wk,2−n+−1
are non-trivial Δf -null vectors in Wk,n . The explicit expressions of the latter vectors follow
mutatis mutandis from that of Vk,n given in (3.10). More precisely, V2−k,n+k−1 (respectively Vk,2−n+−1)
is obtained from (3.10), by replacing the triple (k, , n) by (2 − k, ,n + k − 1) (respectively
(k,2−,n+−1)), without forgetting to replace v0 ⊗v0 by v1−k ⊗v0 (respectively v0 ⊗v1−).
Hence the stated formulæ, i.e.,
Vk,n,1 = V2−k,n+k−1 and Vk,n,2 = Vk,2−n+−1. (3.18)
It remains to show that these two vectors are linearly independent. As already mentioned, they
are non-trivial, because nmax(1 − k,1 − ). They, moreover, belong to
W
2−k,
n+k−1 = 〈v1−k ⊗ vn+k−1, . . . , vn ⊗ v0〉C
and
W
k,2− = 〈v0 ⊗ vn, . . . , vn+−1 ⊗ v1−〉C,n+−1
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n+k−1 ∩Wk,2−n+−1 = {0}, because n 1 − k − , whence their linear indepen-
dence for all (k, , n) ∈ S. 
In analogy with (3.12) and (3.13), one obtains from (3.18) that
Vk,n,i = Bk,n,i (v0 ⊗ v0), for i = 1 or 2,
where
Bk,n,1 := B2−k,n+k−1
(
e1−k ⊗ 1)= ∑
r+s=n+k−1
(−1)r (n)s
s!
(k + + n− 2)r
r! e
r+1−k ⊗ es, (3.19)
and
Bk,n,2 := Bk,2−n+−1
(
1 ⊗ e1−)= ∑
r+s=n+−1
(−1)r (n)r
r!
(k + + n− 2)s
s! e
r ⊗ es+1−. (3.20)
Moreover, Bk,n,1 and B
k,
n,2 form a basis of Ω
k,
k++2n, for all (k, , n) ∈ S. Finally, the analogue of
Proposition 3.11 reads:
Proposition 3.14. If (k, , n) ∈ S, then
 , k,n,1 := μ ◦
∑
r+s=n+k−1
(−1)r (n)s
s!
(k + + n− 2)r
r! ∂
r+1−k
z ⊗ ∂sz , (3.21)
and
 , k,n,2 := μ ◦
∑
r+s=n+−1
(−1)r (n)r
r!
(k + + n− 2)s
s! ∂
r
z ⊗ ∂s+1−z , (3.22)
form a basis of Υ k,k++2n.
Proof. It develops in a perfect parallel with that of Proposition 3.11. 
Example 3.15. If k = 0 = , then (0,0, n) ∈ S if and only if n = 1. Hence,
dim ker(Δf |
W
0,0
n
) = 2 if and only if n = 1. In this case, one easily sees that
ker(Δf |
W
0,0
1
) = 〈v1 ⊗ v0, v0 ⊗ v1〉C = W 0,01 ,
so that
 , 0,01,1 = μ ◦ (∂z ⊗ 1) and  , 0,01,2 = μ ◦ (1 ⊗ ∂z).
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This assumption meets not only the needs of the constructions made in the present section, but
also those of the applications considered in Section 6. However, for k and  complex numbers,
one can show, on the basis of Remark 2.8 and Proposition 3.7, that
dim Homg
(
V +k++2n,V
+
k ⊗ V +
)= 1 (respectively 2),
if (k, , n) ∈ [C2 × N] \ S (respectively if (k, , n) ∈ S). From this perspective, for any given
n ∈ N, it appears that the Rankin–Cohen brackets  , k,n occur for generic values of k and , and
they are bona fide g-equivariant holomorphic bi-differential operators on H. On the other hand,
the brackets in Proposition 3.14 occur only for the finite number of pairs (k, ) ∈ Mn. For this rea-
son, we shall call  , k,n,1 and  , 
k,
n,2, the special brackets. Up to our knowledge, they first appeared
in [17], as an outcome of the direct approach adopted there (see Section 7 for more details).
Remark 3.17. The formulæ in Propositions 3.9 and 3.11 may get truncated from one end or the
other, or even from both. This occurs for those values of (k, , n) /∈ S for which some of the
minors given in (3.9) vanish identically. However, no such truncations occur in the formulæ of
Propositions 3.13 and 3.14. These phenomena will be given a representation theoretic interpre-
tation in Section 4 (see Remark 4.7).
Remark 3.18. From (3.17), a straightforward computation shows that for all k ∈ Z0,
E1−kk = ∂1−kz .
This proves the claim made in Remark 3.3. It also allows one to rewrite the brackets of Proposi-
tion 3.14 in terms of those of Proposition 3.11. Indeed, from (3.19) and (3.20) one finds that, for
all (k, , n) ∈ S,
 , k,n,1 =  , 2−k,n+k−1 ◦
(
∂1−kz ⊗ 1
) (3.23)
and
 , k,n,2 =  , k,2−n+−1 ◦
(
1 ⊗ ∂1−z
)
. (3.24)
The differential operators ∂1−kz are known as Bol’s operators (see Section 7 for more details).
3.4. Properties of the basis vectors
We first point out some worth mentioning symmetry properties of the brackets obtained in the
previous subsection. Let P :V +k ⊗ V + → V + ⊗ V +k be the map, usually called the flip, defined
by P(v ⊗ v′) = v′ ⊗ v. Straightforward computations yield the following
Proposition 3.19. Let (k, , n) ∈ Z2 ×N.
(1) If (k, , n) /∈ S, then P(Vk,n ) = (−1)nV,kn and, consequently, for all f and g in Hol(H),
f,gk,n = (−1)ng,f ,kn .
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n,1) = (−1)n+k−1V,kn,2 and, consequently, for all f and g in Hol(H),
f,gk,n,1 = (−1)n+k−1g,f ,kn,2.
Finally, we establish a useful immediate consequence of Propositions 3.11 and 3.14. Let Γ be
a subgroup of G and HolΓk (H) ⊂ Hol(H) be the subspace of Γ -invariant functions with respect
to the action πk , i.e.,
HolΓk (H) :=
{
f ∈ Hol(H) | πk(γ )f = f, ∀γ ∈ Γ
}
. (3.25)
We then have
Proposition 3.20. Let (k, , n) ∈ Z2 ×N.
(1) If (k, , n) /∈ S, then
 , k,n : HolΓk (H)⊗ HolΓ (H) → HolΓk++2n(H), (3.26)
and, moreover,  , k,n 	≡ 0.
(2) If (k, , n) ∈ S, then any C-linear combination of  , k,n,1 and  , k,n,2 satisfies (3.26), and,
moreover,  , k,n,1 	≡ 0 and  , k,n,2 	≡ 0.
Proof. The first parts of both points follow from the G-equivariance of the brackets, the Γ -
invariance of their arguments and the fact that Γ ⊂ G. Their second parts follow obviously from
Propositions 3.11 and 3.14. 
4. The equivariant bi-differential operators from a further analysis of the tensor product
of two Verma modules
This section can be read immediately after Theorem 3.5, as we do not resort here to those
statements proved after it. We show below how the results of the previous section are related
to a classical problem in representation theory. Theorem 3.5 shows that the G-equivariant bi-
differential operators
[ , ]k,m : Hol(H)⊗ Hol(H) → Hol(H)
are in a one-to-one correspondence with the g-submodules of V +k ⊗V + isomorphic to V +m . There
is a well-known special situation in which the identification of the lowest weight g-submodules
of V +k ⊗ V + is immediate. Indeed, we have
Proposition 4.1. Let (k, ) ∈ Z2. If k +  > 0, then one has the direct sum decomposition:
V +k ⊗ V + =
⊕
n∈N
V +k++2n. (4.1)
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the main ingredients in Repka’s original proof of the decomposition: π+k ⊗π+ =
⊕
n∈N π
+
k++2n
[49]. The latter will be used in Section 6.3 for k and  ∈ Z2 (see Lemma 6.16). By not demand-
ing the irreducibility of V +k and V
+
 one can indeed widen the range of values of k and  for
which (4.1) holds, as stated in Proposition 4.1 (see, for instance, [32]; the statement proved there
involves g-modules instead of (g,K)-modules, so that k and  are no longer required to be inte-
gers, and consequently, the above range is even wider in [32]). Finally, the decomposition (4.1)
and the above comments hold mutatis mutandis for the tensor products V −k ⊗ V − .
Proof of Proposition 4.1. Recall that for n ∈ N, Wk,n is the linear subspace of V +k ⊗ V +
spanned by the vectors of Δh weight k +  + 2n and that dimWk,n = n + 1. One easily ver-
ifies that Δe :Wk,n → Wk,n+1 is injective, for all (k, , n) ∈ Z2 × N. Hence, any Δf -null vector
in Wk,n generates a copy of V +k++2n in V
+
k ⊗ V + , which is necessarily irreducible, since its
lowest weight is strictly positive (a straightforward consequence of the assumption k+  > 0 and
Proposition 2.3). On the other hand, Δf :Wk,n → Wk,n−1, and hence,
dim ker(Δf |
W
k,
n
) 1,
for all (k, , n) ∈ Z2 × N. Consequently, ⊕n∈N V +k++2n embedds g-homomorphically in
V +k ⊗ V + . A simple dimension counting completes the proof. 
By virtue of Theorem 3.5 and Proposition 2.3, the above proposition yields the following
special instance of Proposition 3.7:
Corollary 4.3. For all (k, ) ∈ Z2, such that k +  > 0, and for all n ∈ N, dimBk,k++2n = 1.
Remark 4.4. A formula for a basis vector of ker(Δf |
W
k,
n
), when k+  > 0, is given in [32]. It is
obtained by solving the recursion relations (3.11). Unfortunately, this formula is in fact only valid
for k and  in Z>0. A slight renormalization cures the problem and leads to the formula given
in Proposition 3.9, which is valid and non-trivial for all pairs (k, ) ∈ Z2 \ Mn and in particular
when k +  > 0.
In order to characterize Υ k,k++2n, for all (k, , n) ∈ Z2 ×N, we could have adopted in the pre-
vious section the same approach as in the above first part of the present one, namely, investigate
the decomposition of V +k ⊗ V + into lowest weight g-modules. Unfortunately, V +k ⊗ V + does
not in general decompose as simply as in Proposition 4.1. The latter specifies the only situations
in which V +k ⊗V + decomposes into a direct sum of irreducible lowest weight g-modules. How-
ever, by virtue of Theorem 3.5, the relevant question is rather the determination of all the lowest
weight g-submodules of V +k ⊗V + . The arguments used in the proof of Proposition 3.13 suggest
a strategy to answer this question. The latter relies on a further analysis of the tensor product
V +k ⊗ V + to which the remaining of this section is devoted.
The starting point is the rewriting of the second part of Proposition 2.3 in the form of the
following exact sequence of g-modules:
0 → V + → V + → F−k → 0,2−k k
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(g × g)-modules, which can be gathered in the diamond shaped diagram:
F−k ⊗ V +2−
V +k ⊗ V +2− F−k ⊗ V +
V +2−k ⊗ V +2− V +k ⊗ V + F−k ⊗ F−.
V +2−k ⊗ V + V +k ⊗ F−
V +2−k ⊗ F−
This diagram shows that the Δf -null vectors in V +k ⊗ V + are exactly those of the four tensor
products lying at its four corners. Proposition 4.1, Corollary 4.3 and Remark 4.4 settle the contri-
bution of the tensor product V +2−k ⊗V +2−. On the other hand, it is well known that a result similar
to Proposition 4.1, which can be proved by similar arguments, holds for the tensor product of two
finite-dimensional g-modules. Indeed, one has
Proposition 4.5. For all k,  ∈ Z0, we have the direct sum decomposition:
F−k ⊗ F− =
min(−k,−)⊕
n=0
F−k−−2n.
It remains to analyse the tensor product of a finite-dimensional g-module and a lowest-weight
irreducible Verma module. The latter does not decompose in general into a direct sum of lowest-
weight Verma modules. However, one can find all the Δf -null vectors in such a tensor product.
Proceeding as in Propositions 3.7, 3.9 and 4.1, one proves
Proposition 4.6. If k ∈ N and  ∈ Z>0, then − k + 2N is the spectrum of Δh in Fk ⊗ V + and
dim ker(Δf |
N
k,
n
) =
{1 if 0 n k,
0 otherwise,
where Nk,n is the subspace of Fk ⊗ V + spanned by the vectors of Δh-weight  − k + 2n, for
n ∈ N. If, moreover, − k > 0, then
Fk ⊗ V + =
k⊕
n=0
V +−k+2n.
So far, we have covered the two situations where, either k +  > 0 or (k, ) ∈ Z0 ×Z0. In
order to complete the analysis, one needs to consider the remaining two cases, namely, those for
which k+ 0 and, either (k, ) ∈ Z<0 ×Z>0 or (k, ) ∈ Z>0 ×Z<0. In each of these situations
512 A.M. El Gradechi / Advances in Mathematics 207 (2006) 484–531only one exact sequence of (g × g)-modules is pertinent, namely, one of the two middle ones in
the above diagram. Their contribution is then settled by Propositions 4.1 and 4.6.
From what precedes, we are now in a position to reconstitute the results obtained in Sec-
tions 3.2 and 3.3. For instance, the above analysis shows why, when k and  are negative,
dimΥ k,k++2n equals 2 for a finite number of values of n, which can be explicitly determined.
They correspond to the Δh-weights for which there occur a Δf -null vector simultaneously in
F−k ⊗ V +2− and V +2−k ⊗ F−. Figure 2 displays examples of the different situations. It will be
commented immediately after the following discussion of a related subsidiary result.
Remark 4.7. The exact sequences in the above diamond shaped diagram provide the truncations
mentioned in Remark 3.17 with a Lie theoretic systematic interpretation. The truncated formulæ
given below are optimal, in the sense that all of their coefficients are non-zero for the specified
triples (k, , n). For (k, , n) ∈ S, no truncations take place in the formulæ of the special brackets
 , k,n,1 and  , 
k,
n,2, which have been however rewritten in terms of the Rankin–Cohen brackets
in Remark 3.18. For (k, , n) /∈ S, using the same notations as in Remark 3.18, we obtain the
following exhaustive list of cases:
Case 1. If k > 0 and  > 0, then no truncations occur for all n ∈ N.
Case 2. If k  0 and  > 0, then
(1) no truncations occur for all n, 0 n−k;
(2)  , k,n =  , 2−k,n+k−1 ◦ (∂1−kz ⊗ 1), for all n 1 − k.
Case 3. If k > 0 and  0, then
(1) no truncations occur for all n, 0 n−;
(2)  , k,n =  , k,2−n+−1 ◦ (1 ⊗ ∂1−z ), for all n 1 − .
Fig. 2. Examples of the four situations described in Remark 4.7: the Δf -null vectors in V+−3 ⊗ V+−6, and also in
V+5 ⊗ V+−6, V+−3 ⊗ V+8 and V+5 ⊗ V+8 .
A.M. El Gradechi / Advances in Mathematics 207 (2006) 484–531 513Case 4. If k  0 and  0, then
(1) no truncations occur for all n, 0 nmin(−k,−);
(2)  , k,n =
{
 , 2−k,n+k−1 ◦ (∂1−kz ⊗ 1), if k  ,
 , k,2−n+−1 ◦ (1 ⊗ ∂1−z ), if  k
for all n, min(−k,−) < n < max(1−k,1−);
(3)  , k,n =  , 2−k,2−n+k+−2 ◦ (∂1−kz ⊗ ∂1−z ), for all n 2 − k − .
Figure 2 represents the main features of the situation in Case 4 of Remark 4.7, for k = −3 and
 = −6. The vertices of the background grid represent the basis vectors, vi ⊗ vj , i, j ∈ N, of the
tensor product V +k ⊗V + . The thick vertical (respectively horizontal) line lies above (respectively
at the right) of the singular vector v1−k ∈ V +k (respectively v1− ∈ V + ). Each slanted segment
represents a Δh-weight subspace Wk,n ⊂ V +k ⊗ V + , n ∈ N; it goes through the basis vectors,
vj ⊗ vn−j , 0 j  n, of this space. On the other hand, the thick part of each slanted segment,
including the four dots, represents the scalar multiples of a non-trivial Δf -null vector in Wk,n .
The latter is a linear combination of the vertices the thick slanted segment intersects, all of its
coefficients being non-zero. By Theorem 3.5, to each such Δf -null vector corresponds a G-
equivariant holomorphic bi-differential operator in Υ k,k++2n. Note finally that different parts of
Fig. 2 depict also examples of the situations in Cases 1–3 of Remark 4.7. Indeed, the part of the
grid at the right of (respectively above) the thick vertical (respectively horizontal) line, describes
an instance of Case 3 (respectively Case 2), namely, V +5 ⊗ V +−6 (respectively V +−3 ⊗ V +8 ). The
intersection of the previous two regions describes a situation from Case 1, namely, V +5 ⊗ V +8 .
5. Universal Rankin–Cohen brackets
Our aim in this section is to give a purely Lie algebraic alternative characterization of the basis
vectors of Bk,k++2n. We start by rewriting in Lie algebraic terms the main results of Section 3.
An independent treatment, leading to universal objects subsuming the basis vectors of Ωk,k++2n
exhibited in (3.13), (3.19) and (3.20), will be developed subsequently.
As shown in Section 3, Υ k,k++2n ∼= Ωk,k++2n. The original definition of the latter linear sub-
space of U(n+)⊗ U(n+) given in (3.6) can be rewritten as follows:
Ω
k,
k++2n :=
{
B ∈ U(n+)⊗ U(n+) | [Δh,B] = 2nB and [Δf,B] ≡ 0 mod I+k,},
where I+k, is the ideal in U(b+)⊗ U(b+) defined by:
I+k, = U
(
b+
)
(h− k1)⊗ U(b+)+ U(b+)⊗ U(b+)(h− 1).
On the other hand, one sees from (3.13) that, for all (k, , n) ∈ Z2 ×N,
Bk,n ≡ Bn mod I+k,, (5.1)
where
Bn :=
∑
(−1)r e
r
r! (h+ n− 1)s ⊗
es
s! (h+ n− 1)r . (5.2)
r+s=n
514 A.M. El Gradechi / Advances in Mathematics 207 (2006) 484–531The isomorphism
νk, :U
(
b+
)⊗ U(b+)/I+k, → U(n+)⊗ U(n+),
which stems from the Poincaré–Birkhoff–Witt theorem (see Proposition 2.4), shows that Bn is a
coset representative in U(b+)⊗U(b+) of ν−1k,(Bk,n ), i.e., Bk,n = (νk, ◦πk,)(Bn), where πk, is
the projection:
πk, :U
(
b+
)⊗ U(b+)→ U(b+)⊗ U(b+)/I+k,.
The universal character of Bn follows from what precedes. Indeed, one recovers from Bn, not
only Bk,n , for all (k, , n) /∈ S, but also Bk,n,1 and Bk,n,2, for all (k, , n) ∈ S. More precisely, we
have
Proposition 5.1. For all (k, , n) ∈ Z2 ×N,
(1) Bk,n = (νk, ◦ πk,)(Bn), if (k, , n) /∈ S;
(2) Bk,n,1 = (νk, ◦ ι2−k, ◦ π2−k,)(Bn) and Bk,n,2 = (νk, ◦ ιk,2− ◦ πk,2−)(Bn), if (k, , n) ∈ S,
where ι2−k, is the injective homomorphism of left U(b+)⊗U(b+)-modules, ι2−k, :U(b+)⊗
U(b+)/I+2−k, ↪→ U(b+)⊗ U(b+)/I+k,, defined by(
νk, ◦ ι2−k, ◦ ν−12−k,
)
(1 ⊗ 1) = e1−k ⊗ 1,
and similarly for ιk,2−.
Proof. The first point follows from (5.1)–(5.2) and the above given definitions. A rewriting of
the proof of Proposition 3.13 (see also (3.19)–(3.20)) yields the second point. 
Remark 5.2. The map νk, ◦ πk, is nothing else but the canonical projection onto the first sum-
mand in the decomposition of U(b+)⊗U(b+) into the direct sum of [U(n+)⊗U(n+)] and I+k,,
which stems from the Poincaré–Birkhoff–Witt theorem. Moreover, ι2−k, is a rewriting of the
canonical embedding V +2−k ⊗ V + ↪→ V +k ⊗ V + (see Proposition 2.4).
We now address the question of the intrinsic characterization and determination of Bn. Con-
sider the system of equations:
[Δh,B] = 2nB, (5.3)
[Δf,B] ≡ 0 mod I, (5.4)
where the unknown B ∈ U(b+)⊗U(b+) and I := U(g)f ⊗U(g)+U(g)⊗U(g)f is a left ideal
of U(g)⊗ U(g).
In what follows we shall show in an independent and constructive way how Bn given in
(5.2) is indeed a solution of the system (5.3)–(5.4), and, moreover, discuss its uniqueness. Let
π :U(g)⊗ U(g) → U(b+)⊗ U(b+) be the projection associated with the decomposition:
U(g)⊗ U(g) = [U(b+)⊗ U(b+)]⊕ I. (5.5)
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that U(g) is a g-module for the adjoint action. Accordingly, a ∈ U(g) is said to be a vector of
h-weight m, if adh(a) = ma. We then have
Proposition 5.3. If Pn(X,Y ) :=∑nj=0(−1)jXj ⊗ Yn−j , then
Bn := π
[
Pn(adf , adf )
(
en
n! ⊗
en
n!
)]
is a solution of the system (5.3)–(5.4).
Proof. The Δh-weight of Pn(adf , adf ) is −2n while that of en ⊗ en is 4n. Moreover, π pre-
serves the Δh-weight. Hence Bn satisfies (5.3). (The Δh-weight is computed through the action
of adΔh ≡ adh ⊗ 1 + 1 ⊗ adh in U(g)⊗ U(g).)
Using the commutation relations of g given in (2.1), one easily shows that for all n ∈ N,
adn+1f e
n ≡ 0 mod U(g)f. (5.6)
A simpler way of showing this consists first in observing that the h-weight of adn+1f en is −2,
then by the Poincaré–Birkhoff–Witt theorem, adn+1f en necessarily belongs to U(g)f . In fact,
(5.6) reflects the fact that en is a highest weight vector of a g-submodule of U(g) isomorphic
to F2n.
From (5.6) one immediately obtains:
[
(−1)nadn+1f ⊗ 1 + 1 ⊗ adn+1f
](
en ⊗ en)≡ 0 mod I.
A simple factorization leads to
[
(adf ⊗ 1 + 1 ⊗ adf )Pn(adf , adf )
](
en ⊗ en)≡ 0 mod I,
which can be rewritten as
[
Δf,Pn(adf , adf )
(
en ⊗ en)]≡ 0 mod I.
The decomposition (5.5) together with the fact that [Δf,I] ⊂ I , imply that π[Pn(δf , δf )en⊗en]
satifies (5.4), and so does Bn. 
Finally, the non-triviality of the above obtained solution of (5.3)–(5.4) follows from
Proposition 5.4. For all n ∈ N,
Bn = Bn
Proof. It relies on direct computations based on the commutation relations of g. 
We end this section by formulating a conjecture. We first observe that Bn is not the unique
solution of the system (5.3)–(5.4). Indeed, Bn(P (h)⊗Q(h)) is also a solution of (5.3)–(5.4), for
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commutation relations of g or by using the fact that
adn+1f
(
enhm
)≡ 0 mod U(g)f,
for all n and m ∈ N, which can be proved similarly to (5.6). Note however that if {Un(b+) | n ∈
N} denotes the standard filtration of U(b+) (i.e., Un(b+) is the subspace of U(b+) spanned by
products of n or fewer elements of b+), then one can show that [f,Un(b+)] ⊂ Un(b+)⊕U(g)f .
We can make the following
Conjecture 5.5. For all n ∈ N, Bn is, up to a scalar multiple, the unique solution of the system
of equations (5.3)–(5.4) in Un(b+)⊗ Un(b+).
The most direct way of proving this conjecture would consist in writing the general form of
an element of Δh-weight 2n in Un(b+) ⊗ Un(b+), and then to show that the recursion relations
imposed upon its coefficients by Eq. (5.4) admit a unique solution. For n 3 the computations
made along these lines confirm the conjecture. It would be interesting to find a more conceptual
proof.
Remark 5.6. Note that U(b+) is isomorphic (as an algebra but not as a Hopf algebra) to
a subalgebra of the Connes–Moscovici Hopf algebra H1, originally introduced in the non-
commutative geometric study of certain foliations. As mentioned in the Introduction, Connes
and Moscovici have recently obtained formulæ for generalized Rankin–Cohen brackets as ele-
ments of H1 ⊗H1. The restriction of these generalized brackets to the subalgebra of H1 ⊗H1
isomorphic to U(b+) ⊗ U(b+) yields exactly the universal elements Bn given in (5.2). In some
sense, the latter are the flat and commutative specialization of Connes and Moscovici’s general-
ized Rankin–Cohen brackets.
6. Applications
In this section, we present four applications of the Lie theoretic formalism developed in Sec-
tion 3. We first recall the role played by the Rankin–Cohen brackets in the realm of automorphic
forms and then generalize their present construction so as to obtain Rankin–Cohen type brack-
ets for Hilbert modular forms. Then we revisit the role played by the Rankin–Cohen brackets
in the context of the theory of the discrete series representations of G, for which we provide a
new proof and an interpretation. Finally, we uncover the relationship between the Rankin–Cohen
brackets and Gordan’s transvection processes.
6.1. Rankin–Cohen brackets for holomorphic automorphic forms
In Section 3, all the G-equivariant holomorphic bi-differential operators on H were deter-
mined (see Propositions 3.11 and 3.14). Here we show precisely how some of the latter produce a
holomorphic automorphic form when applied to two such forms. This fact is not surprising, since,
as already observed in Remark 3.12, the formula (3.15) coincides with that of the Rankin–Cohen
brackets, those bi-differential operators originally devised to accomplish this task. Baptized and
popularized by Zagier [57], they appeared in an explicit form in the realm of automorphic forms
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ing the G-equivariance of a map from the space of automorphic forms to certain formal power
series, built with the help of the differential operator Ek (see (2.12) and Remark 2.19). This map
is nowadays called the Cohen–Kuznetsov lifting (as it also appeared in the work of the second
named author [38] at about the same time), while the formal power series it yields are called
Jacobi-like forms [57]. A similar lifting map was introduced, about 20 years earlier, by Rankin
[48], who used it to characterize the polynomials in the first n derivatives of a given number of
automorphic forms which are again automorphic; the brackets (3.15) do not appear explicitly in
[48] though. The special brackets exhibited in Proposition 3.14, which were shown here to occur
for certain negative integer values of the weights k and , were overlooked in [7], despite the
fact that k and  were there assumed to take arbitrary real values. Note, however, that Rankin
described in [48] how his above mentioned results extend to these special values, though, again,
without exhibiting explicit formulæ for the corresponding brackets.
Here, we concentrate our attention on the modular forms, even though the results of this
section hold for holomorphic automorphic forms for any discrete subgroup Γ ⊂ G of finite
covolume. Background material on automorphic forms can be found, for instance, in the mono-
graphs [2,3,42].
Let Γ := SL(2,Z) ⊂ SL(2,R) be the modular group. The notation being as in (3.25), we have
Definition 6.1. A modular form of weight k ∈ Z is a function f ∈ Hol(H) which satisfies:
(1) f ∈ HolΓk (H), i.e., f (z) = jk(γ, z)f (γ · z), ∀γ ∈ Γ and ∀z ∈ H;
(2) f is holomorphic at the cusp ∞, i.e., f has a Fourier expansion of the form
f (z) =
∑
n∈N
ane
2πinz;
(3) if moreover a0 = 0, then f is called a cusp form.
The vector space of modular forms (respectively modular cusp forms) of weight k is denoted by
Mk (respectively Sk).
Remark 6.2. Note that Mk is finite-dimensional for all k ∈ Z and reduces to {0} for all k ∈
Z<0. This result holds for all discrete subgroups Γ of finite covolume. For Γ = SL(2,Z), one
moreover has, Mk = {0} for k odd, since −I2 ∈ Γ , I2 being the identity matrix. Hence, in the
following statement only modular forms of non-negative even weights are considered. Moreover,
it is well known that, M0 = C, M2 = {0}, and, that for all even k > 2, dimMk  1 and Mk∩C = ∅
[42].
The following takes place:
Proposition 6.3. For all k,  ∈ 2N and n ∈ N,
(1)  , k,n ≡ 0 if and only if (k, , n) = (0,0,1);
(2)  , k,n maps Mk ⊗M into Mk++2n. More precisely, if f ∈ Mk and g ∈ M, then
f,gk,n ∈
{
Sk++2n if n > 0,
Mk+ if n = 0.
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the fact that f,gk,n satisfies the second condition in Definition 6.1, as a straightforward con-
sequence of the Fourier expansions of f and g. When n > 0, formula (3.15) shows that, each
term in  , k,n , involves a derivative, of order greater or equal to one, of at least one of the two
arguments. Therefore, the Fourier expansion of f,gk,n satisfies the third condition in Defini-
tion 6.1. 
Remark 6.4. For the stated values of the triple (k, , n), the brackets  , k,n are clearly not the
unique (up to a scalar multiple) holomorphic bi-differential operators mapping Mk ⊗ M into
Mk++2n. As proved in Section 3, the G-equivariance ensures their uniqueness, while here, it
is the Γ -equivariance which is of relevance. One can in fact show that  , k,n is the unique (up
to a scalar multiple) constant coefficients holomorphic bi-differential operator of order 2n that
maps Mk ⊗M into Mk++2n. An inspiring number theoretic proof of this statement, which uses
in an essential way theta series, was given by Zagier in [57]. It suggests that the equivariant bi-
differential operators could be characterized by methods pertaining to the theory of dual reductive
pairs. A Lie theoretic approach to such a characterization lying in the latter context was developed
by Ibukiyama [34]. Unfortunately, it does not yield all the equivariant bi-differential operators
(see Section 7 for more details).
Remark 6.5. When (k, , n) = (0,0,1), the relevant non-trivial bi-differential operators are the
special brackets of Proposition 3.14. More precisely, those given in Example 3.15. Unfortunately,
these operators act trivially on M0 ⊗M0, since as recalled in Remark 6.2, M0 = C. A result which
holds in fact for all discrete subgroups Γ ⊂ G of finite covolume. (Obviously, the scalar multiples
of  , 0,00 = μ are the only G-equivariant bi-differential operators which act non-trivially on
M0 ⊗ M0.) In order to see the special brackets  , k,n,1 and  , k,n,2 play an effective role, one
would have to relax Definition 6.1 so as to allow the existence of non-trivial automorphic forms
of negative weights. (One may consider meromorphic automorphic forms, as suggested by the
referee.) Note, finally, that if Γ is such that −I2 /∈ Γ , then the restriction to even weights in
Proposition 6.3 is irrelevant.
Remark 6.6. One could cast the results of this section in a general framework introduced by
Harish-Chandra. Indeed, using the lifting map ϕk : Hol(H) →A−k , which is, according to Propo-
sition 2.21, an isomorphism intertwining the action πk on Hol(H) and the left translations on
A−k ⊂ C∞(G), one can obtain an alternative characterization of the holomorphic modular forms.
Indeed, Mk is isomorphic to a subspaceA−k (Γ ) ofA−k , determined by conditions that are liftings
of those in Definition 6.1. More precisely, the first condition in the latter naturally translates into
the invariance under left translations by all γ ∈ Γ , while the second requirement corresponds to
a certain growth condition (see, for example, [2,3,39]). This alternative characterization of the
holomorphic automorphic forms, is an instance of Harish-Chandra’s general notion of an auto-
morphic form on a semisimple Lie group [26]. It suggests an alternative proof of Proposition 6.3.
The latter uses essentially the G-equivariance of Bk,n ∈ Bk,k++2n and Harish-Chandra’s theo-
rem stating that the action of left-invariant differential operators preserves the above mentioned
growth condition.
6.2. A multivariable generalization: Rankin–Cohen type brackets for Hilbert modular forms
The Lie theoretic characterization of the Rankin–Cohen brackets provided in Section 3 and
their application to holomorphic automorphic forms recalled in Section 6.1, pave the way to their
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modular forms (see Definition 6.7 below and Remark 6.8 for the terminology).
Throughout this section, by Rankin–Cohen type brackets (or simply Rankin–Cohen brackets)
for Hilbert modular forms, we mean bilinear operations that produce a Hilbert modular form
when applied to two such forms. Brackets of this type were quite recently obtained by Lee [40]
who achieved this goal by generalizing the Cohen–Kuznetsov lifting mentioned in the previous
section. The Lie theoretic point of view developed in the present work, allows us to refine and
extend Lee’s result (see the end of this section for a detailed description of the improvements to
Lee’s work our approach provides).
We start by setting the stage. For each p ∈ N, the Lie group Gp := SL(2,R)× · · ·× SL(2,R)
acts on Hp := H× · · · ×H in the following natural way:
H
p  z = (z1, . . . , zp) → g · z := (g1 · z1, . . . , gp · zp) ∈ Hp,
where g = (g1, . . . , gp) ∈ Gp , gi · zi is as in (2.2) for gi =
( ai bi
ci di
) ∈ G and for all i ∈ {1, . . . , p}.
Moreover, for each k = (k1, . . . , kp) ∈ Zp , we define the action πk of Gp on Hol(Hp), the space
of complex-valued holomorphic functions on Hp , by:[
πk(g)f
]
(z) := jk
(
g−1, z
)
f
(
g−1 · z),
for all f ∈ Hol(Hp), g ∈ Gp and z ∈ Hp , where
jk(g, z) :=
p∏
i=1
jki (gi, zi) =
p∏
i=1
(cizi + di)−ki ,
for g = (g1, . . . , gp) and gi =
( ∗ ∗
ci di
) ∈ SL(2,R), 1 i  p.
Definition 6.7. For an integer p  2, let Γ be a discrete subgroup of Gp and k = (k1, . . . , kp) ∈
N
p
. A Hilbert modular form of weight k for Γ is a function f ∈ Hol(Hp) such that πk(γ )f = f ,
for all γ ∈ Γ .
Remark 6.8. Strictly speaking, this is the definition of a holomorphic automorphic form of
weight k for Γ ⊂ Gp , of which a Hilbert modular form is the special instance corresponding
to the case where Γ is the Hilbert modular group [16]. This abuse of terminology is harmless in
the present work and is only meant for brevity.
The space of Hilbert modular forms of weight k for Γ will be denoted Mk(Γ ). Note that the
regularity condition at the cusps required when p = 1 (see the second point in Definition 6.1) is
automatically satisfied when p  2; this is Koecher’s principle (see [16], for instance).
From Definition 6.7 and our previous experience with modular forms one sees how to proceed
in order to determine Rankin–Cohen brackets for Hilbert modular forms. Indeed, our first and
main step consists in casting this specific question in a wider framework. More precisely, we
start by characterizing Υ k,m , the complex linear space of the Gp-equivariant holomorphic bi-
differential operators from Hol(Hp) ⊗ Hol(Hp) into Hol(Hp) defined by generalizing in the
obvious way the definition of the space Υ k,m (see (3.1) and (3.2)). The main result of the present
section is
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(1) dimΥ k,m = 0 if m− k −  /∈ 2Np .
(2) For each n ∈ Np , dimΥ k,k++2n = 2q , where q := {i ∈ N | 1  i  p and (ki, i, ni) ∈ S},
i.e., q is the number of triples (ki, i, ni) ∈ S,1 i  p.
(3) For each n ∈ Np , let J k,n := {j ∈ Np | ∀i, 1  i  p: ji = 0 if (ki, i, ni) /∈ S, and ji ∈
{1,2} otherwise}. The set { , k,j,n | j ∈ J k,n } is a basis of Υ k,k++2n, where
 , 
k,
j,n := μ ◦
p∏
i=1
D
ki,i
ji ,ni
and
D
ki,i
0,ni :=
∑
ri+si=ni
(−1)ri (ki + ni − 1)si
si !
(i + ni − 1)ri
ri ! ∂
ri
zi
⊗ ∂sizi ,
D
ki ,i
1,ni :=
∑
ri+si=ni+ki−1
(−1)ri (ni)si
si !
(ki + i + n− 2)ri
ri ! ∂
ri+1−ki
zi
⊗ ∂sizi ,
D
ki ,i
2,ni :=
∑
ri+si=ni+i−1
(−1)ri (ki + i + ni − 2)si
si !
(ni)ri
ri ! ∂
ri
zi
⊗ ∂si+1−izi ,
are the operators that appear on the right-hand sides of (3.15), (3.21) and (3.22), respec-
tively.
Proof. The proof proceeds along the same lines as those of Propositions 3.6, 3.7, 3.11 and 3.14,
hence a mere outline of it is provided here. The starting point is the straightforward generalization
of the lifting map and Proposition 2.21. Then, one shows that each function belonging to the
image of Hol(Hp) by the generalized lifting map for a given k ∈ Zp is a lowest weight vector of
a U(gp) ∼= U(g)⊗p-module isomorphic to a quotient of
V
+
k := V +k1 ⊗ · · · ⊗ V +kp .
The generalization of Theorem 3.5, stating that
Υ
k,
m
∼= Homgp
(
V
+
m,V
+
k ⊗V+
)
,
completely characterizes the former space; its proof relies on a component-wise use of Theo-
rem 3.5. This same argument combined with Propositions 3.6, 3.7, 3.11 and 3.14, yields the
stated results. 
Using Proposition 6.9, Definition 6.7 and proceeding as in the proof of Proposition 6.3, one
obtains the following characterization of Rankin–Cohen brackets for Hilbert modular forms:
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, n) ∈ N3p , any bi-differential operator in
Υ
k,
k++2n maps Mk(Γ )⊗M(Γ ) into Mk++2n(Γ ).
We now explain to what extent this corollary refines and extends Lee’s theorem [40]. The
latter states that  , k,0,n maps Mk(Γ ) ⊗ M(Γ ) into Mk++2n(Γ ) for all (k, , n) ∈ (2N)p ×
(2N)p × Np . Corollary 6.10 confirms this result and extends it to all weights (even and odd).
It moreover refines it through the second point of Proposition 6.9 (and the results of Section 3).
More precisely, one sees that for (k, , n) ∈ N3p ,  , k,0,n ≡ 0 if and only if at least one of the triples
(ki, i, ni) equals (0,0,1). Another improvement concerns the case where q triples (ki, i, ni)
equal (0,0,1) with q 	= 0. In this case the third point of Proposition 6.9 provides 2q linearly
independent holomorphic bi-differential operators mapping Mk(Γ )⊗M(Γ ) into Mk++2n(Γ ).
Remark 6.11. It is worth noticing that the brackets  , k,0,ei , where ei ∈ Np is such that (ei)j = δij ,
0 i, j  p, have already appeared in a work of Shimura [50].
6.3. Intertwiners for holomorphic discrete series representations
In this section we emphasize the role of the Rankin–Cohen brackets (3.15) as intertwiners
in the context of the holomorphic discrete series representations of G. More precisely, we shall
prove
Proposition 6.12. For all k,  ∈ Z2 and for all n ∈ N,
 , k,n :H−k ⊗H− →H−k++2n, (6.1)
intertwining the restriction of the G × G-action π−k ⊗ π− to the diagonal and the G-action
π−k++2n.
In other words,  , k,n , not only maps G-equivariantly Hol(H)⊗Hol(H) into Hol(H), but also
preserves square integrability as defined in (2.6), and hence it intertwines a tensor product of two
holomorphic discrete series representations and another such representation.
Proving Proposition 6.12, amounts to proving only (6.1), the G-equivariance being already
ensured by Proposition 3.11. A proof of (6.1) was already provided by Unterberger and Unter-
berger in [55]. Based on a Paley–Wiener type theorem, the latter establishes that each of the
n + 1 terms in the sum defining f,f ′k,n belongs to H−k++2n, for all (f,f ′) ∈ H−k × H− ,
(k, ) ∈ Z2 × Z2 and n ∈ N. While this proof takes place on the upper half-plane H, we give
here an alternative one, which rather takes place on the group manifold and makes use of a defin-
ing property of the discrete series representations, namely, their square integrability. A unitary
irreducible representation π is in the discrete series of G, if it is unitarily equivalent to a subrep-
resentation of the left regular representation, or, equivalently, if all the matrix coefficients of π
belong to L2(G) [36]. The former property holds true for π−k , for all k  2. Indeed, according to
Proposition 2.22, the lifting map ϕk realizes the unitary equivalence of π−k and the restriction of
the left regular representation to the closed invariant subspace L−k ⊂ L2(G). Hence, the matrix
coefficients (π−k (g)f1, f2)k ∈ L2(G), for all f1 and f2 in H−k , where ( , )k is the inner product
on H−k with norm ‖ ‖k given in (2.7) and which will be considered here antilinear in the first
argument.
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coefficient of a discrete series representation of G, for all (f,f ′) ∈H−k ×H− . We start by stating
three lemmas. A proof of the first one can be found, for instance, in [53].
Lemma 6.13. If k  2, then for all f ∈H−k and for each fixed z ∈ H, the map f → f (z) is a
bounded linear functional on H−k .
Let H−k,0 denote the one-dimensional subspace of H−k spanned by the K-finite vectors of
highest weight (i.e., the space of vectors of highest K-type in H−k ). We recall that Φf is defined
in (2.10) (see also Remark 2.15).
Lemma 6.14. If k ∈ Z2, then there exists a unique f0 ∈H−k,0 such that
Φf (g) =
(
f0,π
−
k
(
g−1
)
f
)
k
,
for all f ∈H−k and g ∈ G.
Proof. According to Proposition 2.22, to each f ∈H−k , ϕk associates biunivoquely a function
Φf ∈ L−k defined by:
Φf (g) =
[
π−k
(
g−1
)
f
]
(i).
From Lemma 6.13, the map f → f (i) is a bounded linear functional on H−k . Hence, by Riesz’
theorem, there exists a unique f0 ∈H−k such that for all f ∈H−k ,
(f0, f )k = f (i).
Consequently, there exists a unique f0 ∈H−k such that for all f ∈H−k and all g ∈ G,
Φf (g) =
(
f0,π
−
k
(
g−1
)
f
)
k
.
The unitarity of π−k and the fact that Φf (gr(θ)) = eikθΦf (g), lead to
π−k
(
r(θ)
)
f0 = e−ikθf0.
Hence, f0 ∈H−k,0. 
Remark 6.15. An explicit formula for f0 can be obtained. Indeed, using the following three facts:
(1) H−k,0 is spanned by the function z → ( z+i2i )−k , (2) ‖Φf ‖L2(G) = 4πk−1‖f0‖2k‖f ‖2k (this is a
special case of a general property of the matrix coefficients of a square integrable representation),
and (3) ϕk :H−k → L−k is an isometry (see Proposition 2.22), one obtains
f0(z) = k − 14π
(
z+ i
2i
)−k
.
Note however that this explicit expression of f0 is not needed in the sequel.
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 ∈ Z2, then we have the orthogonal direct sum decompositions:
π±k ⊗ π± =
⊕
n∈N
π±k++2n. (6.2)
As already mentioned in Remark 4.2, Lemma 6.16 follows from Propositions 4.1 and 2.11, and,
it actually holds true for all (k, ) ∈ Z>0 ×Z>0.
We now prove Proposition 6.12, or, more precisely, Eq. (6.1):
Proof of Proposition 6.12. Let f ∈H−k and f ′ ∈H− . Since the lifting map ϕk++2n realizes the
unitary equivalence of π−k++2n on H−k++2n and the restriction of the left regular representation
to L−k++2n ⊂ L2(G), proving that f,f ′k,n ∈H−k++2n is equivalent to proving that
Bk,n (Φf ,Φf ′) = ϕk++2n
(
f,f ′k,n
) ∈ L−k++2n.
Since, Φf ∈ A−k , Φf ′ ∈ A− and Bk,n :A−k ⊗ A− → A−k++2n, it remains only to prove that
B
k,
n (Φf ,Φf ′) ∈ L2(G). We shall achieve this goal by proving that Bk,n (Φf ,Φf ′) is a matrix
coefficient of a discrete series representation.
We start by rewriting the formula in Lemma 6.14. For all f ∈H−k , all g ∈ G and f0 the vector
specified in Lemma 6.14, one has,
Φf (g) =
(
f¯ , π+k (g)f¯0
)
k
,
where π+k is the anti-holomorphic discrete series representation of G realized in H+k (see Propo-
sition 2.10), and f¯0 ∈H+k,0 is the complex conjugate of f0 ∈H−k,0. This formula is obtained using
the unitarity of π−k and Proposition 2.10.
On the other hand, for all X ∈ U(g), one has
(
ρ(X)Φf
)
(g) = (f¯ , π+k (g)Xˆf¯0)k,
where on the left-hand side ρ(X) ∈ DL(G) is the left-invariant differential operator associated
with X ∈ U(g), and on the right-hand side Xˆ = πˆ+k (X), where πˆ+k is the infinitesimal represen-
tation underlying π+k , g-isomorphic to V
+
k (see Proposition 2.11 and Remark 2.12).
From what precedes one then obtains:
[
Bk,n (Φf ,Φf ′)
]
(g) = (f¯ ⊗ f¯ ′, (π+k (g)⊗ π+ (g))Bˆk,n (f¯0 ⊗ f¯ ′0))k,, (6.3)
where Bk,n is defined in (3.13), Bˆk,n := πˆ+k ⊗ πˆ+ (Bk,n ) and ( , )k, is the natural inner product in
the Hilbert tensor product H+k ⊗H+ , namely, for f1, f2 ∈H+k and f ′1, f ′2 ∈H+ ,
(f1 ⊗ f ′1, f2 ⊗ f ′2)k, = (f1, f2)k(f ′1, f ′2).
The Hilbert space H+k ⊗H+ is the carrier space of the unitary representation π+k ⊗ π+ of G
(diagonal action). According to Lemma 6.16, the latter decomposes into an orthogonal direct
sum of anti-holomorphic discrete series representations, since k +  + 2n  2 for k,   2 and
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+2n,
then, from Proposition 3.9 and Eq. (3.13), one sees that
Bˆk,n
(
f¯0 ⊗ f¯ ′0
) ∈H(k,)+k++2n,0,
since f¯0 ∈H+k,0 and f¯ ′0 ∈H+,0. Hence, Eq. (6.3) shows that Bk,n (Φf ,Φf ′) is a matrix coefficient
of the unitary irreducible subrepresentation of π+k ⊗ π+ isomorphic to π+k++2n. Consequently,
B
k,
n (Φf ,Φf ′) ∈ L2(G), as a matrix coefficient of a discrete series representation. 
Remark 6.17. Rewriting (6.2) as follows:
H−k ⊗H− ∼=
⊕
n∈N
H−k++2n,
one sees from what precedes that  , k,n is in fact the unique (up to a scalar multiple) G-
equivariant bilinear map from H−k ⊗ H− onto the nth term in the above orthogonal decom-
position. This property can in fact be used to define the operations  , k,n , for k,  ∈ Z2 and
n ∈ N, up to a scalar multiple. This is reminiscent of the Lie theoretic definition of Gordan’s
transvection processes (see Section 6.4 for more details). It is also worth observing that the role
played by the Rankin–Cohen brackets in the definition, by Janson and Peetre, of the generalized
Hankel operators [35], already mentioned in the Introduction, stems precisely from this property.
6.4. Gordan’s transvection processes
Striking similarities between the Rankin–Cohen brackets for modular forms and Gordan’s
transvection processes (Überschiebungsprocess) for covariants of binary forms were observed
by Zagier in [57]. (As already mentioned in the Introduction, a similar observation was made
in a different context by Janson and Peetre in [35].) Olver and Sanders compared the respective
formulæ and established a formal dictionary relating the two types of bi-differential operators
[44]. In this section, we uncover the origin of these similarities by casting the SL(2,R) version
of Gordan’s transvection processes in the Lie theoretic framework depicted in Section 3. More
precisely, we will show here that the transvection processes are the restrictions of the Rankin–
Cohen brackets  , k,n to certain finite-dimensional subspaces of Hol(H)⊗ Hol(H), when k and
 are non-positive integers. We achieve this goal by resorting to the representation theoretic
interpretation of the transvection, which we describe below, after briefly setting the stage.
Before going further, we draw the reader’s attention to the fact that for the sake of their com-
parison with the Rankin–Cohen brackets, the transvection processes designate, from here on,
their SL(2,R) version. A few words on their original SL(2,C) operations are relegated to the
end of this section. As in the other parts of this work G stands here for SL(2,R).
Transvection is one of the main tools used by the 19th century invariant theorists in their quest
for invariants and covariants of binary forms. A quest motivated by questions not only in alge-
bra, but also in projective geometry and number theory. The transvection processes are bilinear
operations originally devised to produce new covariants from any given pair of such covariants.
The former are then called the transvectants of the latter. Gordan cleverly exploited this property,
turning the transvection into the corner-stone of the constructive proof of his famous theorem
[21,22] establishing the existence of a finite Hilbert basis of covariants of a binary form (and
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general and more abstract, finiteness theorem [30]. More details on the classical invariant theory
can be found in [22,23,31,43,52].
The symbolic method, widely used by the pioneers, although a very powerful computational
device, blurs the rich differential and representation theoretic dimensions of the classical in-
variant theory. It is in the former context that the transvection finds its origin and its simplest
definition through Cayley’s Omega process [4] (which will be exhibited below). On the other
hand, as shown, for instance, in [52], a representation theoretic characterization of the transvec-
tion can be extracted from the so-called Clebsch–Gordan series. This other important tool of the
classical invariant theory was introduced by the German school [6,22,23]; it is an ancestor of
the modern more abstract Clebsch–Gordan formula [33,52]. Within the context of the present
work, this formula describes the decomposition of a tensor product of two finite-dimensional
irreducible representations of G into a direct sum of such representations. (The proof of Propo-
sition 6.19 below displays a rederivation of this formula in a concrete setting.) A transvection
process turns then out to be nothing but a non-trivial G-equivariant bilinear map from the tensor
product into one of the summands of the direct sum decomposition. This characterization will
be used here, as was done in [52], as the definition of such a process. Consequently, in view of
the results of Section 6.3 (see Remark 6.17), it clearly appears that the transvection processes
are for the finite-dimensional representations of G, what the Rankin–Cohen brackets are for the
holomorphic discrete series representations of G. This partly unveils the relationship between
the two types of operations. The following statement, leads to a complete understanding of it.
For all m ∈ N, let Polm ⊂ Hol(H) denote the subspace of polynomials of degree m. From
(2.3), one easily obtains
Lemma 6.18. If k ∈ Z0, then Pol−k is the unique non-trivial finite-dimensional G-invariant
subspace of Hol(H) equipped with the G-action πk . It is moreover irreducible.
We can now prove
Proposition 6.19. Let (k, ) ∈ Z0 × Z0. For all n ∈ N such that 0  n  min(−k,−), the
restriction τ k,n of  , k,n to Pol−k ⊗ Pol− is the unique (up to a scalar multiple) non-trivial
G-equivariant bilinear map from Pol−k ⊗ Pol− onto Pol−k−−2n.
Proof. Note first that for (k, ) ∈ Z0 ×Z0 and 0 nmin(−k,−), the triple (k, , n) /∈ S.
Consequently, by Proposition 3.11, for each 0 nmin(−k,−),  , k,n is the unique (up to a
scalar multiple) G-equivariant holomorphic bi-differential operator from Hol(H)⊗ Hol(H) into
Hol(H). Its restriction τ k,n to Pol−k ⊗ Pol− ⊂ Hol(H) ⊗ Hol(H), maps then G-equivariantly
Pol−k⊗Pol− into Hol(H). The image of τ k,n is thus necessarily a finite-dimensional G-invariant
subspace of Hol(H) equipped with the action πk++2n of G. One easily verifies that for all n ∈ N
such that 0 nmin(−k,−), τ k,n maps (z ⊗ 1 − 1 ⊗ z)n to a non-zero constant polynomial
(more precisely, τ k,n [(z⊗ 1 − 1 ⊗ z)n] = (−k − − n+ 1)n). Hence, by Lemma 6.18,
τ k,n (Pol−k ⊗ Pol−) = Pol−k−−2n.
The G-equivariance of τ k,n implies then that (z⊗ 1 − 1 ⊗ z)n is a cyclic vector of a G-invariant
subspace of Pol−k ⊗ Pol− G-isomorphic to Pol−k−−2n. A simple dimension counting shows
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Pol−k ⊗ Pol− ∼=
min(−k,−)⊕
n=0
Pol−k−−2n. (6.4)
The uniqueness (up to a scalar multiple) of τ k,n follows from the multiplicity freeness of the
above decomposition. 
The decomposition (6.4) is the Clebsch–Gordan formula, written here in terms of the explicit
realization of the finite-dimensional representations of G in spaces of polynomials in one vari-
able. Moreover, according to the representation theoretic definition of the transvection processes
adopted here, for (k, ) ∈ Z0 × Z0 and for all n ∈ N such that 0 nmin(−k,−), τ k,n is
the nth transvection process, since, as shown in the proof of the above proposition, τ k,n maps
G-equivariantly Pol−k ⊗ Pol− onto the nth summand in the decomposition (6.4). We have thus
proved
Proposition 6.20. Let (k, ) ∈ Z0 ×Z0. For each n ∈ N such that 0 nmin(−k,−),
τ k,n :=  , k,n |Pol−k⊗Pol−
is the nth transvection process.
Remark 6.21. By virtue of the first point in Case 4 of Remark 4.7, all the coefficients of τ k,n are
non-zero.
This is not quite the end of the story. As already mentioned before, Gordan originally defined
the transvection in a symbolic form, then he soon after showed that it can be written in a differen-
tial form [22]. This was accomplished with the help of Cayley’s Ω-process [4]. More precisely,
Gordan’s transvection processes are given by:
τˆn := μ ◦Ωn,
for all n ∈ N, where
Ω := ∂
∂x
⊗ ∂
∂y
− ∂
∂y
⊗ ∂
∂x
,
and (x, y) ∈ R2. Hence, the real version of the genuine transvection processes are bi-differential
operators on R2, while those obtained in Proposition 6.20 live on the upper half-plane H.
We now explain how to recover the above original version by resorting once more to the ab-
stract representation theoretic characterization of the transvection used to prove Proposition 6.20,
as this characterization can be adapted to different situations corresponding to different realiza-
tions of the finite-dimensional representations of G. For instance, one can consider the realization
in spaces of polynomials in one real variable. In this case the group action is analogous to the
one in (2.3), and consequently the transvection processes will adopt exactly the same form as
in (3.15), z being simply replaced by a real variable. The alternative realization of the finite-
dimensional representations of G in spaces of homogeneous polynomials in two real variables
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[52]). The former realization can be obtained from the latter by a simple projectivization. This
same procedure transforms the τˆn’s into the real version of the τ k,n ’s, up to a scalar multiple and
a simple combinatorial identity, −k and − being the degrees of the homogeneous polynomials
τˆn is applied to. This claim can be proved either as a corollary of an identity obtained by Gun-
delfinger in [24] or by induction as in [43]. This construction yields the following dictionary [44]:
rewriting the real version of the Rankin–Cohen brackets  , k,n in terms of k′ = −k and ′ = −,
one obtains the projective formula of Gordan’s nth transvectant of two polynomials of degree
k′ and ′. This is precisely what Proposition 6.20 asserts, providing the above dictionary with a
Lie theoretic interpretation. (Note that, the other way around, one can find in [5] an interesting
formula expressing the Rankin–Cohen brackets  , k,n in terms of τˆn.)
Finally, we note that the preceding considerations apply mutatis mutandis to the SL(2,C)
transvection processes, once the above finite-dimensional representations of SL(2,R) are re-
placed by the finite-dimensional holomorphic representations of SL(2,C).
Remark 6.22. The invariant subspace Pol−k of Hol(H) equipped with the G-action πk , carries
a g-module structure isomorphic to F−k (see Proposition 2.1 for the definition of the latter). The
infinitesimal abstract analogue of (6.4) for g-modules was given in Proposition 4.5 and can be
proved similarly to Proposition 4.1.
Remark 6.23. Another, less direct, but worth mentioning connection between the Rankin–Cohen
brackets and the transvection processes, was pointed out by Olver and Sanders in [44]. These
authors show that both types of operations give rise in a certain limit to the same new opera-
tions, called the Heisenberg transvection processes. The limiting procedure is the well-known
Inönü–Wigner contraction of Lie algebras, which after some preliminary appropriate rescalings,
produces, in the present context, the Lie algebra of the Heisenberg group starting from sl(2,R).
In other words, the Rankin–Cohen brackets and the transvection processes are, roughly speaking,
deformations of the Heisenberg transvection processes.
Remark 6.24. The representation theoretic parallel established in this section between the
transvection processes and the Rankin–Cohen brackets suggests that the former can be given
an independent construction analogous to the one the latter were given in Section 3. Indeed,
the strategy adopted in that section can be adapted to the finite-dimensional holomorphic repre-
sentations of SL(2,C), by making use of their known geometric construction via the Borel–Weil
method (see Remark 2.25). A similar comment holds for the Heisenberg transvectants introduced
in [44] and mentioned in Remark 6.23.
7. Discussion, conclusion and outlooks
In this work, we have characterized and then determined, for G = SL(2,R), all the
G-equivariant holomorphic bi-differential operators on the upper half-plane, where the G-
equivariance is defined by diagram (3.2). Depending on the value of the triple of integers
(k, ,m), a basis of the linear space Υ k,m of such operators is provided by Propositions 3.6,
3.11 or 3.14. The Rankin–Cohen brackets are the basis vectors exhibited in the second men-
tioned statement. Theorem 3.5 is the pivotal result which, combined with the structure of the
relevant Verma modules, made our characterization complete and effective, thus uncovering the
Lie theoretic nature of the Rankin–Cohen brackets. In fact, this statement is conceptually valid
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characterize equivariant multi-differential operators. There is thus much room for further gener-
alizations, such as the one considered in Section 6.2 or those that make up the subject matter of
forthcoming sequels to this publication. Some of the questions addressed in the latter are briefly
sketched out below, along with a comparison of our results and approach with those of previous
investigations that we came across and have already mentioned in the Introduction. We also be-
lieve that, as for the issue revisited in Section 6.3, the Lie theoretic point of view expounded in
this work may shed a new light on some of the applications mentioned in the Introduction (see
also, for instance, Remarks 6.6 and 6.24).
Bol’s operators
Here we show how Bol’s classical operators fit into the setting of Section 3. Consider the
following simple question: find all the SL(2,R)-equivariant holomorphic differential operators
on the upper half-plane. The relevant counterpart of Theorem 3.5, with the obvious notations
mimicking those of Section 3, establishes that Υ km ∼= Homg(V +m ,V +k ). Disregarding the scalar
multiples of the identity, which occur whenever m = k, one finds, using Proposition 2.3, that non-
trivial SL(2,R)-equivariant holomorphic differential operators on H occur, if and only if, k  0
and m = 2 − k, and they are thus associated with the singular vector v1−k = e1−k · v0 ∈ V +k . Pro-
ceeding as in Proposition 3.11 (see also Remark 3.18), one obtains that Υ k2−k = 〈∂1−kz 〉C, for all
k ∈ Z0. The obtained basis vectors are the so-called Bol’s operators. They were originally de-
rived in the context of projective geometry by a direct computation in [1], where their usefulness
in the theory of automorphic forms was also stressed. The latter point is obviously related to Re-
mark 2.19. Note also that for k ∈ Z0, ker[∂1−kz |Hol(H)] = Pol−k , in the notations of Section 6.4
(see also Remark 3.3). This is one of the properties that aroused the representation theorists’ in-
terest in the equivariant differential operators, namely, finite-dimensional representations of the
given group appear as the kernel of equivariant operators (see, for instance, [37]).
A direct approach, its invariant-theoretic reformulation and Lie theoretic interpretation
The SL(2,R)-equivariant bi-differential operators obtained in this work were previously de-
termined by Garajeu in [17] by a direct calculation which consists in imposing the SL(2,R)-
equivariance to a holomorphic bi-differential operator of order (n,n) of a special form, namely,
a constant coefficients and homogeneous of degree n holomorphic bi-differential operator. This
procedure entails that the coefficients of the latter must satisfy the recursion relations (3.11),
whose resolution yields the formulæ (3.15), (3.21) and (3.22). The Rankin–Cohen brackets (3.15)
were called Gordan’s operators in [17], a misleading terminology in view of the results of Sec-
tion 6.4. Note also that Garajeu’s initial ansatz is in fact unnecessary as it arises naturally from
the equivariance with respect to the affine subgroup of SL(2,R), generated by the translations
and the dilations, and that the recursion relations follow from the equivariance with respect to
the inversions. This two-step reformulation of Garajeu’s direct approach was generalized in [47]
to characterize and determine some higher-dimensional conformally equivariant bi-differential
operators. In this procedure, Weyl’s invariant theory plays a key role in realizing the first step.
Our work provides the results obtained in [17] with a Lie theoretic interpretation. Furthermore,
contrary to our approach, Garajeu’s is not adapted to fully handle the generalizations mentioned
at the beginning of this section, as the complexity of the computations it involves increases. The
pertinence of this claim will be made explicit in sequels to this work. For instance, in [14], the
SL(2,R)-equivariant holomorphic multi-differential operators will be determined. We will then
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trilinear cases. This conjecture claims that the space of SL(2,R)-equivariant multi-differential
operators is trivial, in the sense that it is spanned by compositions of the Rankin–Cohen brackets
(3.15) and Bol’s operators described above. As it will be shown, a proof of this claim follows from
a generalization of Theorem 3.5 and the results of Section 4. Note that the formulæ (3.23)–(3.24)
prove the conjecture in the bilinear case. Combined with the results of Section 4 they lead to
the following reformulation of the latter: the space of SL(2,R)-equivariant holomorphic multi-
differential operators is spanned by compositions of SL(2,R)-equivariant bi-differential ones.
Note, finally, that the formulæ (3.23)–(3.24), along with those displayed in Remark 4.7, have
already been derived in [17]. We have here unveiled their Lie theoretic origin and interpretation.
Finally, it would be interesting to reconsider and complete the results obtained in [47], using
the general point of view presented here; more precisely, it is the parabolic counterpart of our
approach which is of relevance in this case (see the next point).
Parabolic induction
An approach, similar to ours, relying on the parabolic induction, instead of the holomor-
phic one adopted here, was used by Dobrev in [12], to develop a general procedure aimed at
constructing equivariant multi-differential operators of a special type. More precisely, this au-
thor established, for all k ∈ N, a one-to-one map from the singular vectors in k-Verma modules
to symmetric k-linear differential operators equivariant with respect to certain parabolically in-
duced representations; a k-Verma module is the kth symmetric tensor power of a Verma module.
A few explicit formulæ were displayed in [12], namely, for k = 2 and 3 when G = SL(2,R),
and for k = 2 when G = SL(3,R). It is only in the first case (i.e., k = 2 and G = SL(2,R)),
that this author exhibited a complete list, which is, roughly speaking, half of the one obtained
here, up to trading R for H. This is a consequence of the symmetrization required by the very
definition of a 2-Verma module, the symmetry properties of the basis vectors of Υ k,k++2n es-
tablished in Proposition 3.19, and the one-to-one correspondence of Theorem 3.5. Finally, the
further analysis presented here in Section 4 provides the observations made in [12] with a simple
interpretation and the independent treatment given in Section 5 displays a systematic procedure
for constructing null vectors.
An alternative Lie theoretic characterization
Ibukiyama’s Lie theoretic approach, already mentioned in the Introduction (see also Re-
mark 6.4), lies in the framework of Howe’s theory of dual reductive pairs and yields a one-to-one
map from certain invariant pluri-harmonic polynomials to Sp(2m,R)-equivariant holomorphic
multi-differential operators on Siegel’s upper half-space Hm, for any m ∈ N, where the equivari-
ance is again with respect to the standard representations [34]. Unfortunately, this method fails
to produce all such operators. This is acknowledged by Eholzer and Ibukiyama, who gave, in
the bilinear case, a characterization of the pluri-harmonic polynomials involved in Ibukiyama’s
map and determined a few explicit examples of the associated bi-differential operators [13]. For
instance, when m = 1, which is the situation considered in our present work, Ibukiyama’s ap-
proach yields only the brackets  , k,n , with (k, , n) ∈ Z>0 ×Z>0 ×N ⊂ [Z2 ×N] \ S. For most
of the remaining values of k and , the relevant pluri-harmonic polynomials are identically zero.
Similar partial results hold for any higher degree m. It appears thus that despite its elegance,
the framework within which Ibukiyama’s investigations lie, imposes limitations that yield this
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the relevant pluri-harmonic polynomials exhibited in [13] for any degree, coincide, in the degree
one case, with (3.11). It is then natural to expect that the higher degree ones characterize in fact
singular vectors in the tensor product of certain Verma modules. Reconsidering the higher degree
case, and related questions, from the point of view developed here is thus worthwhile and will be
elaborated in a forthcoming publication [15].
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