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Flooding is a natural phenomena that affects millions of people around the globe every year. Huge
efforts are made to protect against flood impacts, however future flood risks due to climate change
are still uncertain. Flood hazard is the result of precipitation events combined with hydrological
processes and floodplain dynamics. These interactions make large scale modelling of flood hazard
a complex procedure. Future flood hazard is furthermore complicated by the uncertainties around
changes in precipitation projected by general circulation models. This research brings together
different modelling components to produce high spatial resolution estimates of flood hazard for
the present and possible future climates.
To address this, changes of precipitation simulated by climate models, and associated uncer-
tainties are explored. Using results from five commonly-used modelling activities, this research
shows many regions do not show significant changes in mean precipitation between the present
climate and 1.5◦C global warming for the majority of modelling activities. There is high confidence
in changes in maximum 1-day precipitation than in mean precipitation, indicating the robust in-
fluence of thermodynamics on extreme precipitation changes. Flood hazard representing extreme
events in present and future climates is computed over parts of the Ganges-Brahmaputra-Meghna
basin including Bangladesh, and translated into population exposure to flooding. Two different
flood modelling approaches are used, including a newly developed flood cascade to translate me-
teorological drivers into flood hazard. Both flood modelling methods show flood extent increasing
as precipitation increases, although the changes depend strongly on catchment and magnitude of
the event. In addition, results from a single climate model indicate smaller changes in flooding for
events with co-incident flooding for the Ganges-Brahmaputra-Meghna rivers, compared to events
for individual catchments. The focus region of Bangladesh and the Ganges-Brahmaputra-Meghna
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Flooding occurs in many locations around the world: on river floodplains from rivers breaking
their banks, along the coasts due to storm surges, and as a result of intense rainfall causing flash
flooding. The large damages of flooding affects millions of people every year. Human developments
have put significant work into protecting against flood impacts, however there are pressures such
as climate change and population growth which can increase flood risks.
Riverine flood hazard is a complex phenomenon. It combines influences from precipitation
occurring over a catchment, hydrological processes routing the water to produce high river levels
and floodplain dynamics determining spatial extent of flooding. These interactions make large
scale modelling of flood hazard a complex procedure, requiring a large body of knowledge across
different disciplines.
Future flood hazard is expected to change due to the influence of global warming, however
these changes are uncertain due to both the projection of changes in precipitation and the
complexity of the flood inundation modelling. However, estimating these future changes is an
important step to reduce future risk. The region studied in this research, which has a particular
focus on Bangladesh, is extremely flood prone, and suffers huge losses to flooding on a regular
basis.
This introduction firstly describes the main region of interest, the Ganges-Brahmaputra-
Meghna rivers and Bangladesh, and drivers of flooding over the region (section 1.1). Secondly,
future changes to precipitation due to global warming is considered in section 1.2. Thirdly,
methods for large scale flood hazard modelling are described in section 1.3. Climate change
and flood hazard are combined in section 1.4, which reviews previous studies looking into
future changes in flood risk. The key aims of this thesis are laid out in section 1.5, some key
methodological choices are explained in section 1.6, then section 1.7 describes the structure of
the remainder of the thesis.
1
CHAPTER 1. INTRODUCTION
1.1 Focus region: Ganges-Brahmaputra-Meghna rivers and
Bangladesh
This research primarily investigates flooding in the Ganges-Brahmaputra-Meghna (GBM) river
system which covers a wide area, across parts of Bhutan, China, India, Nepal and Bangladesh.
The rivers converge in Bangladesh and drain into the Bay of Bengal across a large delta. Rainfall
over the GBM system is dominated by the south Asian monsoon which occurs between June and
September.
The investigation of flood hazards is focused on the downstream region of the GBM basin,
predominantly in Bangladesh, which is situated at the confluence of Ganges, Brahmaputra and
Meghna rivers, on the Bay of Bengal. Figure 1.1 shows a map of the region around Bangladesh
and the Ganges-Brahmaputra-Meghna river catchments. Bangladesh is densely populated, with
164 million people [United Nations, Department of Economic and Social Affairs, Population
Division, 2019] living in an area of roughly 140,000 km2. Geographically, Bangladesh shares most
of its land borders with India, also neighbouring with Myanmar to the southeast. Bangladesh’s
agricultural sector is dominated by rice production [Food and Agricultural Organization of the
UN, 2019], while its aquaculture sector was the fifth largest in the world in 2018 [Food and
Agricultural Organization of the UN, 2020].
Bangladesh is a country considered one of the ‘Least Developed Countries’, by United Nations,
and there are large numbers of people living in poverty across the country [Steele et al., 2017]. It
is one of the most vulnerable to climate change according to an Economic Vulnerability index used
by the United Nations [Bruckner, 2012] and is known to be particularly vulnerable to natural
disasters such as flooding [UNFCCC, 2011]. A separate adaptation metric, comprised of both
climate vulnerability and readiness to adapt, places Bangladesh in the top 20 countries for which
climate change will present the greatest challenge for adaptation [Chen et al., 2015].
Contributing to impacts of floods in Bangladesh, around 80% of Bangladesh is floodplain and
in a single year, around 70% of the country can become inundated as a result of floods in the
GBM river system [Mirza, 2003]. Estimates of people affected are in the order of millions per
year. For example, around 30 million people were made homeless from the 1998 flooding [IPCC,
2012], 946,000 people were displaced due to natural disasters in 2017 [Internal Displacement
Monitoring Centre, 2018] and Dewan [2015] estimates that large floods affecting tens of millions
of people occur every six years,.
Flood risk in Bangladesh is also a constantly evolving situation, with erosion of river banks,
and shifting of river channels a serious issue for populations living on floodplains. For example,
each year over 120,000 people are displaced by river erosion [International Federation of Red
Cross and Red Crescent Societies, 2016]. Many people have no choice other than to live in these
active floodplain regions due to high population and lack of available land [Islam, 2018], so this
is an ongoing problem.
2
1.1. FOCUS REGION: GANGES-BRAHMAPUTRA-MEGHNA RIVERS AND BANGLADESH
Figure 1.1: Map showing Bay of Bengal, the Ganges, Brahmaputra and Meghna river basins, and
highlighting the location of Bangladesh. Map data ©Google 2021.
Bangladesh was highlighted in the recent IPCC Special Report on the Ocean and Cryosphere
in a Changing Climate regarding coastal risks [IPCC, 2019]. Firstly tropical cyclones are expected
to increase in intensity due to climate change, and storm surges will cause additional damage
due to sea-level rise. Secondly, salinity is a problem for agriculture and fresh water aquaculture
in the GBM delta, and this will also be exacerbated by sea-level rise. Similarly, the IPCC Special
report on 1.5◦C warming highlights increased risks in Bangladesh including river flooding,
groundwater decreases in the north-west, coastal impacts such as salinisation, flooding and
erosion, and impacts to freshwater fisheries [IPCC, 2018]. The situation of Bangladesh as a
country particularly vulnerable to floods is a key reason for the choice of the GBM as a region of
interest for this research.
Contrasting with the high flood risk, Bangladesh also suffers from water scarcity in the dry
season [Sood and Mathukumalli, 2011]. This is driven in part by transboundary issues, as India
is able to divert flow from rivers upstream of Bangladesh (for example through the Farakka
barrage on the Ganges river). These diversions occur largely during the dry season, and do not
significantly effect the river flows in the wet season [Jian et al., 2009].
Flooding also has positive benefits to life in Bangladesh through agriculture. Floods provide
fertilisation by depositing nutrients and extra moisture to encourage plant growth [Johnston
et al., 1984, Ogden and Thoms, 2002]. This is particularly true for Bangladeshi agriculture, which
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is adapted to regular flooding. For example rice, which is the staple food crop, relies on flood
irrigation [Paul and Rasid, 1993, Mirza et al., 2003]. However, there is a fine line regarding these
benefits, as extreme floods cause substantial damage and crop losses. The Bangladesh Flood
Forecasting and Warning Centre estimate floods which inundate 20–25% of Bangladesh give
positive benefits, but for greater floods, the damages outweigh the benefits [Flood Forecasting
& Warning Center, Bangladesh Water Development Board, 2017]. Therefore, efforts need to be
made to understand and manage the flood risks to keep the positive outcomes while protecting
against the most damaging events.
1.1.1 South Asian monsoon precipitation
Monsoon systems, including the South Asian monsoon that occurs over the GBM basin, are caused
by a land-sea thermal contrast due to greater heating over land than oceans. For the South Asian
monsoon, this is driven by heating over the Tibetan Plateau [Li and Yanai, 1996, Turner and
Annamalai, 2012], creating a circulation bringing moist air from the Indian ocean inland which
falls as monsoon precipitation. The monsoon is characterised by active and break periods of
greater or lower than usual precipitation, lasting for a few days to over a week [Ramamurthy,
1969, Rajeevan et al., 2010]. The cycles of these active and break periods are related to intra-
seasonal variability at 10–20 day scales and 30–60 day scales [Annamalai and Slingo, 2001].
These active and break spells are important in determining the amount of precipitation during
the Asian monsoon, and extended break periods particularly impacting on agriculture [Gadgil
and Joseph, 2003].
The South Asian summer monsoon is a complex system, making it a difficult task for climate
models to accurately represent. Climate models have significant limitations in representing
precipitation over South Asia [Annamalai et al., 2007, Li and Zhang, 2008, Turner and Annamalai,
2012, Sperber et al., 2013, Hagos et al., 2019, Hanf and Annamalai, 2020]. These may be
connected to mean biases in precipitation, timing of monsoon onset and withdrawal, convection
parameterisation, or monsoon variability and teleconnections, although its representation is
improving as models develop [Sperber et al., 2013]. In addition to the difficulty in simulating the
monsoon, there are limited observations over some parts of the region leading to uncertainty
in observed precipitation e.g., [Soraisam et al., 2018, Turner and Annamalai, 2012], impeding
efforts to validate and improve climate models.
Contributing to the flood risk within the GBM basin are especially large amounts of precipita-
tion, which fall over the Himalayan foothills feeding into the Ganges and Brahmaputra rivers
[Ménégoz et al., 2013]. Additionally, the Meghna river basin contains the Meghalaya plateau in
north-eastern India — known as one of the rainiest places in the world [Murata et al., 2007],
and the Meghna catchment includes extensive wetlands in north eastern Bangladesh, called
Haors. Thus any changes to precipitation due to the South Asian monsoon will have implications
for flooding over the region, especially in Bangladesh, where this huge amount of monsoon
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precipitation over the GBM ends up. Precipitation changes are further discussed in section 1.2.
1.1.2 Sources of flood risk in Bangladesh
Flooding in Bangladesh can result from different sources, see Fig. 1.2 for a map showing common
locations of these different types of floods. The first is (fluvial) flooding of major rivers. The huge
volume of water in the Ganges-Brahmaputra-Meghna rivers (which exceeds 100,000m3s−1 for
peak flows), combined with large areas of flat floodplain, results in regular occurrence of severe
flood risk in Bangladesh. Most major floods occur during the monsoon season between July and
September. The flood peaks of the three basins can coincide, although the peak of the Ganges
river normally occurs later than the Brahmaputra by around a month [Mirza, 2003]. Fluvial
(river) flooding in Bangladesh and future changes due to global warming is the focus of this thesis
and is discussed further in section 1.4.2.
Other types of flooding in Bangladesh include flash flooding. Flash flooding occurs around hilly
regions (such as the north-east of Bangladesh below the Meghalaya plateau), where short very
intense rainfall events cause small streams and rivers to flood [Mirza et al., 2003]. This type of
flooding commonly occurs in the pre-monsoon period of April–May [Islam et al., 2010]. Flash floods
are abrupt and short in duration and can be very hazardous events although affecting a smaller
number of people than flooding of the major rivers. Flooding can also be caused from rainfall
directly onto the floodplain. Here the rainfall accumulates in depressions in the floodplain, and is
exacerbated by high river levels impeding drainage of this water from the floodplain [Mohammed
et al., 2018]. Flooding driven directly from rainfall, rather than overflowing rivers is referred to
as pluvial flooding.
Coastal flooding is caused by a combination of tides and storm surge. Tropical cyclones in
the Bay of Bengal occur in the pre-monsoon (April–May) and post-monsoon (October–November)
periods [Gray, 1968, Mirza et al., 2003, Yanase et al., 2012, Li et al., 2013]. These cyclones
can cause extensive coastal inundation due to storm surges. There has recently been efforts to
simulate the impacts of coastal inundation around the Bay of Bengal related to tropical cyclone
storm surge. These aim to produce models that can realistically reproduce the impacts of past
events [Flather, 1994, Lewis et al., 2013, Paul et al., 2020, Mamnun et al., 2020, Tanim and
Akter, 2019], estimating risks from idealised extreme cyclones [Lewis et al., 2014] as well as
providing real-time storm surge forecasts [Khan et al., 2020a, Pattanayak et al., 2016].
General circulation models (GCMs) which are used for climate change projections, are not
routinely run at resolutions high enough to well resolve tropical cyclones. For example, GCMs
tend to to under-estimate the cyclone intensity [Shaevitz et al., 2014, Camargo, 2013]. Convection
permitting models (e.g. at 2–4 km horizontal resolution) better represent tropical cyclones,
and project increases in future tropical cyclone intensity e.g., Gutmann et al. [2018]. However,
these models do still underpredict the maximum cyclone intensities compared to observations
[Gutmann et al., 2018], and capturing the tropical cyclone structure accurately may require up to
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Figure 1.2: Map showing categorisation of commonly occuring floods across Bangladesh. Source:
http://en.banglapedia.org/index.php/Natural_Hazard (accessed 2021-01-23)
1 km resolution Davis et al. [2008]. Separately, the influence of sea-level rise causing additional
inundation has been calculated, based on present day cyclones [Haque et al., 2018, Mitchell et al.,
2020, Rahman et al., 2019]. In addition, despite the limitations in climate models’ representation
of tropical cyclones, studies have used offline hurricane models to produce event-sets of tropical
cyclones for present and future climate, using GCM meteorological conditions as inputs [Emanuel
et al., 2008, Vosper et al., 2020, Ruiz-Salcines et al., 2021].
The impacts of a compound storm surge and river flooding event may have the potential to
cause substantial backwater effects inland. However, the timing of tropical cyclones in the Bay of
Bengal is outside the main monsoon period (occuring during pre- and post-monsoon), so they are
unlikely to occur simultaneously with the peak river flooding. This bi-modal pattern is unique
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to cyclones in this region. An example of modelling able to simulate compound river and storm
surge events over the GBM is Ikeuchi et al. [2017], although that case study of the 2007 cyclone
Sidr, did not represent a situation with large fluvial flooding. Storm surges including sea-level
rise (due to storms other than tropical cyclones) were also modelled in Brown et al. [2018], which
indicate large increases in area coastal areas inundated due to climate change.
Flood risk in coastal areas of Bangladesh, which can have contributions from fluvial flooding,
storm surge and pluvial flooding, is also complicated by erosion, as well as the construction
of embankments (polders) around islands in the coastal delta region. Polders protect against
fluvial flooding and moderate storm surge events, but can exacerbate pluvial flooding by impeding
drainage [Adnan et al., 2019]. Furthermore, polders contribute to land subsidence by preventing
sedimentation [Auerbach et al., 2015, Brown and Nicholls, 2015], which can increase flood risk.
Lastly, extreme flooding and storm surges can overtop or breach the polder embankments [Adnan
et al., 2019, Haque and Nicholls, 2018].
1.2 Precipitation changes with global warming
Global warming and climate change caused by anthropogenic greenhouse gases is an established
and well researched field. Reports by the Intergovernmental Panel on Climate Change have been
released on a regular basis since their First Assessment Report [IPCC, 1990]. These reports detail
the current state of scientific understanding about climate change and its impacts. Due to global
warming, temperatures are projected to increase between 1.5 and 4◦C relative to pre-industrial
temperatures [IPCC, 2013], and this has implications for many other parts of the climate system.
The recent United Nations Framework Convention of Climate Change (UNFCCC) agreement in
Paris has committed to restricting warming levels to well below 2◦C and aiming for 1.5◦C above
pre-industrial levels. This has produced a strong motivation for this work to produce research
relevant to the Paris Agreement by analysing precipitation changes and flood impacts at these
two levels of global warming. Analysing impacts of specific warming levels is a different approach
compared to studies which analyse particular time horizons, for example the end of century
(2080–2100) climate. The evaluation of impacts at a specific level of warming is additionally less
dependent on the greenhouse-gas emissions scenario.
Precipitation is one of the key variables which will change due to global warming, however
changes to rainfall and storms related to flooding vary depending on scenario and regionally.
Changes in precipitation are closely linked to temperature, and on a global scale, precipitation
will increase with warming. However, future changes in precipitation are less certain than
temperature changes [IPCC, 2013, Tebaldi et al., 2011, Deser et al., 2012]. This is especially so for
mean precipitation, which is more strongly influenced by dynamical i.e. atmospheric circulation
changes. Thus for mean precipitation, some regions show drying trends and others wetting
trends, as seen in IPCC [2013]. Conversely, the most extreme precipitation is more constrained
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by thermodynamics and the maximum moisture that the atmosphere is able to hold, so has much
more consistent wetting trends [Allen and Ingram, 2002, Fischer et al., 2014, Pendergrass et al.,
2015].
1.2.1 Multi-model precipitation projections
Most of the science around future projections in IPCC reports is informed by general circulation
models (GCMs) which dynamically simulate the physics of the atmosphere and ocean. Differ-
ent GCMs contain different representations of atmospheric, oceanic, land-surface and sea-ice
processes, so the outputs of the models vary considerably. To co-ordinate modelling efforts to be
used by different IPCC reports, model inter-comparison projects (MIPs) have been set-up. These
provide consistent modelling protocols and scenarios for simulations to be run using different
models, to provide a range of different possible climates.
Two recent major MIPs were the Coupled Modeling Intercomparison Project, Phase 5 (CMIP5)
[Taylor et al., 2012] (contributing to the IPCC Fifth Assessment Report) and the Coupled Modeling
Intercomparison Project, Phase 6 (CMIP6) [Eyring et al., 2016, O’Neill et al., 2016] (which will
contribute to the IPCC Sixth Assessment Report). In addition to these large MIPs which include
over thirty different GCMs contributing simulations, there are a number of smaller MIPs which
focus on a specific type of modelling or scientific problem (e.g. regional modelling, chemistry
and aerosols or paleoclimate modelling). There has also recently been a push for more single
model large ensembles to be run using GCMs [Deser et al., 2020]. The large samples of weather
conditions represented in these large ensembles have large potential for research into extreme
weather events, which occur rarely, and for identifying changes which are small relative to the
internal climate variability. This makes them particularly relevant to understanding changes in
precipitation relating to severe flooding events.
One challenge of estimating changes in future precipitation amounts using MIPs is that
models can give widely different projections, leading to uncertainty. For IPCC reports, various
options have been considered for determining significance and agreement in precipitation changes
(e.g., Box 12.1 in IPCC [2013]). These methods (e.g., Tebaldi et al. [2011], Power et al. [2012],
Knutti and Sedláček [2013]) take into account factors such as percentage of models which agree
on the sign of change, the strength of the change compared to internal variability, and other
measures of statistical significance or robustness.
Due to the nature of collaboration in the research community, there are often commonalities
between different models. These can relate to similarities in choice of physics parametrisations or
models which share components [Knutti et al., 2013]. In addition, different versions/generations
of the same model are also included in climate change studies. These inter-relationships, in
addition to the skill of models to represent current climate phenomena are the basis for a number
of approaches to weight different model simulations when determining a multi-model mean
change [Sanderson et al., 2017a, Shiogama et al., 2011, Knutti, 2010, Merrifield et al., 2020,
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Brunner et al., 2020].
Given these options for weighting or combining multi-model ensemble simulations, it is an
open question of how to provide estimates which represent information from the full scientific
literature produced from different modelling activities. As such, the uncertainty language for
example used in the IPCC Fifth Assessment Report [IPCC, 2013], is the result of expert judgement
of the authors. So producing quantitative uncertainty bounds is one of the core considerations for
the analysis of climate change simulations in chapters 2 and 3.
1.2.2 Changes to precipitation over Ganges-Brahmaputra-Meghna
Despite the difficulty of modelling the south Asian monsoon as discussed in section 1.1.1, there
have been many studies analysing projected trends of the monsoon precipitation e.g., Ashfaq et al.
[2009], Turner and Annamalai [2012], Bhowmick et al. [2019], Lee and Wang [2014], Chevuturi
et al. [2018], Lee et al. [2018]. Most models simulate increases in precipitation [May, 2011] and
this is seen in multi-model analyses e.g. [Chevuturi et al., 2018, Srivastava and DelSole, 2014].
These precipitation increases are related to greater moisture availability in a warmer world,
evaporated from the Indian Ocean [Meehl and Arblaster, 2003].
Despite the increase in precipitation, models also see weakening of the south Asian monsoon
circulation [Ueda et al., 2006]. The precipitation changes also vary spatially, and in individual
models, for small increases of global warming, it is not necessarily possible to determine forced
changes in monsoon precipitation from climate variability [Bhowmick et al., 2019]. Furthermore,
in some models the dynamics stimulated can result in a suppression in the monsoon precipitation
[Ashfaq et al., 2009, Turner and Annamalai, 2012]. Changes to anthropogenic aerosols, which
may cause drying trends [Bollasina et al., 2011] also complicate efforts to determine the influence
connected to greenhouse gas driven warming. The reasons for this disagreement also may be due
to local effects, as Srivastava and DelSole [2014] found that of 23 CMIP5 models, all agree on
a positive change for the south Asian monsoon precipitation as a whole, however a few models
show a drying trend when analysing a smaller region.
So these GCMs can give a physical basis for precipitation changes to inform future flood haz-
ard. However, uncertainties in these GCMs at a regional scale and different possible projections
need to be considered when conducting impacts modelling.
1.3 Large scale flood hazard modelling
Flooding is a part of the lives of many people around the world, and globally floods are one
of the most damaging natural disasters, causing thousands of lives lost and billions of dollars
of damage [Wallemacq and House, 2018, Guha-Sapir et al., 2016]. Because of this, producing
accurate models of flood hazard is an important step to understanding flood risk in different
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regions. This can then inform decisions around mitigating the risks to human lives, infrastructure
and the environment.
As mentioned in section 1.1.2, there are different causes of flooding which relate to specific
meteorological or hydrological events. Flood forecasting centres such as the Bangladesh Flood
Forecasting and Warning Centre [Flood Forecasting & Warning Center, Bangladesh Water
Development Board, 2017], or the UK Flood Forecasting Centre [UK Flood Forecasting Centre,
2020] will produce warnings or alerts for these different types of flooding. However due to the
differences in scales and data required, climate change studies into flood risk often only consider
one of these types of flood risk.
Table 1.1 summarises these types of flooding. The different categories of floods often coincide,
however they have different drivers and require different modelling approaches. Fluvial flooding
at a particular location requires representation of upstream river flow as a boundary condition.
Pluvial or flash flooding requires only local rainfall as input e.g. Khan et al. [2020b], although
since pluvial flooding occurs at smaller scales, models require higher resolution input data
(spatially and temporally) than fluvial flooding. River (or fluvial) flooding is the main subject
of this thesis, so when not specifying the type of flooding, the term ‘flooding’ relates to fluvial
flooding rather than flooding from other sources.
Table 1.1: Types of flood hazards and key modelling inputs. Replicated from chapter 4 [Uhe et al.,
2020] (Table 4.5).
Type Description Modelling requirements*
Fluvial Flooding caused by river over-topping
banks and inundating floodplain
Representation of river channels and
streamflow
Pluvial Flash flooding caused by short very in-
tense precipitation events
High resolution (temporal and spatial)
precipitation
Coastal Storm surge or tidal inundation of
coastal areas
Coastal boundary conditions
Groundwater Flooding caused by groundwater/water
table rising
Representation of groundwater and in-
teractions
*High resolution modelling of all flood types require high quality digital elevation models to
describe the terrain and floodplain.
When evaluating flood risk, it is common to calculate flood inundation relating to specific
return-periods of river discharge e.g., Sampson et al. [2015], Dottori et al. [2016]. This is also
related to engineering specifications, for example flood barriers may be designed to defend
against a 1-in-100 year flood event, so these return periods events are also referred to as ‘design
floods’. Also planning processes for land development or construction may similarly consider
the frequency or return period at which a location is expected to be inundated. Hence, a useful
approach for flood models is to calculate flood inundation hazard for return periods rather than
for specific events.
When considering certain phenomena, for example compound events, it may be more desir-
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able to simulate specific events. This may allow for simulating interactions between between
coastal storm surges and river flooding, or correlations between flooding in neighbouring basins.
Simulating high-resolution flood inundation dynamically for large numbers of events is much
more computationally expensive than simulating a limited number of return periods, so is not
currently possible at global scale. However, approaches combining pre-computed return period
hazards with event-sets of discharge is an alternate approach to represent spatial dependence
of events [Alfieri et al., 2017, Quinn et al., 2019, Wing et al., 2020]. Alternatively, the use of
computationally cheaper 1D hydrodynamic models with floodplain storage is another approach
to estimate flood risk which is able to simulate compound events of fluvial flooding and storm
surges at large scales e.g., Ikeuchi et al. [2017], Brown et al. [2018].
There are two main approaches to simulating fluvial flood risk for the present day. The
first involves using hydrological models driven by observed meteorological conditions to produce
streamflow, which then drives a flood inundation model to simulate flooding. The second approach
uses streamflow based on river gauge observations to drive flood inundation models. These are
discussed in the following sections.
1.3.1 Flood inundation models driven by hydrological model output
Hydrological models or land surface models which translate meteorological inputs into surface
runoff and streamflow are common and generally computationally inexpensive to run relative to
GCMs or flood inundation models. There are a series of modelling steps required to determine flood
risk from meteorology, shown in Fig. 1.3. Flood inundation models driven by hydrological models
have the capacity to simulate both idealised return period events and dynamical simulations of
actual events.
Flood hazard models, at the global scale have been developed using hydrological modelling
cascades. Examples of these are: Winsemius et al. [2013], Pappenberger et al. [2012] and Dottori
et al. [2016]. Each of these approaches estimates flood hazard at a resolution of ~1 km. However,
of these methods, only Dottori et al. [2016] explicitly simulated 2D floodplain dynamics at this
resolution, the other two approaches instead simulated the volume of water on the floodplain at
coarser resolution, which was downscaled to the 1 km resolution.
Downscaling is a common approach used when estimating large-scale flood risk at high
resolution. The downscaling is applied based on the representation of the topography in a Digital
Elevation Model (DEM), where the flood volume in each model cell is distributed to fill the
depressions in the higher resolution DEM. Examples of resolutions simulated in this approach
are in the range of 10–30 km, with the outputs then downscaled to 250 m–1 km [Hirabayashi
et al., 2013, Winsemius et al., 2013, Pappenberger et al., 2012, Ikeuchi et al., 2015]. These models
are able to give estimates of large scale flood risk, however do not hydraulically simulate flood









Figure 1.3: Schematic of modelling steps to determine flood impacts from meteorological forc-
ings. The impacts in panel e) can be related to different sectors e.g., human health, transport,
agriculture, property damage. Figure replicated from chapter 4 (Fig. 4.1).
Hydrological models are generally calibrated to match observed streamflow for a given
catchment [Sorooshian et al., 1993, Perrin et al., 2007, Falter et al., 2016, Mohammed et al.,
2017]. For global models, this is not possible, at all locations, so other approaches to estimate
the parameters need to be used [Sivapalan, 2003, Hrachowitz et al., 2013]. One approach for
parameter estimation in ungauged basins is parameter regionalisation [Merz and Blöschl, 2004,
Samaniego et al., 2010, Parajka et al., 2013].
Regarding approaches from global flood hazard models, the land surface model [Balsamo
et al., 2009], used in Pappenberger et al. [2012] and Dottori et al. [2016], contains parameters
that vary spatially by soil texture and another spatially varying parameter: standard deviation
of orography. The hydrological model [van Beek and Bierkens, 2009], used in Winsemius et al.
[2013] similarly has parameters that vary depending on lithological types. This is a form of
parameter regionalisation, however does not take into account all local characteristics that might
be important to the hydrology. Another approach to regionalisation is the method from Beck et al.
[2016] (used in chapter 4 of this thesis). This involves transferring calibrated parameter sets from
small ‘donor’ catchments to catchments with similar climatic and physiographic characteristics
where the streamflow is not available.
Catchment scale hydrological models with the capability of being driven by climate model
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projections have also recently started to be coupled to flood inundation models. For example,
model chains have been run over the Ohio river basin in the USA [Rajib et al., 2020], the Elbe
river basin in Germany [Falter et al., 2016] and the Murray Darling basin in Australia [Grimaldi
et al., 2019]. These models simulate flood inundation at higher resolution compared to the global
flood inundation models mentioned above. One key thing to note with these approaches is that
they used large numbers of river discharge stations for the calibration of their hydrological
models. This is a successful approach where good quality observations are available, however
this is not as easily applicable in poorly gauged regions or for global studies.
1.3.2 Flood inundation models driven by gauged based flood-frequency
analysis
A way of producing large scale flood hazard for specific return periods is using gauge based
observed discharge. Because there are only limited number of river gauges, to estimate discharge
everywhere in a river network, techniques such as regional flood-frequency analysis (RFFA) can
be used to cover the ungauged sections.
The process of RFFA takes a large number of distributions of observed discharge from different
catchments. These distributions are linked to catchment characteristics such as annual mean
rainfall and upstream area (e.g., Farquharson et al., 1992, Castellarin, 2007, Padi et al., 2011),
to estimate discharge distributions at locations where there are no observations. For regional
or global applications, catchments are often grouped into clusters or neighbourhoods which are
expected to behave similarly, for example classified into climate zones [Smith et al., 2015]. There
have been a number of different approaches taken to improve classification of catchments and
estimates of discharge in ungauged regions [Chebana et al., 2014, Ouali et al., 2016, Han et al.,
2020, Desai and Ouarda, 2020].
Once a global RFFA has been developed, e.g., Smith et al. [2015], Rudari et al. [2015], it can
be used as input to a flood inundation model simulating large scale flood hazard e.g., Sampson
et al. [2015], Rudari et al. [2015], Wing et al. [2017]. This is also the approach used in Uhe et al.
[2019] (chapter 3 of this thesis).
1.3.3 Comparison of approaches
Both applications of global flood hazard models have their benefits and drawbacks which are
most relevant in data-scarce regions. The RFFA approach relies on actual observed discharge and
needs a very large sample of records from different catchment types to apply to ungauged basins.
Similarly hydrological models need their parameterisations to be made relevant to ungauged
catchments (e.g. using a regionalisation method), where they cannot be calibrated. Hydrological
models additionally are limited by input data-sets, most notably precipitation, which has large
uncertainties for global data-sets. As mentioned above, hydrological models can be used to
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simulate actual events, even in ungauged basins, whereas RFFA approaches are more limited to
produce return period flood hazards in a more statistical sense.
A comparison between a RFFA and a hydrological modelling chain to simulate flood hazard
for a single catchment showed both can have large biases [Yan et al., 2018]. In addition, Trigg
et al. [2016] compared a range of different global flood hazard models over the whole of Africa,
showing large differences between the estimated 1 in 100 year flood, indicating there are large
uncertainties in flood estimations by these models. It is important to note that both approaches
are valuable tools in understanding flood hazard and these methods are under active development
to improve their representation of flood hazard.
1.4 Future changes to flood hazard
At the current state of flood inundation modelling and computational power, it is not possible to
dynamically simulate global high resolution flood inundation (<1km) corresponding to climate
change projections. This high resolution modelling is required to resolve features (e.g. topography)
important to local flood risk (also coined hyperresolution modelling [Wood et al., 2011]).
Some initial approaches combining climate change projections with flood inundation modelling
at high resolution have been small-scale case studies (e.g., Ranger et al., 2011, Schaller et al.,
2016, Hattermann et al., 2018). Other studies have relied on large scale flood hazard models, with
local flood hazard estimated using downscaling techniques [Hirabayashi et al., 2013, Winsemius
et al., 2013, UNISDR, 2015, Alfieri et al., 2017]. The vast majority of previous studies, however,
have not explicitly modelled flood inundation. These studies, considering changes to precipitation
or river discharge, are informative regarding direction and magnitude of changes, however do not
provide the fine scale spatial aspect of flood hazard that is important to understand future risks.
Firstly, studies based on climate model projections often use precipitation outputs as a basis
for future projections of flood risk [Frame et al., 2020, Lin et al., 2018, Cho et al., 2016, Betts
et al., 2018]. Precipitation is a driver of flooding and is particularly relevant when considering
pluvial flooding caused by short-duration, small-scale intense rainfall (e.g., Frame et al., 2020).
However, for other events, for example occurring in large catchments, factors such as antecedent
conditions (e.g., soil moisture) and channel routing effects also influence the catchment response
to climate change [Wasko and Sharma, 2017, Sharma et al., 2018]. Thus, changes in flood events
cannot be directly inferred from changes in precipitation alone in most cases.
Secondly, hydrological or land-surface models which simulate runoff and river discharge have
been extensively used in climate change studies [Lehner et al., 2006, Dankers and Feyen, 2008,
Mohammed et al., 2017]. The level of discharge extremes is closely related to the likelihood
of a river breaking its banks and a flood occurring. So these models can answer questions
around changes in flooding occurring somewhere along a stretch of river, and to an extent the
relative magnitude of flood events. However, to relate flooding to risks in terms of harm to people,
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properties, agriculture or infrastructure, further information is needed, and that is where flood
inundation modelling is required.
As mentioned above (section 1.3), there are now global scale flood hazard models which
estimate flooding at scales at 1km or less (although most simulate floodplain dynamics at lower
resolution). Studies using these models have also been done to project change in flood hazard due
to global warming, including [UNISDR, 2015, Alfieri et al., 2017, Winsemius et al., 2013, 2016,
Hirabayashi et al., 2013].
Of these studies Hirabayashi et al. [2013], Winsemius et al. [2013] and Winsemius et al.
[2016] used individual simulations from multiple GCMs, whereas Rudari et al. [2015] used only a
single GCM. Alfieri et al. [2017] also used a single GCM, but this included an ensemble of seven
simulations. The use of single climate model large ensembles (e.g. discussed in section 1.2.1)
additionally has potential to enable more robust estimates of extremes.
These global flood hazard studies are very valuable in their approach to estimating changes
in flood risk, however there are still large uncertainties around their results, as each step in a
modelling chain has its own corresponding errors. Hence there is scope to use models explicitly
simulating flood risk at higher resolution. Also, greater efforts are needed to estimate the uncer-
tainties around climate projections, and how they affect flood risk. When using climate models
it is also important to consider model skill in addition to including different representations of
climate change from different models. Due to limitations in current climate model representation
of climate, for use in hydrological impacts modelling it can be beneficial to bias correct climate
model output.
1.4.1 Bias correction of GCM outputs for modelling future flood hazard
When using a hydrological modelling chain to study impacts of climate model outputs on flood
risk (and other types of impacts), it is common practice to first bias correct the climate model
output. Bias correction is the procedure of taking GCM model outputs which have errors or biases
in them, and adjusting those outputs to more realistically represent observations. This is useful,
because the presence of GCM biases in precipitation changes the amount of water in the system
which will affect the hydrological processes and could completely change the risk of flooding
compared to observations.
Bias correction methodologies do have limitations despite their common use in impacts mod-
elling. For example when modifying the distribution of a climate variable, this does not necessarily
guarantee that the modelled trends between current and future climate are preserved in the bias-
corrected model outputs. The non-preservation of trends is particularly an issue with quantile
mapping approaches [Cannon et al., 2015]. In addition, as each meteorological variable is bias-
corrected separately in most bias-correction techniques, the physical relationships/consistencies
between variables are also not maintained.
One further consideration with bias correction is the uncertainties in observations which
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are used to correct the climate model data. The quality and availability of observations vary for
different meteorological variables, and can also have very spatial resolution from models. For
some variables e.g. precipitation, multiple data sources are used such as rain gauges, satellite
observations and model-based reanalysis products. However, different approaches to producing
observationally based precipitation data-sets vary significantly (see Beck et al. [2019] for a
global comparison). In addition, high-altitude precipitation (e.g. over the Himalayas which is
particularly relevant to this research), may be significantly underestimated in observations
[Ménégoz et al., 2013, Immerzeel et al., 2015]. This is due to fewer gauges in mountainous
regions as well as underestimation of solid precipitation by gauges. Because of these limitations,
comparisons using different observationally based data-sets are useful to understand some of
these uncertainties.
1.4.2 Future projected changes to floods over the
Ganges-Brahmaputra-Meghna
There have been numerous studies investigating future changes to river discharge over the GBM
basin e.g. [Ghosh and Dutta, 2012, Gain et al., 2011, Alam et al., 2016, Pervez and Henebry, 2015,
Masood et al., 2015, Mohammed et al., 2017, Alfieri et al., 2017, Betts et al., 2018, Mohammed
et al., 2018]. Studies consistently show increases in precipitation and peak discharge in the
future. In addition to the monsoon precipitation, changes in snowmelt and glacier melt from the
Himalayas influence the hydrological cycle in the GBM. This may change timing of river flows
especially during the dry season when some rivers are dependent on snow or glacier melt for their
flow. However, during the monsoon season when the flood risk is largest, the contribution of snow
and glacier melt is a small fraction of the total flows, especially for downstream regions such
as Bangladesh. In the upper sections of the Ganges and Brahmaputra, glacial melt contributes
about 11% and 16% of average runoff respectively (see Table S7 in Lutz et al. [2014]). In the upper
Brahmaputra, glacier melt contributes 20–25% on average during months of peak flow (Fig. S6 in
Lutz et al. [2014]). Taking into account the relative magnitude of the flow in the upstream part of
the Brahmaputra, this equates to a few percent of the Brahmaputra flow downstream. Due to
increases in the rate of glacier melt, there may be a small increase in glacier melt contribution
to river flows in the near future, however after 2040–2050, glacier melt is projected to decline
due to reduced glacier mass [Kraaijenbrink et al., 2017, Lutz et al., 2014, Immerzeel et al., 2013,
Shea and Immerzeel, 2016].
Regarding flood inundation in coastal regions of Bangladesh, there have been some studies
using 2D hydrodynamic models e.g. [Haque et al., 2018, Adnan et al., 2019, Rahman et al., 2019,
Mitchell et al., 2020]. However, larger scale studies covering the majority of Bangladesh have
not been done using these models, due to the complexity and computational cost of running a 2D
hydrodynamic model. The next stage of complexity of model used in hydrological modelling, are
1D hydrodynamic models. Over Bangladesh, 1D hydrodynamic models e.g. [Zaman et al., 2017,
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Mondal et al., 2018], are able to better consider backwater and tidal effects, compared to simpler
routing schemes commonly used in hydrological models. These 1D hydrodynamic models can also
represent flow between the 1D river channels and floodplain storage, which can be downscaled to
represent local flood hazard e.g. [Winsemius et al., 2013]. All of the global flood hazard model
future projections listed in section 1.4 also used 1D hydrodynamic models, with the exception of
Alfieri et al. [2017].
An early study, Mirza et al. [2003], estimated future flood hazard over Bangladesh by scaling
historical discharge distributions based on climate model outputs. This was done for a mean
annual flood, simulated using the MIKE-11 1D hydrodynamic model run by the Bangladesh Insti-
tute of Water Management for flood forecasting and planning [Paudyal, 2002, Flood Forecasting
& Warning Center, Bangladesh Water Development Board, 2017]. The approach in Uhe et al.
[2019] (chapter 3 of this thesis), similarly scales discharge to represent future changes, however
this was done for return period flows (1 in 5, 20 and 100 year flood events) using the University
of Bristol/Fathom global flood hazard model [Sampson et al., 2015]. Another study using the
MIKE-11 hydrodynamic model over Bangladesh was Zaman et al. [2017]. However their analysis
focused on changes in peak river levels related to flooding and changes in salinity rather than
representing floodplain inundation.
Another model that has been used to simulate floodplain inundation over parts of Bangladesh
is the HEC-RAS 1D hydrodynamic model (e.g., Rahman and Ali, 2016). This model was used in
Mondal et al. [2018], coupled to other hydrological/hydrodynamic models to simulate river flow
and stage (water heights) over Bangladesh. This involved using a hydrological model to simulate
river flow for all of the GBM region, to provide the upstream boundary conditions for the 1D
hydrodynamic model. A 2D hydrodynamic model was separately used to simulate sea-level rise
and tidal effects for the downstream coastal boundary conditions of the 1D hydrodynamic model.
This coupling of separately run models gets around the computational complexity of simulating
all of the important drivers of flooding in the same model. However this type of offline coupling
may miss some interactions and does require careful construction of experiments to maintain
consistency between the upstream and downstream boundary conditions.
Lastly, studies using global flood hazard models (described in section 1.3.1) have also presented
results for changes in flood risk over Bangladesh, by calculating exposure or damages relating
to the simulated flood hazard. These include Winsemius et al. [2013], Ikeuchi et al. [2015] and
Alfieri et al. [2017]. All three of these studies project large increases of population exposed or
flood damages due to climate change. Alfieri et al. [2017] and Ikeuchi et al. [2015], evaluated
exposure based on constant, present-day population, whereas the flood damages estimated in
Winsemius et al. [2013] considered both changes due to population growth and climate change. In
Winsemius et al. [2013], the increased damages due to exposure change (i.e. population growth)
were greater than those due to climate change, so socioeconomic factors are also very important
for future flood risks. An in depth description of these results is included in chapter 5.
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There is a large body of previous studies investigating specific aspects of flood risk over the
GBM. However, large scale explicit simulations of 2D flood inundation at resolutions of less than
1 km, have yet to be explored, and there has been a lack of quantification of how different possible
climate change projections relate to uncertainties in changes to flood hazard. These gaps in the
literature have therefore guided the aims of this research.
1.5 Aims of thesis
The broad research goals of this thesis are around combining outputs from climate modelling
with hydrological and flood inundation modelling. This enables projecting future flood risk based
on different climate scenarios and physics simulated by different climate models.
The first aim of this research is to quantify confidence intervals around multi-
model projections of future precipitation changes and understand the ‘method uncer-
tainty’ around projections from different modelling activities (chapter 2). To achieve
this, different sources of uncertainty were considered (e.g., sampling, model physics and ex-
perimental design uncertainties). This is important to understand where different modelling
approaches may give different results, and hence need much closer analysis compared with situa-
tions where these approaches closely agree. A number of previous studies have developed methods
to produce multi-model ensemble mean changes from a given modelling inter-comparison project.
However, for this research there was a desire to incorporate results from multiple ensembles of
climate change simulations of different sizes. To produce a confidence range (e.g. 5-95% range) of
forced changes (changes due to climate change and not natural variability), a new methodology
was developed. This combines estimates from multiple model ensembles, taking into account
sampling uncertainty and spread in results from different models. This approach was used to
analyse the uncertainty and agreement in precipitation projections from different modelling
inter-comparison projects (MIPs), and was also applied in chapter 3.
The second aim is to take estimates of future precipitation change and apply these
to a global flood hazard modelling framework to investigate possible future changes
in flood inundation (chapter 3). There have been limited previous studies using large scale
2D hydrodynamic modelling over the GBM region. As described in section 1.4.2, previous studies
over Bangladesh used 1D hydrodynamic models and downscaled coarse resolution floodplain
water volumes. One exception is Alfieri et al. [2017], who estimated future flood inundation by
interpolating between present day flood hazard maps based on future simulated discharges by a
hydrological model. Thus the approach was chosen to use a state of the art flood hazard model
[Sampson et al., 2015], simulated at ~1km resolution over the GBM region. This model was used
to simulate flood hazard for the present day and flood hazard with discharge scaled to represent
future changes in precipitation for climates with 1.5◦C and 2◦C warming.
The third aim is to develop a new flood modelling framework to understand more
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about the dynamics of flood events in the GBM (chapter 4). The approach used in chapter
3 is based on simulating idealised hazards at specific return periods. So a new flood modelling
framework was developed — a hydrological model cascade, including the ability to dynamically
simulate actual events. This modelling framework was designed to be globally applicable as per
other global flood hazard models driven by hydrological models (section 1.3.1), but giving the
capability of simulating flood inundation at high resolution (down to ~90m) over smaller regions.
In addition, the modelling framework in chapter 4 uses a parameter regionalisation methodology
for the hydrological modelling to improve representation of streamflow, which is applicable to the
performance of global flood hazard models described in section 1.3.1.
The final aim of this research is to apply the modelling framework presented in
chapter 4, driven by future climate projections over Bangladesh (chapter 5). This is
the first study for the whole of Bangladesh explicitly running ensembles of 2D hydrodynamic
flood inundation simulations at ~270m horizontal resolution, forced by climate model outputs.
The flood model cascade was driven using GCM simulations representing present day and 2◦C
warming relative to pre-industrial conditions. Due to computational requirements, only flood
events representing extreme flooding (‘1 in 20 year’ events) were run. Flood events were analysed,
representing ‘1 in 20 year’ river flows in Bangladesh for the Meghna, Brahmaputra, Ganges
and for the peak downstream combined flows. This novel approach to constructing composites of
different flooding events in Bangladesh additionally gives an ability to investigate interactions
between flooding in the different major rivers.
1.6 Methodological choices
Each results chapter (2–5) includes a self-contained methodology section. The following section is
designed to give additional insight and context to some important methodological choices made
as part of this research.
1.6.1 Calculating multi-model precipitation estimates
For the goals of the research in chapter 2 and 3, it was important to produce estimates of
precipitation changes that represent the likely range of changes simulated across a number
of GCMs in addition to a multi-model mean. In addition, an important consideration was to
make use of large ensembles of climate simulations to narrow in on the forced response of a
given climate model. Thus the combined uncertainty bound should represent uncertainty in
the forced change (the change due to global warming) combined across different models in a
MIP. Propagating the single model sampling uncertainties into a multi-model estimate is not
a straightforward process and not something that has been covered extensively in previous
literature. Examples of computing multi-model mean estimates, are given in section 1.2.1, and it
is common to present the range of different single model changes as the uncertainty range around
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the multi-model mean or to not provide a confidence interval. This is different to combining the
uncertainty in individual GCMs with the uncertainty of responses by different GCMs, so a new
method was developed for this research.
This method borrowed the idea of a random-effects meta-analysis such as used for combining
effects from clinical studies [Cochran, 1937, DerSimonian and Laird, 1986]. In the context of
climate model simulations, this involves combining changes and sampling uncertainties from
different individual model estimates of climate change. The way the uncertainties are combined
means that if models agree in a particular change, the uncertainty is reduced, and if there
is large spread between model predictions there is greater uncertainty. The models and their
uncertainties were not weighted by their skill or independence in this method — noting that this
is a particularly complex decision dependant on the specific phenomena studied, e.g. a model will
have different skill in representing global mean temperature and temperature trends compared
to mean annual precipitation or intense rainfall caused by small convective storms. It is also not
necessarily the case that skill in representing present day climate is a predictor for skill in future
projections [Knutti et al., 2010].
In applying the information about future climate change, there is an inherent tension between
wanting to know an accurate multi-model ensemble mean change for the future and wanting
to know the full spread of possible changes including outlier models, to prepare for the worst
case scenario. The approach used in this study could be considered a middle ground, where the
uncertainty does not contain the full range of all possibilities, but gives increasingly confident
projections as additional simulations (which are in agreement) are included in the estimates.
1.6.2 Choices for flood hazard modelling
Within this thesis, two different flood hazard modelling approaches were chosen. The first, applied
in chapter 3, was using the University of Bristol/Fathom global flood hazard model [Sampson
et al., 2015]. This is a global flood hazard model that uses a RFFA methodology (described above
in section 1.3.2). This model was chosen because it is an state of the art global model that can be
run in data scarce regions such as the GBM. It has also been more extensively validated than
other similar models. It was also possible to get access to the model source code for this research
(other similar models are not freely available). This allowed modifying this model code to use
scaled river discharge distributions, to produce the climate change simulations. This model is
relatively fast to run, making it practical to simulate a large 10◦ by 10◦ region covering a large
portion of the GBM basin.
The second modelling approach was used in chapters 4 and 5. This involved developing a new
hydrological model cascade. The motivation for this was to allow explicit modelling of flood events
based on observed or climate modelled meteorology. The main criteria for setting up this model
cascade is that it needed to be globally applicable, but locally relevant.
This model cascade firstly was designed to use only global data-sets as inputs or for building
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and calibrating the models. A key criteria was code access, with a preference for using open
source software. This allowed modifications to be made to the model components for use in the
cascade. As understanding uncertainty is one of the focuses of this thesis, a hydrological modelling
framework (FUSE, Clark et al., 2008) was chosen, which includes multiple ways of representing
hydrological processes. In coordination with that choice, the parameter regionalisation scheme of
Beck et al. [2016] was chosen to calibrate FUSE over the GBM, as it used global, publicly available
data-sets. In addition, this scheme can be readily applied to any calibrated hydrological model as
it relies on the concept of transferring calibrated parameter sets from gauged donor catchments
to other ungauged catchments (or model grid-cells) with similar catchment characteristics. This
makes it a flexible scheme that does not rely on any particular structure of the hydrological
model, which will be useful in terms of re-using code for future model development/updates. The
next model in the cascade (mizuRoute, Mizukami et al., 2016) was chosen for its simplicity as a
stand-alone river routing model which additionally had inbuilt pre-processing to read in gridded
runoff output and remap it onto the 1D representation of the river network and catchments.
Finally the 1D-2D hydrodynamic model (LISFLOOD-FP, Bates et al., 2010, Neal et al., 2012) was
chosen as it is a world class model, which has been well validated. It is designed to simulate large
scale flood inundation in a computationally efficiently manner, which is essential for the goal of
simulating changes in flood hazard on a regional or global scale.
1.6.3 Bias correction
Bias correction was used for the GCM outputs in chapter 5. The general principle of bias correction
to determining differences between distributions of modelled and observationally based variables
over some common period of time, then modify the modelled outputs so as to more closely
represent the observations. Methodologies of how the modelled output is modified vary widely
between different approaches. This may be as simple as an additive or multiplicative scaling,
quantile mapping [Grillakis et al., 2013], or other statistical techniques [Sippel et al., 2016,
Bellprat et al., 2019].
Previous examples of bias correction methods in global flood hazard studies have used a range
of approaches. For example, the bias correction in UNISDR [2015] simply corrects the monthly
average precipitation (using a multiplicative factor). Winsemius et al. [2013] corrected the number
of wet days and monthly average precipitation (using a multiplicative factor). Alfieri et al. [2017]
and Winsemius et al. [2013] used the ISIMIP method [Hempel et al., 2013], which corrects
wet-days, monthly average precipitation (using a multiplicative factor), and daily variability
about monthly mean. Lastly, in one of the global flood hazard studies [Hirabayashi et al., 2013],
used non bias-corrected GCM runoff rather than atmospheric outputs (precipitation, temperature,
etc.) to drive a separate runoff model. In that case, changes in frequency of return period events




For the flood modelling in chapter 5, bias correction using the ISIMIP methodology [Hempel
et al., 2013] was used. This was mainly chosen because it bias corrects daily variability in addition
to monthly values and is designed to preserve trends into the future. The number of wet days
each month is also corrected in this method, which is important due to the tendency for GCMs to
over-simulate drizzle. There are newer, more sophisticated bias correction methodologies that
have been developed since (e.g. Sippel et al., 2016, Bellprat et al., 2019), however the ISIMIP
methodology has been widely used and tested, making it a reasonable choice.
1.7 Thesis structure
The results of this research are presented in four results chapters (2–5), each relating to one of
the aims described in section 1.5 above. These results chapters are written as standalone pieces
of research, with the first three published or under review in academic journals.
• Chapter 2 [Uhe et al., 2021] is published in the Journal of Climate, titled: Method-
uncertainty is essential for reliable confidence statements of precipitation projections,
• Chapter 3 [Uhe et al., 2019] is published in Environmental Research Letters, titled: En-
hanced flood risk with 1.5◦C global warming in the Ganges-Brahmaputra-Meghna basin,
• Chapter 4 [Uhe et al., 2020] is under (open) review in Geoscientific Model Development
Discussions, titled: Model cascade from meteorological drivers to river flood hazard: flood-
cascade v1.0,
• Chapter 5: Impacts of climate change on flood inundation population exposure, using an
explicit model cascade, has been written as a study suitable for submission as a journal
article, but has not yet been submitted.
Each of the results chapters has a methodology section describing the modelling and/or analy-
sis used in that chapter. Additionally some of the methodology will rely on methods developed in
a previous chapter.
Supplementary material for each of the chapters 2–5 are presented as appendices A–D (one
appendix per result chapter) at the end of the thesis. Appendex E additionally includes a list of
commonly used terminology and acronyms as a reference.
Finally chapter 6 presents the conclusions of this research. This includes a synthesis of
the key contributions made in this research, highlights of the new methodologies developed, a










QUANTIFYING AGREEMENT AND UNCERTAINTY ACROSS
PRECIPITATION PROJECTIONS
To set the scene for the subsequent chapters on flooding, this chapter investigates future changes
in precipitation more broadly. Any study which aims to project changes in flood risk is reliant
on the predictive power and applicability of climate model outputs. As precipitation is a key
driver of inland flooding, a comparison of precipitation changes from different modelling activities
is important to understanding the likely direction of change and uncertainties. In particular,
gauging the level of agreement and significance in the precipitation changes is needed to avoid
over interpretation of changes in a particular data-set, which may disagree with other results
using different models or experimental designs.
To make this analysis widely applicable, it is carried out globally, using regional averages to
produce spatially varying differences of precipitation changes. Annual mean precipitation and
yearly maximum of daily precipitation are taken as two precipitation metrics resulting from
different climate influences. For example mean precipitation changes can be driven by changes
atmospheric circulation and the prevailing winds at a certain location, whereas changes in the
maximum precipitation are related to weather conditions during severe storms. Because of this,
the changes can be very different between the mean and extreme precipitation, which again may
shift the likelihood of different types or scales of flood events.
This chapter aims to quantify a new type of uncertainty (‘method uncertainty’) inherent in
the experimental design of climate simulations, causing differences between methodologies. This
idea is used in the investigation into agreement between precipitation projections across different
models and different modelling activities.
The content of this chapter has been published as an article titled Method-uncertainty is
essential for reliable confidence statements of precipitation projections in Journal of Climate [Uhe
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et al., 2021]. The material here is essentially identical to that in the published paper, except
that the figures and tables have been renumbered to be consistent with the other chapters. The
appendix and supplementary material are included in Appendix A of this thesis.
Author contributions: Peter Uhe conducted all of the analysis and wrote the full draft
manuscript. Dann Mitchell and Paul Bates assisted in design of the analysis. All authors assisted
in interpreting the results, proofreading and editing the article.
2.1 Abstract
Precipitation events cause disruption around the world and will be altered by climate change.
However, different climate modeling approaches can result in different future precipitation
projections. The corresponding ‘method-uncertainty’ is rarely explicitly calculated in climate
impact studies and major reports, but can substantially change estimated precipitation changes.
A comparison across five commonly-used modeling activities shows that for changes in mean
precipitation, less than half the regions analyzed had significant changes between the present
climate and 1.5◦C global warming for the majority of modeling activities. This increases to just
over half the regions for changes between present climate and 2◦C global warming. There is
much higher confidence in changes in maximum 1-day precipitation than in mean precipitation,
indicating the robust influence of thermodynamics in the climate change effect on extremes. We
also find that none of the modeling activities capture the full range of estimates from the other
methods in all regions. Our results serve as an uncertainty map to help interpret which regions
require a multi-method approach. Our analysis highlights the risk of over-reliance on any single
modeling activity and the need for confidence statements in major synthesis reports to reflect
this ‘method-uncertainty’. Considering multiple sources of climate projections should reduce
the risks of policymakers being unprepared for impacts of warmer climates compared to using
single-method projections to make decisions.
2.2 Introduction
Understanding future precipitation changes in a warming world is critical to empower com-
munities to make informed decisions around adaptation or climate related policy. Precipitation
provides drinking water, is relied on for agriculture and used in many sectors of industry, so
changes in water availability need to be understood to make the most of this limited resource.
Droughts cause severe strain on people and ecosystems. Storms and extreme rainfall events also
cause flooding and destruction. Worldwide, flooding affects more people than any other natural
disaster [Wallemacq and House, 2018].
Unfortunately, given the importance of precipitation for daily life, future changes in precipita-
tion are much less certain than temperature changes [IPCC, 2013, Tebaldi et al., 2011]. In this
study we look at low levels of global warming, in particular 1.5◦C and 2◦C, which are relevant
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to the Paris Agreement and associated policy decisions. A challenge relating to these levels of
warming is that the signal of precipitation changes can be difficult to distinguish from the noise
as they are often small relative to internal variability [Hawkins and Sutton, 2011], and require
larger ensemble sizes to detect than temperature trends [Deser et al., 2012]. There are non-linear
effects in the climate system and differences between transient and equilibrium climate response,
so changes based on higher levels of warming cannot simply be used to estimate impacts for
1.5◦C and 2◦C [Good et al., 2016, Mitchell et al., 2016]. Furthermore, precipitation events are
tightly connected to atmospheric and ocean dynamics and changes are seasonally dependent so
interpreting changes in precipitation and their impacts requires careful analysis.
The most common approach when investigating future changes of precipitation is to use
general circulation models (GCMs) which dynamically simulate the physics of the atmosphere
and ocean. Different GCMs use varying representations of the physics, so model inter-comparison
projects (MIPs) are frequently used to provide a range of different possible futures. The MIPs used
in this study (also referred to as modeling activities) are the Coupled Modeling Intercomparison
Project, Phase 5 (CMIP5) [Taylor et al., 2012], the Coupled Modeling Intercomparison Project,
Phase 6 (CMIP6) [Eyring et al., 2016, O’Neill et al., 2016], the Half a degree Additional warming,
Prognosis and Projected Impacts project (HAPPI) [Mitchell et al., 2017], the 2018 UK Climate
Projections (UKCP18) [Murphy et al., 2019] and the High-End cLimate Impacts and eXtremes
project (HELIX) [Wyser et al., 2017]. MIPs provide a common experimental protocol under
which multiple modeling groups run simulations to produce multi-model ensembles of climate
projections. The use of MIPs has been a successful approach, and Fig. 2.1 shows that around half
of the impact studies in the Intergovernmental Panel on Climate Change (IPCC) Special report
on Global Warming of 1.5◦C [IPCC, 2018] result directly from one of these MIPs.
In producing their assessment reports, the IPCC strives to compile information across all
the available literature. However, it relies heavily on using the latest modeling inter-comparison
project to determine the likelihood of changes in climate. For example in the IPCC Fifth As-
sessment Report (AR5), the CMIP5 results were compared with the previous activity (CMIP3)
to see how they differ. However the keynote plots in the IPCC ‘Atlas of Global and Regional
Climate Projections’ were solely from the CMIP5 ensemble. In the coming years, there will be a
strong focus on analyzing the latest results from CMIP6 which will contribute to the IPCC Sixth
Assessment Report (AR6). CMIP6 has a broad sample of current model diversity with a generally
higher model complexity than CMIP5, so there are many benefits to using this new resource.
However, single MIPs such as CMIP5 can under-estimate the possible range of future climate
change [Deser et al., 2020]. On the other hand, GCMs have a range of climate sensitivities to
greenhouse-gas forcing [Sherwood et al., 2014] and CMIP6 is known to have a large proportion of
high climate sensitivity models [Zelinka et al., 2020], which may overestimate the upper bound
of warming [Tokarska et al., 2020]. So especially in regions with low confidence in precipitation
change, it could be counter-productive to disregard the huge resource of previous climate model
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Figure 2.1: Categorization of projections in IPCC SR1.5 impacts studies. Categorization
of methods used by papers in the IPCC SR1.5 impacts chapter (chapter 3), considering 163 studies.
‘MIP’ includes simulations from the CMIP5, CMIP3, CORDEX, HAPPI and HELIX modeling
protocols. ‘Other‘ refers to methods which do not directly use GCMs. Note that some studies, e.g.
using climate emulators, may be based around GCM results indirectly.
results and focus on CMIP6 alone.
Within each MIP, a common experimental design is used. However different experimental
designs can lead to differing impacts of 1.5◦C warming, related to factors such as the rate of global
warming and the aerosol forcing relative to greenhouse gas forcing [Seneviratne et al., 2018,
King et al., 2018]. The large CMIP5 and CMIP6 activities use a number of different emissions
scenarios, so do include a measure of scenario uncertainty. However there are other uncertainties
relating to experimental design, such as the use of high-resolution cloud or convection resolving
models compared to models which parameterize these processes, or the inclusion of carbon-cycle
feedbacks compared to prescribed greenhouse-gas forcing. The differences in climate response
between transient and equilibrium climate are also difficult to diagnose using traditional scenario-
based MIPs, which produces another source of experimental design uncertainty that is relevant
to policy decisions. Our study aims to take the comprehensive approach of analyzing results from
MIPs which use different modeling approaches. Here we examine uncertainty, not just due to
different emission pathways in a single MIP, but differing experimental setups in different MIPs.
There is a risk that relying on a single MIP may result in over-confidence in climate projections
by missing some uncertainty due to experimental design. In addition, considering different emis-
sions pathways at lower levels of warming can give different precipitation changes [Mitchell et al.,
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2016]. On the other hand, comparisons between CMIP3 and CMIP5 high emissions pathways
show consistent changes in seasonal precipitation [Knutti and Sedláček, 2013], which increases
the confidence in those results. Hence determining agreement in precipitation projections can
enhance (where they agree) or reduce (where they disagree) our confidence in the individual
projections.
In Fig. 2.1, only a very small proportion of studies considered a combination of approaches
to obtain multiple lines of evidence regarding future changes. Combining large multi-model
ensembles of simulations with differing experimental design and skill at representing the current
climate is not straightforward. We note that it is not always clear that improved model skill in the
present day results in improved future projections [Knutti et al., 2010]. However, there is ongoing
work regarding weighting simulations depending on their representation of relevant climate
phenomenon or relation to other simulations (e.g., Sanderson et al., 2017a, Merrifield et al., 2020,
Brunner et al., 2020). This has the potential to constrain the likely range of future projections for
example by down-weighting high climate sensitivity models which give poor performance over
the historical period.
This study focuses on the agreement across multiple modeling activities, of estimates of
precipitation change at specific levels of global warming (e.g. 1.5◦C and 2◦C ). We compare
changes in yearly mean precipitation and the yearly maximum of daily precipitation (‘extreme
precipitation’). We use averages over land of updated reference regions created for the IPCC
AR6 (Iturbide et al., 2020, see Fig. A.1) to investigate different regional signals. Time-slices of
transient simulations are used to examine specific levels of global warming. We consider each of
the MIPs used in this study as providing plausible representations of future climate and do not
weight any one higher than the others. This is reasonable given their individual use in different
analyses of projected precipitation change.
We firstly show the agreement in sign of significant changes to 1.5◦C and 2◦C warming across
the five climate modeling activities. This approach identifies regions where modeling activities
agree in a significant change, and regions in which the change is more uncertain. The significance
is determined from the 5-95% confidence intervals of the ‘central estimates’ calculated for each
MIP. The central estimate is calculated by combining the model estimates within each MIP,
taking into account the model spread and sampling uncertainty for each model. A combined
central estimate for results across the MIPs is also calculated.
In addition to showing the combined changes and whether the changes are significant, we also
consider uncertainty in each of the modeling activities’ results and the combined central estimate.
The magnitude of uncertainty bounds and the extent of overlap between uncertainty estimates is
explored. Furthermore, to dig deeper into uncertainty due to experimental design, we undertake
comparisons between changes calculated for different experimental designs or scenarios. This is
done using two individual models that each have large ensembles of simulations, as well as by
comparing different scenarios within the CMIP5 and CMIP6 activities.
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This analysis illustrates the potential of combining the agreement across different modeling
activities with a more detailed examination of experimental design using single model large
ensembles. This approach provides a fuller picture of the ‘method-uncertainty’ in these climate
modeling activities. This is something that is difficult to quantify but is essential to address,
especially in regions where the changes are not as clear as a single modeling activity would
indicate.
2.3 Materials and Methods
Methods for analyzing results from GCM simulations are presented below. Information about the
specific climate model data-sets is given in the Appendix.
2.3.1 Climate indices and regions
For this analysis, we focus on two precipitation indices. We use the annual mean precipitation
(referred to as ‘mean precipitation’) and the yearly maximum of daily precipitation (referred to as
‘extreme precipitation’). The mean precipitation is used to indicate whether there is a change
in the total amount of precipitation over a region. The extreme precipitation index is used to
indicate whether there will be a change in the magnitude of precipitation in heavy rainfall events
or storms. When looking at impacts in specific sectors and local scales, indices that capture
seasonality are also very useful, but we chose these two indices as they are widely applicable on
a global scale.
When calculating the changes in precipitation between different specific warming levels, we
focus on the percentage changes, to show the changes relative to the model climatology. This gives
a normalized metric of changes to reflect that a mean change, for example 0.2 mm/day, in a low
rainfall area is likely to make a larger impact than the same change in a very high rainfall region.
The use of relative changes does mean that in the presence of model biases, the same absolute
change in precipitation will appear as different percentage changes. In addition, in areas of very
low precipitation, showing percentage changes of relative changes may over-emphasize small
changes in precipitation. To support these analyses, we additionally show results of absolute
changes (in mm/day) as supplementary material.
For analysis of changes, region definitions were used as per [Iturbide et al., 2020]. These
regions were developed as an update to regions used in the IPCC AR5 and the IPCC SREX report,
using smaller regions in some parts of the world to achieve better climatic consistency within
each region. A map of these regions is shown in Fig. A.1, labeled with the acronyms used for
each region. The precipitation indices were first averaged over these regions before calculation of
changes. Note that in the regions analyzed here, averages were calculated over land points only.
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2.3.2 Extracting 1.5◦C and 2◦C time-slices
Transient GCM experiments are designed around simulations of the historical period then
continuing into the future using scenarios representing different emissions pathways. From these
simulations, we can then determine the climate state when these scenarios reach different levels
of global warming. In this study, we use a commonly used approach of selecting time-slices [King
et al., 2017, James et al., 2017]. This approach does have the limitation that climate from a
transient climate simulation can differ from simulations stabilized at the same level of warming
due to effects that lag behind the warming of the atmosphere (e.g. ocean circulation and sea-level
rise) [Manabe et al., 1991, Held et al., 2010]. The alternative is to compute targeted simulations
that stabilize at each specific level of warming, but this has only been done in a few cases (e.g.
Sanderson et al., 2017b), so using time slices of transient simulations is still a widely used
method.
Firstly, a baseline is chosen as the start of the historical period (e.g. 1861-1900), to calculate
the pre-industrial reference temperature. Then 21-year time-slices are chosen for the first period
that has the global mean temperature averaged over the time-slice reaching the specific warming
levels of 1.5 and 2◦C relative to the baseline. For current climate, time-slices for the warming
level of 0.9◦C are used to match observed warming to 2010. This is done, rather than taking
a fixed time period, to keep the warming between the current and 1.5◦C time-slice consistent,
and thereby accounting for the variation in climate sensitivities between models. We note that
this will inevitably result in there being different aerosol forcings between models in each of
the current, 1.5◦C and 2◦C warmer worlds. As the historical simulations are not necessarily
long enough to capture our current climate period (in CMIP5 they finish in 2005), they are
extended by future scenario simulations where necessary. When more than one future scenario
was available, the highest emission scenario was used to extend the historical simulation for the
current climate period. This prevents low climate sensitivity models (which reach 0.9◦C later)
from having current climate time-slices as far into the future scenarios as would be the case
using low emissions scenarios. Note, the current climate time-slices are referred to as ‘Hist’ in
some figures.
For CMIP5 and CMIP6, simulations from all future scenarios available are included in the
analysis to maximize the number of samples. The exception to this is the results for section
2.42.4.3, where the changes calculated using low and high warming scenarios were compared.
In this study we aim to keep the methodology of extracting specific levels of warming as
consistent as possible. However, different experimental designs do mean that the time-slices need
to be calculated in different ways in some cases. These differences are described in the Appendix
for each data-set where relevant.
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2.3.3 Statistical Analysis
To estimate the change in a particular variable between two time-slices, all of the years in each
time-slice for each model are pooled together. Then the ensemble mean response is determined
based on all years of data for that particular model. The uncertainty range in the mean response
is determined by randomly re-sampling each distribution with replacement 1000 times and
calculating the mean response from each sample. The 5-95th percentile range of the samples
then gives the sampling uncertainty in the mean change.
When determining the significance of multi-model changes, for example in the IPCC report,
it is common practice to use significance tests to determine whether changes are distinguishable
from natural variability alongside thresholds for the proportion of models agreeing on the sign
of the change (e.g., Tebaldi et al., 2011). However, these type of approaches do not provide a
confidence interval around the multi-model change, making it difficult to combine uncertainty
estimates of different multi-model data-sets together.
Here, to combine each of the model estimates into to a multi model summary or ‘central
estimate’, we use the random-effects meta-analysis method [Cochran, 1937, DerSimonian and
Laird, 1986]. This methodology is commonly used in clinical studies to combine central estimates
and uncertainty ranges of different studies together and was applied to climate models in Uhe
et al. [2019]. Such a statistical approach takes into account both the sampling uncertainty from
random re-sampling (si) and the model spread (σ) which is taken as the standard deviation of the
central estimates. From these quantities, a combined central estimate of change and an estimate
in the uncertainty in that value are derived.











wi = (s2i +σ2)−1(2.3)
where wi are the weights given to each of the model estimates in the calculation of the central
estimate. The 5-95% confidence interval is calculated as µ±1.6δ, assuming normally distributed
values.
This calculation of central estimates is applied to combine different model estimates for
each of the MIPs, and also finally to combine the central estimates of each MIP into an overall
‘Combined central estimate’. The changes are referred to as statistically significant if the 5-95%




2.4.1 Regional changes and agreement
To evaluate the confidence in large scale patterns of precipitation changes, we use agreement
between climate modeling activities. Fig. 2.2 shows the agreement of changes between current
climate and 1.5◦C or 2◦C, across our five MIPs, for mean and extreme precipitation. Agreement
here is represented by the number of modeling activities which show a significant change, i.e. the


















Figure 2.2: Agreement in projections: mean and extreme precipitation. Agreement be-
tween modeling activities (CMIP5, CMIP6, HAPPI, UKCP18, HELIX) in a significant change for
mean and extreme precipitation. Changes are calculated between time-slices at specific warming
levels: 1.5◦C vs Hist (upper), 2◦C vs Hist (lower). ‘Hist’ refers to current climate (see section
2c). If two methods show opposing changes, this is assigned no agreement and the region is
hatched. Changes are calculated for regional means over AR6 reference regions, for yearly mean
precipitation (left) and yearly maximum of daily precipitation (Extreme precipitation, right).
Regions with bold outlines are where CMIP6 agrees with at most one other method about the
sign and significance of the change.
In Fig. 2.2, regions are marked with hatching where there are conflicting but significant
changes from two different MIPs. Encouragingly, this shows that there are only a few regions
for mean precipitation (North Central-America, Sahara, South Eastern-Africa and southern
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South-America) where two different modeling activities have significant changes with opposite
signs, between current climate and 1.5◦C . For the changes to 2◦C , this is reduced to just southern
South-America.
CMIP6 is the latest MIP, using current state-of-the-art climate models, and will underpin
most of the conclusions described in the IPCC AR6. For this reason, we highlight regions where
CMIP6 does not agree in the significance of the changes with the majority of other modeling
activities. In Fig. 2.2, bold outlines indicate where CMIP6 gives a different sign or significance
in the changes to three of the other four modeling activities. This identifies vulnerable regions
such as some parts of South America or Africa, where using information from CMIP6 alone
may misrepresent our confidence in the precipitation changes to 1.5◦C of global warming. We
note that these are not indicating that the using CMIP6 results in a different sign to significant
changes given by other MIPs, rather it may give a significant change where most other MIPs
show only insignificant changes, or vice versa. However, this is still an important point as it is
relevant to the confidence statements produced by the IPCC (or other major reports), which may
be considered by decision makers regarding climate change planning.
Fig. 2.3 shows the percentage changes in mean and extreme precipitation, from the combined
central estimate of the five modeling activities. To highlight the confident changes, regions where
the combined central estimate gives a significant change are marked with a bold border in Fig. 2.3.
We additionally include the same changes, but calculated in mm/day in Fig. A.2. For breakdown
by modeling activity, Figs A.3 and A.4 show the changes and the significance of the central
estimates for each MIP, in percentage change and mm/day respectively.
From Figs 2.2 and 2.3, we see that the precipitation changes in North America and Eurasia
show the strongest agreement, especially at the lower warming level of 1.5◦C. For changes in
the southern hemisphere and some equatorial regions, there is often less agreement. Hence, in
these regions, the use of a single modeling activity (as most studies have done) risks creating
false confidence in the changes.
Changes in extreme precipitation show a large amount of agreement. At 2◦C warming, the
majority of modeling activities show confident changes in almost all regions (except the Sahara
and Caribbean regions). This higher confidence in extreme precipitation has been reported
previously [Allen and Ingram, 2002, Fischer et al., 2014, Pendergrass et al., 2015]. This is due
to thermodynamics dominating extreme precipitation changes, while mean precipitation will
be more strongly influenced by dynamical i.e. atmospheric circulation changes, which have less
certainty and more disagreement. We also note that there are increases in extreme precipitation
in regions which show drying changes in the mean precipitation. This increase in extreme
precipitation could be part of the source of uncertainty in mean precipitation drying, due to
the extreme precipitation contributing different fractions of the total precipitation in different
models.




















Figure 2.3: Multi-method projections: mean and extreme precipitation. Combined central
estimate of changes across 5 modeling activities (CMIP5, CMIP6, HAPPI, UKCP18, HELIX).
Changes are calculated between time-slices at specific warming levels: 1.5◦C vs Hist (upper),
2◦C vs Hist (lower). ‘Hist’ refers to current climate (see section 2c). Bold region outlines indicate
significance in the change, e.g. where the combined central estimate 5-95% confidence interval
does not include zero. Hatching is used to indicate where two methods show opposing significant
changes. Changes are calculated for regional means over AR6 reference regions, for yearly mean
precipitation (left) and yearly maximum of daily precipitation (Extreme precipitation, right).
is also strongly connected to the strength of the changes. Fig. A.5 shows the signal to noise
ratio for each of the modeling activities, where the noise represents the magnitude of the 5–95%
confidence intervals. Here we see that the areas which have the highest agreement also have the
strongest signal to noise ratio. A useful metric to measure of magnitude of changes is the internal
variability of the system, and Fig. A.6 shows normalized changes, representing the amount of
the change relative to the variability simulated by each model. This highlights that at these
small levels of global warming, many of the changes are smaller than the year-to-year variability,
however can be detected confidently by using the large number of samples in these MIPs.
In addition to the agreement in the sign of the precipitation changes, it is relevant to
understand whether the uncertainty range in changes using each modeling activity overlap. For
this, we consider the changes in mean precipitation between current climate and 1.5◦C warming.
Figure 2.4 shows the amount of overlap between the confidence interval for each MIP and the
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confidence intervals calculated for the combined central estimate of the other MIPs. In nearly
all regions there is some overlap between the modeling activities, so it is rare for the central
estimates of each modeling activity to completely disagree. We note that in Fig. 2.4, a value of
100% does not necessarily indicate perfect agreement. Instead, it can reflect a larger uncertainty
range in the changes for a given MIP, which encompasses the combined central estimate for the
other MIPs. Part of this may be due to the nature of the combined central estimate, which can
have a smaller uncertainty range if the models are in agreement, reflecting the greater number of
samples included. Figures S7–9 show similar results for extreme precipitation and 2◦C warming.
We highlight that the HAPPI activity shows more regions where the central estimate disagrees
with the other modeling activities. This may be partly due to the large initial condition ensembles
within HAPPI resulting in smaller uncertainty bounds, but at the same time not including
uncertainty in the ocean and sea-ice responses, hence giving overconfident estimates. HAPPI
and HELIX also exhibit a tendency to give different results in some northern regions, which
may indicate an influence from the prescribed sea-ice that is used in their atmosphere-only
simulations. Looking at Fig. 2.4 and Figs A.7–A.9, there is no activity that agrees with the
combined result from the other activities in all cases. This finding provides substantial support
to the benefit of considering a range of modeling activities.
2.4.2 Partitioning of uncertainty
When considering the confidence of a particular model result, understanding the source of uncer-
tainties can be highly illustrative. We consider three types of uncertainty: sampling uncertainty,
inter-model uncertainty and experimental design uncertainty (the latter of which is considered
in detail in section 2.42.4.3).
We consider firstly sampling uncertainty within a single model projection, calculated as per
section 2.32.3.3. This uncertainty is related to the internal variability in the climate system and
the number of years of simulation included in the sample. To reduce the uncertainty in a single
model response, modeling centers generate ensembles of simulations, usually produced by initial
condition or physics parameter perturbations. We also consider the uncertainty in the central
estimates for each MIP. We note that the central estimate uncertainty is not an independent
quantity, but is calculated based on the confidence intervals of each model, as well as the spread
of model changes. We finally consider the combined central estimate uncertainty.
Figure 2.5 shows these different quantities of uncertainty in the combined projections to 1.5◦C
and 2◦C. Four regions are shown as illustrative examples. With regards to sampling uncertainty
(i.e. single model uncertainty), HAPPI, which uses large ensembles has a much smaller sampling
uncertainty than CMIP5 and CMIP6, which mostly have fewer than three historical simulations
per model (see Tables A.1–A.3 for ensemble sizes). HAPPI simulations also use atmosphere-only
models, forced by a single set of prescribed sea-surface temperatures, so HAPPI may represent
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Figure 2.4: Amount of uncertainty from the combined estimates captured by the un-
certainty of specific MIPs. For mean precipitation, 1.5◦C - current climate, and each MIP,
this shows the percentage coverage by its confidence interval, of the combined central estimate
interval from the other four MIPs. Here 0% (hashed regions) indicates that the MIP is in complete
disagreement with the combined estimate from the other MIPs. 100% (stippled regions) indicates
that the confidence interval of the MIP completely encompasses the combined confidence range
from the other MIPs. The confidence intervals are the 5-95% range for the change in mean
precipitation between current climate and 1.5◦C warming.
models.
In Fig. 2.5, the combined central estimate uncertainty is at the lower end of the single MIP
central estimate uncertainties. This finding is a result of the construction of the central estimate
‘narrowing in’ on the most plausible response as more samples are available. We note though,
that this is a purely statistical approach to determining the uncertainty range. In terms of ability
to model the climate system, outlier models may be just as plausible, despite lying outside our
central estimate uncertainty. Other things that could be considered are model inter-dependencies
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Figure 2.5: Partitioning of Uncertainty: mean and extreme precipitation. Plots showing
estimates in uncertainty in changes of precipitation between current climate and 1.5◦C or 2◦C
climates, for four regions. Orange markers give the median ‘single model uncertainty’, given as
the (5–95% confidence interval in the changes from bootstrap re-sampling) for a particular MIP.
Blue markers give estimates of the 5–95% confidence interval of the ‘central estimate’ change
for each MIP. The red dots show the 5–95% confidence interval range of the ‘Combined central
estimate’ changes. Regions are SAS: South Asia, MED: Mediterranean, WCE: western Central
Europe, NSA: northern South America
e.g. different models sharing code or components [Knutti et al., 2013].
We also note that in a commonly pictured view of model uncertainty [Hawkins and Sutton,
2009], the model uncertainty in a given variable increases over simulated future times. This
increasing spread is partly because different models have different climate sensitivities and
therefore warm at different rates. However, as we are examining model projections at specific
levels of warming, any first order differences due to climate sensitivity will not be included in
our uncertainty estimates. Lehner et al. [2020] showed that model uncertainty for global mean
precipitation also increases with global warming, with small differences between CMIP5 and
CMIP6, but here we look at uncertainty for a few specific regions. In Fig. 2.5, we show that while
the central estimate uncertainty does generally increase, there are cases where it stays constant
or decreases as global warming increases, for example the HAPPI projection of mean precipitation
over the Mediterranean or the UKCP18 projections of extreme precipitation over western Central
Europe. Where the single model (sampling) uncertainty does not show substantial changes, we
expect the changes in central estimate uncertainty to relate to model uncertainty. In other regions
shown here, the uncertainty is similar or increases as warming rises from 1.5◦C to 2◦C, but this
highlights that the use of specific levels of warming can constrain the uncertainty.
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2.4.3 Differences in experimental design and scenarios
In addition to the uncertainty at the model or MIP level, there is uncertainty due to the experi-
mental design of each modeling activity. The previous section considered the uncertainty across
the MIPs, however this is not the same as the experimental design uncertainty. As each of the
MIPs use different models (and different generations of models), it is not possible to formally
connect the multi-MIP spread directly to the experimental design. However, the experimental
design uncertainty can be related to the choice of scenario and forcing data-sets used to run
the future projections. The experimental design uncertainties may also involve more structural
differences for example the use of atmosphere-only compared to coupled ocean-atmosphere mod-
els, or the choice of using a dynamic carbon cycle with emissions prescribed rather than GHG
concentrations.
To isolate the influence of experimental design on the future projections, one approach is to
use single model large ensembles. Where these large ensembles have produced simulations using
multiple modeling protocols, we can compare their responses at specific levels of warming. For
this analysis we have used the CanESM2 large ensemble [Kirchmeier-Young et al., 2017] using
the RCP8.5 scenario from CMIP5, and compared it with the CanAM4 (the atmospheric component
of the CanESM2 model) simulations produced using the HAPPI scenarios. Secondly, we have
compared the CESM large ensemble [Kay et al., 2015] using the RCP8.5 scenario from CMIP5,
with the CESM low warming simulations (LowWarm) using emissions pathways designed to
stabilize at 1.5 or 2◦C [Sanderson et al., 2017b].
Figure 2.6 shows the comparison between the experimental designs over different regions.
Differences for CanESM2 are shown in the upper panel and differences for CESM are shown in
the lower panel. The differences shown are for mean precipitation, comparing the percentage
changes from current climate to 1.5◦C between the two experimental designs. Regions that are
outlined in bold are where the significance or sign of the change is different between experimental
designs. For both models, there is a clear difference over the Americas where the stabilized
scenario (HAPPI or LowWarm) becomes wetter relative to the transient RCP8.5 simulations.
Similar differences are seen over Asia, although with less consistency. An opposite difference is
seen over the Northern and Eastern African regions, and parts of Australia.
Two factors causing a difference between the stabilized and transient simulations, are the
differences in non-greenhouse gases such as anthropogenic aerosols, and the differences in the
in land-sea contrast driven by the land warming faster than the ocean. Anthropogenic aerosols
are projected to be significantly reduced by the end of the 21st century which is reflected in
the stabilized scenarios. The transient simulations, however, may pass the 1.5◦C temperature
threshold before the mid-21st century, and so will have significantly higher modeled aerosol loads.
This may be reflected in the relatively strong differences in East Asia in Fig. 2.6, particularly for
CESM. We note that models with different representations of aerosols will give differing changes,
which may be a source of model uncertainty in the multi-model analysis, for areas of high aerosol
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forcing.
CanESM2: HAPPI vs RCP85







Figure 2.6: Experimental design difference for mean precipitation changes between
current climate and 1.5◦C . Differences between changes from the same model with different
experimental designs. The differences are calculated for percentage changes in mean precipitation,
comparing 1.5◦C to current climate. The top panel shows results using the CanESM2 model:
HAPPI simulations (using atmospheric component CanAM4) vs RCP8.5 simulations (CanESM2
large ensemble). The lower panel shows results using the CESM-CAM5 model: CESM-CAM5: Low
Warming simulations (LowWarm) compared to RCP8.5 simulations. Regions with bold outlines
are where the significance of the change is different between the experimental designs. Hatched
regions are where the different experimental designs result in opposite significant changes.
We investigate spatial patterns of changes over the oceans in Fig. A.10, which is as per
Fig. 2.6 but instead showing model grid-cells rather than regional averages. There are strong
positive precipitation anomalies on the Pacific equator indicating differences in the Pacific
Intertropical Convergence Zone between stabilized and transient simulations. This could be
related to differences in the north-south warming contrast between the experiments. Also in
Fig. A.10, there is a pattern of wetting over the Atlantic Ocean and drying in the north of Africa
in the stabilized experiments relative to RCP8.5. This may be due to the land-sea contrast from
the Sahara region warming much faster than the Atlantic Ocean in the transient simulations. In
the stabilized experiments, the Atlantic Ocean warming may catch up, causing this difference.
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We additionally look into the differences between low and high warming scenarios for the
CMIP5 and CMIP6 ensembles in Fig. 2.7. These do show some regions where the significance
of the change is different between scenarios. Differences here are important when considering
the implications of following a low emissions pathway, and in these bold region (covering large
parts of America and Africa), careful evaluation of the different scenarios should be performed
separately. The differences here are smaller than the single model differences in Fig. 2.6, probably
due to differing responses in models within CMIP5 and CMIP6. There are also only a few regions
which show notable changes which are consistent between CMIP5 and CMIP6, e.g. parts of in
central America, central Africa and New Zealand. Other regions have small differences or are
not consistent between CMIP5 and CMIP6.
CMIP6: SSP126 vs SSP585







Figure 2.7: Emission scenario difference for mean precipitation changes between cur-
rent climate and 1.5◦C . Differences between changes from the same modeling activity, com-
paring high and low emissions scenarios. These show SSP126 vs SSP585 for CMIP6 (top) and
RCP26 vs RCP85 for CMIP5 (bottom). The differences are calculated for percentage changes in
mean precipitation, comparing 1.5◦C to current climate. Regions with bold outlines are where
the significance or sign of the change is different between the scenarios.
Finally, the smaller difference in these scenarios for CMIP5 and CMIP6 in many regions may
be attributable to the low warming amount of 1.5◦C. The CMIP models are not in equilibrium
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by the time they reach 1.5◦C of global warming, even for the low warming scenarios, so the
comparison in Fig. 2.7 does not clearly represent an equilibrium vs transient climate in the same
way as in Fig. 2.6. In addition, the differing model responses and the small number of ensemble
members makes it difficult to identify any signal due to scenario differences for this analysis.
Again, this shows the value of the single model large ensembles used above.
2.5 Discussion and Conclusions
Uncertainty arising from differences between climate modeling activities is often ignored in
climate change studies and reports. As these studies form the basis for climate change policy,
‘method-uncertainty’ is essential for reliable confidence statements of precipitation change.
This article presents a statistical method to combine projected estimates of change from
multiple modeling inter-comparison projects. This involves producing a 5-95% confidence interval,
which is used to determine a statistically significant change. This approach has the advantage
that the uncertainty range is determined from the sampling uncertainty of each model and
the spread across different model changes, and does not rely on arbitrary thresholds such
as percentage of models that agree. We argue that using such a method and evaluating the
agreement between modeling intercomparison projects and the combined central estimate from a
range of different projects gives a quantification of the method-uncertainty.
This study shows the agreement in precipitation changes between five different modeling
activities. For mean precipitation, just over half of the regions have a significant change in
the majority of modeling activities for changes to 2◦C. In contrast, for increases in extreme
precipitation there are significant changes for the majority of the MIPs almost everywhere by
2◦C warming. Regarding the magnitude of possible changes, we also show that there is no single
modeling activity which captures the full range of changes estimated by the other MIPs in all
cases.
We note that drying is less confidently predicted than the wetting. Drying in mean precipita-
tion can occur while the extreme precipitation is increasing, which may obscure some of the signal.
Another consideration, is that the region definitions themselves may not enable identification of
drying on smaller spatial scales. The nature of precipitation as a positive quantity also sets an
upper bound on the possible amount of drying, particularly in already dry regions, which may
cause the wetting changes to overcome drying over larger regional averages. It is also possible
that the location of the drying regions is slightly different between models, and calculating a
multi-model mean results in a loss of signal (e.g., Knutti et al., 2010). Nonetheless, model spread
and disagreement across modeling activities need to be taken into account when evaluating risks
associated with these changes. More detailed seasonal level analysis of these regions also will
supplement these findings.
Furthermore, it is necessary to understand the sources of uncertainty in each of the modeling
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activities, and the method they use to determine future changes in climate. The CMIP5 and
CMIP6 projects provide a large structural sample by including many coupled ocean-atmosphere
models, but have limited numbers of simulations per model. The HAPPI project contains a
range of models and has large ensembles to reduce the sampling uncertainty, but only one
representation of possible sea-surface temperature change. UKCP18 is dominated by a single
model, but one which is from the latest generation of models and is higher resolution than
most models in the other MIPs, potentially capturing phenomena not resolved by coarser GCMs.
Finally HELIX contains two high-resolution atmospheric models, and spans a range of possible
sea-surface temperature trends estimated from different CMIP5 models. These factors contribute
to different effective degrees of freedom and reliability of each ensemble (e.g., Yokohata et al.,
2013), resulting in different estimates of uncertainty and ranges of possible future changes.
To help identify the most likely future changes, increasing the number of models gives a
better idea of all of the possible climate responses. In this method, including more samples
in the central estimate reduces the uncertainty by narrowing in on the forced change (where
models agree). However this does not necessarily remove the possibility of the true changes
being outside our confidence intervals, where there are outlier models. Unless there are physical
reasons to exclude a particular outlying model they should still be considered plausible scenarios.
We note that the multi-model ‘central estimate’ changes, represent the mean change in the
metrics considered and do not span the full model spread including outliers. For purposes of risk
assessments, worst case projections based on the full probability distribution of projections (e.g.,
Sutton, 2019, Quinn et al., 2013), should be used in addition to the ‘central estimate’. This can
take into account changes in variability and likelihood of particular extreme events occurring,
which is important for decision making. We note that combining projections of extremes from
atmosphere-only and coupled ocean-atmosphere model activities could be more problematic, as
the SST-forced simulations exhibit a smaller range of variability due to sampling a smaller range
of possible climate states [Fischer et al., 2018]. So a multi-MIP analysis of extreme weather
events may benefit from including a method of correcting variability (e.g., Bellprat et al., 2019) or
by restricting to similar model configurations (e.g. coupled model only).
In this study, we chose a methodology to produce the multi-model ‘central estimates’, which
does not account for model skill. Models have different biases and skill in representing historical
climate change. SST forced atmospheric models for example generally have lower biases than
coupled models [He and Soden, 2016], and model developers are constantly working to improve
their model’s performance which may result in differences between generations of models. Because
of this, it may be desirable to weight models, for example on their representation of different
aspects of current climate [Sanderson et al., 2017a, Shiogama et al., 2011, Knutti, 2010]. Including
model skill in the analysis could give greater (or lower) weighting to outlying results from models
that are better (or worse) at representing a specific phenomena. The approach of considering
all models equal is a limitation of our methodology, and exploring this further will add to the
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conclusions of this study.
In our analyses we consider the projections of each MIP equally plausible when combining
their estimates. In reality, the projections of specific MIPs are not equal and will have strengths
and weaknesses. However as it is common practice in the scientific literature to base their
conclusions on a single MIP, we combine these separate estimates without giving one higher
consideration than the others. Separate to how realistic the projections are, there are various
inter-dependencies between the MIPs. These can be due to including models with commonalities
(e.g. different generations of the same model or different models with shared components) [Knutti
et al., 2013]. In addition, the HAPPI and HELIX projects use SST projections based on output
from CMIP5 and UKCP18 also includes some results from CMIP5. When combining results from
different MIPs, adding additional independent data sources should increase the confidence of our
projections. However, the presence of common information could narrow the uncertainty range in
an unrealistic way by treating data with similar origins as independent sources. As such, the use
of the combined central estimate should be used to complement an evaluation of different MIPs
rather than replacing such an analysis. A future refinement of the methodology used here could
take into account factors such as the inter-dependence of the MIPs, skill of models within the
MIPs and abilities of the MIPs to sample a wide range of plausible future states. We expect that
such weighting of MIPs would modify the overall confidence ranges produced by this analysis,
however the details of this weighting is beyond the scope of this work.
Another limitation of combining results from different modeling activities is that the results
may be harder to interpret. The combined results do not have the same specificity regarding
the experimental design as results that are, for example, reflecting the trajectory of a single
future scenario. The combined central estimates presented here reflect possible changes to 1.5◦C
and 2◦C, but if there are differences important for policy reasons such as between transient and
stabilized climates (e.g., Zappa et al., 2020, King et al., 2020), this may necessitate considering a
smaller number of simulations that are relevant to the specific question at hand.
Use of single model large ensembles also has the potential to disentangle the uncertainty
due to differences in model responses and experimental design. In Fig. 2.6, we use two large
ensembles to show differences in precipitation response between transient and stabilized climate
scenarios. As more of these ensembles become available (e.g., Deser et al., 2020) they will be a
valuable tool for comparing results across MIPs with consistent model structures.
This study emphasizes that analyzing precipitation changes using a single MIP does not
fully take advantage of previous modeling work. The IPCC AR6 is likely to focus on results from
CMIP6 at the expense of previous activities, however this may over-estimate the confidence
in precipitation changes. Furthermore, in some cases, using CMIP6 on its own gives different
changes compared to other methods used here. Combining information from different modeling
activities will improve our understanding of confidence in the changes and where the uncertainty










USING A GLOBAL FLOOD HAZARD MODEL TO ESTIMATE CHANGES
IN FLOOD INUNDATION OVER THE
GANGES-BRAHMAPUTRA-MEGHNA RIVER BASIN
If climate model projections indicate increases in precipitation for a particular region, a question
that follows is: does that correspond to a change in flood hazard and what is the magnitude
of change. This chapter takes the method used in chapter 2 to combine climate projections
of precipitation, and uses these changes in a flood hazard modelling framework, as a way to
approach this question.
Here, the University of Bristol/Fathom global flood model is used to determine changes
of flooding (extent and water depth) for idealised floods occurring at 1 in 5, 1 in 20 and 1 in
100 years. Projections for flooding at 1.5◦C and 2◦C global warming are determined by scaling
present day river discharge, based on precipitation changes in climate model outputs. The use of
precipitation changes to scale river discharge is a first order approximation which disregards other
hydrological processes, however gives a good idea of possible magnitude of changes. Simulations
using hydrological modelling are investigated in subsequent chapters.
The content of this chapter has been published at Enhanced flood risk with 1.5◦C global
warming in the Ganges-Brahmaputra-Meghna basin in Environmental Research Letters [Uhe
et al., 2019]. The material here is essentially identical to that in the published paper, except
that the figures and tables have been renumbered to be consistent with the other chapters.
Supplementary material is included in Appendix B of this thesis.
Author contributions: Peter led the analysis and writing. Dann Mitchell, Paul Bates and
Chris Sampson assisted with determining the experimental design. Chris Sampson and Andy
Smith gave advice on the flood hazard modelling. Saiful Islam provided advice knowledge of the
local flooding in Bangladesh. All authors contributed to proofreading and editing the manuscript.
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3.1 Abstract
Flood hazard is a global problem, but regions such as south Asia, where people’s livelihoods are
highly dependent on water resources, can be affected disproportionally. The 2017 monsoon flooding
in the Ganges-Brahmaputra-Meghna (GBM) basin, with record river levels observed, resulted
in ∼1200 deaths, and dramatic loss of crops and infrastructure. The recent Paris Agreement
called for research into impacts avoided by stabilizing climate at 1.5◦C over 2◦C global warming
above pre-industrial conditions. Climate model scenarios representing these warming levels were
combined with a high-resolution flood hazard model over the GBM region. The simulations of
1.5◦C and 2◦C warming indicate an increase in extreme precipitation and corresponding flood
hazard over the GBM basin compared to the current climate. So, for example, even with global
warming limited to 1.5◦C, for extreme precipitation events such as the south Asian crisis in 2017
there is a detectable increase in the likelihood in flooding. The additional ∼0.6◦C warming needed
to take us from current climate to 1.5◦C highlights the changed flood risk even with low levels of
warming.
3.2 Introduction
In many regions around the globe, climate change is increasing the severity of damaging flooding
events [Pall et al., 2011, Schaller et al., 2016, Alfieri et al., 2017, Thober et al., 2018]. Flooding
in large rivers such as the Ganges-Brahmaputra-Meghna (GBM) system can affect millions of
people through damage to property, crops and livestock and risks to life. Globally, climate change
is expected to result in more rainfall, due to the ability of a warmer atmosphere to hold more
water [Clausius, 1850]. However, changes to local and regional rainfall are also impacted by a
number of factors such as topography, atmospheric composition (e.g. aerosols)[Levy et al., 2013,
Samset et al., 2018], land-use change [Luyssaert et al., 2014], ocean currents and atmospheric
circulation. So when evaluating the risk of severe storms and flooding, it is critical to look at
changes on regional scales.
The recent United Nations Framework Convention of Climate Change (UNFCCC) agreement
in Paris has committed to restricting warming levels to well below 2◦C and aiming for 1.5◦C above
pre-industrial levels [UNFCCC, 2015]. There has recently been a concerted effort to run climate
simulations designed to inform us of the impacts of 1.5◦C and 2◦C warming. Two initiatives have
designed climate simulations to represent 1.5◦C and 2◦C of global warming: 1) The Half a degree
Additional warming, Prognosis and Projected Impacts (HAPPI) project [Mitchell et al., 2017],
includes many atmospheric-only simulations using super-ensembles (> 100) and multiple models
to give a range of possible climate responses. 2) The ‘CESM Low Warming’ project [Sanderson
et al., 2017b], uses a single coupled atmosphere-ocean model to achieve climates stabilized at
1.5◦C or 2◦C of global warming, thereby providing a more complete sample of ocean variability
than HAPPI, but at the expense of smaller sample sizes. These simulations give decision makers
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more targeted information than more general initiatives, about the benefits of restricting the
level of global warming [Mitchell et al., 2016].
This study investigates flooding in the GBM river system which covers a wide area, through
Bangladesh, Bhutan, China, India and Nepal. Rainfall over the GBM system is dominated by the
monsoon season (June–September). Around 80% of Bangladesh is floodplain, with floods affecting
tens of millions of people occurring every six years or so [Dewan, 2015]. Any amplification of flood
hazard may have grave implications for the vulnerable and exposed populations in these regions.
Previous studies for the GBM have predicted increases in future peak river discharge [Ghosh
and Dutta, 2012, Gain et al., 2011, Alam et al., 2016, Pervez and Henebry, 2015, Masood et al.,
2015] and flood extent [Mirza et al., 2003]. Recent studies, [Mohammed et al., 2017, Alfieri et al.,
2017, Betts et al., 2018, Mohammed et al., 2018], looked at flood risk at 1.5◦C and 2◦C of global
warming, for changes to peak discharge of the Brahmaputra or global flood risk including the
Ganges-Brahmaputra. However, these used high emissions scenarios to determine 1.5◦C and 2◦C
of global warming.
The precipitation response for a given level of warming can differ between low and high
emissions scenarios [Mitchell et al., 2016] and between transient and stabilized climates. It has
been found that short duration extreme rainfall is constrained by the amount of global warming
[Pendergrass et al., 2015], however this may vary due to aerosols in areas with high levels of
pollution [van Oldenborgh et al., 2016]. Additionally, in the GBM, we consider longer duration
extremes which not may be as directly constrained by temperature. The targeted low warming
scenarios are designed to represent a stabilized climate, and avoid complications introduced by
determining specific warming levels from transient simulations rising to higher levels of warming.
The low warming scenarios also have lower aerosol levels than present day [Bellouin et al., 2011],
as projected for the end of the 21st century. These aerosol levels will differ significantly from
those in time slices at 1.5◦C and 2◦C, from high emissions scenarios, as these will occur earlier in
the 21st century. So results from these experimental designs will differ where aerosols play an
important role.
Determining flood impacts requires a non-linear transformation of river discharge using
a hydrodynamic model because the floodplain topography and channel-floodplain hydraulic
interactions included in such schemes may either amplify or dampen the flooding response to
changing discharge. We therefore extend previous studies by analyzing flood inundation using a
high resolution hydraulic model to represent the possible change in flood risk, based on these low
warming scenarios.
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3.3 Methods and Datasets
3.3.1 HAPPI atmospheric simulations
Simulations were used from the HAPPI project: atmosphere-only climate simulations, forced by
sea-surface temperatures (SSTs), sea-ice concentration (SIC) and green-house gas concentrations.
SSTs and SIC were from the OSTIA observational dataset [Donlon et al., 2012] for current day
(Hist) simulations (2006-2015), and SSTs from the Coupled Model Intercomparison Project Phase
5 (CMIP5, Taylor et al. [2012]) output were used to estimate the future scenarios corresponding
to 1.5◦C and 2◦C global warming above pre-industrial conditions, at the end of the 21st century
[Mitchell et al., 2017]. Large ensembles were produced by running simulations with different
initial condition perturbations. Seven models were used for this analysis (Table B.2), and most of
the models had around 100 simulations or more for each of the scenarios (Table B.3).
3.3.2 CESM-CAM5 low warming simulations
Simulations using the CESM-CAM5 coupled climate model were designed using specific GHG
concentration pathways, to stabilize temperatures at 1.5◦C and 2◦C global warming above pre-
industrial conditions by 2100 [Sanderson et al., 2017b]. These simulations cover 2006–2100, and
are continuation runs of 11 CESM-CAM5 historical simulations (1920-2005) [Kay et al., 2015]
run as per the CMIP5 design [Taylor et al., 2012]. For current day climate, the 2006–2015 decade
from the 2◦C simulations was analyzed, to match the time period of the HAPPI current day
simulations. The 2090–2099 decade was analyzed for the future scenarios.
3.3.3 Climate Data Analysis
Area averages over the GBM river basin were calculated from climate model outputs. The basin
definitions were identified based on the HydroBasins dataset [Lehner and Grill, 2013]. For each
model, years from different ensemble members were pooled for analysis, resulting in a large
number of years representing the historical, 1.5◦C and 2◦C worlds in each model (10 years per
simulation multiplied by number of ensemble members as per Table B.3). Values such as ensemble
means were calculated across the distributions of years and ensemble members. Observational
datasets were used for model evaluation (see Table B.4).
We primarily analyzed the yearly maximum of monthly rainfall (RXmonthly). This is because
the characteristic duration of rainfall event resulting in the largest flooding events in the GBM
is on the order of a month or longer, so this variable was chosen as a proxy for the change in
river discharge in the GBM (see section 3.3.5). We also looked at yearly average precipitation and
yearly maximum of 5 day mean rainfall (RXx5day), which is a standard climate change index
defined by the Expert Team on Climate Change Detection and Indices [Karl et al., 1999, Sillmann
et al., 2013]. RXx5day represents extreme rainfall connected to flooding in small catchments or
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tributaries. We validated the seasonal cycle of precipitation and monsoon winds in the region for
each of the models.
The climate models have precipitation biases, (compare ‘OBS/Reanalysis’ with ‘Hist’ in
Fig. 3.1a,b), with the majority of models over-predicting the peak rainfall. Some of the models
also tend to simulate an early monsoon onset compared to observed (Fig. 3.2). We additionally
note that the observational datasets have limitations. There are differences between precipitation
observation datasets (Fig. 3.1a,b), and it has also been suggested that high-altitude precipitation
(such as over the Himalayas), may be significantly underestimated in observations, due to poor
coverage of stations and underestimation of solid precipitation, [Ménégoz et al., 2013, Immerzeel
et al., 2015].
Our projection of future changes in flooding is based on precipitation changes in the climate
models, rather than the absolute conditions in those models. The response of precipitation to
climate change predicted by the models is based on physical mechanisms, which may represent
the relative increase or decrease in precipitation even in the presence of biases. We concentrate
our analysis on the basin scale, to reduce the influence of small scale effects, which the models
have difficulty representing. Bias-correction, can be applied to remove biases in the mean (and
variability), but should leave the relative change in precipitation unchanged. However, this is not
always the case for changes in extremes [Cannon et al., 2015], so bias-correction methods need to
be applied with caution. We analyze scaling factors based on the relative change in precipitation,
and do not apply bias correction for this study.
As the Asian monsoon drives the majority of precipitation over the GBM region, it is important
that the climate models represent the monsoon circulation. Separate analysis including most of
the HAPPI models used here has been made for the Asian monsoon precipitation [Chevuturi et al.,
2018, Lee et al., 2018] and specifically for monsoon onset and length [Saeed et al., 2018]. These
studies determined that the HAPPI models capture the Asian monsoon circulation sufficiently
to investigate future changes in precipitation. Chevuturi et al. [2018] showed an increase in
both intensity and frequency of extreme precipitation in the region, and increases in particularly
damaging persistent rainfall extremes in northern India. An evaluation of the large scale 850hPa
winds for each model, and its change between scenarios, is shown in Fig. 3.3. The models have
varying biases in the monsoon winds, although MIROC5, with the highest precipitation, has a
notable strengthening of the monsoon winds relative to the ERA-Interim reanalysis. The patterns
of change in the monsoon circulation vary between between 1.5◦C - ‘Hist’, and 2◦C - 1.5◦C, and
vary between models, which is consistent with Lee et al. [2018], who additionally concludes that
the precipitation change is dominated by the thermodynamic response and changes related to
circulation are more uncertain.
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pr yearly max of monthly average: change in ensemble mean
Figure 3.1: Distributions of precipitation averaged over the GBM basin. a) shows boxplots of
RXmonthly for each of the models and also observations. b) as per a), but showing RXx5day,
c) percentage changes in ensemble mean RXmonthly, between the different scenarios ‘1.5 -
Hist’, ‘2C - Hist’, and ‘2C - 1.5C’. Error bars show the 5-95% range of sampling uncertainty
in the ensemble mean change, based on randomly resampling each distribution 1000 times.
Color indicates additional measures of significance: Red symbols indicate the distributions of
simulated years are not distinguishable between the two scenarios compared, based on a two
sided Kolmogorov-Smirnov test at p=0.05. For the other colors, there is a detectable difference
between the distributions. Additionally, blue and yellow symbols give an idea of the magnitude of
change relative to year-to-year variability. Blue or yellow symbols indicate whether the proportion
of ensemble members which change in the same direction as the mean is greater or less than
67%. The first panel of c) shows the multi-model summary which does not used color to indicate
significance. OBS/ Reanalysis datasets are defined in Table B.4
48
3.3. METHODS AND DATASETS
Figure 3.2: Seasonal cycle of precipitation averaged over the GBM basin. Each model is shown
in a separate panel. Two observational products (CRU-TS and GPCC), defined in Table B.4, are
shown in the left-most panels.
3.3.4 Flood Hazard Model simulations
Flood hazard was estimated by the use of the Bristol global flood model [Sampson et al., 2015]. In
this modelling framework, calculations of flood extent are performed with an implementation of
the well-known LISFLOOD-FP flood inundation model [Bates et al., 2010]. LISFLOOD-FP is a
hydraulic model, solving the 2-dimensional shallow water equations. This configuration of the
model uses a recently published bare-earth version of the Shuttle Radar Topography Mission
(SRTM) global elevation database (MERIT DEM, Yamazaki et al. [2017]), and global river and
catchment hydrography from HydroSHEDS [Lehner and Grill, 2013] to determine catchment
areas and channel locations. It applies a Regional Flood Frequency Analyses (FFA) [Smith et al.,
2015] using global data for river discharge (Global Runoff Data Centre (GRDC) dataset) and
rainfall. In this approach, river hydrographs for locations not included in the GRDC dataset were
estimated based on distributions from rivers with similar characteristics. For this study, the FFA
based on global data was adjusted using gauge data from the Ganges and Brahmaputra rivers to
represent the local discharge more accurately.
A limitation of the MERIT DEM used by the hydraulic model, is that it does not include flood
defenses. For example the western banks of the Brahmaputra are protected by embankments
from Chilmari to Sirajganj, so flood extents simulated by the model will differ with observations
in these areas.
This model has previously undergone extensive validation for catchments in the UK and
Canada [Sampson et al., 2015], and in the USA [Wing et al., 2017]. They found that the model
performance approaches the skill expected by models built with high quality local data, and that
the model performs better for wet regions and rivers with larger catchments [Wing et al., 2017].
The improved MERIT DEM dataset used in this study may also improve the model performance
(compared to SRTM topography used in Sampson et al. [2015] and Wing et al. [2017]). We
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Figure 3.3: Figures showing JJA average 850hPa winds. a) ERA-Interim winds and differences
between each model and ERA-Interim for 2006-2015 period, b) Difference between 1.5◦C and
‘Hist’ scenarios for each model, c) Difference between 2◦C and 1.5◦C for each model. All data was
interpolated to a common 2 degree horizontal resolution grid before plotting.
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evaluate the performance of the model along a stretch of the Brahmaputra river in section 3.4.2.
For this paper, new simulations were performed over the region 21–31N, 84–94E. The hy-
draulic model simulated flood inundation at 30 arc second (∼ 900m at the equator) resolution,
which was downscaled to the MERIT DEM at 3 arc second resolution. The model simulates
fluvial flooding in catchments above ∼50km2. For this study, flood hazard for return periods
of 1 in 5, 1 in 20 and 1 in 100 years were calculated. This covers a large portion of the GBM
basin, including the whole of Bangladesh. Firstly a ‘baseline’ simulation was calculated using
observed distributions of current river discharge and rainfall, and secondly simulations were run
with scaled river discharge to represent changes due to global warming. Changes in flood area
and flood depth, between the baseline and future scenarios, were analyzed over the region and
additionally over the sub-basins Ganges, Brahmaputra and Meghna (regions shown in Fig. B.1).
3.3.5 Scaling discharge from future scenarios
To determine scaling factors based on the global warming scenarios, the change in RXmonthly
was used as a proxy for the change in river discharge. This was chosen as we are interested in
the peak flows, and in the GBM system the highest floodwaters due to the monsoon rains build
up over a period of at least a month. This metric represents the change in precipitation driving
flooding events, however we note that this does not take into account, evaporation or catchment
hydrology, which may cause discharge to scale differently to the change in precipitation. This
may also vary by return period, for example Table 3 in Mohammed et al. [2017], however these
numbers have large uncertainty ranges (e.g. Fig 5. in Mohammed et al. [2018]). Furthermore, a
comparison of precipitation and runoff for models used in this study, show consistent changes
between these two variables (Fig. B.3). As discharge results from the accumulation of runoff,
this gives us confidence in our proxy as an approximation of future change. The advantage of
this simple approach is that it does not rely on potentially problematic bias correction methods,
or hydrological modeling that may be under-constrained due to sparse observations and hence
introduce a greater level of uncertainty.
We determined the percentage change in RXmonthly, between the current day climate
and 1.5◦C and 2◦C worlds, averaged over the GBM basin. The ensemble mean was calculated
separately for each of the 8 models considered (7 HAPPI models and CESM). A weighted average
taking into account the sampling uncertainty and model spread was used to produce a best
estimate (referred to as the Multi-Model Summary, see Appendix B.3). The best estimates were
7.0±3.6% and 10.7±4.7%. The best (medium) estimates along with the upper (high) and lower
bound were used to scale the baseline/present day precipitation and river discharge in the
hydraulic model for the future scenarios.
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3.4 The 2017 flooding event in the GBM basin
High rainfall in the monsoon season in South Asia caused particularly severe flooding in 2017.
This flooding was reported to have killed over 1200 people in India, Nepal and Bangladesh, and
millions were evacuated or otherwise affected [Aljazeera, 2017, Guardian, 2017]. In Bangladesh,
over 6.1 million people were affected with a death toll of at least 134 [Floodlist, 2017, Aljazeera,
2017]. The high impact of this event makes it a relevant case study to evaluate the skill of the
hydraulic model in simulating inundation extent from a recent event. The following section
describes the peak level of the Brahmaputra river in August 2017, and a comparison showing the
skill of modelled inundation extent against satellite observations.
3.4.1 Peak river level measured at Bahadurabad
On the 16th of August, the Brahmaputra recorded a record high level of 20.84m at Bahadurabad.
However, an analysis of river discharge at this station shows that despite being a record river
level for this particular gauging site, the discharge for this event (78,500 m3s−1, measured on the
17th of August) was only a 1 in 5 year return period flow (95% confidence interval 3–9 years).
Other than the uncertainty in discharge measurements, the discrepancy between the return
periods for river level and discharge at Bahadurabad is most likely explained by very local
changes in the river channels from sedimentation and construction of flood embankments. The
relationship between discharge and river height is a local effect around the gauge as a result
of erosion and deposition as mobile sediment waves move through the system. However at the
reach scale that we consider here these local variations will cancel out and our overall estimates
of the impact of increasing flows on inundation extent will be reasonable ones. The discharge
return period for this event is used for the following comparison, as discharge is used to drive the
hydraulic model.
3.4.2 Representation of 2017 event in the flood hazard model
Because ground based measurements of flood extent do not exist at the resolution of the flood
model, we compared flood extent from the model with estimates from two satellite products: 1)
Copernicus Sentinel-1 Synthetic Aperture Radar (SAR) data and 2) the Joint Research Centre
Global Surface Water (GSW) dataset [Pekel et al., 2016], which is produced from Landsat imagery.
The Sentinel data at ∼10m resolution was processed and water bodies were detected based on the
backscatter amplitude (Appendix B.1). SAR products can penetrate clouds, so the Sentinel-1 data
can give a snapshot of inundation extent. The GSW dataset provides a flood recurrence product
at ∼25m, based on many images over the 1984-2015 period.
The 1 in 5 year modeled hazard was compared over a region downstream of the Bahadurabad
gauge (89–90E 24.4–25.2N, Fig. B.2). We compared this against a single Sentinel-1 image from
22 August 2017. This is not exactly like-for-like, as the flood model uses a 1 in 5 year discharge
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everywhere, whereas the actual flow in different river segments will be greater or lower depending
on local conditions. We also compared against flood recurrence greater than 20% (5 years) in the
GSW dataset.
Detection of flood extent in satellite data is not exact, both false positives and missed detection
are possible. For example, in SAR data, smooth surfaces such as roads or mud flats may in some
cases be classified as water, water roughened by wind may be classified as land, and flooded
areas covered by vegetation may not be detected due to backscatter effects. Topographical shadow
effects may cause false positives as well. Some of these effects, such as topographical shadows,
can be corrected by the image processing, but this is still not a perfect representation of the
ground situation. The GSW dataset will also not detect bodies of water obscured by vegetation,
and persistent cloud cover may cause short duration flooding events to be missed.
Fig. 3.4a-b) compares model flooded regions with satellite data, at the satellite’s resolution.
The flood model captures a large proportion of the complicated braided river structure and flood
plain. Fig. 3.4a shows the modeled fluvial flood extent against the Sentinel data for 2017. As only
∼ 7% of the catchment areas reside in Bangladesh, we expect the fluvial flooding to drive the
majority of the flooding. On the flood plain to the east of the river, the modeled fluvial flooding
under-predicts the Sentinel flood extent (Fig. 3.4a). Fig. 3.4b shows the modeled fluvial flooding
against the GSW flooding. The model shows better agreement with the GSW dataset than the
Sentinel image. This may be either to do with the nature of the different instrumentation and
processing picking up different types of flooding or because the the GSW data is a recurrence
product which more closely represents the 1 in 5 year maximum extent as the model does,
compared to the Sentinel data which is a snapshot of flooding on 22 August 2017.
In the region to the west of the river, the model is over-predicting the observed event. This is
probably because the western bank of the Brahmaputra river is protected by an embankment that
is not represented in the MERIT-DEM and therefore not in the model. In addition, the hydraulic
model simulates a 1 in 5 discharge in all river segments in the domain, so this comparison is less
valid in other parts of our domain which may have a different return period for 2017.
Metrics representing this comparison were calculated over this region. Using the Critical
Success Index (see Wing et al. [2017], Appendix B.2) the model fluvial flood extent has a score
of 0.47 for GSW and 0.36 for Sentinel. This shows lower performance than shown in Wing et al.
[2017] and Sampson et al. [2015]. As matching the higher resolution satellite data is a very
difficult test we also calculated the absolute fractional error between data aggregated to larger
scales (Fig. 3.4d), with errors of 0.22 (Sentinel) and 0.16 (GSW) at 100m, reducing to 0.13 and
0.15 respectively at 5km.
Given this < 15% error in fractional flooded area at 5km, we conclude that the model is fit for
the the sub-basin scale relative change analysis which we perform here. The hydraulic model is a
physically based model, and is mass and momentum conserving. So the evaluation of the 1 in 5
year event gives us confidence that the relevant physics and the topography is well represented
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Figure 3.4: Satellite data vs model: a) comparison of model 1 in 5 year fluvial flooding vs Sentinel
flooding from 2017-08-22. b) comparison of 1 in 5 year flood extent, model fluvial flooding vs
GSW. c) Absolute fractional error and bias between model and satellite flood areas aggregated to
different scales.
by the model and a greater return period of river flow will result in a realistic flood inundation
for the 1 in 20 and 1 in 100 year events.
3.5 Changes in flood risk at 1.5◦C and 2◦C warming
3.5.1 Simulated mean and extreme precipitation in the GBM
Changes to GBM precipitation are shown for RXmonthly in Fig. 3.1c. All except for one of the
models shows a wetter climate in the future scenarios, and in the 2◦C simulations, greater than
two-thirds of years are wetter than the mean in the current climate, for all except two of the
models. ECHAM6-3-LR shows a small drying to 1.5◦C, but an increase between 1.5◦C and 2◦C.
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Similar but slightly higher changes are seen for RXx5day (Fig. B.4) and lower changes for yearly
precipitation (Fig. B.5), showing a greater wetting change for shorter duration events. Fig. 3.1c
gives estimates for the ensemble mean change, which in general may differ from the changes
of higher return period events. However, in this study, changes for different return periods are
consistent within the sampling uncertainty and there is no systematic trend of higher or lower
scaling of precipitation at higher return periods (Fig. B.6). We additionally note that using the
ensemble mean may result in underestimating the uncertainty as the sampling uncertainty
increases for higher return periods.
In all of the models apart from CAM4-2degree, the 1.5◦C - ‘Hist’ change is greater than
the 2◦C - 1.5◦C change. This is partly because the global warming from historical to 1.5◦C
is greater (∼0.6◦C) than between 1.5 and 2◦C (0.5◦C). Comparing the RXmonthly change per
degree of warming (Fig. B.7)), half of the models still show a greater change for 1.5◦C - ‘Hist’,
however the other models show no-change or a smaller change, so there are non-linear changes
between scenarios which vary between the models. These differences may be due to the removal
of suppressive effect of rainfall between ‘Hist’ and 1.5◦C, and varying representations of aerosols
in the model. The patterns of circulation changes also differ between 1.5◦C - ‘Hist’ and 2◦C - 1.5◦C
in all of the models (Fig. 3.3), so different mechanisms may be dominating in the different models.
3.5.2 Changes in flooding
Flood hazard maps were produced using the hydraulic model for the baseline period and low,
medium and high estimates for the 1.5◦C and 2◦C scenarios. The changes in flooded area over
the region are shown in Fig. 3.5.2a,b for the medium estimate of the 1.5◦C scenario for 1 in 5
and 1 in 100 year flood hazards. A zoomed in section shows the area around Dhaka. The 1 in 5
year hazard has a much smaller flood extent than the 1 in 100 year hazard, but crucially the
change in additional area flooded between 1.5C and the baseline (red regions) is considerably
larger for the 1 in 5 year hazard than the 1 in 100 year hazard, highlighting the importance of
changes in these frequently occurring events. The changes to the depth of flood waters for the
same simulations are shown in Fig. 3.5.2c,d with large areas increasing flood depth by 20cm and
smaller areas increasing by 50cm or more. The medium 2◦C scenario shows incrementally larger
changes compared to the 1.5◦C scenario, in both flood area and flood depth (Fig. B.8).
The changes in flood extent were aggregated over three sub-regions representing the Ganges,
Brahmaputra and Meghna basins. These are shown in Fig. 3.6 for each of the scenarios and 1 in
5, 1 in 20 and 1 in 100 year flood hazard. The more frequent (less severe) flood hazards, show
greater percentage increases in flood extent than the more extreme flooding events. This may be
expected by the nature of river valleys as lower, flatter areas will flood in the less severe events.
However, when the flood waters reach steeper areas in more extreme events, the relative increase
in area will be less for a given change in water level. The relative change in the 1 in 5 year
flood area (Fig. 3.6, blue and red bars) is greater than the corresponding relative precipitation
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Figure 3.5: Simulated changes in flood extent and depth between 1.5◦C and the baseline. (a) and
(b), change in flood extent due to fluvial flow, for 1 in 5 year and 1 in 100 year hazards respectively.
Regions are separated into ‘Land’ (not flooded), ‘Flooded baseline’ and ‘Flooded 1.5C’ (additional
areas of flooding), and ‘Water body’ (permanent water). (c) and (d), change in flood depth due to
fluvial flow, for 1 in 5 and 1 in 100 year hazards respectively. All panels show the change in the
‘medium’ 1.5◦C scenario compared to the baseline simulation.
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Figure 3.6: Aggregated changes in flooded area for three sub-basins. Changes in flooded area
relative to baseline flooded area for each scenario, for 1 in 5, 1 in 20 and 1 in 100 year flood hazard.
Changes are shown over the three sub-basins Ganges, Brahmaputra and Meghna (Fig. B.1). The
medium estimate is shown as a dot; low and high estimates are shown by the extent of the error
bars. The shaded area marks the range in percentage change in precipitation between the low
and high estimates for the 1.5◦C (blue) and 2◦C (red) scenarios.
change (blue and red shading). There are small differences between the basins, but the relative
change in flood area consistently decreases for the 1 in 20 and 1 in 100 year floods. The 1 in 100
year flood area in the Ganges and Brahmaputra rivers show a smaller change than the relative
precipitation change.
Fig. 3.6 shows the percentage area relative to the baseline flood increase, however the absolute
change in area does not show a consistent trend with the return period of the event (Fig. B.9).
We also note that the 1 in 100 year events experience a greater change in flood depth, so these
particularly extreme events may become more destructive due to higher flood waters, even
without the flooded area increasing dramatically.
3.6 Discussion
The Paris Agreement calls to restrict global warming to well below 2◦C and aim for 1.5◦C. The
simulations used here reflect those goals and may give different results to evaluating 1.5◦C and
2◦C in high emission scenarios such as used for CMIP5. The climate models employed here show a
significant trend of increasing rainfall in the GBM for all except one of the models analyzed. This
trend is stronger for extreme rainfall than average rainfall which has implications for flooding.
Even at a low level of global warming of 1.5◦C, the wetting signal in the GBM is clear, and given
it’s proximity to densely populated regions, this translates to increased flood risk. There is also a
statistically significant increase in monsoon precipitation between 1.5◦C and 2◦C despite there
being overlap in the uncertainty ranges of changes from present day to 1.5◦C and 2◦C (Fig. 3.1c).
This shows there is a clear benefit in reducing flood risk by keeping temperatures to the lower
target.
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The precipitation change between current climate and 1.5◦C is greater than the change
between 1.5◦C and 2◦C. However, due to experimental design, less of the models show this trend
for change in precipitation per degree of warming. The design of the low warming experiments
also results in greater aerosol change between Hist and future climates, than between 1.5◦C and
2◦C, which may not be the case in high emission scenarios.
In addition to aerosol influence, there may be non-linear changes in the monsoon circulation
in this region, which are uncertain based on climate model projections (see Fig. 3.3 and Lee
et al. [2018]). The model mean signal in precipitation may be dominated by the thermodynamic
response, with differences between models due to the representation of changes in the monsoon.
There are advantages and limitations in different modelling setups. Coupled atmosphere-
ocean models (e.g. CESM-CAM5) sample a wide range of possible ocean variability, and at-
mosphere only models (e.g. HAPPI) may underestimate this variability [Fischer et al., 2018].
However the use of prescribed SSTs also reduces problematic biases present in coupled models
[He and Soden, 2016]. In this study, having consistent projections from both type of models gives
us greater confidence that our conclusions are not skewed by the choice of experimental design.
Increased river flow is expected to have a more noticeable impact on the flood extent for less
extreme events. This non-linear response of the flood area to the change in river flow highlights
the importance of the floodplain topography. Modeling only the change in precipitation or river
discharge may therefore be misleading. Using a hydraulic model to map inundation extent is
needed to convey the full impacts of climate change on floods.
This study applies a scaling factor to river discharge based on the modeled changes in
precipitation. This is a simplification assuming the leading order effects related to flood hazard
are from the direct precipitation response. It also assumes that the shape of distributions of
discharge do not change with global warming, which would change the relative magnitudes of
floods at different return periods. However, any changes in the shape of the distribution are highly
uncertain and are not supported by our climate simulations (Fig. S6). This approach also doesn’t
take into account all of the catchment hydrology that contributes to river flow and there are there
are influences from changes in temperature, glacial melt and rainfall-runoff processes. However,
we find that that for the subset of climate models where runoff is calculated, the runoff scales very
similarly to precipitation (Fig. B.3). There are also uncertainties modeling river flow, especially in
data sparse regions such as the GBM. So this approach avoids introducing additional uncertainty
and complexity, with the caveat that we are attributing changes in flood risk to changes in
precipitation only and not other catchment effects. In addition, the use of RXmonthly for our
proxy is most relevant to the downstream river sections as flooding in upstream catchments will
have a faster response time. Our analysis showed that for shorter events (e.g. RXx5day), the
climate change influence is stronger, so RXmonthly is a conservative choice.
Another significant contributor to river flow in this region is glacier melt. In the upper sections
of the Ganges and Brahmaputra, glacial melt contributes about 11% and 16% of average runoff
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respectively (see Table S7 in Lutz et al. [2014]). For the Upper Brahmaputra, this increases to
around 20–25% during months of peak flow (Fig. S6 in Lutz et al. [2014]). In the near future,
glacier melt may have a small increase (scenario dependent), however after 2040–2050, glacier
melt is projected to decline [Kraaijenbrink et al., 2017, Lutz et al., 2014, Immerzeel et al., 2013,
Shea and Immerzeel, 2016]. This is a result of a balance between increased melting rates at
warmer temperature and reduced glacier mass. Following this, in the scenarios stabilized at
1.5◦C or 2◦C around the end of the 21st century, the contribution of glacier melt to river flow
would be expected to be slightly reduced compared to present day.
The population in South Asia is highly reliant on water resources for subsistence agriculture,
and is strongly impacted by floods. We show a clear anthropogenic signal in precipitation change
in the GBM basin and a subsequent response in flood area at 1.5◦C and 2◦C warming. The relative
change in flood extent varies with event intensity which is important to note for adaptation
measures. This study shows the use of precipitation changes to scale river discharge is a justifiable
approximation to gauge the sensitivity of flood hazard. For future studies, it will be important to
investigate a wide range of river systems in depth to see what, if any, change is discernible due to











DEVELOPING A MODEL CASCADE FOR SIMULATING FLOOD HAZARD
The analysis in chapter 3, linking climate change to flood hazard, was based on a simple scaling of
discharge by precipitation changes. Thus to include more hydrological processes, the next logical
step is to use rainfall-runoff and river routing models which can take climate model outputs
to estimate changes in river discharge. Furthermore, the work in this chapter produces a full
model cascade from meteorological inputs to flood hazard. The model cascade can be used to
estimate present day flooding when driven by observations, or future flood hazard when driven
by climate model outputs. Hence, this model framework is the basis of the evaluation of future
flood exposure over Bangladesh, which is carried out in chapter 5.
This chapter documents and evaluates the modelling work going into the flood cascade
development. The framework here is a globally applicable method for simulating high resolution
flood hazard from large scale meteorological inputs. For the evaluation, the hydrological modelling
is applied over the Ganges-Brahmaputra-Meghna region and the flood inundation modelling is
applied over a stretch of the Brahmaputra river in Bangladesh.
The content of this chapter is under review in Geoscientific Model Development Discussions,
titled Model cascade from meteorological drivers to river flood hazard: flood-cascade v1.0 [Uhe
et al., 2020]. The material here is essentially identical to the revised version submitted after the
first reviews and open discussion. However, the figures and tables have been renumbered to be
consistent with the other chapters. The appendix is included as Appendix C of this thesis.
Author contributions: Peter, Dann Mitchell and Paul Bates conceived the study. Peter con-
ducted modelling and analysis. Nans Addor assisted with FUSE modelling. Jeff Neal assisted with
LISFLOOD-FP modelling. Hylke Beck assisted with meteorological forcing data and parameter
regionalisation. All authors contributed to interpreting analysis and writing of the manuscript.
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4.1 Abstract
Riverine flood hazard is the consequence of meteorological drivers, primarily precipitation,
hydrological processes and the interaction of floodwaters with the floodplain landscape. Modeling
this can be particularly challenging because of the multiple steps and differing spatial scales
involved in the varying processes. As the climate modeling community increases their focus on the
risks associated with climate change, it is important to translate the meteorological drivers into
relevant hazard estimates. This is especially important for the climate attribution and climate
projection communities. Current climate change assessments of flood risk typically neglect key
processes, and instead of explicitly modeling flood inundation, they commonly use precipitation
or river flow as proxies for flood hazard. This is due to the complexity and uncertainties of
model cascades and the computational cost of flood inundation modeling. Here, we lay out a clear
methodology for taking meteorological drivers, e.g., from observations or climate models, through
to high-resolution (~90 m) river flooding (fluvial) hazards. Thus, this framework is designed to be
an accessible, computationally efficient tool using freely available data, to enable greater uptake
of this type of modeling.
The meteorological inputs (precipitation and air temperature) are transformed through a
series of modeling steps to yield, in turn, surface runoff, river flow, and flood inundation. We
explore uncertainties at different modeling steps. The flood inundation estimates can then be
related to impacts felt at community and household levels to determine exposure and risks from
flood events. The approach uses global data-sets and thus can be applied anywhere in the world,
but we use the Brahmaputra river in Bangladesh as a case study in order to demonstrate the
necessary steps in our hazard framework. This framework is designed to be driven by meteorology
from observational data-sets or climate model output. In this study, only observations are used to
drive the models, so climate changes are not assessed. However, by comparing current and future
simulated climates, this framework can also be used to assess impacts of climate change.
4.2 Introduction
Flooding is a natural phenomena which is a part of the lives of many people around the world.
Flood waters can be important in depositing nutrients and encouraging plant growth on flood-
plains [Johnston et al., 1984, Ogden and Thoms, 2002]. Conversely, they are also hugely damaging,
causing thousands of lives lost and billions of dollars of damage [Wallemacq and House, 2018,
Guha-Sapir et al., 2016]. Most inland floods are driven by precipitation events but culminate
from the interaction of factors such as soil-moisture, evaporation, river channel routing and
floodplain dynamics. It is these non-linear interactions which determine the ultimate magnitude
of the resulting flood hazard [Sharma et al., 2018, Grimaldi et al., 2019]. The flood impacts are
furthermore the result of the exposure and vulnerability of populations.
The hydrological cycle is being altered due to the influences of climate change. So making
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flood inundation models more accessible for use in climate change impacts studies is an important
step for future research. The approach presented here is designed to enable more robust flood
inundation estimates using climate model outputs, over larger regions. This study focuses on
describing the model framework and evaluating its performance against past observations of
river flow and flood inundation. The model framework is compatible with climate model outputs,
which use the same data format as gridded meteorological data. However, we do not include
climate projections here, which will be covered in a future study.
The use of modeling cascades to produce flood hazard estimates is not a new concept. However,
there are still limited number of studies designed to investigate climate change using high reso-
lution (< 1km) flood inundation models. Studies which have combined climate change projections
with high resolution flood inundation modeling have been small-scale case studies [e.g., Ranger
et al., 2011, Schaller et al., 2016, Hattermann et al., 2018], or used global flood hazard models
[e.g., UNISDR, 2015, Alfieri et al., 2017, Winsemius et al., 2013, 2016, Hirabayashi et al., 2013,
Ikeuchi et al., 2015]. We note that these global flood hazard models have limitations, and (with
the exception of Alfieri et al. [2017]), flood hazard is simulated at coarser resolution (10–30 km),
then downscaled to resolutions of 1 km or less, rather than hydraulically simulating flooding
at the smaller scales. Hence these coarser models are not able to represent the smaller scale
floodplain dynamics and connectivity.
Relevant to the goal of regional scale flood modeling at high resolution, large scale hydrological
models have also been coupled to flood inundation models and these also have the capability of
being driven by climate model outputs. For example, model cascades have been run over the Ohio
river basin in the USA [Rajib et al., 2020], the Elbe river basin in Germany [Falter et al., 2016]
and the Murray Darling basin in Australia [Grimaldi et al., 2019]. One key thing to note with
these approaches is that they used large numbers of river discharge stations for the calibration
of their hydrological models. This is a successful approach where good quality observations are
available, however this is not as easily applicable in poorly gauged regions or for global studies. In
those situations, parameter regionalization, where model parameters determined in catchments
with high-quality observational data are used to model other catchments which have similar
characteristics [Kokkonen et al., 2003, Beck et al., 2016] may be more appropriate. Another
model framework, GLOFRIM [Hoch et al., 2017, 2019], approaches this problem by driving
high resolution flood inundation models, run over small regions, by global hydrological model
simulations. The framework presented here uses similar principles, however has a different
focus of improving the hydrological simulations using parameter regionalization, aligning the
models by using consistent river network and topography data, and improving the river channel
bathymetry used by the flood inundation model.
Despite the importance of flood risk, many other climate change impact assessments focusing
on flooding have not explicitly modeled flood inundation, and instead look at changes in extreme
precipitation alone or at changes in river flows. Firstly, it is common to relate future projections of
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precipitation, simulated by climate models, with flood risk [Frame et al., 2020, Lin et al., 2018, Cho
et al., 2016, Betts et al., 2018]. In particular cases, precipitation can be a good proxy for pluvial
flooding caused by short-duration, small-scale intense rainfall [Frame et al., 2020]. However,
more generally, changes in flood events cannot be directly inferred from changes in precipitation
alone, as factors such as antecedent conditions (e.g., soil moisture) and channel routing effects
also influence the catchment response to climate change [Sharma et al., 2018]. Secondly, many
studies used hydrological models to quantify water resources and flood risk and assessed how
they may change under different climate change projections [Lehner et al., 2006, Dankers and
Feyen, 2008, Mohammed et al., 2017]. Most of these studies, however, linked simulated runoff or
river discharge to flood risk without explicitly simulating flood inundation. This is informative
with regards to the chance of a river flooding somewhere, but not for estimating the risk of specific
properties flooding, which can only be done using flood inundation models.
Because of these considerations, a global modeling framework that produces a cascade
from meteorological information of a precipitation event through to hydrological modeling and
high resolution flood inundation modeling steps is very valuable. Here we propose a method
for modeling each of the key steps using global, publicly available data-sets in a consistent
manner. This allows the production of flood inundation simulations anywhere in the world at high
resolution (up to 90 m), even where there are sparse observations of precipitation and river flows.
For this study, we construct a model framework for simulating fluvial flooding over the Ganges-
Brahmaputra-Meghna (GBM) river basins. This is a large and complex trans-boundary river
system, passing through parts of India, China, Nepal, Myanmar and the whole of Bangladesh
where it flows into the Bay of Bengal.
Figure 4.1 shows a schematic of the modeling steps used to translate meteorological informa-
tion into flood inundation information that is relevant to impacts on different sectors of society. A
corresponding example of output from the modeling chain for a flood event in a small catchment
is shown in Fig. 4.2. The modeling steps in this framework are:
a) Meteorological input preparation (section 4.3)
b) Rainfall-runoff modeling (section 4.5): We rely on the modular modeling framework FUSE
[Framework for Understanding Structural Errors, Clark et al., 2008, Henn et al., 2015] to
create an ensemble of conceptual hydrological models,
c) River routing (section 4.6): We use a stand-alone river routing tool [mizuRoute, Mizukami
et al., 2016] to determine flow along river channels,
d) Flood inundation modeling (section 4.7): We use a 2D flood inundation model [LISFLOOD-
FP, Bates et al., 2010] to determine flood hazard.
The interaction between the flood hazard from a particular event with the vulnerability of
the infrastructure or populations exposed to that flood determines the impacts which occur. The
64
4.2. INTRODUCTION
flood hazard output can be used as a basis for determining impacts to different sectors, which
may have different exposure and vulnerability to floods (for example, impacts on human lives,
property, industry, agriculture or transport networks). Hence Fig. 4.1e) gives an indication of
possible impacts that may result from the flood hazard modeled here. Due to the diverse nature
of these impacts, they are not modeled in this framework, but we highlight the wide applicability






Figure 4.1: Schematic of modeling steps to determine flood impacts from meteorological forcings.
The impacts in panel e) (not modeled in this study), can be related to different sectors e.g., human
health, transport, agriculture, property damage.
The inputs to these models are critical to the ability to represent realistic flood events.
The meteorological inputs are cascaded through the model chain. The models also need to be
configured and calibrated to minimize errors introduced at each modeling step [Pappenberger
et al., 2012, Pianosi and Wagener, 2016]. The other key part of the modeling framework is
producing a realistic river network for use by the river routing and flood inundation models
(section 4.4). The quality of the representation of the river channels and the DEM (describing the
floodplain topography) are essential to obtain plausible flood inundation estimates, regardless of
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Figure 4.2: Visualization of model data: a) Precipitation (input), b) runoff from FUSE, c) river
flow from mizuRoute and d) flood depth from LISFLOOD-FP. Results are for the Teesta river, a
tributary of the Brahmaputra river, for a flood event in August 2017. The precipitation and runoff
values are catchment averages based on 0.1◦ resolution gridded data. The discharge shown is
the value from the downstream section of this catchment (before joining the Brahmaputra). The
flood depth is the maximum over August 2017 calculated at ~270 m resolution (shown over the
downstream part of this catchment).
the inputs to the models. In this study, we use the MERIT DEM [Yamazaki et al., 2017] which is
version of the Shuttle Radar Topography Mission SRTM [Farr et al., 2007] data-set, corrected to
remove vegetation and other artifacts. An alternative global DEM with higher resolution and
precision is TanDEM-X Krieger et al. [2007], however it includes vegetation surface artifacts, so
the corrected MERIT DEM is currently more appropriate for flood inundation modeling (until
suitable processed versions of TanDEM-X area available).
We evaluate the performance of the different modeling components used in this study in
sections 4.8–4.10. Section 4.8 shows results from the calibration of the FUSE river runoff modeling.
Section 4.9 compares modeled river flow against station based discharge measurements from
three downstream gauges on the Ganges, Brahmaputra and Meghna rivers relating to the
combined FUSE-mizuRoute simulations. Finally section 4.10 evaluates LISFLOOD-FP modeled
flood inundation extents. Conclusions are presented in section 4.11.
4.3 Meterological input data-sets
An important factor in producing reliable hydrological and flood inundation simulations is high
quality meteorological input data. The FUSE runoff modeling requires precipitation, temperature
and potential evapotranspiration (PET). If an unrealistic precipitation data-set is used which
misses the peak rainfall intensities, the resulting flood events are likely to be poorly represented.
An example of this is the precipitation from a short flash flood lasting one hour will be averaged
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out in a daily precipitation data-set. The region of the GBM spans a wide area, and a large portion
of this has sparse ground observations for precipitation and much of the data is not available
publicly. Over the regions where there are gaps in gauge networks, we have less confidence in the
gridded precipitation data-sets. Due to the uncertainty in the meteorological observations, we
use multiple different input data-sets to establish the variation of model simulations across a
range of forcings. We also run simulations using two horizontal resolutions: 0.5◦ and 0.1◦.
The key precipitation data-sets used in this study are from the ‘EartH2Observe, WFDEI
and ERA-Interim data Merged and Bias-corrected for ISIMIP’ data-set [EWEMBI, Frieler et al.,
2017, Lange, 2016] and the ‘Multi-Source Weighted-Ensemble Precipitation’ data-set version 2.2
[MSWEP2-2, Beck et al., 2017, 2019]. The MSWEP data-set in particular, aims to improve upon
other available precipitation data-sets by merging the best sources of information depending
on availability and quality [Beck et al., 2017, 2019]. We note that EWEMBI is a multi-variable
data-set, while MSWEP is for precipitation only.
The temperature inputs were either taken from EWEMBI or the ERA5 reanalysis [Hersbach
et al., 2020]. As the ERA5 data-set is provided at 0.25◦ resolution, it was downscaled to 0.1◦ and
bias-corrected using the WorldClim2 data-set [Fick and Hijmans, 2017] using the method from
Hempel et al. [2013]. This corrected the monthly mean precipitation and temperature to the
WorldClim2 climatology, and corrected the range between the daily mean and minimum/maximum
air temperatures. We did not correct the daily variability as WorldClim2 is a monthly data-set.
A summary of the three choices of precipitation and temperature forcing data-sets used in this
study is given in table 4.1.
The calculation of PET is made using the MetSim software package [Bennett et al., 2020].
MetSim is based on MtClim and the pre-processor from version 4 of the VIC hydrologic model
[Bohn et al., 2013]. It requires inputs of minimum and maximum daily temperature in addition
to precipitation and calculates PET based on the equation in Priestley and Taylor [1972].
Table 4.1: List of meteorological forcing data-sets used.
Name Precipitation Temperature Resolution Time Period
EWEMBI EWEMBI EWEMBI 0.5◦ 1979–2013
MSWEPp5deg MSWEP2-2 EWEMBI 0.5◦ 1979–2013
MSWEPp1deg MSWEP2-2 ERA5-WorldClim2* 0.1◦ 1979–2017
*ERA5-WorldClim2 refers to ERA5 bias corrected using the WorldClim2 climatology.
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4.4 A consistent river network for simulating streamflow and
flood inundation
4.4.1 Generating the river network
Before constructing any part of our hydrological modeling chain, we need to define our network
of river channels and catchments. The river network is used for both the river routing and flood
inundation modeling (e.g., Fig. 4.1, panels c and d). Using a river network that is consistent
across the modeling components will help improve the reliability of our simulations.
To make this modeling framework widely applicable, we restrict ourselves to global data-sets,
and choose the recently developed MERIT-hydro data-set [Yamazaki et al., 2019]. MERIT-hydro
provides drainage directions and upstream area (referred to as accumulation) at 3 arc-second
horizontal resolution (~90 m). MERIT-hydro is largely based on and is designed to be consistent
with the MERIT DEM [Yamazaki et al., 2017]. To make it appropriate for hydrological modeling,
corrections were applied to the digital elevation model such as filling in artificial depressions
corresponding to errors in the elevation data. MERIT-Hydro has been designed to improve on
a commonly used global data-set HydroSheds [Lehner and Grill, 2013] by combining multiple
global data-sets representing water bodies to accurately determine location of streams. For the
flood inundation modeling terrain data we use the MERIT DEM, as ensuring consistency between
the DEM and the river network should prevent mismatches between what is being simulated by
the models and any artifacts arising from these differences.
To produce the river network, we use the data for the accumulation and flow directions from
MERIT-Hydro. These were processed into a vector data-set representing the stream network and
catchments using the TauDEM toolbox (http://hydrology.usu.edu/taudem), with additional
processing of the data-sets done using LFPtools [Sosa et al., 2020].
When generating the river network, only rivers with an upstream area of greater than
250 km2 were included. This captures larger streams and rivers, however will not include smaller
streams. Figure 4.3a shows an example of this, with smaller streams with a upstream area of
10 km2 also shown. In some situations, including smaller streams can improve the representation
of flood events Rajib et al. [2020], however as we are using a coarse resolution DEM over a flat
region, there will likely be errors in the representation of some smaller streams. Because of this,
we decided to restrict our river network to larger rivers.
The TauDEM toolbox was then used to determine the extent of each river basin in the domain
which flows into the ocean and produce a vector network of river segments. Each river segment
has a corresponding catchment area which drains into it (Fig. 4.3b). The catchment areas of each
river segment are used by the river routing model to assign a particular amount of runoff to each
segment.
68
4.4. A CONSISTENT RIVER NETWORK FOR SIMULATING STREAMFLOW AND FLOOD
INUNDATION
Figure 4.3: MERIT-Hydro GBM Stream Network. a) Example of river points determined from
upstream area values. b) Corresponding vector stream network and drainage catchments (using
upstream area threshold of 250 km2). c) Map showing the full river network over the GBM basin.
Map data ©2020 Google.
4.4.2 Coarsening river network
The LISFLOOD-FP model is a grid based model. This can be run at the full resolution of the
MERIT-hydro data-set (3 arc-seconds, ~90 m), however for large scale applications this may prove
to be computationally infeasible. The approach used here is to coarsen the river network and
run LISFLOOD-FP at a lower resolution. We still run the mizuRoute model using the original
full resolution hydrography as it is discretized at the river segment and catchment scale and not
gridded.
Coarsening of the river network needs to be done in a way that does not modify the topology
of the river network (i.e. each river tributary should be connected in the same way in the
full resolution and coarsened version). For this study, we developed a new network coarsening
algorithm, described in Appendix C. This coarsens the input data-sets, then traces down the
river network (from low to high accumulation values) and determines which points to include
in the coarsened river network and their connections. We note that this process is prone to
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errors if coarsened too far. For example at lower resolution, multiple streams may flow through
the same grid-cell making them indistinguishable. In this study, the choice of coarsening to
(9 arc-seconds, ~270 m) was able to significantly reduce the flood model computation, while
avoiding the above-mentioned errors.
4.5 Runoff Modeling
Hydrological models are simulation codes representing the terrestrial part of the water cycle and
used to transform precipitation into runoff (e.g., Fig 4.1b). These models include processes such
as snow accumulation and melt, infiltration and evaporation in order to represent the storage
and transfer of water across the landscape. A multitude of hydrological models exist and rely on
different structures (i.e. systems of equations) to represent water dynamics [e.g., Hrachowitz and
Clark, 2017]. To reflect some of this diversity, we use the Framework for Understanding Structural
Errors [FUSE; Clark et al., 2008]. FUSE is a framework for conceptual hydrological models,
rather than a single hydrological model. It contains building blocks or modules representing
different processes used in hydrological models, which can be combined in different ways to
produce different model structures. This modularity enables us to generate an ensemble of
hydrological models by using a single modeling framework, in contrast to other hydroclimatic
impacts studies, which rely on traditional (fixed-structure) hydrological models that have to be
setup and run one by one [e.g., Addor et al., 2014, Eisner et al., 2017, Thober et al., 2018]. In
other words, FUSE is used to sample the structural uncertainty of hydrological models.
4.5.1 FUSE model structures, spatial discretization and inputs
The recombination of FUSE modules leads to over a thousand unique model structures. For this
study, we selected three structures (identified by the codes ‘900’,‘902’ and ‘904’), which mimic
three commonly-used hydrological models: HEC-HMS [HEC, 2016], VIC [Liang et al., 1994]
and the Sacramento soil moisture accounting model [Burnash et al., 1973], respectively. Each of
these structures relies on a different set of equations, whose parameters have to be estimated to
reflect landscape features (e.g. soil type and land cover) influencing the hydrological response to
meteorological forcing. We use several parameter sets for each model structure (see section 4.5.2)
to account for the uncertainty in these parameter values. This modeling setup hence allows for a
quantification of the uncertainty in the hydrological modeling and a separation of the uncertainty
due to model processes and model calibration (i.e. structural and parameteric uncertainty). The
version of FUSE used in this modeling cascade was set up over the Ganges-Brahmaputra-Meghna
river basins. This domain was divided into a regular grid of 0.5◦ or 0.1◦ grid-cells and FUSE was
run in each grid-cell, treating each grid-cell as a catchment.
Our setup of FUSE requires two types of inputs. It firstly requires gridded meteorological
forcing data. The meteorological inputs are precipitation, near-surface air temperature and PET,
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as per section 4.3. Secondly, FUSE requires a description of the terrain within each grid-cell or
catchment. To describe the terrain, each grid-cell is split into 16 elevation bands, which enables
FUSE to account for the influence of elevation on temperature and precipitation when simulating
the snow pack. Based on the full resolution MERIT-DEM data, we calculate the mean elevation
and area fraction (of the total grid-cell area) for each elevation band.
4.5.2 FUSE parameter regionalization
Hydrological models require calibration of their parameters to produce realistic runoff for a
given catchment [Sorooshian et al., 1993, Perrin et al., 2007]. This is commonly performed
using observed streamflow [e.g., Falter et al., 2016, Mohammed et al., 2017]. For this region,
we have access to downstream gauges for the Ganges (Hardinge Bridge station), Brahmaputra
(Bahadurabad station), and Meghna (Bhairab Bazar station). FUSE contains a total of 29
parameters which can be calibrated (22 as per Clark et al. [2008] and 7 introduced in Henn et al.
[2015]), although not all are in use for each model structure. The GBM is a highly heterogeneous
catchment, so the parameters need to be spatially variable. Calibrating all model parameters
over such a large region, based on only the downstream gauges which we have access to, would
severely under-constrain the parameters. While it may be possible to calibrate the model and
obtain accurate discharge at the outlet, the heterogeneity in rainfall-runoff behavior within the
catchment would not be realistically represented. In addition to the above considerations for
the GBM region, a global model needs to be applicable to ungauged basins [Sivapalan, 2003,
Hrachowitz et al., 2013]. Hence we chose to use a parameter regionalization scheme using global
data to calibrate FUSE. The observed streamflow data for the Ganges, Brahmaputra, and Meghna
were only used in validating the results from the combined FUSE-mizuRoute modeled streamflow.
There are many parameter regionalization schemes [Merz and Blöschl, 2004, Samaniego
et al., 2010, Parajka et al., 2013] to determine hydrological model parameters in ungauged basins,
and here we use the method of Beck et al. [2016]. This method involves transferring calibrated
parameter sets from small catchments (<10,000 km2) with reliable streamflow records (‘donor’
catchments) to catchments with similar climatic and physiographic characteristics where the
streamflow is not available. The characteristics and data-sets we used are presented in Table 4.2.
These are largely similar to those used in Beck et al. [2016], except that we used newer versions
of the data-sets.
The catchments considered for the parameter regionalization were 701 catchments from the
Global Runoff Data Centre (GRDC) database with quality controlled, observed discharge. These
catchments are a subset of those used in Beck et al. [2016] (We did not have access to the Falcone
et al. [2010] GAGES-II data-set or the Peel et al. [2000] data-set for this study and there were
eight GRDC catchments which we did not process because of issues with meta-data). Note that
there are no donor catchments within the GBM region which is simulated for this study. Three
donor catchments were matched to each grid-cell to include a measure of parameter uncertainty.
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Table 4.2: List of catchment characteristics used for parameter regionalization, and corresponding
data sources.
Characteristic Source Data Reso-
lution
Precipitation WorldClim2 [Fick and Hijmans, 2017] 30s (~1 km2)
Temperature WorldClim2 30s (~1 km2)
PET WorldClim2, [calculated using Hargreaves and Samani, 1985] 30s (~1 km2)
Aridity index Worldclim2 (calculated as precipitation/PET) 30s (~1 km2)
Forest cover Global Forest Change, [Hansen et al., 2013] 30s (~1 km2)
Snow cover MODIS MOD10CM v6 [Hall and Riggs, 2015] 0.05◦ (~5 km)
Terrain Slope MERIT DEM ([Yamazaki et al., 2017, slope calculated from
elevation)]
3s (~90 m)
Soil clay fraction Soilgrids250m [Hengl et al., 2017] 250 m
This resulted in 73 donor catchments for the 0.5◦ grid and 222 donor catchments for the 0.1◦ grid.
In both cases, we only considered donor catchments which were used for at least 50 grid-cells.
We note that there are differences in scale between the catchments and the model grid-cells.
The catchments used have areas ranging between 17 km2 and 10,000 km2, with an median area
of 1,300 km2. On the other hand, the grid-cells have areas of roughly 120 km2 and 3,000 km2 at
the equator, for the 0.1◦ and 0.5◦ resolution grids, respectively. Catchments with similar size to
the grid-cells are most appropriate for this type of regionalization, however, we considered all
available catchments with area less than 10,000 km2 to ensure our sample of catchments covers
the widest possible range of climatic and physiographic characteristics.
For each catchment, FUSE was set up as a single lumped model where forcing inputs were
averaged over the catchment areas. FUSE was then calibrated using the shuffled complex
evolution algorithm [Duan et al., 1992] to minimize the RMSE of modeled streamflow against
observed. The time period run was determined by the overlap between the meteorological
observation timeseries and the streamflow timeseries, and half of the data was used for calibration.
For regionalization purposes, the donor catchments were simulated using the same meteorological
forcing data-sets as the gridded model and different calibrations were performed for each of the
FUSE model structures used here.
4.6 River routing modeling
The river routing model used in this framework (e.g., Fig 4.1c) is mizuRoute [Mizukami et al.,
2016]. mizuRoute is a stand-alone one-dimensional (1D) river routing model. It is configured to
take runoff from a hydrological model as input. Then it applies two stages of routing. The first is
hillslope routing, which represents the delay from runoff being produced at any location in the
catchment and it reaching the river channel. The second is 1D river channel routing where water
is routed downstream through the river network. mizuRoute has two options of physics schemes
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for the channel routing. The scheme used here is the impulse response function - unit-hydrograph
scheme.
4.6.1 Model configuration
mizuRoute relies on three main input data-sets to compute the river flow for each river segment.
These are the river network, the runoff data, and a mapping between the hydrological model grid
and the catchments used in mizuRoute.
Firstly it takes in the river network topology. As mizuRoute uses a 1D routing algorithm,
rather than needing the full spatial information of the river network, it is discretized at the river
segment and catchment level, defined per section 4.4. For each river segment, the model needs
various information representing its physical properties. For example, mizuRoute requires the
slope and length of each segment, information about the downstream segments and the area of
each drainage catchment.
4.6.2 Mapping runoff to river catchments
mizuRoute is designed in a way which enables it to read the runoff output from a gridded
hydrological model such as FUSE. So in this model set-up, the FUSE output for each simulation
can be input directly into mizuRoute without further processing.
To handle the difference in grids between the rectangular grid used in FUSE, and the
irregularly shaped drainage catchments used in mizuRoute, we need one additional data-set
which produces a mapping between each catchment, and the FUSE grid-cells which overlap
it. Where multiple grid-cells overlap a catchment, an area weighted sum is used to determine
the runoff for that catchment. Figure 4.4 shows an example of the overlap between a particular
catchment and the FUSE model grid-cells. As this mapping is a fundamental property of the
model grid/network, it only needs to be calculated once for a particular model configuration.
4.7 Flood inundation modeling
The flood hazard model used for this study (e.g., Fig 4.1d) is LISFLOOD-FP, a 1D-2D flood
inundation model [Bates et al., 2010, Neal et al., 2012]. LISFLOOD-FP solves the shallow
water equations, without advection, at each location on the flood plain to explicitly simulate
the floodwater flow. We use a sub-grid version of LISFLOOD-FP, where river channel flow is
computed in 1D and floodplain flow in 2D is calculated for water when it exceeds the river bank
height within the 1D channels.
Flood simulations were run using discharge inputs from mizuRoute for the period April–
October each year. This covers the monsoon season over which the major floods in Bangladesh
occur.
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Figure 4.4: Example of the grid-to-catchment mapping
procedure. A single drainage catchment within the GBM
basin is highlighted here. This particular catchment over-
laps with three FUSE model grid-cells, so runoff from
these three cells is used in this catchment. The runoff is
weighted by the fractional area of each cell in the catch-
ment (percentage areas shown in legend).
4.7.1 New LISFLOOD-FP features for this study
For this study, we have made some updates to the LISFLOOD-FP model to improve its applicabil-
ity for large scale flood inundation modeling using the MERIT-Hydro hydrography.
In previous versions of LISFLOOD-FP [Neal et al., 2012], the model had been restricted to
allowing river channels to flow in only the four cardinal directions (referred to as d4). However,
river networks such as used in Hydrosheds and MERIT-Hydro specify channels flowing in
the diagonal directions as well (referred to as d8). For this study, we developed a version of
LISFLOOD-FP that uses d8 directions for river channel flow. This allowed a more accurate
representation of the MERIT-Hydro river network. In previous studies e.g., Sosa et al. [2020], the
river network was first converted to d4, which can be prone to errors. The errors in converting
from d8 to d4 directions are also greater at coarser resolutions, so using d8 directions makes the
procedure of coarsening the river network more reliable.
In this LISFLOOD-FP version, we also allow the specification of a new input data-set for the
sub-grid river channels. This is a data-set specifying links between cells in the river network. By
default, LISFLOOD-FP computes flow between any neighboring sub-grid channel cells. When
using this option, only specified cells are linked together. This is particularly relevant for coarser
versions of the model, where different tributaries may become close together, or in meandering
river sections. Also, when using d8 directions, there can be many possible links between sub-grid
cells which are not necessarily desirable, making this a useful inclusion to the model.
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4.7.2 Input Data-sets
This model requires a representation of both the physical properties of the river channel and the
flood plain. For the flood plain flow, the main data-set is the Digital Elevation Model (in this case
MERIT-DEM).
For the river channels, additional information is required to represent the sub-grid properties
of the channel. The model uses the following data-sets to represent the river channel bathymetry:
• Elevation of River Bank (determined from MERIT-Hydro elevation)
• Width of River Channel (determined from remotely sensed data-sets)
• Elevation of River Bed (See below)
4.7.2.1 Estimating river bank elevations from the DEM
The LISFLOOD-FP model requires elevation values for the river bank at each point along the
sub-grid channel. Importantly, the bank elevation will not necessarily be the same as the DEM
elevation, particularly where the river width is wider than the grid size. In, these cases the DEM
elevation may represent a particular water elevation rather than the bank. To help mitigate
this problem, when determining river bank elevations, we use a river channel mask from the
MERIT-hydro data-set. For each point in our river network, we select the closest point in the
DEM outside the channel mask to represent the bank elevation.
4.7.2.2 Identifying river widths
For river widths we use information from remote sensing based data-sets. In this study, we used
the Global River Widths from Landsat [GRWL, Allen and Pavelsky, 2018] data-set. This data-set
does not locate the center points of river channels in the same location as the MERIT-Hydro
data-set, so widths are determined by locating the closest point in the GRWL data-set to each
river channel (within a certain search radius). Where river widths cannot be identified, they are
interpolated between points along the river, or assumed to be a small river and assigned a width
of 30 m when that is not possible.
We also note that the MERIT-Hydro data-set provides a river width variable. This would
be simple to include in this set-up, as the river widths are specified at the same location as the
MERIT-Hydro based river channels that are used for this study. However, for braided rivers such
as used in this case-study, MERIT-Hydro only captures the width from individual braids, whereas
it is more appropriate to use the combined width across all the braid channels.
4.7.2.3 Calculation of river depths, bank and bed elevation
To determine the capacity of the sub-grid river channel, it is important to have a reasonable
estimate of the river depths at each point. The river widths are determined from a remote sensing
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product, however data for river channel depths is not readily available. One common and simple
method for estimating river depths is by using the assumption that a river water level reaches
the bank height at a particular ‘bankfull’ frequency (e.g., once every two years is a classical
geomorphologic approximation). River depths that are consistent with the flow at this bankfull
frequency can then be approximated.
One way of approximating the depth is using the Manning’s equation e.g., used in Sampson
et al. [2015]. This requires river flow, width and slope. The width and slope are already available,
and using the assumption that the river water level reaches the bank we can estimate a bankfull
river flow. The bankfull flow used here was chosen as the two year return period flow in mizuRoute
simulations for the 1980-2013 period. Discharge values at each node in the river network were
linearly interpolated to each river grid point.
Another method used in this framework to compute the bankfull water elevations and
river depths that are more consistent with the bank heights is using a gradually varying flow
solver [Neal et al., 2020]. This solves for the water elevation along whole reaches and accounts
for backwater effects, whereas the Manning’s equation approach solves each channel point
independently and assumes uniform flow. The solver has been shown to produce more realistic
bathymetry and hence flood depth. It reduces over-prediction of flood extent which is possible
using the Manning’s method due to the neglect of backwater effects.
For this study, we use the gradually varying flow solver to find the set of river bed elevations
that give water elevations at 1 in 2 year return period discharge that best match the bank
elevations extracted from the DEM. Depths calculated using the Manning’s equation were used
as first guesses of the bathymetry. In the LISFLOOD-FP model, the calculated bed elevations and
bankfull water surface elevation were used for the bed and bank elevations. The initial selection
of points from the DEM may not represent the actual river bank elevation, but other locations in
or near the channel, or contain errors from vegetation artifacts or noise in the DEM. The choice of
using the computed water surface corresponding to the bankfull flow instead of the bank heights
chosen from the DEM is intended to produce smoother bank heights and reduce the influence of
errors in the DEM.
4.7.3 Boundary conditions
The main boundary conditions for LISFLOOD-FP are determined by the river network and the
river flow calculated by the mizuRoute model.
4.7.3.1 Boundary conditions at edge of domain
At the domain boundary, various boundary conditions are possible in LISFLOOD-FP. For this
study, we set the downstream boundaries to be determined by the slope of the river segments.
Here the free water surface slope between the final river cell and the boundary is set to a
constant (which is the average slope along the river segment). This is an approximation, as the
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water surface slope changes over time, and will vary during a flood event. However, without any
more reliable local information about each river segment, this approximation gives a reasonable
estimate based on the slope of the terrain. A buffer region on either side of each downstream
river point is given the same boundary condition to allow water to flow out of the domain from
the flood plain.
All other regions of the boundary (most importantly the upstream boundary points) are set to
be closed. This ensures that any inflows go into the model domain.
4.7.3.2 Inflows
Daily inflows from the mizuRoute model are inserted at specific points of the LISFLOOD-FP
domain in river channel grid-cells. As mizuRoute flows for each river segment represent the
outflow at the downstream end of that segment, some assumptions were made to allow for
inserting the river flow at the upstream edges of the domain. mizuRoute provides two inputs
that are used here: 1. ‘streamflow’: streamflow calculated, including flow from higher sections of
the river network, and 2. ‘routed runoff ’: runoff from a specific drainage catchment, routed into
the corresponding river segment. We note that for headwater catchments (i.e. with no upstream
tributaries), the streamflow and routed runoff are equivalent.
As the LISFLOOD-FP model routes the river flow, we only want to use the mizuRoute
streamflow for the upstream boundaries of the LISFLOOD-FP model domain. At all other
locations within the domain, the output of the mizuRoute routed runoff is used.
The following possible cases are possible for river flow inputs.
1. Headwater river segment of tributary is within the LISFLOOD-FP domain,
2. Headwater river segment enters at the edge of the LISFLOOD-FP domain,
3. Non-headwater river segment continues outside the LISFLOOD-FP domain,
4. Non-headwater river segment is entirely within the LISFLOOD-FP domain.
Each of these cases is handled slightly differently with regards to how the mizuRoute discharge
is input into the LISFLOOD-FP model domain.
For headwater catchments, discharge is input at two points: at the upstream point and the
downstream point of the stream. The routed runoff from mizuRoute is split up between these
two, based on the upstream accumulation area of each of these two points:
Du = R∗ Au/Ad(4.1)
Dd = R∗ (Ad − Au)/Ad(4.2)
Where Du and Dd are upstream and downstream input discharge. R is the mizuRoute routed
runoff, and Au and Ad are the upstream area for the upstream and downstream points respec-
tively (Ad is the catchment area). We note that these equations are also used when the upstream
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Figure 4.5: Left: Example of stream network and LISFLOOD-FP input points for subdomain
of the GBM: 89.08-90.3E,24-26.5N. Right: zoomed in section of this region, showing part of the
northern boundary. Map data ©2020 Google.
end of a headwater catchment is outside the domain. In this case the Du and Au are values for
the point at the edge of the domain.
For non-headwater streams which continue upstream out of our LISFLOOD-FP domain, we
have an boundary condition at the edge of the domain which is determined from the mizuRoute
streamflow. For these catchments, we also insert a contribution from the routed runoff at the
downstream point of the reach (weighted by the portion of the catchment inside the domain).
De = S−R∗ (Ad − Ae)/(Ad − Au)(4.3)
Dd = R∗ (Ad − Ae)/(Ad − Au)(4.4)
Here S is the mizuRoute streamflow for this catchment. De is the the input discharge at the
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edge of the domain. Au is the upstream area of the upstream point of the tributary (outside the
LISFLOOD-FP domain), so Ad − Au is the full catchment area, and Ae is the upstream area of
the tributary at the edge of the LISFLOOD-FP domain.
For (non-headwater) streams which are entirely within the domain, discharge is only input at
the downstream end. For these catchments the discharge added is simply:
Dd = R(4.5)
4.8 Evaluation of FUSE parameter regionalization
The evaluation of the regionalization and FUSE-mizuRoute part of the model chain is performed
in two steps because of the lack of streamflow observations in the GBM river basin. First, we focus
on the parameter regionalization, presenting two main factors which determine its performance:
how closely the characteristics of donor catchments match those of the grid-cells simulated in
the GBM region and how well each of the donor catchments are calibrated. The analysis in this
section utilizes streamflow observations from the donor catchments (none of which are in the
GBM region). We secondly use streamflow observations from the GBM region to evaluate the skill
of the FUSE-mizuRoute simulations and the benefits of the regionalization over uncalibrated
simulations in Section 4.9.
Fig. 4.6 shows a normalized measure of dissimilarity [as per Beck et al., 2016], between the
catchment characteristics used for the regionalization in section 4.5.2. Here a value close to zero
indicates that a donor catchment has been found with very similar characteristics to those of
the grid-cell. We note that the regionalization has successfully found similar donor catchments
over much over this domain with the exception of a few regions. Notably the Tibetan plateau
and some of the Himalayas are not easily matched to donor catchments. Part of the Meghalaya
mountains are where the worst matches are found. This region is very steep and mountainous as
well as having extremely high monsoon precipitation.
Another thing to note about the dissimilarity measure here, is that it is based on the charac-
teristics in table 4.2. However, grid-cells with zero dissimilarity may not necessarily be ideally
matched to their donor catchment(s) due to differences in other catchment characteristics not con-
sidered here. Conversely, a high dissimilarity may be a reflection of the choice of characteristics
rather than a reflection of how applicable donor catchment parameters are. For example, Beck
et al. [2020] chose to use square-root transformed precipitation as a more normally distributed
characteristic. This may reduce the dissimilarity calculated for regions such as the Meghalaya
mountains while still selecting suitable donor catchments.
To evaluate the calibration of donor catchments used in the regionalization method, we use
the Nash-Sutcliffe efficiency score (NSE) as a metric. In this metric, a calibration that perfectly
matches the observed flow would give a value of 1. Fig. 4.7 shows the NSE scores from the
calibration simulations of donor catchments (showing the average of NSE scores for the best
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three donor catchments transferred to each GBM grid-cell). This value differs for each FUSE
model structure, as the structures will give different performance depending on the particular
catchment. We note that this regionalized NSE score is an artificial measure and expect the
performance of individual grid-cells in the GBM region to be lower than the calibration scores
in Fig. 4.7. This is because the calibration scores of the donor catchments also account for
local random errors in forcing and local idiosyncrasies in rainfall-runoff behavior – two factors
that regionalization cannot account for. With comparison to Fig. 4.6, in Fig. 4.7 the Tibetan
plateau is again problematic, but some mountainous regions which show low similarity show
good performance in the donor catchments which were matched to.
In this study, we did not use the skill scores in the selection of donor catchments. This meant
that the catchments with closest characteristics were used and the same donor catchments
were used for all simulations at the same resolution. However, this has the drawback that
poorly calibrated parameter sets may be used. Choosing only high performing donor catchments
would be ideal, but does have the drawback of reducing the sample size which may increase the
dissimilarity between donors and grid-cells. In addition, calibration scores of donor catchments
vary across forcing data-sets and FUSE structures, so this would result in choosing different
donor catchments for each configuration. This would complicate the set-up, making it harder to
determine the reason for differences in performance between configurations.
In the absence of streamflow observations for small catchments within the GBM, we are not
able to evaluate the FUSE model performance at the grid-cell level. Instead, Figs 4.6 and 4.7 give
a qualitative indication of where the regionalization scheme may find reasonable parameters sets
or have deficiencies. However, this region is highly heterogeneous and it not possible to predict
from the regionalization how skillful the simulation of the whole region will be. Thus, our main
evaluation of FUSE simulations considers the FUSE-mizuRoute routed flow for the large GBM
catchments where we have observed streamflow.
4.9 Evaluation of routed streamflow in the
Ganges-Brahmaputra-Meghna
We evaluate the streamflow produced by the FUSE-mizuRoute model output against downstream
flow data for the Ganges, Brahmaputra and Meghna rivers. These streamflow measurements
are not used in the model calibration so provide an independent verification of the skill of our
model set-up. The closest node in the mizuRoute network to each station was determined for this
comparison.
Fig. 4.8 shows a comparison of the FUSE-mizuRoute simulated river discharge against station
observations over the 1980-2013 period. Left hand plots show the average climatology of daily
discharge between April and November, covering the rainy season. Three observationally based
precipitation data-sets are used to drive the models in these plots as in section 4.3. For the
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Figure 4.6: Average of dissimilarity measures between grid-cells in the GBM basin and the 10
best matching donor catchments. A value of 0 indicates a perfect match between the catchment
characteristics of the donor and the grid-cell. Top is 0.5◦ and bottom is 0.1◦ horizontal resolution.
climatology, the seasonal cycle is captured by simulations using all of the precipitation data-sets.
In the Ganges, the MSWEP data-sets seem to over-predict the discharge, and in the Meghna
river, the peak in the seasonal cycle occurs early relative to the observations.
The right hand panels in Fig. 4.8 shows the yearly maximum discharge for different return
periods. For the Brahmaputra and Ganges, these show that the maximum flows correspond well
with the observed discharge, especially given the uncertainties in these values.
For the Meghna river, despite the mean flow being of the right magnitude, the peak flows
are completely unrealistic. We note that wetlands (called Haors) take up a large portion of the
upstream portion of the Meghna river basin. So rather than the runoff flowing through a simple
1D river channel as mizuRoute simulates, much of the water stays in the wetlands, attenuating
the flow. This is a common problem with river routing models, requiring an approach to represent
floodplain storage or otherwise parametrise wetland processes [Zhao et al., 2017, Dadson et al.,
2010, Fleischmann et al., 2018]. An approach to test this would be to run LISFLOOD-FP over
the whole Meghna river basin. As LISFLOOD-FP computes water inundation and flow in two
dimensions, it should be able to capture this effect of flood water transfer between river channels
and wetlands. However due to computational restraints, a LISFLOOD-FP simulation over the
whole catchment hasn’t been done for this study. It should also be possible to implement a
wetland module as part of the mizuRoute setup e.g., Rahman et al. [2016]. Another possible
approach that may improve mizuRoute performance in this situation would be to additionally
represent channel bifurcation [e.g., Ikeuchi et al., 2015]. Implementation of these schemes would
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Figure 4.7: Mean of NSE scores from 3 best donor catchments transferred by regionalization
to each grid-cell. The NSE values were calculated using observed streamflow from each donor
catchment (all outside the GBM) hence should not be interpreted as the model performance in
each grid-cell of the GBM region. Top is 0.5◦ and bottom is 0.1◦ horizontal resolution. NOTE:
plots are for simulations using FUSE structure 902, forced by MSWEP precipitation. A value of
1 indicates perfect agreement between the model and observations (in the donor catchments),
while a value of zero indicates that the model has no more skill than using the mean discharge.
requires a different approach to this study, or additional local knowledge for calibration and
manual specification of the wetland areas. Because of this limitation of the FUSE-mizuRoute
model simulating the Meghna river, we focus on the results from the other two basins (Ganges
and Brahmaputra) in the following evaluation.
Table 4.3 shows Kling-Gupta efficiency (KGE) scores for uncalibrated simulations and the
minimum, median and maximum KGE scores across a range of parameter-sets for discharge on
the Ganges and Brahmaputra rivers. We note that the FUSE structure 900 is the best performing
FUSE structure on the Brahmaputra river, but the best performing FUSE stucture differs
between forcing data-sets on the Ganges. The best performing simulations have a Kling-Gupta
efficiency score of over 0.8 for both catchments, with higher scores seen over the Brahmaputra
river. In most cases, the worst performing calibrated simulations give improvements upon the
uncalibrated simulations, but there are a few simulations e.g., for FUSE structure 902 over
the Ganges where the uncalibrated simulations give similar KGE scores to the median of the
calibrated simulations.
In addition to the climatology, Fig. 4.9 show a comparison of streamflow for two specific years,
1988 and 1993. Here we compare observations against simulations using default parameters and
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Figure 4.8: Comparison between observed and modeled streamflow for three stations on the
Meghna (top), Ganges (middle) and Brahmaputra (bottom). Left plots show seasonal cycle and
right plots show return periods for yearly maximum discharge. Different lines in the same colour
show different FUSE structures with different parameter sets.
calibrated simulations as well as using inputs from EWEMBI or MSWEPp1deg data-sets. These
show the improvement gained by using the parameter regionalization, but also highlight that
the uncertainty in the meteorological forcing data is of the same or greater magnitude than the
calibration uncertainty in the runoff model.
4.10 Evaluation of flood inundation in the
Ganges-Brahmaputra-Meghna
In the climate community, gridded observation data are available at a range of time frequencies.
However, this is not currently the case for flood inundation data. Evaluation of simulated flood
inundation is often a complicated procedure. Accurately mapping flood extents using ground
observations over large areas would be an extremely labor intensive and impractical effort.
Instead, satellite images are often employed to estimate flood extents, and can do so at the high
spatial resolution needed to verify flood model inundation. There are, however, drawbacks in
using satellite observations and these differ by the satellite product used.
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Table 4.3: Kling-Gupta Efficiency (KGE) scores for mizuRoute simulations, categorized by input
precipitation data-set and FUSE structure. KGE scores are given for simulations with default
parameters (uncalibrated), then minimum, median and maximum KGE scores from simulations













EWEMBI 900 0.40 0.53 0.61 0.67
EWEMBI 902 0.73 0.70 0.75 0.81
EWEMBI 904 0.71 0.69 0.74 0.78
MSWEPp5deg 900 0.15 0.34 0.44 0.53
MSWEPp5deg 902 0.50 0.42 0.49 0.60
MSWEPp5deg 904 0.51 0.48 0.54 0.60
MSWEPp1deg 900 0.24 0.58 0.58 0.59
MSWEPp1deg 902 0.59 0.58 0.59 0.62
MSWEPp1deg 904 0.56 0.67 0.67 0.68
Brahmaputra
EWEMBI 900 0.67 0.81 0.84 0.86
EWEMBI 902 0.68 0.80 0.83 0.85
EWEMBI 904 0.56 0.73 0.75 0.77
MSWEPp5deg 900 0.75 0.81 0.86 0.88
MSWEPp5deg 902 0.72 0.75 0.80 0.83
MSWEPp5deg 904 0.53 0.70 0.77 0.81
MSWEPp1deg 900 0.72 0.75 0.75 0.77
MSWEPp1deg 902 0.68 0.70 0.71 0.73
MSWEPp1deg 904 0.50 0.66 0.67 0.69
For an estimate of historical flood extents, we firstly use a Global Surface Water data-set
[GSW, Pekel et al., 2016], produced by the European Commission’s Joint Research Centre. This
has been produced by combining around three million Landsat images. From this data-set, we
use a recurrence product, which gives the percentage of years that each grid-cell was inundated
(at ~30 m resolution) between 1984 and 2015. We note that flooding is obscured by clouds in the
Landsat images, and also may not be detected under dense vegetation. Furthermore, this data-set
has sparse temporal coverage, with one valid data-point per month or less over the majority of our
modeled region. Because of the sparse sampling frequency of this data-set, we expect it to provide
a low estimate of the actual flooded extent. Short duration floods, particularly in small, flashy
catchments will often occur and recede in between observations and not be detected. Because of
this, we use the GSW recurrence data-set to estimate commonly flooded locations, which will be
relevant to the major rivers, but do not consider it an authoritative record of all flooding that has
occurred.
We secondly verify the flood model inundation extent against Sentinel-1 synthetic aperture
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radar (SAR) images (referred to as ‘Sentinel’). SAR can be used to detect water surfaces as
they are often smoother than the surrounding terrain. Compared to optical images, SAR has
the advantage that it can see through clouds, however it also has limitations. For example,
flooded areas underneath vegetation or with emergent vegetation (e.g. rice paddies) or that is
roughened by strong winds can be incorrectly detected as dry. Conversely, smooth wet vegetation
(e.g. flattened wet grass) can be incorrectly detected as water. SAR estimates of flood area can
correctly classify up to around around 75% of the true flood extent [Horritt et al., 2001]. For this
comparison, we estimate the flooded area by a simple thresholding approach, where the SAR
amplitude is less than -16dB (threshold chosen as per Uhe et al. [2019]).
The flood model was run and evaluated over the region shown in Fig. 4.5. This is a section
of the Brahmaputra river along with a number of tributaries. This includes the entirety of the
Brahmaputra river (Jamuna) within Bangladesh, until 20km before its confluence with the
Ganges (Padma) river. Furthermore, this region provides a good example of a flood captured
during 2017 in the Sentinel-1 observations. It is complicated braided section of river which is
challenging to capture accurately in a model. We note that in this domain, the rivers here are
generally flowing north-to-south. This is a relatively small domain, however it is computationally
feasible to run this modeling framework over a larger region, for example the whole of Bangladesh.
Fig. 4.10 shows the flood recurrence for both the GSW data-set and the flood inundation model.
The model produces additional flooding in the upstream reaches of the domain compared to the
GSW data-set. This is not surprising, given the limitations in the GSW data-set discussed above.
We also note that from year-to-year, the braids of the river channels shift due to sedimentation
and moving sand-banks, which is captured in the GSW data-set. The flood model, however uses a
DEM which is static, and largely based on NASA’s SRTM data-set from 2000, so will not capture
the year-to-year variation in the river channels. Another consideration of this set-up is that the
sub-grid river channels in the flood model only flow though a single ‘main’ stem. Flooding of the
braids is a result of the 2D floodplain flow which only occurs after the water level in the sub-grid
channel reaches bank-height. That said, the model flood extent over the Brahmaputra river’s
braids shows a good agreement with the GSW data-set.
To take a more quantitative comparison between the flood model and GSW, we take a specific
flood recurrence of 20%, corresponding to a 1-in-5 year flood event. Given the short period of 32
years of observations, more extreme events will be less certain, so this event was chosen as a
significant event, but relatively well constrained. Fig. 4.11(a) shows the same data as in Fig. 4.10,
but comparing the data-sets for the 1 in 5 year flood inundation extent.
To highlight the influence of differing resolutions, we additionally aggregate the GSW data-set
to the same (~270 m) resolution as the flood model by considering the 270 m grid-cells flooded if at
least 10% of the corresponding high resolution cells are flooded. This is shown in (Fig. 4.11b). As
the GSW data-set captures flooding at 10 times finer scales than the flood model, the flooding of a
small river with area less than a model grid-cell will appear to show over-estimation of flooding
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by the model no matter how good the simulation, when compared at 30 m. This has the effect of
reducing the area of model flood where GSW is not flooded, but also increases the area of GSW
flooding where the model is dry in Fig 4.11b).
Another limitations of the above comparison is that, as previously mentioned, short duration
floods may be missed in the GSW data-set. This is a particular consideration in the north western
tributaries of this region, which are flashy catchments fed by rainfall off the Himalayan foothills.
The GSW data-set will also detect standing water such as wetlands, rice-paddys or resulting
from pluvial flooding rather than fluvial flooding, so some regions (particularly the smaller scale
flooding) where the model is under-predicting the GSW flood may be due to this.
We additionally analyze a major flood event in 2017, starting around 11th August. The
Brahmaputra river reached a record water level during this event, so it was a very extreme event.
We use two Sentinel images for this event, one from 12th August (early in the event) and one
on the 24th of August (late in the event), shown in Fig. 4.12. The SAR data has a resolution of
10 m, but there is significant noise at the grid-cell level, so the Sentinel data was aggregated
to 270 m as per the GSW data. In the left panel we see that a much larger proportion of the
region is inundated, with better agreement between the model and Sentinel in the upstream
tributaries. This image may also indicate that the flood model may be under-predicting the actual
flood extent, although we note that some of the flooding detected by Sentinel may be a result
wet vegetation rather than true flooding. Other flooding not captured by the model may be due
to flooding of small streams that are not resolved by our model or pluvial flooding caused by a
combination of high rainfall and poor drainage over the flat floodplains. The second panel shows
a picture after much of the floodwaters have receded, although there is some additional flooding
compared to August 12 along the main stem of the Brahmaputra. This picture is much more
consistent with the GSW data-set, again indicating the limitation of the GSW data-set, in that
the sampling of flood events has missed the peak floods.
To summarize, while the flood model is not matching all of the observed flood extent, many
features of the observed flooding are captured. Disagreement between the model and satellite
observations have a number of causes. Locations of flooded rice-paddys, wetlands, flooding of
small streams and pluvial flooding may not be captured in the model. Sentinel may have false
positive and negative detections of flood relating to vegetation, and the GSW data-set is likely to
miss a large amount of flooding in small catchments.
The uncertainties in the model outputs mean that when using this model cascade, for example
to assess climate change impacts, it would not be appropriate to focus on changes for individual




We introduce here a new model framework which allows simulation of high resolution flood
inundation based on meteorological inputs that could come from either observations or climate
models. Results driven by three observationally based meteorological data-sets are evaluated,
showing good agreement with streamflow for the Brahmaputra and Ganges rivers, as well as
producing realistic flood inundation over a section of the Brahmaputra river and its tributaries.
As a summary of the model steps, Table 4.4 describes the inputs and outputs that cascade
through the modeling components. Each of these steps also rely on a number of assumptions.
For example, FUSE is a lumped hydrological model which parametrizes the varied hydrological
processes which occur within each grid-cell. It does not take data-sets containing soil or vegetation
information as input, instead relies on calibration of parameters to account for these variations.
mizuRoute is a simple 1D routing model, which is efficient for running over large scales, but
does not take backwater effects or floodplain storage into account. In theory the FUSE runoff
could instead be input directly into the LISFLOOD-FP river channels to include more realistic
river channel dynamics, however running the LISFLOOD-FP model over the whole GBM basin
was computationally infeasible for this application. In the LISFLOOD-FP model, there are
also approximations required to represent the river channel bathymetry. The river widths are
estimated from remote sensing data, and bank elevations are estimated from the DEM. However
in absence of reliable data, river depths are estimated using the geomorphologic assumption
of bankfull flow once every two years in combination with a gradually varied flow solver, and
river bed friction coefficients are also assumed to be constant. All these assumptions contribute
towards uncertainties in the modeling framework, however the uncertainties in external inputs
such as precipitation and DEM mean that introducing extra complexity in these models will not
necessarily produce better results.
The flood inundation model is the most compute-intensive component of this modeling chain.
So the ability to compute flood inundation at high resolution over relatively small domains, while
computing streamflow for a whole river basin to produce realistic upstream boundary conditions,
provides a efficient and flexible way of determining local flood risks. Of course, with expected
increases in future compute power, there is also potential to compute flood inundation risks over
whole basins.
There are disadvantages in using a complex modeling chain, as each model introduces its
own set of uncertainties, making the factors influencing the accuracy of the final flood inundation
hard to interpret. As part of this study, we look into the uncertainty at different steps. We run
our modeling framework using different observation-based meteorological data-sets, and also
consider three different methods of representing the hydrological processes using FUSE. This
gives a range of different plausible simulations to compare. Another possible disadvantage in
using a modeling chain with a standalone hydrological model for climate change projections is
that the hydrological model does not feed back to the climate. For example, in a fully coupled
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Table 4.4: Modeling inputs and outputs (at daily frequency*), which are passed between models.
Step Inputs Outputs
Meteorology N/A Precipitation,
temperature (mean, minimum, maxi-
mum)
MetSIM precipitation, temperature (mini-
mum,maximum)
potential evapotranspiration
FUSE precipitation, temperature (mean),
potential evapotranspiration
runoff
mizuRoute runoff hillslope routed runoff (by catch-
ment),




hillslope routed runoff (added to
rivers internally),
streamflow (at domain boundaries
only)
water depth,
sub-grid river channel and floodplain
water flows
*LISFLOOD-FP model uses a dynamic time-step (~10 seconds here), allowing higher frequency
output if required.
earth system model, the modeled evapotranspiration influences the climate simulation which
will not occur in our framework. The model set up has also been tested in a challenging location
for simulating flood inundation. The wetlands in the Meghna basin were problematic for the
FUSE-mizuRoute setup, which was not able to capture a realistic peak discharge for that region.
Future work in similar environments will benefit from considering the processes necessary to
simulate river flow through wetlands. These finding highlight the importance of validating global
models across diverse regions and only making conclusions where we have high confidence in the
model performance.
We additionally note that the use of global data-sets in this framework is an advantage in
terms of applicability. As new global DEMs, precipitation data-sets or regionalization methods
are developed, they will drive improvements in the hydrological and flood modeling simulations.
However, models which have access to high quality local data have the potential to outperform
a purely global model. Thus this method using parameter regionalization represents a middle
ground between flood model chains calibrated using local information [e.g., Falter et al., 2016,
Grimaldi et al., 2019, Rajib et al., 2020], and global flood models forced by uncalibrated hydro-
logical models [e.g., Winsemius et al., 2013, Dottori et al., 2016]. The regions where this model
framework will give the most value is where there are gaps in the availability of input data-sets
such as meteorological data, river gauge observations or high quality LIDAR based DEMs. This
represents the poorest regions of the world, which may be highly vulnerable and need the greatest
help in adapting to climate change.
River (or fluvial) flooding which is captured in this modeling framework is just one type of
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flooding. A comprehensive flood risk approach would also assess the other types of flood hazard.
These types of flooding relate to different types of meteorological or hydrological events and
require different modeling approaches. Table 4.5 summarizes these types of flooding. Operational
flood forecasting centers are required to produce forecasts for all of these types of flooding.
However due to the differences in scales and data required, climate change studies into flood
risk generally only consider one of these types of flood risk, with very few studies explicitly
simulating compound flooding such as combined coastal and river flooding [Zscheischler et al.,
2018, Bevacqua et al., 2019, Pasquier et al., 2019, Bates et al., 2021]. This methodology has the
potential for being used for climate change research or for flood forecasting (for regions where
high quality hydrological data-sets do not exists). Extending this framework to include other
types of flooding will be a useful extension for future work. Pluvial flooding in particular should be
a relatively simple addition to this framework although pluvial flooding occurs at smaller scales,
this would require both higher resolution DEMs and precipitation than fluvial flooding. Including
pluvial flooding may also need to be done in coordination with simulating fluvial flooding in
smaller watercourses.
Table 4.5: Types of flood hazards and key modeling inputs.
Type Description Modeling requirements*
Fluvial Flooding caused by river over-topping
banks and inundating floodplain
Representation of river channels and
streamflow
Pluvial Flash flooding caused by short very in-
tense precipitation events. This may in-
clude flooding of streams and small rivers
not resolved by the fluvial model
High resolution (temporal and spa-
tial) precipitation
Coastal Storm surge or tidal inundation of coastal
areas
Coastal boundary conditions
GroundwaterFlooding caused by groundwater/water ta-
ble rising
Representation of groundwater and
interactions
*High resolution modeling of all flood types require high quality digital elevation models to
describe the terrain and floodplain.
This paper presents a methodology for global modeling of high resolution flood inundation.
The use of flood risk information at scales less than 1 km has the potential to transform how
climate change risks relating to flooding are presented. Instead of using general measures of
precipitation or river flow, flood inundation can be used to inform about specific risks. These
risks can relate to people or properties exposed to floods, area of farmland inundated or locations
where roads or railways are impacted by floodwaters. Future work will include driving this
model cascade with climate change projections to investigate future flood hazard. These global
flood models can then give better information about projected damage from climate change, to
communities rich and poor.
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Figure 4.9: Yearly streamflow for 1988 (top) and 1993 (bottom). Each of these plots has four
panels with EWEMBI simulated streamflow on the left and MSWEPp1deg simulated streamflow
on the right. Top panels show streamflow for the Ganges and bottom panels show streamflow
for the Brahmaputra river. In each of the panels the observed station discharge is compared to
different simulated flows. Red dashed lines show simulations using default FUSE parameters.
Grey lines show simulations using a range of different calibrated parameters. Blue lines show the




Figure 4.10: Recurrence (percentage of years) of maximum flood inundation for the GSW data-
set (left) and the flood model forced by MSWEPp1deg precipitation. Model results show flood
inundation greater than 0.5m, over the period 1980-2017, with 9 simulations run for each year,
generated from runoff simulations with differing FUSE configurations.
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Figure 4.11: Flood extent comparisons between model and GSW data-set. a) Flood extent of a 1 in
5 year (20% recurrence), comparing modeled and GSW flood extent at 30 m resolution. b) As per
(a), but at 270 m resolution. In (b), the 270 m grid-cells for GSW are considered flooded where
10% of higher resolution cells are flooded. Note: Model results show flood inundation greater than
0.5m. Modeled flood recurrence is calculated over the period 1980-2017, with 9 simulations run




Figure 4.12: Flood extent comparisons between model and Sentinel observations for August 2017
flood event. a) Sentinel image for August 12, 2017. b) Sentinel image for August 24, 2017. Both
panels are compared against the maximum extent of flood inundation greater than 0.5 m in a
single simulation for 2017. The 270 m grid-cells for Sentinel are considered flooded where 10 % of











IMPACTS OF CLIMATE CHANGE ON FLOOD INUNDATION
POPULATION EXPOSURE, USING AN EXPLICIT MODEL CASCADE
This chapter investigates changes in flood exposure over Bangladesh between present day and 2◦C
global warming. This applies the flood model cascade described in chapter 4, where simulations
in the flood cascade are directly driven by climate model outputs. This links climate change,
hydrological processes and floodplain dynamics together, to understand the interactions between
these different systems.
As specific events in a climate model will not correspond to historical events, the most extreme
flood events in each scenario and catchment are combined to produce an estimate of the 1 in 20
year flood hazard. This 1 in 20 year flood extent is then comparable with flood hazard maps for
example as produced using a different methodology in chapter 3. In addition to flood hazard, the
population exposure to flooding in Bangladesh is estimated, as a step towards calculating flood
risk for these populations, which will be a key goal for future research.
The research here has been written up with the intention of submitting it as a journal article
at a later date. Supplementary figures for this research have been included in Appendix D.
5.1 Abstract
Flooding in Bangladesh is a yearly occurrence, with millions of people regularly affected. Despite
this, there is large uncertainty in future projections of flood exposure. This study presents
an explicit model cascade for flood hazard over the majority of Bangladesh, driven by climate
model outputs. Using climate projections from the EC-Earth3-HR model, combined with a high-
resolution population data-set, population exposure to a ‘1 in 20 year’ flood event for present
climate and conditions 2◦C warmer than pre-industrial were estimated. These showed increases
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in exposure for the three major rivers in Bangladesh, with largest exposure in the Meghna river
catchment, which includes the highest density of population and the capital, Dhaka. Changes
were smaller for the events relating to highest combined discharge (which can be more damaging),
compared to the highest discharge events in each of the individual rivers. To fully understand
changes in the most extreme events, larger samples of simulated climate is needed to investigates
changes in coincident flooding between the Ganges, Brahmaputra and Meghna rivers. The flood
inundation modelling is run over a 240,000km2 area, simulating 1D river channel and 2D
floodplain dynamics at ~270m horizontal resolution. This is unprecedented for climate change
studies.
5.2 Introduction
In Uhe et al. [2020] (Chapter 4), a model cascade was developed to relate meteorological drivers
to flood inundation hazard. That work was conducted using only historical, observationally
based data. However, the modelling framework has been designed in a way that modelled
climate from general circulation models (GCMs) can also be used as driving data, which can
then inform changes in flood risk. This chapter investigates changes in flood hazard and the
corresponding population exposure, using EC-Earth3-HR atmospheric model outputs to represent
climate change. As per previous chapters, this study focuses on simulating river flows over the
Ganges-Brahmaputra-Meghna (GBM) river system and flood inundation impacts specifically in
Bangladesh.
Regarding previous studies driving flood models using GCM outputs, Ikeuchi et al. [2015]
simulated flood exposure over the whole of Bangladesh under climate change and with different
amounts of sea-level rise. When evaluating population exposed to flooding in Bangladesh under
climate change, they estimated a doubling (2.01 times) of the average flood exposure by the end of
the century (2070–2099) compared with their baseline (1960–1989) for the high RCP8.5 emissions
scenario. However, that study used a global model framework which simulates 1D river flow
and floodplain storage at a relatively coarse resolution (0.1◦) [Yamazaki et al., 2011], which was
then downscaled to ~250m. Similarly, Alfieri et al. [2017] used a global flood modelling approach,
which included an evaluation of Bangladesh population exposed to flooding. The methodology
used in Alfieri et al. [2017] involved explicitly simulating river discharge driven by the same
EC-Earth3-HR simulations used here. The flood hazard was then determined based on the
modelled discharge, mapped to corresponding pre-computed flood hazard layers for different
return periods. They concluded that there would be a huge increase in population exposed to
flooding in Bangladesh (500% increase in average exposure between their baseline and 2◦C
simulations). The analysis in Ikeuchi et al. [2015] and Alfieri et al. [2017] considered changes in
exposure under the assumption of constant population (set at 2010 and 2015 levels respectively),
and additionally did not focus on flooding extremes which are the focus of this study. A third study,
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using the GLOFRIS global flood risk model [Winsemius et al., 2013], investigated changes to flood
risk over Bangladesh. This took a similar approach to Yamazaki et al. [2011] of simulating 1D
river flow and floodplain storage at 0.25◦ resolution, and downscaling this to 1km resolution. That
study considered changes in flood damages for the year 2050, rather than population exposed,
which were projected to increase by a factor of 3 or 4 due to changes in flood hazard (i.e., not
including increases in asset value).
In other previous studies e.g. Mirza et al. [2003], Uhe et al. [2019], future flood hazard was
estimated based on historical discharge distributions, which were scaled by factors determined
from climate model outputs. This involved scaling the discharge of idealised flood events e.g., in
Mirza et al. [2003], this was a mean annual flood, and in Uhe et al. [2019] (chapter 3 of this thesis)
this was return period flows (1 in 5, 20 and 100 year events). Due to the smaller computational
cost of hydrological models, there have also been a greater number of studies considering changes
in discharge based on hydrological models, without simulating flood hazard e.g., Ghosh and Dutta
[2012], Gain et al. [2011], Alam et al. [2016], Pervez and Henebry [2015], Masood et al. [2015],
Mohammed et al. [2017, 2018]. However, 1D hydrodynamic models e.g., Zaman et al. [2017],
Mondal et al. [2018], are able to better consider backwater and tidal effects than river routing
schemes typically used in hydrological models. The modelling in Mirza et al. [2003] also used a
1D hydrodynamic model with downscaled floodplain inundation rather than explicitly simulated
2D floodplain flow.
The use of the flood model cascade [Uhe et al., 2020], to dynamically simulate flood extremes
in Bangladesh, is a valuable tool to investigate flood hazard, with the potential to represent flood-
water dynamics not captured by previous studies. With the combination of a recently developed
high-resolution population data-set [Facebook Connectivity Lab and Center for International
Earth Science Information Network, 2018, Tiecke et al., 2017], population exposure to a ‘1 in 20
year’ flood event over most of Bangladesh was determined.
Section 5.3 presents the methodology of the flood modelling, climate model inputs, and
construction of the ‘1 in 20 year’ events. Section 5.4 analyses precipitation and discharge resulting
from EC-Earth3-HR model outputs. This includes the EC-Earth3-HR precipitation biases and
anomalies corresponding to the ‘1 in 20 year’ events (section 5.4.1), representation of seasonal
cycle of discharge corresponding to the EC-Earth3-HR outputs (section 5.4.2), and an analysis of
the timing of peak discharge in the major rivers (section 5.4.3). In addition, section 5.4.2 discusses
discharge simulated using other GCMs using this same model framework, and hence the decision
for using the EC-Earth3-HR model for the flood modelling.
To present the results of the flood inundation model, section 5.5.1 shows the fluvial (inland
river) flood hazard simulated in this study and makes a comparison to remotely sensed his-
torical flooding. Section 5.5.2 presents population exposure to the simulated flood hazard over
Bangladesh and section 5.5.3 analyses this exposure at a sub-basin level, including a sensitivity
study. Finally, section 5.6 discusses the results, limitations and future direction of this work.
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5.3 Methods
Here, the flood model cascade described in Uhe et al. [2020] (Chapter 4 of this thesis) is used to
translate meteorological drivers into high resolution flood inundation. To investigate possible
future changes in flood risk, GCM outputs were used to drive the flood model cascade, instead of
observationally based data from the past. Conditions representing current climate and future
climate with warming to 2◦C above pre-industrial conditions are simulated for this chapter.
This study takes GCM output to drive the flood model cascade [Uhe, 2020]. A selection of
GCMs were considered for use in this study. Due to limitations of the representation of the
GBM hydrology in the majority of models (such as misrepresenting the timing of peak flows or
simulating unrealistically large high flows, discussed in section 5.4.2), a single model, EC-Earth3-
HR was chosen to use in the flood inundation modelling. An ensemble of GCM simulations from
this model was used to produce a large sample of consistent river flows and to investigate flooding
extremes. The EC-Earth3-HR v3.1 atmospheric model simulations are described in Alfieri et al.
[2017] (produced by the Swedish Meteorological and Hydrological Institute for the High-End
cLimate Impacts and eXtremes (HELIX) project). The EC-Earth3-HR simulations have previously
been used for flood modelling studies [Alfieri et al., 2017, Mohammed et al., 2018] and other
hydrological studies [Koutroulis et al., 2018].
The hydrological model and river routing components of the model cascade use an identical
configuration to that in Uhe et al. [2020], over the full Ganges-Brahmaputra-Meghna river
basin. Runoff is simulated with 0.5◦ horizontal resolution using the FUSE rainfall-runoff model
[Clark et al., 2008, Addor et al., 2014] and streamflow is simulated using the mizuRoute river
routing model [Mizukami et al., 2016], along the river network derived from the MERIT-Hydro
hydrography data-set [Yamazaki et al., 2019].
In Uhe et al. [2020], multiple hydrological model structures and parameter-sets were used
to account for model uncertainty. However, for this study, a single FUSE model structure (‘902’,
which mimics processes in the VIC hydrological model [Liang et al., 1994]) and single set of
model parameter values (obtained from parameter regionalisation using the observationally
based EWEMBI data-set as driving data) were used to reduce computation. This FUSE model
structure performed well in terms of the Kling-Gupta efficiency (KGE) scores in both the Ganges
and Brahmaputra rivers (table 4.3 in chapter 4). The specific parameter set used here had KGE
scores of 0.7 for the Ganges and 0.85 for the Brahmaputra river, (considering wet-season flows
between April and October).
The LISFLOOD-FP modelled flood inundation was simulated over a subset of the GBM basin
at ~270m horizontal resolution. The region simulated here (see section 5.3.2) covers the majority
of Bangladesh. It is significantly larger than the domain simulated in Uhe et al. [2020], covering
an area of 240,000km2 and is significantly larger than other studies which have dynamically
simulated high resolution 2D floodplain flow for future flood hazard. The larger model domain
allows an estimation of population exposed to fluvial flooding from the major rivers in Bangladesh.
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5.3.1 Climate model inputs
For inputs to the flood model cascade, GCM time-slices were chosen for the current climate
and 2◦C warming since pre-industrial conditions (as per the methodology in chapter 2 of this
thesis). The GCM simulations used for the flood inundation modelling, from atmospheric model
EC-Earth3-HR v3.1, consist of 7 simulations forced by CMIP5 GCM sea-surface temperatures
[Alfieri et al., 2017]. For the EC-Earth-HR model, the 2000–2020 period was used for the current
climate and for the 2◦C climate, 21 year time-slices were used, centred on the year matching 2◦C
warming since pre-industrial conditions (as per the HELIX methodology, Wyser et al. [2017]).
Discharge from several of other climate models used in chapter 2 were also simulated using
the FUSE and mizuRoute models, but not used in the LISFLOOD-FP flood inundation modelling.
Models run through the FUSE-mizuRoute framework were the HadGEM3 simulations from the
HELIX project [Wyser et al., 2017], the CESM-CAM5 large ensemble simulations [Kay et al.,
2015], and the CAM4-2degree, ECHAM6-3-LR, MIROC5 and NorESM1-HAPPI simulations
from the Half a degree Additional warming, Prognosis and Projected Impacts (HAPPI) project
[Mitchell et al., 2017]. The reason for the choice of EC-Earth3-HR for flood inundation modelling
is discussed further in section 5.4.2.
Daily output from climate models were first bias-corrected using the ISIMIP methodology
[Hempel et al., 2013]. Bias correction for the EC-Earth3-HR model outputs were bias corrected
to match the PGFv2 observational data-set [Sheffield et al., 2006]. The bias correction was
conducted as part of the HELIX project which is why a different observational data-set was used
compared to Uhe et al. [2020] (chapter 4 of this thesis).
The climate variables corrected were the mean, minimum and maximum of daily temperature
(tas, tasmin and tasmax) and daily precipitation (pr). Different approaches were applied to each
variable as follows:
• tas: Monthly mean values corrected with an additive correction, and daily variability
around the monthly mean corrected.
• tasmin/tasmax: A scaling factor is calculated for the difference between tas and tas-
min/tasmax in the model vs observations (Eqn. 25 in Hempel et al., 2013). The daily
differences between tas and tasmin/tasmax are scaled and added to the bias corrected daily
tas (Eqn. 26 in Hempel et al., 2013).
• pr: Monthly mean values are corrected with a multiplicative correction. The number of dry
days are adjusted to match observations and daily variability of precipitation magnitude
around the monthly mean is also corrected (see Hempel et al. [2013] for further details).
The MetSim software [Bennett et al., 2020] was used to estimate potential evapotranspiration
(PET) from daily pr, tasmin and tasmax as per Uhe et al. [2020]. The daily pr, tas and PET were
then used as inputs to the FUSE model [Clark et al., 2008].
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5.3.2 Flood model configuration
For this analysis, a new LISFLOOD-FP model domain was set-up, spanning 87.628–92.738 E,
22.456 –26.681 N (see Fig. 5.1). This covers the entirety of the Ganges-Brahmaputra-Meghna
catchment within Bangladesh, and the majority of Bangladesh, with the exception of the southern
part of the river delta and south-eastern region of Chittagong. River depths were estimated using
the Manning equation as per Sosa et al. [2020]. All other parameters of the LISFLOOD-FP model
and river network were configured as per Uhe et al. [2020] (chapter 4 of this thesis).
The boundary conditions at the southern outlet of the river system and points along the
southern edge of the domain had a fixed water elevation of 0m set. This model does not therefore
consider storm surges or tidal effects. Within the delta, rivers wider than the pixel size (~270m)
are somewhat resolved by the DEM, however one dimensional sub-grid representations of
channels within the delta system were not included (the stream network used for the 1D sub-grid
channels is shown in Fig. 5.1). Because of these limitations, the analysis of model results are
concentrated on areas further inland. The analysis in section 5.5.3 considers only regions north
of 23.5 N (black line in Fig. 5.1), giving a buffer of over 100km between regions analysed and
the edge of the model domain. At this distance, there can still be some backwater effects from
storm surges [Ikeuchi et al., 2017], however the flooding in the ‘1 in 20 year’ events simulated for
this study will be dominated by the riverine sources. Additionally, tropical cyclones in the Bay
of Bengal occur in the pre- and post-monsoon seasons (this bi-modal distribution is unique to
tropical cyclones in this region) so are not expected to occur simultaneously with the peak fluvial
flooding of the GBM rivers [Gray, 1968, Mirza et al., 2003, Yanase et al., 2012, Li et al., 2013]).
5.3.3 Selection of discharge inputs to LISFLOOD-FP
Due to the high computational cost of the LISFLOOD-FP model relative to the other components
of the hydrological model cascade, all 294 years in the EC-Earth3-HR climate model time-slices
were simulated using the FUSE-mizuRoute models, but only a subset were simulated using the
LISFLOOD-FP model. To avoid using large compute resources representing small flood events,
the modelling focused on high discharge events which cause the greatest flooding. This section
describes the selection process for years to simulate.
Regarding computational cost of the modelling, each LISFLOOD-FP simulation over the
Bangladesh domain chosen takes between 10–20 hours running on 24 CPU cores (on the Bristol
University Blue Pebble cluster). Therefore, running LISFLOOD-FP for the complete set of time-
slices from the EC-Earth3-HR simulations would use on the order of 100,000 CPU hours. By only
simulating large flood events, the computational cost is reduced by an order of magnitude.
Before selection of flood events, the first year of simulation from each climate model time-slice
was discarded. This was because of unrealistically high discharges simulated by mizuRoute in




Figure 5.1: Summary map showing the LISFLOOD-FP domain over Bangladesh.
To strike a balance between the representation of extreme flooding events while needing a
sufficient sample of model results, the ‘1 in 20’ year flood was chosen for analysis. To represent
this, events exceeding a threshold of the 95 percentile values of the yearly maximum discharge
in the mizuRoute simulations were considered. These 95 percentile thresholds were calculated
at every location in the river network. As the Ganges-Brahmaputra-Meghna basin is a large
diverse region, flooding in each of the sub-basins does not necessarily coincide. So four locations
on the river network were chosen — one each for the Ganges, Brahmaputra and Meghna rivers
within Bangladesh and one location downstream of the rivers joining, near the outlet to the Bay
of Bengal (referred to as ‘combined’ flow). These sets of flood years represent flooding of the major
rivers, however this does not necessarily capture the largest flood events in smaller tributaries.
The first three locations correspond to locations of gauging stations at Hardinge Bridge (Ganges),
Bahadurabad (Brahmaputra) and Bhairab Bazar (Meghna) (the same locations which are used
for evaluating the discharge compared to observations, as per Uhe et al. [2020]). From these
four locations, years were selected where the yearly maximum discharges was within the top 95
percentile flow as calculated above.
This selection gives seven ‘1 in 20’ years events for each of the locations. Due to some of these
years being ‘1 in 20’ year events at multiple location, there were a totoal of 17 years in the current
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climate and 18 years in the 2◦C climate, to be simulated in LISFLOOD-FP. Flood inundation
simulations were run for the period April–October, covering the monsoon season when fluvial
flooding typically occurs.
5.3.4 Sensitivity analysis to ensemble selection
Since 7 ensemble members is a small sample size to use for analysis of extremes, an additional
sensitivity analysis was conducted, regarding the selection of ensemble members. To do this,
the selection of ‘1 in 20 year’ events was performed as above, but excluding one of the ensemble
members. This process was repeated to produce a sets of events with each of the ensemble
members excluded.
This produces an additional 7 re-sampled estimates of the ‘1 in 20’ year floods, each estimate
using 6 ensemble members of the climate model simulations. Each of these estimates do have
overlap in the years of simulation considered ‘1 in 20’ year floods, but also contain differences,
so additional LISFLOOD-FP simulations were run to include all years selected in each of these
estimates.
5.4 Evaluation of climate model precipitation and modelled
discharge
5.4.1 EC-Earth3-HR precipitation
The key driver of flooding in this model framework is the EC-Earth3-HR model precipitation,
which is analysed here. Firstly, precipitation patterns as represented by the observationally based
data-sets used in chapter 4 (EWEMBI and MSWEP2-2) are shown in Fig. 5.2. Two precipitation
metrics are shown: yearly maximum of 1 day precipitation (‘RX1day’, which is the same as
‘Extreme precipitation’ in chapter 2) and yearly maximum of monthly precipitation (‘RXmonthly’,
which was used in chapter 3). These metrics respectively represent short heavy precipitation
events and prolonged wet conditions, both which contribute to flood conditions. The highest
precipitation totals occur around the Meghalaya mountains (northeast of Bangladesh) and the
Himalayan foothills. MSWEP2-2 predicts substantially higher precipitation over these regions,
highlighting the uncertainty in estimating precipitation in these mountainous areas.
Figure 5.3 shows a comparison (biases) between the EC-Earth3-HR and EWEMBI or MSWEP2-
2 precipitation metrics. There are notable biases with mostly dry biases relative to observations,
especially compared to MSWEP2-2. The differences between the EC-Earth3-HR forcing data
used in the hydrological simulations, and the observational data-sets is also important for the
outputs simulated by the modelling chain. In Fig. 5.4 the same comparison as Fig. 5.3 is shown,
but for the bias corrected EC-Earth3-HR data. The bias correction does reduce the dry biases in
some areas, but in a few areas the dry biases are increased (e.g., eastern edge of the domain).
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Figure 5.2: Observational data-sets, showing precipitation extremes over the GBM region: RX1day
(upper) and RXmonthly (lower). Two different data-sets are shown: EWEMBI (left panels) and
MSWEP2-2 0.5◦ (right panels). For reference, the region simulated by LISFLOOD-FP is shown
as a green box.
This may be a reflection of differences between the PGFv2 data-set and the observationally based
data-sets used here, as the observations have high uncertainty in this region [Ménégoz et al.,
2013] (also seen by the differences between the EWEMBI and MSWEP2-2 plots). It may also
reflect a limitation of the ISIMIP bias correction methodology, and will be a subject for further
investigation.
In addition to the differences between modelled and observed precipitation, an important
factor determining how the flood events are represented, is the precipitation during the extreme
events. The remainder of this section discusses the the spatial distribution of precipitation
anomalies of the RXmonthly and RX1day precipitation corresponding to the ‘1 in 20 year’ events.
These are not compared with observations, as the ‘1 in 20 year’ event is not well constrained
given the the uncertainty in observations and the short length of observational records.
Figure 5.5 shows the anomalies for the RXMonthly precipitation matching the ‘1 in 20
year’ events for each of the discharge locations, compared to the mean of the current climate
simulations. This shows the patterns of where the precipitation is greater than usual for these
events. For the Brahmaputra, Ganges and combined discharge events, the precipitation anomalies
are highest upstream of Bangladesh and in the areas where the average precipitation is highest.
The high anomalies for the Ganges discharge events extend further to the west (i.e. the Ganges
catchment) compared to the Brahmaputra events. In addition to the patterns of precipitation
shown in Fig. 5.5, which are similar, the timing of the precipitation events will determine the
magnitude of the peak discharge in different catchments. For discharge events on the Meghna
river, the precipitation anomalies are more localised to Bangladesh and the mountainous areas
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Figure 5.3: Differences between EC-Earth3-HR precipitation extremes and observational data-
sets over the GBM region: RX1day (upper) and RXmonthly (lower). Data is comparing the current
climate in EC-Earth3-HR with the 1980–2013 time period in the observationally based data-sets:
EWEMBI (left) and MSWEP2-2 0.5◦ (right). EC-Earth3-HR data was regridded to the 0.5◦ grid
(using conservative remapping), but not bias corrected. For reference, the region simulated by
LISFLOOD-FP is shown as a green box.
Figure 5.4: Differences between EC-Earth3-HR bias corrected precipitation extremes and observa-
tional data-sets over the GBM region: RX1day (upper) and RXmonthly (lower). Data is comparing
the current climate in EC-Earth3-HR with the 1980–2013 time period in the observationally
based data-sets: EWEMBI (left) and MSWEP2-2 0.5◦ (right). EC-Earth3-HR precipitation here
was bias corrected to PGFv2 data. For reference, the region simulated by LISFLOOD-FP is shown
as a green box.
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north of Bangladesh. This indicates that the flooding events in the Meghna river catchment may
be less correlated to flooding in other areas of Bangladesh,
To see if these anomalous patterns of precipitation change in the future, Fig. 5.6 shows the
same anomalies as Fig. 5.5, but for the ‘1 in 20 year’ events in the 2◦C climate, compared to the
2◦C climate mean values. The patterns here are generally consistent with the patterns in Fig. 5.5,
indicating that the weather regimes leading to the flooding events are likely to be similar to the
present day in the future.
In addition to persistent wet conditions represented by the monthly precipitation shown in
Figs 5.5 and 5.6, Figures D.7 and D.8 show the same results for the RX1day precipitation metric.
This shows similar patterns as above, but with a noisier signal, as the maximum single day
precipitation events upstream will not necessarily be associated with flooding in the major rivers
downstream.
5.4.2 Seasonal cycle of discharge simulated using climate model inputs
The river discharge acts to integrate upstream runoff in a particular catchment, so gives a
different picture to the precipitation shown in section 5.4.1. This can indicate whether, despite
the various biases and limitations of the climate model outputs, they capture the key behaviours
that cause the peak flows in the major rivers. As mentioned in section 5.3.1, before performing the
LISFLOOD-FP simulations with the EC-Earth3-HR climate model, a number of climate model
outputs were bias corrected and run through the FUSE-mizuRoute models. In the selection which
resulted in the EC-Earth3-HR simulations being used, the key factors were the representation of
the Ganges and Brahmaputra streamflow, particularly the seasonal cycle and the inter-annual
variability. The inter-annual variability of the peak discharge is important for estimating impacts
of extreme events. For example if the inter-annual spread of peak discharges is much greater than
observed, this would result in an overestimation of the events in the tail of the distribution, even
if the peak discharges matches observations on average. In addition, if the timing of the peak
discharge in the seasonal cycle does not match the observations, this may indicate a deficiency
in the model’s ability to represent the monsoon system or the appropriate weather conditions
causing flooding in the region.
Plots of streamflow for the Meghna, Ganges and Brahmaputra rivers are shown for EC-
Earth3-HR in Fig. 5.7, These show the mean seasonal cycle of discharge in solid lines and 90th
percentile of discharge in dashed lines to represent high flows and the inter-annual variability.
For comparison, these plots also show gauge based ‘Observed’ discharge and modelled discharge
using the EWEMBI data-set as inputs (‘EWEMBI forced’). The EC-Earth3-HR driven model
shows a good representation of the seasonal cycle of the Brahmaputra and Ganges although with
consistently low discharge compared to observations. However, this is not a serious concern for
the flood inundation modelling. The river channel depths are calculated based on the assumption
that channels will reach capacity once every two years, based on the modelled discharge for
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Figure 5.5: Anomalies in the EC-Earth3-HR RXmonthly precipitation metric over the GBM
region, comparing the 1 in 20 year simulations with the mean precipitation for the current
climate. Different panels show the precipitation from the 1 in 20 year discharge events defined at
different locations.
Figure 5.6: Anomalies in the EC-Earth3-HR RXmonthly precipitation metric over the GBM
region, comparing the 1 in 20 year simulations with the mean precipitation for the 2◦C climate.
Different panels show the precipitation from the 1 in 20 year discharge events defined at different
locations.
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Figure 5.7: Seasonal cycle of discharge simulated for the Meghna, Ganges and Brahmaputra
rivers. Simulations forced by EC-Earth3-HR climate model output are compared against simula-
tions forced by observations (EWEMBI) and river gauge observations (Observed). Solid lines are
the climatological mean discharge and the dashed lines represent the 90th percentile flow for
each day of the year (high flows).
the present day (see Uhe et al., 2020, Sosa et al., 2020). This acts as a form of calibration and
will result in shallower channels that offset the lower flow to some extent. The inter-annual
variability in the EC-Earth3-HR discharge resulting in the high flows also seems reasonable.
A table summarising key limitations of the discharge seasonal-cycle for each of the climate
models considered is shown in table 5.1. Furthermore, plots in Appendix D (Figs D1–D6) show
the streamflow as per Fig. 5.7 for six other models. It is clear from these plots that even though
they are all bias-corrected, the different climate models can produce wildly different discharge.
For example the HadGEM3 model produces unrealistically large peak flows for the Ganges river,
and the MIROC5 model produces unrealistically large peak flows for the Meghna river.
From these models EC-Earth3-HR was chosen due to its representation of the seasonal
cycle and inter-annual variability despite the low discharge. The EC-Earth3-HR model also has
comparable resolution (~0.4◦) to the 0.5◦ grid that the observations and FUSE simulations are
run at. In comparison, the ECHAM6-3-LR model which also had a good representation of the
seasonal cycle, has a horizontal resolution of 1.875◦, meaning that there are roughly 14 FUSE
grid cells for each climate model grid cell. Due to this, a lot of the detail in the climate model
output is being filled in by the bias correction.
It is also worth noting that the EC-Earth3-HR bias correction for the HELIX project used
the PGFv2 data-set, which is a different observational data-set to the EWEMBI data-set used
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Model MIP Notes
EC-Earth3-HR HELIX Seasonal cycle well represented. Low estimates of
discharge
HadGEM3 HELIX Large unrealistic peak in Ganges discharge in Sep-
Oct
CESM-CAM5 large ensemble Brahmaputra peak high flows (inter-annual variabil-
ity) too large.
CAM4-2degree HAPPI Additional early peak in Brahmaputra discharge in
June.
ECHAM6-3-LR HAPPI Reasonable representation of seasonal cycle. Low res-
olution relative to hydrological simulations.
MIROC5 HAPPI Additional early peak in Brahmaputra discharge in
June. Meghna peak unrealistically large.
NorESM1-HAPPI HAPPI Inter-annual variability too high for Brahmaputra
peak discharge
Table 5.1: Notes on discharge simulated using different climate model outputs. Figures showing
seasonal cycle of GBM streamflow, for models other than EC-Earth3-HR, are included in Appendix
D (Figs D1–D6).
as a comparison in Fig. 5.7 and in the parameter regionalisation in Uhe et al. [2020] (EWEMBI
was also used to bias correct the CESM-CAM5 and HAPPI ensembles). The bias correction of EC-
Earth3-HR precipitation did not remove all of the dry biases relative to the other observational
data-sets, so the low discharge may be related to issues with the PGFv2 data-set.
5.4.3 Timing offset between flood peaks
The timing of the flood peaks, especially for the Ganges and Brahmaputra rivers is very important
for the impacts of flooding within Bangladesh. For example in 1998 and 1988, when there was
particularly severe flooding, the peak flows of the Ganges and Brahmaputra rivers occurred
within a few days of one another. This combined flow slows drainage of flood waters and causes
additional backwater effects, increasing flooding in the Meghna basin as well [Mirza, 2003].
Figure 5.8 shows the timing of the peaks for the mizuRoute EC-Earth3-HR simulations and
Fig. 5.9 shows the corresponding offsets/lags between the Brahmaputra and Ganges peak flows.
These broadly agree with the expected timing of peak discharge, although with a slightly greater
lag between the Brahmaputra and Ganges peaks than observed (39, compared to 29 days reported
in Mirza [2003]). Additionally, as mentioned in chapter 4, the mizuRoute simulated discharge
for the Meghna river is too flashy hence producing unrealistic peak flows which are much more
attenuated in reality. Because of this, the Meghna river results are not considered in depth.
There is also no clear shift in the timing of the peak floods between the present climate and
2◦C climate in Fig. 5.8. The lags across all years are very similar between the present climate and
2◦C (Fig. 5.9). For the ‘1 in 20 year’ events in the combined discharge, the lags are slightly larger
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Figure 5.8: Timing of peak floodwaters simulated by mizuRoute using EC-Earth3-HR inputs,
at different locations. Violin plots are used to show the probability distribution using a kernel
density estimation. Left panels show plots for all years and right panels show plots for the years
corresponding to the ‘1 in 20 year’ flow in the combined discharge. Plots for all years include a
box-plot, plots for ‘1 in 20 year’ events show each of the years as vertical lines.
for the 2◦C climate compared to the present day. However, as there are only 7 years representing
these extreme events, a greater number of samples would be needed to be confident that these
changes are not just due to model variability. This is a different result to that found in Mohammed
et al. [2018], who found that in future climates there would be a greater number of extreme
events where the peak discharges of the Ganges and Brahmaputra closely coincide. However, as
Mohammed et al. [2018] counted numbers of events above a fixed threshold of discharge, part of
this signal may simply be due to the greater discharge in future climates reaching the threshold
rather than a shift towards smaller lags. Either way, the greater discharge in the 2◦C world does
cause an increase in flooding, as shown in section 5.5.
5.5 Flood inundation and exposure
5.5.1 Flood hazard
To view the spatial pattern of flooding, the example of the ‘1 in 20 year’ combined (downstream)
GBM discharge event from the EC-Earth3-HR model outputs is considered. Figure 5.10 shows the
flood extent, comparing current climate and 2◦C climate. There are small amounts of additional
flooding on the edges of the floodplains in the 2◦C climate compared to the current climate. There
are also some isolated regions where the current climate has flooding not seen in the future.
However these generally occur in smaller upstream catchments where the flooding will not
necessarily coincide with the large floods in the major rivers.
The areas of additional flooding in the 2◦C climate seem small compared to the total flooded
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Figure 5.9: Timing offset between Brahmaputra and Ganges river peak discharge simulated
by mizuRoute using EC-Earth3-HR inputs. Positive values show the peak in the Brahmaputra
occurring before the Ganges. Different panels correspond to either all years (top panel) or the ‘1
in 20 year’ events defined at different locations. The plots for all years includes a box-plot, plots
for ‘1 in 20 year’ events show each of the years as vertical lines.
area, however because large numbers of people live on the edge of floodplains, this can still be
important in terms of population exposed to the flooding. This is explored further in section 5.5.2.
Estimates of historical flooding are additionally shown in Fig. 5.11 as a qualitative comparison
to the modelled flood extent. The two data-sets used for historical flooding are based on satellite
observations. The first ‘global surface water’ data-set (GSW, Pekel et al. [2016]), is based on
Landsat satellite images between between 1984 and 2015. The second, from the Dartmouth Flood
Observatory (DFO) represents flooding between 1993–2015, using MODIS satellite images and
may incorporate other satellite products where available [Brakenridge et al., 2016].
The GSW data is at smaller scales (~30m compared to ~250m for DFO and ~270m modelled
flooding) and has less frequent samples (roughly once a month compared to daily for DFO). Both
these points contribute towards a smaller estimated flood footprint in the GSW data-set. However,
the majority of flooding in the model is consistent with these data-sets, with some over-estimation.
As the model is representing a ‘1 in 20 year’ event, and the observations only cover a period of
20 or 30 years length, some over-estimation is expected. In addition, the model does not include
flood defences, which again will result in greater modelled flooding than observed where flood
defences exist.
One location where the flood model differs with the DFO estimate, is the southern edge of the
Meghalaya mountains in the north of Bangladesh. Here flash flooding occurs, resulting directly
from rainfall and flooding of small streams. The short time-scale of these flash floods is similarly
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Figure 5.10: 1 in 20 year flood hazard (greater than 0.5m depth) comparing current climate and
2◦C climate simulations. Flood hazard here is based on the 1 in 20 year event at the downstream
outlet of the combined GBM river network. Note that the model domain (set up for fluvial flooding)
does not include the southernmost areas of the coastal delta.
Figure 5.11: Left: Flood recurrence based on a Landsat based global surface water data-set [Pekel
et al., 2016]. Right: Historical flood extents based on Dartmouth Flood Observatory Global Atlas
of Floodplains [Brakenridge et al., 2016]. Each colour represents flooding from a different year
between 2000–2015. Flooding between 1993–2000 is shown as a separate colour.
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a reason why there is less flooding in the GSW data-set over this region (which does not contain
frequent enough samples to observe many short flood events). The model framework used here is
not designed to simulate flash flooding, which would need to be addressed in a different type of
study.
5.5.2 Flood exposure
In terms of the damages of flooding, the hazard is only the first step. Flood impacts are the result
of a combination of hazard, exposure and vulnerability. These impacts can be applied to many
sectors such as agriculture, transport and infrastructure, but for this study, population exposure
to flood hazard is investigated.
Here the High Resolution Settlement Layer data-set for the 2018 population in Bangladesh
was used [Facebook Connectivity Lab and Center for International Earth Science Information
Network, 2018, Tiecke et al., 2017]. This data-set has been shown to improve estimates of flood
exposure by representing population based on the location of buildings [Smith et al., 2019]. The
population data at ~30m resolution was first aggregated to the ~270m resolution model grid.
Population exposure was then calculated by the intersection of the population within the flooded
area (with maximum flood depth > 0.5m) using the model driven by EC-Earth3-HR outputs. The
2018 population was used for both the present day and 2◦C climate, meaning that these results
do not account for population growth or internal migration. The change in flood exposure is hence
interpreted as due to changes in flood hazard from climate change. As the purpose of this study is
understanding changes related to climate, this provides an attribution of changes in population
exposure due to climate drivers, rather than the total exposure relating to both climate and
population changes. This is in line with previous studies (e.g., Ikeuchi et al., 2015, Alfieri et al.,
2017).
To see the regional pattern of population exposed to flooding in different parts of Bangladesh,
Fig. 5.12 shows the flood exposure aggregated to a 0.1◦ grid. The top left hand panel shows the
total number of people exposed to the ‘1 in 20 year’ flood event based on the combined discharge
in the current climate. The top right plot shows the same values, expressed as percentage of
population in each cell. In terms of total number of people, the highest exposure occurs around
Dhaka (which is the area of highest population density), and then the downstream reaches of the
major rivers, below the confluence of the Ganges and Brahmaputra. The percent of population
exposed more closely resembles the spatial pattern of the flood hazard (e.g. Fig. 5.10)
The bottom panels of Fig. 5.12 show the changes in exposure for the ‘1 in 20 year’ event
between the current climate and 2◦C climate, again in total numbers of people (left) and as a
percentage of the population in each 0.1◦ cell (right). Changes in terms of the largest number
of people is highest around the areas of high population density, similar to the areas of highest
exposure in present climate. The greatest changes in terms of percent of population are again
in the downstream regions of the catchments, but less connected to areas of high population. In
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built up areas such as Dhaka, much of the population exposed based on modelled flooding will in
fact be protected by flood defences, but the increase of exposure in the 2◦C climate reflects the
need to increase the level of flood defences to keep the same population protected from flooding.
In addition to the increases in exposure, there are decreases in exposure in a few regions. As
mentioned in section. 5.5.1, the flooding in upstream catchments is not necessarily correlated to
downstream discharge which is used to construct the ‘1 in 20 year’ events. So despite the increase
in precipitation between the current climate and 2◦C climate, the natural variability causes noise
in the upstream estimates. To obtain more reliable estimates for changes in exposure for these
upstream catchments, it would be possible to determine ‘1 in 20 year’ discharge events for many
smaller catchments separately and then simulate these events using LISFLOOD-FP. However,
for the purposes of this study, the results will be more robust at regions closer to the location of
the discharge measurements.
When evaluating the flood exposure at full resolution over a small portion of the region,
the flood model reflects our expectation that most human settlements will be located in less
flood-prone areas. Figure 5.13 shows a smaller downstream section of the modelled domain,
including the confluence of the Ganges and Brahmaputra rivers and the capital city Dhaka (in
the lower right side of the images). This figure shows the HRSL population per ~270m grid cell
(upper panel), and the parts of this population exposed to the ‘1 in 20 year’ flood (lower panel).
Despite the lack of flood defences, most of the highest density population centres in the upper
panel are not exposed to flooding. Dhaka is the main exception to this, with the built up areas
including many waterways extensively managed and modified by human development. The model
does not account for this and there is a large number of people exposed to flooding in the outskirts
of Dhaka in this model.
5.5.3 Basin aggregated exposure and sensitivity analysis
To get a idea of the sampling uncertainty in the population exposure due to the different climate
model simulations, a sensitivity analysis was conducted, as described in section 5.3.4. In this sec-
tion the exposure estimates from the full climate model ensemble and the re-sampled ensembles
are shown. This analysis was done using population exposure over the different basins within
Bangladesh, and population exposure over the majority of Bangladesh (considering regions north
of 23.5 N). The map in Fig. 5.1 gives a guide to the extent of the basins.
Figure 5.14 shows the total population (left) and percentage of population (right) exposed
to the ‘1 in 20 year’ flood events. Here different sub-panels relate to exposure aggregated over
different basins, while different coloured markers correspond to the ‘1 in 20 year’ flood events
measured at different locations. The black markers representing the largest downstream flows
(‘combined’ event) are shown for all regions, and the exposure to discharge events for each of
the major rivers is shown only for the corresponding catchment. The catchment for the Ganges
within Bangladesh is a relatively small region, with a correspondingly small population exposed.
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Figure 5.12: Exposure to 1 in 20 flood extent calculated based on the HRSL population data-set.
Output aggregated to 0.1 degree grid cells. Left: Current climate exposure, Right: Change in
exposure between current climate and 2◦C climate, as percentage of total population. Major cities
Dhaka and Khulna are located as reference.
The Meghna catchment has the highest population exposed (including Dhaka) and also has
greater flooding in the combined discharge events compared to the peak discharge events for
the Meghna river itself. This may be due to flooding of the Brahmaputra spreading into the
Meghna catchment, and also backwater effects of flows from the other rivers. The Brahmaputra
catchment also has a higher population exposed during the combined discharge events for the
current climate compared to peak discharge for the Brahmaputra river, which again may be
connected to backwater effects.
Regarding the sensitivity study, in Fig. 5.14 the circles mark the exposure using the full
climate model ensemble and the crosses mark the exposure estimates from the re-sampled
ensembles. These re-sampled ensembles are generally consistent with the full ensemble, but
show a large spread, especially for the combined discharge simulations. However, despite a few
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Figure 5.13: Upper: HRSL population data aggregated to 270m resolution. Lower: Exposure to 1
in 20 flood extent calculated based on the HRSL population data-set. Exposure in both current
climate and 2◦C climate are shown in greys and differences in exposure between them is shown
in shades of purple and orange. Region includes Dhaka (area of high population in south-east).
For reference, the major rivers are marked by blue lines: Ganges river (entering from the west),
Brahmaputra river (entering from the north), Meghna river (entering from the east).
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Figure 5.14: Exposure to the 1 in 20 flood events over sub-basins within Bangladesh (different
sub-panels). Left shows millions of people exposed, right shows percentage of population exposed
within that region. The black markers for the ‘combined’ discharge events represent the ‘1 in
20 year’ flows, measured downstream of the confluence of the three major rivers (shown for all
panels). Other colours represent the ‘1 in 20 year’ events measured for discharge on each of the
major rivers. Circle symbols show the estimate based on all ensemble members. Cross symbols
show the estimates when excluding individual ensemble members from the analysis. Exposure
is based on regions exceeding 0.5m flood depth in all simulations in the top 95th percentile of
discharge for a specific location.
outlying points, there is a clear signal of increased exposure in the warmer climate.
To show the spread of changes more clearly, Fig. 5.15 shows violin plots representing the
probability density of the changes from the different estimates. In each of the sub-basins, the
changes during events related to peak discharge in the corresponding river see higher changes
than the events related to the combined discharge. This is an interesting result, and these
smaller changes in exposure for the combined discharge events may be connected to the greater
lag between the Ganges and Brahmaputra flood peaks for 2◦C , as shown in Fig. 5.9. This may
indicate that while each of the rivers are seeing large changes, the likelihood of a combined
event, where the timing of the flood peaks coincide, is becoming less likely due to climate change.
However, another confounding factor is that there may be greater noise in the upstream parts of
the catchment for the combined GBM discharge events compared to the individual river discharge
events, which could influence this result.
5.6 Discussion and Conclusions
This study presents a novel approach to estimating changes in population exposure to flood
hazard, due to climate change. Determining exposure is an important step to link hazard with
impacts borne by the community. Simulating weather events explicitly through a hydrological
model cascade forced by climate model output allows investigation of interactions between sub-
catchments of the larger GBM system. This type of analysis is not possible in typical global flood
hazard models frameworks (e.g., Alfieri et al., 2017, Ikeuchi et al., 2015, Winsemius et al., 2013),
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Figure 5.15: Change in exposure from the 1 in 20 flood events over sub-basins within Bangladesh.
Left panel shows change in population exposure, in millions of people, Right panel shows per-
centage change in population exposure. The black markers for the ‘combined’ discharge events
represent the ‘1 in 20 year’ flows, measured downstream of the confluence of the three major
rivers (shown for all panels). Other colours represent the ‘1 in 20 year’ events measured for
discharge on each of the major rivers. Exposure is based HRSL population in regions exceeding
0.5m flood depth in all simulations in the top 95th percentile of discharge for a specific location.
Violin plots are used to show the probability distribution of the results in the sensitivity analysis
using a kernel density estimation. Lines mark the minimum, maximum and median values.
Circle symbols mark the estimate based on all ensemble members. Cross symbols show the
estimates when excluding individual ensemble members from the analysis.
or where future discharge is determined by scaling current discharge distributions (e.g., Uhe
et al., 2019, Mirza et al., 2003).
Results show strong a climate change signal in increasing flood exposure. For a ‘1 in 20 year’
event for the downstream (combined) discharge, over the whole of Bangladesh (north of 23.5N)
the population exposed ranges from 29.6–31.7 million (27.2–29.3%) in the current climate to
32.9–34.3 million (30.3–31.6%), with the exception of one outlier from the re-sampled ensembles
of 25.9 million (23.8%). The median change equates to a 6% increase, and the largest estimate
gives 12% more people exposed in the future compared to present. These results are much more
conservative than previous estimates in terms of the changes of populations exposed (100%
increase in Ikeuchi et al. [2015], 500% increase in Alfieri et al. [2017]). Additionally Winsemius
et al. [2013] estimated a 200–300% increase annual flood damages due to climate change (a
different metric but connected to population exposure).
Some of the difference in exposure changes here compared to previous studies is likely due
to the different events considered — this study considers extreme floods whereas Ikeuchi et al.
[2015], Alfieri et al. [2017] and Winsemius et al. [2013] calculated change in exposure/damages
per year. As discussed in Uhe et al. [2019] (chapter 3), due to the topography of the floodplains
there can be large increases in flood area with increases in discharge for small/regular flood events.
However, extreme/less frequent flood events which cover the majority of the floodplain need much
greater increases in flood volumes to encroach on steeper terrain at the edge of the floodplain,
hence extreme events will see smaller relative changes in inundated area. This phenomena is also
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shown for modelling of a small section of the Brahmaputra river in Figs 6.8 and 6.9 of Rahman
[2015]. Connected to this, the baseline annual mean exposure to flooding in Bangladesh in Alfieri
et al. [2017] may be a low estimate (less than one million on average, compared to 21 million in
Ikeuchi et al. [2015]) which may have contributed to the larger relative increases in exposure.
Similarly, the validation of the flood inundation in Figs 5 and 6 of Winsemius et al. [2013] shows
underestimates of flooding compared to the DFO estimate, which again may contribute to the
large relative increases for future damages. Another thing to note is that each of the studies
discussed above used different population estimates, which will influence the numbers of people
exposed.
The change in exposure in the sub-basins relating to the peak discharge in the corresponding
river is also greater than the change in exposure relating to the peak downstream discharge
events (shown in Fig. 5.15). This result may be due to a greater lag between the peaks discharge
in the Ganges and Brahmaputra rivers in the 2◦C climate simulations representing the ‘1in 20
year’ combined discharge events (Fig. 5.9), however additional simulations would be needed to
make more definitive conclusions. So further research is required relating to changes in likelihood
of coincidence between flooding in the different sub-basins, as these joint events currently result
in the greatest flood exposure.
Small areas, particularly upstream catchments, did have decreases in flood exposure in the
2◦C climate relative to present day. However, this is likely due to the construction of the ‘1 in
20 year’ event, which is based on the discharge in the major rivers. This highlights the natural
variability in flood events. Even with climate change increasing precipitation, future decades
will have less flooding than present day in some locations due to natural climate and weather
fluctuations. One important thing to consider is the possibility of changes in the variability of
the weather systems driving these extreme flooding events, as well as the magnitude of flooding
during these events. However, to pick apart changes in variability of these extremes would need
a different approach to that used here in addition to a much larger sample of events.
When making comparisons between the events representing the combined flow and peak
flows in each of the major rivers, it is important to note that the discharge events for the different
rivers are not independent. For example, a year which is a ‘1 in 20 year’ event in the combined
downstream discharge may also be a ‘1 in 20 year’ event for the Brahmaputra river. However, the
ability to simulate the combined flood events has important advantages in capturing interactions
between the floodwaters rather than just focusing on flooding in a single sub-basin, despite
resulting in a more complex interpretation of the results.
A number of assumptions were made regarding the simulations in this study. Firstly, these
simulations only consider riverine flooding, so won’t include additional increases from flash
flooding caused by short intense rainfall. Flash flooding can also cause landslides, particularly in
mountainous areas, so is an important impact to be investigated. Similarly, coastal flooding is not
considered here. Coastal flooding includes influences from sea-level rise and storm surges from
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tropical cyclones and may also increase due to climate change e.g. Mitchell et al. [2020], Rahman
et al. [2019], Brown et al. [2018]. As the river channels in the delta and other coastal processes
not being represented here, this study focuses on the inland impacts to populations living north
of 23.5 N within Bangladesh.
The flood hazard modelling also relies on the representation of the GCM simulated pre-
cipitation, which has biases. It may be possible to improve the modelled streamflow by use of
an improved bias correction methodology such as Sippel et al. [2016] or Bellprat et al. [2019]
which consider inter-annual variability. However, the underlying physics of the climate model
simulations still needs to represent the important atmospheric dynamics causing the flooding,
otherwise the confidence in the future changes will be reduced.
In addition to the change in flood risk, the future changes in population exposure will
depend on the future population distribution. Over past decades, there has been a trend of
rural populations moving into urban centres and this has been projected to continue into the
future [Jiang and O’Neill, 2017]. In addition, for Bangladesh, Jongman et al. [2012] estimates
greater population growth in flood prone areas compared to total population growth. In an ideal
world where populations are empowered and development is able to follow the UN Sustainable
Development Goals (SDGs, United Nations, 2015), future population movements would result in
people moving into less flood prone areas. However, in areas like Bangladesh with many people
living in poverty, the flood risk may be a lower priority to individuals than other economic factors,
so people may choose to remain in or move to flood prone areas. Due to this uncertainty, this
study did not include projections of future population, but analysed the exposure of the current
population distribution to future flood hazard.
The lack of flood defences in the LISFLOOD-FP model also has implications to the interpre-
tation of the flood exposure results. Changes in exposure of populations in areas where flood
defences exist could be interpreted as indications of locations where the flood barriers may need
to be strengthened or raised to protect against future flooding. The inclusion of flood defences
in a future version of this model will provide additional insight into exposure of vulnerable
populations to flooding.
To summarise, this study has produced simulations of ‘1in 20 year’ flood hazard, covering
most of Bangladesh, for present day and for a world with 2◦C global warming. The flood model
cascade was driven by climate model simulations, and includes the dynamics and interactions
between flooding in the three major rivers in Bangladesh. These simulations show significant
increases in flood exposure in the future climate, indicating potential increased flood risk and the
need to strengthen flood protection measures. This is something that is key to the goals of the
UNFCCC regarding Least Developed Countries such as Bangladesh [UNFCCC, 2011], and the
SDGs [United Nations, 2015]. There are signs that present vulnerability is reducing [Jongman
et al., 2015], so it is important that this continues in the future. A comparison of the estimates
from this study (in Fig. 3.6) and previous studies also gives an indication that where present day
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estimates are underestimated (e.g., Alfieri et al., 2017, Winsemius et al., 2013) relative increases
in flood exposure and damages are likely to be overestimated. This indicates the importance of a











This research consists of a wide ranging study into methodologies for estimating future changes
in flood hazard, simulated regionally at high resolution (<1 km). The process starts with global
warming and changes in regional weather, which is translated into changes in flood hazard. Two
different flood modelling frameworks, including a new flood model cascade, were applied to the
Ganges-Brahmaputra-Meghna river basins, with a focus on flooding in Bangladesh, an extremely
vulnerable country to climate change. Uncertainties in climate model projections, and in the flood
modelling frameworks were explored in the context of future flood risk. Population exposure to
flood hazard was calculated, which is a key step to determining the impacts of these changes.
Hence the changes in simulated flood hazard can be related to impacts felt by communities, such
as inundation and damage to homes, infrastructure and agriculture.
6.1 Synthesis
The climate drivers for changes to precipitation are a major determinant of changes in flood
hazard. Therefore, the starting point of this research was on changes in precipitation simulated
by climate models at specific levels of global warming. Chapter 2 focused on a comparison
of different projections for mean and extreme precipitation, across multiple different climate
modelling activities. Extreme precipitation changes were found to show significant increases
almost everywhere, using projections from any of the modelling activities considered. However,
changes in mean precipitation are much more uncertain, and at 1.5◦C half the regions analysed
had significant changes in results from two or less of the five modelling activities. This research
was important to give context of the use of different climate modelling outputs. Understanding
to what extent different climate models and climate modelling projects give similar or differing
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results is important to gain confidence in the future changes, or highlight where further research
is needed.
Two different approaches were taken to estimate changes in flood hazard over Bangladesh.
The first used an established global flood hazard model [Sampson et al., 2015] with discharge
scaled by factors relating to changes in precipitation (chapter 3). The second involved developing
a new hydrological modelling cascade (chapter 4), which was explicitly driven by GCM outputs
(chapter 5). Comparing both of these different methodologies assists in understanding uncer-
tainties relating to experimental design and guide the direction of future research. For example
in chapter 3, the experiment used three different observationally based precipitation data-sets,
three different hydrological model structures, and over 20 different hydrological model parameter
sets for each configuration. Each of these three factors contributed to the skill of the overall model,
however notably, the differences related to precipitation data-sets was often larger than the
differences caused by the hydrological modelling, for the downstream river flows of the Brahma-
putra and Ganges rivers. So understanding the uncertainties in precipitation observations and
ultimately improving precipitation data-sets is a priority in this type of research.
Estimates of precipitation changes with corresponding confidence intervals were used as
the basis of modelling in chapter 3. The confidence intervals in these precipitation projections
were then used as scaling factors in the global flood hazard model, and hence translated into
uncertainty ranges in the modelled flood hazard. For example, the confidence intervals for the
change in flood area between present day and 2◦C warming, ranged from the lowest estimate
of 7% and highest of 20% increase, for the 1 in 20 year event (Fig. 3.6). In chapter 5 on the
other hand, output from a single climate model was used. This did not include an estimate of
uncertainty in climate model response, instead prioritising having appropriate precipitation
statistics for modelling the hydrological cycle over the GBM region. A measure of uncertainty
was instead estimated by re-sampling simulations from the single climate model ensemble. A
median increase in flood exposure of 6% was estimated, and a high estimate of 12%, with one
outlying value giving a decrease in flood exposure. So despite the very different approaches, these
results are generally consistent in the magnitude of changes.
Another key result found when comparing changes in events of different magnitudes is that
the changes are smaller for larger events. So, in chapter 3, the 1 in 5 year flood event had the
largest changes in flood area, followed by the 1 in 20 then 1 in 100 year flood. This is explained by
the topography of floodplains, with water filling the flat valley bottoms first, where a relatively
small increase of water can increase the extent of the floodwaters. Conversely, in extreme events
when floodwaters approach steeper terrain at the valley edges, much greater volumes of water
are needed to flood additional areas. This has important consequences when comparing studies
between different models. The magnitude of the flood event analysed, combined with under- or
over-prediction by a flood model, can vastly alter the conclusions regarding changes in flood
exposure. This was discussed in chapter 5, which produced much lower estimates of future flood
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exposure compared to other studies (e.g., 500% increase in Alfieri et al. [2017]). The higher
estimate of change in Alfieri et al. [2017] may be explained by their analysis of a smaller event
(mean annual flooding, compared to a 1 in 20 year flood in chapter 5) in combination with their
model potentially under-estimating flooding over Bangladesh.
This research also has an emphasis of open science. For example the code for the model cascade
under review in Geoscientific Model Developments is open source and includes documentation to
help other researchers make use of this tool for future research. The code for analysis and data
processing for other parts of this research has also been kept under version control on github, for
reproducibility and to allow sharing with other researchers.
The results in this research highlight that increasing riverine flood risk is a real threat to
communities such as in Bangladesh. More people will likely be exposed to flooding as a result
of climate change, and development decisions need to be taken with this in mind. The research
also makes it clear that there is scope for modelling improvements for more reliable estimates
of flood hazard. For one, better quality observations are key in their use as model inputs, for
bias-correction and for model validation. Secondly, in terms of the modelling, there are many
assumptions made by each model, and different models include representations of physical
processes with differing complexity and resolution. A combination of these factors can cause
vastly different results between modelling frameworks, so interpretation of results needs to be
made in the context of the modelling assumptions and data which has gone into the model.
6.2 Key Methods Developed
The Ganges-Brahmaputra-Meghna region, and particularly Bangladesh, experiences frequent
severe flooding. Climate change is also an factor towards increased flood risk, requiring new
research methods to represent satisfactorily. The research in this thesis comprises four aims,
designed to understand possible changes in precipitation and flood hazard (discussed in section
1.5). The methods, designed to achieve these research aims, cover the use of climate model
projections for investigating future changes in precipitation, and applying these to flood hazard
modelling to determine future flood hazard. A novel, end-to-end flood modelling framework was
developed, representing a significant new capability for analysing present and future flood risk.
Firstly, a methodology for investigating climate ‘method uncertainty’ was developed. This
included a statistical method to combine multi-model ensembles of climate model simulations,
producing a ‘central estimate’ with 5–95% uncertainty bounds (also referred to as ‘multi-model
summary’ in chapter 3). This is a way to specifically identify the forced change by global warming,
and can make use of large ensembles to reduce the uncertainty in a single model projection, while
taking into account model spread. Furthermore, this method is applicable beyond quantifying
uncertainty for a single model intercomparison project, to combine results across different
modelling activities. The full picture of ‘method uncertainty’ considered in chapter 2 takes into
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account agreement or disagreement of changes and the corresponding uncertainty bounds across
modelling activities, in addition to more targeted analysis of differences between experimental
design or choice of scenario.
Furthermore, to expand upon the flood hazard modelling work, using an existing model, a
new model cascade was developed, with the aim of simulating high-resolution flood hazard at
regional scales using only global input data-sets (e.g., MERIT digital elevation model, global river
discharge data for calibration, global precipitation and temperature data-sets as inputs). This
included the following features in its experimental design:
• A gridded hydrological model, able to include multiple different representations of hydro-
logical processes (FUSE), calibrated using a parameter regionalization scheme to improve
the runoff simulations in ungauged catchments. This can be calibrated and run at a global
scale,
• Use of the same river network (MERIT-Hydro) for simulating 1D routing of river flows
(with mizuRoute), and for the 1D-2D hydrodynamic modelling (with LISFLOOD-FP). This
prevents errors in model coupling and ensures the inputs into LISFLOOD-FP are internally
consistent,
• Simple coupling between runoff model and river routing model. Weights to map runoff from
regular grid cells to river catchments are pre-computed, making this procedure fast and
automated,
• Nesting of smaller LISFLOOD-FP domains within the mizuRoute model domain. This uses
routed river flow at the external LISFLOOD-FP boundaries, and hillslope routed runoff for
LISFLOOD-FP inputs at internal nodes of the river network. This allows very fine scale
flood inundation modelling, while capturing large scale catchment dynamics.
Lastly, when using the above model cascade to investigate future flood hazard in Bangladesh,
a new approach was taken to construct ‘1 in 20 year’ events based on simulated discharge
at specific locations of the river network. This was applied to an ensemble of climate model
simulations representing current climate and 2◦C climate. In this methodology, all years of
climate simulations were run using the FUSE-mizuRoute components of the modelling cascade.
Then, the computationally expensive LISFLOOD-FP model was run just for the most extreme
flooding years. This approach hugely reduced computation requirements compared to simulating
all years with LISFLOOD-FP and additionally provided an interesting way of analysing flood
events from flows of the individual major rivers, compared to events defined by the combined
downstream flow. The interactions between flows of the major rivers in this final case is especially
important, as the most damaging flood events are where the peak flows in the different rivers
coincide.
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6.3 Limitations and challenges
Bangladesh is one of the most vulnerable regions in the world to climate change — yet under-
standing of future changes in flood risk is still limited compared with other places in the world.
Working in a developing region such as Bangladesh presents extra challenges, but it is important
that these challenges are embraced in future research.
The major limitations of modelling flood hazard are broadly linked to either limitations in
the input data-sets, or the limitations in the experimental design and representation of physical
processes in the models. Additionally, uncertainties at each step in a modelling chain propagate
into subsequent models, which is an inherent limitation of modelling complex phenomena.
6.3.1 Limitations of input data-sets
In terms of input data-sets to flood models, aside from the input river discharge, the DEM is the
leading source of error. The MERIT DEM [Yamazaki et al., 2017] at 90m resolution used in this
thesis is based on NASA’s SRTM data-set [Farr et al., 2007], from 2000, processed to correct errors
such as those due to vegetation. MERIT has improved accuracy compared to SRTM, with vertical
errors less than 2m over most land areas, although 10% of points have errors greater than 10m
Yamazaki et al. [2017], and the RMSE ~3m [Gesch, 2018]. However, MERIT DEM has smaller
vertical errors for flat, unforested areas (such as most of Bangladesh), which is a benefit for the
simulations run here. In the near future, the availability of new global DEMs may allow more
accurate global flood hazard simulations. One example is a interferometric DEM, TanDEM-X
DEM [Krieger et al., 2007], which has horizontal resolution less than 10m and improved vertical
accuracy compared to other global DEMs [Gesch, 2018, Vassilaki and Stamos, 2020], so will be
very useful for flood inundation modelling (although this DEM will need processing to remove
artifacts).
Another key data-set, which is not very well constrained, is the bathymetry of river channels.
In this thesis, approaches to estimate the channel bank heights and depths rely on statistical
assumptions regarding the bankfull discharge (following Sosa et al. [2020] or Neal et al. [2020]),
and may not reflect the real world situation at specific locations. In addition, there are limitations
with the MERIT-hydro hydrography data-set, which does not locate river channels in the correct
positions in all cases. Improvements to DEMs mentioned above will also flow on to improvements
to the hydrography data-sets and better identification of river bank heights.
Precipitation data-sets, which are integral for accurately simulating flood hazard through a
model cascade, also have large uncertainties, particularly in mountainous regions such as the
Himalayas. Methods to combine different observational precipitation data-sets and reanalysis
products e.g., Beck et al. [2019], have been developed, but are still constrained by the availability
of rain gauge or satellite observations. Precipitation simulated by climate models contains biases,
and the hydrological modelling using climate models is further complicated by the process of
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bias correction. The other meteorological inputs to the model cascade, temperature and potential
evapotranspiration also play a role in the hydrology simulated in the model, and have their own
associated uncertainties.
Input time-series such as precipitation, satellite observations or gauge streamflow records
also have limited length (most less than 50 years), and some are not continuous through time.
Thus the process of estimating extremes such as a 1 in 100 year event requires extrapolation,
e.g. relying on fitting statistical extreme value distributions. This makes observational estimates
of extreme events uncertain, increasing the difficulty in comparing observations and models for
these most damaging events.
6.3.2 Limitations of model processes and experimental design
Models used in this framework are not true representations of reality but are a good tool
for us to understand it. GCMs simulate the dynamics of atmosphere and ocean as well as
representing land-surface interactions. This makes them very powerful tools for analysing
climate change, however the complex interactions in the climate system mean that there are many
uncertainties. GCM simulations rely on discretising space into grid-cells and parameterising
processes that occur at spatial scales smaller than a grid-cell, for example, cloud microphysics
and convection. Differences in parameterisations and differences in representation of the large
scale circulations cause differences between models in the monsoon precipitation. As models
are constantly being developed, GCMs are improving in their monsoon representation [Sperber
et al., 2013], giving scope for more realistic simulations in newer models. Further into the future,
convection permitting models without the need for convection parametrisations (e.g. run at ~4 km
or less) are also likely to improve precipitation [Konduru and Takahashi, 2020, Li et al., 2020],
however are hugely computationally expensive.
The FUSE model framework represents different options within the scope of conceptual
hydrological modelling. However, it includes a limited number of input parameters and there
are other ancillary data (e.g., catchment soil and vegetation types) and input variables (e.g.,
radiation and wind-speed) which are relevant to hydrological processes and are not considered by
FUSE. To some extent the calibration and regionalisation approach can provide an alternative to
the ancillary data, however investigations involving more complex hydrological models or land
surface models would be complementary to the modelling approach used in chapters 4 and 5.
Glaciers are also not represented in the FUSE model, so this model framework is not appropriate
for areas where glacier melt is a significant driver of flooding. In the GBM, Bangladesh is far
enough downstream that the glacier melt is small relative to the monsoon precipitation over
the catchment (e.g., comparing glacier melt in Lutz et al. [2014] with total downstream flow).
However to analyse flood hazard in upstream regions fed by glacier melt, some representation of
glaciers will need to be included.
The use of a simple river routing scheme, mizuRoute, was advantageous in terms of simulating
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large number of simulations over the full domain of the GBM. However, mizuRoute has some
limitations for use in flood modelling. Firstly it does not include backwater effects which become
relevant for flat regions such as Bangladesh and also near coastal boundary conditions. Secondly,
it does not include a representation of water outside of the river channel, so the attenuation of
river flow through wetlands or during flooding is not included. The unrealistically large discharge
peaks modelled by mizuRoute over the Meghna river (which includes large areas of wetlands), is
an example of this issue. The modelling in chapter 5 avoided this limitation by having the the
Meghna river basin completely within the LISFLOOD-FP domain, thus the mizuRoute model
was not used for external boundary conditions over this region (only for hillslope routing).
To be applied at large scale, the configuration of LISFLOOD-FP used a simplified repre-
sentation of river channels and floodplains. For example LISFLOOD-FP can represent various
different river channel geometries [Neal et al., 2015], however in the absence of high quality data,
simple rectangular shaped channels were used, along with a constant friction coefficient for river
channels. Similarly, a constant friction coefficient was used for floodplains, which would vary
spatially to account for differences in surface roughness and vegetation impeding the water flow,
if reliable data was available. Given the uncertainties in other inputs (e.g., river discharge and
DEM), this was considered less critical for large scale modelling. Improving this representation
by inclusion of ancillary data-sets such as vegetation type, or calibrating the friction coefficients
in simulations of observed events are approaches that could be taken in future work. The 1D
river networks used in this research additionally did not include bifurcations, which presents a
limitation in the representation of deltas and braided rivers.
The flood hazard modelling used in this research does not include certain human factors
which will influence flood risk. The first being flood defences which protect human settlements
against flood inundation. The presence of flood defences means that the increases in flooded
areas simulated will not necessarily be realised. However, the modelled increases in flooding may
still indicate greater chances of extreme floods overtopping or breaching some flood defences,
and hence can still provide information around the suitability of present flood defences against
future flood hazard. Other human modifications relevant to hydrological modelling include dams
and dam operation, which can provide a buffer reducing the peak river flows. Water extraction
for human consumption and agriculture are also not considered, under the assumption that
these are not major factors during flood peaks, although they are important for dry-season water
availability. So the experimental design with only climate change influences provides a useful
analysis of flood risk and changes without human interventions, but requires interpretation of
the results in that context.
For high resolution impacts modelling, there is a further limitation of computational resources,
with a trade-off between the number of samples of weather or flood events simulated, and the
resolution at which the simulation is run. Higher resolution models will produce more fine-
grained results and may also be more realistic, however to analyse extreme weather and flooding
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events requires large samples of events. This may therefore necessitate using a lower resolution
model, which can be run multiple times, compared to a high resolution model which can only be
run for limited case studies.
6.4 Future Work
Future increases in computational power will allow greater samples of events to be run at higher
resolution and will open up a wealth of different research avenues. This gives scope, for example,
to extend the work in chapter 5 with additional single model ensembles for impacts modelling. An
ideal experimental design would include a range of different climate models, which each include a
large number (>10) of simulations to reasonably sample extreme events, with each of the models
producing a realistic representation of the south Asian monsoon precipitation. A multi-model
large ensemble archive has been compiled [Deser et al., 2020], and there are a number of CMIP6
models which have large ensembles, so these could provide the next set of models to consider for
this work. An alternative use of additional computational power is increasing resolution. Using
higher resolution global digital elevation models e.g., TanDEM-X DEM at 10 m resolution, will
allow even finer grained simulations of flood hazard at the scale of individual buildings.
Regarding the assessment of multi-model climate model projections, there is a clear path
to extend the approach used in chapter 2 to include model skill and inter-dependencies (e.g.,
Knutti [2010], Sanderson et al. [2017a], Merrifield et al. [2020]). This could improve on naive,
equal weighting of models by emphasising the best performing models, and also reducing the
influence of model agreement associated with similarities in different models’ code. This is not
straightforward and there are a number of subjective choices which could be made regarding
these weightings (and political sensitivities regarding down-weighting models), but they also
have the potential to increase the reliability of the multi-model estimates. In addition to global
approaches, similar methods could include regional metrics such as model skill in representation
of the south Asian monsoon, which would be particularly applicable to the GBM region.
Alongside the desire to have climate models that better represent the monsoon precipita-
tion, there is the pragmatic need to bias correct GCM outputs for use in impacts models. When
investigating changes in extreme events, the inter-annual variability is a key determinant of
the magnitude of extreme events relative to the regular occurring events. Thus bias-correction
techniques that adjust the inter-annual variability across an ensemble of climate model simu-
lations (e.g., Sippel et al., 2016, Bellprat et al., 2019) may improve the simulations of impacts
models such as the flood modelling cascade used here. So a sensitivity study comparing the use
of different observations for bias correction as well as different bias correction methodologies,
would help understand the uncertainty relating to the bias correction process.
In addition to the climate inputs, future work regarding representation of channel bathymetry
may improve the LISFLOOD-FP model results (e.g. applying the Neal et al. [2020] approach to a
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large area such as used in chapter 5). In addition, to represent river channels within the delta,
this methodology could be extended to include river bifurcations in the 1D channel network (e.g.,
Yamazaki et al., 2014). This model could then be driven by dynamic sea-level boundary conditions
(e.g., Ikeuchi et al., 2017, Mitchell et al., 2020). Having a model that can capture the interactions
between storm surge and fluvial flooding, particularly the backwater effects, will be critical to
understanding the risk associated with compound events.
To meet a desire to produce global flood hazard maps for future climate, a different approach
could be taken, combining techniques from both the global flood modelling in chapter 3, and
the hydrological model cascade in chapters 4 and 5. This could involve global hydrological
modelling, for example applying the FUSE-mizuRoute framework globally. By fitting extreme
value distributions to river flow, return period events could be determined for the present day and
future climate, at each location along the river network. These could then be linked to pre-existing
flood hazard maps (e.g., Alfieri et al., 2017, Wing et al., 2020). While not capturing all of the
dynamics occurring in different flood events as per chapters 4 and 5, this would be a more refined
way of determining future changes compared to the change factors used in chapter 3, while being
computationally efficient enough to apply globally.
The analysis of future flood exposure could additionally take into account changes due to
population growth and migration. For example Winsemius et al. [2013] found larger increases
to flood damages due to exposure changes (with future population), compared to increases in
damages due to climate change. This deserves more attention, to understand the interaction
between socioeconomic and climate drivers.
Figure 6.1: Schematic of climate-related risk, reproduced from Sutton [2018]
Lastly, all components of this research could be developed into a risk assessment framework.
Providing comprehensive risk assessments has the potential to transform how climate change
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impacts are treated. The full picture of risk involves integrating over all possible events or
projections, and hence very unlikely outcomes which have very severe impacts, can present a large
risk that needs to be considered by policymakers (e.g., Fig. 6.1, reproduced from Sutton [2018]).
This applies in a multi-model intercomparison context, for example, chapter 2 analysed 5–95%
confidence intervals resulting from model intercomparison projects. A risk assessment approach
however, would investigate the plausibility of the outlier projections along with considering how
damaging their impacts are likely to be. On the flood inundation modelling side, estimating
impacts or expected damages is therefore the next key step to make. The impacts of flood hazard
are a result of the exposure and vulnerability. This will take into account factors such as flood
depth and velocity of floodwaters, both which contribute to impacts, in addition to the binary
measure of exposure. Estimating impacts is hence an important step, and in some situations
small increases in exposure could still relate to much larger impacts due to more damaging
(e.g., deeper, faster moving or longer duration) floodwaters. Finally, combining the flood impacts
corresponding to different climate projections, with their associated likelihoods, provides a more










APPENDICES FROM CHAPTER 2
A.1 Climate model data-sets
A.1.1 CMIP5
The Coupled Modeling Intercomparison Project, Phase 5 (CMIP5) [Taylor et al., 2012] is the
modeling effort used as the basis for the IPCC AR5. It involved a large number (> 30) of different
climate models and in this study we use the historical simulations and future scenarios following
the Representative Concentration Pathways (RCPs) specified in the CMIP5 protocol. The models
included in this study and the number of ensemble members used for each level of global warming
are given in Table A.1.
A.1.2 CMIP6
The Coupled Modeling Intercomparison Project, Phase 6 (CMIP6) [Eyring et al., 2016] is designed
to inform the IPCC Sixth Assessment Report. At the time of writing, new simulations from
CMIP6 are still being added to the CMIP6 archive. So estimates of change using this data-set
may change as additional models are included. In this study we use the historical simulations
and future scenarios following Shared Socioeconomic Pathways (SSPs), from the ScenarioMIP
activity [O’Neill et al., 2016]. The models included in this study and the number of ensemble
members used for each level of global warming are given in Table A.2.
A.1.3 HAPPI
Simulations run for the Half a degree Additional warming, Prognosis and Projected Impacts
project (HAPPI) [Mitchell et al., 2017] are 10 year atmosphere-only climate simulations, forced by
131
APPENDIX A. APPENDICES FROM CHAPTER 2
sea-surface temperatures (SSTs), sea-ice concentration (SIC) and green-house gas concentrations.
The presend day period used in HAPPI is 2006–2015, and uses observed SSTs from the OSTIA
observational data-set [Donlon et al., 2012]. SSTs from CMIP5 model output are used to estimate
the future scenarios corresponding to 1.5◦C and 2◦C global warming. These simulations are
targeted to simulate 1.5◦C and 2◦C warming, so do not require calculation of time-slices.
Large ensembles were produced by running simulations with different initial condition
perturbations. The models included in this study and the number of ensemble members used for
each level of global warming are given in Table A.3.
A.1.4 UKCP18
The 2018 UK Climate Projections (UKCP18) global 60km product [Murphy et al., 2019] was used.
This consists of a perturbed physics ensemble of 15 HadGEM3-GC3.05 simulations supplemented
by 13 CMIP5 projections, each from different models. These simulations follow the RCP8.5
protocol and time-slices for specific levels of warming have been extracted using the same method
as per CMIP5 and CMIP6. This data-set was developed to make use of the higher resolution and
more complex physics of HadGEM3-GC3.05 than is available in current MIPs.
A.1.5 HELIX
HELIX (High-End cLimate Impacts and eXtremes) is a European Commission funded initiative
to produce climate projections using high resolution global atmospheric models. Two models
were used: EC-EARTH3-HR, with resolution nominally corresponding to 40km and HadGEM3-A
Global Atmosphere (GA) 3.0 model [Betts et al., 2018] at a resolution of 60km. These models
were forced by SSTs from 6 or 7 different CMIP5 models for HadGEM3 and EC-EARTH-HR
respectively. This allows the atmospheric models to sample a range of different ocean responses.
The simulations were run from the historical period to 2100 using the RCP8.5 scenario. See
Wyser et al. [2017] for details of these simulations. Time-slices were chosen for the 1.5◦C and
2◦C specific warming levels as specified in the HELIX methodology. We chose to use the current
climate time-slice as 2000-2020. This is because specific warming levels less than 1.5◦C were not
defined in the HELIX methodology.
A.1.6 CESM large ensemble and low warming simulations
The Community Earth System Model (CESM) has computed a large ensemble (‘CESM-LE’) of
historical and RCP8.5 simulations following the CMIP5 protocol [Kay et al., 2015]. In addition,
targeted low warming simulations with the same model (‘LowWarm’) [Sanderson et al., 2017b],
were run from 2006-2100. These simulations use tailored emissions pathways to achieve stabilized
climate at 1.5◦C or 2◦C by 2100. The LowWarm simulations branch from a subset (11) of the
CESM-LE historical simulations, so can be considered as continuous simulations from 1920–2100.
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For calculating the warming since pre-industrial, we note that one of the historical simulations
starts at 1850, but the rest start at 1920, so a base period of 1920–1940 was used to calculate
the warming since pre-industrial for each simulation. To keep consistency with other data-sets,
the warming between 1861–1900 and 1920–1940 from the longer simulation was added to the
warming amount relative to the 1920–1940 base period.
Comparing the CESM-LE and LowWarm simulations allows a quantification of the difference
caused by the experimental design for a given model structure.
A.1.7 CanESM2 large ensembles
The CanESM2 model [Arora et al., 2011] also has a large ensemble of coupled model simulations.
These were created by branching from the CMIP5 historical simulations at 1950, with different
simulations produced by using different random number seed values in the cloud parameteriza-
tion [Kirchmeier-Young et al., 2017]. Historical simulations were run from 1950–2005, and then
continued using RCP8.5 forcing from 2006–2100. To determine the global mean warming since
pre-industrial conditions for the CanESM2 large ensemble simulations, these simulations were
extended back to 1861 by the corresponding CMIP5 simulations.
The atmospheric component of the CanESM2 model was also used in the HAPPI project.
This allows an estimate of influence of the experimental design between HAPPI and CMIP5,
although this also includes the difference between a coupled atmosphere-ocean model and an
atmosphere-only model.
A.2 Supplementary Tables and Figures
133
APPENDIX A. APPENDICES FROM CHAPTER 2
Model Current climate 1.5◦C 2◦C
ACCESS1-0 1 2 2
ACCESS1-3 1 2 2
BNU-ESM 1 3 3
CCSM4 2 8 6
CESM1-BGC 1 2 2
CESM1-CAM5 1 3 4
CMCC-CESM 1 1 1
CMCC-CM 1 2 2
CMCC-CMS 1 2 2
CNRM-CM5 1 2 1
CSIRO-Mk3-6-0 10 40 31
CanESM2 5 10 10
EC-EARTH 8 15 14
GFDL-CM3 1 3 3
GFDL-ESM2G 1 3 2
GFDL-ESM2M 1 3 2
HadGEM2-ES 2 8 6
IPSL-CM5A-LR 4 13 13
IPSL-CM5A-MR 1 4 4
IPSL-CM5B-LR 1 2 2
MIROC-ESM 1 4 4
MIROC-ESM-CHEM 1 4 4
MIROC5 3 12 9
MPI-ESM-LR 3 9 6
MPI-ESM-MR 3 5 4
MRI-CGCM3 1 3 3
NorESM1-M 1 3 3
bcc-csm1-1 1 4 3
bcc-csm1-1-m 1 4 3
inmcm4 1 2 1
Table A.1: Number of simulations used for each model included in the CMIP5 analysis.
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Model Current climate 1.5◦C 2◦C
ACCESS-CM2 1 4 4
ACCESS-ESM1-5 1 3 3
BCC-CSM2-MR 1 4 3
CESM2-WACCM 3 10 9
CNRM-CM6-1 3 6 6
CNRM-ESM2-1 3 7 4
CanESM5 1 7 7
FGOALS-g3 1 3 3
GFDL-CM4 1 2 2
GFDL-ESM4 1 3 3
HadGEM3-GC31-LL 4 6 6
HadGEM3-GC31-MM 3 4 4
INM-CM4-8 1 4 3
INM-CM5-0 1 4 3
IPSL-CM6A-LR 9 25 25
MIROC6 1 6 4
MPI-ESM1-2-HR 1 4 3
MPI-ESM1-2-LR 1 4 3
MRI-ESM2-0 1 7 5
NESM3 1 2 2
NorESM2-LM 1 3 3
NorESM2-MM 1 3 3
UKESM1-0-LL 13 46 46
Table A.2: Number of simulations used for each model included in the CMIP6 analysis.
Model Current climate 1.5◦C 2◦C
CAM4-2degree 521 501 501
CAM5-1-2-025degree 5 6 6
CanAM4 100 100 100
ECHAM6-3-LR 100 100 100
HadAM3P 110 94 95
MIROC5 110 100 100
NorESM1-HAPPI 135 125 125
Table A.3: Number of simulations used for each model included in the HAPPI analysis.
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Figure A.1: Map key for AR6 reference regions. Regions are as per Iturbide et al. [2020].
























Figure A.2: As per Fig. 2.3, but showing changes in mm/day
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Figure A.3: Central estimates changes for each modeling activity.
A comparison of central estimates changes for each of the 5 modeling activities. Changes between
1.5◦C or 2◦C and current climate (Hist) time-slices are shown for mean and extreme precipitation.
Stippling is used to show significant changes, e.g. where the 5–95% confidence interval does not
include zero. Changes are calculated for regional means over land points in reference regions
shown in Fig. A.1
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Figure A.4: As per Fig. A.3, but showing changes in mm/day
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Figure A.5: Signal to Noise ratio for mean precipitation. Signal to noise ratio is determined
by dividing the ‘central estimate’ of the changes for each modeling activity by the extent of the
5-95% confidence interval (between the ‘central estimate’ and the lower bound). If the signal
to noise ratio is less than 1, then zero is included in the uncertainty bounds. Changes between
1.5◦C or 2◦C and current climate (Hist) time-slices are shown for mean and extreme precipitation.
Stippling marks where the 5–95% confidence interval does not include zero (or where the signal
to noise ratio is greater than 1). Changes are calculated for regional means over land points in
reference regions shown in Fig. A.1
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Figure A.6: Changes normalized by current climate variability. The ‘central estimate’ of
the changes for each model, normalized by the standard deviation (std) across years simulated
for the current climate. These normalized changes were then combined as per the method in
section 2c. Changes between 1.5◦C or 2◦C and current climate (Hist) time-slices are shown for
mean and extreme precipitation. Stippling marks where the 5–95% confidence interval does not
include zero. Changes are calculated for regional means over land points in reference regions
shown in Fig. A.1
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Percentage captured of 
best estimate from other MIPs
Figure A.7: As per Fig. 2.4, but for the change in extreme precipitation between current climate
and 1.5◦C warming.
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Percentage captured of 
best estimate from other MIPs
Figure A.8: As per Fig. 2.4, but for the change in mean precipitation between current climate and
2◦C warming.
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Percentage captured of 
best estimate from other MIPs
Figure A.9: As per Fig. 2.4, but for the change in extreme precipitation between current climate
and 2◦C warming.
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APPENDICES FROM CHAPTER 3
B.1 Methods for Sentinel-1 SAR data processing
Sentinel-1A SAR data was accessed from the Copernicus Open Access Hub (https://scihub.copernicus.eu).
Preprocessing was conducted using the Sentinel Application Platform (SNAP, http://step.esa.int/main/toolboxes/snap/).
The preprocessing steps conducted (using default settings except where specified) were:
• Subset (region 89–90E, 24.4–25.2N)
• Apply Orbit File
• Thermal Noise Removal
• Calibration
• Speckle Filter (using a Lee filter with filter size 7)
• Terrain Correction (using MERIT DEM)
• Linear To From dB (convert units to dB)
To determine flood extent was estimated first by a simple threshold of the SAR backscatter
amplitude (-16dB), chosen based the histogram of the backscatter amplitude. The histogram has
two peaks, and this threshold represents the minima between the peaks.
The flood extent was then refined using a fuzzy logic technique based on Twele et al. [2016]
and Martinis et al. [2015]. This uses the following quantities as input: SAR amplitude, Area of
continuous flood area from simple threshold, Slope of DEM, Height in DEM above initial flood
area.
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An erosion step was done by combing fuzzy logic membership functions for each of the above
quantities, and removing a pixel from the flooded area if the combined membership function is
below 0.6. The region then is grown by adding pixels that are neighboring the existing flooded area
and have a combined membership function above the relaxed threshold of 0.45. The membership
functions for each variable were produced using the threshold values as per table B.1. The area of
continuous flood area (calculated from the initial thresholding step) was included for the erosion
step but not for the dilation.
Selection variable Min Max Membership
threshold threshold function
SAR amplitude -20 dB -15 dB Z
Slope of DEM 0◦ 15◦ Z
Height in DEM above initial flood area 16.7m 39.5m Z
Area of continuous flood area 8100m2 20000m2 S
Table B.1: List of parameters used in the fuzzy logic. For the Z-membership function, values below
the Minimum threshold are assigned a membership value of 1 and values above the maximum
are assigned a membership value of 0. For the S-membership function the opposite is true.
B.2 Metrics for flood model evaluation
To undertake comparisons of comparisons with local models the global model was downscaled
using nearest neighbor interpolation to the resolution of the satellite data (∼ 10/25m). Individual
cells were classified according to a 2x2 contingency table: into areas correctly predicted wet/ hit
(H), correctly predicted dry (D), overprediction/ false alarm (O) and underprediction/ miss (U).
Model performance was then computed using a standard Critical Success Index (CSI) as per
Wing et al. [2017]. This is the fraction of hits out of the area that is categorised as flood in either
dataset.
(B.1) CSI = H/(H+O+U)
Additionally, to look at the error at larger scales, we calculated the fraction of flooded area
for the model (M) and satellite data (S) for pixels of a larger scales (100m - 5000m). We then






To combine our estimates of change for the different climate models, and their corresponding
uncertainty, into a ‘best estimate’, we apply the idea of a random-effects meta-analysis, commonly
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used in clinical studies. In our case, rather than combining different studies, we are combining
the distributions from different climate models.
The random-effects method Cochran [1937], DerSimonian and Laird [1986] involves calculat-
ing a weighted sum that takes into account both the sampling uncertainty of individual models
(s2i ) and the variance (σ
2) across the estimates of the different models (µi). Other approaches that
have been used include weighting models based on their skill at reproducing particular features of
the climate system Giorgi and Mearns [2002], model skill and model inter-dependence Sanderson
et al. [2017a] and using a probabilistic (Bayesian) framework to estimate model weighting and
uncertainties Tebaldi et al. [2005].







(B.4) wi = (s2i +σ2)−1
This weighted sum gives higher weight to models with lower sampling uncertainty, however
this weighting factor is reduced when there is a larger spread between the models. This means
we do not give unrealistically high weights to models that have many years of simulations, in the
case that the different models do not agree. The greater the model spread, the closer the weighted
sum is to a simple arithmetic mean.





The 5-95% confidence interval calculated for each model was used to estimate each s2i , and
we estimate σ2 as the variance over the µi. There are many different methods to estimate σ2
Jackson and Bowden [2016], however our choice gives a larger uncertainty range (e.g. compared
to DerSimonian and Laird [1986]) which is more appropriate for our use case. The outlying
models CAM5-1-2-025degree and ECHAM6-3-LR are outside the range of the meta-analysis
confidence interval, so a smaller uncertainty range would indicate unrealistic confidence in our
result given the sampling uncertainty does not take into account systematic uncertainty due to
model biases.
B.4 Supplementary Tables and Figures
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Model name Atmospheric component Resolution Reference
MIROC5 MIROC-AGCM6 T85L40 Watanabe et al. [2010]
HadAM3P HadAM3P 1.875◦x1.25◦ Guillod et al. [2017]
CAM4-2degree CAM4 2.5◦x1.875◦ Neale et al. [2013]
NorESM1-HAPPI CAM4-Oslo 1.25◦x0.9375◦ Bentsen et al. [2013]
CanAM4 CanAM4 (AGCM15i) T63L35 von Salzen et al. [2013]
ECHAM6-3-LR ECHAM6-3-LR 1.875◦x1.875◦ Stevens et al. [2013]
CAM5-1-2-025degree CAM5-3 0.31◦x 0.23◦ Wehner et al. [2018]
Table B.2: List of models used for the HAPPI simulations in this study
Model name All-Hist Plus15-Future Plus20-Future
MIROC5 100 100 100
HadAM3P 109 93 93
CAM4-2degree 501 501 501
NorESM1-HAPPI 125 125 125
CanAM4 100 100 100
ECHAM6-3-LR 100 100 100
CAM5-1-2-025degree 5 6 6
Table B.3: Number of ensembles run for each model. Each ensemble consists of a 10 year time
slice.
Short name Long name Time period used Reference
APHRO APHRODITE: Asian precipitation 1985–2005 Yatagai et al. [2012]
CHIRPS Climate Hazard Group InfraRed Precipitation
with Station, global dataset
1981–2016 Funk et al. [2015]
GPCC Global Precipitation Climatology Centre v2018 1982–2016 Ziese et al. [2018]
CRU-TS CRU TS 4.0.0 1982–2015 Harris et al. [2014]
ERAI ERA-Interim reanalysis 1985–20161 Dee et al. [2011]
JRA55 Japanese 55-year reanalysis 1982–2013 Kobayashi et al. [2015]
Table B.4: Observational datasets used for model evaluation. The longest reasonable periods
of observations were chosen to gain a larger sample. 1Note that ERAI 850hPa winds were only
evaluated for the shorter period 2006-2015
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Figure B.1: Map showing sub-regions of the Ganges-Brahmaputra-Meghna basin analyzed. Note
that the regions for the Ganges and Brahmaputra cover part of the basins of these rivers rather
than the full extent
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Figure B.2: Map showing region for evaluation of the flood model against satellite observations.
In addition, a star marks the location of the Bahadurabad observation station.
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Figure B.3: Plot showing ensemble mean changes in yearly maximum of monthly precipitation














































































































































RXx5day: change in ensemble mean













































































































































yearly pr: change in ensemble mean
Figure B.5: As per Fig. 3.1c, but using yearly precipitation instead of RXmonthly
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Change in RXmonthly, different return periods
Figure B.6: Changes in RXMonthly averaged over the GBM basin, for different return periods.
Blue markers/lines show 1.5◦C - ‘Hist’ and red markers/lines show 2◦C - Hist. 5-95% confidence
interval is shown from bootstraps of the distributions. The change for the ensemble mean is
shown as a horizontal line as a reference.
Figure B.7: Changes in RXMonthly averaged over the GBM basin, per degree of global warming,
between 1.5◦C - ‘Hist’ and 2◦C - 1.5◦C. Ensemble mean change with 5-95% confidence interval is
shown from bootstraps of the distributions.
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Figure B.8: Same as for Fig. 3.5.2, but for the 2.0◦C medium scenario rather than 1.5◦C medium
scenario
Figure B.9: As per Fig. 3.6, but showing change in percentage of total area rather than change in
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C.1 Algorithm for Coarsening River Network
The method here uses the upstream area (acc) and the Strahler order [ord, Strahler, 1957] of
each river section. The Strahler order is an integer which is one for headwater streams, when
going downstream it is incremented when two streams with the same order join. The Strahler
order is calculated by TauDEM when generating the stream network.
The main steps for the coarsening algorithm are as follows:
1. combine a block of grid-cells together (e.g., 5x5)
2. Require a minimum number of the original cells (e.g., 3) to be part of the river network,
otherwise exclude from coarsened network
3. Take maximum values for acc and ord over each block
4. Traces down the river network from upstream to downstream, to determine the next
downstream point. For each point, consider all points with the same or greater ord and
greater acc as possible downstream points
a) In the case where there is no change in tributary or a smaller tributary merges into
the current stream, the downstream point will have the smallest acc of these points
b) In the case where the current stream merges into a larger stream, we check if there
is a large jump between possible downstream points. If there is a large jump in acc
(>acc0) between possible downstream points then we assume the smaller value is
above where the tributary joins, and use the larger acc value for the downstream
point.
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This algorithm has been tested coarsening the MERIT-hydro 3 arc-second resolution data-set
to 9,15 and 30 arc-seconds. There are limitations to this coarsening process. The biggest one is if
two different tributaries approach closely then diverge, they may be incorrectly merged. This
occurred in a few locations when coarsening to 30 arc-second resolution in the GBM with the
MERIT-hydro hydrography. So the 30 arc-second resolution version would not be appropriate
without modification of the hydrography to prevent this occurring. Where two tributaries join
a main river close together, the coarsened river networks may also join them at the same grid
cell. In the GBM, there were 2 and 10 instances of this occurring in the 9 and 15 arc-second river
networks respectively. Other minor changes to the rivers as a result of the coarsening process
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Figure D.1: Seasonal cycle of discharge simulated for the Meghna, Ganges and Brahmaputra
rivers. Simulations forced by HadGEM3 climate model outputs are compared against simulations
forced by observations (EWEMBI) and river gauge observations (Observed). Solid lines are the
climatological mean discharge and the dashed lines represent the 90th percentile flow for each
day of the year (high flows). Figure as per 5.7 but for HadGEM3).
Figure D.2: As per 5.7, but for the CESM-CAM5 model, bias-corrected using the EWEMBI
observational data-set Lange [2016].
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Figure D.3: As per 5.7, but for the NorESM1-HAPPI model, bias-corrected using the EWEMBI
observational data-set Lange [2016].
Figure D.4: As per 5.7, but for the MIROC5 model, bias-corrected using the EWEMBI observa-
tional data-set Lange [2016].
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Figure D.5: As per 5.7, but for the ECHAM6-3-LR model, bias-corrected using the EWEMBI
observational data-set Lange [2016].
Figure D.6: As per 5.7, but for the CAM4-2degree model, bias-corrected using the EWEMBI
observational data-set Lange [2016].
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Figure D.7: Figure is as per 5.5, but showing RX1day. Anomalies for the EC-Earth3-HR RX1day
precipitation over the GBM region, comparing the 1 in 20 year simulations with the mean
precipitation for the current climate. Different panels show the precipitation from the 1 in 20
year discharge events measured at different locations
Figure D.8: Figure is as per 5.6, but showing RX1day. Anomalies for the EC-Earth3-HR RX1day
precipitation over the GBM region, comparing the 1 in 20 year simulations with the mean
precipitation for the 2◦C climate. Different panels show the precipitation from the 1 in 20 year













The following appendix lists the models, model intercomparison projects and common acronyms
and terminology used throughout the thesis.
Model Description
LISFLOOD-FP 1D-2D hydrodynamic flood inundation model, solving the shallow water equa-
tions [Bates et al., 2010, Neal et al., 2012]
mizuRoute 1D river routing model [Mizukami et al., 2016]
FUSE Framework for Understanding Structural Errors (conceptual hydrological
model producing runoff, [Clark et al., 2008])
Global flood hazard
model
Framework, producing flood inundation hazard for return period events, based
on RFFA and the LISFLOOD-FP hydrodynamic model [Sampson et al., 2015]
Table E.1: Short descriptions of models used
MIP Description
CMIP5 Coupled Model Intercomparison Project, Phase 5 [Taylor et al., 2012]
CMIP6 Coupled Model Intercomparison Project, Phase 6 [Eyring et al., 2016, O’Neill et al.,
2016]
HELIX High-End cLimate Impacts and eXtremes project [Wyser et al., 2017]
UKCP18 2018 UK Climate Projections [Murphy et al., 2019]
HAPPI Half a degree Additional warming, Prognosis and Projected Impacts project [Mitchell
et al., 2017]
MMLEA Multi-Model Large Ensemble Archive [Deser et al., 2020]




RFFA (also FFA) Regional Flood Frequency Analysis
GCM General Circulation Model
RCM Regional Climate Model
IPCC Intergovernmental Panel on Climate Change
MIP Model Intercomparison Project
AR5 IPCC Fifth Assessment Report
AR6 IPCC Sixth Assessment Report
UN United Nations
UNFCCC United Nations Framework Convention on Climate Change
UNDRR (formerly UNISDR) United Nations Office for Disaster Risk Reduction
DEM Digital Elevation Model
MERIT DEM Multi-Error-Removed Improved-Terrain DEM, [Yamazaki et al., 2017]
MERIT-Hydro Hydrography data-set based on MERIT DEM [Yamazaki et al., 2019]
NASA National Aeronautics and Space Administration
SRTM NASA’s Shuttle Radar Topography Mission [Farr et al., 2007]
TanDEM-X TerraSAR-X add-on for Digital Elevation Measurement [Krieger et al., 2007]
MODIS MODerate resolution Imaging Spectroradiometer. An instrument on NASA’s
Terra and Aqua satellites
SAR Synthetic Apeture Radar
DFO Dartmouth Flood Observatory. An initiative for space-based measurement,
mapping, and modelling of surface water
Landsat A joint NASA/USGS program using satellites to image the earth’s surface
GSW Global Surface water. A data-set, mapping location and temporal distribution
of surface water globally, using Landsat imagery [Pekel et al., 2016]
GRDC Global Runoff Data Centre. An international archive of data, comprising river
discharge data of more than 9,900 stations from 159 countries
RMSE Root mean squared error
CSI Critical Success Index (metric for scoring flood inundation)
NSE Nash-Sutcliffe Efficiency index (metric for hydrological model skill)
KGE Kling-Gupta Efficiency index (metric for hydrological model skill)
PET Potential Evapotranspiration (evaporation under saturated conditions)
EWEMBI EartH2Observe, WFDEI and ERA-Interim data Merged and Bias-corrected
for ISIMIP [Frieler et al., 2017, Lange, 2016]
MSWEP Multi-Source Weighted-Ensemble Precipitation [Beck et al., 2017, 2019]
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