We introduce a new geometric spanner whose construction is based on a generalization of the known Stable Roommates problem. The Stable Roommates Spanner combines the most desirable properties of geometric spanners: a natural definition, small degree, linear number of edges, strong (1 + ε)-spanner for every > 0, and an efficient construction algorithm. It is an improvement over the well-known Yao graph and Θ-graph and their variants. We show how to construct such a spanner for a set of points in the plane in O(n log 10 n) expected time. We introduce a variant of the Stable Roommates Spanner called the Stable Roommates Θ-Spanner which we can generalize to higher dimensions and construct more efficiently in O(n log d n) time. This variant possesses all the properties of the Stable Roommates Spanner except that it is no longer a strong spanner.
Introduction
Given a weighted graph G = (V, E) and a real number t ≥ 1, a t-spanner of G is a spanning subgraph G with the property that for every edge {x, y} in G, there exists a path between x and y in G whose weight is no more than t times the weight of the edge {x, y}. Thus, shortest-path distances in G approximate shortest-path distances in the underlying graph G and the parameter t represents the approximation ratio. Every path that approximates the shortest-path distance in the underlying graph G within a factor t is called a t-spanning path. The smallest t for which G is a t-spanner of G is called the spanning ratio or the stretch factor of the graph G .
Spanners have been studied in many different settings. The various settings depend on the type of underlying graph G, on the way weights are assigned to edges in G, on the specific value of the spanning ratio t, and on the function used to measure the weight of a shortest path. In this article, the setting is a weighted geometric graph whose vertex set is a set of points in R 2 and whose edge set consists of line segments joining two vertices. The edges are weighted by the Euclidean distance between their endpoints.
There is a vast literature on different methods for constructing t-spanners with various properties in this geometric setting (see [8] for a comprehensive survey of the area). Aside from trying to build a spanner that has small spanning ratio, additional properties of the spanners are desirable. Typical goals in this area include the construction of spanners that also have stretch factor approaching 1, few edges, bounded degree, high connectivity, and low weight, to name a few. Notice that some of these properties actually oppose each other. For example, reducing the number of edges or bounding the degree of a spanner tends to increase its stretch factor and decrease its connectivity. Therefore, one needs to balance the various properties depending on the goals one wishes to achieve.
We introduce a new approach for building spanners inspired by the Stable Roommates problem. The Stable Roommates problem consists of finding a stable perfect matching for a complete weighted graph on vertex set X. More precisely, the problem can be viewed in the following way from which its name arises. Given a set X of 2n people, each person ranks all the others with a unique number between 1 and 2n − 1 in order of preference. Let r x (y) denote the rank given to y by x. A perfect matching M is a set of n pairs {x, y} ⊂ X where each element of X appears in exactly one pair. For a vertex x, let m(x) denote the vertex it is matched to in M (i.e. {x, m(x)} ∈ M). A perfect matching M is stable provided the following holds: ∀ x∈X y∈X ((r x (y) < r x (m(x)))∧(r y (x) < r y (m(y)))), where ∧ denotes the AND operator. In other words, there are no two persons who would both rather be matched with each other over their current matched roommates.
A geometric representation of this problem has already been introduced in [1] , where a participant is represented as a point in a metric space, and the preference list of a point x is a sorted list of the other points by nondecreasing order of their distances from x. In this setting, the Stable Roommates problem was solved in O(n log n) time. Our geometric problem is slightly different. We allow a point to have more than one roommate as long as it shares a separate room with each roommate (represented by a cone). This generalization will be much clearer when we specify the exact context in the next section.
In [11] , Yao devised a method for constructing a spanner. The graph, known as the Yao graph Y k , is defined on a point set P ⊂ R 2 as follows. At each point p ∈ P, let k equally-separated rays with apex p define k cones of equal angle. For each cone with apex p, add the shortest edge {p, q} (where q is the closest point to p in the given cone) to Y k . Do this for each point in P and the resulting graph is the Yao graph. Bose et al. have proved in [2] that for k ≥ 7, Y k is a t-spanner
2 cos(2π/k)−1 . It has also been shown that Y 4 and Y 6 are t-spanners for a constant t in [2] and [4] respectively. It is still open whether Y 5 is a t-spanner for constant t. A spanner of P is a strong t-spanner if for any pair of points p, q ∈ P, a t-spanning path between p and q that contains only edges whose length is at most |pq| exists, where |pq| denote the Euclidean distance between p and q. The unit disk graph of a point set P UDG(P) is a spanning subgraph of the complete Euclidean obtained by pruning the edges whose length is greater than one unit. The intersection of a strong spanner of P with UDG(P) is also a spanner of UDG(P). The Y k is a strong spanner, it contains a minimum spanning tree and linear number of edges, where treating t as a constant; however its degree is not bounded. In [10] Keil and Gutwin [7] introduced a variant of the Y k , known as the Θ-graph, where Θ refers to the angle of the cones. The Θ-graph is identical to the Yao graph except for how the shortest edge is selected in a given cone. Instead of using the Euclidean distance, all the points in a given cone with apex p are projected onto the bisector of the cone, and the point q whose projection is closest to p is selected. Generally, the bisector can be replaced with any ray emanating from the apex and contained in the cone. Θ-graphs are t-spanners for t = 1 1−2 sin(π/k) [9] and possess almost all the properties of Yao graphs except they are not strong spanners and not necessarily contain a minimum spanning tree. The main advantage of the Θ-graph is that distance computation via these projections allow for more efficient computation.
Combining ideas from both the Yao graph, such as defining k > 8 cones of equal angle around each input point, and the Stable Roommates problem, we introduce the Stable Roommates spanner of a point set P ⊂ R 2 , denoted SRS k (P). It is a spanner with the following properties:
1. It has a spanning ratio at most 1/(cos(θ) − sin(θ)) where θ is the angle of a cone.
2. It is a strong spanner.
3. It has a maximum degree at most k.
4. It contains a minimum spanning tree as a subgraph.
Although we prove SRS k (P) is a t-spanner for 1/(cos(θ) − sin(θ)) due to the simplicity of the proof, one can verify it is also a t-spanner for 1+ √ 2−2 cos θ 2 cos θ−1 , which is the best currently known upper bound on the stretch factor of the Y k [2] . Note that besides possessing the good properties of Y k , the spanner SRS k (P) also has a constant bounded degree as opposed to Y k . It also has a natural definition and can be constructed by a simple and intuitive algorithm in near quadratic time. We also show how to compute the Stable Roommates spanner in O(n log 10 n) expected time where n is the cardinality of the point set. By replacing the approach taken in the Yao graph with the one of the Θ-graph in the above construction, we get a variant which we call the Stable Roommates Θ-spanner. This variant possess the same properties except that it is no longer a strong spanner nor does it necessarily contain a minimum spanning tree as a subgraph. However, it can be generalized to higher dimensions and constructed in O(n log d n) time, which improves the construction time of the Stable Roommates spanner in the plane by a factor of O(log 8 n). Given any t-spanner of a point set, Gudmundsson et. al [6] show how to compute a subgraph that is a (1 + )t-spanner for every > 0 with weight at most O(1) × the weight of a minimum spanning tree. Therefore, all of the above spanners can be made to have low weight.
The paper is organized as follows. In the next section we first describe the Stable Roommates spanner, followed with an analysis of all its properties such as degree and stretch factor. Then, in Section 3 we present an O(n log 10 n) expected time algorithm for constructing the Stable Roommates Spanners. Finally, in Section 4 we show a deterministic construction with generalization to higher dimensions and lower running time of O(n log d n) for the variant of the SRS k , called the Stable Roommates Θ-spanner.
Stable Roommates Spanner
In this section we describe an algorithm that computes the Stable Roommates spanner of a point set P and an integer k > 8, denoted SRS k (P), based on a generalization of the Stable Roommates problem defined as follows. Given an even constant integer k > 8, and a set P of n points in R 2 , for each p ∈ P, let C p = {C 0 p , C 1 p , . . . , C k−1 p } denote a set of k cones labeled in clockwise order, with apex p, and angle θ = Given two points x, y ∈ P we denote the cone with apex x that contains y by C x (y) and the Euclidean distance between x and y by |xy|. A point p ranks all other points in P by their Euclidean distance from p with ties broken arbitrarily. A solution for this problem is a stable matching. A matching, in the context of the generalized Stable Roommates problem, is a set of matched pairs in which every point can be matched to more than a single point but at most one point in each cone around it. Note that those pairs can be represented by an edge set of a graph over P; however, this edge set is not necessarily a matching in the usual graph-theory sense since two edges may be incident to the same vertex. A matching over P is stable provided that for every p ∈ P, there exist no point q ∈ P that satisfies: p is matched to a point r ∈ C p (q) and q is matched to a point s ∈ C q (p) such that |pq| < |pr| and |pq| < |qs| (see Fig. 1 ). The graph SRS k (P) satisfies this property and therefore it is a stable matching. The points p and q violate the stability of the matching, since p is matched to r in C p (q) and q is matched to s in C q (p), however |pq| < |pr|, |qs|.
We now describe the construction algorithm of the graph SRS k (P) given an input set of points P (Algorithm 1). As a first step, all pairs {p, q} ⊂ P are sorted in nondecreasing order of their distances. We say that an edge e is in a cone C i p and denote e ∈ C i p if e = {p, q} and q ∈ C i p . An edge {p, q} is added to the spanner provided that both p and q agree on it. A point p agrees on an edge {p, q} if the cone C p (q) is empty of edges; in other words, p is not yet matched in the cone C p (q). To construct a Stable Roommate spanner with stretch factor t ≥ 1, select k = 2π/θ such that t ≥ 1/(cos(θ) − sin(θ)). We outline the algorithm below.
Algorithm 1 StableRoommates(P)
Input: A set P of points in the plane. Output: A Stable Roommates t-spanner SRS k (P) = (P, E) of P.
1: Let L be a sorted list of all pairs {p, q} ⊂ P by nondecreasing order of their distances. 2: E ← ∅ 3: for each edge {p, q} ∈ L (* in the sorted order *) do 4: if C p (q) ∩ E = ∅ and C q (p) ∩ E = ∅ then 5: E ← E ∪ {{p, q}} Lemma 1. Let k > 8 be an integer and let P be a set of points in the plane. The maximum degree of the graph SRS k (P) = (P, E) constructed by Algorithm 1 is at most k.
Proof. k cones C p are defined for each point p ∈ P. Consider the edges E p incident to p that are added to E during Algorithm 1. Each edge e ∈ E p is added to E only if the cone in C p containing e is empty. Thus, at most one edge incident to p is added from each cone in C p and |E p | ≤ |C p | = k.
Lemma 2.
The matching implied by the set of edges E in the resulting graph of Algorithm 1 SRS k (P) = (P, E) is a stable matching in the context of the generalized Stable Roommates problem.
Proof. Assume for the sake of contradiction that a pair of points p, q exists such that p is matched to s in C p (q) and q is matched to r in C q (p), meaning {p, s}, {q, r} ∈ E and {p, q} E, even though |pq| < |ps| and |pq| < |qr|. Since {p, s} and {q, r} were added to E, necessarily at the time the algorithm considered these edges, E contained no edges of C p (q) and C q (p). Since {p, q} is shorter than {p, s} and {q, r}, it was considered by the algorithm before {p, s} and {q, r}. Thus, at the time the algorithm considered {p, q}, E also contained no edges of C p (q) and C q (p). Therefore, {p, q} should have been added to E at the time it was observed by the algorithm in contradiction to the initial assumption.
For two points p and q in the plane, let D p (q) denote the disk centered at p and containing q on its boundary.
Observation 3. If an edge {p, q} is contained in a minimum spanning tree of the complete Euclidean graph over P, then the interior of
D p (q) ∩ D q (p) is empty of points.
Lemma 4. The graph SRS k (P) constructed by Algorithm 1 contains a minimum weight spanning tree.
Proof. For the simplicity of the proof we assume the minimum spanning tree and the graph SRS k (P) are unique. One can verify that if this is not the case, for each minimum spanning tree T the ties between values in the list L (see Algorithm 1) can be broken in such a way that guarantees that T is contained in the resulting graph of Algorithm 1. Thus, the argument stated in Observation 3 is true also for the boundary of D p (q) ∩ D q (p). We show that each edge in the minimum spanning tree is an edge in SRS k (P). Let {p, q} be an edge in the minimum spanning tree. Let p and q be the two intersection points of the boundaries of D p (q) and D q (p). Since the angle between {p, q}, and each one of {{p, p }, {p, q }, {q, p }, {q, q }} is π/3 > θ, all points s ∈ C p (q) such that |ps| < |pq| are contained in D p (q) ∩ D q (p), and the same holds for all points r ∈ C q (p). By Observation 3, D p (q) ∩ D q (p) is empty of points. Therefore, there is no s ∈ C p (q) such that |ps| < |pq| and no r ∈ C q (p) such that |qr| < |pq| and hence, p and q must have agreed on adding {p, q} to SRS k (P).
Spanning ratio
In this section we show that the spanning ratio of the resulting subgraph is bounded. We use Lemma 6.4.1 from [8] by Giri Narasimhan and Michiel Smid that argues the following: Let t, θ, and w be real numbers, such that 0 < θ < π/4, 0 ≤ w < (cos(θ) − sin(θ))/2 and t ≥ 1/(cos(θ) − sin(θ) − 2w). Let p, q, r, and s be points in R d , such that:
3. |rs| ≤ |pq|/(cos(θ)), and 4. |pr| ≤ w|rs|.
Then |pr| < |pq|, |sq| < |pq|, and t|pr| + |rs| + t|sq| ≤ t|pq|.
Lemma 5. The graph constructed by Algorithm 1 is a strong t-spanner with
Proof. Let G = (P, E) be the output graph of Algorithm 1. Let δ G (p, q) denote the length of the shortest path between p and q in G. To prove the Lemma we show that for every pair {p, q} ∈ P, there exists a t-spanning path connecting them that contains only edges of length at most |pq|. We prove the above by induction on the rank of the distance |pq|, i.e., the place of {p, q} in a nondecreasing distances order of all pairs of points in P. Base case: Let {p, q} ⊂ P be the closest pair. Then, the edge {p, q} has been added to E during the first iteration of the loop in step 3, and it forms a t-spanning path connecting them that contains only edges of length at most |pq|. Induction hypothesis: Assume the lemma holds for every pair {r, s} ⊂ P with distance shorter than |pq|. The inductive step: If {p, q} ∈ E, we are done. Otherwise, there exists either an edge {p, s} ∈ C p (q) ∩ E, such that |ps| ≤ |pq|, or an edge {q, r} ∈ C q (p) ∩ E, such that |qr| ≤ |pq|. Assume w.l.o.g. that there exists an edge {p, s} ∈ C p (q) ∩ E, such that |ps| ≤ |pq|. Since ∠(pq, ps) ≤ θ ≤ π/4, and |ps| ≤ |pq|, we have |sq| < |pq|. By the induction hypothesis we get that there exists a t-spanning path P sq connecting s and q that contains only edges of length at most |qs|. Consider the path formed by concatenating the edge {p, s} with the path P sq . Applying Lemma 6.4.1 with w = 0 and r = p, we get that the length of this path is |ps| + t|sq| ≤ t|pq| and it contains only edges of length at most |pq|. Remark 1. Given a set of points in the plane P and a value t > 1, for achieving SRS k (P) that admits a t-spanner with minimum degree one should choose k > 8 for which
Remark 2. Although due to the simplicity of the proof, we prove SRS k (P) is a t-spanner for 1/(cos(θ)− sin(θ)), one can verify it is also a t-spanner for 1+ √ 2−2 cos θ 2 cos θ−1 , which is the best currently known upper bound on the stretch factor of the Y k (see [2] ). Actually, every proof of an upper bound on the stretch factor of the Y k that relies on the existence of a shorter edge within an angle at most θ of every {p, q} ⊂ P that is not an edge in the graph, applies also for SRS k (P).
Every strong spanner contains a spanner of the unit disk graph of a point set P, denoted UDG(P). The graph UDG(P) is a spanning subgraph of the complete Euclidean graph where only the edges whose length is at most a unit are kept.
Observation 6. The intersection of UDG(P) with SRS k (P) (with respect to edges) is a spanner for UDG(P) with the same stretch factor and bounded degree as SRS k (P) with respect to the complete Euclidean graph.
Proof. Consider the graph G = UDG(P) ∩SRS k (P). Obviously its maximum degree is bounded by the degree of SRS k (P). For showing G is a strong t-spanner of UDG(P) it is suffices to show that for every {p, q} ∈ UDG(P), there exists a t-spanning path from p to q, all of whose edges have length at most |pq|. By Lemma 5, SRS k (P) is strong t-spanner. This means that for any edge {p, q} ∈ UDG(P), there exists a t-spanning path from p to q, all of whose edges have length at most |pq| in SRS k (P). All these edges has length of at most one unit and hence they are also contained in UDG(P).
Angles greater than θ
By making minor changes we can achieve a t-spanner whose angles are all greater than θ and still have all the above properties. The only change needed is using dynamic cones instead of predefined ones as defined next. In the beginning of the algorithm, for each point p ∈ P we initialize C p = ∅. When the algorithm observes an edge {p, q} that lies outside of C∈C p C, the cone with apex p of angle 2θ with {p, q} lying on its bisector is initialized and added to C p . If the edge {p, q} also lies outside of C∈C q C, we similarly define a cone with apex q, add it to C q and additionally add the edge {p, q} to the edge set E of the output graph. Note that two cones with the same apex may now intersect, see Fig. 2 .
When considering an edge {p, q}, a point p agrees on an edge {p, q} provided that q is outside the union of all the cones with apex p defined so far. This implies that an edge incident to p in E forms an angle of at least θ with all other edges incident to p. This also implies that the degree of p is at most k.
Note that the condition of q being outside the union of all the cones with apex p defined so far is also sufficient, i.e., this condition provides that p agrees on q. Together with the ideas of the proof of Lemma 4 we may conclude that the output graph of the variation of Algorithm 1 with dynamic cones contains the the minimum weight spanning tree.
An equivalent phrasing of the above notion is that a point p does not agree on an edge {p, q} provided that q is inside a cone with apex p, C p , that has been defined in an earlier stage of the algorithm. Meaning, when {p, q} is considered by the algorithm, E contains a shorter edge that lies on the bisector of C p and therefore forms an angle of at most θ with {p, q}. By applying the inductive proof of Lemma 5 together with this notion, we conclude that the output t-spanner of the variation of Algorithm 1 with dynamic coned is also a strong t-spanner with t = and new cone is defined
The edge {p, q} is added (with black dashed boundaries).
Phase2:
and new cone is defined by the Algorithm (with blue dotted boundaries).
by the Algorithm
The edge {p, r} is added Remark 3. Algorithm 1 can be generalized to higher dimensions using d-dimensional cones, where d is the dimension. Due to the fact that every three points in R d span a plane, all the provided proofs for properties in the plane can be also applied for higher dimensions.
Stable Roommates spanner with improved construction time
In this section we show how to compute the SRS k (P) in O(n log 10 n) expected time for an even integer k. First observe that since k is even we have the following property. For each cone with apex p, C i p , there exists a unique 0 ≤ j < k, such that for each q ∈ C i p , C q (p) = C j q . More precisely, if {p, q} is an edge contained in C i p , then {p, q} is also contained in C (k/2+i) mod k q ; see Fig. 3 . This implies that the Stable Roommates spanner is the union of k/2 independent Stable Roommates spanner subgraphs corresponding to the sets of cones We suggest an algorithm that computes each one of the k/2 subgraphs separately. The algorithm computes for each C i a matching in which every point may participate twice, once as an apex of C i p and once as an apex of C (k/2+i) mod k p . By rotating the scene, each set of cones C i can be considered as a set of cones whose bisector is horizontal. Therefore, it is sufficient to describe how to compute the Stable Roommates spanner subgraph for the set of points P where each point p ∈ P is associated with a left cone C − p corresponding to the rotated cone C i p and a right cone C + p corresponding to the rotated cone C (k/2+i) mod k p . Thus, each point may participate twice, once as an apex of a right cone and once as an apex of a left cone. Notice that p ∈ C + q if and only if q ∈ C − p . The computation of each subgraph is done according to the following scheme. We first compute a collection of O(n log n) pairs of subsets of P, QP = {(Q v , P v )}, such that:
, and v |Q v | = O(n log 2 n), and 3. for each p, q ∈ P, p q, such that p ∈ C + q , there exists a single pair (Q v , P v ), such that p ∈ P v and q ∈ Q v (and therefore for each p, q ∈ P, p q, such that q ∈ C − p , there exists a single pair (Q v , P v ), such that p ∈ P v and q ∈ Q v ).
In the next step we build a list S of pairs {(p, q) ∈ P v ×Q v | (Q v , P v ) ∈ QP }, containing the closest pair (p, q) ∈ P v × Q v for each (Q v , P v ), sorted by nondecreasing order of their distances. Then we perform the following loop. While the set S is not empty: (i) choose the first pair in S and add it to the graph, (ii) remove p from all subsets P v and remove q from all subsets Q v , and (iii) update the set S with respect to the updated collection QP.
For computing the collection QP we construct a 2-D orthogonal range tree T for the points in P, using as axes the directions orthogonal to the rays defining a right cone. Each node v in a secondary tree of T is associated with a canonical subset P v ⊆ P, which contains all the points represented by the leaves of the subtree rooted at v. Given T, we can answer a range search query with a right cone, by reporting the points in O(log 2 n) disjoint canonical subsets. For each q ∈ P, we perform a range search query with a right cone in T, without reporting the points in the appropriate canonical subsets. Instead, we just store q with each node v whose canonical set should have been reported.
At the end of this stage, we obtain at each node v a pair of subsets (Q v , P v ), where P v is the canonical subset of v and Q v are the query points that were stored at v. The collection of all these pairs is the collection QP mentioned above, one can verify this collection satisfies the above properties; it is computed in O(n log 2 n) time (see Fig.4 ).
Q v P v Figure 4 : A subset of the collection QP is illustrated.
Notice that at this point we may assume that with each point p ∈ P, we have a list of all O(log 2 n) pairs (Q v , P v ) in which p ∈ P v , and a list of all O(log 2 n) pairs in which p ∈ Q v . We now preprocess each pair (Q v , P v ) for dynamic bichromatic closest pair data structure. Eppstein showed how one can use any dynamic data structure for nearest neighbor queries with O(T(k)) update and query time, where k = max{|Q v |, |P v |}, to obtain a dynamic data structure for bichromatic closest pair with O(T(k) log 2 k) amortized update time; see [5] . The best known dynamic data structure for nearest neighbor queries is due to Chan [3] . For this data structure, T(k) = O(log 6 k) expected amortized time. The data structure can be built in O(k log 2 k) expected time. Thus, by using Chan's data structure in Eppstein's construction, one obtains a data structure for dynamic bichromatic closest pair with O(log 6 k) · O(log 2 k) = O(log 8 k) = O(log 8 n) expected amortized update time. Due to property 2, the total expected time spent on preprocessing all pairs (Q v , P v ) for dynamic closest pair is O(n log 2 n · log 2 (n log 2 n)) = O(n log 4 n). Let S be a list of pairs {(p, q) ∈ P v × Q v | (Q v , P v ) ∈ QP }, obtained by picking the bichromatic closest pair, for each pair (Q v , P v ) (i.e., a pair (p, q) ∈ P v × Q v ), and sorting them by nondecreasing order of their distances. Consider the pair (p, q) with the minimum distance in S. We match the pair q (with right cone) and p (with left cone). The pair (p, q) is clearly stable.
Next, we remove all occurrences of p from the canonical subsets P v , and all occurrences of q from the subsets Q v . That is, we perform an update operation in O(log 2 n) pairs (Q v , P v ), and update the list S accordingly. Thus, the whole updating process can be done in O(log 2 n) · O(log 8 n) = O(log 10 n) expected amortized time, plus O(log 2 n) time for updating the list S. We now repeat by selecting the pair with the minimum distance in the list S, etc., until S is empty. The number of iterations is clearly bounded by O(n), and therefore, the total expected running time is O(n log 10 n). The following theorem summarizes the result of this section.
Theorem 7.
Let P be a set of n points in the plane. Then, it is possible to construct the Stable Roommates spanner of P in expected time O(n log 10 n).
Stable Roommates Θ-spanners
In this section we introduce a variant of the Stable Roommates spanner that is obtained by slightly changing the definition of the closest vertex to the apex in each cone. This modification allows us to construct the spanner more efficiently and also generalize the efficient construction to higher dimensions. We refer to this spanner as the Stable Roommates Θ-spanner, where Θ refers to the angle of the cones, i.e., Θ = 2π/k. In the Stable Roommates Θ-spanner we define the closest vertex to the apex in each cone to be the vertex whose projection on the bisector has the minimum Euclidean distance from the apex (instead of the Euclidean closest vertex to the apex). Generally, the bisector can be replaced with any ray emanating from the apex and contained in the cone, as long as opposite cones, i.e., cones numbered i and ((k/2 + i) mod k) for some i, correspond to opposite rays. For simplicity, we restrict all rays to be the bisectors of the cones. This approach is used in the Θ-graphs, as opposed to the Yao graphs (see Fig. 5 ). p q r Figure 5 : The point q whose orthogonal projection on the bisector has the minimum Euclidean distance from the apex p is defined as the closest point to p.
As the Θ-graphs, which posses most of the properties of the Yao graph, the Stable Roommates Θ-spanner preserves the desirable properties of the Stable Roommates spanner, such as a constant spanning ratio and constant degree, but does not preserve the property of being a strong t-spanner and containing the minimum spanning tree. The constant degree derives from the same arguments used to prove the constant degree of the Stable Roommates spanner. The constant spanning ratio is due to the similarity to the Θ-graph as explicated next. The Stable Roommates Θ-spanner has the property that for every {p, q} ⊂ P that is not an edge in the graph, there exist either a point r ∈ C p (q) that is closer to p (in the above modified term) such that {p, r} is an edge in the graph, or a point s ∈ C q (p) that is closer to q and {q, s} is an edge in the graph. Therefore, every proof of an upper bound on the stretch factor of the Θ-graph that relies on the above-mentioned property, applies also for the Stable Roommates Θ-spanner. Such a proof is used in [9] to show that the Θ-graph is a t-spanner for t = 1 1−2 sin(Θ) and according to the aforementioned notion we conclude that the Stable Roommates Θ-spanner is also a t-spanner for the same value t.
As in the previous section, the construction algorithm of the spanner relies on the observation that for every pair {p, q} ⊂ P it holds that {p, q} ∈ C i p ⇒ {p, q} ∈ C (k/2+i) mod k q (see Fig. 3 ). This means that the Stable Roommates Θ-Spanner can be decomposed into k/2 subgraphs and each subgraph can be computes separately by associating every point p ∈ P with a right cone C + p and a left cone C − p (the rotated cones). Additional notion that we use in our construction is that the bisectors of all the cones considered in a given subgraph have the same orientation. We redefine the length of an edge to be the Euclidean distance between the projection of its endpoints on the bisector of the cones corresponding to those endpoints.
The computation of each subgraph is done as follows. We keep a data structure which stores all right and left cones in which there are still no edges. This data structure enables to perform two operations: finding the shortest edge (in the terms of the Stable Roommates Θ-spanner) among edges {{p, q} : p is contained in C − p (resp. C + p ) and q is contained in C + q (resp. C − q )}, and removal of cones in an efficient manner. We repeat the following process with the updated data structure: find the shortest edge and remove the corresponding cones.
In the next subsection we present a data structure that meets the requirements of a more general problem and then show how we exploit it for constructing the desired subgraphs.
Problem generalization
Given a d-dimensional simplicial cone C originated at the origin and a point p ∈ R d , we denote by C p the translation of C such that its apex is at p. Meaning, C p := C + p := {x + p : x ∈ C}.
Consider the following problem: Input:
1. A set R of n red points and a set B of n blue points in R d and a labeling function l : R ∪ B → R.
A d-dimensional simplicial cone C originated at the origin.
Goal: Design a data structure that enables to answer efficiently the following query: what is the closest red-blue pair? Closest red-blue pair is a pair (r, b) of a red point r ∈ R and a blue point b ∈ B, such that r ∈ C b , and r and b minimizes the labels difference l(r) − l(b), i.e.,
Moreover, we would like the data structure to be partially dynamic. Namely, to enable efficient deletion of points ,i.e., polylogarithmic in the size of the initial point set, while maintaining the capability to answer quickly to the above query. 
1-dimension:
We solve the problem in 1-dimension using a divide and conquer approach. We build a complete binary tree T whose leaves represent all points ,i.e., R ∪ B, ordered by their values (single coordinate), and each internal node u is associated with a canonical subset P u ⊆ R∪B, which contains all the points represented by the leaves of the subtree rooted at u. This tree can be build in O(n log n) time.
In each internal node u we keep an associated auxiliary values:
• max B (u) = max{ l(b) | b ∈ B ∩ P u }, and
In addition, we keep in each node the points corresponding to those optimal values.
Every leaf v that represents a red point r is initialized as follows:
, max B (v) ← ∞, and every leaf v that represents a blue point b is initialized as follows:
For every internal node u with left and right children, u.le f t and u.right respectively, we compute: min R (u) ← min{ min R (u.le f t), min R (u.right) }, max B (u) ← min{ max B (u.le f t), max B (u.right) }, and min 1 (u) ← min{ min 1 (u.le f t), min 1 (u.right), min R (u.right) − max B (u.le f t) }.
Values of all nodes can be updated by bottom-up traversal of the tree. The required closest red-blue pair corresponds to the value min 1 (T.root).
Deletion of a point p is done as follows. Notice that for at most one node u per level of the tree, P u contains p, and those nodes form a path. Therefore, deletion of a point p requires only walking up along the path from p to the root and updating all values of nodes along this path. Since the deletion does not affect any other node in the tree, this process properly recomputes the closest red-blue pair in O(log n) time.
d-dimension: Consider a dimension d > 1, the d-dimensional data structure is defined as follows.
We build a complete binary tree similar to the 1-dimensional case while leaves represent all points ordered by their projection on l d . In each node u we keep an associated auxiliary value:
• a pointer to a This tree can be built in a O(n log d n) time.
Let R + u ⊂ R (resp. R − u ⊂ R) be the set of all red points whose projection on l d is equal or greater (resp. smaller) than the median projection on l d among all points in P u . Similarly, we define B + u ⊂ B and B − u ⊂ B with respect to blue points. Note that R + u (resp. R − u ) are the red points in P u.right (resp. P u.le f t ) and similarly B + u and B − u are the blue points in P u.right and P u.le f t respectively (see Fig. 6 ).
The value of min d (u) is the minimum among the following values:
Note that pairs (r, b) ∈ R × B such that r ∈ R − u , b ∈ B + u and b ∈ C r do not exist. Therefore, for each node u we compute:
The required closest red-blue pair corresponds to the value min d (T.root).
When deleting a point p we walk up the path from p to the root. During the bottom-up traversal we recursively update the values min d (u) in the pointed trees Q(u). The cost of the deletion operation is O(log d n). Figure 6 : The data structure on the right corresponds to the input on the left for d = 2. The points in R are the light colored points and the points in B are the darker points
Using the generalization to solve our problem
Recall our problem: constructing a subgraph of the Stable Roommates Θ-spanner of all edges contained in the right and left given cones (the rotated i-cones and (k/2 + i)-cones). In order to construct this subgraph we use the data structure suggested for the generalized problem presented in subsection 4.1.
First, we convert the given input for the problem to a proper input for the generalized problem. We would like each point in the input set P to be considered twice, once as an apex of a left cone and once as an apex of a right cone. Therefore, we duplicate each input point p and shift the new copy to the left at distance of the original point (for sufficiently small ). The original point is referred as blue and the copy, to the left of it, as red. A red point r refers only to a left cone C − r and a blue point b refers only to a right cone C + b (as shown in figure 7 ). Note that for any two points r and b it holds that r ∈ C + b ⇔ b ∈ C − r . Hence, it suffices to consider only right cones originated at blue points and search for edges (r, b) such that r ∈ C + b . We define the label of a point p ∈ P l(p) as its x-coordinate (the projection of the points on the bisector). Thus, we get a proper input for the problem in subsection 4.1: a set of red points R, a set of blue points B, a labeling function l(·) and a d-dimensional simplicial cone C + (translation of the right cone to the origin).
Note that if b ∈ C + r where b ∈ B and r ∈ R, then l(b) < l(r). Therefore, by querying the closest red-blue pair we find a pair (r, b) such that the projection of b on the bisector of C r (the x axis) is closer to r than in any other pair, namely the shortest edge in the terms of the Stable Roommates Θ-spanner.
In order to find the edges of the required subgraph we perform the following process using the data structure from subsection 4.1. While there are pairs (r, b) ∈ R × B such that r ∈ C + b : (i) query of the closest pair (r, b) and add it as an edge in the graph, and (ii) remove r from R and b from B.
The data structure can be built in O(n log d n) time. Since each point can be chosen at most twice -once as a left endpoint and once as a right endpoint, the number of iterations performed by the algorithm is O(n). Each iteration costs O(log d n) time and thus the overall running time is O(n log d n). The following theorem summarizes the result of this section.
Theorem 9. Let P be a set of n points in R d . Then, it is possible to construct the Stable Roommates Θ-spanner of P in O(n log d n) time.
Open Problems
While for the Stable Roommates Θ-spanner we devised a deterministic construction algorithm with O(n log d n) running time for general dimension d, for the SRS the introduced construction algorithm is randomized, restricted to the plane and runs in O(n log 10 n) time. Those drawbacks are caused by the use of the data structure of Chan for nearest neighbor queries ( [3] ) which enables answering queries efficiently (in polylogarithmic running time) only for points in R 2 and in O(log 6 n) time. The following problems remain open:
1. Designing an efficient deterministic construction algorithm for the SRS, 2. Reducing the logarithmic factor in the construction of the SRS, and 3. Developing an efficient construction algorithm for the SRS in higher dimensions.
Further reduction of the construction time of the SRS to O(n log n) can also be considered.
Eventually, we hope that the results in this paper shed more light, and have the potential to bring research one step closer to answering the open problem: Is the Yao-Yao graph a t-spanner for a constant t?
