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Abstract
In quantum mechanics an incoming particle wave packet with sufficient energy will undergo both
transmission and reflection when encountering a barrier of lower energy, but in classical mechanics
there is no reflection, only transmission. In this paper we seek to explain the disappearance
of quantum-mechanical reflection in the quasi-classical limit, using the standard machinery of
decoherence through environmental interaction. We consider two models. In the first, the incoming
particle is classicalized by coupling to an environment and modelled using a standard master
equation of Lindblad form with Lindblad operator proportional to position (the simplest version of
quantum Brownian motion). We find, however, that suppression of reflection is achieved only for
environmental interaction so strong that large fluctuations in momentum are generated which blurs
the distinction between incoming and reflected wave packets. This negative conclusion also holds
for a complex potential which has similar implications for attempts to understand the suppression
of the Zeno effect using the same mechanism (discussed in more detail in another paper). A different
master equation with Lindblad operator proportional to momentum is shown to be successful in
suppressing reflection without large fluctuations but such a master equation is unphysical. We
consider a second model in which the barrier is modeled quantum-mechanically by a massive
target particle coupled to an environment to maintain it in a quasi-classical state. This avoids the
fluctuations problem since the incoming particle is not coupled to the environment directly. We
find that reflection is significantly suppressed as long as the decoherence timescale of the target
particle is much smaller than certain characteristic scattering timescales of the incoming particle,
or equivalently, as long as the velocity fluctuations in the target are larger than the velocity of the
incoming particle.
PACS numbers: 03.65.Yz, 03.65.Nk, 03.65.Xp
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I. INTRODUCTION
A. Opening Remarks
There has been considerable interest over the years in questions relating to the emergence
of classical behaviour from quantum theory. Studies in this area focus on a number of related
issues, in particular, suppression of interference and entanglement through interaction with
an environment, finding the conditions under which probability sum rules for histories are
satisfied, and deriving the effective classical equations of motion from an underlying quantum
system [1–15].
However, despite the considerable amount of work in this area there still remain a number
of simple quantum effects whose classical limit is not yet well-understood. A particular
example is quantum-mechanical reflection from a simple barrier. The aim of this paper
is to explore the classical limit of this situation in detail. We do not have a particular
experimental situation in mind, but rather, we are interested in understanding the general
mechanism whereby this classical limit comes about.
B. The Problem. Model I
We consider a particle in one dimension in an incoming wave packet state of positive mo-
mentum with average energy E approaching a barrier of height V0. Classically, if E > V0 the
particle will continue over the barrier but in quantum mechanics there is both transmission
and reflection. How do we understand the disappearance of quantum-mechanical reflection
in the classical limit?
Consider first the naive classical limit ~→ 0 in the scattering amplitude. It is known that
the reflection amplitudes do not go to zero in this limit for simple step function potentials
and some smoothing of the edges is required [16]. For example, suppose that the potential
consists of a smeared window function,
V (x) = V0
∫
∞
−∞
dx¯
1
(2πa2)1/2
exp
(
−(x− x¯)
2
2a2
)
fL(x¯), (1.1)
where fL(x¯) is a window function on the range [−L, L]. Then for E > V0, the Born approx-
imation gives for the reflected wavefunction amplitude squared
|ψref
∞
(p)|2 = 2πV
2
0 m
2
~p2
exp
(
−4a
2p2
~2
)
f 2L(2p)|ψ−∞(−p)|2, (1.2)
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where fL(p) denotes the Fourier transform of fL(x) This is indeed small for pa ≫ ~ and
in this sense goes to zero as ~ → 0. However, this naive limit is clearly insufficient for a
comprehensive demonstration of emergent classicality.
The general wisdom in the area of emergent classicality is that coupling a quantum system
to a thermal environment produces decoherence which tends to suppress all quantum effects
[2, 5–7]. This general approach has been shown to work well in many different situations so
we will explore it here. We therefore consider a more complicated version of the above system
in which the incoming particle is also coupled to a thermal environment as it undergoes
scattering off a potential barrier. We make the realistic assumption that the effect of the
environment is Markovian, so the density operator will evolve according to a Lindblad master
equation [17] of the form
ρ˙ = − i
~
[H0 + V, ρ]− 1
2
[L, [L, ρ]], (1.3)
where H0 is the free Hamiltonian and the potential V (x) is given by Eq.(1.1). The physically
interesting case of quantum Brownian motion with negligible dissipation is obtained with
the choice L = (2D/~2)1/2 xˆ. However it will also be of interest to consider other choices for
L.
It is also useful to consider this dynamics in the Wigner picture [18, 19] in which the
Wigner function W (p, x) evolves according to
∂W
∂t
= − p
m
∂W
∂x
+ V ′(x)
∂W
∂p
+D
∂2W
∂p2
+
∞∑
k=1
(
i~
2
)2k
1
(2k + 1)!
V (2k+1)(q)
∂2k+1W
∂p2k+1
. (1.4)
The traditional understanding of this system is that the diffusion produced by the envi-
ronment spreads out the Wigner function and as a result the higher order quantum terms
involving powers of ~2 are strongly suppressed. The Wigner function thus evolves according
to a classical stochastic theory of a particle in a potential. This classical stochastic theory
can be an approximately deterministic theory if the fluctuations produced by the diffusive
term are small enough, since an initial state strongly peaked about a point in phase space
will remain strongly peaked. In earlier applications, this has been found to be possible if
the particle is sufficiently massive, but this point needs particular attention in our case.
Furthermore, the Wigner function typically becomes positive after a short time [20] so may
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therefore be loosely interpreted as a phase space distribution function. This is the general
way in which quantum systems become quasi-classical through decoherence.
For the reflection process studied here, the classical stochastic theory described by
Eq.(1.4) with quantum terms omitted has no reflection, so our goal is achieved if the stochas-
tic effects are negligible. However, what we find in this model is that for the physically
relevant master equation with L ∝ xˆ, reflection can be significantly suppressed by taking D
to be large enough, but this generates fluctuations in the momentum which are so large that
they blur the distinction between positive and negative momenta. This means that even
though there is no actual reflection, there is still diffusion into negative momenta, which
could be as significant as the reflection effect we are trying to suppress. Differently put, for
the environment to be strong enough to significantly suppress reflection, the integrity of the
incoming wave packet is destroyed.
The underlying reason for this difficulty is that reflection is in essence an interference
effect in momentum space. The Lindblad equation with L ∝ xˆ is well-known to produce
very rapid decoherence in position space, but this takes a longer time, through the action
of the Hamiltonian, to rotate into momentum space decoherence. The momentum space
decoherence time can be made short by making D sufficiently large, but this then produces
unacceptably large fluctuations. This explanation of the difficulty is confirmed by using
instead a Lindblad master equation with L ∝ pˆ. We find in this case that reflection is easily
suppressed without incurring large fluctuations. However, we know of no physical situation
that produces such an equation under realistic conditions. We conclude that quantum-
mechanical reflection is not obviously suppressed by the obvious (and usually very effective)
choice of decoherence mechanism.
The possible suppression of reflection through interaction with an environment has been
considered previously and there are some experimental indications that scattering intensity
is reduced by the presence of a thermal environment [21]. The environment was modeled
using a Lindblad master equation with L ∝ pˆ in Ref.[21] and it was noted that this reduces
reflection but a detailed calculation as not carried out. Also, the difficulties noted here with
the physically realistic case L ∝ xˆ were not discussed.
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C. Relation to the Zeno Effect
The situation described above is closely related to the the Zeno effect [22, 23], and in
particular its possible suppression through decoherence, described in another paper [24]
and we briefly note the connections here. Again we consider an incoming wave packet |ψ〉
concentrated around positive momentum, in one dimension, and we suppose that the system
is measured at time intervals ǫ to see if it lies in the negative x-axis. The state at time τ = nǫ
after this sequence of unitary evolutions interspersed with projections P = θ(−xˆ) is given
by
|ψτ 〉 =
(
P exp
(
− i
~
Hǫ
))n
|ψ〉. (1.5)
As is well-known, in the limit n→∞, ǫ→ 0 with τ fixed, the evolution becomes unitary in
the subspace of states with support in x < 0,
|ψτ 〉 = P exp
(
− i
~
PHP
)
|ψ〉. (1.6)
This means that the incoming wave packet is totally reflected. For small but finite ǫ, there
is some reflection, with the rest of the state absorbed. An interesting question is then the
extent to which this reflection is suppressed through decoherence, leaving only absorbtion
(the classical limit of the above process).
A useful way to analyze this question, which relates to the model of the previous subsec-
tion, is to make use of the recent results of Refs.[25, 26], where is was shown that the string
of projectors in Eq.(1.5) is well-approximated by evolution in the presence of a complex
potential
|ψτ 〉 ≈ P exp
(
− i
~
Hτ − V0
~
θ(xˆ)
)
|ψ〉, (1.7)
where V0 is of order ~/ǫ. Complex potentials of this type appear in many places [27] and
this sort of construction also arises in connection with the arrival time problem [28–31].
The scattering behaviour of incoming wave packets off a complex potential of this form is
very similar to the real potential case discussed above. The analysis outlined in the previous
section may therefore also be used to investigate the suppression of the Zeno effect. However,
we quickly draw the same negative conclusion as the previous section: the Zeno effect cannot
be significantly suppressed by decoherence if the master equation has L ∝ xˆ, since the
fluctuations will be too large. Again the environment produces such large fluctuations that
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the final state includes significant negative momentum and we do not obtain the expected
classical limit of total absorbtion of the incoming state.
D. Quantum State Diffusion Approach
In the following sections we will analyze the above models using the density matrix
evolution equation Eq.(1.3). However, an alternative and very useful way of analyzing this
system is to use the quantum state diffusion picture [32–40]. In this picture, the density
operator ρ satisfying Eq.(1.3) is regarded as a mean over a distribution of pure state density
operators,
ρ =M |ψ〉〈ψ|, (1.8)
whereM denotes the mean, with the pure states evolving according to the non-linear stochas-
tic Langevin-Itoˆ equation,
d|ψ〉 = − i
~
(H0 + V )|ψ〉dt− 1
2
(L− 〈L〉)2 |ψ〉 dt
+ (L− 〈L〉) |ψ〉 dBt, (1.9)
for the normalized state vector |ψ〉. (The equation is given here for a real potential and
readily generalizes to the case of a complex potential). Here, the dBt are independent real
differential random variables representing a real Wiener process and satisfying
dB2t = dt, (1.10)
dBtdBt′ = 0, if t 6= t′. (1.11)
Decoherence processes in the language of QSD have been analyzed in detail in previous
works [39, 40]. For our purposes, the salient features are as follows. In the case L =
(2D/~2)1/2xˆ and V = 0, it has been shown [37] that an arbitrary initial state localizes to a
Gaussian |ψpq〉 of the form
ψpq(x) =
1
(2πσ2q )
1/4
exp
(
−(1 − i)(x− q)
2
4σ2q
+
i
~
px
)
, (1.12)
where the widths are given by
σ2q =
(
~
3
8mD
)1/2
, σ2p = (2m~D)
1/2. (1.13)
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This localization takes place on the localization timescale
tloc =
(
m~
D
)1/2
, (1.14)
which is also known to be the timescale on which the Wigner function becomes positive in the
evolution described by Eq.(1.4) [20]. Through Eq.(1.8), this means that the corresponding
density matrix tends, on the localization timescale, to a mixed state of the approximately
diagonal form
ρ =
∫
dpdqf(p, q, t)|ψpq〉〈ψpq|, (1.15)
where f(p, q, t) is a positive phase space distribution function which has the general form
of a smeared Wigner function [39]. Hence the picture we have is that an arbitrary initial
state ends up in a stochastic ensemble of Gaussian states each one localized about a classical
stochastic path. An analogous story also holds for the case L ∝ pˆ but in that case ρ tends
to a form that is diagonal in momentum.
The QSD picture is another convenient way of establishing the properties of Model I
outlined above. The key point is that in the presence of a reflecting potential, the localization
time has to be sufficiently short in comparison to the timescale on which reflected wave
packets start to form but, as we shall show, this can only be achieved at the expense of
unacceptably large fluctuations.
E. A Modified Problem. Model II
The above models suggest that interaction of the incoming particle with a decohering
environment is not in fact the mechanism whereby reflection off a barrier is suppressed and
we therefore need to look elsewhere for the mechanism. We therefore focus instead on the
barrier, rather than the particle and note that a barrier is really an idealized model for
another system which will be subject to the laws of quantum theory. Our conjecture is that,
loosely speaking, classicalizing this quantum model of a barrier will lead to the suppression
of reflection.
We thus consider a second model in which the incoming particle interacts through a
potential V with a much more massive particle initially positioned at the origin. These two
particles are described by the Hamiltonian
H =
p2
2m
+
P 2
2M
+ V (x−X), (1.16)
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where x, p denote the light particle phase space coordinates and those of the massive particle
are denoted by X,P . Clearly when X and P are set to zero we recover the usual elementary
model of scattering off a potential V (x) whose classical limit we seek to understand. Instead
of coupling the environment to the light incoming particle, we couple it to the massive
particle. We suppose that the massive particle alone is described by a Lindblad master
equation with L proportional to position, the physically realistic case. The master equation
for the density operator of the combined two particle system is therefore taken to be
ρ˙ = − i
~
[H, ρ]− D
~2
[Xˆ, [Xˆ, ρ]], (1.17)
where H is given by Eq.(1.16). We take the initial state to be ρ0 = |ψ〉〈ψ| ⊗ ρM , where the
massive particle initial state ρM is a Gaussian concentrated around X = 0 = P .
The key point of this model is that, since the environment does not interact directly with
the light particle, its interaction can be made very strong without giving the light particle
large fluctuations. We thus avoid the fluctuations problem of our first model. We will
indeed find in this model that quantum-mechanical reflection is suppressed without large
fluctuations of the light particle, under suitable conditions.
F. How Reflection is Suppressed
We briefly outline the specific mechanism whereby reflection is suppressed in Models I and
II. As indicated, in both models, it is at a heuristic level because, in the Wigner evolution
equation Eq.(1.4), the effect of the environment is to spread out the Wigner function in
phase space and this suppresses the non-classical terms (involving the higher derivatives),
leaving a classical stochastic theory in which there is no reflection. Hence it is the spreading
effect of the environment that is important.
More precisely, what we find in detailed calculations is as follows. In both models, the
effect of the environment is to produce a spread in the reflected momentum of the light
particle so that the usual δ-function δ(p + p¯) in the amplitude, indicating exact reflection,
becomes very broad. This spreading alone is not sufficient to suppress reflection. What is
also important is that some of the reflected momentum is spread into the positive momentum
regime so is not reflected any more, and the rest of it is spread into very large negative values
where it is suppressed by terms of the form appearing in the scattering amplitude Eq.(1.2),
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mainly by the term coming from the smearing of the potential but also by prefactors in the
scattering amplitude. (This is the sense in which pa≫ ~ is achieved in Eq.(1.2) but without
having to take ~ → 0). As a result the total probability of any final negative momenta is
very small, for sufficiently strong environment. As indicated, suppression occurs in both
Models I and II, but only in Model II are the associated fluctuations acceptably small.
G. Outline of the Rest of this Paper
The above subsections have sketched mainly in simple physical terms the overall picture
– coupling a scattering particle directly to an environment, Model I, does not seem to
be effective at suppressing reflection, but coupling a quantum model of a barrier to an
environment, Model II, is effective. These claims will be demonstrated in detail in the
following sections.
We being in Section 2 with an analysis of the timescales involved in Models I and II.
This analysis alone does in fact give significant evidence for our claims. Indeed, most of
the physical understanding of our results is contained in Sections 1 and 2 of this paper and
Sections 3,4 and 5 are devoted to confirming this physical understanding in precise technical
detail for specific models.
In Section 3, we analyze Model I in the density matrix picture using lowest order pertur-
bation theory to compute the scattering amplitude in the presence of an environment, thus
generalizing the usual Born theory result. We find that reflection of not affected very much
for the case L ∝ xˆ, but it is suppressed in the (unphysical) case L ∝ pˆ.
In Section 4, we analyze Model I in a very different way using the QSD approach. This
gives us significant further insight into why the L ∝ xˆ case does not work very well, but
the L ∝ pˆ case does. It also gives a nice visual picture of the process whereby the reflecting
wave packet is suppressed by the environment.
Sections 3 and 4 concentrate on the case of a real potential, but their conclusions apply
straightforwardly to the complex potential case and the Zeno effect. This is described in
more detail in another paper [24].
In Section 5, we analyze Model II using lowest order perturbation theory to compute
the scattering amplitude. We confirm that reflection is suppressed in this case, for suitable
choice of parameters.
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We summarize and conclude in Section 6.
II. TIMESCALE ANALYSIS
Much can be learned about the two models we are interested in by a simple analysis of
the timescales involved. This will be confirmed in the more detailed analytic calculations of
later sections.
A. Timescales for Model I
We suppose that the initial state is a spatially broad wave packet
ψ(x) =
1
(2πσ2)1/4
exp
(
−(x− x¯)
2
4σ2
+
i
~
p¯x
)
, (2.1)
with p¯ > 0 (or perhaps a QSD localized state of the form Eq.(1.12)). There are two timescales
of particular interest in relation to this packet. One is the Zeno time, the time it takes the
packet to traverse its own width,
tz =
mσ
p¯
. (2.2)
This is an essentially classical time. The second we shall call the energy time and is the
time it takes for the packet to traverse its own wavelength
tE =
~
E
, (2.3)
where E = p¯2/2m. This is a quantum-mechanical time and it is the one most relevant to
scattering processes. If the packet is reasonably well peaked in momentum space, p¯≫ ~/σ,
then
tE ≪ tz. (2.4)
For a packet scattering off a barrier of height V0, we are interested in the case in which
E > V0, so that there is transmission and reflection. The reflection will be significant if E
is close to V0, or in terms of the energy time
tE ≈ ~
V0
, (2.5)
which indicates that ~/V0 is the timescale on which the barrier acts. In the Zeno case, recall
that this corresponds to ~/V0 = ǫ, the time spacing between projections. (See Refs.[26, 30]
for similar timescale analyses.)
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To get a good visual idea of the scattering process in the unitary case, we show in
Fig.(1) the position and momentum space wave functions for a wave packet hitting a simple
Gaussian potential as a sequence of snapshots. The whole sequence of snapshots is taken
on a total timescale tz. Note that it takes some time for a clear reflected wave packet to
form. We will find in what follows that for reflection to be suppressed decoherence has to
be sufficiently fast that the reflected packet is suppressed before it properly forms. Once it
is formed, decoherence will suppress interference between transmitted and reflected packets
but does not obviously suppress the probability of reflection.
Consider now the timescales that arise in the presence of an environment, with evolution
described by the master equation Eq.(1.3) in the case L ∝ xˆ, which we write out explicitly
in configuration space:
∂ρ
∂t
=
i~
2m
(
∂2ρ
∂x2
− ∂
2ρ
∂y2
)
− i
~
(V (x)− V (y)) ρ− D
~2
(x− y)2ρ. (2.6)
The most commonly discussed timescale associated with this equation is the decoherence
time
td =
~
2
Dℓ2
, (2.7)
where ℓ is a lengthscale, typically chosen from the initial state. It is a particularly appropriate
timescale when the initial state is a superposition of two spatially localized states a distance
ℓ apart and is the timescale on which Trρ2 decreases from its initial value of 1 (for a pure
initial state). If ℓ is of macroscopic dimensions, the decoherence time is extraordinarily
short and interferences are suppressed extremely effectively [6]. In our case we have just
a single incoming wave packet whose only relevant lengthscale is σ. This could be quite
large and hence td very small. However, the decoherence time is related to position space
diagonalization of the density matrix, and we will find that reflection is in fact strongly
suppressed by momentum space diagonalization, which proceeds on a different timescale,
discussed below. The usual decoherence time is not therefore a key time scale in this model.
There is another significant timescale associated with Eq.(2.6), which is the localization
time,
tloc =
(
m~
D
)1/2
, (2.8)
defined in Eq.(1.14) (repeated here for convenience). It arises in QSD, as outlined above,
but is also the timescale on which the Wigner function becomes positive under Eq.(1.4)
12
t1
|ψ(x)|2 |ψ(p)|2
t2
t3
t4
t5
x
t6
p
FIG. 1: The position (left) and momentum (right) probabilities as a sequence of snapshots for
an incoming wave packet incident on a Gaussian barrier. The total time duration of the whole
sequence is of order tz. The timespacing between snapshots is uneven and is chosen to best show
how the probabilities change. In the final frames at time t6, one can see in the position probability
that the reflected and transmitted packets have formed and, correspondingly, in the momentum
probability there are two clear peaks in the momentum, at p = p¯ and p = −p¯.
[20]. This timescale is typically a lot longer than td and turns out to be the key one for our
scattering problem.
As stated earlier, we will analyze the problem in both the density matrix and QSD picture.
In the QSD picture, an initial state of the form Eq.(2.1) will evolve into a stochastic ensemble
of localized states of the form Eq.(1.12), which will typically have σq ≪ σ (since we assumed
a broad initial wave packet). It is therefore natural in the QSD approach to explore initial
states which are already in the localized form Eq.(1.12). These localized states have a much
13
shorter Zeno time,
tqsdz =
mσq
p¯
, (2.9)
where σq is given by Eq.(1.13).
There are now three key timescales in the QSD analysis: tE, t
qsd
z and tloc. Furthermore,
we can fix the relationship between these scales by examining the requirement that the
fluctuations produced by the environment do not affect the integrity of the wave packet.
For the fluctuations in momentum to be acceptably small, in the localized packets of the
QSD approach, we require that
σp ≪ p¯, (2.10)
where σp is defined in Eq.(1.13). It is then easy to show that
tE
tqsdz
=
σp
p¯
, (2.11)
and
tqsdz
tloc
=
σp
p¯
. (2.12)
The requirement of small fluctuations therefore leads to the important inequalities
tE ≪ tqsdz ≪ tloc. (2.13)
The inequalities Eq.(2.13) now allow us to understand why the usual environment with
L ∝ xˆ cannot suppress reflection without large fluctuations. For reflection to be suppressed,
we would expect that the environment would have to act on a time scale much faster than
the potential acts, which means tloc ≪ ~/V0. But reflection is only significant when ~/V0 is
of order tE . This means that tloc ≪ tE which is not compatible with the small fluctuations
requirement expressed in Eq.(2.13).
The density matrix analysis, described in more detail below, leads to another timescale
which reinforces the above conclusions. The master equation Eq.(2.6) produces diagonal-
ization of the density matrix in position space on the timescale Eq.(2.7). In the scattering
calculations below, it is natural to look at this process in momentum space and we find that
it produces diagonalization of the density matrix in momentum space, on a timescale
tpd =
(
m2~2
Dp¯2
)1/3
, (2.14)
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where p is the momentum scale of the incoming state. It is easily shown that
tqsdz
tpd
=
(
σp
p¯
)1/3
, (2.15)
tpd
tloc
=
(
σp
p¯
)2/3
. (2.16)
Combined with the earlier inequalities Eq.(2.13) the requirement of small fluctuations now
is
tE ≪ tqsdz ≪ tpd ≪ tloc. (2.17)
The important relation is the inequality between tE and t
p
d.
Consider now what is required for reflection to be suppressed. On purely dimensional
grounds from the timescales involved, one would expect that this requires momentum deco-
herence to be sufficiently fast that tpd < ~/V0. However, since ~/V0 ∼ tE this is incompatible
with small fluctuations, Eq.(2.17).
The role of the momentum decoherence time can be confirmed more concretely by in-
specting the Wigner equation, Eq.(1.4). Reflection will be suppressed if the quantum terms
in Eq.(1.4) are much smaller than the remaining terms, since these remaining terms just
describe classical stochastic motion in a potential. We expect that these quantum terms
to be smaller due to the spreading of the Wigner function produced by the diffusive term.
Taking the first of the quantum terms, this means we require∣∣∣∣V ′(x)∂W∂p
∣∣∣∣≫
∣∣∣∣~2V ′′′(x)∂3W∂p3
∣∣∣∣ . (2.18)
The key scales in the problem are the momentum scale p¯ and the spatial width at time t of
the state, σt. By estimating the order of magnitude of each term, we see that Eq.(2.18) is
the requirement that
p¯2σ2t ≫ ~2. (2.19)
It is straightforward to show from Eq.(1.4) that σ2t ∼ Dt3/m2 for large t and as a result
Eq.(2.19) simply becomes the requirement that t≫ tpd. This indicates that the momentum
decoherence time is indeed a key timescale for the suppression of reflection.
It is enlightening to consider the situation in which the interaction with the environment
is described by a master equation Eq.(1.3) in which L = D
1/2
p pˆ considered in Ref.[21]. This
sheds some light on the process of suppression of reflection although it is not a master
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equation that is obviously realized in any physical relevant situations. This master equation
produces diagonalization of the momentum space density matrix on a timescale
tp =
1
Dpp¯2
, (2.20)
where p¯ is the natural momentum scale of the problem so is taken to be the incoming
momentum. On general grounds, we would expect that reflection is significantly suppressed
if this decoherence process proceeds on a timescale shorter than the timescale tE of the
scattering process, and we easily see that tp ≪ tE if
m~Dp ≫ 1. (2.21)
Now consider the issue of fluctuations generated by the environment in this case. It is easy
to show that, for the above choice of Lindblad operator, the momentum diffusion term in
the Wigner equation Eq.(1.4) is replaced by a term of the form ~2Dp∂
2W/∂x2. This means
there are envionmentally induced fluctuations in position but not in momentum. There is
therefore no problem with fluctuations in this case and reflection is easily suppressed as
long as Dp is sufficiently large that Eq.(2.21) holds. This simple model indicates that reflec-
tion is a momentum superposition effect, since it is significantly suppressed by momentum
decoherence, but as stated it is an unphysical model.
B. Timescales for Model II
We now give a qualitative analysis of Model II, the case of scattering off a classicalized
target particle, described by Eq.(1.17). Since the environment couples to the target and not
to the light particle, the timescales in Model I referring to the action of the environment on
the light particle play no role, although the energy time tE and Zeno time tz are still relevant.
Also, there are a number of new timescales relating to the massive target particle. We denote
all these by T , with subscripts, to avoid confusion with the light particle timescales.
We suppose the target particle is in an initial Gaussian state with zero average position
and momentum and spatial width Σ and the incoming light particle has momentum p¯. This
transfers momentum of this order to the target particle, which then has an associated Zeno
time
Tz =
MΣ
p¯
, (2.22)
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which is the time it takes to move a distance equal to its own width. We can also define a
spatial decoherence time
Td =
~
2
DΣ2
, (2.23)
and a localization time
Tloc =
(
M~
D
)1/2
. (2.24)
What will also be important is the size of the thermal fluctuations produced by the envi-
ronment. The momentum fluctuations grow like
(∆P )2t = Σ
2
p + 2Dt, (2.25)
where Σp is the initial momentum width which gives the timescale
Tf =
Σ2p
D
, (2.26)
for the growth of momentum fluctuations. However, we will suppose that Σp ∼ ~/Σ which
means that this timescale is in fact the same as the decoherence time,
Tf = Td. (2.27)
We can also define a momentum decoherence time
T pd =
(
M2~2
Dp¯2
)1/3
, (2.28)
but note that this can be rewritten as
T pd =
(
M
m
)1/3
T
2/3
loc t
1/3
E . (2.29)
Further relations between these timescales can be obtained by making the simplifying
assumption that the initial Gaussian of the target is a QSD localized state of the type
discussed in Section 1(D). This means that the spatial width of the state is given by
Σ =
(
~
3
8MD
)1/4
. (2.30)
This is a natural assumption. It corresponds to the idea that the target has been interacting
with the environment for a few localization times and has therefore settled down in a mixed
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state of the form Eq.(1.15) and we take one of its diagonal elements as the initial state. This
value of Σ leads to the relations
Td = Tloc, (2.31)
Tz =
(
M
m
)1/2
T
1/2
loc t
1/2
E . (2.32)
We therefore now have Tf = Td = Tloc and Tz, T
p
d are expressed in terms of Tloc and tE .
We can now ask, purely on the grounds of timescales, under what conditions we would
expect reflection to be suppressed in this model. Generally, we would expect that this will
be the case if the five timescales Tz, Td, Tf , T
p
d , Tloc are much less than the some characteristic
timescale of reflection, which could involve tE , tz and perhaps also powers of m/M .
Some further input is required to fix the relationship between timescales more precisely.
To this end, we consider the relationships between the initial momenta P¯ , p¯ and final mo-
menta P, p required by energy and momentum conservation. One easily finds
P =
M −m
M +m
P¯ +
2M
M +m
p¯, (2.33)
p =
2m
M +m
P¯ − M −m
M +m
p¯. (2.34)
These relations will hold exactly in the unitary case in quantum theory and will still hold
in some approximate sense when the environment is present. We assume that m≪ M and
to first order in m/M we obtain
p = −p¯ + 2m
M
P, (2.35)
or in terms of velocities u = p/m and U = P/M , we have
u = −u¯+ 2U¯ . (2.36)
As discussed, we anticipate that reflection is suppressed as a result of the fluctuations of the
target being transferred to the light particle, and this relation shows it is the fluctuations
in velocity that are important. This suggests that the conditions under which reflection is
suppressed will depend on the velocity of the light particle, not its momentum (i.e. will not
depend on its mass).
The above argument leads us to suggest that conditions for the suppression of reflection
can contain tE only in the combination mtE . So one such simple condition would be
Tloc ≪ m
M
tE, (2.37)
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which also of course implies that Tf and Td have the same upper bound. This condition also
implies the two conditions
Tz ≪ tE , (2.38)
T pd ≪
(m
M
)1/3
tE . (2.39)
Note that Eq.(2.37) may be re-written,
p
m
≪ Σp
M
, (2.40)
where, recall, Σp ∼ (M~D)1/4, the momentum width of the target particle initial state,
which means that the velocity of the incoming particle must be smaller than the velocity
fluctuations of the target, as anticipated. Further conditions of this general form will arise
in the more detailed calculation of Model II later on.
These (possibly large) fluctuations in the target particle are not a problem in this model,
since there are two different particles involved, and the model does not suffer from the
fluctuation problem of Model I. However, we should check that the restriction Eq.(2.40) is
compatible with our requirement of small fluctuations for the light particle. We easily find
that Eq.(2.40) and p¯≫ ~/σ are satisfied if
MΣ
p¯
≪ mσ
p¯
, (2.41)
that is, the Zeno time of the target is much shorter than the Zeno time of the incoming
packet. This can be satisfied if the incoming packet is sufficiently broad, which we have
always assumed.
Note that physically speaking, the large velocity fluctuations of the target will require
some sort of containment to stop them from growing indefinitely, which would be physically
unrealistic. We therefore imagine that there is some sort of containment, such as a harmonic
oscillator potential, but that the whole process contemplated here takes place on a time
scale short compared to the time it takes the system to experience the effects of its confining
potential.
The more detailed analysis given below of Model II will in fact reveal a more elaborate
picture of the suppression of reflection. We will find that there are some circumstances in
which the environment is not in fact needed and that fluctuations in the initial state of
the target particle are in fact sufficient to suppress reflection. However, an environment
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is required in the most general case. Furthermore, the general idea that large velocity
fluctuations of the target cause the suppression of reflection hold in all cases.
III. PERTURBATIVE ANALYSIS OF MODEL I. ENVIRONMENT COUPLED
TO INCOMING PARTICLE
In this section we analyze Model I by solving the Lindblad equation Eq.(1.3) for an
incoming wave packet initial state to lowest order in perturbation theory in V0, thus obtaining
the probability for reflection. This generalizes the Born result Eq.(1.2) to the situation in
which a decohering environment is present. We focus on the case of the usual master
equation, with Lindblad operator L ∝ xˆ but for comparison we also consider the case L ∝ pˆ.
The probability for the transmitted packet is trivial for small V0 – it is just the unperturbed
result plus a correction of order V 20 and we do not compute this explicitly. In what follows
we will concentrate entirely on the reflected part.
A. The Case L ∝ xˆ
In the case L = xˆ the master equation is given in position space by Eq.(2.6). We solve
this perturbatively for a wave packet initial state. The solution is obtained using the density
matrix propagator for the case V = 0,
J(x, y, t|x′, y′, t′) = m
2π~(t− t′) exp
(
im
2~(t− t′)
[
(x− x′)2 − (y − y′)2])
× exp
(
−D(t− t
′)
3~2
[
(x− y)2 + (x− y)(x′ − y′) + (x′ − y′)2]) , (3.1)
(see for example Refs.[41, 42]). It is also useful to have the momentum space form of this
propagator which is
J(p, q, t|p′, q′, t′) = 1√
4πD(t− t′)δ(p− q − p
′ + q′)
× exp
(
−i(t− t
′)
4m~
(p2 − q2 + p′2 − q′2)
)
× exp
(
− 1
4D(t− t′)(p− p
′)2 − D(t− t
′)3
12m2~2
(p− q)2
)
. (3.2)
The scattering process is governed by the various timescales discussed in Section 2 and
recall that in order to avoid large fluctuations, these timescales must lie in the regime defined
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by the inequalities Eq.(2.17). This means that in this regime we can make the following
useful approximation [43]
1√
4πDt
exp
(
− 1
4Dt
(p− p′)2
)∣∣∣∣
t.tz
∼ δ(p− p′). (3.3)
We expect this to hold as long as the momentum scale p¯ satisfies p¯2 ≫ Dtz. This condition
means that in the course of the experiment the diffusive momentum spreading due to the
environment does not destroy the integrity of the wavepacket, in keeping with the general
ideas described in Section 2. We can then approximate the momentum space density matrix
propagator as
J(p, q, t|p′, q′, t′) ≃ δ(p− p′)δ(q − q′)
× exp
(
−i(t− t
′)
2m~
(p2 − q2)− D(t− t
′)3
12m2~2
(p− q)2
)
. (3.4)
An approximation of the form Eq.(3.3) is not possible for the final term in the exponential.
A completely standard perturbation analysis of Eq.(2.6) gives the second order solution
ρt(p, q) =
1
2π~
∫ t
0
dt′
∫ t′
0
dt′′
∫ [ 4∏
i=0
dpidqi
]
J(p, q, t|p4, q4, t′)
× i
~
(V (p4 − p3)δ(q4 − q3)− V (q4 − q3)δ(p4 − p3))
× J(p3, q3, t′|p2, q2, t′′)
× i
~
(V (p2 − p1)δ(q2 − q1)− V (q2 − q1)δ(p2 − p1))
× J(p1, q1, t′′|p0, q0, 0)ρ0(p0, q0). (3.5)
There are zeroth and first order terms also in the solution but this expression is the lowest
order contribution to reflection. Note that since the system is coupled to an environment
which acts at all times, we cannot take the initial state at t→ −∞ as this would generate
an infinite momentum dispersion by the time the wave packet reached the origin.
The potential function in momentum space is given by
V (p) =
1√
2π~
∫
dx exp
(
− i
~
px
)
V (x). (3.6)
For example, the Gaussian potential in momentum space is given by
V (p) = V0
1√
2π~
exp
(
− a
2
2~2
p2
)
. (3.7)
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Only two of the four possible combinations of the potential terms contribute to the reflected
norm. The others result in an overall factor of δ(p− p0) or δ(q − q0). After integrating out
all δ-functions the we find that the reflected norm is
ρreft (p, p) =
1
2π~3
∫ t
0
ds
∫ t−s
0
du
∫
dp0dq0V (p0 − p)V (p− q0)
×
[
exp
(
− is
2m~
(p2 − q20)−
Ds3
12m2~2
(p− q0)2
)
+exp
(
− is
2m~
(p20 − p2)−
Ds3
12m2~2
(p0 − p)2
)]
× exp
(
− iu
2m~
(p20 − q20)−
Du3
12m2~2
(p0 − q0)2
)
ρ0(p0, q0). (3.8)
where u = t′′ and s = t′− t′′. The remaining momentum integrals can be performed once we
assume a form for the initial density matrix. This we take to be a very broad wave packet
which we approximate as a pure plane wave
ρ0(p0, q0) =
√
2
π
σ
~
exp
(
−σ
2
~2
[
(p0 − p¯)2 + (q0 − p¯)2
]− i
~
x¯(p0 − q0)
)
(3.9)
≃
√
2π~
σ
δ(p0 − p¯)δ(q0 − p¯), (3.10)
where x¯ = (πσ2/2)1/2. This results in
ρrefτ (p, p) =
2m
~2p¯
V 2(p− p¯)
×
∫ τ
0
ds
(
1− s
τ
)
cos
( s
2m~
(p2 − p¯2)
)
exp
(
− Ds
3
12m2~2
(p− p¯)2
)
, (3.11)
where we have introduced the timescale τ = 2mx¯/p¯ (which is of order tz). Taking the limit
τ →∞ gives
ρref
∞
(p, p) =
2m
~2p¯
V 2(p− p¯)
∫
∞
0
ds cos
( s
2m~
(p2 − p¯2)
)
exp
(
− Ds
3
12m2~2
(p− p¯)2
)
. (3.12)
Eq.(3.12) is the desired result and reduces to the Born approximation result Eq.(1.2) in
the case D = 0. It can be evaluated for non-zero D but this is not in fact necessary to deduce
the result we are interested in. The effects of the environment on this scattering probability
are described by the exponential term and its effect is easily estimated by considering the
timescales arising in the integral. We are interested in the case where the final momentum
p is of order −p¯. It is then easily seen that the cosine term contributes to the integral on
a time scale s ∼ tE but the exponential term only contributes for s > tpd, the momentum
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decoherence timescale. The requirement of small fluctuations Eq.(2.17) means that tE ≪ tpd,
which implies that the exponential term makes negligible contribution to the value of the
integral.
This calculation therefore shows that, in the regime of small fluctuations, the only regime
where the results make any physical sense, the environment has negligible effect on the usual
reflection probability so reflection is not suppressed. This confirms part of the general story
outlined in the Introduction.
On general grounds, if we allowed large fluctuations, we would then expect that the re-
flected momentum distribution will no longer be concentrated around p ≈ −p¯ for sufficiently
large D but will be very spread out, and subsequently suppressed (by the potential term
and prefactor), as described in the Introduction. Eq.(3.12) indicates this behaviour but this
is misleading since the approximation Eq.(3.3) used to derive it is no longer valid for large
fluctuations. To prove this in the large fluctuation regime, we would therefore have to go
beyond the approximation Eq.(3.3), which would lead to a much more complicated integral.
We have not carried this out explicitly, but we would expect the result to be very similar in
flavour to Eq.(3.12).
B. The Case L ∝ pˆ
We now for comparison repeat the above calculation in the case L = D
1/2
p pˆ. The momen-
tum space density matrix propagator in this case (for V = 0) is
J(p, q, t|p′, q′, t′) =δ(p− p′)δ(q − q′)
× exp
(
−i(t− t
′)
2m~
(p2 − q2)−Dp(t− t′)(p− q)2
)
. (3.13)
Following the same second order perturbative calculation carried out above we obtain
ρref
∞
(p, p) =
2m
~2p¯
V 2(p− p¯)
∫
∞
0
ds cos
( s
2m~
(p2 − p¯2)
)
exp
(−Dps(p− p¯)2) . (3.14)
The integral can be performed with result
ρref
∞
(p, p) =
2πm2
~p¯2
V 2(p− p¯) 4m~Dpp¯(p− p¯)
2
π[(p2 − p¯2)2 + (2m~Dp)2(p− p¯)4] . (3.15)
In the limit Dp → 0 the last term in this expression tends to the delta function δ(p+ p¯)
giving agreement with equation (1.2) upon using the Gaussian potential. Otherwise, the
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FIG. 2: Plot showing the reflected probability density ρref
∞
(p, p) as a function of momentum p (see
Eq.(3.15)) in the case where L ∝ p. The potential barrier is a Gaussian with associated length
scale a. Plots are shown for a range of values of the diffusion parameter Dp. For small Dp the
reflected probability density tends to a delta function about p = −p¯. As Dp increases the reflected
peak spreads and flattens. By around Dp = 1 the reflected peak is seen to spread well into the
transmitted region (p > 0). Units are chosen such that m = p¯ = ~ = 1 and we choose a = 0.1.
result is a smeared out distribution concentrated around p = −p¯, with the degree of smearing
depending on the quantity m~Dp.
A plot of the reflected norm with the potential given by (3.7) is shown in Fig.(2). We see
that it is very spread out for m~Dp ≫ 1 in agreement with the general analysis of Section
2, where we deduced this condition from the requirement that tp ≪ tE (where tp is the
momentum decoherence time for this case). As discussed in the Introduction, this spreading
pushes the reflected momentum into the positive momentum regime or into the very negative
regime where it is suppressed and it is in this way that the total reflected momentum is
suppressed. The total reflected norm as a function of Dp is shown in Fig.(3), where we see
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FIG. 3: Plot showing the total reflected probability as a function of Dp in the case where L ∝ p.
The potential barrier is a Gaussian with associated length scale a as in Fig.(2). It is clear that
Dp ∼ 1 sets a scale at which reflection in suppressed. Comparing with Fig.(2) we see that this
is also the point at which the reflected peak spreads out beyond the p = 0 boundary. Plots are
shown for increasing values of a. Larger values of a have the effect of decreasing the probability of
reflection generally. Units are chosen such that m = p¯ = ~ = 1.
that it is indeed suppressed for largeDp. As argued already, there is no fluctuation problem in
this model since the Lindblad operators L ∝ pˆ do not produce momentum fluctuations, only
momentum decoherence. However, as stated, this is an unphysical model, but it supports
the physical interpretation that reflection is suppressed by momentum decoherence.
The possible suppression of reflection with a Lindblad master equation with L ∝ pˆ
was previously considered in Ref.[21]. A general expression for the reflection probability
was given and it was speculated that it gave suppression of reflection although it was not
evaluated explicitly as here. Furthermore, the more physical case L ∝ xˆ considered here
and its associated difficulty with large fluctuations was not discussed.
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IV. QSD ANALYSIS OF MODEL I
As discussed in the Introduction a useful alternative way to analyse Model I is using the
QSD approach in which the state evolves according to the stochastic differential equation
Eq.(1.9). We will solve the system for three different situations and confirm from a different
perspective the results of Sections 2 and 3.
A. Steady state solution for the case L ∝ xˆ
For the case L ∝ xˆ, Eq.(1.9) reads
d|ψ〉 = − i
~
(H0 + V )|ψ〉dt− D
~2
(x− 〈x〉)2|ψ〉dt+
√
2D
~
(x− 〈x〉)|ψ〉dBt. (4.1)
To begin we assume that the incoming wave packet is in the steady state
〈x|ψ〉 = 1
4
√
2πσ2q
exp
(
−(1 − i)
4σ2q
(x− 〈x〉)2 + i
~
〈p〉x
)
, (4.2)
where, recall, σ2q =
√
~3/8Dm. We further assume that the potential has a small pertur-
bative effect about the steady state solution. This will require a sufficiently small potential
(see below).
The approximate steady state assumption corresponds to the idea that the wave packet
is behaving in an approximately classical fashion as it traverses the potential barrier. We
aim to examine the conditions under which this is a valid approximation. To make the
calculations easier we choose a step potential of the form V (x) = V0θ(x). The Hamiltonian
is H0 = p
2/2m.
In general for an operator A the process satisfied by its quantum expectation 〈A〉 =
〈ψ|A|ψ〉/〈ψ|ψ〉 is
d〈A〉 = − i
~
〈[A, (H0 + V )]〉dt− D
~2
〈[[A, x], x]〉dt+
√
2D
~
〈Ax+ xA− 2A〈x〉〉dBt. (4.3)
This equation enables us to write down several useful processes:
d〈x〉 = 1
m
〈p〉dt+
√
8D
~
Var(x)dBt, (4.4)
d〈p〉 =− V0|ψ(0)|2dt+
√
8D
~
Cov(x, p)dBt, (4.5)
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dVar(x) =
2
m
Cov(x, p)dt− 8D
~2
Var2(x)dt
+
√
8D
~
Cov(x, x2)dBt − 4
√
2D
~
〈x〉Var(x)dBt, (4.6)
dVar(p) =− 2mV0J(0)dt+ 2V0〈p〉|ψ(0)|2dt+ 2D
(
1− 4
~2
Cov2(x, p)
)
dt
+
√
8D
~
Cov(x, p2)dBt − 4
√
2D
~
〈p〉Cov(x, p)dBt, (4.7)
dCov(x, p) =
1
m
Var(p)dt+ V0〈x〉|ψ(0)|2dt− 8D
~2
Var(x)Cov(x, p)dt
+
√
2D
~
Cov(xp+ px, x)dBt −
√
8D
~
〈x〉Cov(x, p)dBt
−
√
8D
~
〈p〉Var(x)dBt, (4.8)
where Var(A) = 〈A2〉 − 〈A〉2, Cov(A,B) = 〈AB +BA〉/2− 〈A〉〈B〉, ψ(x) = 〈x|ψ〉, and the
current J(x) is given by
J(x) =
~
2mi
(
ψ∗(x)
∂ψ(x)
∂x
− ∂ψ
∗(x)
∂x
ψ(x)
)
. (4.9)
For the steady state solution (when V = 0) we have Var(x) = σ2q , Var(p) = ~
2/2σ2q , and
Cov(x, p) = ~/2, and the processes describing each of these second order moments are static.
Now consider the steady state wave packet interacting with the potential. We have
solved Eqs (4.4) and (4.5) using a combination of numerical and analytic methods, assum-
ing a steady state packet throughout. The calculation gives the classical result, i.e., pure
transmission with the correct average momentum (plus stochastic fluctuations) when the
energy is greater than the potential and pure reflection when the energy is less than the
potential. Since we have assumed that the wave packet maintains its shape as it crosses the
potential barrier this calculation indicates that the formation of quantum reflection must be
related to deformations of the wave packet from its steady state form.
For the steady state solution, the potential terms in (4.7) are
−2mV0J(0)dt+ 2V0〈p〉|ψ(0)|2dt = ~V0
σ2q
〈x〉|ψ(0)|2dt. (4.10)
The combination 〈x〉|ψ(0)|2 is at most O(1) for a Gaussian wave packet. We conclude that
the variance in p will grow at a rate of order V0/~. This can be thought of as characterising
the growth of the reflected peak. The only way in which the environment can act to suppress
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this growth in Var(p) is by generating a covariance in x and p greater than the steady state
value (see third term in (4.7)).
The potential term in (4.8) also leads to growth of Cov(x, p) at a rate V0/~. This means
that the variance in p will no longer grow as a result of the interaction with the potential
after a time scale t such that
~V0
σ2q
〈x〉|ψ(0)|2 + 2D
[
1−
(
1 +
V0
~
t
)2]
= 0. (4.11)
To lowest order in V0 this implies
t ∼ ~
2
Dσ2q
∼ tloc. (4.12)
(This time scale is also of the same order as td and t
p
d for the steady state packet where the
length and momentum scales are defined by the packet size.) In other words the environment
is effective at suppressing growth of p-variance on the localization time scale. However, as
we have seen in earlier sections, the appropriate time scale associated with formation of
reflection is tE. We therefore require that tloc ≪ tE in order that the environment effectively
suppresses reflection. As shown in Section 2 this is in contradiction with the requirement
that the momentum fluctuations should be small.
B. More general solution for the case L ∝ xˆ
We now consider the more general case in which the initial state is a more general wave
packet, not of the steady state form. The localization process and suppression of reflection
will now be governed by different timescales. These can be found from an examination of
Eqs(4.6)-(4.8). In what follows we ignore the potential terms.
From equation (4.6) it is evident that the effect of the environment is to reduce Var(x)
on average so that the state becomes more localized. This occurs on a timescale of order
~
2/Dσ2 - the decoherence timescale - where σ is the width of the wave packet (not yet
localized).
We can also demonstrate that the state has a tendency to localize in momentum space.
Consider an initial state with 2Cov(x, p)/~ = c≫ 1. From equation (4.7) we see that Var(p)
will decrease on average on a timescale of order Var(p)/(Dc2). However, now consider that
Cov(x, p) is initially small such that c≪ 1. Before Var(p) can decrease, the covariance must
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grow to a sufficient value. Suppose that this happens after a time t in which case, from
equation (4.8), c ∼ Var(p)t/m~, so that the total timescale for the momentum to become
localized is given by
tpd ∼ t +
m2~2
DVar(p)t2
. (4.13)
A simple way to determine t is to optimise tpd with respect to t. Doing this we find
tpd ∼
(
m2~2
DVar(p)
)1/3
. (4.14)
During the process of quantum mechanical reflection we have Var(p) ∼ p¯2 and so we recover
the momentum decoherence timescale. Note that choosing Var(p) ∼ p¯2 typically imposes the
weakest available constraint on tpd. For suppression of reflection we would typically require
the momentum decoherence time to be shorter than the timescales associated with reflection.
Since p¯ is the longest momentum scale available, by using it we are being generous in defining
tpd to be as small as possible. In fact it is likely that momentum decoherence would need to
act whilst Var(p) is much smaller. However, since this choice is enough to demonstrate that
suppression cannot happen without large momentum fluctuations, that is all we require.
Indeed, if momentum decoherence is to act effectively to suppress refection we require that
tpd ≪ tE . Again this is in contradiction to the requirement of small momentum fluctuations
discussed in earlier sections.
Another way to see this is as follows. From Eqs.(4.5) and (4.7) we find that tf = p¯
2/D
is the timescale on which fluctuations in momentum are on the scale p¯. This can seen since
from (4.7), the quantum variance in p grows as 2D(1 − c2)t on average; from (4.5), the
stochastic variance in 〈p〉 grows as 2Dc2t. In total the momentum fluctuations grow as 2Dt
from which follows the fluctuation timescale. Now if tpd ≪ tE for Var(p) ∼ p¯2 (the weakest
way to impose this constraint) then it follows that tf ≪ tE and the momentum fluctuations
will destroy the wave packet on a much shorter timescale than that associated with the
reflection.
We thus see that for more general initial states, localization and suppression of reflection
proceed on the timescale tpd which is shorter than the localization timescale, but it is still not
sufficiently short to avoid the large fluctuations problem. We thus confirm from a different
angle the results of Sections 2 and 3.
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C. The case L ∝ pˆ
We also consider the case where the Lindblad operator L ∝ pˆ. The density matrix for a
free particle in this case is
dρ
dt
= − i
2m~
(p2 − q2)ρ−Dp(p− q)2ρ. (4.15)
This corresponds to a quantum state evolution of the form
d|ψ〉 = − i
~
(H0 + V )|ψ〉dt−Dp(p− 〈p〉)2|ψ〉dt+
√
2Dp(p− 〈p〉)|ψ〉dBt. (4.16)
The stochastic processes 〈p〉 and Var(p) can then be shown to satisfy
d〈p〉 =− V0|ψ(0)|2dt+
√
8DVar(p)dBt, (4.17)
dVar(p) =− 2mV0J(0)dt+ 2V0〈p〉|ψ(0)|2dt− 8DpVar2(p)dt
+
√
8DpCov(p
2, p)dBt − 4
√
2Dp〈p〉Var(p)dBt. (4.18)
From the third term on the right-hand side of Eq.(4.18) we see that the environment tends
to localize the state of the particle in momentum space on a timescale tp = 1/(DpVar(p)).
This is the momentum decoherence time for this environment.
Meanwhile from (4.17) we find that the stochastic variance of 〈p〉 grows as 8DVar2(p)t
and from (4.18) the quantum variance of p decreases as −8DVar2(p)t on average. These
effects cancel each other out and there is no growth of fluctuations in p on average.
So for L ∝ pˆ there is no problem with the condition that tp ≪ tE . For Var(p) ∼ p¯2 this
simply leads to the condition that m~Dp ≫ 1. This can be met with no effect on momentum
fluctuations as discussed in Section 3. In the limit that Var(p)→ 0 (plane wave) we see from
(4.17) that 〈p〉 exhibits no stochastic behaviour whilst from (4.18) we see that the variance
has no tendency to grow. This is all fully consistent with the analogous calculations of
Section 3.
V. PERTURBATIVE ANALYSIS OF MODEL II. ENVIRONMENT COUPLED
TO TARGET
We now consider Model II in which the potential term arises due to the presence of a
heavy target particle which has the possibility of being coupled to an environment, but
30
the incoming light particle is not coupled to the environment. This avoids the fluctuations
problem of Model I. We consider the two cases of with and without environment and within
those cases, there is also the possibility of averaging over the final state of the target particle,
or keeping it fixed, so there are four cases in total.
A. Pertubative solution to the Master equation
The Hamiltonian for this model is given by Eq.(1.16) and the master equation is given
by Eq.(1.17), which may be written explicitly as
∂ρ
∂t
=
i~
2m
(
∂2ρ
∂x2
− ∂
2ρ
∂y2
)
+
i~
2M
(
∂2ρ
∂X2
− ∂
2ρ
∂Y 2
)
− i
~
(V (x−X)− V (y − Y )) ρ− D
~2
(X − Y )2ρ. (5.1)
Since we wish to treat the incoming light particle as an approximate plane wave state and the
target particle as stationary, it makes sense to work in momentum space for the reflected
particle and position space for the target. The perturbative solution to (5.1) is given to
second order in V as
ρt(p, q;X, Y ) =
1
2π~
∫ t
0
dt′
∫ t′
0
dt′′
∫
dp0dq0dp1dq1
∫
dX0dY0dX1dY1dX2dY2
× exp
(
−i(t− t
′)
2m~
(p2 − q2)
)
J(X, Y, t|X2, Y2, t′)
× i
~
(
VX2(p− p1)δ(q − q1)− V ∗Y2(q − q1)δ(p− p1)
)
× exp
(
−i(t
′ − t′′)
2m~
(p21 − q21)
)
J(X2, Y2, t
′|X1, Y1, t′′)
× i
~
(
VX1(p1 − p0)δ(q1 − q0)− V ∗Y1(q1 − q0)δ(p1 − p0)
)
× exp
(
− it
′′
2m~
(p20 − q20)
)
J(X1, Y1, t
′′|X0, Y0, 0)ρ0(p0, q0;X0, Y0), (5.2)
where
VX(p) = exp
(
− i
~
pX
)
V (p). (5.3)
Here, we have ignored the zeroth and first order terms since they make no contribution to
reflection. We assume that the initial density matrix of the joint system is a plane wave for
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the light particle and a steady state Gaussian for the target,
ρ0(p0, q0;X0, Y0) ≃
√
2π~
σ
δ(p0 − p¯)δ(q0 − p¯)
× 1
4
√
2πΣ2
exp
(
−(1− i)
4Σ2
(X0 − X¯)2 + i
~
P¯X0
)
× 1
4
√
2πΣ2
exp
(
−(1 + i)
4Σ2
(Y0 − X¯)2 − i
~
P¯Y0
)
. (5.4)
We now evaluate Eq.(5.2) in a number of different cases.
B. No environment
We consider first the situation in which there is no environment present to see if the
fluctuations in the target particle coming from its initial state are sufficient to suppress
reflection of the light particle. This can be calculated either from (5.2) with D = 0, or
directly from a simple perturbation theory calculation in the unitary case. We find that
the probability of measuring the reflected particle with momentum p and the target particle
with momentum P is
P ref
∞
(p, P ) =ρrefτ (p, p;P, P )
=
2
√
πΣm
~2p¯
V 2(p− p¯) exp
(
−Σ
2
~2
(p− p¯+ P − P¯ )2
)
× δ
(
p¯2
2m
− p
2
2m
+
(P + p− p¯)2
2M
− P
2
2M
)
, (5.5)
(where we have made the usual assumption that the time integrals in Eq.(5.2) can be ex-
tended to infinity). We can find the marginal probability of the reflected momentum p of
the light particle only by integrating over the P variable. We find
P ref
∞
(p) =
2
√
πΣmM
~2p¯|p− p¯| V
2(p− p¯)
× exp
(
− Σ
2M2
~2(p− p¯)2
[
p¯2
2m
− p
2
2m
+
P¯ 2
2M
− (P¯ − p+ p¯)
2
2M
]2)
. (5.6)
The interpretation of this result is most easily seen by taking P¯ = 0 and assuming m≪ M ,
in which case we find,
P ref
∞
(p) =
2
√
πΣmM
~2p¯|p− p¯| V
2(p− p¯) exp
(
−Σ
2M2
4~2m2
(p+ p¯)2
)
. (5.7)
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This shows the expected peak around p = −p¯, but the peak will be very spread out and
flattened if
p¯
m
≪ Σp
M
, (5.8)
where Σp ∼ ~/Σ is the momentum width of the initial target state. This is the condition
that the velocity fluctuations in the target are much larger than the incoming velocity, so
this condition is of the same form as those anticipated in the timescale analysis of Section
2. This spreading will cause the total amount of reflected norm to be small, as discussed
already. Hence, an environment is not in fact necessary for an initial target state sufficiently
spread out in momentum and as long as the target final state is averaged out. Note that
the large velocity fluctuations will require some sort of confining potential, as discussed in
Section 2.
We now consider the more general case Eq.(5.5) in which the final target momentum is
fixed. It is not hard to show that there are a wide variety of final values of P for which the
reflection is still suppressed even without tracing it out. However, it is not true for all final
target states and here we exhibit a situation in which reflection is not suppressed.
We can calculate a conditional probability density for measuring the reflected particle
with momentum p given that the target particle was measured to have momentum P . This
is given by
P ref
∞
(p|P ) = P
ref
∞
(p, P )
P∞(P )
. (5.9)
The probability for measuring the target particle with momentum P is given to lowest order
(no interaction) in the perturbative expansion as
P∞(P ) =
∫
dP0dQ0J(P, P, τ |P0, Q0, 0)ρ0(P0, Q0)
=
Σ√
π
1
~
exp
(
−Σ
2
~2
(P − P¯ )2
)
, (5.10)
and so the conditional probability is given by
P ref
∞
(p|P ) =2πm
~p¯
V 2(p− p¯) exp
(
−Σ
2
~2
[
(p− p¯+ P − P¯ )2 − (P − P¯ )2])
× δ
(
p¯2
2m
− p
2
2m
+
(P + p− p¯)2
2M
− P
2
2M
)
. (5.11)
For example, it is perfectly reasonable to start with P¯ = 0 and measure the final target
momentum to be close to P = 0. There will then be a δ-function peak around p ≈ −p¯ and
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for sufficiently small Σ the exponential factor in (5.11) will be ∼ 1, so the probability will
be just like the unitary case for the usual scattering off a potential. There is no spreading
of the distribution so no suppression of reflection in this case.
C. With environment
We now consider the effects of the environment. We first consider the situation in which
the final state of the target is averaged over. We have, of course, just shown that this case
does not require an environment if the initial target state is sufficiently broad in momentum,
but the inclusion of the environment gives the possibility of suppression without special
choices of the initial state. There is also the possibility that the environment will make the
suppression of reflection more effective.
We consider the probability for reflection with momentum p, defined in terms of Eq.(5.2)
by
P refτ (p) =
∫
dXρrefτ (p, p;X,X). (5.12)
All the position and momentum integrals in (5.2) can be performed to leave
P refτ (p) =
2m
~2p¯
V 2(p− p¯)1
τ
∫ τ
0
ds
∫ τ−s
0
du
× cos
( s
2m~
(p¯2 − p2) + s
2M~
[
P¯ 2 − (P¯ − p+ p¯)2])
× exp
(
− Ds
3
3M2~2
(p− p¯)2 − Ds
2u
M2~2
(p− p¯)2 − s
2
4Σ2M2
(p− p¯)2
)
, (5.13)
where we only include combinations of potential terms which contribute to reflection. The
u integral can easily be proformed and the result is
P refτ (p) =
2m
~2p¯
V 2(p− p¯)
∫ τ
0
ds
× cos
( s
2m~
(p¯2 − p2) + s
2M~
[
P¯ 2 − (P¯ − p+ p¯)2])
× M
2
~
2
Ds2τ(p− p¯)2
[
1− exp
(
−Ds
2(τ − s)
M2~2
(p− p¯)2
)]
× exp
(
− Ds
3
3M2~2
(p− p¯)2 − s
2
4Σ2M2
(p− p¯)2
)
. (5.14)
Note that in the limit D → 0 we recover the unitary result as expected.
For D > 0 the last three exponential terms in Eq.(5.14) indicate three distinct timescales
which produce upper bound cutoffs to the s integral. One can easily see that these three
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timescales are the Zeno time of the target Tz, the momentum decoherence time of the target
T pd , both defined in Section 2, and a new timescale,
T1 =
M~
p¯
√
Dtz
= (T pd )
3/2t−1/2z , (5.15)
where the Zeno time of the light particle tz defines the duration of the whole process. (Note
also that these three timescales can also be read off from Eq.(5.13)). For reflection to be
suppressed, we require that at least one of these timescales is much less than the timescale
tE in the cosine term, in order to spread out the resulting distribution, as described. The
requirement Tz ≪ tE implies
Tloc ≪ m
M
tE, (5.16)
as discussed in Section 2, and this is equivalent to the relationship involving velocities,
Eq.(2.40). The requirement T pd ≪ tE implies
Tloc ≪
(m
M
)1/2
tE . (5.17)
Note that this relation has a different power of m/M compared to Eq.(2.39) and as a
consequence is not a restriction on velocity fluctuations, although this is not surprising,
since this condition is about momentum decoherence which is a different physical effect.
The requirement T1 ≪ tE implies
Tloc ≪
(m
M
tEtz
)1/2
. (5.18)
This is the weakest of the three requirements, so it is the most important one, since only
one of them needs to be satisfied to suppress reflection. Note that again it has a natural
interpretation in terms of velocities:
p
m
≪ (Dtz)
1/2
M
. (5.19)
This means that the velocity of the light particle must be less than the velocity fluctuations
in the target that have accumluated by time tz due to evolution in the presence of the
environment.
We thus see that velocity fluctuations in the target are key for suppressing reflection.
Although here, unlike the unitary case, these fluctuations have been acquired though envi-
ronmental interactions and not from the initial state. Also note that momentum decoherence
plays some role in the suppression of reflection but the dominant effect appears to be the
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FIG. 4: Plot showing the reflected probability density P refτ (p) as a function of momentum p (see
Eq.(5.14)) for Model II. The potential barrier is a Gaussian with associated length scale a. Plots
are shown for a range of values of the diffusion parameter D. There is clear spreading and flattening
of the peak for large values of D. Units are chosen such that m = p¯ = ~ = 1 and we choose a = 0.1,
σ = 100 and M = 10.
velocity fluctuations in the target, and this is why reflection can also be suppressed in the
unitary case, with a suitable initial state for the target.
The reflected norm Eq.(5.14) is plotted in Fig.(4). We see a clear spreading and flattening
of the peak for large values of D. The total reflected norm is plotted in Fig.(5) for various
values of a and indicates suppression for large D as expected. Note the close similarity with
the L ∝ pˆ case for Model I plotted in Figs.(2), (3).
We finally consider the most general case in which the final state of the target is fixed
but there is also an environment, which is necessary, since there is otherwise still reflection
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have the effect of decreasing the probability of reflection generally. Units are chosen such that
m = p¯ = ~ = 1 and we choose σ = 100 and M = 10
.
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in this case for certain final target states. The result for the conditional probability is
P refτ (p|P ) =
m
~2p¯
V 2(p− p¯) exp
(
− Σ
2
4DτΣ2 + ~2
[
(p− p¯+ P − P¯ )2 − (P − P¯ )2])
× 1
τ
∫ τ
0
ds
∫ τ−s
0
du exp
(
− is
2m~
(
p¯2 − p2))
× exp
(
− is
2M~
[
P¯ 2 − (P¯ − p+ p¯)2])
× exp
(
− is
2M~
4D(s+ 2u)Σ2 + 2~2
4DτΣ2 + ~2
(p− p¯)(p− p¯+ P − P¯ )
)
× exp
(
− Ds
3
3M2~2
(p− p¯)2 − Ds
2u
M2~2
(p− p¯)2
)
× exp
(
Ds2
4M2~2
4D(s+ 2u)2Σ2 + 4~2(s+ 2u− τ)
4DτΣ2 + ~2
(p− p¯)2
)
+ complex conjugate. (5.20)
This is a complicated expression but its key features are easily seen and the analysis is similar
to the previous case. It is reasonable to take τ → ∞ in which case the final exponential
tends to exp(−s2(p − p¯)2/4Σ2M2) and we then see that the last three exponential terms
are identical to the last three terms in Eq.(5.13), the key ones for our argument. We again
therefore identify the same three timescales and deduce that the reflected probability for any
fixed final P will be spread out, and thus reflection suppressed, under the same conditions.
VI. SUMMARY AND DISCUSSION
We have studied the general question of how quantum-mechanical reflection is suppressed
in the quasi-classical limit using the standard machinery of decoherence through interaction
with an environment. We first noted that the naive classical limit ~ → 0 is not sufficient
although does highlight the role played by the smearing out of a potential with sharp edges.
We then addressed the question of suppressing reflection in two different models.
In the first model, we considered an incoming light particle of positive momentum scat-
tering off a barrier and classicalized the particle by coupling it to a thermal environment in
a very standard way. We found that the environment spreads out the reflected momentum,
some of it into the positive momentum regime, some of it into the very large negative mo-
mentum regime where it is suppressed mainly by the term coming from the smearing of the
potential but also by prefactors in the scattering amplitude. The total amount of reflected
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momentum is therefore very small for a sufficiently strong environment. However, the as-
sociated fluctuations generated are so large that the incoming wave packet would acquire
negative momenta at least as large as the reflection effect we are trying to suppress. We
argued that this is due to the fact that the usual master equation with L ∝ xˆ decoheres
very rapidly in position space but much more slowly in momentum space so is less effective
in suppressing momentum interference effects, and quantum-mechanical reflection appears
to be such an effect. This view was confirmed by using a different master equation with
L ∝ pˆ. Suppression of reflection was easily achieved in this case without large fluctuations
but such a master equation is unphysical. We also analyzed the same system using the QSD
approach which gave the same conclusions but from a rather different angle.
We thus arrive at the conclusion that quantum-mechanical reflection is not in fact sup-
pressed by the obvious decoherence mechanism. This is somewhat surprising since this mech-
anism has been seen in many situations to be highly effective in suppressing non-classical
effects.
This conclusion also has implications for similar attempts to show that the quantum Zeno
effect is suppressed by decoherence. We noted that exposing an incoming wave packet to
a sequence of closely spaced projection operators onto the negative x-axis is approximately
equivalent to evolution in a complex potential iV0θ(xˆ). The issue is then to argue that
decoherence will suppress reflection from this potential, leaving only absorption (the classical
limit of this process). The arguments given in this paper, in particular the perturbative
scattering calculation which is essentially identical, show that reflection cannot be suppressed
without incurring unacceptably large fluctuations. This indicates problems in obtaining the
classical limit of the Zeno effect in this case. This situation, which has further subtleties not
discussed here, will be discussed in another paper [24].
The Zeno example also gives some clues as to the surprising ineffectiveness of environ-
mental decoherence in this case. Reflection occurs when V0 is of order E, the energy of the
incoming particle, which means the time spacing ǫ between projections is of order ~/E. The
point is that this is extremely close spacing of the projections, a regime that is generally not
explored in most decoherence studies, in particular, in the decoherent histories approach
where histories are typically characterized by projections that are quite widely spaced in
time. That is, the situations in which decoherence works effectively are far from the Zeno
regime considered here. (Some related issues concerning decoherence and the Zeno effect
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are discussed in Ref.[44]).
It was pointed out to us [45] that this ineffectiveness of decoherence in this case also has an
interesting consequence. Quantum-mechanical properties like interference and entanglement
are usually suppressed extremely effectively through decoherence and much effort is required
experimentally to shield systems from decoherence in order to preserve their quantum prop-
erties. Here we find that reflection is not easily suppressed. Reflection might therefore be
regarded as a measure of “quantumness” which is relatively immune to decoherence. This
will be explored further elsewhere.
Given the above difficulties, we turned to classicalization of the barrier as the possible
source of the suppression of reflection. We thus considered as a second model a quantum-
mechanical model of a barrier consisting of a massive target particle locally coupled to the
light particle through a potential V and chosen so that it reduced to the usual scattering
problem when the target particle position and momentum were set to zero. To produce
classicalization we added an environment which, crucially, was coupled to the target particle
only, not the incoming light particle, so that large fluctuations of the incoming particle
are avoided. We found that quantum-mechanical reflection is suppressed under suitable
conditions, essentially that the timescale of decoherence of the target particle (typically its
localization time) is much less than the timescale of the scattering process (a combination
of the energy time tE and Zeno time tz of the light particle). As in the first model, the
reflection is suppressed because the reflected momentum is spread out into large positive
and negative values where it is suppressed.
We also found that the environment is not always necessary for suppression of reflection in
this way and in the case of no environment we found two results. First, if the target particle
is traced out in the scattering probability, the reflection probability of the light particle only
is suppressed if its momentum is much less than the momentum fluctuations of the target.
This is easily achieved if the target is put in an initial state which is very wide in momentum.
Second, if the target particle is not traced out, there is still suppression of reflection of the
light particle for a wide variety of final momenta of the target (under the same conditions on
the momentum), but not for all final target momenta. Hence the environment is necessary
to ensure suppression of reflection for all possible final target momenta, the most general
case.
We thus find in this second model in which a quantum barrier is classicalized that reflec-
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tion is suppressed relatively easily. The essence of the mechanism is large velocity fluctua-
tions in the barrier which get transferred to the incoming particle.
It is interesting to ask what would happen in the situation when both the incoming particle
and quantum barrier are exposed to environmental interaction, as this would perhaps be the
most natural situation to arise experimentally. This situation would be Model II with the
additional feature that the environment couples to the incoming particle also. The analysis
of Models I and II above allows us to see what would happen in this case. We found that
a very strong environmental interaction with the incoming particle is required to suppress
reflection but that the quantum barrier is classicalized and reflection suppressed relatively
easily. Hence, it seems that a weakly interacting environment would be sufficient to suppress
reflection in this modified Model II – this would classicalize the quantum barrier quite easily
and have little effect on the incoming particle, so the analysis is essentially the same as
Model II. (This conclusion would, however, depend on the particular strength and nature
of the coupling of the environment to each system and this would require a more specific
model to assess in detail.)
We also mention here another model we have considered which is similar in flavour, con-
sisting of scattering off a time-dependent barrier. We find that, in a lowest order perturbative
calculation of the scattering amplitude, reflection is suppressed if the barrier is oscillating
in time at the appropriate frequency [46].
In summary, quantum-mechanical reflection can be significantly suppressed through the
classicalizing action of environmental decoherence. It is achieved by the classicalization (and
in particular the velocity fluctuations) of the target or barrier off which the incoming particle
scatters and not through the classicalization of the incoming particle.
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