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Abstract This paper studies a class of dynamical systems that model multi-species
ecosystems. These systems are ‘resource bounded’ in the sense that species compete to
utilize an underlying limiting resource or substrate. This boundedness means that the rele-
vant state space can be reduced to a simplex, with coordinates representing the proportions
of substrate utilized by the various species. If the vector field is inward pointing on the
boundary of the simplex, the state space is forward invariant under the system flow, a re-
quirement that can be interpreted as the presence of non-zero exogenous recruitment. We
consider conditions under which these model systems have a unique interior equilibrium
that is globally asymptotically stable. The systems we consider generalize classical multi-
species Lotka–Volterra systems, the behaviour of which is characterized by properties of
the community (or interaction) matrix. However, the more general systems considered
here are not characterized by a single matrix, but rather a family of matrices. We develop
a set of ‘explicit conditions’ on the basis of a notion of ‘uniform diagonal dominance’ for
such a family of matrices, that allows us to extract a set of sufficient conditions for global
asymptotic stability based on properties of a single, derived matrix. Examples of these
explicit conditions are discussed.
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1. Introduction
The study of the stability of ecosystems has a long history, both amongst ecologists
and mathematical modellers. The classical view, which prevailed amongst ecologists for
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a long time, was that the more complex a community is, the more stable it is (MacArthur,
1955; Elton, 1958). This intuitive view was radically challenged through studies of
various mathematical models by many authors (e.g. May 1972, 1973; Gilpin, 1975;
Goh and Jennings, 1977). In spite of this, doubt still remains about the relationship be-
tween complexity and stability in real communities, which may have special properties
not accounted for in the ‘random assemblage’ mathematical models usually cited in op-
position to the classical view (Begon et al., 1996, Chap. 23; Weiher and Keddy, 1999;
Loreau et al., 2002; Kondoh, 2003).
Most modelling approaches to stability issues have taken a demographic perspective,
concentrating on communities characterized by the number density, identity and inter-
actions of component species (Begon et al., 1996, pp. 792–793). In particular, the most
intensively explored class of models are those of Lotka–Volterra (L-V) type, defined by a










, 1 ≤ i ≤ n, (1)
where Ni is the population density of the ith species, ri is its intrinsic growth rate, and
aij is the (constant) interaction coefficient, specifying the manner in which species i in-
teracts with species j (positive, negative or zero), and the strength of this interaction.
The matrix A = (aij ) is called the community (or interaction) matrix, and much work
has been devoted to characterizing various stability properties (both local and global) in
terms of properties of this matrix (reviewed in Hofbauer and Sigmund, 1998, Chap. 15;
see also Siljak, 1978 and Logofet, 1993). One of the earliest and most fundamental of
such results says that if A is a dissipative matrix and the L-V system admits a positive
equilibrium point, then the equilibrium is both unique and globally stable (Volterra, 1931;
Harrison, 1979). A matrix is dissipative (called Volterra–Lyapunov stable by Hofbauer
and Sigmund, 1998, Section 15.3) if there exists a positive, diagonal matrix Q such that
QA + AT Q is negative definite. Sufficient conditions for A to be dissipative have been
studied by many authors: for example, A is dissipative if it is anti-symmetric (Case and
Casten, 1979). Of particular interest in the present context is the demonstration by Ikeda
and Siljak (1980) that A is dissipative if it has a dominant diagonal (Takayama, 1985,
Chap. 4).
In this paper we consider a more general class of ecosystem models than those of
L-V type described above—see Section 2, Equations (4)—designed to represent a funda-
mental aspect of competition. Competition mechanisms can be classified into two types:
exploitation and interference (Miller, 1967). Exploitation competition refers to compe-
tition arising from the joint exploitation of common limiting resources, and interfer-
ence competition refers to disruption of access to necessary resources for one species
by the activity of another species. For example, the famous model of MacArthur and
Levins (1967) analyses an exploitation-competition community in which the interac-
tion coefficients express the degree of resource overlap between competing species,
leading to a symmetric community matrix characterized in terms of niche partition-
ing. They showed that this system has a unique, globally stable equilibrium. The class
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of models we consider also focus primarily on exploitation competition—that is, on
ecosystems that are ‘resource bounded’—but leave open whether direct species-to-
species interactions are competitive or facilitative (Abrams, 1987; Bruno et al., 2003;
Day and Young, 2004).
We derive various conditions for the existence of a unique equilibrium that is globally
stable. In particular, we formulate and prove a generalization of the result of Ikeda and
Siljak (1980) that the community matrix of an L-V system is dissipative if it has a dom-
inant diagonal. This generalization leads to a set of explicit conditions that imply global
stability. For n-species systems, these explicit conditions are specified by a set-function
r : {1,2, . . . , n} → {0,1,2, . . . , n}, with each such function defining a subclass of poten-
tially globally stable systems. Such systems are then actually globally stable if a certain
matrix, defined by r , is an M-matrix (i.e., a matrix whose off-diagonal entries are non-
positive and all of whose successive principal minors are positive). We give examples for
2-species systems in which r(i) = 0 for each i = 1,2 (Example 4). We also consider a
specific subclass of our general class of models, which we call generalized L-V systems
(Example 5). These reduce to systems of classical L-V form (1) when there is a stable out-
come in which all the underlying limiting resources are exploited (i.e. no spare capacity).
However, we consider this class of n-species systems when this is not a possible outcome.
In this case, we show that species indices i for which r(i) = 0 determine a subsystem of
semi-neutral form (i.e. having no direct inter-species interactions). We also analyse gen-
eralized L-V systems when the explicit conditions are specified by the identity function
r(i) = i for each i.
The class of resource-bounded model ecosystems we consider is described in general
terms in Section 2. A crucial property that we impose on these dynamical systems is that
they should be ‘inward pointing’ on the boundary of their state space (a simplex). This
implies that no species can go extinct, a property that is guaranteed for systems with (sus-
tained) exogenous recruitment. The condition also implies that there is no stable state in
which all the underlying resources are exploited. Section 3 relates this inward-pointing
condition to the theory of the index of an equilibrium and the famous Poincaré–Hopf
Theorem (Milnor, 1965), from which general conditions for the existence, uniqueness
and global stability of an equilibrium can be obtained (Theorem 1). This is then related
to properties of the Jacobian of the dynamical system. We discuss what we call ‘semi-
neutral’ systems (Section 3.2). These are systems in which there are no direct species-to-
species interactions, except possibly negative self-interactions (i.e. intra-specific compe-
tition). Thus, semi-neutral systems exhibit (almost) pure exploitative competition and are
sustained by exogenous recruitment. Section 4 introduces diagonal dominance and its ex-
tension to ‘uniform diagonal dominance’. As noted above, our generalization of the result
of Ikeda and Siljak (1980) is then proved (Theorems 2 and 3), and associated explicit con-
ditions derived (Sections 4.3 and 4.4). Section 5 applies the general theory of Sections 3
and 4 to systems of quadratic form, and finds conditions for these to have a unique globally
stable equilibrium (Theorem 6 and Proposition 5). Section 6 gives examples of explicit
conditions for uniform row- and column-diagonal dominance for quadratic systems, in
particular for generalized L-V systems, as discussed above. Section 7 concludes with a
summary and general discussion. Appendix A contains the more technical mathematical
material.
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2. Resource-bounded ecosystems
2.1. The model
Consider a system (e.g. an ecosystem) that can sustain n ‘species’, numbered 1,2, . . . , n.
We assume that the system has a maximum carrying capacity K in the sense that the total
quantitative representation of the n species cannot exceed K . That is, if Ni is a quantitative
measure of the representation of species i in some common currency, then 0 ≤ Ni ≤ K
and N = ∑ni=1 Ni ≤ K . A species must capture some part of the capacity K in order to
be represented in the system. We introduce the ‘spare capacity’ variable:
N0 = K − N, (2)
so that
N0 + N1 + · · · + Nn = K. (3)
We regard the species as competing for a common resource in the form of spare capacity,
some part of which they must capture in order to increase their representation. We refer
to this limiting resource as the substrate for the system.
How a species is represented depends on the nature of the system. For example, K and
Ni may be measured in the common currency of biomass, density or concentration. Thus,
the finite carrying capacity assumption implies that an ecosystem can support only a finite
quantity of biomass, which will depend on the underlying level of primary production
and the net flows of energy into and out of the system. For molecular species, the com-
mon currency is usually taken to be the concentrations of the constituent (bio-)chemical
species. Alternatively, if K is a fixed spatial area, and the species are all sessile organisms
that grow laterally into space, then the limiting substrate is a space, and Ni can be taken
as the area occupied by species i. This is typical of plant-species communities.











i NjNk (1 ≤ i ≤ n). (4)
In order to preserve the constraint (3), we take N˙0 = −N˙1 − · · · − N˙n. This implies
that condition (3) is maintained along trajectories with initial conditions that satisfy (3).
However, additional constraints are required to ensure that trajectories remain in the bio-
logically meaningful positive quadrant Ni ≥ 0 for 0 ≤ i ≤ n. We discuss such constraints
later in this section.
The constants aji and b
jk
i define species–environment and between-species interac-
tions respectively, and satisfy the symmetry condition bjki = bkji . In particular a0i can be
regarded as the direct rate of recruitment from the external environment of species i onto
available substrate (spare capacity) N0, or induced production due to some external stimu-
lus. With this interpretation it is natural to assume that a0i ≥ 0. The coefficient aji for j ≥ 1
specifies a direct contribution of species j to the growth rate of species i that is mediated
neither by interaction with the underlying substrate N0 nor by interactions with other
species. For example, these terms could represent transition rates between life stages, size
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classes or condition states (from state j to state i), such as an organism in a juvenile
(pre-sexual) life stage moving to a mature (sexual) stage. Alternatively, species j could
produce a substance that is utilized by species i to enhance (or inhibit) its growth rate. For
j = i, a natural interpretation of aii is as a total mortality or emigration rate for species i
(i.e. the rate of transition to all other states, including death or the external environment),
in which case aii < 0. Thus, if ρi is the positive net death or emigration rate of species i,
then under this interpretation we require the ‘conservation’ condition ρi + ∑nj=1 aij = 0.
In many of the examples considered in this paper we assume that aji = 0 for j = i, so that
ρi = −aii . However, this assumption is not necessary for the general theory.
The species–substrate interaction coefficient, 2bj0i , can be regarded as the rate of re-
cruitment of species i into the system due to the interaction of species j with the underly-
ing substrate; e.g. by production of propagules of species i, or by “preparing the ground”
by rendering the available substrate more (or less) favourable to external recruitment of
species i (effectively boosting or inhibiting a0i ). This could be negative if the action of
species j inhibits access of species i to substrate, say by producing an inhibitory sub-
stance (i.e. interference competition). In particular, for j = i, 2bi0i can be regarded as the
rate at which established species i utilizes available substrate to enhance its own recruit-
ment/growth if it is positive, or as a density-dependent inhibition effect on the intrinsic
recruitment rate a0i if it is negative. On the other hand, b
jk
i for j, k ≥ 1 determines the rate
of recruitment/growth (or loss) of species i due to direct interaction between species j
and k: for example, if j and k interact to produce a substance that promotes (or inhibits)
the growth of species i. In particular, if biji < 0 and b
ij
j > 0, then b
ij
i can represent the rate
of loss of species i due to predation by species j , with bijj the rate of gain of species j
due to predation on species i. If biji < 0 and b
ij
j < 0, then the interaction between species
i and species j is one of direct interference competition, and if biji > 0 and b
ij
j > 0, then
the interaction is mutualistic. Finally, it is perhaps most natural to suppose that b00i = 0,
unless the “substrate” interacts with itself autocatalytically to either promote or inhibit re-
cruitment of species i. However, in general we shall not assume that b00i = 0 in the formal
considerations that follow.
2.2. Proportion variables
It is convenient to work with proportion variables, xi = Ni/K for 0 ≤ i ≤ n. Thus,
from (3) we have:
x0 + x1 + · · · + xn = 1. (5)












i xj xk (1 ≤ i ≤ n), (6)
where γ jki = Kbjki , and x˙0 = −x˙1 − · · · − x˙n. It follows that the constraint (5) is main-
tained along trajectories. If the constraints xi ≥ 0 for 0 ≤ i ≤ n are also maintained along
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Thus, we may write (6) in the form x˙ = g(x), where g : Δ → Rn defines a smooth
vector field on Δ.
By substituting x0 = 1 − ∑ni=1 xi into (6), we may write










i xj xk (1 ≤ i ≤ n), (8)
where:
ci = a0i + γ 00i , (9a)
A
j
i = aji − a0i + 2γ 0ji − 2γ 00i , (9b)
Γ
jk




i + γ 0ki
) + γ 00i . (9c)
Here ci is the net rate of recruitment from or loss to the external environment; Aji is the net
direct effect of species j on the growth rate of species i; and Γ jki is the net effect on the
growth rate of species i due to interactions between species j and k (and the substrate).
Thus, c = (c1, . . . , cn) is an n-vector, A = (Aji ) is an n × n matrix, and Γi = (Γ jki ) is a
symmetric n × n matrix for each i, so that Γ = (Γ1, . . . ,Γn) is a (2,1)-tensor. We may
therefore write the vector field g : Δ → Rn in the form
g(x) = c + Ax + x · Γ x (x ∈ Δ). (10)
2.3. The inward-pointing condition
To ensure that the constraints (5) and xi ≥ 0 for 0 ≤ i ≤ n are maintained along trajectories
of the system (8), we assume that g is inward pointing on the simplex boundary ∂Δ.1 That
is, if ei is the ith unit standard coordinate vector in Rn, then gi(x) = ei ·g(x) > 0 whenever
xi = 0 (1 ≤ i ≤ n), and g0(x) = −e ·g(x) > 0 whenever x0 = 0 (where e = ∑ni=1 ei ∈ Rn).
This means that Δ is forward invariant under the flow of the dynamical system x˙ = g(x)
on Rn. Because the inequalities on the boundary are strict, this also implies that no species,
once established, can become extinct. In particular g(x) is nowhere zero on ∂Δ. This
inward-pointing condition provides an important contribution to the self-sustaining nature
of globally stable ecosystems.
1This condition can be weakened in most of what follows. For ε > 0, let Uε = {x ∈ Δ : d(x, ∂Δ) < ε} be
the open ε-neighbourhood of ∂Δ in Δ. Assume there is an ε0 > 0, such that, for each 0 < ε < ε0, there is
a convex open set Mε in Δ with closure M¯ε ⊂ intΔ and boundary a smooth closed manifold, ∂Mε ⊂ Uε ,
with g inward pointing on ∂Mε . This implies that any arbitrarily small, non-zero representation of species
i will grow; i.e. once established, species i cannot die out. This is similar to the permanence condition
discussed by Hofbauer and Sigmund (1998, Section 12.2). However, for the sake of simplicity we shall
not consider this more general situation explicitly in this paper.
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Example 1 (1-species systems). For the case of one species, n = 1, we have:
g1(x0, x1) = a01x0 + a11x1 + γ 001 x20 + 2γ 011 x0x1 + γ 111 x21 ,
with x0 + x1 = 1. In the form (10) this is:
g1(x1) =
(
a01 + γ 001
) + (a11 − a01 + 2γ 011 − 2γ 001 )x1 + (γ 111 − 2γ 011 + γ 001 )x21 .
To be inward pointing on the interval 0 ≤ x1 ≤ 1, we require g1(1,0) > 0 and g1(0,1) < 0.
That is,
g1(1,0) = a01 + γ 001 > 0 and g1(0,1) = a11 + γ 111 < 0.
For example, taking γ 001 = 0 (no interaction of the substrate with itself that affects the
growth of species 1), we then require the exogenous recruitment rate to available sub-
strate a01 > 0. We also require a11 + γ 111 < 0. For example, if γ 111 ≤ 0, then there is either
no autocatalytic action of species-1 on itself, or a self-interference effect (intra-specific
competition). If a11 < 0, then a11 + γ 111 < 0 is satisfied in either case. Here, as discussed
above, ρ1 = −a11 can be interpreted as the linear death rate of species-1, which may be
enhanced by self-interference if γ 111 < 0. The quadratic term 2γ 011 x0x1 can be interpreted
as the rate of growth of species-1 due to utilization of available substrate (e.g. through
endogenous recruitment).
Because g1(x1) is a quadratic in x1, being inward pointing is sufficient to guarantee the
existence and global stability of a unique interior equilibrium x¯1 ∈ (0,1). However, this is
clearly not the case in higher dimensions (more than 1 species).
Example 2 (2-species systems). In the notation of (10), a 2-species system has the
form
g1(x1, x2) = c1 + A11x1 + A21x2 + Γ 111 x21 + 2Γ 121 x1x2 + Γ 221 x22 , (11a)
g2(x1, x2) = c2 + A12x1 + A22x2 + Γ 112 x21 + 2Γ 122 x1x2 + Γ 222 x22 . (11b)
There are three inward-pointing conditions: x˙i > 0 when xi = 0 for i = 0,1,2. These give
three quadratic conditions
q1(x) = c1 + A21x + Γ 221 x2 > 0, (12a)
q2(x) = c2 + A12x + Γ 112 x2 > 0, (12b)
q0(x) =
(
c1 + c2 + A21 + A22 + Γ 221 + Γ 222
)
+ {A11 + A12 − A21 − A22 + 2(Γ 121 + Γ 122 ) − 2(Γ 221 + Γ 222 )}x
+ {Γ 111 + Γ 112 − 2(Γ 121 + Γ 122 ) + Γ 221 + Γ 222 }x2 < 0, (12c)
for 0 ≤ x ≤ 1. In particular, (12a) is satisfied if c1 > 0, c1 + A21 + Γ 221 > 0 and Γ 221 ≤ 0.
Similarly, (12b) is satisfied if c2 > 0, c2 + A12 + Γ 112 > 0 and Γ 112 ≤ 0. Also, (12c) is
satisfied if c1 + c2 + A21 + A22 + Γ 221 + Γ 222 < 0, c1 + c2 + A11 +A21 +Γ 111 + Γ 112 < 0 and
Γ 111 + Γ 112 − 2(Γ 121 + Γ 122 ) + Γ 221 + Γ 222 ≥ 0.
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3. Equilibria
3.1. The index, uniqueness and global stability
Consider a C1 vector field g, defined on an open set in Rn containing Δ, and satisfying the
inward-pointing condition on ∂Δ. The inward-pointing condition implies that there exists
a sufficiently small δ > 0 such that f (x) = x + δg(x) ∈ Δ whenever x ∈ Δ (because
Δ is compact). Notice that f : Δ → Δ is a continuous map, and hence has at least one
fixed point in Δ by Brouwer’s Fixed Point Theorem (Milnor, 1965). Fixed points of f are
the same as zeros of g and hence they are equilibria of the dynamical system x˙ = g(x).
Further, since g(x) is nowhere zero on ∂Δ, every equilibrium lies in the interior of Δ.
Recall that x ∈ Δ is a regular point if detDg(x) = 0. By Sard’s Theorem, almost all
points are regular (Milnor, 1965). We make the following genericity assumption.
Assumption 1. Every equilibrium of g(x) in Δ is regular.
This implies that g(x) is injective in a neighbourhood of an equilibrium by the Inverse
Function Theorem, and hence that every equilibrium is isolated. Assumption 1 almost
always holds for naturally arising systems, which are generic. If it does not hold, then an
ε-perturbation of the coefficients of g will suffice to obtain the assumption.
Given a (regular) equilibrium x¯ ∈ intΔ, the index of x¯ is defined by indg(x¯) =
sign detDg(x¯) (Milnor, 1965; Hofbauer and Sigmund, 1998). Note that the vector field
−g(x) points outwards on ∂Δ. Of course, this has the same equilibria as g(x), and it
is clear that ind−g(x¯) = (−1)n indg(x¯). The Poincaré–Hopf Theorem applies to outward-
pointing vector fields, and states that, for such vector fields,∑
equilibria x¯∈Δ
ind−g(x¯) = χ(Δ),
where χ(Δ) is the Euler-characteristic of Δ (Milnor, 1965). Since Δ is a simplex,
χ(Δ) = 1, and hence Ig = ∑x¯ indg(x¯) = (−1)n. It now follows that there can be only
an odd number of (regular) equilibria in Δ.
We wish to find conditions under which there is exactly one equilibrium. This is clearly
true if sign detDg(x¯) is constant on Δ (either +1 or −1 for all x ∈ Δ). For then all equi-
libria have the same index, and Ig = ±m = (−1)n, where m is the number of equilibria in
Δ, and +1 or −1 is their common index. It follows that m = 1 and indg(x¯) = (−1)n for
the unique equilibrium x¯. We therefore look for conditions under which sign detDg(x)
is a non-zero constant on Δ. This Index Theorem implies existence and uniqueness of
an interior equilibrium. However, more than this, we seek conditions under which all the
eigenvalues of Dg(x) have negative real parts. Clearly this implies that Dg(x) is non-
singular and sign detDg(x) = (−1)n for each x ∈ Δ. However, although this implies that
there is a unique interior equilibrium, it is not enough to imply that this equilibrium is
globally stable. For this, we need the well-known sufficient condition for stability due to
Lyapunov.
Theorem 1. Suppose that g(x) is inward pointing on ∂Δ and that Assumption 1 holds.
Suppose also that there is a real, symmetric, positive definite n × n matrix Q such that
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QDg(x) is negative definite on Rn for all x ∈ Δ. Then there is a unique equilibrium
x¯ ∈ intΔ of the system x˙ = g(x), and x¯ is globally asymptotically stable.
Indeed, that QDg(x) is negative definite implies that Dg(x) has eigenvalues with
negative real parts, and hence that x¯ exists and is unique by the Index Theorem above. In
addition, L(x) = 12g(x) · Qg(x) is a global Lyapunov function for x¯, which yields global
stability.
Note that the criterion of Theorem 1 is uniform in the sense that Q must be a constant
matrix, independent of x. It is elementary that a generic real matrix A has eigenvalues
with negative real parts if and only if there is a real, symmetric, positive definite matrix
Q such that QA is negative definite. However, the uniformity requirement of Theorem 1
is much stronger than this.
Remark 1. In fact, the existence of a Q satisfying the conditions of Theorem 1 is itself
sufficient to imply both the uniqueness of equilibrium and global stability, without ap-
peal to the Index Theorem. Here we have chosen to separate the issue of the existence
of a unique equilibrium from that of its global stability. Hence our appeal to the Index
Theorem.
3.2. Semi-neutral systems
Semi-neutral systems provide an example in which the uniformity assumption on Q in
Theorem 1 can be weakened. By a semi-neutral system we mean a system of the form
(6) in which the n species do not interact directly with each other but compete only for
the underlying substrate. However, we allow the possibility of intra-specific competition.
If there is no intra-specific competition, the system is strictly neutral. Thus, in a semi-
neutral system aji = 0 for j = i,1 ≤ j ≤ n, and γ jki = 0 for all 0 ≤ j, k ≤ n, except
possibly the substrate interaction coefficients γ i0i and the self-interaction coefficients γ iii .
Assume that aii = −ρi , where ρi > 0 is the death (or emigration) rate of species i, and
also that 2γ i0i = λi . As discussed in Section 2, if λi > 0, this can be interpreted as the
growth rate of established species i due to utilization of available substrate, and if λi < 0,
it can be interpreted as a density effect, with established species i inhibiting recruitment
and/or growth of new representatives. We write κi = −γ iii and assume that κi ≥ 0, so
that this coefficient represents a self-inhibitory term. We interpret a0i > 0 as the intrinsic
exogenous recruitment rate of species i onto available substrate. The system (6) therefore
reduces to the form
x˙i = a0i x0 − ρixi + λixix0 − κix2i (1 ≤ i ≤ n). (13)
This can be written as x˙i = (a0i + λixi)x0 − ρixi − κix2i , and we assume that the net
substrate utilization rate a0i + λixi is always positive (even when λi < 0). This is the
case if a0i > −λi . Also, (13) can be written as x˙i = a0i x0 − (ρi − λix0)xi − κix2i . Assume
that species i cannot persist without exogenous recruitment (a0i = 0). This is the case
if ρi − λix0 is always positive (even when λi > 0). Thus, assume that ρi > λi . Clearly,
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x˙i > 0 when xi = 0, provided there is exogenous recruitment (a0i > 0) and some available




x˙i = (ρ · x) +
(
κ · x2) − (a0 + (λ · x))x0,
where a0 = ∑ni=1 a0i . It follows that x˙0 > 0 when x0 = 0. The inward-pointing conditions
are therefore satisfied.




It is shown in Appendix A that Q(x)Dg(x) is negative definite for all x ∈ Δ, from
which it follows that the eigenvalues of Dg(x) all have negative real parts. Hence, from
the Index Theorem (Section 3.1), there is a unique equilibrium x¯ ∈ intΔ. Further, we
show in Appendix A that L(x) = 12g(x) ·Q(x)g(x) is a global Lyapunov function for the
system, and hence that x¯ is globally asymptotically stable.
Observe from (13) that the unique equilibrium satisfies the equations
x¯i = 12κi
{−(ρi − λix¯0) + √(ρi − λix¯0)2 + 4κia0i x¯0} (1 ≤ i ≤ n). (15)
Since ρi > λi , it follows that x¯i → 0 as a0i → 0. Thus, if there is no exogenous recruitment
(a0i = 0), then species i is eliminated by competitive exclusion. This shows that, under the
given assumptions, the non-zero equilibrium representation of any of the species depends
essentially on exogenous recruitment.
4. Diagonal dominance
In this section we recall the basic theory of diagonal dominance for an n × n matrix. We
then extend this to define a notion of uniform diagonal dominance for a matrix-valued
function. This is used to determine explicit conditions under which a general differen-
tiable dynamical system x˙ = g(x), defined on a simplex, admits a unique, globally stable
equilibrium. These conditions are then applied to quadratic systems of the form (10).
4.1. Diagonal dominance
Let Mn(R) be the space of real, n×n matrices, and M+n (R) ⊂ Mn(R) the positive cone of
those matrices having positive diagonal elements. For Ω ∈ Mn(R), define the derived ma-
trix Ωˆ ∈ Mn(R) by: ωˆii = |ωii | and ωˆij = −|ωij | for i = j . Thus, Ωˆ has non-negative di-
agonal entries, and non-positive off-diagonal entries. Clearly, Ωˆ ∈ M+n (R) if Ω ∈ M+n (R),
and in this case ωˆii = ωii . For vectors u,v ∈ Rn we write u > v (resp. u ≥ v) to mean
ui > vi (resp. ui ≥ vi) for 1 ≤ i ≤ n. A vector u is said to be positive (resp. non-negative)
if u > 0 (resp. u ≥ 0).
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Recall that Ω ∈ Mn(R) has a row-dominant diagonal if there exists a positive vector
d = (d1, . . . , dn)T ∈ Rn such that Ωˆd > 0. Explicitly, this means that there are positive
constants d1, . . . , dn such that
di |ωii | >
∑
j =i
dj |ωij |, 1 ≤ i ≤ n. (16a)
A matrix Ω has a column-dominant diagonal if its transpose, ΩT , has a row-dominant
diagonal, that is, if there exists c > 0 such that ΩT c > 0. Equivalently:
ci |ωii | >
∑
j =i
cj |ωji |, 1 ≤ i ≤ n. (16b)
A key result concerning matrices with a dominant diagonal (either row or column) is:
Proposition 1. If Ω ∈ Mn(R) has a dominant diagonal then it is non-singular. If, in
addition, Ω ∈ M+n (R), then the eigenvalues of Ω all have positive real parts.
See Takayama (1985, Chap. 4, Theorems 4.C.1 and 4.C.2).
The row-dominant diagonal condition Ωˆd > 0 is equivalent to the so-called Hawkins–




ωˆ11 ωˆ12 · · · ωˆ1k




ωˆk1 ωˆk2 · · · ωˆkk
⎞
⎟⎟⎟⎠ > 0 for 1 ≤ k ≤ n. (17)
That is, Ωˆ is an M-matrix (a matrix with non-positive off-diagonal entries all of whose
successive principal minors are positive). See Takayama (1985, Chap. 4, Theorem 4.C.5).
In fact, the H-S conditions imply that all the principal minors of Ωˆ are positive (i.e. the de-
terminants of the submatrices obtained by choosing elements ωˆij for i, j in any non-empty
subset S ⊆ {1,2, . . . , n}). See Takayama (1985, Chap. 4, Corollary to Theorem 4.C.5). In
particular, |ωii | = ωˆii > 0 for 1 ≤ i ≤ n.
Remark 2. Clearly Ωˆ is an M-matrix if and only if ΩˆT is an M-matrix. It therefore
follows that row-diagonal dominance and column-diagonal dominance are equivalent. If
Ω ∈ M+n (R) (i.e. has positive diagonal entries), the row- or column-diagonal dominance
conditions suffice to ensure that there exists a positive diagonal matrix Q such that QΩ is
positive definite—see Araki and Kondo (1972), Ikeda and Siljak (1980), and Theorem 2
below.
4.2. Uniform diagonal dominance
Let Ω : Δ → Mn(R) be a continuous, matrix-valued function. The derived function Ωˆ :
Δ → Mn(R) is then also continuous, and takes values in M+n (R) if Ω does.
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We say that Ω has a uniformly row-dominant diagonal if there exists a vector d > 0
such that Ωˆ(x)d > 0 for all x ∈ Δ. Explicitly, there are positive constants d1, . . . , dn





∣∣ωij (x)∣∣ > 0, (18)
for all x ∈ Δ and 1 ≤ i ≤ n. If ΩT : Δ → Mn(R) is the transpose function defined by
ΩT (x) = Ω(x)T , then Ω has a uniformly column-dominant diagonal if ΩT has a uni-
formly row-dominant diagonal, that is, if there exists a constant vector c > 0 such that
ΩT (x)c > 0. Note that if Ω has a uniformly (row or column) dominant diagonal, then Ωˆ
and ΩˆT take values in M+n (R), whether or not Ω does.
Remark 3. Note that Ω(x) having a row-dominant diagonal implies that it also has a
column-dominant diagonal (Remark 2). However, there is no reason to suppose that
Ω(x) having a uniformly row-dominant diagonal implies that it has a uniformly column-
dominant diagonal (or vice versa). In particular, if Ω takes values in M+n (R), we cannot
conclude that there is a constant positive diagonal matrix Q such that QΩ(x) is positive
definite for all x.
To apply these notions to a dynamical system x˙ = g(x) on a neighbourhood of Δ,
consider the Jacobian matrix. Thus, if g(x) is quadratic we can write −Dg(x) in the form




(r) = (ω(r)ij ), 0 ≤ r ≤ n. (19)
In spite of the fact that row- and column-diagonal dominance are not in general equiv-
alent, if it happens to be true that Ω has both a uniformly row- and a uniformly column-
dominant diagonal, then it is the case that a suitable Q can be found for the application of
Theorem 1. This is shown in the following theorem, proved in Appendix A.
Theorem 2. Let g(x) be a C1 vector field defined on a neighbourhood of Δ in Rn that is
inward-pointing on ∂Δ and which satisfies Assumption 1. Suppose that Ω = −Dg : Δ →
M+n (R) has both a uniformly row- and a uniformly column-dominant diagonal. Then there
is a positive diagonal matrix Q such that QDg(x) is negative definite on Δ. Hence there
is a unique equilibrium x¯ ∈ intΔ of the system x˙ = g(x), and x¯ is globally asymptotically
stable.
A stronger theorem than Theorem 2 can be proved under the assumption that Ω has
either a uniform row- or column-dominant diagonal, but not necessarily both. This does
not rely on finding a symmetric, positive definite matrix Q as in Theorem 2. Instead,
different Lyapunov functions are used than that used in Theorem 1. The proof of the
following theorem is given in Appendix A.
Theorem 3. Let g(x) be a C1 vector field defined on a neighbourhood of Δ in Rn that is
inward-pointing on ∂Δ and which satisfies Assumption 1. Suppose that Ω = −Dg : Δ →
M+n (R) has either a uniformly row-dominant diagonal or a uniformly column-dominant
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diagonal. Then there is a unique equilibrium x¯ ∈ intΔ of the system x˙ = g(x), and x¯ is
globally asymptotically stable.
4.3. General conditions for uniform diagonal dominance
We now consider conditions under which Ω : Δ → Mn(R) has a uniformly dominant
diagonal. We develop these conditions for row dominance, but analogous conditions for
column dominance can be obtained by replacing Ω by ΩT .
Let e0 = 0 ∈ Rn be the vector obtained by taking x1 = · · · = xn = 0 (equivalently,
x0 = 1), and er the vector obtained by taking xr = 1 (and xs = 0 for s = r) for 1 ≤ r ≤ n.
Proposition 2. Let Ω : Δ → Mn(R) be continuous. Suppose that |ωii(x)| is a concave
function of x ∈ Δ, and |ωij (x)| is a convex function of x ∈ Δ for i = j . Then fi(x) defined
in (18) takes its minimum value f
i
= infx∈Δ fi(x) at (at least) one of the extreme points
x = e0, e1, . . . , en, that is,
f
i
= min{fi(e0), fi(e1), . . . , fi(en)}. (20)
Proof: Write fi(x) = hi(x) − ki(x), where hi(x) = di |ωii(x)|, and ki(x) =∑
j =i dj |ωij (x)|. By assumption, hi(x) is concave and ki(x) is convex, and hence fi(x)
is concave. We may write x ∈ Δ as a convex combination of the extreme points of Δ;
i.e. x = x0e0 + x1e1 + · · · + xnen, with x0 + x1 + · · · + xn = 1. Then fi(x) being concave
implies that fi(x) ≥ x0fi(e0)+x1fi(e1)+· · ·+xnfi(en), and (20) follows immediately. 
Under the conditions of Proposition 2, it follows that Ω(x) has a uniformly row-
dominant diagonal provided there is a d > 0 for which f
i
> 0 for all 1 ≤ i ≤ n. From









with fii > 0 and fij ≥ 0. Thus, f
i
> 0 for all i is equivalent to the matrix F = (fij )
having a row-dominant diagonal. This in turn is equivalent to the H-S conditions (17) for
the matrix Fˆ = (fˆij ). Thus, if we can identify the fij in terms of components of Ω , to
show uniform row-diagonal dominance, we are reduced to verifying a set of n determinant
conditions for the derived matrix Fˆ .
4.4. Explicit conditions for uniform diagonal dominance
To proceed further involves identifying, for each i, which of the extreme values fi(er )
determine the minimum f
i
(see (20)). In principle, this may be different for different d .
However, we shall seek more specialized conditions under which the minimizing extreme
value is the same for all d > 0. Such conditions are provided by the following proposition.
Proposition 3. Let Ω : Δ → Mn(R) satisfy the assumptions of Proposition 2, and write
Ω(er ) = Ω(r) = (ω(r)ij ) for 0 ≤ r ≤ n. Then sufficient conditions that f i = fi(er ) for all
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d > 0 are:∣∣ω(s)ii ∣∣ ≥ ∣∣ω(r)ii ∣∣ for 0 ≤ s ≤ n, (22a)∣∣ω(r)ij ∣∣ ≥ ∣∣ω(s)ij ∣∣ for 1 ≤ j ≤ n, j = i and 0 ≤ s ≤ n. (22b)
Proof: f
i
= fi(er ) for all d > 0 only if (r,s)i (d) = fi(es) − fi(er ) ≥ 0 for 0 ≤ s ≤ n and
all d > 0. But, from (18), fi(er ) = di |ω(r)ii | −
∑
j =i dj |ω(r)ij |. Hence,

(r,s)
i (d) = di
{∣∣ω(s)ii ∣∣ − ∣∣ω(r)ii ∣∣} + ∑
j =i
dj
{∣∣ω(r)ij ∣∣ − ∣∣ω(s)ij ∣∣}.
It follows that (r,s)i (d) ≥ 0 for all d > 0 if conditions (22) hold. 
If the conditions of the form (22) hold for each i, then we can identify an r(i) ∈
{0,1, . . . , n} such that f
i
= fi(er(i)) for all d > 0 and 1 ≤ i ≤ n. This defines a function
r : {1,2, . . . , n} → {0,1,2, . . . , n}. Given such a function, the coefficients fij in (21) are
precisely identified, and so the n H-S determinant conditions (17) for the associated matrix
Fˆ = (fˆij ) can be evaluated. If these conditions are satisfied, together with the assumptions
of Proposition 2, then we can conclude that A has a uniformly row-dominant diagonal.
However, as noted in Remark 3, uniform row-diagonal dominance does not in general
imply uniform column-diagonal dominance. In particular, Theorem 2 cannot be applied.
Nevertheless, under some circumstances, uniform row and column diagonal domi-
nance are equivalent, and hence Theorem 2 can be applied. The simplest case occurs when
r is a constant function; i.e. r(i) = m for some m ∈ {0,1, . . . , n} and all 1 ≤ i ≤ n. In this
case, fˆii = |ω(m)ii | and fˆij = −|ω(m)ij | for j = i, and conditions (22) are: |ω(s)ii | ≥ |ω(m)ii |
for 1 ≤ i ≤ n and 0 ≤ s ≤ n, and |ω(m)ij | ≥ |ω(s)ij | for 1 ≤ i, j ≤ n, j = i and 0 ≤ s ≤ n.
If the H-S conditions (17) also hold for Fˆ = (fˆij ), then we conclude that Ω has a uni-
formly row-dominant diagonal. However, conditions (22) also imply that |ω(m)ji | ≥ |ω(s)ji |
for 1 ≤ i, j ≤ n, j = i and 0 ≤ s ≤ n, and the H-S conditions for Fˆ are equivalent to the
H-S conditions for Fˆ T . Thus, Propositions 2 and 3 imply that Ω has both a uniformly row
and a uniformly column-dominant diagonal. Theorem 2 can then be applied to obtain:
Theorem 4. Let g(x) be a C1 vector field defined on a neighbourhood of Δ in Rn that
is inward-pointing on ∂Δ and which satisfies Assumption 1. Let Ω = −Dg(x) : Δ →
M+n (R), and suppose that ωii(x) is a concave function of x ∈ Δ for 1 ≤ i ≤ n, and |ωij (x)|
is a convex function of x ∈ Δ for 1 ≤ i, j ≤ n, j = i. Assume there is an m ∈ {0,1, . . . , n}
such that ω(s)ii ≥ ω(m)ii for 1 ≤ i ≤ n,0 ≤ s ≤ n, and |ω(m)ij | ≥ |ω(s)ij | for 1 ≤ i, j ≤ n, j = i
and 0 ≤ s ≤ n. Suppose also that the H-S conditions (17) hold for the matrix Fˆ = (fˆij )
with entries fˆii = ω(m)ii and fˆij = −|ω(m)ij | for j = i. Then there is a positive diagonal ma-
trix Q such that is QDg(x) is negative definite on Δ. Hence, there is a unique equilibrium
x¯ ∈ intΔ of the system x˙ = g(x), and x¯ is globally asymptotically stable.
In the more general case in which r : {1,2, . . . , n} → {0,1,2, . . . , n} is not a con-
stant function, Theorem 3 can be applied to obtain Theorem 5 below. We state the result
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for row-diagonal dominance, but an analogous statement can be obtained for column-
diagonal dominance by transposition.
Theorem 5. Let g(x) be a C1 vector field defined on a neighbourhood of Δ in Rn that
is inward-pointing on ∂Δ and which satisfies Assumption 1. Let Ω = −Dg(x) : Δ →
M+n (R), and suppose that ωii(x) is a concave function of x ∈ Δ for 1 ≤ i ≤ n, and
|ωij (x)| is a convex function of x ∈ Δ for 1 ≤ i, j ≤ n, j = i. Assume there is a func-
tion r : {1,2, . . . , n} → {0,1,2, . . . , n} such that ω(s)ii ≥ ω(r(i))ii for 1 ≤ i ≤ n,0 ≤ s ≤ n,
and |ω(r(i))ij | ≥ |ω(s)ij | for 1 ≤ i, j ≤ n, j = i and 0 ≤ s ≤ n. Suppose also that the H-S con-
ditions (17) hold for the matrix Fˆ = (fˆij ) with entries fˆii = ω(r(i))ii and fˆij = −|ω(r(i))ij |
for j = i. Then there is a unique equilibrium x¯ ∈ intΔ of the system x˙ = g(x), and x¯ is
globally asymptotically stable.
5. Applications to quadratic systems
In this section, we apply the preceding discussion to quadratic systems of the form (10).
To do this we require that Ω = −Dg take values in M+n (R). From (10),
Dijg(x) = ∂gi(x)
∂xj











i + 2Γ jri
)
xr ,
and hence, comparing with (19),
ω
(0)




i + 2Γ jri
)
for 1 ≤ r ≤ n. (23)
To apply the theory of previous sections, we require the diagonal entries ω(r)ii to be positive
for 1 ≤ i ≤ n, 0 ≤ r ≤ n. We therefore make the following assumption.
Assumption 2. The coefficients Aii and Aii + 2Γ iri are negative for 1 ≤ i, r ≤ n.
It now follows from (23) that ωii(x) = ∑nr=0 ω(r)ii xr > 0, and hence that Ω : Δ →
M+n (R).
Suppose the quadratic system g(x) defined by (10) is inward pointing on ∂Δ and that
Assumptions 1 and 2 hold for g(x). Suppose also that there is a (constant) real, symmetric,
positive definite matrix Q such that QDg(x) is negative definite on Rn. From (19), this
implies that the quadratic form on Rn given by q(u, x) = u · QΩ(x)u is positive definite
for each x ∈ Δ. This is the case if and only if q(r)(u) = u · QΩ(r)u is positive definite
for 0 ≤ r ≤ n. Applying (19) and (23) together with Theorem 1 to this situation therefore
yields:
Theorem 6. Suppose that the vector field g(x) defined by (10) is inward-pointing on ∂Δ
and that Assumptions 1 and 2 hold. Let A = (Aji ) and Gr = (Aji + 2Γ jri ) for 1 ≤ r ≤ n,
and suppose that there is a real, symmetric, positive definite n×n matrix Q such that QA
and QGr are negative definite on Rn for 1 ≤ r ≤ n. Then there is a unique equilibrium
x¯ ∈ intΔ of the system x˙ = g(x), and x¯ is globally asymptotically stable.
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Example 3 (2-species systems). For the 2-species system (11), assume that g(x1, x2) is












A11 + 2Γ 1r1 A21 + 2Γ 2r1
A12 + 2Γ 1r2 A22 + 2Γ 2r2
)
(r = 1,2).
Suppose there is a positive diagonal matrix Q = diag{d1, d2} such that QA,QG1,QG2
are negative definite. This is the case if and only if the symmetric parts of these matrices




















1 + 2Γ 1r1 ) 12 {d1(A21 +2Γ 2r1 ) + d2(A12 +2Γ 1r2 )}
1
2 {d1(A21 +2Γ 2r1 ) + d2(A12 +2Γ 1r2 )} d2(A22 + 2Γ 2r2 )
)
are negative definite. Each of these symmetric matrices has negative eigenvalues (and
hence are negative definite) if and only if they have negative trace and positive determi-
nant. A symmetric 2 × 2 matrix can have both these properties only if its diagonal entries
are negative. We therefore obtain the following.
Proposition 4. For a 2-species ecosystem (11) satisfying the inward-pointing conditions
(Example 2) and Assumption 1, suppose there are positive constants d1 and d2 such that:
Aii,A
i













A11 + 2Γ 1r1
)(








A21 + 2Γ 2r1
) + d2(A12 + 2Γ 1r2 )}2,
for r = 1,2. (24c)
Then the conclusion of Theorem 6 holds.
To apply Proposition 4, observe that it suffices to assume that d1 + d2 = 1. If the left-
hand sides of (24b), (24c) are (r) and the right-hand sides are h(r)(d1, d2),0 ≤ r ≤ 2, we
can define three sets:
D(r) = {d = d1 ∈ (0,1) : d1 + d2 = 1 and (r) > h(r)(d1, d2)} (0 ≤ r ≤ 2).
Then (24b), (24c) are satisfied simultaneously only if Dˆ = ⋂2r=0 D(r) is non-empty. This
situation is illustrated in Fig. 1.
Note that the left-hand sides (r), 0 ≤ r ≤ 2, involve only the diagonal entries of the
matrices A,G1,G2, and the right-hand sides h(r)(d1, d2) involve only the off-diagonal en-
tries. Further, it is easy to show that D(r) → (0,1) as (r) → ∞. It follows that (24b), (24c)
will always hold provided minr (r) is sufficiently large. From (24a), for a fixed set of other
parameters, this is the case if Aii are sufficiently large and negative for i = 1,2. Thus, by
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Fig. 1 The curves h(r)(d1, d2) for d1 = d , d2 = 1 − d with 0 < d < 1 and r = 0 (solid black curve;
right-hand side of (24b)), r = 1 (long-dashed curve; right-hand side of (24c)) and r = 2 (dotted curve;
right-hand side of (24c)). The values (r) on the vertical axis are the left-hand sides of inequalities
(24b), (24c). The heavy horizontal line associated with each of these values shows the (open) range of
values of d for which the corresponding inequality holds; i.e. the sets D(r) , 0 ≤ r ≤ 2. The intersection of
these regions is Dˆ, indicated by the heavy black line on the d-axis. This is the (non-empty) range of values
of d , for which the three inequalities (24b), (24c) hold simultaneously
boosting these negative, self-limiting terms sufficiently (while leaving other terms fixed),
the 2-species system can always be made globally asymptotically stable.
To apply Theorem 5 to quadratic systems, we consider explicit conditions under which
Ω has a uniformly row-dominant dynamic for (10). Clearly, ωii(x) = ∑nr=0 ω(r)ii xr is
positive (by Assumption 2) and linear, and hence is a concave function of x. Similarly,
ωij (x) = ∑nr=0 ω(r)ij xr is linear, and hence |ωij (x)| is a convex function of x for j = i. This
shows that Ω satisfies the hypotheses of Proposition 2. We can therefore apply Proposi-
tion 3 to obtain explicit conditions (22) for quadratic systems. We distinguish two cases:
f
i
= fi(e0) and f
i
= fi(er ) for r ≥ 1. Using Assumption 2 and (22) we obtain the fol-
lowing.
Proposition 5. Under Assumption 2:
(i) Sufficient conditions that f
i
= fi(e0) for any d > 0 are:
Aii < 0, (25a)
Γ isi ≤ 0 for 1 ≤ s ≤ n, (25b)
If Γ jsi = 0, then signAji = − signΓ jsi for j = i, 1 ≤ s ≤ n, (25c)∣∣Aji ∣∣ ≥ ∣∣Γ jsi ∣∣ for j = i,1 ≤ s ≤ n, (25d)
(ii) Necessary and sufficient conditions that f
i
= fi(er ) with 1 ≤ r ≤ n, for any
d > 0 are:
Γ iri ≥ 0, (26a)
Aii + 2Γ iri < 0, (26b)
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Γ isi ≤ Γ iri for 1 ≤ s ≤ n, (26c)
If Γ jri and Aji have opposite signs for j = i, then |Aji | ≤ |Γ jri |, (26d)∣∣Aji + 2Γ jsi ∣∣ ≤ ∣∣Aji + 2Γ jri ∣∣ for j = i,1 ≤ s ≤ n. (26e)
Proof: (i) Assumption 2 gives (25a), and (22a) for r = 0 gives (25b). Condition (22b)





i have opposite signs and |Aji | ≥ |Γ jsi |, which yields (25c), (25d).
(ii) Equation (26a) follows from (22a) for s = 0. Equation (26b) is Assumption 2 for r .
Equation (26c) follows from (22a) and Assumption 2 for s ≥ 1. Note that (26a) and (26b)
imply that Aii < 0, while (26b) and (26c) imply that Aii +2Γ isi < 0 for all 1 ≤ s ≤ n. Thus,
(26a)–(26c) imply Assumption 2. Condition (22b) for s = 0 gives |Aji | ≤ |Aji + 2Γ jri |.
This is always true if either Aji or Γ
jr





have opposite signs, then this holds if and only if |Aji | ≤ |Γ jri |. Equation (26e) follows
from (22b) for s ≥ 1. 
6. Examples of quadratic systems
Example 4 (Explicit conditions for 2-species systems). Consider the 2-species system
(11). Assume that r(i) = 0 for i = 1,2, so that conditions (25) hold for both species. If
Γ 121 = 0, for species-1, these conditions reduce to2:





1 ≤ 0, (27b)
A21 ≥ max
{−Γ 121 ,−Γ 221 }. (27c)
Thus Γ rs1 ≤ 0 for all r, s, and A21 is positive. In particular, these conditions imply that
species-1 has a net negative direct effect on its own growth rate through the term A11,
but species-2 has a net positive direct effect on species-1, through the term A21, but no
or negative effect through direct species–species interactions, through the terms Γ rs1 ≤ 0.
Similar conditions apply for species-2.





















2Condition (25b) implies that Γ 111 ,Γ 121 ≤ 0. If Γ 121 = 0, then Γ 211 = Γ 121 < 0 and (25c) with i = s = 1
and j = 2 implies that signA21 = − signΓ 211 = +1. Hence, either Γ 221 = 0, or (25c) with i = 1 and
j = s = 2 implies that signΓ 221 = − signA21 = −1. That is, Γ 221 ≤ 0.
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The theory developed in previous sections implies that, subject to verification of the
inward-pointing condition (Example 2), the above set of conditions on the coefficients
of (11) is sufficient to ensure that there is a unique interior equilibrium that is globally
asymptotically stable.
Further discussion
In terms of the notation of (6), and assuming γ 00i = 0, the system (11) is:
x˙1 = a01x0 + a11x1 + a21x2 + 2γ 011 x0x1 + 2γ 021 x0x2 + γ 111 x21
+ 2γ 121 x1x2 + γ 221 x22 , (29a)
x˙2 = a02x0 + a12x1 + a22x2 + 2γ 012 x0x1 + 2γ 022 x0x2 + γ 112 x21
+ 2γ 122 x1x2 + γ 222 x22 . (29b)
Note from (9a) that ci = a0i , and hence to obtain the inward-pointing conditions (12a),
(12b), we require a0i > 0 for i = 1,2. Thus, there is positive external recruitment to avail-
able substrate for each species.
From (9c), Γ jki = γ jki − (γ j0i + γ 0ki ), which is non-positive by (25b). Thus,
γ
j0
i + γ 0ki ≥ γ jki . This gives the relations:
(i) 2γ 011 ≥ γ 111 , (ii) γ 011 + γ 021 ≥ γ 121 , (iii) 2γ 021 ≥ γ 221 , (30a)
(i) 2γ 012 ≥ γ 112 , (ii) γ 012 + γ 022 ≥ γ 122 , (iii) 2γ 022 ≥ γ 222 . (30b)
We also require Aii < 0, and from (9b) this implies:
(i) 2γ 011 + a11 < a01 , (ii) 2γ 022 + a22 < a02 . (31)
If we interpret ρi = −aii as the (positive) death rate of species i, then aii < 0. On the
other hand, λi = 2γ 0ii can be interpreted as the growth rate of species i due to utilization
of the substrate if it is positive, or as a density-dependent inhibition of recruitment and/or
growth if it is negative (Section 2). In the latter case (λi ≤ 0), (31) always holds. In the
former case (λi > 0), (31) can be interpreted as:
Growth rate − death rate < recruitment rate. (32)
This always holds, for example, if the death rate is greater than the growth rate, in which
case the species cannot persist without external recruitment. We call systems satisfying
(32) essentially recruitment limited.
Finally, (9b), (9c) together with (27c) yields:
(i) a21 + γ 021 + γ 121 − γ 011 ≥ a01 , (ii) a21 + γ 221 ≥ a01 , (33a)
(i) a12 + γ 012 + γ 122 − γ 022 ≥ a02 , (ii) a12 + γ 112 ≥ a02 . (33b)
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Since a01 > 0, (33a) implies that there must be net positive effects of species-2 on
the growth rate of species-1, acting either directly through a21 or indirectly through pair-
wise interactions. In particular, if a21 = 0, then (30a)(iii) and (33a)(ii) imply that γ 021 and
γ 221 must be positive (in fact 2γ 021 ≥ γ 221 ≥ a01 > 0). That is, species-2 has the effect of
“preparing the ground” (rendering the resource environment more favourable) for the
growth of species-1. However, this does not preclude the possibility that γ 121 is nega-
tive (though from (33a)(i) this requires 2γ 021 > 2a01 + λ1); i.e. direct interactions between
the two species are detrimental to the growth rate of species-1. Analogous considerations
apply to the effects of species-1 on species-2.
Example 5 (Generalized Lotka–Volterra systems). Consider an n-species system of the
form





i xixj . (34)
The coefficients may be interpreted as: a0i > 0 is the (positive) recruitment rate of species i
onto available substrate (represented by x0) from the external environment; ρi = −aii > 0
is the mortality rate of species i;λi = 2γ 0ii is the utilization rate by established species i
(represented by xi) of available substrate (represented by x0) when this is positive, and
is a density-dependent inhibition of recruitment and/or growth rate when it is negative.
Finally, γ iji represents the effect (positive, negative or zero) on the growth rate of species
i resulting from direct interaction with species j . We refer to a system of the form (34) as a
generalized Lotka–Volterra (L-V) system. Note that, when x0 = 0, it reduces to a classical
L-V system of the form defined by Eq. (1). However, the inward-pointing condition that
we require implies that x0 cannot remain equal to zero.
In particular, when xi = 0, x˙i = a0i x0, so that the species i population is re-established
through recruitment from the external environment onto available substrate (unless there
is no available substrate; i.e. unless x0 = 0). Species i is then in competition with every
other species to recruit onto this substrate. If there is no available substrate (i.e. x0 = 0),













To obtain the inward-pointing condition, we require this to be positive (so that substrate









Recalling that ρi = −aii > 0, this condition holds if and only if
γ
ij
i < ρi for all 1 ≤ i, j ≤ n. (35)
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From (9b), (9c), with γ 00i = 0, we have:
Aii = λi − ρi − a0i , (36a)
A
j
i = −a0i for j = i, (36b)
Γ iii = γ iii − λi, (36c)
Γ
ij
i = γ iji −
1
2
λi for j = i, (36d)
Γ
jk
i = 0 for i /∈ {j, k}. (36e)
The Assumption 2 conditions Aii < 0 again imply that growth rate minus death rate is
less than external recruitment rate, as in (32): i.e.
λi − ρi < a0i . (37)
It is convenient to analyse this system in the case in which Ω = −Dg has a uniformly
column-dominant diagonal. As discussed in Section 4, explicit conditions implying the
existence and global asymptotic stability of a unique equilibrium are determined by a
function r : {1, . . . , n} → {0,1, . . . , n}. We show in Appendix A that the explicit condi-
tions (25) arising from the choice r(i) = 0 are only possible for generalized L-V systems
if Γ iji = 0 for all j = i. In this case, the set of indices i for which r(i) = 0 defines a
semi-neutral subsystem, of the form (13), of the generalized L-V system.
Here we consider only functions r : {1, . . . , n} → {1, . . . , n}, with associated explicit
conditions of the form (26) (transposed for column dominance). The form of these con-
ditions for a general function r is complicated (see Appendix A). As an illustration, we
consider only the simple case in which r is the identity function r(i) = i. In this case,
conditions (26) are as follows (see Appendix A)3:
(26a): γ iii ≥ λi, (38a)
(26b): 2γ iii < λi + ρi + a0i , (38b)
(26c): λi ≤ 2
(
γ iii − γ iji
)
, j = i, (38c)
(26e): λj ≤ 2γ ijj ≤ 2a0j + λj , j = i. (38d)
Clearly, (38c), (38d) imply that 0 ≤ γ ijj ≤ γ jjj for j = i if λj ≥ 0. Hence, the system (34)




It now follows from (20) and (21) that fii = ω(i)ii and fij = |ω(i)j i | for j = i. Thus,
fii = −Aii − 2Γ iii = a0i + λi + ρi − 2γ iii and fij = |Aij + 2Γ iij | = |Aij | = a0j by (36b),
(36e). Thus, the derived matrix Fˆ = (fˆij ) has entries fˆii = fii , and fˆij = −fij = −a0j .
We conclude from Theorem 5 that, if the H-S conditions (17) hold for Fˆ , the system (34)
has a unique interior equilibrium x¯ that is globally asymptotically stable. That is, we
require
3In Appendix A we show that condition (26d) always holds for generalized L-V systems.
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for 1 ≤ k ≤ n. This follows from (38b) when k = 1. To evaluate Fˆ(k) for k > 1, write












D{R1, . . . ,Rk},
where
D{R1, . . . ,Rk} = det
⎛
⎜⎜⎜⎜⎝





. . . −1
−1 −1 · · · Rk
⎞
⎟⎟⎟⎟⎠ . (40)
Thus Fˆ(k) > 0 if and only if D{R1, . . . ,Rk} > 0.
For example,
D{R1,R2} = (1 + R1)(1 + R2) − (1 + R1) − (1 + R2) = R1R2 − 1,
and
D{R1,R2,R3}
= (1 + R1)(1 + R2)(1 + R3) − (1 + R1)(1 + R2) − (1 + R2)(1 + R3)
− (1 + R1)(1 + R3)
= R1R2R3 − R1 − R2 − R3 − 2.
These cases are illustrated in Fig. 2.
More generally, in the matrix in (40), subtract the (i − 1)-th row from the ith row for
1 < i ≤ k to obtain
D{R1, . . . ,Rk} = det
⎛
⎜⎜⎜⎜⎜⎜⎝
R1 −1 · · · −1 −1







. . . 1 + Rk−1 0
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Fig. 2 The darker surface is D{R1,R2,R3} = R1R2R3 − R1 − R2 − R3 − 2 = 0 in the positive
quadrant of (R1,R2,R3)-space. The lighter surface is D{R1,R2} = R1R2 − 1 = 0. The condition
D{R1,R2,R3} > 0 holds in the region lying above the dark grey surface. The condition D{R1,R2} > 0
holds in the region above the light grey surface in the plane R3 = 0
Now expand the determinant by the kth column to obtain
D{R1, . . . ,Rk} = (1 + Rk)D{R1, . . . ,Rk−1} −
k−1∏
i=1
(1 + Ri). (41)
This shows that D{R1, . . . ,Rk} > 0 implies D{R1, . . . ,Rk−1} > 0. Hence, the H-S condi-
tions reduce to the single condition D{R1, . . . ,Rn} > 0.
Clearly, D{R1} = R1, and by induction on n ≥ 2 using (41), we obtain:
D{R1, . . . ,Rn} =
n∏
i=1






(1 + Rj) for n ≥ 2. (42)




1 + Ri < 1. (43)
This result shows the existence of a large class of globally asymptotically stable
ecosystems of generalized Lotka–Volterra type. However, it also shows that, the more
species there are in the system (i.e. the larger n is), the larger, on average, the coefficients
Ri must be to maintain the stability condition (43).
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7. Discussion
In this paper we have introduced and presented a preliminary analysis of a class of
‘resource-bounded’ model ecosystems, designed to model a fundamental aspect of inter-
specific competition: exploitation competition (Miller, 1967). This refers to competition
arising from the joint exploitation by several species of a common limiting resource pool,
which we refer to as the underlying substrate. This is in contrast to most analyses of clas-
sical Lotka–Volterra (L-V) systems, defined by Eq. (1), which focus on direct species-to-
species interactions, whether competitive or otherwise; i.e. on properties of the commu-
nity matrix (e.g. MacArthur, 1970; May, 1973; Shigesada et al. 1984, 1989; reviewed in
Hofbauer and Sigmund, 1998, Chap. 15).
The models we consider admit several interpretations—hence our use of the neutral
term ‘substrate’ for the underlying resource. For example, the common resource could
be space into, or over which sessile organisms can grow, such as assemblages of terres-
trial plants, or marine benthic organisms such as corals (with their associated fish stocks),
which recruit from planktonic larval pools that may be supplied from many non-local
sources. A particular focus of recent research interest is the evolutionary ecology of mi-
crobial communities, whether organized as biofilms or host-adapted ‘commensal’ com-
munities. Such communities are thought to exhibit a variety of complex interactions, both
direct and indirect, many mediated by signalling molecules. A feature of these commu-
nities is their exposure to fluxes from the external environment of the host, their adapta-
tion to particular micro-environments within the host, and their extreme resilience in the
face of disturbance (Czárán et al., 2002; Horner-Devine et al., 2003; Rainey et al., 2005;
Ley et al., 2006; IWA Task Group, 2006; Dethlefsen et al., 2007). Alternatively, the sub-
strate could be interpreted in the sense of (bio-)chemistry, with the ‘species’ being vari-
eties of molecule that react both with the substrate and each other to form a biochemical
reaction system (Érdi and Tóth, 1989).
The results we have obtained concern conditions under which these model ecosystems
admit a unique (internal) equilibrium that is globally asymptotically stable. However, the
conditions we have found are rather general in character, and we have not focused here
on applications to specific example systems that have particular biological characteristics.
Nevertheless, an aspect of these globally stable systems we have emphasized is the impor-
tant role of exogenous recruitment of constituent species onto substrate. Such recruitment
guarantees that none of the constituent species can go extinct (though their equilibrium
representation may be small), and, technically, is necessary for the associated vector field
to be inward pointing on the boundary of state space (a simplex—see Section 2.2). This
condition allows us to apply the powerful index theory and the Poincaré–Hopf Theorem
(see Section 3.1).
The technical apparatus we have assembled allows us to construct suitable global Lya-
punov functions. In particular, the starkest form of exploitation competition arises in what
we refer to as ‘neutral systems’ (Section 3.2). These are systems in which the constituent
species react only with the substrate and not directly with each other. If we also allow
self-interference within each species (intra-specific competition), we call these systems
‘semi-neutral’. By constructing an explicit Lyapunov function, we show that such sys-
tems are always globally stable whenever there is positive exogenous recruitment of each
species. However, as exogenous recruitment of a species tends to zero, the species will
become extinct through competitive exclusion. Versions of such neutral systems, which
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incorporate stochastic exogenous recruitment (and by implication, elimination) have been
proposed as models that better account for the characteristics of real ecological communi-
ties than do traditional interaction-competition models (Hubbell, 2001). However, the role
of interaction competition remains unresolved (e.g. Tilman, 2004, who also emphasizes
the key role of exogenous recruitment). Our stability result for deterministic versions of
these neutral and semi-neutral models is clearly relevant to this debate, in that it shows
how stable ecosystems can arise from assemblages of species with only intrinsic proper-
ties.
For more general systems, which admit direct inter-species interactions, we generalize
the result of Ikeda and Siljak (1980) for classical L-V systems, that if the community ma-
trix has a dominant diagonal, then it is dissipative, and hence the system is globally stable
when it admits a positive equilibrium point. Our generalization requires consideration of
an extended form of diagonal dominance, which we call ‘uniform diagonal dominance’.
This property is used to construct suitable global Lyapunov functions (Theorems 2, 3).
We consider in detail explicit conditions under which uniform diagonal dominance holds
(Propositions 3 and 5) and unpack the implications for global stability (Theorems 4 and 5).
In particular, these conditions are applied to quadratic systems (Section 6).
The explicit conditions for an n-species system derived in Proposition 5 are specified
by a set-function r : {1,2, . . . , n} → {0,1,2, . . . , n}. Each such specification determines a
class of ecosystem models, and for each system in this class, an associated n×n matrix Fˆ .
The system is globally stable provided Fˆ is an M-matrix; i.e. the Hawkins–Simon condi-
tions (17) are satisfied. The examples of quadratic systems we consider in Section 6 are de-
fined by two simple choices of a set-function r : two-species systems with r(1) = r(2) = 0
(Example 4), and n-species generalized L-V systems with r(i) = i (Example 5), though
for the latter we detail the constraints arising from more general set-functions in Appen-
dix A. In particular, the set of species i for which r(i) = 0 defines (with suitably modified
parameters) a semi-neutral subsystem of the generalized L-V system. Thus, when r is the
identity function, the generalized L-V system has no such semi-neutral subsystems. For
species in such a subsystem, competition is purely exploitative, via the substrate. How-
ever, species in this subsystem may have direct interactive effects on species outside it.
In addition to the positive exogenous recruitment rates, a0i , other key parameters that
feature in our analyses are the net species death (or emigration) rates ρi , and the species–
substrate interaction coefficients, λi = 2γ i0i . We consider two possible interpretations for
the latter:
a. If λi > 0, it can be interpreted as the utilization rate of substrate by established repre-
sentatives of species i.
b. If λi < 0, it can be interpreted as a density-dependent inhibition of recruitment and/or
substrate-utilization by established species i.
For example, in case a, if the substrate is space over which sessile organisms grow,
then λi is just the lateral growth rate of species i. In case b, residents could inhibit each
other’s growth, or could render establishment of new recruits more difficult through res-
ident advantage in gaining necessary resources. These interpretations have implications
for the examples we consider in Section 6. Thus, for both Examples 4 and 5, in interpre-
tation a (λi > 0), the explicit conditions imply that the ecosystem must be ‘essentially
recruitment limited’, in the sense that growth rate − death rate < recruitment rate. How-
ever, in interpretation b, this condition is automatically satisfied, and so does not constrain
the system.
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These interpretations also have consequences for how the explicit conditions constrain
the direct species-to-species interaction coefficients, γ jki (the effect on the growth rate of
species i due to direct interactions between species j and species k). In particular, for the
generalized L-V systems considered in Example 5, the coefficients γ iji cannot be negative
under interpretation a, so that these systems are essentially cooperative. However, under
interpretation b, there are no such limitations on the sign of these coefficients. Of course,
mixed interpretations are possible, with λi = λai − λbi , where λai is a substrate utilization
rate and λbi is a (positive) density-dependent inhibition rate. Which of these effects domi-
nates, determines the sign of λi .
There is still much work to be done in understanding the systems considered in this
paper. In particular, it will be instructive to map out in detail the ecological implications
of the various possible explicit conditions arising from Proposition 5. Further, stochastic
effects, particularly as they affect exogenous recruitment, are clearly fundamental, though
our stability results imply that, once established, many multi-species communities will be
extremely resilient in the face of disturbances. However, the main message of this paper
is that there is a large and rich class of very robust (i.e. globally asymptotically stable)
resource-bounded model ecosystems, based on exploitation competition of an underly-
ing limiting resource, which should find application in modelling a variety of real-world
domains.
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Consider a semi-neutral system of the form (13) described in Section 3.2. Here we prove
the assertion that L(x) = 12g(x) · Q(x)g(x), with Q(x) = diag{d1(x1), . . . , dn(xn)} and
di(xi) = 1/(a0i + λixi) given by (14), defines a global Lyapunov function for the system
(13). From (13) and (14):
∂x˙i
∂xj
= −(a0i + λixi) − δij (ρi − λix0 + 2κixi) = − 1di(xi) − δij ci(x),
where ci(x) = ρi − λix0 + 2κixi . Note that ci(x) > 0, since we are assuming that ρi > λi
and κi ≥ 0. It follows that
−Q(x)Dg(x) = E + diag{d1(x1)c1(x), . . . , dn(xn)cn(x)},
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where E is the constant matrix all of whose entries are 1. Clearly, the diagonal matrix
is positive definite. Also, for any u ∈ Rn, we have Eu = (e · u)e, where e ∈ Rn is the
vector all of whose entries are 1. Thus u · Eu = (e · u)2 ≥ 0. It follows that Q(x)Dg(x)
is negative definite for each x ∈ Δ, and hence that the eigenvalues of Dg(x) all have
negative real parts. The Index Theorem (Section 3.1) then guarantees the existence of a
unique equilibrium x¯ ∈ intΔ.
Now consider Q˙(x) = diag{d˙1(x1), . . . , d˙n(xn)}. We have:
d˙i (xi) = − λix˙i
(a0i + λixi)2

























(ρi + κixi) + κixi − (ρi − λix0 + 2κixi)
= di(xi)a0i (ρi + κixi) + κixi − ci(x).
Thus:
d˙i (xi) = di(xi)ci(x) − di(xi)hi(x),
where hi(x) = κixi + di(xi)a0i (ρi + κixi), which is clearly positive. Hence:
Q˙(x) = diag{d1(x1)c1(x), . . . , dn(xn)cn(x)}
− diag{d1(x1)h1(x), . . . , dn(xn)hn(x)}.
We now obtain:



































d1(x1)h1(x), . . . , dn(xn)hn(x)
}]
g(x).
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Clearly the diagonal matrices in this expression are positive definite. Also, as noted above,
u ·Eu = (e ·u)2 ≥ 0. It follows that L˙(x) < 0 for all x = x¯, and hence that L(x) is a global
Lyapunov function for this system.
In fact, using the formulae (15), we can derive the unique equilibrium for semi-neutral
systems explicitly. Thus, adding the formulae (15) for 1 ≤ i ≤ n and using (5) gives the
relation H(x¯0) = 1, where





{−(ρi − λix0) + √(ρi − λix0)2 + 4κia0i x0}.
Clearly H(0) = 0 and H(1) > 1. Further, it is easily shown that H(x0) is a monoton-
ically increasing function of x0, and hence that there is a unique x¯0 ∈ (0,1) satisfying
H(x¯0) = 1. This provides an elementary proof of the uniqueness of equilibrium for semi-
neutral systems.
A.2 Proof of Theorem 2
We adapt an argument originally due to Araki and Kondo (1972). Let c and d be pos-
itive vectors such that Ωˆd > 0 and ΩˆT c > 0 (for brevity, the argument x is tem-
porarily suppressed). Let C = diag{c1, . . . , cn},D = diag{d1, . . . , dn} and Q = CD−1 =
diag{q1, . . . , qn}, where qi = ci/di . Note that Qd = c. Thus, (QΩˆ + ΩˆT Q)d = QΩˆd +
ΩˆT c > 0, since Q is a positive diagonal matrix and hence Qx > 0 for any positive vec-
tor x.
Now let Π = QΩ + ΩT Q. Then πij = qiωij + qjωji . Thus, πˆii = |πii | = 2qi |ωii | =
(QΩˆ + ΩˆT Q)ii , and for j = i, πˆij = −|πij | ≥ −qi |ωij | − qj |ωji | = qiωˆij + qj ωˆji =












QΩˆ + ΩˆT Q)d]
i
> 0,
for each i, since (QΩˆ + ΩˆT Q)d > 0. Reinstating the argument x, this shows that
Πˆ(x)d > 0 for all x ∈ Δ and hence that Π(x) has a uniformly row-dominant diago-
nal. Since Π(x) is symmetric and has positive diagonal entries, it is positive definite by
Proposition 1. That is, QΩ(x) is positive definite for all x ∈ Δ. The result now follows
from Theorem 1.
A.3 Proof of Theorem 3
By Assumption 2, Ω(x)has positive diagonal entries. Thus, if Ω(x) has a uniformly dom-
inant diagonal (either row or column), then, by Proposition 1, the eigenvalues of Ω(x) all
have positive real parts. Since Dg(x) = −Ω(x), the eigenvalues of Dg(x) all have nega-
tive real parts, and hence that sign detDg(x) = (−1)n for all x ∈ Δ. By the Index Theorem
(Section 3.1), this implies that x˙ = g(x) has exactly one equilibrium x¯ ∈ intΔ.
Let v ∈ Rn be a fixed vector, and suppose x ∈ Δ with x = x¯. Since Δ is convex,
θx + (1 − θ)x¯ ∈ Δ for 0 ≤ θ ≤ 1. Define a scalar function ϕv : [0,1] → R by ϕv(θ) =
v · g(θx + (1 − θ)x¯). Then
ϕ′v(θ) = v · Dg
(
θx + (1 − θ)x¯)(x − x¯).
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By the Mean Value Theorem, there is a θ ∈ (0,1)such that ϕv(1)−ϕv(0) = ϕ′v(θ). That is,
v · (g(x) − g(x¯)) = v · Dg(θx + (1 − θ)x¯)(x − x¯). (A.1)
Now define a function
Lv(x) = v · (x − x¯). (A.2)
Then, since x˙ = g(x), it follows from (A.1) that
L˙v(x) = v · g(x) = v ·
(
g(x) − g(x¯)) = v · Dg(x˜)(x − x¯), (A.3)
where x˜ = θx + (1 − θ)x¯.
We consider two cases.
Case 1: First suppose that Ω = −Dg has a uniformly column-dominant diagonal.
Take v to be the vector defined by vi = di sign(xi − x¯i ). Then from (A.2), Lv(x) =∑n
i=1 di |xi − x¯i |. Clearly, Lv(x) ≥ 0 with equality if and only if x = x¯. Also, from (A.3):
L˙v(x) = −v · Ω(x˜)(x − x¯) = −
∑
i,j












(xi − x¯i )
{
diωii(x˜) sign(xi − x¯i ) +
∑
j =i





∣∣(xi − x¯i )∣∣
{
diωii(x˜) + sign(xi − x¯i )
∑
j =i





∣∣(xi − x¯i )∣∣diωii(x˜) + n∑
i=1
















for x = x¯, since Ω has a uniformly column-dominant diagonal. This shows that Lv(x) is
a global Lyapunov function on Δ, and hence that x¯ is globally asymptotically stable.
Case 2: Now suppose that Ω = −Dg has a uniformly row-dominant diagonal. Let i∗
be an index for which
max
i
{ |xi − x¯i |
di
}
= |xi∗ − x¯i∗ |
di∗
,
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and in (A.2) take vi = 0 for i = i∗ and vi∗ = sign(xi∗ − x¯i∗)/di∗ . Then,
Lv(x) = |xi∗ − x¯i∗ |
di∗
.
Clearly, Lv(x) ≥ 0 with equality if and only if x = x¯. Also, from (A.3):








|xi∗ − x¯i∗ |ωi∗i∗(x˜) + sign(xi∗ − x¯i∗)
∑
j =i∗























for x = x¯, since Ω has a uniformly row-dominant diagonal. This shows that Lv(x) is a
global Lyapunov function on Δ, and hence that x¯ is globally asymptotically stable.
A.4 Generalized L-V systems
Consider a function r : {1, . . . , n} → {0,1, . . . , n} defining explicit conditions for a gen-
eralized L-V system of the form (34), as discussed in Section 6.
First consider indices i for which r(i) = 0. If such an i exists, then the correspond-
ing explicit conditions are (25). For s = j = i, (25b) and (36d) imply that Γ jij = γ jij −
1
2λj ≤ 0. That is, 2γ jij ≤ λj . On the other hand, if Γ jij = 0, then (25c) and (36b) with
s = i = j imply that signΓ ijj = − signAij = +1, and hence 2γ jij > λj . This is a contra-
diction. The only other possibility is Γ jij = 0 for all i = j . That is, 2γ jij = λj .
If i is an index for which r(i) = 0, then substituting γ iji = 12λi forj = i and using∑
j =i xj = 1 − x0 − xi , shows that Eq. (34) reduces to the form:








λi − γ iii
)
x2i ,
where ρi = −aii and λi = 2γ i0i . This has the form of a semi-neutral system (13):
x˙i = a0i x0 − ρ˜ixi + λ˜ix0xi − κ˜ix2i , (A.4)
where ρ˜i = ρi − 12λi, λ˜i = 12λi and κ˜i = 12λi − γ iii . Note that (35) implies that ρi > γ iji =
1
2λi for any j = i, and hence ρ˜i > 0. Also, (25b) implies that Γ iii ≤ 0, and hence, from
(36c), λi − γ iii ≥ 0. This gives λ˜i + κ˜i ≥ 0. Note also that (25a) and (36a) imply that
λi − ρi < a0i , and hence that λ˜i − ρ˜i < a0i . That is, the derived system (A.4) is essentially
recruitment limited in the sense of (32).
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We have shown that the set of indices i for which r(i) = 0 and the explicit conditions
(25) hold, determines a semi-neutral subsystem of the generalized L-V system.
Now consider indices i for which r(i) = 0. The relevant explicit conditions are (26).
We describe these conditions as they apply to generalized L-V systems below.
Condition (26a): Γ ir(i)i ≥ 0.
If r(i) = i, (36c) ⇒ γ iii ≥ λi. (A.5)




Condition (26b): Aii + 2Γ ir(i)i < 0.
If r(i) = i, (36a), (36c) ⇒ 2γ iii < λi + ρi + a0i . (A.7)
If r(i) = i, (36a), (36d) ⇒ 2γ ir(i)i < ρi + a0i . (A.8)
Condition (26c): Γ isi ≤ Γ ir(i)i for 1 ≤ s ≤ n.
If s = r(i), the condition holds trivially.
If s = i = r(i), then the condition is Γ iii ≤ Γ ir(i)i . This reduces to γ iii − λi ≤ γ ir(i)i −
1
2λi , which gives:
2
(
γ iii − γ ir(i)i
) ≤ λi, r(i) = i. (A.9)
If s = j = i, r(i), the condition is Γ iji ≤ Γ ir(i)i . That is, γ iji − 12λi ≤ γ iii − λi if r(i) = i,
and γ iji − 12λi ≤ γ ir(i)i − 12λi if r(i) = i. Thus:
λi ≤ 2
(
γ iii − γ iji
)
, r(i) = i = j, (A.10)
γ
ij
i ≤ γ ir(i)i , r(i) = i = j = r(i). (A.11)
Condition (26e): |Aij + 2Γ isj | ≤ |Aij + 2Γ ir(i)j | for j = i, s ≥ 1.
If j = i, r(i) this reduces to |Aij + 2Γ isj | ≤ |Aij | by (36e). If s = j then Γ isj = 0
again by (36e), and the condition holds trivially. If s = j , the condition is: |−a0j +
2γ ijj − λj | ≤ a0j . This holds if and only if:
λj ≤ 2γ ijj ≤ λj + 2a0j , j = i, r(i). (A.12)
If j = r(i) = i, then (26e) reduces to |Air(i) + 2Γ isr(i)| ≤ |Air(i) + 2Γ ir(i)r(i) |. If s = r(i), this
holds trivially. If s = r(i), the condition reduces to |Air(i)| ≤ |Air(i) + 2Γ ir(i)r(i) | by (36e).
That is, a0r(i) ≤ |−a0r(i) + 2γ ir(i)r(i) − λr(i)|, which gives
Either: 2γ r(i)ir(i) ≤ λr(i), (A.13)
Or: 2γ r(i)ir(i) ≥ λr(i) + 2a0r(i). (A.14)
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Condition (26d): If Γ ir(i)j and Aij have opposite signs for j = i, then |Aij | ≤ |Γ ir(i)j |.
Sign Aij = −1 by (36b), and so this condition is non-empty only if Γ ir(i)j > 0.
If j = i, r(i), then Γ ir(i)j = 0 and the condition is empty.
If j = r(i) = i, then either 2Γ ir(i)j = 2Γ ijj = 2γ ijj − λj ≤ 0 if (A.13) holds, in which
case the condition is empty, or 2Γ ir(i)j = 2Γ ijj = 2γ ijj − λj ≥ 2a0j > 0 if (A.14) holds, in
which case the condition holds trivially since |Aij | = a0j .
Hence condition (26d) always holds for generalized L-V systems.
Open Access This article is distributed under the terms of the Creative Commons Attribution Noncom-
mercial License which permits any noncommercial use, distribution, and reproduction in any medium,
provided the original author(s) and source are credited.
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