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ON ASYMPTOTIC DEPTH OF INTEGRAL CLOSURE
FILTRATION AND AN APPLICATION
TONY J. PUTHENPURAKAL
Abstract. Let (A,m) be an analytically unramified formally equidimensional
Noetherian local ring with depthA ≥ 2. Let I be an m-primary ideal and set
I∗ to be the integral closure of I. Set G∗(I) =
⊕
n≥0(I
n)∗/(In+1)∗ be the
associated graded ring of the integral closure filtration of I. We prove that
depthG∗(In) ≥ 2 for all n≫ 0. As an application we prove that if A is also an
excellent normal domain containing an algebraically closed field isomorphic to
A/m then there exists s0 such that for all s ≥ s0 and J is an integrally closed
ideal strictly containing (ms)∗ then we have a strict inequality µ(J) < µ((ms)∗)
(here µ(J) is the number of minimal generators of J).
1. introduction
1.1. Setup: Throughout (A,m) is a Noetherian local ring and I is an m-primary
ideal Throughout we consider multiplicative I-stable filtration of ideals
F = {In}n≥0, i.e., we assume
(1) I0 = A and In+1 ⊆ In for all n ≥ 0
(2) I1 6= A and I ⊆ I1.
(3) InIm ⊆ In+m for all n,m ≥ 0.
(4) IIn = In+1 for all n≫ 0
Let R(I) =
⊕
n≥0 I
ntn be the Rees-algebra of A with respect to I. Set R(F) =⊕
n≥0 Int
n be the Rees-algebra of F . By our assumption R(F) is a finite extension
of R(I) in A[t]. Also set G(F) =
⊕
n≥0 In/In+1 the associated graded ring of F .
If G = {(In)
∗} the integral closure filtration of I then we set G∗(I) = G(G). We
note that if A is analytically unramified (i.e., Â is reduced) then the integral closure
filtration of I is a multiplicative I-stable filtration of ideals.
The following result is definitely known. We sketch a proof for the convenience
of the reader.
Proposition 1.2. (with hypotheses as in 1.1). Further assume that A is analyti-
cally unramified. We have In ⊆ (I
n)∗ for all n ≥ 1.
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Sketch of a proof. The integral closure of R(I) in A[t] is the Rees-algebra of the
integral closure filtration of I. By our assumption R(F) is a finite extension of
R(I) in A[t]. The result follows. 
1.3. As A is reduced we have that depthA > 0. It follows that the ideals (In)∗
are all Ratliff-Rush. So depthG∗(I) > 0. Recall a Noetherian local ring A is
called formally equidimensional if dim Â/P = dimA for all minimal primes of Â,
the completion of A with respect to m. In the literature, the local rings with this
property are also called quasi-unmixed. Our main result is
Theorem 1.4. Let (A,m) be an analytically unramified formally equidimensional
Noetherian local ring with depthA ≥ 2. Let I be an m-primary ideal and set I∗ to
be the integral closure of I. Then depthG∗(In) ≥ 2 for all n≫ 0.
Remark 1.5. We note that there exists n0 such that (I
n)∗ is a normal ideal for
all n ≥ n0. If A is Cohen-Macaulay then it follows from a result of Huckaba and
Huneke, [3, 3.1], that depthG(((In)∗)k) ≥ 2 for all k ≫ 0. Even in this case it does
not immediately follow that depthG((In)∗) ≥ 2 for all n≫ 0.
Application: Let (A,m) be a Noetherian local ring with d = dimA ≥ 1 and
I an m-primary ideal of A. The notion of m-full ideals was introduced by D.
Rees and J. Watanabe ([9]) and they proved the “Rees property” for m-full ideals,
namely, if I is m-full ideal and J is an ideal containing I, then µ(J) ≤ µ(I), where
µ(I) = ℓA(I/mI) is the minimal number of generators of I. Also, they proved that
integrally closed ideals are m-full if A is normal.
Suppose depthA > 0. Then m˜n, the Ratliff-Rush closure of mn, is m-full ([1,
Proposition 2.2]). Thus mn is m-full for sufficiently large n.
Sometimes we need stronger property for µ(I) and we will call it “Strong Rees
property” (SRP for short).
Definition (Strong Rees Property). Let I be an m-primary ideal of A. Then
we say that I satisfies the strong Rees property if for every ideal J ) I, we have
µ(J) < µ(I).
In a recent paper the author with K. Watanabe and K. Yoshida proved the
following result, [8, 3.2]:
Theorem 1.6. Let (A,m) be a Noetherian local ring. Assume that depthA ≥ 2 and
H1
M
(G) has finite length, where G = G(m) = ⊕n≥0m
n/mn+1. If mℓ is Ratliff-Rush
closed, then mℓ has SRP.
For integrally closed ideals we have the following weaker form of SRP.
Definition (SRP ∗ for integrally closed ideals ). Let I be an m-primary in-
tegrally closed ideal of A. Then we say that I satisfies the *-strong Rees property
for integrally closed ideals if for every ideal J ) I with J integrally closed, we have
µ(J) < µ(I).
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Our application of Theorem 1.4 is the following:
Theorem 1.7. Let (A,m) be an excellent normal domain of dimension d ≥ 2 with
algebraically closed residue field. Then there exists s0 such that if j ≥ s0 and I is
an integrally closed ideal with I ! (mj)∗; then µ(I) < µ((mj)∗).
Technique used to prove our results:
The main technique for this paper is to consider LF =
⊕
n≥0A/In+1. This is a
module over R(I), see 3.1. When F is the I-adic filtration then this technique was
developed in [6],[7]. Although this module is not finitely generated as a R-module
it has the following good properties:
Proposition 1.8. Assume A is an analytically unramified local ring. Let F be a
multiplicative I-stable filtration over an m-primary ideal I. Let M be the maximal
homogeneous ideal of R(I). Then
(1) H0
M
(LF)n = 0 for all n≫ 0.
(2) Set H0
M
(LF)n = I
◦
n+1/I
n+1. Then I◦n+1 ⊆ (In+1)
∗.
(3) If depthA ≥ 2 then we have
(a) H1
M
(LF )n = 0 for all n≫ 0.
(b) ℓ(H1
M
(LF )n) <∞ for all n ∈ Z.
(c) For all n < 0 we have ℓ(H1
M
(LF)n−1) ≤ ℓ(H
1
M
(LF)n).
We now describe in brief the contents of this paper. In section two we describe
a few preliminaries that we need. In section three we describe our construction LF
and prove Proposition 1.8. In section four we prove Theorem 1.4. Finally in section
five we prove Theorem 1.7.
2. preliminaries
In this section we collect a few preliminaries that we need.
2.1. Some properties of multiplicative I-stable filtrations:
(1) Let F = {In}n≥0 be a multiplicative I-stable filtration and let x ∈ I. Set
B = A/(x), I = I/(x) and let F = {(In + (x))/(x)}n≥0 be the quotient
filtration of F . Then F is a multiplicative I-stable filtration.
(2) If the residue field k is infinite then we may choose x which is both I and
F -superficial.
(3) Set F<l> = {Inl}n≥0. Then F
<l> is a multiplicative I l-stable filtration.
2.2. Flat Base Change: In our paper we do many flat changes of rings. The
general set up we consider is as follows:
Let φ : (A,m)→ (A′,m′) be a flat local ring homomorphism with mA′ = m′. Set
I ′ = IA′ and if N is an A-module set N ′ = N ⊗A′. Set k = A/m and k′ = A′/m′.
Let F = {In}n≥0 be a multiplicative I-stable filtration. Then F
′ = {I ′n}n≥0 is a
multiplicative I ′-stable filtration.
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Properties preserved during our flat base-changes:
(1) ℓA(N) = ℓA′(N
′).
(2) dimM = dimM ′ and grade(K,M) = grade(KA′,M ′) for any ideal K of A.
(3) depthG(F) = depthG(F ′).
Specific flat Base-changes:
(a) A′ = A[X ]S where S = A[X ] \ mA[X ]. The maximal ideal of A
′ is n = mA′.
The residue field of A′ is k′ = k(X). Notice that k′ is infinite.
(b) A′ = Â the completion of A with respect to the maximal ideal.
(c) A′ = A[X1, . . . , Xn]S where S = A[X1, . . . , Xn]\mA[X1, . . . , Xn]. The maximal
ideal of A′ is n = mA′. The residue field of A′ is l = k(X1, . . . , Xn). Notice
that if I is integrally closed then I ′ is also integrally closed.
(d) When depthA ≥ 2 and A is formally equidimensional, then Ciuperca˘ [2, Corol-
lary 2] shows that in A′ (for n = µ(I) in (ii)) there exists a superficial element
y ∈ I ′ such that the A′/(y) ideal J = I ′/(y) is also integrally closed (if I is
integrally closed). We call A′ general extension of A with respect to I. Also if
I = (a1, . . . , an) then we can choose y to be
∑n
i=1 aiXi. We call the latter a
generic element of I ′. We note that Ciuperca˘ observes that y is also superficial
for the integral closure filtration of I, see [2, Section 2.5].
We will need the following result in the proof of Theorem 1.4. It is definitely
known to experts. We give a proof for the convenience of the reader
Lemma 2.3. Let (A,m) be an analytically unramified, formally equidimensional
Noetherian local ring with depthA ≥ 2. Let K be an m-primaryideal of A. Then
there exists a flat local homomorphism φ : A → A′ with mA′ = m′ and that there
exists y ∈ K ′ such that
(1) the ring A′/(y) is analytically unramified.
(2) y is superficial for both the K ′-adic filtration and the integral closure filtration
of K ′.
(3) the ideal (K ′)∗A′/(y) is integrally closed in A′/(y).
(4) (Kn)∗A′ = ((K ′)n)∗ for all n ≥ 1.
Proof. We construct A′ in two steps. First we complete A. Notice by assumption
Â is equidimensional and reduced. Let K = (a1, . . . , am). Then KÂ is generated
by images of ai in Â. Set A
′ = Â[X1, . . . , Xm]m̂Â[X1,...,Xm] and y =
∑m
i=1 aiXi.
Then as noted in 2.2(d) we get that (2), (3) hold true. Also trivially (4) holds.
(1) Set T = Â[X1, . . . , Xm]. Let P be a minimal prime ideal of (y) in A
′.
Then heightP = 1. There exists a prime ideal Q of T containing (y) such that
heightQ = 1 and QA′ = P . As depthA′ ≥ 2 we get that there exists ai such that
ai /∈ Q. Say am /∈ Q. Then (T/(y))Q is a localization of Â[X1, . . . , Xm−1]. The
latter ring is reduced. So (T/(y))Q is reduced. As (A
′/(y))P is a localization of
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(T/(y))Q it is also reduced. Thus A
′/(y) is reduced. As it is also excellent we get
that A′/(y) is analytically unramified. 
3. LF
In this section we define LF and study few of its properties. We also prove prove
Proposition 1.8 which is the most important technical result of this paper.
3.1. Let (A,m) be a Noetherian local ring and let I be an m-primary ideal of A. Let
F = {In}n≥0 be an I-stable multiplicative filtration of A. Set L
F =
⊕
n≥0A/In+1.
Note that we have a short exact sequence of R(I)-modules
(1) 0→R(F)→ A[t]→ LF(−1)→ 0.
It follows that LF is a R(I)-module. Note that it is not finitely generated R(I)-
module.
Throughout we take local cohomology of R(I)-modules with respect to M =
m⊕R(I)+, the maximal homogeneous ideal of R(I). Recall a graded R(I)-module
V is said to be ∗-Artinian if every descending chain of graded submodules of V
stablizes. For instance if E is a finitely generated graded R(I)-module then for all
i ≥ 0 the R(I)-modules Hi
M
(E) is ∗-Artinian.
3.2. We will use the following well-known result regarding *-Artinian modules quite
often:
Let V be a *-Artinian R(I)-module. Then
(a) Vn = 0 for all n≫ 0
(b) If ψ : V (−1)→ V is a monomorphism then V = 0.
(c) If φ : V → V (−1) is a monomorphism then V = 0.
We begin with the following easy result
Lemma 3.3. Let depthA = c ≥ 1. Then for i = 0, . . . , c− 1 we have Hi
M
(LF) is
∗-Artinian. In particular Hi
M
(LF)n = 0 for n≫ 0.
Proof. We take local cohomology of short exact sequence (1) in 3.1 with respect to
M. We note that if a1, . . . , ac is an A-regular sequence then a1t
0, . . . , act
0 ∈M0 is
an A[t]-regular sequence. This yields that Hi
M
(LF(−1)) to be a R(I)-sub-module
of Hi+1
M
(R(F)) for i = 0, . . . , c− 1. The result follows. 
As an easy consequence we get the following
Corollary 3.4. Assume A is analytically unramified. Set L∗I =
⊕
n≥0A/(I
n+1)∗.
Then H0(L∗I) = 0.
Proof. We note that depthA > 0. So by 3.3 we get that H0
M
(LF) is 8-Artinian.
Also note that (In)∗ is Ratliff-Rush for all n ≥ 1. In particular we have that G∗(I)
has positive depth, in particular H0(G∗(I)) = 0.
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We have a short exact sequence 0 → G∗(I) → L∗I → L
∗
I(−1) → 0. Taking local
cohomology with respect to M we get an inclusion H0
M
(L∗I) →֒ H
0
M
(L∗I)(−1). The
result follows from 3.2. 
We now give
Proof of Proposition 1.8. (1) This follows from 3.3.
(2) As A is analytically unramified the module R∗(I)/R(F) =
⊕
n≥1(In)
∗/In
is a finintely generated R(I)-module. We have a short exact sequence of R(I)-
modules
0→W (1)→ LF → L∗I → 0.
Taking local cohomology with respect to M we get
0→ H0
M
(W (1))→ H0
M
(LF)→ H0
M
(L∗I)
But H0
M
((L∗I) = 0 by 3.4. So we have
I◦n+1
In+1
= H0
M
(LF)n = H
0
M
(W (1))n ⊆W (1)n =
(In+1)∗
In+1
.
The result follows.
(3) (a) This follows from 3.3.
3(b) Let x be both F and I-superficial. Then note we have a short exact sequence
for all n ≥ 0
0→
(In+1 : x)
In
→
A
In
αn−−→
A
In+1
→
A
(In+1, x)
→ 0,
where αn(a+ In) = xa+ In+1. Set B = A/(x). Let F be the quotient filtration of
F . Thus we have a short exact sequence of R(I)-modules
0→W → LF(−1)
xt
−→ LF → LF → 0.
As x is F -superficial we get that W has finite length. So we have a short exact
sequence
(†) H0M(L
F )n → H
1
M(L
F)n−1 → H
1
M(L
F )n
Say H1
M
(LF)n = 0 for all n ≥ s. We note that H
0
M
(LF)n has finite length for
all n ≥ 0 and is zero for n < 0. Evaluating (†) at n = s we get that H1
M
(LF )s−1
has finite length. Evaluating (†) at n = s− 1 yields an exact sequence
H0
M
(LF)s−1 → H
1
M
(LF)s−2 → H
1
M
(LF )s−1
It follows that H1
M
(LF )s−2 has finite length. Iterating we get that H
1
M
(LF )n has
finite length for all n ≤ s.
3(c) This follows from (†) as H0
M
(LF)n is zero for n < 0. 
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4. Proof of Theorem 1.4
In this section we give proof of Theorem 1.4. We also prove an additional result
which will be useful in the proof of Theorem 1.7.
Proof of Theorem 1.4. Let F = {(In)∗} be the integral closure filtration of I. We
note that for r ≥ 1, F<r> is the integral closure of filtration of Ir. Observe that
(
LF(−1)
)<r>
= LF
<r>
(−1)
Also note that M<r> is the maximal homogenous ideal of R(Ir). As local coho-
mology commutes with the Veronese functor and as H1
M
(LF )j = 0 for j ≫ 0 it
follows that there exists r0 such that for r ≥ r0 we have H
1
M<r>
(LF
<r>
(−1))j = 0
for all j ≥ 1.
Fix r ≥ r0. Set K = I
r. We do the construction as in 2.3. So we may assume
that there exists y ∈ K which is superficial for both the K-adic filtration and
the integral closure filtration of K. Furthermore A/(y) is analytically unramified.
Let G = {(Kn)∗} be the integral closure filtration of K and let G be it’s quotient
filtration in A/(y). Note we have an short exact sequence of R(K)-modules
0→ LG(−1)
yt
−→ LG → LG → 0.
This induces a long exact sequence in cohomology. Note H0(LG) = 0. Furthermore
by construction H1(LG)j = 0 for j ≥ 0. So for all n ∈ Z we have an exact sequence
0→ H0(LG)n → H
1(LG)n−1
It follows that H0(LG)n = 0 for n ≥ 1. We note that as A/(y) is analytically
unramified we have by 1.8(2)
H0(LG)0 = U/V, where V = K∗ and U ⊆ (K∗)
∗, by 1.8(2).
But by our construction K∗ is integrally closed in A/(y). So H0(LG) = 0. We also
have a short exact sequence
0→ G(G)→ LG → LG(−1)→ 0.
Taking cohomology we get depthG(G) ≥ 1. By Sally descent, [4, 2.2] we get
depthG(G) ≥ 2. The result follows. 
The following result is needed in the proof of Theorem 1.7.
Lemma 4.1. Let (A,m) be an analytically unramified formally equidimensional
Noetherian local ring with depthA ≥ 2. Let I be an m-primary ideal. Set F =
{(In)∗}n≥0 to be the integral closure filtration of I. Then H
1(LF ) has finite length.
Proof. By Theorem 1.4 there exists r ≥ 1 such that G∗(Ir) has depth atleast r.
Let G be the integral closure filtration of Ir. So we have an exact sequence
0→ G(G)→ LG → LG(−1)→ 0.
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Taking cohomology we get an injective map H1(LG) → H1(LG)(−1). By 3.2 we
get H1(LG) = 0.
As observed before
(LF(−1))<r> = LG(−1).
As local cohomology commutes with the Veronese functor we get that
H1(LF)−r−1 = 0. The result now follows from 1.8(3). 
5. Proof of Theorem 1.7
Our proof is quite similar in spirit to proof of Theorem 1.6. However it is different
in some places. So we are forced to give the whole proof.
Proof of Theorem 1.7. We first note that as A is excellent and normal Â is also a
normal domain of dimension d ≥ 2, see [5, 32.2]. In particular A is analytically
unramified, formally equidimensional with depthA ≥ 2. So all the techniques
developed in the earlier sections are applicable.
The Rees algebra of the integral closure filtration of m is a finite module over
R(m). In particular there exists an s0 such that for all j ≥ s0 we have m(m
j)∗ =
(mj+1)∗. Choose j ≥ s0.
Step-1 We we may assume λ(I/(mj)∗) = 1.
By [10, 2.1] there exists a chain of integrally closed ideals
I = I0 ! I1 ! I2 ! · · · ! Is1 ! Is = (m
j)∗,
with λ(Ii/Ii+1) = 1 for i = 0, . . . , s− 1. As Ij are integrally closed and A is normal
they are m-full. So we have
µ(I) = µ(I0) ≤ µ(I1) ≤ µ(I2) ≤ · · · ≤ µ(Is−1) ≤ µ((m
j)∗).
Thus it suffices to prove µ(Is−1) < µ((m
j)∗). Thus we may assume λ(I/(mj)∗) = 1.
Step-2 A consequence of assuming λ(I/(mj)∗) = 1.
Note mI ⊆ (mj)∗. Also note that
(mj+1)∗ = m(mj)∗ ⊆ mI.
We have an exact sequence
0→
(mj)∗ ∩mI
(mj+1)∗
→
(mj)∗
(mj+1)∗
→
I
mI
→
I
(mj)∗ +mI
→ 0.
We note that (mj)∗ + mI = (mj)∗ and (mj)∗ ∩ mI = mI. Furthermore m(mj)∗ =
(mj+1)∗. Thus the above exact sequence yields an exact sequence
0→
mI
(mj+1)∗
→
(mj)∗
m(mj)∗
→
I
mI
→
I
mj
→ 0.
Thus to prove our result it suffices to show c = λ(mI/(mj+1)∗) ≥ 2.
To show c ≥ 2 we have to consider some modules over the Rees algebra R(m) =
A[mt] of m.
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Step 3: Some modules over the Rees algebra R(m).
We first list some finitely generated R(m)-modules that are pertinent to our result.
(1) R∗ =
⊕
i≥0(m
i)∗ti is a finitely generated R(m)-module.
(2) R∗≥j =
⊕
i≥j(m
i)∗ti is an R(m)-submodule of R∗.
So R∗≥j(+j) =
⊕
i≥0(m
j+i)∗ti is a finitely generated R(m)-module.
(3) The filtration
I ⊇ mI ⊇ m2I ⊇ · · · ⊇ miI ⊇ mi+1I ⊇ · · ·
is m-stable (note that it is not multiplicative). So E =
⊕
i≥0 m
iIti is a finitely
generated R(m)-module.
(4) By our assumption on j we get that R∗≥j(+j) ⊆ E. So C = E/R
∗
≥j(+j) is a
fintely generated R-module. Note
C =
I
(mj)∗
⊕
mI
(mj+1)∗
t⊕
m
2I
(mj+2)∗
t2 ⊕ · · ·
m
iI
(mj+i)∗
ti ⊕ · · · ,
=
I
(mj)∗
⊕
mI
m(mj)∗
t⊕
m
2I
m2(mj)∗
t2 ⊕ · · ·
m
iI
mi(mj)∗
ti ⊕ · · · .
We now list two NOT finitely generated modules over R(m) which is of interest to
us:
(1) L =
⊕
i≥0A/(m
i+1)∗. By 3.1 we get that L is a R(m)-module.
(2) We also have an exact sequence
0→ E → A[t]→ V → 0,
where V =
⊕
i≥0 A/m
iI. It follows that V is a R-module.
Step 4: Some local cohomology computations.
Throughout we compute local cohomology with respect to M, the maximal homo-
geneous ideal of R(m). As depthA ≥ 2 there exists x, y ∈ m such that x, y is an
A-regular sequence. We note that xt0, yt0 ∈ M0 is an A[t]-regular sequence. So
H0(A[t]) = H1(A[t]) = 0. It follows that H0(V ) = H1(E).
(1) Claim-1: H0(V ) has finite length as an A-module.
It is well-known that for all l ≥ 0 we have H l(E)n = 0 for n ≫ 0. As H
0(V ) =
H1(E) we get that H0(V )n = 0 for n≫ 0.
Also as H0(V ) ⊆ V we have H0(V )n = 0 for n < 0. Furthermore as H
0(V )n ⊆
Vn it follows that H
0(V )n has finite length for all n. So Claim-1 follows.
(2) By 3.4 we get H0(L) = 0. By 4.1 we get that H1(L) have finite length. Set
L(−1)≥j =
⊕
i≥j A/m
iti. We have an exact sequence
0→ L(−1)≥j → L(−1)→W → 0,
where W has finite length. It follows that H0(L(−1)≥j) = 0 and H
1(L(−1)≥j) has
finite length. 
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Step 5: c = λ(mI/(mj+1)∗) > 1.
Set D = (L(−1)≥j)(+n) =
⊕
i≥0 A/(m
i+j)∗. Note we have a short exact se-
quence of R(m)-modules
0→ C → D → V → 0.
Let x be A-superficial with respect to m. Then it is also superficial with respect to to
the integral closure filtration of m; see [2, section 2.5]. Notice that ((mn+1)∗ : x) =
(mn)∗ for all n ≥ 1.
Set u = xt ∈ R1. Let f
D
u : D(−1)→ D be multiplication by u. Notice ker f
D
u =
0. It follows that ker(fCu ) = 0.
Notice keru is D-regular. So u is C-regular.
Suppose if possible c = 1. We note that C0 = I/(m
j)∗ and C1 = mI/m(m
j)∗.
Note As ker(fCu ) = 0 we get the map C0
u
−→ C1 is an isomorphism. So we get
mI = xI +m(mj)∗. It follows that for all i ≥ 1 we have
m
i+1I = xmiI +mi(mj)∗.
Thus we have that
0→→ C(−1)
u
−→ C → I/mj → 0.
(here I/mj is concentrated in degree zero). It follows that dimR C = 1.
As dimR C = 1 we get that H
1(C) is NOT finitely generated as an A-module.
However the exact sequence 0 → C → D → V → 0 yields an exact sequence
H0(V )→ H1(C)→ H1(D) which implies that H1(C) has finite length.
Thus our assumption c = 1 is not possible. So c ≥ 2 and this proves our result.
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