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The temperature of the superconducting magnets for the 27 km LHC particle accelerator
under construction at CERN is a control parameter with strict operating constraints
imposed by (a) the maximum temperature at which the magnets can operate, (b) the
cooling capacity of the cryogenic system, (c) the variability of applied heat loads and (d)
the accuracy of the instrumentation. A pilot plant for studying aspects beyond single
magnet testing has been constructed. This magnet test string is a 35-m full-scale model if
the LHC and consists of four superconducting cryogmagnets operating in a static bath of
He II at 1.9 K.
An experimental investigation of the properties dynamic characteristics of the 1.9 K
cooling loop of the magnet test string has been carried out. A first principle model of the
system has been created. A series of experiments designed for system identification
purposes have been carried out, and black box models of the system have been created on
the basis on the recorded data. A Model Predictive Controller has been implemented for
controlling the temperature of the 1.9 K level, using models obtained in the system
identification. A temperature control with a narrower control band can in principle be
achieved with an MPC-type controller than when using a PID controller. Experiments
show that the controller has promising properties for tackling the dynamic challenges
posed by the design of the 1.9 K cooling loop.
Through the experimental investigation it has been found that:
- the amount of pressurised He II in the cold mass is 180 kg
- the thermal conductance of the heat exchanger tube is 74 W/Km
- the velocity of the advancing liquid in the heat exchanger is in the order of 10 cm/s.
The interaction between the gas and liquid phase is weak
- longitudinal and transverse heat transfer capability is very high
The system is found to be:
- strongly non-linear primarily through He II and the density of the helium gas
- non-minimum phase and exhibiting inverse response
- open loop unstable, also denoted non self-regulating
- containing variable transport delay
The first principle model is capable of reproducing steady state and transient
characteristics of the system. Of particular importance the pressure drop calculation in the
heat exchanger is verified to be in good agreement with observed behaviour. Linear black
box models are verified to satisfactory represent the system around the working point.
Using linear models the performance of the MPC controller was found to be as good as or
better than the classical PID control structure used up to date. Results indicate that
improved performance will offset the increased initial cost and technical complexity of
the control system and add to a robust and fault tolerant operation of the system.
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1.1 Motivation for the Thesis
[1] [2] In high-energy physics the particle accelerator is the most important tool for
performing experiments. The size and power of these accelerators have been steadily
growing over the years in search of new physics at ever-higher energy levels. Key
components of a particle accelerator are the magnets used for guiding and focusing the
particle beam. The present demand for high magnetic field can only be met by
superconducting magnet technology operating at liquid helium temperature. This has led
to the introduction of cryogenic systems as an integrated and vital part of accelerator
design, and is one of the limiting factors both from a performance and economical point
of view.
The next accelerator planned at the European Laboratory for Particle Physics (CERN) is
the Large Hadron Collider (LHC). It is planned to be operational in 2005 and will then be
the largest scientific instrument in the world. The LHC will bring protons and later heavy
ions into head-on collisions at higher energies than ever achieved before (2x7 TeV for the
proton beams). This will allow scientists to penetrate further into the structure of matter
and recreate the conditions prevailing in the early universe 10-12 seconds after the Big
Bang when the temperature was 1016 K. The LHC will make use of superconducting
magnets operating at 1.9 K along the whole circumference of 27 kilometres. The
refrigeration system will have a capacity equivalent of 144 kW @ 4.5 K, the largest part
of which is consumed at the 1.9 K level. With an effect factor (COP) of about 1:250 at
4.5 K the required energy input to the cooling system of 36 MW.
The temperature of the superconducting magnets is a control parameter with strict
operating constraints imposed by (a) the maximum temperature at which the magnets can
operate, (b) the cooling capacity of the cryogenic system, (c) the variability of applied
heat loads and (d) the accuracy of the instrumentation.
Good control and smooth operation of the LHC machine will limit the cost of running the
cryogenic system. It will ease demand on accuracy and calibration of the several
thousand temperature sensors. Operating the magnets at higher field closer to their
transition limit ultimately lead to better physics.
A thorough understanding of the characteristics and processes involved at the 1.9 K level
of the LHC cooling system is necessary for addressing the constraints and obtain the
benefits. When understanding the challenges of 1.9 K cooling loop, a control strategy can
be sought.
The aim of the work presented in this thesis is to investigate the 1.9 K cooling loop as a




Superfluid helium cryogenic has been subject to a decade of dedicated R&D program at
CERN. It has resulted in development in fields such as thermo-hydraulics, two-phase
saturated superfluid helium, large capacity refrigeration at 1.9 K and industrial precision
thermometry below 4 K.
In the superfluid helium test rigs the flow of liquid helium into the 1.9 K level has been
regulated by a standard industrial PID controller. The performance of this controller has
itself been subject to dedicated study [my thesis]. A need has been recognized in more
detail to study the possibility of improving the control of liquid flow into the 1.9 K level.
This flow governs the temperature of the superconducting magnets in presence of
variations of the heat load. A possible improvement in controlling the magnet
temperature can be gained by using a controller better adapted for handling the
challenges posed by the dynamic characteristics of the 1.9 K cooling loop. In particular
the class of Model Predictive Control (MPC), a so-called modern control technique,
offers prospects of improved control compared with standard PID controllers.
The MPC technology is today a mature field and there are several commercial products.
From industry there are more than two thousand reported applications as well several
made in-house but not well known due to proprietary reasons. The majority of
applications are reported in refining and petrochemical industry [44]. Apart from five
applications in air separation industry no report has been found where MPC technology
has been implemented on a cryogenic process and in particular not for a process
involving He II as a coolant, which inherently makes the process highly non-linear.
The MPC technique involves developing a model to be used as an integral part of the
control structure for predicting future plant behaviour. By far the majority of reported
applications are using linear models. The field of non-linear MPC control has not yet
reached the stage of a mature technique with a solid theoretical foundation. Several
aspects concerning both local and global stability become much more complex when
using non-linear models. As a result linear approximations of more or less non-linear
processes are being used.
System Identification is the most widely employed method for creating a model intended
to be used in an MPC control structure. System identification and parameter estimation




Steady state properties of the cooling loop have been verified to be satisfactory. However
subject to a decade of research, the aspect of the dynamic properties of the 1.9 K cooling
loop has not been properly addressed. Plant design determines the dynamic
characteristics of the process as well as the operability of the plant. In extreme situations
the plant may be uncontrollable even though the process design appears satisfactory from
a steady-state point of view. In recent years there has been a growing recognition of the
importance of considering dynamics and control issues early in the plant design.
The presented work is addressing this concern. A study is undertaken to understand the
dynamic characteristics of the cooling loop. The main tool for investigating the 1.9 K
cooling loop is a 35-meter full-scale prototype of the future accelerator. The Magnet Test
String consists of three ten-meter dipole bending magnets and one short straight section
housing a quadrupole focusing magnet.
A first principle model of the system has been developed. This model is useful for
investigating and understanding the cooling loop. First principle models can also be used
to study control aspects.
An MPC controller on the 1.9 K cooling loop has been implemented. This regulator
shows promising properties for tackling the challenges posed by the dynamic properties
identified in the study of the system.
Benefits of using MPC technology instead of a standard PID controller have been
verified. The implemented software is a prototype developed at the University in
Valladolid, Spain, intended for use in the sugar industry. It is not a commercially
available product in its present form. A future implementation on the LHC will demand a
product that also addresses needs not related to the mathematics of the algorithms;
including software and hardware compatibility, user interface requirements, personnel
training and configuration and maintenance issues. These aspects are not treated in this
study.
Following a recent simplification of the cryogenic system, executed after this work was
performed, the local cooling loops are now fixed to be 107-meter, twice that of the
previous configuration and three times that of the Magnet Test String used for this study.
This further increases the requirement of a controller capable of handling the dynamic
challenges of the system. It has been shown that using a linear identified model the MPC
controller shows characteristics superior to that of a PID controller. A study to investigate
the possibility of using a non-linear model in the MPC implementation is being carried
out.
The changing slope with a maximum gradient of 1.4 % of the tunnel of the future
machine imply that the model to be used in an MPC controller for each local cooling loop
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should be custom made for that specific location. A satisfactory first principle model can
be used to generate date for identifying black box model for the various locations. This
would facilitate the implementation of MPC control loops for the future machine, as it
would by-pass the general procedure where recorded plant data is used for generating
such models.
1.4 Survey of the Thesis
The work presented in this thesis is based on technology and equipment employing
superconductivity and He II as a technical coolant. Chapter 2 and Chapter 3 give an
introduction to these aspects.
In particular the work is based on the Magnet Test String, normally referred to as the
String, which is a prototype half-cell of the LHC layout before the simplification of the
cryogenic system. Chapter 4 gives an overview of the layout of the LHC machine, and
describes in more detail the cryogenic aspects of the 1.9 K level of the Magnet Test
String.
One of motivations for the work is to investigate control aspects of the 1.9 K cooling
loop. Chapter 5 describes the present layout of the control scheme and treats the
advantages and disadvantages of the employed strategy. It then treats the possible
benefits, advantages and disadvantages of using a Model Predictive Control for the
regulation of the cooling loop.
Chapter 6 treats the experimental investigation of the 1.9 K cooling loop that has been
carried out. It describes a series of experiments that were performed in order to gain
knowledge about the characteristics and dominant features of the system.
Chapter 7 deals with first principle modelling of the cooling loop. The chapter is
concluded by a sensitivity study of the parameters and validation of the model against
String behaviour.
Chapter 8 deals with system identification and the construction of black box models of
the system. Several structures of models are investigated and the structure best describing
the system is identified.
Black box models are an integrated part of the MPC control structure presented in
Chapter 9. The MPC technology and a description of the design parameter are presented.
The chapter is concluded by the MPC controlled implemented on the 1.9 K cooling loop
of the Magnet Test String.
Chapter 10 contains discussion and conclusion of experimental investigation described in
chapter 6, the first principle developed in chapter 7, the black box modelling in treated in
chapter 8 and the MPC control structure presented in Chapter 9.
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2 Superconductivity
First an introduction to superconductivity is presented. This leads to relevant aspects of
superconducting magnets for the LHC. [3] and [4] are the main sources cited.
Superconductivity is the ability to transfer electricity without loss of energy. A
superconductor is material that exhibits two unusual properties when cooled down to low
temperature:
- it has no resistance to electrical current
- it expels magnetic fields
When the Dutch physicist H. K. Onnes in 1911 cooled down a sample of Hg to 4.2 K he
observed that the resistively went to zero. He was the first to discover the effect of
superconductivity. In 1933 the German physicists Meissner and Oscenfeld found that
superconductors repulse magnetic fields. This effect was explained in 1957 when J.
Bardeen, L. N. Cooper and J. R Schrieffer produced the BCS theory of superconductivity.
This theory is based on quantum mechanical effects acting to completely eliminate
electrical resistance.
In 1987 for the first time a compound was found that became superconducting at 94 K.
Then standard liquid nitrogen technology could be used instead of expensive liquid
helium technology in superconducting applications. It spurred a surge of research into so-
called High Temperature Superconductors (HTS) and has resulted in increasing number
of commercial applications involving superconductivity.
2.1 Theory of superconductivity
In a normal conductor the electrons are bumping into impurities and imperfections in the
vibrating lattice and fly off in all directions losing energy in the form of heat; resistance.
In the superconducting state the conduction electrons are ordered and do not experience
this resistance.
Cooper argued that in a superconductor the electrons form pairs, now called Cooper pairs
that are able to move unimpeded through the material. As one negatively charged
electron passes by positively charged ions, the lattice of the superconductor becomes
distorted, which causes packets of sound waves (phonons) to be emitted. This forms a
positive charge around the electron and before the lattice springs back into place, a
second electron is drawn towards it. The force exerted by the phonons overcomes the
electrons natural repulsion, and they move along separated by some distance and
screened by the phonons. When one of the electrons forming the pair passes a positively
charged ion a vibration starts which passes from ion to ion until the second electron
comes along and absorbs the vibration. The net effect is that one electron has emitted a
phonon and the other one has absorbed it. It is this exchange that keeps the Cooper pairs
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together. This electron pairing is favorable because it puts the material into a lower
energy state, the electrons are condensed into a macroscopic quantum ground state. When
a superconductor is heated up the vibrations of the lattice become more violent and start
breaking up the Cooper pairs and destroy the superconducting capability.
2.2 Superconducting magnets
The electromagnetic field theory described by Maxwell’s equations relates the electric
field density and intensity to the magnetic field density and intensity. It states that an
electrical current in a conductor produces a magnet field. The capability of
superconducting materials to carry large currents enables them to form powerful magnets,
and to do so without the electrical losses associated with ordinary resistive
electromagnets.
The superconducting state exists below a phase surface that is delimited by the three
critical parameters of temperature Tc, magnetic field Bc and current density Jc. Figure 2.1
[5] shows the phase diagram for niobium-titanium (NbTi) alloy which is used in the LHC
magnets.
Figure 2.1 The phase diagram of the NbTi superconductor.
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For a given temperature a phase plane and critical magnetic field and current density is
defined as illustrated by the hatched surface in the figure.
When a superconductor is placed in a magnetic field it will ‘push’ the field out of itself. It
does this by creating a current in a very thin outer shell of the body that exactly counters
the external field, canceling magnetic flux in its interior. This flux exclusion is what is
referred to as the Meissner effect, and can be demonstrated by placing a magnet over it.
This magnet will then hover over the superconductor. It is this effect that is utilized in
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Figure 2.2 Magnetization curves for Type I and Type II superconductor.
Superconductors are of type I or type II, illustrated in Figure 2.2 [6]. The type I
superconductors are perfect diamagnets and have no magnetization at all below the
transition field Bc. They show a complete Meissner Effect until the superconducting
property disappears, but have very low values of Bc and are not applicable as magnets for
high field applications. Type II superconductors have two critical fields, Bc1 and Bc2 and a
vortex state between them. They behave as type I until Bc1 is reached. Then the field
starts to penetrate, part of the Meissner Effect is lost, and the superconducting property
decreases gradually and is disappeared when Bc2 is reached. Type II conductors can
reach much higher magnetic fields than type I conductors, and are ones used for most
applications.
2.3 Resistive transition, quenching
If any of the three critical values are exceeded anywhere within a superconductor the
material looses its superconducting property and goes into the normal conducting phase
with its associated resistance. The high current that goes through the normal conduction
area of the material produces a high voltage and power release in form of heat. This
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resistive transition is commonly known as quenching, and is an important source of
concern in magnet design.
A quench in a magnet is initiated because of a local energy release. This might be due to
movements of magnet coils under electromagnetic forces. It spreads along the magnet
wire with velocities of typically 20-100 m/s. The energy that is stored in the magnet is
released during a quench and must be absorbed by the magnet in the form of heat. If all
the energy is deposited in a small volume the magnet might melt or be mechanically
deformed due to the expansion of the coil.
To avoid local peak temperatures the whole volume of the magnet can be made resistive
when a quench is detected. Some of the energy might also be extracted by a discharge
resistance. A quench detection system involving detecting and triggering devices is very
important in the design of devices involving superconducting magnets with high fields.
2.4 Superconducting magnets for the LHC
The LHC will reuse the existing 27-km circular tunnel existing at CERN, and make use
of the well-proven fabrication method of cables and coils made of NbTi superconductor,
a type II superconductor. In order to obtain the desired field of 8.7 T with sufficient
margin the magnets will have to be operated below 2 K. Specific heat of metallic parts at
this temperature is very low (an order of magnitude lower then at 4.2 K), with a
consequent faster temperature rise for a given deposit of energy. Special care must be
taken to limit temperature excursions and the motion of the superconductor to avoid
quenching the magnets. Temperature stability is obtained by immersing the
superconducting magnets in a static bath of pressurized He II.
The design of the collider require two separate beam tubes with field of equal strength
but in opposite direction. To reduce cost and total complexity of the machine these two
sets if coils have been put into the same structure. This two-in-one configuration has
demanded special care in magnet design since the two fields operate close to each other.
Producing the dipole magnets for the LHC will require 1200 tons of NbTi
superconducting cable. This equals more than six years production with today’s available
production capacity. In total the LHC will require more than 8000 superconducting
magnets for bending, focusing and correcting the particle beams [7].
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3 Helium and Low Temperature Heat Transfer
Helium is the only cryogenic fluid that can be used for cooling strings of superconducting
magnets at 1.9 K. The theory presented in this chapter is unless otherwise noted compiled
from [8] and [9]. [8] gives a broad overview of the present state of helium cryogenic and
contains extensive references to more detailed work.
3.1 Isotopes of helium
Two stable isotopes of helium exist: He4 with boiling point 4.21 K, and the much rarer
(1:10-6 in atmospheric helium) He3 boiling at 3.19 K. In addition two unstable isotopes
He6 and He8 have lifetimes just under one second.
He3 has one less neutron in the nucleus and thus an odd number of hadrons with a
resulting nuclear spin I=1/2, and is therefore a fermion. He4 with an even number of
hadrons resulting in zero nuclear spin, is a boson. The two isotopes therefore obey
different kind of statistics causing substantial differences in their low temperature
behavior. Only the He4 isotope is relevant for this work and will in the continuation be
termed simply helium and He.
3.2 Liquid and gaseous helium
When liquid helium at atmospheric pressure is cooled below its boiling point it remains
liquid, and will do so down to absolute zero. It takes a pressure of more than 25 bars to
make it solidify as can be seen from the phase diagram, Figure 3.1. This behavior arises
from the low mass of the helium atom and weak interatomic forces.
The interatomic (van der Waals) binding forces are weak due to the simplicity of the
atom and closed electronic s-shell, giving no static dipole moment. The quantum-













where m is the mass of the atom, h is Planck’s constant and R is the radius of the volume
within which the atom is contained. From the relation we see that the low mass of the
helium atom gives a high zero-point energy.
For the formation of solid helium, the zero-point energy is so large that the lattice is
unstable unless large external pressure is applied, and helium remains liquid below this
pressure. In hydrogen the polarized molecules yield van der Waals force that outweighs
the zero-point energy, and the solid state is the stable one. Since all other substances are
heavier than hydrogen and have stronger van der Waals forces, helium is unique in
remaining liquid at indefinitely low temperatures.
Figure 3.1 Phase diagram of helium [10].
Gaseous helium behaves more like an ideal gas than any other commonly known
substance. This is brought on by the weak inter-atomic potential and the spherically
symmetric molecular configuration. It is often most beneficial to consider properties of
gaseous helium in terms of extensions from the ideal gas mode.
3.3 The two-fluid model of He II
Immediately below the boiling point helium essentially behaves like a classical fluid with
small viscosity and low density. When the temperature is decreased by lowering the
vapor pressure above the bath, the liquid boils and bubbles of vapor form within the bulk.

























are formed when the liquid is cooled further. This transition is signaled by a specific heat
anomaly whose shape has given the name  -point (lambda) to the temperature Tÿ where it
occurs, Figure 3.2. The  -transition is a second-order phase transition and the two phases
cannot coexist in equilibrium. Specific heat of liquid helium is very large compared to
other materials at low temperatures e.g. 105 larger than that of copper at 1.5 K. Further it


















Figure 3.2 Specific heat of helium at 1 bar. Figure based on data from Hepak [11]
Above Tÿ helium is termed He I, whereas below it is termed He II. Below the λ-
temperature the state and transport properties of helium can only be explained using a
quantum mechanical description. The Landua theory (1940) of excitations in He II,
although semiempirical has considerable physical basis and is successful in describing
state properties such as specific heat and entropy. However the transport properties such
as heat and mass transport cannot be interpreted easily in terms of this theory. The
transport of the properties of He II are better understood through the two-fluid model
suggested by Tsiza (1938). This theory takes the state properties of He II as empirically
determined quantities.
According to this model, He II is thought to consist of a mixture of two interpenetrating
liquids; the normal fluid and the superfluid. This picture is not to be taken too literally. It
is only a model and the existence of superfluid and normal fluid is a hypothesis. The
normal fluid is assumed to behave as an ordinary fluid possessing viscosity   n, entropy sn
and density  n. The superfluid has density  s, no entropy sn=0 and no viscosity  s=0. The
properties of the liquid are a linear combination of the properties of the two components.
Hence the density is given as:
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 =  n+  sI (3.3)
Since the superfluid has no entropy, the He II entropy becomes:
 s=  nsn (3.4)
It is assumed that sn=sÿ the entropy at the lambda point, and that the strong temperature



















Because of this strong temperature dependence He II is 99 % superfluid at 1 K.
Two points are worth noting concerning terminology:
- The two fluids cannot be separated, and it is not permissible to regard atoms as
belonging to either normal or superfluid, as all helium atoms are identical.
- He II might sometimes be termed superfluid, as it was before the introduction of the
two-fluid model. It is now more correct to refer to helium below Tÿ as He II, and the
component in the model as superfluid.
3.4 Transport properties of He II
Heat- and mass-transport properties of He II can be understood through the two-fluid
model.
Experiments to determine viscosity might be divided in two classes: (1) measuring
viscous resistance to flow, (2) detecting viscous drag on a body moving in the liquid.
Normally these two methods yield essentially the same result for liquids, whereas for He
II the two methods give very different values. A virtually zero value for the viscosity is
measured using a capillary channel flow experiment. Experiments using a rotating-disc
record ‘normal’ values of viscous drag, and He II seems to be capable being both viscous
and non-viscous at the same time.
This apparent contradiction might be explained through the two-fluid model. For the
capillary type experiments the normal component is clamped in the tube but the
superfluid component may flow without friction. In the rotating-disc experiments the
normal component is forced to flow against its own viscous drag and a value for the
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viscosity is recorded. Such a setup is used to measure the variation of  s/  as a function of
temperature.
This explains the property of film-flow observed in He II, where an empty container
partially submerged in He II is seen to fill until the level in the container equals that of
the surrounding bath. There exists a film of He II (~100 atomic layers) on the surface
exposed to the saturated helium vapor. This film acts as a siphon and the superfluid
component flows under the force of gravity into the container.
Thermal conductivity of He II is found to be very high, tending to infinity for small heat
currents, and it is impossible to establish a temperature gradient in the bulk liquid. This
accounts for why boiling suddenly stops when passing through the  -line: vaporization
only occurs at the free surface since the absence of a temperature within the bulk fluid
prohibits the formation of bubbles.
A temperature gradient can be set up between two vessels of He II connected by a
superleak A superleak is a channel which clamps the normal component but allows the
superfluid component to flow e.g. a porous plug of fine powder. If heat is supplied to one
side of the superleak, a temperature gradient is set up along with a pressure head giving a
higher level in the vessel on the side where heat is supplied. Since  s/  increase with
decreasing temperature it can be inferred that the superfluid flows to the region of higher
temperature in order to reduce the temperature gradient and conserve the overall density
of the liquid.
In He II heat is not transferred by the normal processes of conduction and convection.
Instead heat is transferred by an internal convection where the normal fluid flows from
the heat source and the superfluid in the opposite direction, while preserving constant






Figure 3.3 Internal convection of superfluid and normal fluid in a channel of He II
[12].
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The maximum heat flux q* is that can be carried through the channel is characterized by
the point where the helium adjacent to the interface of the heat source exceeds the local
boiling point. q* is strongly geometry and helium state dependent.
3.5 Steady state heat transport
The temperature difference ∆T in He II occurs because of two mechanisms: normal fluid
viscous interaction with the boundaries and mutual friction between the two turbulent
fluid components. Normal fluid viscous interaction is dominant for small diameters, but
for most practical applications the mutual friction is the limiting factor.





Where f(T)=Aρn/(ρ3ss4T3) and m is a numerical coefficient which theory indicates should
be equal to 3 but which experimentally has been shown to vary from below 3 to nearly 4
as temperature approaches Tλ. A is the Gorter-Mellink mutual friction parameter and ρn
and ρs are the normal and superfluid densities respectively. The quantity f -1(T) behaves
much like a thermal conductivity, determining the temperature gradient in the presence of
a heat flux. Figure 3.4 illustrates this quantity as a function of temperature and pressure.
It shows strong temperature dependence with a maximum at about 1.9 K at 1bar.
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Figure 3.4 Heat conductivity function for turbulent He II. Symbols indicate the
location of the peak value [13].
Heat transport in a channel of finite length L can be determined by integration of
equation 3.6. The maximum heat flux along a channel is found by integrating from the


















At low ∆T no boiling occurs and the heat transfer is controlled by a phenomenon called
Kapitza conductance. This thermal boundary conductance was first discovered by
Kapitza in 1941 [14] when he observed a sizable temperature difference between the
surface of a copper block and the bath of He II in which it was He II. In contrast the
temperature in the bulk liquid was almost homogenous.
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Kapitza conductance now refers to the interfacial thermal boundary conductance that
occurs between any two dissimilar materials where electronic transport does not
contribute. Since the effect is strongly temperature dependent it makes a negligible
contribution to heat transfer except at low temperature. However, it is of great interest
since at low temperature it can cause the largest temperature difference. To illustrate, a
0.1 W/cm2 heat flux can lead to a temperature difference of 100 mK across a surface due
to the Kapitza resitance. To achieve the same temperature difference in heat transfer in a
channel of He II would require the channel to 1000 meters long.









where the subscript 0 refers to the limit as ∆Ts→0. A more general and practical






Theories trying to explain this phenomenon are rather complex. Their basis is that the
difference in the wavelength of the quantizized lattice vibrations, phonons, between the
helium and the solid constitutes a resistance to conduction. On the interface a large part
of the phonons are reflected, and only a few with the right angle of attack might pass
energy across.
Predictions made by the different models may vary by more than two orders of
magnitude, and furthermore it is clear that Kapitza conductance is strongly affected by
the nature of the surface, whether it is dirty, clean or treated in some way. For practical
applications it is therefore important to obtain the Kapitza conductance of the surfaces
involved preferably by measurement. Theories predict the conductance to be proportional
to T3, while experimental data show values of hk∼Tn where n is varying from 2 to 4. It is
generally agreed to be 3 and hk is then given as:
hk=β⋅T3 [W/m2K] (3.10)
where β is constant which literature gives as 900 for clean surface and 400 for dirty
surface.
Heat that is transferred between two baths of He II separated by a wall, will encounter the
Kaptiza resistance on warm side, the solid resistance in the wall and at last the kaptiza

















Figure 3.5 Temperature profile (bold line) over a wall separating two bodies of He II.








T  o and T  i are the temperatures of the two baths as there is no temperature gradient











where kwall is the thermal conductance of the wall material.




Using the same temperature of 1.8 K to calculate the Kapiza conductance on the inner
and outer wall, the Kapiza resistance stand for 70 % of the total resistance to heat
transfer.
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4 The LHC Layout and Cryogenic System
The CERN Council approved the Large Hadron Collider (LHC) project in December
1994. Upon its completion in 2005 it will be the largest scientific instrument in the world.
Recreating the conditions prevailing in the early universe 10-12 seconds after the Big
Bang when the temperature was 1016 degrees, it will be used to study the structure of
matter and basic forces of nature.
This circular particle accelerator will be built in a 27-km tunnel presently occupied by the
Large Electron Positron (LEP) Collider. It will accelerate and bring into collision two
counter rotating beams of protons and later also ions. In order to focus and bend these
two beams into a circular path at a sufficiently high energy level of 7 TeV per proton
beam, it will make use high-field superconducting magnets. The magnets will be
constructed using NbTi conductor and operate in a static bath of pressurized superfluid
helium at 1.9 K throughout the circumference. The presented description of the LHC is
based on the conceptual design study of the LHC Study Group [16].
4.1 Plant layout
The LHC will mirror the layout of the existing LEP with its eight identical sectors of 2.9
km separated by straight sections used for the four experiments and utilities, Figure 4.1.
Due to geological constraints the tunnel is constructed at an angle of 1.4 % and at a depth
ranging from 60 to 140 meters.
Figure 4.1 The layout of the Large Hadron Collider with experiments [17].
4.1.1 The arc cells
The building block of the arcs are the 106.9 meter long independent cells each consisting
of two times three bending dipoles (MB) and a focusing quadrupole (SSS), Figure 4.2. In
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addition there are several types of smaller higher order magnets for various kinds of
correction of the circulation particle beams. The cells are fed with cryogenic liquid by the
cryogenic distribution line.
Cryogenic Distribution Line
Figure 4.2 The layout of the 106.9 meter full cells of the LHC consisting of two times
three dipoles and a short straight section housing the quadrupole bending magnet [18].
4.1.2 Dipole bending magnets and quadrupole focusing magnets
The particle beams are kept in a circular path by the dipole bending magnets. There will
be 1232 twin-aperture dipoles, with a magnetic length of 14.2 meters. Figure 4.3 shows
the cross section of the bending dipoles.
Figure 4.3 The cross section of the cold mass containing the dipole bending magnets.
The outer diameter of the cold mass is 57 cm [19].
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The two beam pipes are surrounded by two sets of superconducting dipole magnets. They
are held in place by aluminum non-magnetic collars, which in turn are encapsulated by an
iron yoke with the purpose of stabilizing the magnetic fields. The heat exchanger pipe is
threading its way through all the six magnets of the cell. The iron yoke has holes for
providing a longitudinal thermal bridge within the cold mass. A beam screen is located
inside the beam tube. It is cooled to 5-20 K and will intercept stray particles from the
beam to reduce the heat load on the 1.9 K level. The cold mass at 1.9 K is placed inside a
closed shrinking cylinder/He II–vessel with a diameter of 58 cm. The iron yoke and non-







Figure 4.4 Assembly of the dipole cold mass showing the longitudinally stacked
elements [20].
Static pressurized superfluid helium is filling the longitudinal holes and also penetrates
into the transverse minute spacing between the yoke and collar elements, ensuring good
transversal heat transfer and making the cold mass into a continuous body of He II.
To minimize heat inleak the cold mass is covered with layers of radiative insulation
outside the shrinking cylinder. In the vacuum outside the shrinking cylinder there is an
actively cooled thermal shield at 55-75 K and the whole assembly is sitting inside a
vacuum vessel with an outer diameter of just under one meter.
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Two support post made of composite per magnet are designed to minimize heat inleak
and have a heat intercept connected to the thermal shield.
The cross section and design of the 3.1-meter focusing quadrupoles is essentially the
same as for the dipoles except for the layout of the superconducting coils. The
quadrupole is mounted in a short straight section that also can house smaller correction
magnets.
4.2 The LHC Cryogenic System
The superconducting magnets to be used throughout the circumference of the LHC will
require very stable operating conditions around 1.9 K. The cryogenic system must be able
to transfer cooling power over long distance (3.3 km) and small temperature difference
(~100mK). As a basis the cryogenic system will reuse the present infrastructure and
cryoplants in operation at the present LEP accelerator. The cryogenic system must also
handle the static head in the cryogenic transfer lines resulting from the 1.4% slope of the
tunnel and the 100 height difference from the lowest to the highest point of the ring.
In view of the high thermodynamic cost of refrigeration at low temperature, actively
cooled thermal shields will intercept most of the system heat loads at higher temperature
than 1.9 K. As a result the LHC requires a mix of refrigeration duties at different levels of
temperature.
4.2.1 The General Layout
Refrigeration will be produced by eight cryogenic helium plants evenly distributed
around the ring. Each cryoplant will have an equivalent capacity of 18 kW at 4.5 K and a
total capacity of 144 kW at 4.5 K. The major part of the cryoplants will be located on the
surface in order to reduce the requirement for underground space. Pressurized liquid at 20
K is led down through a vertical transfer line to the underground area where the rest of
the cryoplant is located. Each cryoplant will supply two adjacent sectors of 3.3 kilometers
with cryogenic liquid at different required temperatures through a cryogenic distribution
line.
The large requirement, low saturation pressure of helium at 1.9 K and the limited space in
the underground areas imposes the use of cold hydrodynamic compressors. The heat of
compression deposited at low temperature demands high efficiency in these cold
compressors for the technological and economical aspects of the project to be feasible.
This technology was not available from industry when the LHC was approved
constructed. Efficient and reliable solution has been developed by CERN in close
collaboration with industry. The cold compressor units (CCU) will provide a pumping
capacity of eight times 120 g/s at 16 mbar.
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A major component of the cryogenic system is the cryogenic distribution line running
alongside the magnets. The 106.9 meter long cells are fed cryogenic helium at several
temperature levels through jumper connections from this line. The cells have individual
cooling loops.
In case of a resistive transition (quench) in one or more of the superconducting magnets
the pressurized liquid He II in the cold mass will be ejected from the magnets and into the
distribution line. The ejected liquid and gas will be led to surface storage tanks and
reintroduced into the system from there.
4.2.2 Magnet Cooling Scheme
The thermal conductivity of static pressurized superfluid is large but not infinite, and
cannot be used to transfer the heat loads involved over the distance required for the LHC.
Cooling schemes based on forced flow of pressurized He II are hampered by pressure
drop and Joule-Thomson heating and are also not applicable for the LHC.
The LHC cooling scheme is based on a quasi-isothermal heat sink running through the
magnets in a bayonet heat exchanger [ref], the location of which can be seen in Figure
4.3. A flow of stratified two-phase saturated He II advances in the heat exchanger absorbs
the heat loads as it evaporates. This scheme will be implemented as individual cooling
loops for each cell as shown in Figure 4.5.
Figure 4.5 LHC full cell cooling scheme [21].
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Pressurized helium at 4.6 K and 3 bar is taken from header C, and cooled against the out-
flowing low-pressure helium vapor to 2.2 K in a heat exchanger (HX). It is then
expanded to 1.9 K and 18 mbar by Joule Thompson throttling (TCV1) and fed into the
bayonet heat exchanger. The liquid and flash gas from the throttling flow in co-current
along the heat exchanger and the liquid is completely vaporized before it can reach the
far end of the heat exchanger. In normal operation the liquid is vaporized after advancing
about 1/3 of the length. The slightly superheated 1.9 K gas is then returned through the
sub-cooling heat exchanger (HX) into header B which runs back to the helium plant.
The cooling loop for the thermal shield and support posts is fed from header E. The
cooling loop for the beam screen is fed from line C.
4.3 Heat Loads
In normal operation of the machine there will be steady state heat load on the system as
well some heat load that will occur as transients.
4.3.1 Steady state heat loads
The steady state heat load in normal operating conditions are grouped in three categories
according to their origin:
-Natural heat inleak from ambient temperature.
This is heat conducted through the support posts, radiative insulation, quench valves and
instrumentation feed-throughs, as well as radiation through the insulation vacuum. The
natural heat inleak is foreseen to be about 0.5 W/m for the LHC machine. The natural
heat inleak is larger for the Magnet Test String and measured to be about 1 W/m.
-Resistive heating.
This heat comes from the non-superconducting sections, like current feed-throughs and
splices in the superconducting magnet.
-Beam induced heating.
This is heat load brought on by the circulating proton beams and arising from synchrotron
radiation, image currents, longitudinal impedance and beam gas scattering.
Heat will be intercepted at 50-75 K, at 4.5-20 K and at 1.9 K as described in the previous
section.
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4.3.2 Transient Heat Loads
The transient heat loads during the operation of the machine come from:
-Losses during ramping and de-ramping of the magnet current.
These losses are due to hystresis in the filaments, interfilament coupling, interstrand
coupling- and eddy currents. The loss has two components. The hystresis loss which is
proportional with the current, and the coupling loss which is proportional to the ramping
rate (dI/dt). For nominal magnet current and ramping rate of 12.4 kA and 10 A/s
respectively, this produces a heat load in the order of 0.2 W/m.
-Halo loss.
The halo is the outermost part of the circulating beam. At all times this part of the beam
hits the wall and produces heat. The location in the machine where this happens is
changing with the tuning of the machine. Although a continuos process it must be
regarded as a transient heat load since its location changes arbitrary. The halo loss is
estimated to be about 1 W/m over a section of 30 meters. It is the largest of the transient
heat load and is the greatest cause of concern from a temperature-control point of view.
-Introduction of the proton beam.
The beam induced heating described under steady state heat loads will appear as a
transient when the proton beams are fed into the beam pipes.
4.4 Magnet Test String
[22] The accelerator magnet test string is a 35-
meter working model of a LHC half-cell such as it
was before the simplification of the cryogenic
scheme. It is assembled from three prototype
dipole cryomagnets of 10 meters and one
quadrupole cryomagnet housed in a short straight
section of 5 meters according to the foreseen
layout for the LHC at the time of its construction.
In the present layout the LHC a half-cell is 53.45
meters.
Figure 4.6 shows the String viewed from on top of
the String Feed Box (SFB) with the short straight
section as the closest part. Among others the
pneumatic motor of the Joule-Thomson valve can
be seen in front. It is mounted with a 1.4 %
gradient sloping towards the camera. This
corresponds to the maximum slope of the LHC.
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Figure 4.6 The Magnet Test String viewed from on top of the String Feed Box. The
short straight section housing the quadrupole is the first section of the String in this
picture.
The String was constructed to investigate aspects beyond single-magnet tests such as
cryogenic transients, control aspects, electrical and thermohydraulic quench propagation
effects, beam and insulation vacuum performances as well as installation and quality
assurance procedures. In its five years of operation until its decommissioning in
December 1998 it has operated 12 600 hours below 2 K for studying these aspects.
Apart from the apparent difference in length between the LHC and this String layout, a
major difference is that the String has incorporated all of the cryogenic piping into the
main cryostat and consequently does not have a separate cryogenic distribution line.
Figure 4.7 shows the cryogenic flow scheme for the LHC Test String.
Figure 4.7 Cryogenic flow-scheme for the LHC Test String. The String Feed Box
(SFB) is on the left and the String Return Box (SRB) is on the right hand side [23].
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Liquid He I is taken from the main cryostat and subcooled in a very-low-pressure-heat-
exchanger against the outflowing gas. It is then distributed through line A and expanded
to saturation through a Joule-Thomson valve and fed to the far end of the heat exchanger
tube. Saturation pressure is maintained by pumping the vapour through line B and the
very-low-pressure-heat-exchanger. Line C supplies supercritical helium for cooling the
magnet support post at 4.5 K. Line E and F are supplying liquid nitrogen to the thermal
shield and magnet support to intercept heat at the 90 K level. After a magnet resistive
transition the resulting pressure rise is kept below the 2 MPa maximum design pressure
of the cold mass by opening the quench relief valve on the quench trigger and
discharging helium in line D which leads to the Quench Buffer Vessel (QBF).
4.4.1 Liquid Supply and Flow Measurement
The normal liquid He at 4.2 K in the main cryostat is separated from the superfluid
helium in the cold mass by the lambda-plate, indicating the point where the temperature
drops below the lambda point.
Liquid from the main cryostat goes into line A through a flow valve. This flow valve is
fitted with a venturi flow meter. In line A additionally a thermal mass flow measurement
can be done by means of two temperature sensors mounted on either side of an electrical
heater. Measured temperature increase for the applied heat load and conservation of
energy gives the mass flow. Conservation of energy gives:







This type of mass flow measurement has the disadvantage of adding to the heat load on
the system. It is therefore not continuously in use.
The thermal mass flow measurement gives relatively better results at lower mass flow
rate since the observed temperature rise increases. Contrary the venturi flow meter
performs better at high flow rates. Below 0.5 g/s it is not considered to give a reliable
reading and the value is set to zero. Consequently attempting to measure liquid
consumption integrated over a period of time will yield a result with a degree of
uncertainty.
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4.4.2 Very-Low-Pressure Heat Exchanger
This is a vital part of the cryogenic system where the helium is cooled to a temperature
inside the inversion curve where it can undergo Joule-Thomson expansion into the liquid
phase.
The pressure drop for the gas directly affects suction pressure hence the work required
from the pumping system. The efficiency of the heat exchange affects the overall mass-
flow requirement since liquid fraction after expansion depends on the temperature of
liquid upstream.
Knowing the pressures and having no vapor before the valve, conservation of enthalpy












where 1 and 2 indicates before and after expansion. At design-pressures 1.15 bar and 18
mbar the vapor fraction will be x=0.12 with 2.2 K before the valve. A temperature of 3 K
before expansions increases the flash to x=0.21.
4.4.3 Joule-Thomson Valve
The Joule-Thompson (JT) valve supplies saturated liquid and flash gas to the heat
exchanger through a small supply line resting at the bottom inside the heat exchanger.
According to the characteristic from the supplier it is linear up to 80 % opening where it
supplies 6 g/s, and logarithmic thereafter supplying 12 g/s at 100 % opening. It is
operated by a pneumatic motor.
4.4.4 The Bayonet Heat exchanger
The liquid that has been expanded through the JT valve is fed to the far end of the
bayonet heat exchanger [24] by a small tube resting on the bottom of the HX tube. The
HX threads its way through all the magnets, and the liquid flows back by the force of
gravity as it vaporizes. The helium gas is pumped out of the system at the far end. The




Table 4.1 Dimensions of the 1.9 K heat exchanger.
Wall thickness (e) 0.9 mm
Outer radius (rout) 2.53 cm
Inner radius (rin) 2.10 cm
Length of pattern (ld) 1.50 cm
Pitch 1.22 cm
Figure 4.8 show a schematic view of the 1.9 K heat exchanger tube.
Figure 4.8 Schematic view of a section of the 1.9 K heat exchanger tube.
4.4.5 Electrical Heaters
The magnets are equipped with electrical heaters for simulating heat loads. They are
capable of producing heat-loads up to 40 W per magnet, well above any foreseen heat-
loads for the LHC.
4.4.6 Temperature sensors
The most important part of the instrumentation are the eight temperature sensors, one on
each end of the four magnets, mounted at the vacuum side at the end plate of the pressure
vessel.
They are CERNOX Model CX-1050-SD resistive temperature sensors with negative
temperature coefficient (high resistance at low temperature and vice versa) manufactured
by the LAKE SHORE company.
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They are calibrated in-situ using the saturation pressure in the heat exchanger pipe as the
temperature reference. This pressure measurement is the most accurate means of
providing a reference.
The calibration is inserted into the PLC as a table deduced from the calibration function
which is corrected according to the in-situ measurements.
The resulting accuracy is ± 10 mK below 4.2 K for the sensor. The electronic
components have an accuracy of ± 10 mK below 4.2 K. The resulting accuracy for the
temperature reading is ± 20 mK. The relative accuracy of the temperature sensors is an
order of magnitude better and estimated to ± 1 mK [25].
4.4.7 Disturbances
The LHC Test String is subject to disturbances that will not be present in the future LHC.
The gas out of the heat exchanger tube is let into a central suction line leading to the
pumping group of the facility. The central cryogenic system has several users injecting
helium gas into this pumping line according to their need of refrigeration. Consequently
the pressure in this line is not stable. A stable pumping pressure in the String system is
maintained by a pressure controlled valve regulating on the pressure in the overflowing
pot and with the back pressure in the central line as a disturbance. This control loop is
always active and has a sampling time of one second, and the pumping pressure
constantly exhibits ± 1-2 mK oscillations. The pressure in the return line of the Cryogenic
Distribution Line of the LHC is foreseen to be more stable than what is the case for the
String, and the control of the 1.9 K cooling loop will not be subject to this disturbance.
Nitrogen cooling loop for the thermal shield and magnet support posts exhibits
oscillations with a time constant in the order of several hours. The heat inleak to the 1.9
K level varies accordingly. This can be observed as a increase in liquid consumption in
steady state condition where the JT valve opening will oscillate with ± 2 % opening and
the same time constant as the nitrogen loop to match the variation in heat inleak. The
corresponding variation in heat inleak is about ± 2.5 W, which is non-neglectable
compared with the overall heat inleak of about 1 W/m = 35 W. This disturbance is also
not foreseen to be present in the LHC machine.
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5 Control Aspects for the 1.8 K Cooling Loop
[26] [27]A process might be described as an object where variables interact to produce
observable signals. Observable signals are called outputs also denoted controlled
variables of the system. External signals that can be manipulated by the observer are
called inputs also denoted manipulated variables of the system. External signals that
cannot be manipulated by the observer are called disturbances. Disturbances are
distinguished according to whether they might be measured directly or if their influence
only can be observed on the output. Systems having a single input and single output are
called a SISO system. Systems with multiple inputs and outputs are denoted MIMO
system.
There is a fundamental difference between feedback and feedforward control of a
process.
Feedback controller takes corrective action when the controlled variable deviates from
the set point, regardless of the source and type of disturbance. An implicit disadvantage is
that no control action can be taken until after a deviation is observed. The concept of
feedforward control is to measure the disturbance and take corrective action before it
upsets the system. Achieving this presumes the disturbance can be measure online, also a
relationship between control action and effect must be established. The accuracy of the
relationship impacts on the performance of the feedforward action.
Selection of the controlled, manipulated and measured variables represents a major
decision in control system design. Relevant guidelines for this selection include:
- Controlled variable: select variables that are not self-regulating. Variable that may
exceed
equipment and operating constraints, and variables that seriously interact with other
controlled variables (MIMO system).
- Manipulated variables: select inputs that have large effect on the controlled variables,
and inputs that rapidly affect the controlled variables.
- Measured variables: reliable, accurate measurements are essential for good control.
Measurement points should be selected to minimize time delays and time constants.
5.1 Present control strategy for the 1.8 K cooling loop
The control strategy for the 1.8 K cooling loop of the LHC Test String has evolved
through an R&D program over many years involving several test benches. The process
and control strategy for the accelerator itself will be a further refinement or alteration
based on the experience gained through the String and the ongoing R&D program.
The present control strategy is an industrial PID feedback control applied on a SISO
system. The manipulated variable is the Joule Thomson valve and the controlled and
measured variable is the magnet temperatures as illustrated in Figure 5.1. None of the
imaginable disturbances in steady state operation are measurable. Disturbances during
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ramping, de-ramping of magnet current and introduction of the particle beams can be
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Figure 5.1 Control scheme for the 1.8 K Cooling Loop showing the eight temperature
sensors (TT), the temperature controller (TC) and the Joule-Thomson valve.
The highest of the measurements from the eight temperature transmitters (TT) is at every
sampling interval chosen and fed to the temperature controller (TC). The reference
temperature (T_ref) given to the controller is the saturation temperature measured in the
volume of the overflow pot at the end of the heat exchanger. The set point temperature,
which is the temperature the controller seeks to keep the magnets on, is a fixed offset
from T_ref to allow a temperature margin for heat transfer in the system. The set point is
an adjustable parameter of the controller along with the proportional, derivative and
integral action.
5.2 Process Characteristics
From a control point of view there are several features that are important to identify since
they affect the dynamic behaviour of the cooling loop of the system and impact on the
control system design. For the 1.8 K cooling loop of the Magnet Test String the following
has been identified.
-Integrating process
also denoted non-self regulating or open loop unstable process in literature. For an
integrating process in steady state submitted to a step in the manipulated variable, the
controlled variable will either increase or decrease with time, and no new steady state
will be attained. The temperature control of the cooling loop is an integrating process as a
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change in either the manipulated variable (JT-valve) or the heat inleak (unmeasurable
disturbance) will not lead to a new steady state of the system.
- Non linear
The process contains several non-linear physical parameters. Most importantly the
specific heat of He II more than doubles its value between 1.8 to 2.2 K. In addition heat
transfer in superfluid helium is a strongly non-linear process. The gas density varies
noticeably in the temperature region. This change impacts on the pressure drop hence the
saturation temperature in the heat exchanger and consequently the temperature margin for
heat transfer.
- Variable dead time
The heat exchanger is operated with a partial wetting of the
length of the tube. The degree of wetting varies according to
the heat load, the temperature difference between the
saturation temperature along the tube and the magnet
temperature and the history of the liquid flow from the JT-
valve still stored in the wetted profile. This constitutes a
variable time delay in the process.
- Non minimum phase
A process is non-minimum phase when competing dynamic
effects operate on two different time scales. When increasing
the JT valve opening to increase the cooling power, also the
amount of flash gas and consequently the pressure drop along
the Hx-tube increases. This leads to a higher saturation
pressure profile along the tube consequently decreasing the
actual cooling power provided by the wetted length and the
temperature will increase during a transient period. This
inverse response makes the system non-minimum phase.
5.3 Temperature Margins and Control Band
The temperature of the superconducting magnets is a control parameter with strict
operating constraints imposed by (a) the maximum temperature at which the magnets can
operate, (b) the cooling capacity of the cryogenic system, (c) the variability of applied
heat loads and d) the accuracy of the instrumentation.
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A temperature regulation with a narrow control band will ease the demands on these
constraints as illustrated in Figure 5.2. Less frequent recalibration of the temperature
sensors and less accurate sensors and electronic equipment can be tolerated. Higher
suction temperature at the compressors will ease the required work of compression. The
magnets can be operated at a lower temperature and higher magnetic fields.
Sensors & Electronics Accuracy
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Figure 5.2 Temperature margins for the process (indicative numbers).
5.4 Classical versus advanced control
Possible choices for control structure for the 1.8 K cooling loop can be categorized in two
broad classes: (a) conventional or classical control, normally a PID type controller, (b)
advanced also denoted modern control.
A narrower control band can in principle be achieved by implementing a modern control.
[28]. The class of modern control now hosts a variety of different approaches such as
pole placement (RST), adaptive control, fuzzy logic, H  control, Linear Quadratic
control, and an array of predictive controllers.
A unified approach to Model Predictive Control (MPC) has been developed [29]. This
approach unifies a number of well known predictive controllers and is also set in
reference to approaches such as pole placement and. Adaptive control can be an
extension to MPC control. MPC is the most frequently applied advanced control
methodology and works satisfactory in the majority of the applications. This is the class
of advanced control that is investigated for implementation on the 1.9 K cooling loop.
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5.4.1 PID control


















p(t) is the controller output, p0 is the nominal action, Kc [-] is the controller gain, e(t) is
the error signal, τI [s] is the integral time and τD [s] is the derivative time. The error signal
e(t) is given by:
)()()( tBtRte −= (5.2)
where R(t) is the set point and B(t) is the measured value of the controlled variable.
Advantages of the PID controller are that they are simple, cheap and readily available off
the shelf. They do not require a model of the process, and can be tuned with only a very
limited knowledge about the process that they shall regulate. It is the most well known,
widely applied and recognized control structure.
PID regulators are not optimal when one or more of the following characteristics are
present: non-linearities, long time delay, or non-minimum phase. Feed forward action
from measurable disturbances is not a structured part of the controller, but can be
incorporated if required. Handling constraints in the process is also not incorporated in
the structure. A drawback compared to MPC controllers is that there is not a clear
connection between the tuning parameters and the response of the controller; the tuning is
not performance oriented.
5.4.2 MPC control
[30] Predictive control belongs to the class of model-based controller design concepts.
The success of MPC technology as a process control paradigm can be attributed to three
important factors. Firstly the incorporation of an explicit process model into the control
calculation. This allows the controller, in principle, to deal directly with all significant
features of the process dynamics. Secondly the MPC algorithm considers plant behaviour
over a future horizon in time. This means that the effects of feedforward and feedback
disturbances can be anticipated and removed, allowing the controller to drive the plant
more closely along a desired future trajectory. Finally the MPC controller considers
process input, state and output constraints directly in the control calculation. This means
that constraint violations are far less likely, resulting in tighter control at the optimal
constrained steady state for the process.
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5.4.2.1 The predictive control concept
The way predictive controller operates for a SISO system is illustrated in Figure 5.3. The
time scale is discrete and relative to the sample k, which denotes the present. u is the
controller output, y is the process output, w is the desired output called reference
trajectory. Hp is the prediction horizon and the symbol ^ denotes estimation.
Figure 5.3 The concept of receding horizon predictive control. At the next sampling
interval updated values for the used [32].
A predictive controller calculates a future controller output sequence u such that the
predicted output of the process is ‘close’ to the desired output w which can be an arbitrary
sequence. Only the first element of the controller output sequence is used to control the
process. At the next sample time k+1 the whole procedure is repeated using the latest
measured information. This is what is referred to as the receding horizon principle.
Receding horizon approach allows compensating for future disturbances or modelling
errors. The process output is predicted by a model of the process to be controlled. In
order to define how well the predicted process output tracks the reference trajectory, a
criterion function is used. A more detailed description of the predictive control concept is
given in chapter 7.
5.4.2.2 Advantages and drawbacks of MPC
Three factors were mentioned as the basis for the success of the MPC technology: (1)
incorporation of an explicit process model, (2) considering plant behaviour over a future
horizon in time and (3) considering input, state and output constraints directly in the
control algorithm. These factors give rise to several attractive features.
MPC can be used to control a wide variety of processes without the designer having to
take special precautions. I can be used to control ‘simple’ processes as well as ‘difficult’
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processes containing time delay, being non-minimum phase and processes that are open
loop unstable.
MPC has automatic dead time compensation and it makes a clear distinction between
reference tracking (feedforward) and noise rejection (feedback). In a natural way feed-
forward action can be introduced, and pre-scheduled reference trajectories or set point
can be dealt with.
The methodology is the only that can handle process constraints in a systematic way
during the design of the controller. This is what most clearly distinguishes MPC from
other process control paradigms.
It is not restricted to SISO processes, and extending the predictive controller to a MIMO
process is straightforward. Non-linear models can also be introduced, with potential
improved performance over linear MPC controllers for highly non-linear processes.
However there still remains significant work before the field of non-linear MPC control
can be considered a mature technology.
MPC controllers are relatively easy to tune, making them attractive to a wider class of
control engineers and even people that are not control engineers. The tuning parameters
are closely linked to the performance of the process. The tuning parameters are more
decoupled than what is the case for the PID tuning parameters.
Finally as an advantage MPC is an open methodology, meaning that within the
framework of predictive control there are many ways to design the controller.
This point is also a drawback of the MPC. Since it is an open methodology many
different controllers can be derived having different properties, differences that can yield
very different behaviour of the closed loop system. As a result it can be quite difficult to
select which predictive controller that should be used to solve a particular control
problem.
Perhaps the biggest drawback compared with PID control is that a model of the process
must be available. In developing a controller two phases can be distinguished: modelling
and controller design. Predictive control methodology provides only a solution for the
controller design part. The process of deriving an appropriate model for an MPC
controller has not been addressed in the same structured manner as has the control design.
This obstacle has been recognized and more effort is now being put into the field of
modelling for MPC controllers. However it still is a major drawback, and it has been
reported that as much as 90 % of the effort of designing an MPC controller goes into
creating the process model.
The disadvantage of predictive control being much more demanding from a
computational point of view is becoming less important as computers steadily become
less expensive and more powerful. Nonetheless the cost of developing a predictive
controller is significantly higher than using a classical controller. The benefits in process
50
control must be offset by the increased cost of development and hardware for a predictive
controller to be attractive.
In view of the advantages and drawbacks of MPC and PID control and the challenges
posed by the dynamic properties of the system there is a strong motivation to investigate




For properly being able to model and control a system a thorough understanding of the
characteristic features and dominant parameters of that system is required. In this chapter
a series of experiments are described. They were performed prior to and during the
course of the modelling of the system and design of the MPC controller described in
chapter 8. They identify and demonstrate fundamental features and have been an essential
part of the development of the model and the MPC controller.
The experiments have two purposes: obtaining data required for building the first
principle described in chapter 7, and experiments performed in order to identify and
understand fundamental features of the system.
6.1 Liquid velocity in the heat exchanger tube
The velocity of the advancing saturated He II liquid from the Joule Thomson valve in the
heat exchanger tube was realized to be an important feature. This velocity governs how
fast liquid can be transported to the dry area of the heat exchanger and increase the
cooling of the system. A set of measurements to determine the characteristic of this flow
were performed as follows:
The temperature of the system was lowered to the temperature where the whole length of
the heat exchanger is needed to extract the heat inleak. This is the lowest achievable
temperature for a given saturation pressure. This was achieved by opening the valve in
manual slightly more than the steady state opening observed with the regulator in
automatic mode and the system in steady state conditions. Eventually the heat exchanger
is totally wetted and slightly overflowing which was detected by observing a
continuously increasing level in the overflowing pot located at the outlet of the heat
exchanger tube.
The valve was then in manual mode set to a higher opening, thereby increasing the liquid
flow and creating a wave of liquid travelling along the already totally wetted heat
exchanger tube.
The arrival of this wave in the overflowing pot was detected by a sharp increase in the
rate of filling of the pot. The flow velocity is calculated as the ratio of the length of the
tube over the recorded time for the wave front to arrive. The frequency of the logging
system and uncertainty in detecting the transition in rate of filling makes the timing
measurement accurate to within 10 seconds. In addition there might be an uncertainty in
whether the tube and the corrugations at the end of the tube are completely wetted
continuously. This because the flow of liquid in the supply line to the JT valve as
observed by reading the FT 9202 (located before the Very Low Pressure Heat Exchanger)
52
is sometimes observed to fluctuate. These factors give an uncertainty in the results of 10
%.
With a steady state opening of 25 % this procedure was carried out for valve opening
between 40 to 80 %, and at two different pressures, 10 and 21 mbar. 21 mbar is around
nominal operating conditions while 10 mbar was the lowest pressure allowed by the
cryogenic system. The results with 10 % error bars are shown in the left graph of
Figure 6.1. On the right side in the figure is shows the same data with valve opening
converted to liquid flow according to the valve characteristic described in section 4.4.4.
At 10 mbar the flash over the expansion is x=0.1441, and at 21 mbar x=0.1182, an 18 %
increase. Data from these experiments are found in Section A-1.
Figure 6.1 Liquid velocity in the heat exchanger tube. On the left hand figure shown
as a function of valve opening, and on the right hand figure as a function of liquid flow.
The velocity of the advancing liquid is in the order of 10 cm/s. It is showing a fairly
linear dependence of the valve opening with a minimum of about 6 cm/s. The lower flow
velocity at low opening of the valve is thought to arise because some of the liquid of the
advancing wave-front is retained in the tube. At high opening relatively less of the wave
front is retained.
Within the error of measurement the velocity of the advancing liquid is independent of
the pressure in the tube as can be seen on the left-hand side of
Figure 6.1. There is a doubling of the density of the gas from 10 to 21 mbar, furthermore
the increase in flash over the valve results in more than twice the velocity of the gas for
the same valve opening. This leads to the conclusion that there is only a feeble interaction
between the liquid and the gas states.
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6.2 Amount of pressurized He II in the magnets/cold-mass
The pressurized He II present in the cold mass dominates the heat capacity of the system
at 1.9 K in spite of constituting less than one percent of the total weight at this
temperature level. This is due to the extreme specific heat of He II at this temperature and
the decrease of specific heat of metals at low temperature. Clearly a good estimate of the
amount of He II in the pressure vessel is important.
Various estimates of the He II content of the cold mass exist. These estimates are based
on geometrical considerations, measurement of the He II expelled from the following a
quench and measurement of the helium inserted during filling of the cold mass. However
the values from these vary with more than a factor of two, and moreover it is difficult to
assess the nature and magnitude of the factors giving rise to these diverging figures.
Consequently a reliable estimate of the amount of He II in the cold mass can not be
derived from these results.
This was the motivation for devising an experiment intended to estimate the amount of
He II by observing the rate of temperature increase of the system when no cooling was
provided.
Starting in normal operating conditions, the supply of cooling liquid was stopped and the
system was allowed to warm up by the steady state natural heat inleak. When the
temperature had risen half the way up to a maximum temperature imposed by security
considerations, an additional 34.75 W was added evenly along the length by the heaters
in the magnets thereby increasing the of rate warming up. The outcome of the experiment


































Figure 6.2 Thermal measurement of the He II content of the String, derived from the
observed change in rate of warming when extra heat load is applied.
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The specific heat of the system and the magnitude of the natural heat inleak can be
deducted from this data by the following reasoning:









Assuming that the specific heat of the system arises solely form the He II and that the






















denotes the average specific heat between temperatures T1 and T2.
Knowing the temperature dependence of cp for He II allows finding the values for mHeII












































where q2=qnatural+qinput.  T1  2 and  T3  4 indicate that the temperature increase is
evaluated during the two steady ramp rates observed in Figure 6.2
The apparent content of He II was found to be 180.6 kg. The natural steady state heat
inleak was found to be qnatural=38.6 W = 1.10 W/m. Data underlying these figures is
found in Section A-2.
Some aspects concerning the uncertainty of these results should be addressed. Firstly it is
apparent to question the temperature measurements, as cryogenic temperatures are
reputedly difficult to measure. The temperature used in the calculations is taken as the
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average of the reading of the eight temperature sensors. The sensors have a relative
accuracy of ± 1 mK and the measured temperature increases during the two ramps
similarly accurate. The sensors have an absolute accuracy of ± 20 mK which must be
taken into account when evaluating the specific heat used in the calculations. The value
of cp changes 6 % per 20 mK in the temperature range.
Secondly is the question of uncertainty of the pressure at which specific heat is evaluated.
At 1.9 K the change in cp from 1 to 2 bar is about one percent. The pressure is measured
to be 1.2 bar well within that interval, hence the uncertainty related to the pressure is of
second order compared to that of the temperature sensors.
Thirdly it is natural to ask whether the heat exchanger is completely free of liquid and the
temperature allowed to rise freely. Examining the derivative of the average temperature it
is observed to exhibit the same behaviour as the inverse of the derivative of the cp over
the corresponding temperature intervals. A 10 % and 15 % increase of the cp is observed
as comparatively similar decreases in ramp rate during the two ramps respectively. This
is also a verification of the procedure.
6.3 Thermal conductivity of the 1.9 K heat exchanger tube
The heat load at the 1.9 K level is transferred from the static He II, through the copper
wall of the heat exchanger tube and to the saturated He II in the 1.9 K. An experiment
was carried out to measure the thermal conductance of the 1.9 K heat exchanger.
Starting in steady state at normal operating temperature and pumping pressure, the valve
was opened in manual mode 10 % above the steady state opening previously observed in
automatic mode. The temperature decreased and eventually reached a new steady state
with the heat exchanger tube wetted along all the length. This was verified by observing a
continuously slowly rising level in the overflowing pot.
An additional heat load of 0.2 W/m was then added by the electrical heaters, and the
system was allowed to warm up and reach a new steady state temperature. The heat load
was increased in steps of 0.2 W/m up to a maximum of 2 W/m, at each step allowing the
system to reach steady state. Heat load was then decreased to 1.3, 0.9 and 0.5 W/m, at
each level reaching steady state, to test against hysteresis effects. Valve opening was for
each step adjusted to ensure fully wetted conditions. Data from this experiment is found
in Section A-3.
The temperature increases observed by all the sensors have been averaged and least
square estimate method applied to the trend of the data. The result of the experiment is
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Figure 6.3 Thermal conductivity measurement of the 1.9 K heat exchanger.
No hysteresis effects are observed. The data recorded while decreasing the heat load falls
in line with the data recorded while increasing the heat load.
The global heat transfer coefficient for the tube can be calculated from the observed
temperature increase as a function of applied heat load according to the relation:
dT
dqhglobal = [W/Km] (6.5)
where the values for dq and dT come from the trend line of the averaged data.
Global heat transfer coefficient calculates to be:
hglobal= 73.9 W/Km (6.6)
Note that the coefficient is given per unit length and not as the normal convention in
literature per unit area. This is based on the assumption that the part of the circumference
of the tube that is wetted is constant during the measurement.
This is partly justified by the corrugated geometry of the tube, which provides good
wetting with little liquid. Literature suggests, without giving correlations, that liquid
might creep up the wall, also that entrapment of liquid droplets in the gas enhance heat
transfer of a partly wetted geometry.
Separate experiment [15] has found the thermal conductance of this tube to be 304 W/mK
when totally wetted. This indicates a wetted perimeter of 25 % during normal operating
conditions of the tube.
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To assess the effect of the liquid flow on the wetting of the tube, the following reasoning
can apply. An overflowing corrugated tube has all the corrugations filled. Liquid in the
corrugations does not contribute to advance liquid other than providing a base over which
additional liquid can flow. A straight tube would not have this static liquid present. It
would require a higher overall liquid flow for the tube to contain the same amount of
liquid as its corrugated equivalent as illustrated in Figure 6.4.
With static amount of liquid 10.6 g/m and flow velocity 10 cm/s this higher liquid flow
equals 1.06 g/s.
Figure 6.4 The liquid in the corrugated tube is shown together with the amount
needed in a straight tube to obtain the same amount of wetted surface.
Assuming the liquid vaporizes evenly along the straight tube the average amount of
liquid corresponds to half of that coming from the valve. Adding the amount arising from
the corrugated equivalent gives an apparent average liquid flow in a straight tube. In
Table 6.1 the resulting wetted circumference for liquid flows encompassing 10 % - 65 %
valve opening is calculated.











Note that there is only a 35 % increase in apparent wetted circumference following an
eight-time increase in liquid supply. This supports giving the thermal conductivity with
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dimension W/Km. The numbers are in good agreement with the 25 % proportion
calculated from the thermal conductance.
Sources of uncertainty relating to the calculated thermal conductivity stem from the
relative accuracy of the temperature sensors and whether the heat exchanger is fully
wetted throughout the experiment. There are also uncertainties related to the effect of the
pressure on the saturation temperature along the heat exchanger and to the fact that the
wetted circumference is not constant for different mass flows.
6.4 Heat Transfer in the Interconnections
An experiment was devised to gain knowledge about the longitudinal heat transfer taking
place in the pressure vessels and over the interconnections. The object of the experiment
was to observe the longitudinal temperature profile when heat was added to only one part
of the heat exchanger.
The experiment was set up with a large ÿT for heat transfer to operate with a short wetted
length, hence a large part of the heat exchanger providing no cooling. The maximum heat
load allowed by the resistive heater was then added to the quadrupole, the magnet
furthest away from the wetted part of the heat exchanger. This ensured that all of the
added heat plus the static heat on the quadruple load had to be transferred through the
interconnection between the quadrupole and the first dipole, to be extracted higher up in
the heat exchanger.
The experiment proved very difficult to perform. As the applied heat load more than five
times exceeded the maximum foreseen heat load on the system, it turned out impossible
to tune the automatic controller to operate the system in steady state. The valve exhibited
persistent and large oscillations in opening with a corresponding oscillating behaviour in
magnet temperature. Consequently the controller had to be operated in manual mode, a
procedure which is delicate when a constant temperature is sought. It required adjusting
both valve opening and applied heat load for a prolonged period to obtain steady state
temperature at an absolute temperature correspondence to the temperature before extra
heat was applied.
Data was recorded at two heat loads, and can be found in Section A-4. In Table 6.2 is
shown the increase, from the state of no extra heat applied, in temperature splits that was
observed.









20 0.34 0.78 2.65
28.5 1.46 1.38 3.70
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Recorded temperature increases are surprisingly small and in order of magnitude in the
same range as the relative accuracy of the temperature sensors. A quantitative analysis of
the results is therefore pointless. However a qualitative considerations still yield valuable
insight.
The increased temperature split over the interconnection is smaller than over the first
dipole. Hence the interconnection does not constitute a considerable thermal resistance
compared the to the cold masses. This also applies for the transient period of the
experiment where the largest temperature split was observed over the length of the first
magnet and not over the interconnection.
An order of magnitude analysis of the heat transfer over the interconnection is based on












where A [cm2] and L [cm] are the cross section and length of the interconnection
respectively. F(T) [W3/cm5K] is the conductivity function for He II. Calculated from
designer drawings the efficient cross section for heat transfer is about 30 cm2 and the
length is 52 cm. The interconnection has a cross section of 66 cm2 when unobstructed.
At the relevant temperature the conductivity function is F(T)=1500 W3/cm5K
Neglecting the static heat inleak gives a conservative estimate. The calculated
temperature split at 28.5 W should be about 30 mK. Or reversed; a 1.38 mK temperature
split requires a cross section of over 80 cm2. The static heat inleak is about 5 W for the
short straight section and will further increase the numbers. This discrepancy is still
unaccounted for, though subject of several discussions with competent personnel.
The conclusion of the experiment and analysis is that the heat transfer through the
interconnections is very efficient and not a source of concern for the performance of the
cooling system.
6.5 Inverse response
When the JT valve opening is increased to cool down the system, there is a time delay for
the temperature to start decreasing to be expected due to the time it takes for the increase
in liquid flow to advance and reach the dry part of the heat exchanger. The time delay







t =∆ [s] (6.8)
This time delay was sometimes observed to be unexpectedly long. It was also observed
that not only did it take long for the temperatures to start decreasing but that the
temperature could increase in the period following an opening of the valve. This was
especially evident at large jumps in valve opening.
An experiment was devised to investigate this behaviour. The magnet temperature was
increased above saturation temperature to allow for large liquid flow without risk of
overflowing the heat exchanger. In manual mode the valve was opened from the steady
state setting of 32 % to 90 %. The heat exchange started overflowing at 10:26. The
resulting behaviour is shown in Figure 6.5. Valve opening is shown in bold line and the
temperature of the system in normal line. The marked line is the saturation temperature at





































































Figure 6.5 Inverse response when opening the JT valve.
The system warms up for five minutes following the opening of the valve, and it takes a
full ten minutes for the temperature to start decreasing below the starting temperature.
This is a non-desirable characteristic, which upon investigation was found to originate
from the flash gas over the valve.
When the overall mass flow over the valve increases, so does the total amount of gas
formed in the expansion. This increased gas flow produces higher pressure drop along the
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heat exchanger, subsequently increasing the saturation temperature along the tube. This
can be observed in the figure where the saturation temperature increases 29 mK
following the opening of the valve. The available temperature margin for heat transfer for
the wetted part decreases which in turn reduces the cooling power given by:







where hg [W/Km] is the global heat transfer coefficient as described in section 6.3. Tsat(L)
is the profile of the saturation temperature along the tube. This reduced cooling leads to
the observed warming up of the magnets. Only when liquid advances and covers a long
enough part of the HX can the temperature start decreasing.
The dynamics involved in the process is complex. With gas velocity of about 1 m/s at 90
% valve opening the new profile of the saturation temperature develops in about 30
seconds. The increased liquid flow has not yet reached the dry part of the heat exchanger
having advanced about 3 meters in this time. However the original liquid front will also
start advancing slowly since it is vaporized at a slower rate following the increase in
saturation temperature along the tube. At the same time the increasing magnet
temperature favourably affects heat transfer.
This inverse response is also present in the opposite case however not so distinct. When
the valve is closed a larger temperature difference for heat transfer is created by the
reduced saturation pressure resulting from the lesser pressure drop. Cooling power is
increased leading to a lowering of the temperature of the system. The liquid front will
then vaporize at a faster rate causing the front to retreat and also increasing the gas-flow
and consequently the pressure drop. Both these effects counteract the initial cooling
down. This is a complex aspect to be taken into consideration.
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7 First principle modelling the LHC test string
A mathematical model, or simply model, is any complete and consistent set of
mathematical equations, which corresponds to some prototype or system. The terms
‘model’ and ‘system’ will be used in the continuation.
There are two main approaches for obtaining a mathematical model of a process. They
are commonly known as white box and black box modelling [26].
White box modelling involves building up a model from equations that express the
physical laws or conservation principle, those of mass, momentum and energy. This class
is also referred to as first principle models.
Black box models seek to describe the relationship between recorded input and output
signals of a system. The term black box model refers to the fact that they do not contain
any information about the structure of the system rather than focusing entirely on its
observed behaviour. The term grey box model is sometimes used for a model where some
physical insight is combined with the black box approach.
The process of modelling might be illustrated by the cycle:
1 Specify the
real problem













7 Write a report
Figure 7.1 Flow chart of the process of modelling [27].
The flow of work follows the arrows but it is usual to return to some boxes several times,
in particular from box six to one. Usually the optimum way of working will involve
frequent reference forwards and backwards between phases of the modelling cycle, but
with focus at any given time more on one rather than the other. The activity of validation
should be shown with multiple return paths to all previous stages, thus being regarded as
a continuous activity.
Modelling is normally an iterative process, starting from a crude model and gradually
improving it until it is solves the task. With a simple model at hand it is easier to identify
other important aspects, rather than to incorporate a comprehensive list of features from
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the start. Revision of ideas is not necessarily towards greater complexity, but might also
be towards simplification.
For properly understanding the system to be modelled the first stage should be to collect
data and gain experience. This enables the modeller to make sensible assumptions,
approximations and estimates and not to be too committed to preconceptions of the
problem.
Validation is carried out by comparing predictions from the model with real results. It is
sought for the model to be in good agreement with actual data, and not have this
purchased at the price of a too complex model. If parameters are determined
independently and fed into the model as fixed constants not to be further adjusted, we can
have a fair degree of confidence in the data and the model. Both a first principle model
and black box models of the 1.9 K cooling loop have been developed.
There are several motivations for creating a first principle model of the 1.9 K cooling
loop. Performing experiments on the String is expensive and time consuming with hours
required for a single test. Experimental time on the String was limited following the high
demand from a number of users since the String was built to investigate a series of
aspects beyond single magnet testing as described in section 4.4. The String is subject to
a number of disturbances that will not be present in the LHC. In particular the regulation
of the suction pressure and the cooling of the thermal shield and magnet support posts.
With a reliable model at hand preliminary tests can be carried out in order to utilise the
actual experimental time at the String more effectively. Aspects involving very high heat
loads, large liquid supply and high temperature can be investigated without jeopardising
the system. Stable conditions are easily obtained in simulation and disturbances, both
measurable and non-measurable, can be introduced in controlled manner. Also control
aspects can be investigated.
Black box models of the system were created to be used as an integrated part of the MPC
control structure that has been implemented.
The modelling process of the LHC Test String has followed the above-described
methodology. Experiments to gain knowledge and obtain parameters for the model were
described in chapter 6 and were performed prior to and during the phase of the modelling.
The formulation and structure of the first principle model along with assumptions,
simplifications and the validation procedure are presented in section 7.1 through 7.4. The
concept of black box modelling is presented in section 7.5 along with candidate models
to be used in the MPC implementation.
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7.1 Assumptions and simplifications
In order for the model not to be of unnecessary high degree of complexity, reasonable
assumptions and simplifications must be made. The first principle model of the 1.8 K
cooling loop is based on these assumptions:
The velocity of the advancing liquid in the heat exchanger is assumed to be constant
10 cm/s according to the experiment described in section 6.1, and not a function of valve
opening. The reason for this is explained in section 7.3.
All magnets are considered to have equal temperature, that of the pressurized superfluid
helium. The heat transfer calculation through the interconnections has been suppressed
following the argument described in section 6.4.
The friction factor for the gas in the HX is assumed to be 0.077. This value has been
measured for the pipe that has been used. The value is consistent with tabulated value in
literature for a pipe with the given dimensions.
The thermal conductance of the heat exchanger is considered to be constant 74 W/Km.
The degree of wetting of the circumference is neglected according to the argument in
section 6.3.
The corrugations of the heat exchanger tube are assumed to constitute a volume that has
to be completely filled for the liquid to advance further in the tube. A threshold per unit
length has to be exceeded in the calculation for liquid to flow further.
Pressure drop in the heat exchanger pipe is calculated in increments. Gas-flow in each
increment is taken as an average of gas-flow in and out of that increment.
Specific heat of the system is assumed to arise solely from the He II. The amount of He II
is found to be 180 kg, as described in section 6.2.
The flash over the JT valve is assumed to be constant, x=0.12 corresponding to the
design condition for system.
















Figure 7.2 Illustration of the parameters used in the first principle modelling of the
system.
Helium is sub-cooled from 4.5 K to about 2.2 K by the out-flowing helium gas before it
is expanded over the JT-valve and fed to the heat exchanger. The degree of sub-cooling
might vary according to the mass-flows on the high- and low-pressure side. Since this
will affect the amount of flash over the JT-valve, an attempt was made to include this
heat exchanger in the model. Details about this HX were scarce, therefore only a crude
model could be established. Inlet conditions on the high-pressure side are assumed
constant. Outlet temperature on the low-pressure side is assumed constant and pressure
drop on low-pressure and high-pressure side is ignored. An inlet condition on the low-











Figure 7.3 Simple model for the very-low-pressure heat exchanger.
There is no measurement of the mass flow on the low-pressure side, and mass flow is
assumed to be equal for the two streams. Energy balance over the heat exchanger gives
the inlet temperature to the JT-valve. The transfer line from this heat exchanger to the JT-
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valve is rather long (several minutes). Time delay from this heat exchanger to the valve is
a function of future mass-flow, necessitating the implementation of a variable buffer for
storing the temperature history. Heat transfer in the transfer line will smooth out the
temperature profile.
Using a fixed time delay and no smoothing of temperature did not improve the model,
and further refinement was not given priority. The sub-model was therefore abandoned,
and the flash over the JT-valve assumed to be constant in the model and according to
design conditions.
7.2 The sub-models
The behaviour of the gas and liquid in the 1.8 K heat exchanger was identified to be the
most important and challenging aspects of the modelling. This arises from the fact that
the flow in the heat exchanger is two-phase, and that the saturated liquid might cover any
part of the length of the tube.
Calculation of pressure drop must be incorporated as this affects the local saturation
temperature and hence the available temperature margin for heat transfer.
To achieve these goals a strategy was implemented where the heat exchanger tube was
discretized along the length. For each length increment the mass-balance and pressure
drop is calculated, producing a longitudinal profile of pressure, saturation temperature
and liquid distribution.
7.2.1 The Joule-Thomson Valve
The state of the helium at the inlet of the JT valve is assumed to be constant at the design
value of the machine: 2.2 K at 1.2 bar. The design state after the expansion of 1.9 K at 19
mbar gives a vapour fraction of x=0.114. The flow of saturated liquid and gas after the













Where m(v%) is the characteristic of the JT valve relating the percentual opening, v% , of
the valve to a corresponding mass flow. This characteristic is encumbered with quite
some uncertainty. The specification from the valve supplier states that the mass flow is
linear up to 80 % opening where it supplies 6 g/s. From there it is logarithmic up to 100
% where it supplies 12 g/s as illustrated in Figure 7.4. In the figure also data recorded
from a calibration of the valve is shown. There is a considerable mismatch between the
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This function is partly a compromise between the two sets of data, but more importantly
based on experience through operation of the valve. The fit function is to some extent
supported by correlating heat inleak measurements with observed valve opening in long
duration steady state operation where data has been logged over several nights. It gives
confidence that the function gives reasonable results over the most significant range,





















Figure 7.4 Characteristics for the JT valve. Three lines are shown: one is the
specification from the supplier of the valve, one is based on measurements in an attempt
to calibrate the valve and a fit function based on experience using the valve.
7.2.2 Liquid flow in the Heat Exchanger
From the JT valve saturated liquid is fed into the first cell increment at the end of the heat
exchanger. Liquid will continue to flow into subsequent cells until the liquid front is
completely vaporized. Where this will happen is a function the supply of liquid, heat
inleak and available temperature margin for heat transfer. It will typically occur after 1/3
of the length in steady state nominal operating conditions.
Conservation of liquid for one cell increment gives:
vaporizedoutin mmmdt
dm
ÿÿÿ −−= [g/s] (7.3)
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where min equals mout from the upstream cell. For the first cell min is the mass flow from
the JT valve. The mass contained in one cell is assumed to be evenly distributed, and the
mass flow out of a cell is given by the relation:
( ) cellliqthresholdout Lvmmm /⋅−=ÿ [g/s] (7.4)
where m is the mass present in the cell [g], vliq and Lcell are velocity of the advancing
liquid and length of the cell increments respectively. mthreshold represents the liquid which
is needed to fill the corrugations of the tube. After filling the corrugations this liquid does
not contribute in bringing liquid into the subsequent cell and is therefore subtracted from
the total amount when calculating the liquid flowing out of the cell.
The amount of liquid that is needed to fill one corrugation can be estimated when
knowing the dimensions and the shape of the tube. It is assumed that the longitudinal
corrugations have the shape of a sine function. The surface of the liquid in a corrugation
will be described by an ellipse with dimensions determined by the circular cross section,
longitudinal sinus pattern and degree of filling of the corrugation as illustrated in Figure
7.5.
Figure 7.5 Illustration of the parameters used for calculating the volume of one
corrugation of the heat exchanger.


















where h is the distance from the center of the tube to the surface of the liquid, and L is the
length of the pattern (pitch). The area of an ellipse with dimensions a and b is given by
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With dimensions as given in section 4.4.4 the volume of one corrugation is 0.8842 cm3.
The density of He II is quite constant  =0.1456 g/cm3 . The length of one corrugation is
1.22 cm and the amount of liquid stored in the corrugations per meter tube is then mHe
II=10.55 g/m.
7.2.3 Gas flow in the Heat Exchanger, Pressure Drop
In each cell increment of the heat exchanger there will be a pressure drop associated with
the gas flow. The Reynolds number of the flow determines whether the flow is laminar,




Where   is the density, um is the mean gas velocity, D = 5 cm is the diameter of the tube
and   is the viscosity. With a gas velocity in the order of um = 1 m/s after the Joule-
Thomson valve in normal conditions the Reynolds number is in the order of 60 000
which is well inside the regime of fully turbulent flow (ReD > 10 000). For turbulent flow
the hydrodynamic entrance length is approximately independent of Reynolds number and
can be assumed fully developed for xfd > 10D [33]. Thus the flow condition in the pipe is
fully turbulent after about 50 cm which is less than 1.5 % of the tube length. Pressure
drop correlation for fully developed turbulent flow can be applied and the entrance effect
neglected.








where D is the diameter of the tube,   is the density of the gas and u the velocity of the
gas.
Assuming that the flow is fully developed, the friction factor is constant and the pressure














where L is the length of the cell, integrating from x1 to x2.







Where A is the cross section of the tube. Introducing this relation and A=1/4 D2 the

















The friction factor f for this tube has been measured to be 0.077. This number is
consistent with the Moody chart friction factor for pipe with rough walls for a tube with
relative roughness:







where e is the wall thickness.
For rough tubes the pressure drop is evaluated using the diameter to the base of the
roughness: 50.5 mm [34]. This gives a value of C=2.00·10-9 and the pressure drop given
in Pascal [g/mm-s2]. Operating with density in g/cm3 (10-3 g/mm3 ), length of cells in m
(103 mm) and pressure drop in mbar (10-2 Pa) yields a factor of C=2.00·10-5 , which are
the dimensions.
The length is introduced as variable in the pressure drop calculation to facilitate varying
degree of discretization of the heat exchanger tube.
The density of the gas is calculated by:
-5-5 107.53+T102.321)( ⋅⋅=Tρ (7.13)
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This is a fit developed using data produced by Hepak. In the 1.78 – 1.96 K region it
matches with an error of less than 0.5 %, and is accurate to within 2.5 % between 1.76 –
2.1 K, see Section B-1.
7.2.4 Cooling by the Heat Exchanger
The cooling provided by the heat exchanger is calculated by summation of the liquid that















where n is the number of increments, hg is the global heat transfer coefficient, Lcell is the
length of each cell, Tsat,i is the local saturation temperature in each cell, and hfg is the
latent heat of vaporisation of He II. Latent heat of vaporisation is taken to be constant at
23 J/g. According to data taken from Hepak this represents an error of less than 0.5 % in
the temperature range 1.74 - 2.08 K.
7.2.5 Magnet Temperatures
The longitudinal and transversal heat transfer in the system is goo. Assuming that the










where qss and qtrans models the steady state and transient heat loads respectively. The
cooling, qcooling is described in the previous chapter, and the amount of pressurized He II
is constant. The temperature dependent specific heat of He II is implemented as
mathematical fit to date taken from Hepak:
2.9431T14.777e)( =Tcp [J/kgK] (7.15)
This fit has an error of less than 1.25% in the temperature range of 1.7 - 2.07 K, see
Section B-2.
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7.3 Implementation of the Model
The model has been implemented using the graphical interface programming facility of
the simulink toolbox of Matlab. Section C constitutes a user manual describing the
implementation in more detail
The inputs required for running a simulation are.
- pumping pressure at the outlet of the heat exchanger
- heat load on the system during the simulation
- Supply of helium through the JT valve during the simulation
The program calculates:
- pressure profile in the HX
- saturated temperature profile
- liquid distribution in the HX
- cooling power provided by the HX
- temperature development for the He II of the cold mass hence the magnets
- liquid supply in the case of using a control structure for the valve
- liquid supply as a function of supplied valve-opening.
- specific heat of the pressurized He II in the cold-mass
- density of the helium gas
The calculation of the pressure drop and cooling provided by the heat exchanger contains
an algebraic loop. The pressure drop caused by the gas flow determines the profile of the
saturation temperature. The saturation temperature in term determines the amount of
liquid that is vaporized hence to calculation of the pressure profile. An algebraic loop
must be solved by iteration. Alternatively a holding element can be introduced to break
the loop. Using an iterative solution proved very time consuming, and a holding element
was introduces. The gas velocity from the previous time step is used in the calculations to
break the algebraic loop. The error introduced by a holding element will decrease with
shorter time increments, and in steady state it does not introduce an error. A time
increment of five seconds was verified as being well within a limit where differences in
behaviour could be detected. This is the time increment used in the simulations.
The calculation of the mass flow out of a cell does not contain an algebraic loop. If
however the liquid velocity were to be implemented as a function of the overall mass
present the cell, an algebraic loop would be introduced. This would necessitate either
resorting to an iterative solution, or introducing another holding element. A constant
liquid velocity in the heat exchanger was initially introduces, and no refinement of this
assumption was pursued. The possible improvement by introducing liquid flow as a
function of overall mass in a cell increment has not been investigated.
There are several possible methods for solving the differential equations of the
simulation. In particular there is the choice of using fixed or variable step length. Solvers
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based on variable step length are calculating the required step length needed based on
specified tolerances. The variable step length routines tended to use extremely short time
increments in transients. This however did not alter the simulated behaviour compared to
using fixed step length of five seconds as described above. A fixed step length routine
was therefore used.
7.3.1 Length increments of the heat exchanger tube
The calculations involved in modelling the two-phase flow in the heat exchanger are by
far the most demanding. Deciding the degree of discretisation of the heat exchanger was
a trial and error procedure. It was sought to be sufficient to avoid unnecessary errors, but
as coarse as possible to minimize the computation burden. Series of simulations were
performed with increasingly fine descretisation. When no detectable improvements could
be observed it was regarded as sufficient. It was found sufficient to divide the length into
24 parts of 1.46 meters, giving a resolution of about 4 % along the geometry.
7.4 Sensitivity Study of Design Parameters
There are a number of parameters used in the model that have been obtained through the
experimental investigation of the system. The parameter and their nominal value are
listed in Table 7.1.
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Table 7.1 The parameter used in the model and their nominal value.
Parameter Nominal value Dimension Attained by
MHe II 175 [kg] Experiment
hg 74 [W/Km] Experiment
vliq 0.10 [cm/s] Experiment
Threshold 10.55 [g/m] Geometric valuation
Flash 0.12 [-] Thermodynamic valuation
f 0.077 [-] Measurement and fluid-
dynamic valuation
It is natural to question how the uncertainty related to these parameters affects the
performance of the model. In this section the sensitivity of parameters is studied. The
parameters are varied around their nominal value according to the uncertainty related to
them, and the corresponding effect on the model behavior is analysed.


























Figure 7.6 The movement of the valve and expected response in magnet temperature.
The change ±∆m in the input signal and the duration of the change is such that it
produces a ∆T in the order of 15 mK. Between steps the steady state opening is allowed
to persist until a new steady state condition has been attained. The response is
qualitatively shown in the Figure 7.6.
The characteristics of the response that are investigated are listed in Table 7.2:
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Table 7.2 Characteristics of the response of the temperature.
∆T [mK] Overall change in temperature between steady states
τ1, τ2 [s] Delay from step until inverse response is over
∆psat1, ∆psat2 [mbar] Change in saturation pressure in the return box
Inverse response is defined to be over when the temperature reaches the temperature
before the step was applied. Change in saturation pressure is evaluated in the two steady
states at the instants before steps are applied, indicated as time 1 and 2 in Figure 7.6.
The simulations are performed using the same pumping pressure throughout. The initial
conditions are set such that the temperature before the first change in the input signal is
the same for all the simulations. The conditions are:
Pumping pressure: 18 mbar (1.827 K)
Temperature before step: 1.877 K
Heat inleak: 23 W
The sensitivity is presented as the observed percentual change of the characteristics
described in Table 7.1.
7.4.1 Heat Transfer Coefficient
The heat transfer coefficient affects the part of the heat exchanger that is needed to
transfer a given amount of heat for a given amount of temperature drop. A larger
coefficient requires a shorter length of the HX to transfer the same amount of heat. This
in turn affects how much time additional liquid needs to flow over the already wetted part
of the HX to reach the dry area an contribute to increased cooling. Also for a larger value
the overall pressure drop will be larger as the mass travels a longer part of the HX as gas
thus contributing to the pressure drop.
The effect of a change in this parameter should thus be observed during transients and by
observing the pressure drop over the HX. It is not expected to contribute significantly in
changing the temperature increase of a step.
The heat transfer coefficient from the saturated to the pressurized He II was measured
during an experiment described in section 6.3 It was found to be 74 W/Km with 15 %
uncertainty. The resulting relative sensitivity is given in
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Table 7.3 Sensitivity of the heat transfer coefficient
∆T τ1 τ2 ∆p1 ∆p2
+ 15 % 0.0 -4.2 0.6 2.7 1.6
- 15 % 0.0 6.2 -0.6 -3.2 -2.7
7.4.2 Amount of helium in the cold mass
The amount of helium in the cold mass dominates the specific heat of the system and thus
the thermal impedance. A change in this parameter is expected to affect to temperature
excursion to a change in heat load.
The amount of helium in the cold mass was found to be 175 kg with 15 % uncertainty.
The resulting relative sensitivity is given in Table 7.4
Table 7.4 Sensitivity of amount of helium in the cold mass.
∆T τ1 τ2 ∆p1 ∆p2
+ 15 % -9.3 -0.3 -4.6 0.0 -1.0
- 15 % 12.4 0.0 -5.71 0.0 1.61
7.4.3 Liquid velocity in heat exchanger.
The liquid velocity in the heat exchanger was found to be 10 cm/s with 25 % uncertainty.
The resulting relative sensitivity is given in Table 7.5
Table 7.5 Sensitivity of liquid velocity in the heat exchanger.
± 25 % ∆T τ1 τ2 ∆p1 ∆p2
0.12 1.55 -9.3 -13.1 0.0 0.3
0.08 -0.8 11.3 14.6 0.0 -0.3
The liquid velocity has the strongest impact in transient mode affecting how fast liquid
can advance in the heat exchanger. In steady state it has almost no impact on the overall
temperature difference and saturation pressure in the beginning of the tube.
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7.4.4 Amount of flash over JT-valve
The flash over the JT valve is calculated to be 0.12 according to design specifications.
The variation in this parameter can be in the order of 20 %. The resulting relative
sensitivity is given in Table 7.6.
Table 7.6 Sensitivity of the flash over the Joule-Thomson valve.
± 20 % ∆T τ1 τ2 ∆p1 ∆p2
0.144 -4.7 12.4 12.6 2.7 3.0
0.96 2.3 -1.4 -17.4 -2.3 -2.4
The flash has an impact on all of the investigated characteristics. The strong impact on
the time delay arises from the larger inverse response due to the gas flow and its impact
on the saturation temperature along the pipe. Also in steady state the pressure drop is
affected however not more than10-15 % relative.
7.4.5 Friction factor
The friction factor is measured to be 0.077. This agrees with tabulated value with an
uncertainty of about 20 %. The resulting sensitivity is given in
Table 7.7 Sensitivity of friction factor.
± 20 % ∆T τ1 τ2 ∆p1 ∆p2
0.924 -0.8 16.0 15.7 6.6 9.2
0.616 3.1 -18.8 1.1 -7.8 -10.0
The friction factor directly affects the pressure drop over the heat exchanger. It has an
important impact on both saturation pressure in steady state and the time delay during
transients. Overall temperature difference is only moderately affected by the friction
factor through the change in saturation pressure in the heat exchanger.
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7.4.6 Threshold of mass in corrugation
The threshold for liquid to advance was from geometrical valuation found to be 10.55
g/m. The uncertainty in this parameter is difficult to estimate, and the sensitivity is
controlled with 50 % change.
Table 7.8 Sensitivity of threshold of helium needed to fill the corrugation.
± 50 % ∆T τ1 τ2 ∆p1 ∆p2
4.7 -4.7 27.8 10.9 0.0 0.7
3.9 7.8 -19.7 -10.0 0.0 -1.1
As the threshold is the amount of liquid needed to fill the corrugations of the tube it
governs how fast the liquid front can advance and retreat in transient mode. As expected
it has a noticeable effect on the time delay in transient and only very weak impact on the
saturation pressure and overall temperature change.
7.5 Validation of first principle model
Validation of the first principle model is performed by comparing simulated behaviour
with data logged on the system. Three experiments that emphasise different aspects of the
system are used in the validation.
7.5.1 Varying the heat load
In the first experiments the electrical heater in the quadrupole is the manipulated variable.
The starting condition of the experiment is steady state temperature and valve opening
with 10 W of heat added to the quadrupole. The liquid supply is in manual mode. Steady
state opening without added heat is 31 %. An additional opening is required to achieve
steady state with the heater activated. This opening is calculated using the fit function
described in section 7.2.1. Flash over expansion is assumed to be x=0.12
m(31 %) = 1.463 g/s
Latent heat of vaporisation of He II @ 1.9 K is 23 J/g, consequently 10 W of added heat
load requires an increase in liquid supply of m=0.435 g/s and a total mass flow of
m=1.898 g/s to be in steady state. The steady state valve opening with the heater
activated is:
v%(1.898 g/s) = 38 %
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The experiment then proceeds by applying a pseudo random binary signal for the heat
load. It is set to 20 W for 30 minutes followed by 30 of zero added heat load. This signal
is then repeatedly applied with the period of the signal halved for every repetition. The
last cycle has a period of 112 seconds. The steady state heat load in the simulation is
adjusted such that the overall temperature change during the course of the experiment is


































Measured temperature Simulated temperature
Figure 7.7 The simulated response to changes in heat load compared with measured
temperature response of the system.
The transient response of the simulation is similar to that of the measured response. No
time delay in the temperature response is observed following a change in heat load. The
below table shows the measured and simulated changes in temperature during the first
cycle of the experiment.








The measured and simulated changes in temperature are within 5 % for the temperature
rise and within 1 % for the temperature decrease. The magnitude of the temperature
change is primarily governed by the specific heat of the system, hence the amount of He
II in the cold mass. The good agreement between simulation and measurement
substantiates the experimentally found value of the amount of He II as described in
section 6.2.
There is an overall temperature decrease of 7 mK in absolute temperature during the 130
minutes of the experiment. This is because the applied valve opening and supplied mass










where cp=3850 J/kgK is evaluated at 1.895 K and the amount of He II is 180 kg. The
adjustment in mass flow equals a change in the valve opening from 38 % to 37.6 %. This
is a small change and substantiates the fit function used for the JT-valve at this valve
opening.
7.5.2 Manipulating the Joule-Thomson valve
The manipulated variable in this experiment is the Joule-Thomson valve. The experiment
starts with the valve in automatic mode and the system in steady state. It then proceeds
with the valve in manual mode applying a pseudo random binary signal similar to that of
the heat load in the previous section, followed by an additional opening and closing of the
valve. The first movement of the PRBS sequence was accidentally set 10 % too low, but
this is of no importance for the validation procedure. The steady state heat load in the
simulation is adjusted such that the overall temperature change during the course of the
experiment is the same as what is observed in the recorded data. Figure 7.8 and Figure
7.9 show simulated and measured temperature evolution. Simulated behaviour is shown
























































































Figure 7.8 Verification I experiment with JT-valve as manipulated variable. The
simulated response is shown in bold lines and the measured response in normal lines.
The lower set of lines are the pressure measured in the start of the heat exchanger








































Figure 7.9 Verification II experiment with JT-valve as manipulated variable.
The transient response of the in simulation shows a similar time delay after a change in
valve opening as the recorded response.
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The development of the saturation pressure in simulation is crucial for the validation of
the model. The relative change in pressure in the return box following the changes in
valve opening corresponds well with the measured pressure in the return box. However
the simulated change in saturation pressure from 10 % to 46 % valve opening is slightly
larger that the recorded one. This might be due to a too large value of the friction factor,
but not necessarily. The discrepancy might also originate from other dynamic features
occurring in the heat exchanger such as the velocity of advance or retreat of the liquid
front. The transient behaviour shows a similar development as the recorded one giving
confidence that the pressure drop calculation in the model is corresponding well to the
characteristics of the real pressure drop.
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8 Black box modeling of the LHC test string
The theory presented in this chapter is mainly extracted from [35]. It is consistent with
other references such as [36] and [37], which have also been consulted.
A model whose parameters are adjusted to fit to data and do not reflect physical
considerations in the system is called a black box model. The idea of their structure is to
have flexible model sets that can accommodate a variety of systems.
The method of obtaining black box models is called system identification. The procedure
of system identification involves three basic components:
1. a set of recorded input-output data from a system
2. a set of candidate model structures
3. a rule to assess the candidate models
The input output data might be logged through normal operation of the system. The
preferred way is however to record the data during specifically designed identification
experiments. The experiment design is such that the recorded data contains a maximum
of information about the system. The experiment design will be treated in section 8.2.
Selecting candidate model structures is an important and difficult choice. Knowledge
about the system and engineering insight should be combined with the properties of the
models to select sensible candidate structures. This will be treated in section 8.3.
The best model within a set is determined when examining how the models reproduce
measured data.
Having arrived at the model that best describes the data according to the chosen criterion,
this model must be validated to see if it is adequate for its purpose. Model validation
involves various procedures to assess how the model relates to observed data, prior
knowledge and to its intended use.
System Identification involves a lot of numerical calculation, and a natural evolution of
this field is the development of interactive software packages. The next section illustrates
the procedure of system identification such as it is implemented in the System
Identification Toolbox with Matlab.
8.1 The Procedure of System Identification
System Identification using an interactive tool will follow the sequence:
- Specify a model structure
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- The computer delivers the best model in this structure
- Evaluate the properties of this model
- Test a new structure
The following flowchart illustrates by rectangles what the software handles, and by ovals

























Figure 8.1 Procedure for interactive system identification. Ovals indicate what the
user must do, and the squares indicate what is handled by the software.
8.2 Design of Experiments for System Identification
As a rule it is wise to let the experiment resemble the situation for which the model will
be used. For a non-linear system it is advised that the experiments be performed around
the operating point.
The first choices are what to measure and where; which signals to consider as inputs and
which as outputs, and which signal to manipulate to excite the system. For the String the
inputs and manipulated signals were chosen to be the opening of the JT valve and the
heat load to the system provided by the electrical heaters. The output was naturally
chosen to be the magnet temperatures.
The next choices are the sampling interval T, and how many data points N, that should be
collected for each experiment. The situation for the String was that available experiment
time was limited, but that data might be sampled at a high rate. From a theoretical point
of view it is then advantageous to sample as fast as possible. It is possible later to
decimate the date if the sampling rate proves to be too high. When a model is to be used
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for control application, the sampling interval should be the same as for the control
application. This avoids having to use many sample periods to model time delay in
systems with dead time, as this can cause problems in the control design. For model
building the optimum choice of T lies in the range of the time constant of the system. For
the String the time constant associated with manipulation of the JT-valve is in the order
of minutes and is considerably larger than that of manipulation of the heat load where the
response can be argued as being instantaneous due to the heat transfer capability of He II.
The sampling time was chosen to be 10 seconds, well within the time constant for
manipulation of the valve, yet acceptable regarding the demand for disk space for storage
of the data.
Within the constraints of limited experiment time and sampling rate, the number of data
points were inherently limited. The experiments were sought kept as long as possible to
contain maximum information. Sub-sets of the collected the data can later be chosen if
required.
The frequency, amplitude and shape of the input signal are essential choices to make for
the experiment to be informative. A binary symmetric signal: u(t)= ± , is a common and
informative signal. However a binary signal will not allow validation against non-
linearities.
Another common choice of input signal, which does not have this disadvantage, is the
Pseduo-Random-Binary-Signal, PRBS. This is a periodic, deterministic signal with white
noise properties. The frequency of the signal should include the interesting frequencies of
the system. The amplitude of the signals was constrained by the need to keep the magnet
temperature safely around the operating conditions and to adequately excite the system.
Steady state opening of the valve was in the area of 25-30 %, and it was desired to keep
the JT-opening above 10 %. Choosing the longest period for the system to 30 minutes
was assumed long enough to include the desired system dynamics. Figure 8.2 shows a
typical experiment where the period of the signal is halved after each subsequent step up
and down in valve opening. The shortest period for such an experiment was less than 2







































Figure 8.2 Binary input signal for the JT valve and temperature response. The
identification experiment I has a duration of 3 hours.
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8.3 Selection of Model Structure and Order
When the experiments have been performed and the data collected, the first step is to pre-
process the data to remove drifts, trends, outliers in the data, pre-filter and to examine the
data and if necessary choose useful subsets.
The next major step is to choose the structure and order of the model to be identified.
This is the most crucial step in identification procedure, since the wrong structure cannot
yield a ‘good’ model no matter what the amount and quality of the experiments and the
data. The next sections describe the family of model structures and the choices made
when identifying the model for the String.
8.3.1 Models of Linear Time Invariant (LTI) Systems
A system with scalar input u(t) and output y(t) is time invariant if its response does not
depend on absolute time. It is linear if its output response to a linear combination of
inputs is the same as the linear combination of output responses of the individual inputs.
It has the property of being causal if output at a certain time depends on input up to that
time only. With these assumptions the linear theory for dynamic systems can be applied.
An LTI system subject to disturbance is shown in Figure 8.3
Figure 8.3 An LTI system subject to disturbance.
The disturbance, v(t), can be measurement noise or some uncontrollable input to the




















the noise term v(t) is assumed to be driven by white noise e(t).


















the description for an LTI system can then be written:
)()()()()( teqHtuqGty += (8.3)
where G(q) and H(q) are the transfer functions for the input and the noise respectively.
A particular model for the system corresponds to finding the two functions G and H.
Working with infinite sequences, g(k) and h(k) is impractical, and G and H should be
parameterized using a finite number of numerical values. Determining these parameters is
done in the estimation procedure. A common way is to represent G and H as rational
functions and let the parameters be the numerator and denominator coefficients. A



















where A, C, D and F have leading 1’s. The structure is illustrated in Figure 8.4.






The polynomial A corresponds to poles that are common between the dynamic model and
the noise model. This polynomial is appropriate if the noise enters system "close to" the
input. Likewise F determines the poles that are unique for the dynamics from input, and
D the poles that are unique for the noise. This structure is too generalized for most
purposes, and one or several of the polynomials can be set to unity. This gives rise to
more common special black box SISO models listed in Table 8.1.
Table 8.1 Some common Black Box SISO models.
Polynomials used Name of Model Structure
AB ARX
ABC ARMAX
BF OE (Output Error)
BFCD BJ (Box-Jenkins)
8.3.2 LTI Models for the String
The choice of model structure is closely linked to the nature of the noise that enters the
system.
The ARX structure does not allow the noise to have an effect on the system different than
the effect coming from of the input. This could correspond to noise on the reading of the
position of the JT-valve, or from effects such as hystresis in the valve movement or
uneven flow of liquid through the valve for some reason.
If one suspects that the measurement of the output is burdened with white noise, this
would come as a direct addition to the signal from the process, and the polynomials C, D
and A would be set to unity, thus yielding the OE model structure. This situation would
correspond to a disturbance affecting the temperature sensor or noise generated by the
processing of the signal from the temperature sensors.
If the noise has the nature of some uncontrollable input to the system, it will be filtered
by the same dynamics as the contribution from the input. This implies using the same
denominator A for the input signal as for the disturbance, thus making D and F
redundant. This corresponds to the ARMAX model. Variation of the heat inleak to the
String would have this effect.
If the uncontrollable input to the system not only filters through as the input signal, but
has a more complex affect it would have to be described by the polynomials C and D,
yielding the BJ model structure. This could be envisaged to happen because of some
disturbance affecting the temperature sensor itself as well acting as an uncontrollable
variation of the heat inleak.
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For the String all of the above-indicated sources of disturbance can be imagined to occur
to a greater or lesser extent. As there are no measurements or sensible prediction of either
of the disturbances, the only way to go about it was to try all the structures and interpret
which disturbance has the dominating effect. This procedure is also in compliance with
recommendations in literature which advises a generous attitude to the choice of model
structure [L.Ljung]
8.4 LTI models and validation
Three experiments were used in the system identification and model validation
procedure. The experiment used for creating the modes is shown in Figure 8.2. Two
experiments were used for model validation. They are shown in Figure 8.5 and Figure
8.6 below. The working point in the identification experiment is 1.87 K compared to the
working points of 1.88 K and 1.895 K for the validation experiments. This allows for
testing against the non-linearity of cp(T) which experiences a 7.5 % increase from 1.87 K







































































Figure 8.6 Validation experiment II, 4 ½ hours duration.
The four model structures in Table 8.1 have been investigated. The orders of the
polynomials in the structures have been varied to identify the best model in each
structure. The best candidate from each structure is then compared in the validation
procedure.
Several aspects of the models are examined.
The simulated model outputs of the models are compared with the actually measured
output. The comparison is performed against the data used to create the model.
The autocorrelation of the model residuals (prediction errors) and the crosscorrelation
between inputs and residuals are examined to test if they are contained within a specified
confidence interval.
Transient response of the models resulting from a step in the input signal is examined.
Frequency response of the models, known as Bode plots, is examined. The bandwidth of
the model decreases according to how fast the phase of the model drops. A lower
bandwidth means that the system is slower, and higher frequency inputs will be smoothed
out in the response of the model.
The poles and zeros of the models are examined. The poles of the system are the zeros of
the denominator polynomial in the transfer function from the input to the output.
Operating with the q-transform the criterion for the stability is that the unit circle must lie
inside the region of convergence (ROC) shown in Figure 8.7. One of the properties of the
ROC is that it does not contain any poles (property 2 p635 signals and system).
Consequently the poles of the system must lie inside or on the unit circle, otherwise the
system is unstable. The zeros of the numerator polynomial are the zeros of the system. If
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a zero is located positively on the outside of the unit circle, it indicates that the system is
non-minimum phase. [seborg 132]The presence of complex conjugate poles indicates that
the response will contain sine and cosine modes, that is, it will exhibit oscillatory modes.
Zeros in the numerator are said to exhibit numerator dynamics. Processes with a higher
degree in the denominator than in the numerator exhibit some sort of inertia, and no jump
in the output will be observed.
Figure 8.7 Region of convergence in the q-plane indicated by the dashed area. The
unit circle must lie in the ROC for the model to be stable.
The sampling time used in the identification that is presented here is 20 seconds.
8.4.1 Parameter estimation
[37] A system described by an ARX model is written:
)()()()()( tetuqBtyqA += (8.5)
It is assumed to be no time delay in the model. The polynomials A(q) and B(q) are given
by:
na
naqaqaqaqA ++++= ...1)( 2211
nb
nbqbqbqbqB +++= ...)( 2211
where na and nb are the order of the A and B polynomials respectively. By defining:
[ ]Tnbtttnatttt uuuyyy 11121 ...... −−−−−−− −−−=ψ - regressor vector (8.6)
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[ ]Tnbna bbbaaa ...... 2121=θ - parameter vector (8.7)
the model is expressed as:
)()()( tetty T += θψ (8.8)
The goal of the estimation procedure is to find the estimate for   that best describes the
data. A loss function that sums up the square of the error between the estimated output
and the measured output is introduced:







T ttyJ θψθ (8.9)
where the superscript ^ denotes estimate. N is the number of data samples. Derivation of
the loss function gives:









































which is the least square estimate of the model that is solved in the estimation procedure.
The least square model of other structures proceeds along similar lines starting with the
relevant model structure.
8.4.2 ARX and IV models
The regular ARX model with time delay has the structure:
)()()()()( tenktuqBtyqA +−= (8.12)
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where e(t) is white noise. In a case where the noise is coloured the ARX structure will not
give an unbiased estimate [37]. An alternative form for achieving an unbiased estimate
in the presence of coloured noise is called instrumental variables method has the form:
)()()()()( tvnktuqBtyqA +−= where )()()( teqHtv = (8.13)
and H(q) is a rational transfer function. The idea of the IV structure is to find consistent
estimates for A(q) and B(q) while not regarding the coloured noise and its transfer
function in the estimation procedure. This is achieved by defining a set of alternative
regression variables which are denoted the instrumental variables.
Figure 8.8 Shows the simulated output compared with measured output for three models
in the classes of ARX and IV models. The orders of the polynomials are indicated as
ARXnAnBnk.

























Figure 8.8 Model outputs. Blue: ARX221, red: ARX10 10 1, green: IV221
The ARX model of order 2 does not even remotely reproduce the data, and only a model
of high order (>10) is moderately successful in describing the dynamics of the data. This
is an unacceptably high order for a model. The IV model of order 2 (green line) does a
much better job of reproducing the data. It is clear that the noise in the system is not
white, and a simple ARX model will not be satisfactory. The IV structure is sensitive to
the order of delay, and IV223 gives an diverging output. Higher order of the A
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polynomial give poles in origo signalling that the order is too high, and also give a
degradation in the model output. IV221 is thus the only order of the structure with
satisfactory properties
8.4.3 Output error (OE) models






Figure 8.9 shows the simulated output of three OE-models. The orders of the polynomials
are indicated as OEnBnFnk.



















Measured and simulated model output
Figure 8.9 Model outputs. Blue: OE331 , red: OE221, green: OE121
The model OE221 does a moderately good job in describing the data. It has two stable
poles and a zero outside the unit circle, indicating a non-minimum phase system as would
be expected. A model order 3 does a better job in reproducing data, however it has an
additional negative zero outside the unit circle as well as a pole in minus 1. Higher order
models yield totally unacceptable high frequency oscillation around the output trajectory
produced by complex poles. The structure is also sensitive to the order of delay nk. Both
OE331 and OE221 shows a degradation in performance if increasing the order of delay
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by one. This does not inspire confidence in the structure, and no acceptable model is
identified.
8.4.4 ARMAX models
The ARMAX structure has the form:
)()()()()()( teqCnktuqBtyqA +−= (8.15)
Figure 8.10 shows the simulated output of three ARMAX-models. The orders of the
polynomials are indicated as ARMAXnAnBnCnk.





















Measured and simulated model output
Figure 8.10 Model outputs. Red: ARMAX2211, green: ARMAX1211, blue:
ARMAX2111
Assuming second order for all parameters in an ARMAX model yields a much better
response. Reducing parameters until a noticeable degradation in behaviour occurs gives
the simplest acceptable model in the class: AMX2211 (red line). Increasing any of the
model parameters does not noticeable improve the model output. Increasing the order of
the A polynomial give additional poles close to origo signal that the order is too high.
Reducing either the polynomial A (green line) or B (blue line) gives a noticeable
degradation in performance. Decreasing the C polynomial yields an unacceptable
performance.
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Increasing the time delay in the ARMAX221nk model does not significantly alter the
simulated output. A delay of 8 samples moves the zero inside the unit circle to indicating
minimum phase system. It is hence the delay identified as necessary to account for the
combined effect of the system being non-minimum phase and a transport delay.
Additionally the 8-sample delay smooth out the higher frequencies, and signals with a
time constant of less than five minutes are filtered out. The model AMX2211 is the best
model in the structure.
8.4.5 Box-Jenkins (BJ) models










Figure 8.11 shows the simulated output of three Box-Jenkins-models. The orders of the
polynomials are indicated as BJnBnCnDnFnk.























Measured and simulated model output
Figure 8.11 Model outputs. Red: BJ21121, blue: BJ11121, green: BJ21111
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Assuming second order for all parameters (BJ22221) gives a response very similar to that
of the ARMAX model. Reducing model parameters until the behaviour noticeably
degrades gives the simplest model in the class: BJ21121. Increasing any of the model
parameters does not noticeably improve the model output. Reducing either the
polynomial A (green line) or B (blue line) gives an unacceptable performance. Decreasing
the C or D polynomials does not noticeably change the model output, however the
autocorrolation is significantly outside the confidence interval.
Increasing the time delay in the BJ2112nk model does not significantly alter the simulated
output. A delay of 15 samples moves the zero inside the unit circle indicating minimum
phase system. The phase margin decreases with increasing specified dead time. The
model BJ21121 is the best model in the structure.
8.4.6 Verification of the models
The model output of the best models plotted against the identification data set in
.























Measured and simulated model output
Figure 8.12 Model outputs of the best model in each structure. blue:IV221, green:
ARMAX2211,red: BJ21121
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All the models have real and stable poles and a zero outside the unit circle indicating a
non-minimum phase system. One of the poles is practically at the unit circle signalling an
integrating system. The models also have second pole close to the unit circle indicating
that the system is close to being unstable. Table 8.2 shows the zeros and poles for the
three models. The duration of the inverse response is also shown. All the models have a
phase of - 180º at 0.5 Hz.
Table 8.2 Zeros and poles and duration of step response for IV221, ARMAX2211
and BJ21121.
Pole I Pole II Zero Step response
ARMAX 0.998 0.975 1.098 6 m 30s
BJ 0.999 0.974 1.096 6 m 40 s
IV 0.992 0.985 1.076 8m 20 s
Figure 8.13 and Figure 8.14 shows the performance of the best model in each structure
plotted against the two verification experiments shown in Figure 8.5 and Figure 8.6.























Measured and simulated model output
Figure 8.13 Model outputs shown against verification experiment I. Blue: IV221,
green: ARMAX2211, red: BJ21121.
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Measured and simulated model output
Figure 8.14 Model outputs shown against verification experiment II. Blue: IV221,
green: ARMAX2211, red: BJ21121.


























































The performance of the BJ model is very similar to that of the ARMAX model indicating
that no improvement is gained by using a separate polynomial for describing the nature of
the noise. This indicates that the dominant factor in the noise is the variation in the heat
inleak to the system.
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9 MPC control of the 1.8 K cooling loop
In chapter 5 the concept of Model Predictive Control was introduced. An MPC controller
has been implemented on the 1.8 K cooling loop of the Magnet Test String. This chapter
describes in more detail the concept of MPC and the implementation on the String.
Figure 9.1 shows schematically how an MPC is functioning. The theory presented in this




















Figure 9.1 The parts that constitute a model based predictive controller.
At each sample time first a reference trajectory is created according to the present state of
the system and a predefined rule for the shape of the trajectory. Then an optimized
sequence of movements of the manipulated variable is found according to a predefined
criterion function. This is the sequence that drives the process ‘as close as possible’ along
the reference trajectory. The optimization might be subject to a set of predefined
constraints which would have to be taken into consideration. The process output used in
the optimization is calculated according to a process model which is embedded in the
controller.
The first value of the sequence of movements of the manipulated variable, the valve
opening in the case of the String, is fed to the process. The whole procedure is then
repeated at the next sample time using updated information recorded from the process.
The concept of predicting the process output at each sample time using updated




Reference trajectory Predicted temperature
HpHcHmk-1 k+1
k
Figure 9.2 The reference trajectory, valve sequence and predicted temperature
response of the MPC. Receding horizon control: process output at each sample time
using updated information.
Three design parameters are marked in Figure 9.2 and Table 9.1 shows the range in
which the parameter must lie.
Table 9.1 Ranges where to choose design parameters [42].
Hp Prediction horizon ≥ Hm
Hm Minimum cost horizon d+1 ≤ Hm ≤ Hp
Hc Control horizon 1 ≤ Hc ≤ Hp-d
The control horizon Hc is the number of allowed movements of the manipulated
variables that can be used to create the predicted temperature development. The
discrepancy between the reference trajectory and the predicted temperature is evaluated
between minimum cost horizon Hm and the prediction horizon Hp. d is the dead time of
the process. It can be argued that the lower limit of Hm should be 1 and not d + 1 as listed.
This is indeed the case
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9.1 Reference trajectory
The reference trajectory defines how the process should move from one set point to
another and is an arbitrary sequence of point. However for many processes a simple first
order trajectory can be used. The trajectory can be created according to:
)1()1()( −++−=+ ikwSpikw αα (9.1)
where α is a factor defining the gradient of the reference trajectory. The set point Sp is
the desired temperature of the magnets. The starting point for w(k) is chosen as either y(k)
or the initial value of w(k) as illustrated in Figure 9.3.
Figure 9.3 Two ways of initiating the reference trajectory: either at the measured
output or at the previous value of the reference trajectory [43].
By using y(k) an extra feed-back loop is activated, as an updated value of the starting
point of the trajectory is fed back to the controller from the process. This is the reference
trajectory used in the String implementation.
Choosing a reference trajectory is a way of defining the desired closed-loop response. In
the String implementation this was a matter of choosing the value of α. As no satisfactory
guideline was found this was a matter of trial and error. α was chosen such that the
reference trajectory was in order of the maximum gradient attainable for the process.
9.2 Criterion function
In predictive controllers, minimization of a criterion function yields the predictive control
law. The choice of the criterion function is therefore important.
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It can be shown [Soeterboek, R, p49] that this criterion will yield a minimum variance
controller. This type of controller might give a badly damped or unstable control system.










The weighting factor   is used to make a trade-off between the conflicting objectives of
minimizing the tracking error and minimizing the controller output. Increasing   puts
more weight on the controller output and gives a less active output and a slower process
output.
Using this weighting factor has two major disadvantages:
1. choosing   such that the system behaves as desired. Since   depends on the
process, the choice must be done either based on simulation or by trial and error.
2. For processes with a constant nonzero u(k) in steady state conditions , the use of  
will give a steady state error when set point and disturbances are constant. Since
u(k) is nonzero in steady state conditions it affects the criterion function in steady
state and hence the steady state controller output.
Weighing the controller increment instead of the output itself will avoid steady state
errors since the control increments in steady state are zero. It does not however make the
choice of   any easier.
If a minimum value of the dead time is know or the process is non minimum phase, the
minimum cost horizon should be equal to or larger than the dead time or inverse













22 )1()()(ˆ ρ (9.4)
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9.3 The predictive control law
The optimal control law is derived by minimization of the criterion function with respect
to the controller output sequence over the control horizon. When there are no constraints
and the process model is linear, the minimization can be done analytically. Subject to
constraints the minimization is done by an iterative method.








where g denotes the gradient and ∂ denotes the partial derivative. A local optimum is









is positive definite. This is the optimization that yields the predictive control law.
9.4 Constraints
Constraints are classified as either soft or hard constraints. Soft constraints might be
violated temporarily to satisfy other criteria. These can usually be taken care of by the
minimization of the criterion function. The weighting factor   can be selected such that
the soft constraint is satisfied most of the time. For the String the magnet temperature is a
soft constraint: it might temporarily be allowed to exceed a defined maximum. For the
results presented later in this chapter the upper limit for the temperature is set such that
this constraint is never violated.
Hard constraints on the other hand cannot be violated at any time. Typically there are
hard constraints on the input of the process. For the MPC implantation at the String the
valve has constraint with a lower limit of 5 % opening and an upper limit of 100%
opening. Hard constraints must be taken into account explicitly and an unconstrained
minimization is no longer possible. This results in an optimization solution that must be
found iteratively at each sample time by quadratic programming (QP).
In addition to level constraints there might also be constraint on the rate of change  u.
The control of a process subject level constraints might become rather bad, and if rate of
change constraints are present even unstable. Taking into account the effect of constraints
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has been shown to result in much better system performance: the controller anticipates
the constraints becoming active in the future.
The optimal operation point for a process often lies at the intersection of constraints. The
control must avoid violations and still operate close to the constraints. This is one of the
strong points of predictive controllers, since they can incorporate the handling of
constraints in a systematic way. Hence a predictive controller which takes hard
constraints into account allows to operate closer to the physical limitations of the process
safely. Up until now, predictive control is the only controller design concept that can
handle hard constraints in a natural and systematic way.
9.5 System model for the MPC
In Chapter 8 the concept of black box models was discussed. The models that were
implemented in the MPC algorithm were developed in the system identification
procedure. The ARMAX model was identified as the structure that best describes the
system. The BJ structure performed very similar to the ARMAX structure was
implemented in the algorithm. No difference in performance between the two structures
was detected. An OE model was also tested giving an unstable closed loop performance.






















Model Predictive Control is an open methodology that can contain a number of design
parameters according to the desired properties and the implementation at hand. A unified
approach to MPC involves ten design parameters. However not all parameters are
relevant for each implementation. This chapter treats the relevant design parameters for
the String implementation. Also treated are guidelines how to choose them and their
effect on the robustness and stability of the controller.
To investigate the effect of the design parameters the MPC controller was run off line
without temperature feedback from the system. The temperature observed by the
controller was constant throughout the procedure. However for a period of about five
minutes a real temperature evolution is not expected deviate much from the initial
temperature due to the inverse response. Consequently the predictions made by the
controller and the applied valve sequence corresponds reasonably well with a real
situation for this period. As time advances the discrepancy will increase. From steady
state condition with 28 % valve opening a step down in the temperature reference of 15
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mK was introduced. The subsequent valve response with different settings of the design
parameters was studied. The sampling time for the simulations is 10 seconds.
9.6.1 Controller output weighting
The criterion function, equation (9.4), shows that the weighting factor ρ and the filter ∆
realize the controller output weighting. A rule of thumb on how to choose ρ does not
exist. However a large value of ρ results in an unstable closed-loop system because there
is no longer any feedback. The value of ρ must therefore be chosen with care. The below
figure shows the evolution of the valve opening following the procedure described above.
The three parameters Hm, Hp and Hc are constant in each of the two figures respectively.
The weighting factor ρ is varied.
Figure 9.4 Valve response using different values for the weighting factor ρ.
Values up to ρ = 0.02 give reasonable limitation of valve movement. For larger values
the restriction in the valve movement becomes increasingly severe, and this value was
considered as an upper limit.
In discrete time ∆ is expressed:
Qn=1-q-1 (9.8)
The use of ∆ eliminates steady state offset and does not influence the steady-state
behavior if the reference trajectory and disturbances are constant. This is the reason for
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the use of ∆ in many predictive controllers. However there is a danger that weighting the
controller increment the closed-loop can lead to a badly damped or even unstable system.
Since the criterion function is minimized over a finite number of samples the controller is
still optimal with respect to the criterions function. Low frequency oscillations result in
small values of the controller increments hence the corresponding part of the criterion
function remain small. However the system will exhibit low frequency oscillations
corresponding to the disturbance. If the criterion function is minimized over a larger
horizon the situation improves. This effect will not occur when weighting the controller
output directly since both parts of the criterion function go to infinity if the closed-loop
system is unstable.
The situation can be improved by introducing in addition to ∆ the filter:
Qd=1/(1- q-1) (9.9)
where  =0.95 is a typical value. Now ∆ still satisfies the steady-state requirements for
constant set points and disturbances, while the dynamic behavior is approximately equal
to that when the controller output is weighted directly.
For the MPC implementation of the String, both ρ and ∆ as well as the described Qd have
been used. Zero steady state offset was achieved as well as low variance of the controller
output. The results of using Qd were inconclusive.
9.6.2 Prediction, minimum cost and control horizon
In this section the influence of the prediction horizon (Hp), the minimum cost horizon
(Hm) and the control horizon (Hc) is examined.
They parameters can be used to select different well-known controllers. With ρ = 0
choosing Hp = 1 yields a minimum variance controller, and Hp →   yields a mean-level
controller. A large value of Hp is normally chosen for robustness reasons, and it can then
no longer be considered as a tuning parameter. However the behavior of the closed-loop
system can be influenced by Hc in a similar way to that when using Hp. If Hc= na + 1 a
dead-beat controller is approximated, while for Hc= Hp - d a minimum-variance
controller is obtained. Normally however predictive controllers are not used as pole
placement controller and the parameters are chosen differently.
For a stable process the prediction horizon can be chosen according to the settling time of
the closed-loop system:
Hp= int(ts,  /Ts) (9.10)
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Where int(.) is a function that converts real value to an integer, and Ts is the sampling
time. For badly damped or unstable processes such as the string this rule of thumb cannot
be used, and instead Hp can be related to the bandwidth of the open-loop process:
Hp = int(2  s/  b) (9.11)
Where   b is the bandwidth of the open-loop system and   s is the sampling frequency.
The bandwidth of the String is about   b = 0.003 Hz (333 sec). This value has been
identified by examining the filtered output of the identification and validation
experiments presented in Chapter 8. Input signals with frequencies higher than   b are not
detectable above the noise of the output signal Sampling period should as a rule of thumb
be chosen 10 – 20 times smaller than the settling time. Combining equations (9.9) and
(9.10) the sampling period should be chosen 5 - 10 times smaller than the inverse of the
bandwidth e.g. 33 – 66 seconds. According to equation (9.10) the prediction horizon
should be chosen as Hp = 20 – 40. If the sampling time of the system is chosen different
from this rule, then Hp should be adjusted accordingly for to apply. With this value the
sensitivity of the closed-loop system to changes in Hp is small, and consequently Hp can
no longer be used as a tuning parameter. In the simulations presented here the sampling
time is ten seconds the prediction horizon should be chosen Hp = 67 – 133 (11 – 22
minutes).
Figure 9.5 shows the valve response in simulated according to the procedure described
above.
Figure 9.5 Valve response using different values for the prediction horizon.
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On the left graph with Hm = 35 there is a small difference when increasing the prediction
horizon from 60 to 75 and the lower value of the rule of thumb seems appropriate.
However with Hm = 20 there is still a considerable change in valve response when
increasing the prediction horizon from 60 to 100. A larger value than Hp = 67 should be
chosen to eliminate Hp as a tuning parameter.
Figure 9.6 shows the response of the valve using different values of the control horizon
Hc.
Figure 9.6 Valve response using different values for the control horizon.
Tuning rules states that in general increasing Hc with Hp →  makes the controller more
active. Figure 9.6 shows that the valve becomes less active when increasing the control
horizon. This is contrary to the general tuning rule making the choice of Hc more
difficult. Increasing the control horizon from 5 to 10 has a limited effect. On the right
hand figure it is seen that introducing the weighting factor   reduces the effect of
changing the control horizon.
Tuning rules states that for a minimum phase process, increasing Hm makes the closed-
loop system respond more slowly to set point changes. [68] When controlling a non-
minimum phase process, increasing Hm yields a faster closed loop system. Figure 9.7
shows the response of the valve using different values of the minimum cost horizon Hm.
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Figure 9.7 Valve response using different values for the minimum cost horizon.
Decreasing the minimum cost horizon makes the controller more active. Again this is
contrary to the tuning rules making the choice of Hm more difficult.
A possible choice is Hm= Hp. In this case the tracking error is considered at only one
point in the future. However assuming Hc = 1 then choosing Hp is quite difficult when the
system is non-minimum phase. This setting was attempted and as expected did not yield a
satisfactory performance.
9.6.3 The disturbance model
Tuning rules states that the disturbance model is a powerful tool for tuning the regulator
behaviour. When the model is different from the process the choice of the disturbance
model is essential for obtaining a stable closed-loop system. The disturbance model:
naqT )1( 1−−= µ (9.12)
can be used for unstable processes. The order of the A polynomial is na = 2. The choice
of   depends on the sampling period.   = 0.8 yield acceptable results in most cases.
Increasing   makes the closed-loop system react more slowly to set point changes if the
model is different from the process. This is not the case when the model is correctly
modelled. Using a small value for   usually results in unacceptable regulator performance
because the controller output variance is very large. Using T=(1-  q-1)na the response to a
load change will be smooth.
Another choice for the disturbance model is:
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T = A (9.13)
However this is not advised when the model has badly damped poles, as is the case for
the model of the String. It has
9.7 Performance of the MPC controller
In view of the poor agreement between tuning rules and the behaviour of the valve
obtained in simulation the tuning of the MPC controller was not straightforward. A trail
and error approach was employed using both the tuning rules and the experience from
simulation as guidelines. The sampling time used in the controller was varied between 20
seconds and 2 minutes.
The results presented here are extracts from the tuning procedure. The first three figures
show the response of the valve and the temperature following a 15 mK step up and down
in the reference with a steady state between. This is compared to a similar step when the
PID controls the system which is show in Figure 9.11. If should be noted that for the
MPC implementation the temperature reference is a constant temperature, while for the
PID implementation the reference is based on the saturation pressure in the overflowing
pot, as described in section 5.1. The last two figures show the response of the system
when 7 W heat load was applied and using 20 seconds and 2 minutes as sampling time.
In the figures the temperature is shown in red, the valve response in blue and the
reference black line.

























































Figure 9.8 MPC performance following a 15 mK step up and down in the reference.
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The controller output is quite active and reaches the hard constraint at 5 % valve opening
after eight samples. The valve starts opening again even before the inverse response is
over and the temperature starts increasing beyond the starting temperature. Such a
behaviour cannot be obtained by a PID controller. The temperature is within 5 mK of the
set point after 15 minutes, however the valve is opened too much and it takes 35 minutes
to fully reach the set point. The step down induces an inverse response lasting for 10
minutes with a maximum temperature increase of 2 mK. The temperature reaches the set
point after 32 minutes.







































































Figure 9.9 MPC performance following a 15 mK step up and down in the reference.
With this setting the valve output is less active and the adjusting movements of the valve
last for a longer period than in the previous figure. The temperature is within 5 mK of the
set point after 21 minutes and reaches the set point in 30 minutes. In the step down the
valve is opened more than in the previous figure inducing an inverse response lasting for
11 minutes with a maximum temperature increase of 3 mK. It takes 40 minutes for the
temperature to reach the set point since the final valve adjustment towards the set point
are not well performed. In general the performance of the controller to a step down in
temperature is poorer than for a step up.
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Figure 9.10 MPC performance following a 15 mK step up and down in the reference.
The temperature is within five mK of the set point after 20 minutes and reaches the set
point in 25 minutes which is the fastest of the three performances. However the
temperature overshoots with five mK and is not stable at the set point until 50 minutes.
The step down induces an inverse response lasting for 13 minutes with a maximum
temperature increase of 2 mK. This long inverse response is induced by the temperature
being slowly increasing prior to the step. The maximum valve opening is 10 % smaller
than in the previous figure. But again the final valve adjustment towards the set point are
not well performed and the temperature passes the set point after 25 minutes and
undershoots with 5 mK before being stable at the set point after one hour.
The performance observed by the MPC controller in the previous three figures can be
compared with the performance of the PID controller to a similar step in the reference as
shown in Figure 9.11.
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Figure 9.11 ID performance following a 15 mK step up and down in the reference.
The temperature is within 5 mK after 19 minutes and reaches the set point in 26 minutes
which is the same as the fastest MPC response. However the temperature overshoots the
set point with 4 mK and then shows an oscillatory behaviour. The step does not produce
an inverse response and the temperature starts decreasing after 6 minutes. The absence of
inverse response induced by the temperature being slowly decreasing prior to the step.
The maximum valve opening is similar to the maximum valve opening of the MPC
controller in the previous figure. The undershoot for the PID is significantly larger than
what is observed with the MPC controller. The temperature is at the set point after 20
minutes but is followed by an undershoot of 14 mK. As is the case for the MPC controller
also the performance of the PID controller to a step down in temperature is poorer than
for a step up.
The next two figures show the MPC performance subject to an added heat load of 7 W
which is equivalent to the heat load expected when ramping the magnet current. The
sampling time is 20 seconds in Figure 9.12 and 2 minutes Figure 9.13.
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Figure 9.12 PC performance following a 7 W applied heat load.
Steady state valve opening is 33 % before and 38 % after the heat load is applied. The
maximum temperature excursion is 6 mK after 12 minutes with a maximum valve
opening of 42 %. The system is brought back to within 2 mK of the set point after half an
hour.




















































































Figure 9.13 MPC performance following a 7 W applied heat load.
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Steady state valve opening is 25 % before and 30 % after the heat load is applied. The
maximum temperature excursion is 10 mK after 15 minutes. The temperature is back at
the set point after 37 minutes and undershoots
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10 Discussion and Conclusion
The Large Hadron Collider is the next generation particle accelerator presently under
construction at CERN. It will make use of superconducting cryomagnets operating in
pressurised He II at 1.9 K throughout its circumference of 27 kilometres. The scope of
this work was to investigate the properties of the 1.9 K level of the 35-m full-scale model
of the LHC, and initiate the process of designing a control scheme adapted to the
challenges posed by the system.
On the basis of this investigation a first principle simulation program is constructed and
validated. Black box models of the system are developed, and used as an integral part of a
model predictive controller implemented at the magnet test string for controller the
magnet temperature.
10.1 Investigation of the 1.9 K level
The 1.9 K level of the Magnet Test String has been subject to series of experiments
determine the process characteristics. It is found to be an integrating (non self-regulating)
process since a new steady state will not be reached following a change in either the
manipulated variable (Joule-Thomson valve) or the disturbance (heat inleak). The process
is strongly non-linear in particular governed by the change in specific heat of He II and
density of helium gas with temperature. The process has a variable transport delay (dead
time) in the flow of helium to reach the dry part of the heat exchanger. The process is
non-minimum phase (inverse response) due to the competing dynamic effects of pressure
drop and advance of liquid in the heat exchanger.
Classical control such as PID in the case of the String, are not optimal when one or more
of the above mentioned characteristics are present in a process. A narrower control band
can in principle be achieved when using an advanced, also denoted modern, control
technique. The MPC methodology has been identified as the most promising for tackling
the challenges present in the process of the 1.9 K level of the Magnet Test String. MPC is
an open methodology in the class of predictive control algorithms. MPC can be used to
control a variety of processes.
A series of experiment to gain knowledge about the properties and dynamic
characteristics of the 1.9 K cooling loop of the magnet test string has been carried out.
The velocity of the advancing liquid in the heat exchanger pipe is measured to be in the
order of 10 cm/s. There is an increase in the velocity observed with increasing mass flow.
The interaction between the liquid and gas phase is found to be weak, and the two phases
are considered to flow independent of each other.
The mass of He II present in the cold mass is the determining factor of the thermal
property of the system. Although the helium constitutes less than one percent of the total
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weight at this temperature level it still dominates the heat capacity of the system owing to
the extreme specific heat of He II. The amount of He II is measured to be 185 kg. The
accordance of results in simulation with the observed behaviour supports this measured
quantity.
Heat transfer at low temperature is governed by the Kapitza conductance between the He
II and surrounding parts. The total thermal conductance of the 1.9 K heat exchanger tube
has been measure in an experiment involving heat loads from 0 - 2 W/m. The
conductance was measured to be 74 W/Km. The degree of wetting of the circumference
of the tube was not taken into account in the calculation, and the heat transfer coefficient
is assumed to be a function of length only. This assumption is justified by the corrugated
geometry of the tube, which ensures good wetting at low mass flow. Separate work has
found the Kapiza conductance of the tube to be 304 W/Km, indicating a wetted perimeter
of 25 %. The numbers agree well with a geometrical consideration of the liquid in the
tube, and indicate that liquid entrainment and creeping of liquid up the wall does not
contribute significantly in improving heat transfer.
The vessels of the cold masses are connected by interconnection tubes with a length of 52
cm and having a cross section of 66 cm2. Due to instrumentation feed through the
efficient cross section of helium for heat transfer is about 30 cm2. The heat transfer
through them magnet interconnections has been measured to be very good. The measured
temperature difference measure a cross section of the tube larger than the cross section of
the unobstructed tube. This discrepancy is unaccounted for, but it is concluded that the
heat transfer capability of the interconnections is not a limiting factor in the temperature
control of the system.
An inverse response is observed during temperature transients. Opening the Joule-
Thomson valve from steady state opening of about 30 % to 90 % will provoke an inverse
response lasting for about eight minutes and the magnet temperature will increase about 5
mK before the system starts to cool down. This undesirable behaviour is inherent in the
system and not a characteristic that can be eliminated by the control system. The inverse
response is originating from the pressure drop characteristic of the heat exchanger tube.
When the amount of flash gas increases following the opening of the valve, the pressure
drop along the heat exchanger increases with a resulting lower temperature margin
available for heat transfer. Consequently the cooling power of the heat exchanger
decreases until a longer part of the tube is wetted.
10.2 First principle modelling
A first principle model of the 1.9 K level of the magnet test string has been constructed.
The assumptions underlying the model are:
- friction factor of the heat exchanger tube is f = 0.077
- thermal conductance of the heat exchanger is hg = 74 W/m
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- amount of He II in the cold mass is m = 180 kg
- the characteristic of the Joule-Thomson valve is assumed to be:
%
2
%% 04.000044.0)( vvvm ⋅+⋅=
where m is the mass flow as a function of valve opening v%
The simplifications are:
- the velocity of the advancing liquid in the heat exchanger tube is regarded as being
constant 10 cm/s
- all magnets are assumed to be of equal temperature, thus neglecting the longitudinal
heat transfer in the mode
- the corrugations of the tube are assumed to constitute a volume that has to be filled in
order for the liquid to advance further. An amount of 10.55 g/m is assumed required
to fill the corrugations
- pressure drop over a part of the tube is calculated on basis of the average of the gas
flow in and out of that part of the tube
- the flash created during the expansion over the Joule-Thomson valve is assumed to be
constant x = 0.12
- the latent heat of vaporisation of He II is regarded as constant 23 J/g
The heat exchanger is divided into length increments in order to obtain a longitudinal
profile of the liquid distribution along the tube, and to calculate the pressure drop
resulting from the increase in gas flow as the liquid absorbs the heat load and vaporises.
The characteristic of the Joule-Thomson valve is a compromise between the specification
from the supplier of the valve, results obtained in a calibration procedure on site and
experience obtained through operation of the valve. Most emphasis is placed on
experience gained through operation of the valve. For the most significant range of
opening of the valve, 20 - 40 %, the characteristic agree well with results calculated from
long duration observation of steady state liquid consumption compared with measured
heat inleak. Operation of the valve in manual mode is based on this characteristic. The
experience of using this fit function supports its validity.
The volume of one corrugation of the tube has through a geometrical consideration been
calculated to be 0.8842 cm3. This equals a stored mass in the corrugation of 10.55 g/m.
The consideration is based on the assumption that the circumference of the tube is that of
a circle, and the longitudinal pattern is that of a sine curve.
The pressure drop calculation is assuming the tube to be a pipe with a relative roughness
of 0.08 and using the outer diameter of the corrugation in the calculations. The density of
the helium gas is calculated using a fit function accurate to within 0.5 % of tabulated
values in the 1.78 K – 1.96 K region.
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Cooling provided by the heat exchanger is calculated for each length increment and
summed up over the length. Assuming constant latent heat of vaporisation of He II
represents an error of less than 0.5 % in the 1.74 K – 2.08 K region.
When all the magnets are assumed to be isotherm only one differential equation is needed
for the overall energy balance. The specific heat of He II is implemented as a fit function
with an error less than 1.25 % in the 1.7 K –2.07 K region.
The model has been implemented using the mathematical program Matlab. The inputs
required for running a simulation are:
- pumping pressure at the outlet of the heat exchanger
- heat load on the system during the simulation
- supply of helium through the JT valve during the simulation.
The program calculates:
- pressure profile in the HX
- saturated temperature profile
- liquid distribution in the HX
- cooling power provided by the HX
- temperature development for the He II of the cold mass hence the magnets
- liquid supply in the case of using a control structure for the valve
- liquid supply as a function of supplied valve-opening
- specific heat of the pressurised He II in the cold-mass
- density of the helium gas
The degree of discretisation of the heat exchanger was a trial and error procedure. It was
sought to be sufficient to avoid unnecessary errors, but as coarse as possible to minimise
the computation burden. Series of simulations were performed with increasingly fine
descretisation. When no detectable improvements could be observed it was regarded as
sufficient. It was found sufficient to divide the length into 24 parts of 1.46 meters, giving
a resolution of about 4 % along the geometry.
A sensitivity study of the design parameters is performed. The parameters were varied
according the uncertainties related to the respective parameter. The effect was evaluated
by examining the response of the system following a step down and up in the valve
producing a 15 mK step up and down in temperature. Three characteristics of the
response were evaluated: the overall change in temperature, the time delays associated
with the inverse response and the pressure drop during the steady states between the
steps.
The temperature excursion following a pulse input in the manipulated variable is affected
the most by the uncertainty related to the amount of He II in the cold mass. About 10 %
uncertainty in the magnitude of the excursion is introduced by the 15 % uncertainty of
this parameter. Also the threshold of mass in the corrugations has moderate effect on the
temperature excursion. This is due to the amount of cooling power ‘stored’ in the liquid
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in the heat exchanger. The other parameters only weakly affect the overall temperature
excursion between steady states.
The time delay associated with changes in the manipulated variable is noticeably affected
by several parameters. The threshold of mass in the corrugations has the most significant
effect with up to 30 % increase in time delay observed after reducing the valve opening.
The friction factor introduces 15 - 20 % uncertainty in the time delay, and an increase of
the flash over the valve lead to 10 % increase in delay time.
The pressure drop in steady states is affected only by the friction factor, which causes a
10 % uncertainty. All the other parameters have a neglectable effect on the pressure drop.
Model validation:
The first principle model is validated against data recorded from dedicated experiments
on the real system. For a situation with actively applied heat load on the system the
performance of the model is in good agreement with recorded behaviour. The transient
response shows no time delay to a change in the heat load, and the simulated temperature
excursions are within 5 % of the real response. This supports the value used in the
simulation program for the amount of He II in the cold mass, and is within the 10 %
uncertainty found in the sensitivity analysis.
For simulations where the Joule-Thomson valve is the manipulated variable the results
are more complex. Both time delay following changes in valve opening and temperature
excursions in general agree well.
The pressure drop is identified as playing a vital part of transient behaviour of the system.
A good agreement of the changes in pressure drop, both in transient and steady state
conditions, is therefore of fundamental importance for the validation of the simulation
program. The pressure measurement in the real system is plagued by noise arising from
the active control of the pumping pressure in the overflow pot. In addition there is a
cyclic disturbance occurring at 2 – 3 minutes interval and lasting for some tens of
seconds, and whose origin has not been determined. These disturbances are not present in
the simulated behaviour of the pressure. When neglecting the effect of these disturbances
the simulated and measured temperature behaviours correspond well, and gives
confidence in the implemented pressure drop model. Both overall changes in pressure
drop between steady states and the transient behaviour between them shows a good
correlation.
10.3 Black box modelling
Linear time invariant (LTI) black box models of the system have been identified on the
basis of data recorded on the real system through specially designed experiments. A
pseudo random binary signal with signals ranging from 30 to 2 minutes in period of the
valve opening around the steady state opening have been used. This includes all
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foreseeable significant frequencies for the system. Models have been identified in
several structures and compared. The ARMAX structure is found to be the structure best
suited for describing the system. Judging from which model structure that best describes
the behaviour of the system the disturbance affecting the system is variations of the heat
inleak.
10.4 Model predictive control of the system
An model predictive control (MPC) has been implemented to control the temperature of
the 1.9 K cooling loop of the Magnet Test String. Models obtained through the black box
modelling have been used in the controller. The code of the controller is developed at the
University of Valladolid in Spain and intended for use in the sugar industry. The code is
used in agreement with the licence holder, and for proprietary reasons this code cannot be
published. The controller allows specifying the reference trajectory as any mathematical
expression and using the feedback of the output or the previous value of the reference
trajectory. The criterion function can include controller output weighting and polynomial
filtering of the output sequence. It allows implementation of polynomial models for the
disturbance. The prediction horizon (Hp), the minimum cost horizon (Hm) and the control
horizon (Hc) are all allowed as tuning parameters. In addition controller output weighting
and polynomial filtering of the output is allowed.
In the String implementation the following settings have been used. The reference
trajectory is implemented as a first order filter from the feedback of the output and the set
point temperature. The generation of the trajectory includes a tuning parameter to decide
the slope of the curve. This parameter is in simulation chosen such that the shape of the
trajectory corresponds as close as possible with the free response of the system. A more
active controller can be achieved by choosing a steeper reference trajectory.
To avoid steady state errors the controller weights the increments rather than the
controller output itself. A polynomial filter for the controller increments is used in
addition to avoid low frequency oscillations through the system. The results of using this
polynomial are inconclusive.
Rules of thumb how to choose the weighting factor of the controller output do not exist.
Literature states that this must be done through trial and error or in simulation.
A value of   = 0.02 has in simulation been found to give reasonable restriction in the
valve movement. This value is used in the controller and observed to give reasonable
results. The weighting factor must be used with caution since it affects the robustness of
the closed loop system, and a larger value is not advisable.
The choices of prediction horizon (Hp), minimum cost horizon (Hm) and control horizon
(Hc) are based on rules of thumb and adjusted in simulation and through experiments.
Rules of thumbs are based on system that are open loop stable, have no dead time and are
minimum phase or systems containing one of the negative of these three features. Rules
that apply to open loop unstable, non-minimum phase are not specified. There is not a
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good agreement between tuning rules and results obtained in simulation. Consequently a
degree of adjustment and trial and error is involved in tuning the controller for the String.
The result of choosing these parameters is not completely conclusive, but sets of
parameters giving acceptable performance have been identified.
The use of the disturbance model for tuning the MPC controller has only been subject to
preliminary investigation. The disturbance model is a powerful tool for tuning predictive
controllers and should be studied more in detail. An improvement in regulator
performance is expected using a properly tuned noise model
The introduction of a first principle model that takes into account the non-linearity of the
system, and specially the behaviour of the two phase flow in the heat exchanger tube,
should improve the performance of a MPC controller.
Sampling time of 2 minutes is too long and allows disturbances to have an unnecessarily
large effect. Since heat load on the system has practically an immediate effect it will be
advantageous to operate with a much shorter sampling time. The use of a sampling time
of 20 seconds was well within the capability of the implemented hardware and software.
A sampling interval shorter than 20 seconds will not be an improvement since none of the
foreseeable heat load will have a detectable effect over such a short time span. A heat
load of 30 W will need 24 seconds to produce a temperature increase of 1 mK at 1.9 K
The study of the implemented MPC controller performed during about one month is
incomplete, and the results are partly inconclusive. Nevertheless the performance of the
MPC controller is observed to be as good or better than the PID control structure
presently implemented. This in spite of the PID having been in operation and subject to
tuning for a period of three years. The MPC controller shows promising properties for
tackling the dynamic challenges of the system. The response of the MPC to set point
changes is observed to be good, and the controller possesses properties superior to that of
the PID. The results regarding noise rejection are less well documented. The increased
challenges imposed by increasing the length of the geometry from 35 meters to 100
meters will enhance the advantages of predictive control over classical control.
In view of the incomplete development and tuning of the controller that has been
undertaken, it is the conviction that the performance of a predictive controller that has
been dedicatedly developed for this process will offset the increased initial cost and add
to a robust and fault tolerant operation of the LHC machine.
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12 A-1 Data and measurement for calculating liquid velocity
The measurement used to calculate the velocity of the advancing liquid in the heat
exchanger tube was performed when the String consisted of two dipoles and one
quadrupole. The flash is calculated on the basis of conservation of enthalpy over the
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Length of heat exchanger tube: 27.5 m
Steady state valve opening: 25%
State of the liquid before expansion: 2.2 K at 1.2 bar
Amount of flash over the valve: x = 0.1182 at 21 mbar, x = 0.1441 at 10 mbar
Table A- 2 Measurements of time for the liquid to flow through the heat exchanger at




















21 mbar 40 21 1.873 457 6.02 2.08
50 21 1.873 287 9.58 2.75
60 21 1.873 284 9.68 3.48
70 21 1.873 257 10.70 4.27
10 mbar 50 10 1.670 274 10.04 2.73
80 10 1.670 224 12.28 5.06
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13 A-2 Amount of helium in the cold mass
Table A-3
Temperature measurements and the average cp for temperature intevals used to calculate














17:15 1.8867 17:46 1.9258
17:16 1.8860 17:47 1.9288
17:17 1.8856 17:48 1.9315
17:18 1.8849 17:49 1.9346
17:19 1.8844 17:50 1.9373
17:20 1.8842 17:51 1.9399
17:21 1.8841 17:52 1.9431
17:22 1.8844 17:53 1.9478
17:23 1.8847 17:54 1.9535
17:24 1.8850 17:55 1.9589
17:25 1.8852 17:56 1.9639
17:26 1.8855 17:57 1.9692
17:27 1.8850 17:58 1.9742
17:28 1.8843 17:59 1.9794
17:29 1.8838 18:00 1.9843
17:30 1.8837 18:01 1.9887
17:31 1.8839 18:02 1.9933
17:32 1.8852 18:03 1.9983
17:33 1.8875 18:04 2.0025
17:34 1.8905 18:05 2.0064
17:35 1.8929 18:06 2.0053
17:36 1.8956 18:07 2.0033
17:37 1.8977 18:08 2.0047
17:38 1.9000 18:09 2.0060
17:39 1.9029 18:10 2.0064
17:40 1.9063 18:11 2.0065
17:41 1.9095 18:12 2.0059
17:42 1.9129 18:13 2.0060
17:43 1.9161 18:14 2.0056
17:44 1.9191 18:15 2.0052
129
14 A-3 Data for the thermal conductivity of the heat exchanger
Table A-4 Temperature measurements as a function of heat load for calculating the
thermal conductivity of the heat exchanger.
Measured temperature for the six sensorsApplied
heat load TTCM01 TTCM02 TTCM11 TTCM12 TTCM12 TTCM22
[W/m] [K] [K] [K] [K] [K] [K]
0 1.862 1.862 1.861 1.859 1.861 1.862
0.2 1.863 1.863 1.863 1.861 1.862 1.864
0.4 1.865 1.864 1.864 1.863 1.863 1.866
0.5 1.867 1.867 1.866 1.865 1.866 1.867
0.6 1.867 1.867 1.866 1.865 1.866 1.867
0.8 1.869 1.869 1.868 1.866 1.867 1.869
0.9 1.872 1.871 1.871 1.869 1.870 1.872
1 1.874 1.873 1.873 1.871 1.872 1.874
1.2 1.877 1.876 1.875 1.873 1.875 1.876
1.3 1.878 1.877 1.876 1.874 1.876 1.878
1.4 1.879 1.878 1.878 1.876 1.877 1.879
1.6 1.881 1.881 1.880 1.878 1.880 1.882
1.8 1.885 1.884 1.884 1.881 1.883 1.885
2 1.889 1.889 1.888 1.886 1.888 1.890
Table 5 Temperature deviations in mK from a chosen temperature Tbase=1.861 K.
The average temperature deviation for the six sensors is shown in the last column.
Temperature deviation from 1.861 KApplied
heat load TTCM01 TTCM02 TTCM11 TTCM12 TTCM12 TTCM22 Average
[W/m] [mK] [mK] [mK] [mK] [mK] [mK] [mK]
0 1 1 0 -2 0 1 0.17
0.2 2 2 2 0 1 3 1.67
0.4 4 3 3 2 2 5 3.17
0.5 6 6 5 4 5 6 5.33
0.6 6 6 5 4 5 6 5.33
0.8 8 8 7 5 6 8 7.00
0.9 11 10 10 8 9 11 9.83
1 13 12 12 10 11 13 11.83
1.2 16 15 14 12 14 15 14.33
1.3 17 16 15 13 15 17 15.50
1.4 18 17 17 15 16 18 16.83
1.6 20 20 19 17 19 21 19.33
1.8 24 23 23 20 22 24 22.67
2 28 28 27 25 27 29 27.33
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15 A-4 Heat transfer in the interconnections
The figure and table show the recorded temperature splits between the two temperature





























































































Figure A-2 Recorded temperature splits between the two temperature sensors
Table A-6 Recorded temperature splits between the two temperature sensors
Time TT02-TT11 Time TT02- TT11
15:50 1.330 16:10 0.430 16:22 0.930
15:51 1.330 16:11 0.930 16:23 0.430
15:52 1.330 16:12 0.430 16:24 0.930
15:53 0.930 16:13 0.930 16:25 0.930
15:54 1.530 16:14 0.930 16:26 0.930
15:55 1.330 16:15 0.930 16:27 0.930
15:56 1.330 16:16 0.430 16:28 0.930
15:57 1.530 16:17 0.930 16:29 0.930
15:58 1.530 16:18 0.930 16:30 0.930
15:59 1.330 16:19 0.430 16:31 0.430
16:00 1.530 16:20 0.930 16:32 0.930





16 B-1 Fit function for density of helium gas
The below figure shows the value of the density such that it is given by Hepak. This data
is compared with data generated by the fit function:
-5-5 107.53+T102.321)( ⋅⋅=Tρ
















































Figure B-1 The density of the saturated helium gas and error between data from
Hepak and values by the fit function
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17 B-2 Fit function for specific heat of He II
The below figure shows the value of the specific heat of pressurized He II at 1.2 bar such
as it is given by Hepak. This data is compared with data generated by the fit function:
2.9431T14.777e)( =Tcp
The error between the fit function and the data from Hepak is also shown.
Figure B-2 The specific heat of pressurised He II at 1.2 bar and error between data

































Fit for specific heat
Error
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18 C-1 Manual for Simulation Program
This is a manual described how to open, edit, run and present results from The 1.8 K
Cooling Loop Simulation Program.
The program is written using the Matlab Simulink Toolbox. This is a graphical interface
to the functionality of the Matlab programming language. Editing and running the
program is done through the Simulink interface. Presenting results is done through the
Matlab Command Line.
To be able to use the program the user need to have Matlab and the Simulink Toolbox
installed. Running the program requires only a basic knowledge of Matlab. Editing the
program requires some knowledge and experience using Simulink.
18.1 C-1.1 Opening and Understanding the Program
Start Matlab, and go to the right directory where the program files are stored.
Type ‘start’ at the command line and press <enter>. This command calls an .m file called
‘initialconditions’ which sets the constants used by the simulation program. It then starts
the main program.
18.1.1 The Main Window
The main window of the program is constructed to mimic the design of the LHC Magnet




In addition it contains four more block:
Pumping pressure
Heat inleak
Output file (with a multiplexer to gather the data into one matrix)
Clock
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Figure C.1 Main window of simulation program.
18.1.2 Pumping Pressure
This block represents the pressure in the pumping line of the system, i.e. the saturation
pressure at the end of the heat exchanger.
The input can be any of the blocks in ‘sources’ library. The output from this block must
have dimension [mbar]. The block has one output that goes to the ‘heat exchanger’ block.
The input is in Figure C.1 shown as a constant 19 mbar corresponding to a saturation
temperature of 1.85 K.
18.1.3 Heat Inleak
This block represents the total heat inleak to the system. The input can be any of the
blocks in ‘sources’ library. The output from this block must have dimension [W]. This
block has one output that goes to the ‘Magnet (pressure vessel)’ block.
The input is in Figure C.1 shown as a step input. Heat inleak is in the order of 1 W/m in
normal operating conditions. This requires 35m·1Wm-1/23Jg-1=1.5217 g/s of saturated
liquid for the system to be in steady state.
18.1.4 JT Valve
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This block represents the Joule Thomson valve supplying liquid and flash gas to the heat
exchanger. The input can be any of the blocks in ‘sources’ library. The outputs from this
block must have dimension [g/s]. This block has three outputs: ‘gas from JT’ and ‘liquid
from JT’ that goes to the ‘Heat exchanger’ block. The ‘mass from JT’ that goes to the
‘Dataoutput’ block.
The input is split into two parts simulating the formation of saturated liquid and gas over
the JT-valve. This is done by the two gain-blocks ‘flash’ and ‘1-flash’. Flash is by default
set to 0.12 corresponding the nominal operation conditions (2.3 K @1.15 bar before and
19 mbar @ 1.85 K after the valve).
In Figure C.2 the input is a block that reads data in the workspace of Matlab. [T,U] can
be a matrix of logged data from a String experiment. U is a vector of recorded values of
JT valve opening in %. T is the corresponding time vector where time is given in seconds.
Since the output must be in g/s the value of the valve opening must be converted to mass
flow. This is done by the function block ‘valve characteristic’ which contains the
function [00044*u^2+.04*u] corresponding to the valve characteristic
m(%)=0.00044%2+0.04%.
The block is also equipped with a ‘Manual Switch’, which when double-clicked on
switches to a step input (this is only done to enable the user to easily change the mode of
input).
Figure C.2 The JT valve-block
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18.1.5
18.1.6 Magnet (Pressure Vessel)
This block represents the magnets and the cold mass at 1.8 K. The whole cold mass is
considered to be isotherm.
The block does not have any input controlled by the user. It has the two inputs ‘Cooling
from HX’ coming from the ‘Heat exchanger’ block, and ‘Heat inleak’ coming from the
block with the same name. Both have dimensions [W]. The string of commands










The ‘Magnet Temperature’ is fed back to the multiplexer (Mux) and used to calculate
cp(T).
The output is the temperature of the cold mass and has dimension [K]. It goes to the
‘Magnet (pressure vessel)’ block and to the ‘Dataoutput’ block.
Figure C.3 The block representing the magnet temperature.
18.1.7 Heat Exchanger
This block represents the inside of the heat exchanger.
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The block does not have any input controlled by the user. It has four inputs and four
outputs.
Inputs:
‘Pumping pressure’ coming from the block with the same name. Dimension [mbar]
‘gas in’ coming from the ’JT valve’ block. Dimension [g/s]
‘liquid in’ coming from the ’JT valve’ block. Dimension [g/s]
‘Tmag’ coming from the ‘Magnet (pressure vessel) block. Dimension [K]
Outputs:
‘Pressure in return box’ going to the ‘Dataoutput’ block. This is the calculated pressure
in the return box of the system. Dimension [mbar]
‘gas out’ going to the ‘Dataoutput’ block. This is the amount of gas that is being pumped
out of the system. Dimension [g/s]
‘liquid out’ going to the ‘Dataoutput’ block. This is the amount of liquid flowing through
the system without evaporating. Dimension [g/s]
‘cooling’ goes to the ‘Dataoutput’ block and the ‘Magnet (pressure vessel) block. This is
the cooling power provided by the heat exchanger. Dimension [W]
Figure C.4 The Heat exchanger
The heat exchanger is discretized into a number of cells (of which only the first three and
the last two are shown in Figure C.4). The last cell represents the part of the heat
exchanger closest to the end where the vapor is pumped out. The first cell represents the
first part of the heat exchanger where liquid and gas is fed in from the JT valve.
Each cell has four inputs and four outputs with dimensions as described above. All the
cells are identical.
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The ‘Pumping pressure’ input goes into the last cell. At each time step this pressure plus
the calculated pressure drop over this cell is the input pressure to the previous cell. This
procedure is repeated backwards through all the cells resulting in the ‘Pressure in return
box’ in the start of the heat exchanger, thus the total pressure drop over the length of the
heat exchanger.
The ‘gas in’ and ’liquid in’ from the JT-valve goes into the first cell. If an amount of
liquid is calculated to evaporate from this cell, the ‘gas out’ and ‘liquid out’ from this cell
are incremented and decremented by that amount respectively. They then form the ‘gas
in’ and ’liquid in’ to the next cell, and this procedure is calculated forward through all the
cells. ‘gas out’ and ‘liquid out’ from the last cell forms the corresponding outputs from
the ‘Heat exchanger’ block and goes to the ‘Dataoutput’ block as described.
The amount vaporized from all the cells is summed up and multiplied by the latent heat
of vaporization, hfg, to give the cooling provided by the heat exchanger.
The magnet temperature is an input to all of the cells in order to calculate the local
saturation pressure and density of the gas.
18.1.7.1 Inside a Cell
Each cell might be regarded as divided in two parts: one dealing with the liquid phase and
one with the gas phase.
The gas part has as input the pressure in the downstream (next) cell [mbar] and the gas








where C and Lcell [m] are constants. The mass flow used in the pressure drop calculation
is the mass flow from the previous cell plus half of the vaporized amount in this cell.
There is an algebraic loop in the equation as the pressure drop depends on the density of
the gas and vice versa. To break this algebraic loop the density, rho(p), is calculated
using the pressure from the previous time step.
Instabilities in the pressure drop calculations necessitated averaging the present value
with the previous value. This can be seen following the ‘gas from previous cell’ input.
Conservation of mass is preserved during simulation.
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Figure C.5 A cell of the heat exchanger
The part dealing with the liquid phase has two inputs: the magnet temperature, ‘Tmag’,
and the liquid flowing from the previous cell, ‘mass from previous cell’. It contains an
integrator, which calculates the amount of liquid present in the cell. The amount of liquid
that is being vaporized is calculated according to:
fggsatmagvap hhTTm /L)( cell⋅⋅−=
A saturation block is needed to avoid a negative vaporized amount in the case that the
saturation temperature exceeds the magnet temperature. Conservation of mass is





The integrator has a lower bound equal to zero since there cannot be negative mass in the
cell. The dead zone block accounts for the amount of liquid needed to fill the
corrugations before any liquid can flow out of the cell.
The lower part of the cell involving the ‘Switch’ block is needed in the case when the cell
is about to dry out or is just starting to fill. In these cases the calculation of the amount
that should vaporize might yield a larger value then what is actually present in the cell.
The switch-routine ensure that this value is not applied by only allowing what is in the
cell and flowing into it to vaporize.
18.1.8 Output File and Clock
This block stores the result of the simulation. It produces a 7x’length of simulation’
matrix by the name of ‘Dataoutput’ in the Matlab workspace. Its consists of seven
columns vectors containing:
Time: the time in seconds when the row was created
Temperature: the magnet temperature
Pressure in return box: Saturation pressure at the start of the HX
Gas out: the gas flow out of the system
Liquid out: the liquid flow out of the system
Cooling power: the total cooling power provided by the heat exchanger [W]
Mass from JT valve: the mass that was supplied by the JT valve.
One row is added to the matrix at every time step during the simulation. How many rows
that are created depend on the simulated time and the method of integration that is
chosen.
18.2 C-1.2 Editing the Program
There are three inputs that the user would want manipulate in order to use the program
under different conditions:
The input to the JT-valve
The heat inleak to the system
The pumping pressure
All of these three can get their values from either of the blocks in the ‘Sources’ library of
Simulink.
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The Simulink is stared by entering the command <simulink> on the command line in
Matlab. This opens the simulink libraries, of which one is the ‘Sources’ library. This is
opened by double-clicking its icon. The desired block can be transferred either by copy-
paste or drag-and-drop to the desired page in the program. The block is attached by
dragging the mouse from the output port of the block to the desired input port of another
block.
18.3 C-1.3 Running the Program
Selecting the <Start> option in the <Simulation> pull-down menu in Simulink starts the
program. By selecting the <Parameters> option of the same menu some choices might be
made:
Simulation Time: a start time and a stop time can be specified. The unit is seconds.
Normally a period of ~2000 seconds is required to obtain steady state conditions in the
heat exchanger tube. This is needed for the profile of liquid and pressure drop to develop.
Solver options: this concerns the way the differential equations are solved. Either a fixed
step length or a variable step length can be selected and several options for solvers exits
for both choices. It is advised to choose the ‘Fixed-step’ option with a step length of 10
seconds. This has proven sufficiently short, and no improvement is obtained by choosing
it shorter. Longer step length (~30 seconds) can be used for initial investigations. No
significant difference is observed using the different option for solver and the fastest (and
simples) is the Euler.
When choosing the ‘Variable-step’ option, the program is in danger of running
very slowly due to the solver requiring very short time increments.
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18.4 C-1.4 Viewing the simulation result
The result from a simulation is stored as a matrix in the Matlab
workspace. The name of the matrix is specified in the <To
workspace> block of the main window (called ‘Dataoutput’ in
Figure C.1).
By typing ‘show’ on the Matlab command line and pressing
<Enter> the menu shown to the right is opened. Selecting a
button in the menu a figure with the desired data is created.
The data-matrix must have the name ‘aa’ for this script to
recognize it. (to create a matrix called ‘aa’ simply type
aa=dataoutput; on the command line).
The data that can be shown in a figure as a function of time is:
1. temperature of the system
2. saturation pressure in the return box (corresponding to the
pressure drop through the heat exchanger)
3. flow of helium gas out of the system
4. flow of helium liquid out of the system (overflow)
5. cooling power provided by the heat exchanger
6. mass flow from the Joule Thomson valve
7. mass flow out of each individual cell
8. the wetted length of the heat exchanger (as an integer
number of cells)
9. a 3-D plot of distribution of liquid in the heat exchanger
over length and time
10. saturation temperature in the return box (corresponding to the saturation
pressure).
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18.5 D-1 Paper submitted to ICEC 17
The following paper was submitted to and presented at the Seventeenth International
Cryogenic Engineering Conference and Exhibition held 14 – 17 July 1998 in
Bournemouth, England.
The only change that has been made to the originally submitted paper is the inclusion of
page numbers.
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18.6 Applying Advanced Control Techniques for
18.7 Temperature Regulation of the LHC Superconducting Magnets
Bjørn flemsæter1, Enrique Blanco2, Juan Casas-Cabillos2, Steinar Sælid3
1LHC Division, CERN, Geneva (Switzerland)
2SIA Uiversidad de Valladolid, Valladolid (Spain)
3ITK Norwegian University of Science and Technology (Norway)
The temperature of the superconducting magnets for the future LHC
accelerator is a control parameter with strict operation constraints
imposed by (a) the maximum temperature at which the magnets can
operate, (b) the cooling capacity of the cryogenic system, (c) the
variability of applied heat loads and (d) the accuracy of the
instrumentation. A temperature regulation with narrow control band
can in principle be achieved by implementing a Model Predictive
Control (MPC)-type controller. For this purpose, and for
investigating the behavior of the cooling system, a simulation
program has been developed. A prototype MPC controller has been
installed and completed its first run.
1 INTRODUCTION
The Large Hadron Collider (LHC) [1] project will be the next major research facility for
high-energy physics. It will provide proton-proton collisions based on a 27-km ring of
high field superconducting magnets operating in superfluid helium at about 1.9 K. It
represents a major challenge in applied superconductivity and cryogenics, and imposes
hard constraints and a strict range of the temperature for operation of the machine.
2 SYSTEM DESCRIPTION AND PROCESS CHARACTEREISTICS
2.1 The 1.9 K cooling loop
The superconducting magnets operate in static baths of pressurized HeII at 1.9 K and 1
bar. The generated or deposited heat is transported by conduction to a heat exchanger
tube (Hx) threading its way along the magnet string, thus constituting a linear cold
source. Inside the tube, a flow of saturated HeII absorbs the heat load by gradual
vaporization [2].
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The superfluid helium cooling scheme for the future LHC will be implemented in
independent cooling loops (cell), each constituted of eight separated but thermally linked
magnets totaling 107 meters. The configuration of the present test facility roughly
represents a half-cell, consisting of four slightly shorter magnets with a total length of 35
meters, but with the basic cryogenic cooling concept being identical (see figure 1). It is
mounted on a 1.4 % slope, representing the maximum slope inside the LHC tunnel [3].
Figure1 The 1.9 K cooling loop
Subcooled helium I (1) is expanded to saturation by throttling through a Joule Thomson
valve (2) and fed to the far end of the corrugated heat exchanger tube (3). The liquid
gathers heat and vaporizes as it flows back in co-current flow with the vapor, and is then
pumped out (4).
2.2 Process characteristics
The mass of pressurized HeII in the cold mass is about 160 kg compared to the several
tons of metal, but sit still constitutes 99 % of the specific heat (Cp) at 1.9 K. Most
physical parameters are highly nonlinear in the temperature range of interest, for example
Cp more than doubles its value from 18 to 2.1 K
The Hx-tube is only partly wetted over its length during normal operation. When more
cooling power is required, the JT valve opens and the additional liquid will have to flow
over the already wetted length to participate in the cooling. At the same time both the
amount of flash gas from the JT-valve and the pressure drop along the Hx-tube increase,
leading to a higher saturation temperature. This effect lead to an inverse response where
the cooling decreases in a transient period (typically 5-10 min).
3 MODELLING & SIMULATION
Models of real systems are based on hypotheses and approximations and are therefore
never perfect. Models are helpful in process analysis and control by improving the
understanding the process, to design the control law, and finally to optimize the process
operation conditions.
There are in principle two main approaches of obtaining mathematical models of a
system. (a) First principle models (white box) constructed from fundamental physical
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laws such as conservation of mass, balance of energy and momentum. They are able to
explain process behavior under different operation conditions, but are in general difficult
to embed in a linear model based controller. (b) Identified models (black box), describing
the relationship between input and output measurements of a plant. They are obtained
from experiments on the plant, and can only describe the operational band and the
dynamics that are present during the observation period.
3.1 Assumptions and simplifications
The velocity with which the liquid flows in the Hx-tube has been observed to be fairly
constant and in the model taken as constant. The latent heat of vaporization of helium, the
percentage of flash over the JT-valve and the heat transfer coefficient (kglobal) from
saturated to pressurized HeII along the wetted perimeter inside the Hx-tube are assumed
constant. Cooling is thus a function f wetted length and ∆T from saturated to pressurized
helium. kglobal includes the solid conduction through the Hx-wall and Kapitza
conductance
s on the two solid-liquid interfaces. The magnets are assumed to be isothermal thanks to
the good heat transfer along the half-cell.
3.2 Challenges and solutions
The dynamic behavior of the saturate liquid helium flow along the Hx-pipe has proved to
be one of the most complex parameters to model. A good understanding of liquid
quantity and location and the pressure profile along the Hx-pipe is important, as this
determines the cooling provided to the system. For this the Hx-pipe is discretized
longitudinally and in each element mass and energy balance and pressure drop is
calculated. A tradeoff between accuracy and complexity has to be made. When the
cooling provided by the Hx is known, the calculation of the magnet-temperature is



























The cooling power, mass and gas flow out of each element are found from these
relationships respectively:
globalincrementcooling kLTq ⋅⋅∆= incrementliqthresholdout Lvmmm /)( ⋅−=ÿ
fgcoolinginout hqgg /+=
During each time step, these calculations are performed for each length increment, except
dT/dt as the geometry is assumed isothermal. (f -friction factor, d-tube diameter, vgas -gas
velocity, qheatloads -heat loads, m –mass of helium in increment, hfg –latent heat of
vaporization, Lincrement –length of discretization increments, mthreshold accounts for
corrugations in the Hx-tube).
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Figure 2 First principle model simulation (bold lines) versus measurement (thin lines)
Figure 2 shows the comparison between simulation with a first principle model and
experimental data, and a good agreement is obtained. To calculate magnet temperatures
and pressure profile along the Hx-pipe the model requires the JT-valve position, pressure
in the overflow pot and the heat load on the system.
4 PROCESS REGULATION
The process is characterized by being non-self regulating (integrating process), having a
variable dead time (transport lag in the Hx-pipe), exhibiting inverse response (as the
temperature initially rises when the valve is opened and vice versa) and being non-linear
(particularly in Cp). These are all complicating factor from a control point of view.
The prototype half-cell has been regulated by a PID (Proportional, Integral, Derivative)
regulator. PID regulators are not optimal when non-linearities, long dead time and inverse
response are present in the process, and it is interesting to assess the advantages of using
another control technique.
The MPC approach refers to a class of algorithms that compute a sequence of
manipulated variable (MV) adjustments (∆u) in order to optimize the future behavior of a
plant (y) over a time interval known as the prediction horizon. The algorithm has
imbedded a model of the plant, and the optimization is achieved by minimizing a cost
function of the form:








where N1 and N2 bonds the prediction horizons, where the MPC will try to follow an
internally calculated reference trajectory w(t) [4]. NU is the control horizon where
different MV adjustments are calculated, and β is the weight factor for the adjustments.
The prediction horizon is a basic tuning parameter, and should be set long enough to
capture the steady state effect of all computed MV adjustments. Advantages of the MPC
methodology are that it incorporates treatment of constraints, has dead time compensation
and permits solution of control problems with unusual dynamics. On the other hand it is
computationally complex and requiring a suitable process model able to predict future
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outputs. In principle a narrower control band can be obtained with MPC when comparing
with PID algorithms.
5 FIRST RESULTS AND FURTHER WORK
A first principle model of the LHC test
String facility has been developed and
tested. It is capable of simulating the
plant behavior over a prolonged period,
and is useful for developing and testing
control aspects. An MPC control
algorithm has been implemented on the
prototype half-cell. This algorithm is
working with an identified plant model,
but it is the goal to develop an implement
a suitable first principle model. Figure 3
shows a real response obtained from a
step in the reference. Note that the
regulator is anticipating the rise in
temperature, and starts closing the valve
even before the actual temperature-rise
starts. Such a response cannot be
obtained with a PID-
Figure 1 Measured step response with MPC
control
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algorithm. Potential benefits of implementing an advanced controller versus PID are
expected to offset the increased initial cost an technical complexity. Considering the plant
characteristics and control challenges this represents, also taking into account the future
107-m layout, we believe that the improvements will be noticeable, and it will add to a
robust and fault tolerant operation of the system.
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