Supplementary Materials
Basic elements of CNNs 

Basic elements of convolutional neural networks
The architecture of convolutional neural network (CNN) provides extreme flexibility, which needs to be designed well for practical applications. We hope to design some well-chosen hyperparameters without loss of flexibility.
The inputs are always one-hot coding format as illustrated in Methods section. More formally, given a DNA sequence of length s, inputs should be viewed as tensors of shape 1×s×4. For simplicity, the inputs are denoted as matrix of shape 4×s in this paper.
The first layer is the convolution layer. We simply use kernel of size 4×24. This is adopted in both DeepBind and Zeng et al. (2016) . Actually, size 4×24 is a good default but not optimal. First, we find that using larger filters (with less number of filters to maintain the number of parameters) can improve the prediction of CTCF datasets. Second, using smaller but more number of filters can improve the result in many other datasets. However, this is not the main point of this paper. We just use 4×24 since it is good enough to benchmark the result. For the number of filters, we used 128, 512 and 2048. Using 128 and 512 filters can achieve acceptable results in the most datasets. Note that using 2048 filters may not be common in other applications though it works well here.
We do not use any hidden fully-connected layer here. We find that the hidden layer makes sense at the presence of the RC augmentation. Or the hidden layer is even harmful to the prediction result. However, this type of layer introduces too many parameters with limited improvement. So we do not include it in our model.
The activation function enables DNN to capture the non-linearity of data. However, due to the pooling layer, our CNN model is essentially non-linear. But we find that, adding ReLU activation [ ( ) = (0, )] after the convolution get slightly better result and faster convergence.
Dropout is a classical regularization method for neural networks (Srivastava et al. 2014) . During training, given a mini-batch of samples and a layer m, dropout simply drops out a fraction of (e.g., the fraction p is a hyper-parameter) hidden units along with their edges to layer m+1. Both feedforward calculation and error back-propagation will ignore these units. During testing, the weights are multiplied by p to give an unbiased output. Moreover, it can be seen approximately as bagging for ensembling many neural networks (Srivastava et al. 2014) .
Batch normalization (BN) is now a common practice in training deep CNN model (Ioffe and Szegedy, 2015) . This technique is also included in our deeper model. The using of BN is totally according to the advice of its authors-the BN layer lies after the convolution before the ReLU activation.
Several CNN architectures are used in this paper and we enumerate them here.
Baseline model:
The first layer is a convolutional layer with ReLU activation. This convolution layer has 128 filters with size 4×24 (valid padding). The second layer is a global max-pooling. Then a dropout layer is used to reduce overfitting with a fixed dropout ratio 0.5 (Srivastava et al., 2014) . The final output layer consists of two neurons (softmax activation) corresponding to the two classification results. 
Deep model:
The first layer is a convolutional layer with ReLU activation. This convolution layer has 128 filters with size 4×24 (valid padding). After the first convolution layer, another convolution layer is stacked with ReLU activation. This convolution layer has 128 filters with size 1×12 (valid padding). Then a dropout layer is used to reduce overfitting with a fixed dropout ratio 0.5 (Srivastava et al., 2014) . The final output layer consists of two neurons (softmax activation) corresponding to the two classification results. In addition, batch normalization is added right before each ReLU activation to stabilize the training (Ioffe and Szegedy, 2015) . Normalized initialization is applied to the initial weight parameters (Glorot and Bengio, 2010) . It is designed to make the activation variances and back-propagated gradients variance stable during training (Glorot and Bengio, 2010) .
The batch size is a tradeoff between stability of gradient and rate of convergence. Generally speaking, our models converge very fast. We set batch size as 512, which is generally big enough for stability. And using batch size 512 is mainly to make full use our GPU. If time permits, I actually recommend using smaller batch size (e.g. 32).
Many other components together affect the training process (e.g., model updater, learning rate and training epoch). Model updater determines how to update the parameters. We just adopt the popular Adam method (Kingma and Ba, 2014 ) with many default hyper-parameters (e.g.α, β). Learning rate is set as the only hyper-parameter. Specifically, 0.001 and 0.005 are tried for models with 128 filters. For the deep model with 2048 filters, learning rates of 0.001 and 0.0005 are tried. Actually, just using the 0.001 is good enough. Trying two learning rates is just to ensure the correction of the model training (sometimes the model fails to converge by rare chance). The training for our deep model is somehow different from others due to the BN layer. According to the authors of BN (Ioffe and Szegedy, 2015) , we use a big learning rate 0.01. Since the training is not sensitive to the initial learning rate, we slightly extend the training epoch to 60 to maintain a total amount of calculation.
Early stopping is used in this paper. Each model is trained till convergence (usually 30 epochs are enough) and validated after each epoch. The best model is chosen according to the accuracy on the validation set. Specifically, after each epoch, the model is saved to disk only if the current model gets higher accuracies on validation set.
Formulate gkm-SVM model as a special CNN model
For counting the number of each gapped k-mer, we can use a designed convolution filter with ReLU activation to get the same result. e.g. counting the number of AC×T. We can just use a filter ] to convolute on the one-hot format of the DNA sequences with bias -2. The using of a global average pooling layer can subsequently get the counts of the AC×T by a scale of the sequence length. Then the linear SVM can be replaced by a fully connected layer without activation. The hinge loss instead of the cross entropy is used to train the SVM model. So the gkm-SVM model with linear kernel can be formulated as a special CNN models with global average pooling layer.
From this perspective, the gkm-SVM model represents an extremely wide CNN model. Each gapper k-mer represents a different filter. Hence given the word length l and matched position k, the gkm-SVM has 4 filters, which is quite large. For example, by using l = 11 and k = 7 in this paper, the gkm-SVM model has 5406720 different filters. The large amount of filters is the motivation for also combining the gkm-SVM model in the final prediction. We emphasize here that the above formulation is easy while the mechanism of how gkm-SVM works so well is still to be explored.
We also explored a more general sequence augmentation trick by adding random noise. Specifically, we tested whether generating more samples by adding random noise to the input sequences could improve the prediction performance or not. We first explored the effect of the level of noise on the prediction performance. For each DNA sequence in each mini-batch of samples, we randomly dropped some base pairs out (Supplementary Fig. S7A ). For the one-hot coding format, this dropped location was transformed to the vector [0, 0, 0, 0]. The number of dropped base pairs was set as {1, 2, 3, 4, 5, 10, 15} for further comparison. Next we explored the effect of using more sequences by adding random noise. By dropping 5 base pairs out for each sequence, we generated (X-1) fold noised sequences and cached them for training ( Supplementary Fig. S7C ). We found that using the original sequence was important, so we always included them during training. To compare with the RC and FS augmentation tricks, X was set as {1, 2, 3, 6, 10, 15, 20}. (E) The picture shows the scatter plots in terms of AUC. For each dataset, a point is used to represent the prediction results of our models trained with drop out augmentation (x-coordinate) and models trained with dropout in the input layer (y-coordinate). 
