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Analog Computing Simulations and the
Production of Theoretical Evidence in Economic
Dynamics
Alain Raybaut∗
This article intends to bring wider attention to the implementation of
the electro-analog simulation technique in economic dynamics during
the 1950s and the early 1960s. The paper first discusses the main char-
acteristics of the approach. Then, it focusses on some economic appli-
cations in the theory of spatially separated markets, inventory dynam-
ics and Goodwin’s nonlinear accelerator business cycles model. De-
spite several consubstantial shortcomings, we argue that this approach
contributed to the production of original theoretical evidence in eco-
nomic dynamics before the generalization of the use of digital com-
puters.
Keywords: simulation, electro-analog computers, economic dynamics,
nonlinear models
Sur le rôle de la simulation électro-analogique dans la modélisation
de la dynamique économique
Cet article s’intéresse à la mise en oeuvre de la technique de simulation
électro-analogique pour modéliser la dynamique économique dans les
années 50 et le début des années 60. Le texte examine d’abord les
principales caractéristiques de l’approche. Il se concentre ensuite sur
ses applications économiques relevant de la modélisation des marchés
spatialement séparés, de la dynamique des stocks et des cycles d’affaire
autour du modèle d’accélérateur non linéaire de Goodwin. Malgré
plusieurs difficultés consubstantielles, l’article montre que cette ap-
proche a contribué à la production d’avancées théoriques originales
avant la généralisation de l’utilisation des ordinateurs numériques.
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As emphasized by Orcutt (1960), the simulation approach is “more eas-
ily understood and mastered by non-mathematicians than more conven-
tional techniques. This aspect has made the simulation approach attrac-
tive to many social scientists as well as for business men and governments
officials” (Orcutt, 1960, 905). Indeed, with the general context of the Cold
War and the development of computer research, the years around 1960 saw
“a sudden explosion in the use of term “simulation” in the social sciences
and statistics literatures . . . Simulation, at the time, was an umbrella term”
(Morgan, 2011, 340). Within the context of this article the term will refer
to “a general approach to the study and the use of models” (Orcutt, 1960,
893). Even from this perspective, the literature on simulations was at the
time extensive and covered a broad range of different topics and method-
ologies.1
In the years around 1960, these techniques have been extensively ap-
plied to different types of models and economic issues. These contribu-
tions include the analysis of sectors, industries, firms, specific markets and
micro-units such as individuals, families and households.2 In addition, the
period saw the investigation of aggregated macro models.3 In December
1960 theAmerican Economic Reviewpublished a symposiumarticle giving an
overall picture of themethods and applications of simulations in economics
at that time.4 However, as noticed by Holland (1961), this symposium fo-
cussed on digital simulations and neglected the interesting contributions
made with analogue computers.5
Indeed, at that time computers were classified into either digital or ana-
log machines. Preceding the development of modern computers, digital
devices worked with discrete numbers and yielded directly their results
in digits. On the contrary, an analog computer posed computation into
1 In his bibliography on simulation, gaming and artificial intelligence, Shubik (1960) insists
on the multiple approaches in these relatively new fields. He suggests to distinguish between,
on the one hand gaming and strategic simulations, and on the other hand what he called
simulation “proper”. Gaming and strategic simulations always involve individual decision
makers and resort to computational techniques to study the behavior of these individuals,
whereas simulations proper analyze the behavior of a system or a model.
2 See notably Orcutt (1960) for the different fields investigated at that time in micro-units
and sectoral studies.
3 Let only mention as examples the studies of Duesenberry, Smithies and Fromm (1960),
Adelman and Adelman (1959) or Holland (1961).
4 Shubik and Orcutt contributed to this issue. The title of Orcutt’s paper was precisely
“Simulation of economic systems”. For a detailed presentation of the content of this issue and
a methodological discussion, see Morgan (2011).
5 Orcutt just mentions in his conclusion that the interested readers should consult the work
of Tustin.
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physical entities, like lengths, angle displacements or voltages. These ana-
log machines did not possess the accuracy of the first digital computers,
but they provided a practical and costless mean of solving time consum-
ing mathematical solutions.6 Economic applications have most frequently
resorted to electro-analog computers.7 In this perspective, these electro-
analog machines were peculiarly well adapted to the study of oscillations,
which explains the development of several applications to dynamics.
Morgan (2011) discusses the way simulation methods may create scien-
tific “evidence” in economics. Evidence mainly refers to imitation of eco-
nomic data or real observations at themicro ormacro level. In this perspec-
tive, simulation outcomes have the same form as the empirical evidence in
the fields. This viewwas particularly shared byOrcutt (1960). He conceived
simulations “as a practical means of studying and using more nearly real-
istic models of economic systems.” (Orcutt, 1960, 905). Accordingly, this
method was “the only known approach to the satisfactory study and use of
the existing dynamic models of economic systems for which any pretense
of realism can be claimed” (Ibid.). As we know, this conception will become
the prevailing view, notably with the development of econometrics and ap-
pliedmodeling. But, simulationmethodsmay also bemobilized to produce
another type of evidence, “about the characteristics of a theory or a model
used”.8 From this standpoint, simulation outcomes can be considered as
“theoretical evidence”.
As we will argue, this later view is clearly assumed in the electric ana-
log approaches. These simulations involve the analog treatment of differ-
ent theoretical models to produce solely qualitative results in different is-
sues. This simulation technique is used to solve rather complex micro or
macroeconomic models involving nonlinearities, different types of delays
and feedbacks, stochastic shocks or networks in which analytical solutions,
if any, can hardly be derived. Quite interestingly simulationsmay also shed
light on the existence of other closed solutions in nonlinear dynamical sys-
tems.
This article intends to bring wider attention to these electro-analog sim-
ulations, showing how this approach contributed in the fifties and the early
sixties to the production of original “theoretical evidence” in economic dy-
namics.
The paper is organized as follows. The first section briefly discusses
the main characteristics of the electric analog technique of simulation. The
second section focusses on some applications in the theory of spatially sep-
arated markets and inventory dynamics. The third section is dedicated to
the specific investigations made in the fifties on Goodwin’s nonlinear accel-
erator model. The final section concludes.
6 Fattu (1951) mentions for instance that Hartree was able in 1949 to build a basic analogue
computer from standard Meccano parts.
7 One of the main exceptions is Phillips employing hydraulic components to simulate dy-
namic systems, economic policy and control. See e.g. Bissell (2007).
8 Morgan (2011, 342). She also refers to the conception of simulations as a method of exper-
imentation on theories developed notably in Sismondo and Gissis (1999).
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1 The Electric Analog Computing Technique of
Simulations
Aswemay recall, analogical reasoning is primarily used to elucidate a theo-
retical issue via the working of another theory. In other words, “an analogy
usually transfers a familiar mechanism to an unfamiliar domain in order to
provide an understanding of the latter” (Boumans, 2011, 1). In the electro-
analog approach, the familiar mechanisms refer to the most fundamental
laws in electricity. In the fifties, proponents of analog electric simulations in
economics recall that explicit references to physical analogue in economics
are not new.9 But, beyond the mere illustrations punctuating the history
of economic analysis, another step is to use these analogues to investigate
directly economic models.10
In this perspective, as noticed by Enke in the beginning of the fifties,
“the growing number of analogue computers that economists are becom-
ing familiar with suggests that this next step will hereafter be taken with
increasing frequency” (Enke, 1951, 40).11
The first step in any analog simulation is obviously to specify the ana-
log. This critical step consists in recasting the initial mathematical problem
into an accurate physical analog. Economic applications in the fifties have
most frequently resorted to the electro-analog method. According to the
technical literature of the period, an analogue computer is an electronic cir-
cuit, inwhich the components are interconnected so that the variables (usu-
ally voltages) obey certain pre-specified mathematical relationships. These
components are generally grouped into functional blocks, according to the
operations they perform on voltages.12 In this perspective, a given dynami-
cal systemof equations is represented by electrical circuits, and the different
characteristics of the model captured by their electrical equivalents such as
current, voltage and intensity for flows or resistance for time-lags.13
The solution is then obtained by measuring the propagation of electri-
cal signals within a particular connected circuit. By analogy this solution
9 For example, Morehouse, Strotz and Horwitz (1950), Pikler (1951) and Fattu (1951) refer
to Irving Fisher’s celebrated monetary hydraulic model. In his synthesis Orcutt (1960) also
mentions as examples of such devices Wicksell’s rocking-horse and Aftalion’s furnace analo-
gies.
10 On the history of the use of models as analogy, see e.g. Boumans (2011). Notice that he
classifies the electric analog simulations of the fifties in the same category as the hydraulic
analogies.
11 Examples of analog computers can go from simple devices like the monographs, sextants
and slide rules to more complex computing systems. See Small (1993). In the early fifties, the
services of calculating units were highly expensive and not yet widely accessible. Thus, they
were confined mainly to large scale computing problems. As a consequence, less expensive
devices permitting flexible manipulation were also conceived for solving small linear systems
most frequently used in economic dynamics. Let for instancemention the apparatus consisting
of two horizontal magnetized metal disks rotating along an upright brass cylinder, with a set
of graded weights in polar coordinates. See Shu-Chuang (1956).
12 See e.g. Wass and Garne (1955).
13 For a technical presentation of the method seeWass and Garner (1955)’s book Introduction
to the Electric Analogue Computers. The book was reedited in 1965.
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computed by the machine is thus equivalent to the mathematical solution
of the initial system under investigation.
As emphasized by Boumans (2011), an analog becomes intelligible be-
cause of the visualization it provides. From this standpoint, the variations
in electric signals associatedwith the dependent variables of themodelmay
be observed on an oscilloscope screen as time series. These materials are
then recorded photographically and can be compared with a mathematical
solution if any or historically observed time series. As Morehouse, Strotz
and Horwitz (1950) put it, “these photographs are the final stage of the
work. Their interpretation in economic terms should furnish the desired
information about the behavior of the given model”.14
Analog computers were initially developed for studying various phys-
ical and engineering problems. Let mention in the fifties various electri-
cal network analyzers, the harmonic analyzers and synthesizers, the MIT
differential analyzer, the MADDIDA (Magnetic Drum Digital Differential
Analyzer), the RCA (Linear simultaneous equation solver), the REAC dif-
ferential analyzer. Another room-sized machine initially designed for the
analysis of various electrical circuits was the AERACOM (Northwestern In-
stitute of Technology), which was mainly used in economic applications.15
At the beginning, the approach was rather rudimentary and progres-
sively improved at the practical level with the implementation in the differ-
ent applications of ingenious devices. Thus, it became possible to perform
some basic operations with electric analog computers, like the multiplica-
tion of a voltage by a constant coefficient, the addition and multiplication
of two voltages, the integration with respect to time and generating of one
voltage as a function of a second voltage.16
The treatment of delays by a “memory” unit gives a good illustration
of these devices. As explained by Moorehouse, Strotz and Horwitz (1950),
“this is a magnetic tape on which a variable determined by the circuit is
recorded at one time point and played back into the circuit after a finite
time lag. The length of the time lag may be controlled arbitrarily. There is
in principle no limit to the number of lagged values that may appear in any
single equation or in a given model” (Ibid., 324). Difference equations may
also be analyzed with the same procedure. The implementation into the
analog of exogenous variables like exponential functions or forcing effects
with a “photoformer” gives a second example. Indeed,
To use this device one cuts out an opaque mask whose profile is any arbitrary
single-valued function of time. This mask, placed in the photoformer, then
causes a voltage to vary through time in accordance with the profile. (Moore-
house, Strotz and Horwitz, 1950, 324)
Nonlinearities may be introduced in an analog in the same perspective.17
14 Changes in the parameter values are easily made by turning dials. See Morehouse, Strotz
and Horwitz (1950, 320).
15 See notably Morehouse, Strotz and Horwitz (1950) and Small (1993).
16 It was for instance impossible to multiply correctly two variables in 1950. The difficulty
was rapidly worked and fixed in Strotz, McAnulty and Naines (1953). But it remained impos-
sible to take partial derivatives with the AERACOM. On this point see Thionet (1960, 93-94).
17 Nonlinear functions may also be conceived as “a chain of linear elements, different seg-
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Admittedly, one of the main limitations of the analog technique con-
cerned its accuracy, and for computations requiring a high degree of preci-
sion, it could not match the digital technique.18 The relevance of the results
depended above all on the transposition of the initial mathematical model
into its electric, which was inevitably a source of approximations. As em-
phasized notably byMorehouse, Strotz and Horwitz (1950), it was thus im-
possible “to make many general comments regarding the accuracy of the
approach” (Morehouse, Strotz and Horwitz, 1950, 326). Analog computers
did not possess the accuracy of digital computers of the same period be-
cause of practical limitations on accuracy in the manufacture of analogue
components.19 Moreover, the degree of precision of the results depended
heavily on the quality of the different electric devices in use. But, the au-
thors insisted on the role played by the engineering skills with which they
were operated and the final results read. Morehouse, Strotz and Horwitz
insisted also on the necessity to reproduce the same simulation with differ-
ent equipment in order to improve its accuracy.
At the time, resorting to the analogue approach seemed generally easier
and cheaper than to digital simulations. But, as noticed by Eilon andDeziel
(1965), from a cost effectiveness point of view it remains difficult to assess
precisely the relative merits of digital and analogue methods,
without referring to particular problems, where the availability of programmes
and routinesmay be a significant factor. Often, where a problem can be handled
on an analogue computer, it may be cheaper to do it that way, provided the
degree of accuracy available is acceptable. In general, for accuracies of the order
of 0.01 per cent the cost of using analogue computation rises sharply (Eilon and
Deziel, 1965, 343).
Muchmore experience in the field should be accumulated in order to draw
more general statements. But, the degree of accuracy of the approach seems
satisfactory enough to many scholars. For Eilon and Deziel, in many prob-
lems “a high degree of accuracy is unnecessary and that results obtained by
analogue computation may be quite adequate, also that the average error
can be estimated” (Eilon and Deziel, 1965, 343). This is particularly true in
economic simulations where a relatively low degree of accuracy is accord-
ing to Morehouse, Strotz and Horwitz sufficient “to reveal the nature of
the dynamic effects caused by variation in parameter values” (Morehouse,
Strotz and Horwitz, 1950, 327). Indeed, the qualitative investigations of
the specific economic issues examined in the next sections will confirm this
conclusion.20
ments being operative at different levels of current.” (Moorehouse, Strotz and Horwitz, 1950,
324). Moorehouse, Strotz and Horwitz also argue that stochastic variables may be introduced
by superimposing to the deterministic variables (voltages) “a random element obtained by
playing into the system a sample of ‘noise’ as recorded on a magnetic tape” (Ibid., 324).
18 Analogue computers could employ computing elements in parallel for eachmathematical
operation, which accounted for high computing speeds, but at the expense of higher costs and
complexity of the devices. See Wass and Garner (1955) for details.
19 Digital computers were globally accurate within a limit of one per cent, whileMorehouse,
Strotz and Horwitz give an estimation of five per cent for the cumulative error in complex
analog problems. See Morehouse, Strotz and Horwitz (1950, 326).
20 However,Morehouse, Strotz andHorwitz consider that “muchmore serious uncertainties
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2 New “Theoretical Evidence” in the Analysis of
Spatially SeparatedMarkets and InventoryDy-
namics
The first fully-fledged economic applications of the electro-analog simula-
tion method were developed in the early fifties.21 As we shall see, their
common goal was to produce respectively new qualitative advances in the
theory of spatially separated markets and inventory dynamics.
2.1 Equilibrium among Spatially Separated Markets
The characterization of the equilibrium market prices and quantities with
traders located in many separated areas was investigated by Enke in 1951.
The initial economic issue refers to several spatially separated areas22,
which can export or import a homogeneous good with a transport cost.23
Thus, each unitmay be a seller at some high price and a buyer at some other
relatively low price. If the costs and the import and export functions of each
region as a function of the local price are known, the equilibrium prices and
quantities can be easily derived up to three regions. But, with more than
three regions notes Enke, “the problem is mathematically soluble, . . . , but
except by iteration the proper method of solution has not been apparent to
those mathematicians who were consulted” (Enke, 1951, 41). In the multi-
ple regions cases, it is thus particularly useful to resort to an electro-analog
simulation.
In this perspective, an equilibrium solution can readily be obtained from
a simple electro-analog with linear functions in each region.24
Let consider n regionsRj with j = 1, ...n and denote by Ej the quantity
exported by j.25 Then the linear trading functions are Ej = bj(Pj − Aj),
where Pj is the local price in region Rj and Aj the price at which local
use equals local production in this region, assuming all areas trade. The
transport cost fromRj toRθ is Tjθ and Tθj in the reverse direction, for θ 6= j.
An equilibrium is a configuration where total exports are equal to zero and
the price in each importing region is equal to the price in each region that
exports to it plus the corresponding transport cost. The difficulty is that
are likely to exist” (Morehouse, Strotz and Horwitz, 1950, 327) as regards the accuracy of the
analog method in relation with actual data and the “production of empirical evidence” (Mor-
gan, 2004), with “which the economist must work” (Morehouse, Strotz and Horwitz, 1950,
327).
21 Both were published in Econometrica respectively in 1951 and 1950.
22 These spatial units may refer to towns or regions in the same country or any areas using
the same currency
23 It is assumed that this cost is relatively small, so as to avoid autarky or the insolation of
any trading unit.
24 Enke mentions that this solution was originally suggested by one of the mathematicians
originally consulted at the RAND Corporation
25 Imports are viewed as negative exports.
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one cannot a priori know the structure of the trading network and which
regions will export or import the good.26
Enke begins by specifying the simple mathematical solution which can
be obtained with three regions. Then he explains how an analog can be
implemented for the multiple regions cases.
In the electro-analog framework, the different prices and costs are rep-
resented by voltages, the physical commodity flows by amperages and the
parameters by resistances on electric circuits. The figure below gives an
illustration of these circuits with four regions.
Figure 1: A Four Region Circuit
Source: Enke (1951, 45)
For n = 4, the figure displays the prices Aj and Pj with j = 1, ...n. The
coefficients bj capture the sensitivity of a region to the local price difference
Pj − Aj ,. Hence, the more responsive the region, the lower the resistance
(represented by a zigzag line) inserted between the corresponding points
A and P . The circuit is oriented because of the insertion of the n(n−1) “re-
verse batterieswith rectifiers between each pair of P point”.27 The transport
costs Tθj between θ to j are also represented by opposed voltages on these
reversed batteries.
When the circuit is connected, “thewhole systemwill immediatelymove
into stable equilibrium” (Enke, 1951, 45). The equilibrium prices, the vol-
ume and direction of trade between each pair of regions are measured by
voltage readings across the circuit.28
26 With 3 regions it is still tractable to consider the different possibilities and to derive an
equilibrium configuration
27 Enke (1951, 45). The rectifiers “act like flap valves; they will let current through only in
the direction indicated by the arrowhead” (Ibid.).
28 More precisely, a voltage reading across BAj represents the equilibrium price at which
Rj will neither import nor export and an ammeter connected between Pj and Pj′ gives the
the volume and direction of trade between j and j′.
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However, this framework remains rudimentary and limited to statics
in the neighborhood of equilibrium.29 Accordingly, Enke mentions that a
more complex analogue to handle nonlinear functions can notably be de-
veloped. Thus, “instead of a fixed resistor a servo-actuated rheostat might
be substituted that would have the effect of varying the effective b1 with P1,
etc” (Enke, 1951, 46). But, the great difficulty with this approach remains
the lack of any visualization device of the simulation results. In this per-
spective, Enke refers to Morehouse, Strotz and Horwitz, pointing out that
“more elaborate analogue computers can handle this sort of problem in a
dynamic setting by employing inductances and observing the time paths
of the variables on an oscilloscope” (Enke, 1951, 46).
2.2 The Implementation ofVisualDevices in InventoryDy-
namics
The use of computational techniques for studying economic inventory dy-
namicswas first suggested by Tustin in 1946. We choose to focus on the con-
tribution of Morehouse, Strotz and Horwitz (1950). They refine the electro-
analog method and introduce precisely a clear-cut visualization step mak-
ing easier the economic interpretation of the results.
Morehouse, Strotz and Horwitz implement on the AERACOM com-
puter a specific economic application to inventory dynamics.30
From this standpoint, they consider the adjustment process in a simple
competitive partial equilibrium frameworkwith linear supply and demand
functions. In order to make the problem more complex than a classic cob-
web mode, they assume that the industry producing the good follows a
systematic inventory policy and is subject to inertia.
The model consists of two linear supply and demand functions
Pd = α1 − β1Qe (1)
Ps = α2 + β2Qp (2)
where, Pd is the demand price, Ps the supply price, Qp the quantity pro-
duced and Qe the quantity sold; α1, β1, α2 and β2 are positive parameters.
Thus, the level of the inventories evolves according to ∆Qe −Qp.31
Starting from an initial equilibrium position, where Ps = Pd = P 0 and
Qe is equal to its desired level Qi, an exogenous increase in demand32 in-
duces a disequilibrium. The industry is assumed to react with inertia by
29 At that time, digital computers can solve the problemmost likely with a greater accuracy.
However, these machines are more expensive than the electrical analog and “the necessary
computations would be laborious to program and long to complete” (Enke, 1951, 46).
30 This computer was located in the Aerial Measurements Laboratory of the Technological
Institute at Northwestern University near Chicago.
31 The policy of the industry consists in rebuilding the inventory exponentially to their initial
equilibrium level.
32 Which is modeled by increasing α1.
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unloading only gradually its inventories and increasing slowly the quan-
tity produced. As a consequence, in the process of adjustment to the new
equilibrium (P 1, Q1), “oscillations are introduced by a familiar accelerator
principle combined with an ‘overcompensation’ (Morehouse, Strotz and
Horwitz, 1950, 316). This dynamic is captured by two differential equa-
tions:
Pd − Ps = λ1Q̇e + λ2Q̇p (3)





∆QdT + Pi (4)
where Pi = (P 1−P 0)(1− exp−µ(T−T
θ)) captures the inventory policy. The
first equation means that the excess of demand price over supply price “is
counterbalanced by the rates of change in sales and output, eachmultiplied
by their respective inertia coefficients” λ1 and λ2, while the second one re-
lates demand price to the inventories.33
The electric analog and circuits corresponding to this model are pre-
sented in details in Boumans (2011). Let us directly focus on the improve-
ments made by Morehouse, Strotz and Horwitz to visualize the results of
their electro-analog simulations.34
As to the visualization of the solutions, the authors resort to an oscil-
loscope. Then, the dynamics of the quantities produced, sold and the in-
ventories can be observed on the oscilloscope screen and recorded photo-
graphically as time functions. As they put it, “these photographs are the
final stage of the AERACOMwork” (Morehouse, Strotz and Horwitz, 1950,
320). They provide a clear-cut visualization of the outcomes of the simula-
tions which can be directly interpreted in economic terms. We reproduce
below an example of these findings.
The columns display on the left the initial equilibrium position, on the
middle the dynamics induced at time T0 by a rise in α1, and finally on the
right the process of convergence to the new equilibrium position for, the
quantity exchanged, the level of production, the variation and the level of
inventories. These initial pictures are completed by another series of figures
showing the response of the model to different variations of the param-
eters, notably γ, β1 and β2. For Morehouse, Strotz and Horwitz, these in-
vestigations clearly illustrate the versatility of the electrical-analogmethod.
Accordingly, a particular advantage of method is for them “the ease with
which the element to be observed can be changed, the parameters of the
model varied, or the model itself altered” (Morehouse, Strotz and Horwitz,
1950, 324). In this perspective, they conclude that the electro-analog simula-
tionmethod provides “an adaptable and convenient tool for the exploration
of increasingly complex economic models” (Ibid.).
33 Morehouse, Strotz and Horwitz (1950, 317).
34 The most salient features of the electric analog and circuits are globally similar to Enke’s
ones. Wewill return to this issuewith Strotz, McAnulty andNaines investigation on nonlinear
business cycles.
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Figure 2: An Example of Visualization of the Dynamics
Source: Morehouse, Strotz and Horwitz (1950, 230)
2.3 Further Developments
In the early sixties, the technique is still improved and applied to diverse
operational research problems.35
In particular, several analog simulations of inventory control problems
are developed notably by Townsend (1961), Longley (1963) and Eilon and
Deziel (1965). We illustrate these investigations with a simple inventory
control rule for a good subject to a stochastic demand. Let suppose that the
stock ik at the end of period kth is equal to the total amount delivered up to
that period less the total demand. The reorder policy for the quantityQk is
described by the following rule:
Qk = A− ik +B
k∑
t=0
(A− it)− qk (5)
whereB is a control parameter,A is a constant referring to some exogenous
safety level for the inventories and qk is the amount of stock already on
order from previous periods, but not yet delivered.36
Eilon and Deziel (1965) simulate the dynamics generated by this rule,
where a superimposed random noise captures the stochastic variations of
demand. From this standpoint, they resort to improvements of the ana-
logue technique implemented notably by Longley (1963).
35 For a review of the main domains in operational research and control investigated with
the electric analog simulation technique, see Eilon and Deziel (1965).
36 There is an upper limit Qm for the amount that can be produced in any given period,
so that reorder quantities Qk cannot exceed Qm. In addition, it is assumed that orders that
cannot be met on time are lost.
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Longley (1963) develops analogue methods for a sampled data inven-
tory control system, where the system variables are simulated with pulse
and step waveforms. The basic analog element used is a sample hold cir-
cuit. This device samples an input voltage over a very short interval of time,
then holds this voltage at the output for a subsequent period, this opera-
tion being repeated many times per second. As mentioned by Eilon and
Deziel, this technique represents a great improvement over previous ana-
log methods “in that it allows time lags to be incorporated exactly” (Eilon
and Deziel, 1965, 345). In the same perspective, the stochastic demand is
simulated by sampling the output of a random noise generator at intervals
sufficiently large to ensure negligible correlation between samples. Then,
the results of the simulations can, as usually, be observed as voltage vari-
ations on an oscilloscope or plotted on a graph using a pen recorder. The
figure below illustrates the findings obtained by Eilon and Deziel with ran-
dom noise samples.37
Figure 3: Illustration of the Introduction of Stochastic Terms
Source: Eilon and Deziel (1965, 349)
The figure shows the dynamics for a unique ik andQk, and also an over-
lay of seven runs obtained from independent noise samples.
Another interesting domain of application concerns the analog simula-
tion of operational research problems in networks. Let consider briefly an
example building on Miehle (1959) developed by Eilon and Deziel (1965).
The initial issue is the determination of the optimal locations for distribu-
tion centers which supplies goods to a given network of customers with
37 In these simulations made at the Electrical Engineering Department at Imperial College,
the authors also consider the case of a deterministic demand. In these examples, A = 300,
Qm = 130, B = 0.2. The magnitude of the step of the random noise is taken as 100 and its
standard deviation to 10. They add that the effects of a variation of the parameter B on the
dynamics can also easily be investigated.
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transport costs. These costs are assumed to be a linear function of the dis-
tances in the network, and dij denotes the distance between two points i
and j. Then, the problem translates into that of link-length minimization
in weighted networks as formulated in Miehle (1959).
The network consists ofN = n+m vertices of coordinates (x, y), where
n is the number of customers andm the number of distribution centers. The
n customers are not directly connected with each other, while them distri-
bution centers are connected and have also links with customers. Then, the














where uij ≥ 0 is a weighting factor associated with the distance dij .
The first term corresponds to the cost of connecting the distribution cen-
ters and the second term to the cost of connecting the customers to these
centers. When the number of distribution centers m is greater than one, it
is first necessary to allocate the n consumers among these centers before
the determination of the optimal locations. Then, the computer is used “to
reallocate the customers and so on until successive iterations produce no
further change” (Eilon and Deziel, 1965, 354).38 Eilon and Deziel (1965) il-
lustrate this approach with an example with m = 2 and n = 439 showing
graphically the optimal locations for the two centers. These findings are fi-
nally compared with solutions obtained analytically by Miehle in the same
case. It should be emphasized that the analogue yields a value within 1
percent of the analytical solution.
3 ASpecific Investigation inNonlinearMacrody-
namics
Asmentioned above, analog simulations seemed at the time peculiarly well
adapted to the study of self-sustained oscillations and nonlinear equations.
In this perspective, this section focusses on the investigations made by Str-
otz, McAnulty and Naines in 1953 on Goodwin’s nonlinear accelerator mo-
del by using an electro-analog computer.
This contribution deserves attention for different reasons. First, the stu-
dy follows immediately the publication of Goodwin’s model and is dis-
cussed in several rigorous contributions on his nonlinear equations, notably
in Brothwell (1953) or Thionet (1960). Second, Goodwin himself under-
stood rapidly the relevance of numerical and computable investigations for
38 The analog generates sine and cosine waves of amplitudes equal to xi − xj and yi − yj .
This operation is performed simultaneously for the various points in the network and yields
the objective functionD.
39 The weighting factors are set to uij = 1 and the simulation starts with an initial allocation
of two customers per distributor.
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the development of the theory of economic dynamics.40
Finally, this study illustrates themain contribution and the future of nu-
merical approaches in nonlinear dynamics. Accordingly, Strotz, McAnulty
andNaines showhownumerical simulationsmay successfully complement
the analytical treatment of nonlinear systems, notably by exploring changes
in the parameters and sensitivity to initial condition or by revealing the ex-
istence of multiple closed solutions.
3.1 Goodwin’s Original Equation
In his analytical investigation of the nonlinear theory of the business cycle,
Goodwin (1951) suggests an original mixed differential equation.41 This
equation writes :
εẏ(t) + (1− α)y(t) = φ[ẏ(t− θ)] (7)
where, y(t) is the level income at time t with ẏ(t) = dy(t)dt , α is the propen-
sity to consume and φ is Goodwin’s nonlinear accelerator function which
determines the level of induced investment. Finally θ and ε stand for two
adjustment delays.42
3.2 The Electric Analog
The authors begin by recalling that the aim of their simulations is not to
assess the empirical validity of Goodwin’s model, but to confront the ana-
log findings to the analytic solutions. Three types of solutions are in fact
considered: Goodwin’s initial graphical integration, the solution derived
40 Accordingly, the use of these machines is for him particularly relevant for continuous dy-
namical systems. Computingmachines can be viewed as the “vigorous modern step-child” of
“traditional mathematical device of solving equations by trial and error” (Goodwin, 1951, 1).
Going further he argues that “it seems entirely permissable to regard the motion of an econ-
omy as a process of computing the answers to the problems posed to it.” (Ibid.). As mentioned
by an anonymous referee, notably on the influence of Le Corbeiller, then at Harvard, Goodwin
abandoned simulation for quite a while as he got convinced that “science” was formulated in
the continuous and that he had therefore to use qualitative mathematics. But he never was
satisfied with this exit from simulation. In his last works, dealing with larger systems he will
become an adamant partisan of numerical and computable approaches. In this perspective,
he developed in Siena different types of nonlinear dynamical systems in deterministic chaos
and linear multi-sectoral models. On this point see e.g. Punzo (1995) and Velupillai (2004).
41 As noticed by Thionet (1962), Goodwin presents this mixed differential equation “after
many considerations among other possible models and with many reservations and the study
of his integration can be found only in the very last pages of the article” (Thionet, 1962, 93).
42 As we may recall, Goodwin (1951) considers a linear consumption function c(t) = αy(t)
and replaces the instantaneous multiplier by a dynamical multiplier process with a time lag
ε, y = 1
(1−α) [i(t) − ε
˙y(t)], referring to his 1948 paper “Secular and cyclical aspects of the
multiplier and the accelerator” (Goodwin, 1948). Thus, the dynamical equation is obtained
by simple substitution of this relation and of Goodwin’s nonlinear accelerator function i(t) =
φ[ẏ(t − θ)] into the identity y(t) = c(t) + i(t). Notice that Goodwin in his analytical study
and Strotz, McAnulty and Naines (1953) consider a “non progressive economy” with induced
expenditures.
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by Brothwell (1953) by his method of quasi-linearization and an analytic
solution by successive integration computed by the authors.
In this perspective, Strotz, McAnulty and Naines (1953) retain the fol-
lowing electrical analog of Goodwins equation:
RCq̇(τ) + (1− α)q(τ)− φ[q̇(τ −Θ)] (8)
where, q(τ) represents the electric charge and q̇(τ) its rate of variation, R
is a resistance and C = qV , where V is the voltage of the circuit.
43 The in-
vestment function φ is specified by a continuous piecewise linear function.
For intermediary levels of q̇(τ − Θ), its slope is the acceleration coefficient
κ, then, for all upper and lower levels, the function becomes completely in-
flexible with two horizontal lower and upper straight lines, φ and φ. This
function is highly asymmetric, the high plateau to the right of the origin
being three times larger than the lower one to the left.44 An example of a
schematic circuit implemented in the computer for the investigation of this
equation is the following:45
Figure 4: A Schematic Circuit for Goodwin’s 1951 Nonlinear Equation
Source: Strotz, McAnulty and Naines (1953, 393)
An electric charge flows through the circuits with variable intensity.46
These circuits include different devices like amplifiers, diodes or resistors,
in order to restrict or amplify the electric flow according to economic con-
siderations. In particular, these devices introduce the possibility to modify
the structural parameters of the economic model and thus to investigate
artificially the sensitivity of the dynamics to these changes.
43 These electric magnitudes are respectively expressed in coulombs, coulombs per second,
ohms and farads. In addition, τ = t
k1
and Θ = θ
k2
, where k1 and k2 are two time scaling
parameters.
44 During the electro-analog simulations, Θ is a fraction of second and the significant inertia
of the galvanometer exercises a smoothing effect on the two breakpoints of the function. As
a consequence, the actual plot of the function recorded by the machine looks like the original
continuously derivable function. See Thionet (1962).
45 The computer used is again the AERACOM of the Navy Department located in the Aerial
Measurements Laboratory of the Technological Institute at Northwestern University.
46 As we may recall, the electric current is simply the ratio of the quantity of charge to time.
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Without going into any details, let simply mention that an amplifier
varies the accelerator coefficient κ and a diode the ratio φ/φ, which modi-
fies the shape of the investment function. In addition, a condenser C may
change the propensity to consume α and two resistorsR1 andR2 the delays
of adjustment, R1 varying ε and R = R1 +R2 varying the lag θ.
3.3 Some New Qualitative Findings
For each set of the five parameters {α, κ, ε, θ, φ/φ}, a galvanometer is used
to visualize the dynamics associated with the electric analog. By means of
this device, a moving beam of light on a phosphorescent screen produces
graphs by recording the electrical measurements on a photographic film.
Then, a photo displays a plot of the solution y(t) and the phase diagram in
the ẏ − y plane.47 We reproduce below an example of these visualizations:
Figure 5: Example of Phase Diagrams
and Limit Cycles for Goodwin’s 1951 Model
Source: Strotz, McAnulty and Naines (1953, 396)
Starting with Goodwin’s values48 eleven combinations are actually in-
vestigated by Strotz, McAnulty andNaines. In this perspective, the authors
develop an embryo of modern parameters sensitivity analysis. They show
that the amplitude of the cycle is especially sensitive to changes in ε, α and
φ/φ and less sensitive to κ and θ. By contrast, the period of the cycle ap-
pears more robust, “even for substantial percentage changes in the param-
47 On these pictures, a faint trace over a given region means that the tracing beam passed
rapidly over that region, the time interval for the region being short. Conversely, if the trace
is heavy, the time interval was long.
48 α = 0.6, κ = 2, ε = 0.5, θ = 1 and φ/φ = 3.
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eters” (Strotz, McAnulty and Naines, 1953, 397).49 This is for the authors
an important theoretical result, as one “realizes that the economic parame-
ters cannot be expected to hold steady through time” (Ibid.). On the whole,
they conclude, the general shape of the cycle is not very sensitive to changes
in the parameters, provided they remain in a neighborhood of Goodwin’s
values.50
The second interesting advance is the observation on the analog com-
puter of a multiplicity of solutions.
Accordingly, in addition to the limit cycle corresponding to Goodwin’s
solution andwith his own specification of the parameters, Strotz,McAnulty
and Naines discover “at least twenty-five other limit cycles that are also so-
lutions to the same equation, indicating that there are an infinite number
of additional solutions” (Strotz, McAnulty and Naines, 1953, 398). The au-
thors recall that the idea that a mixed system may have an infinite number
of solutions is not new.51 But, the contribution provides, to our knowledge,
the first illustration with a computer of this property in nonlinear business
cycle theory, followed by a discussion of the role played by initial condi-
tions.52
These findings are not specific to Goodwin’s equation, as multiplicity
can be obtained in nearly all nonlinear mixed differential equations. As a
consequence, the authors contend that nonlinear economic dynamics may
encounter a methodological dilemma. They argue that Goodwin’s model
definitely illustrates this difficulty. Goodwin has often stressed the impor-
tance of delays and time lags, which precisely implies to resort to difference
or nonlinear mixed systems for modeling nonlinear business cycles. So as
to overcome indeterminacy, the usual device is to select the suitable initial
conditions leading to the economically relevant limit cycle. But, as empha-
sized by Strotz, McAnulty and Naines, “prominent in Goodwin’s case fa-
voring nonlinear theory is the argument (which we now believe to be spu-
rious for mixed systems) that a single cycle is obtained independently of
the ‘initial conditions’ . . . The reappearance of the need for initial condi-
tions therefore introduces a contradiction in his work” (Strotz, McAnulty
and Naines, 1953, 407). However, Strotz, McAnulty and Naine do not draw
the conclusion that this argument may definitively invalidate the nonlinear
49 The period of the analog solutions is about 8 years as in Brothwell’s computation. Good-
win obtains a period of 9 years and the analytic solution of Strotz, McAnulty and Naines a
period of 9.75 years.
50 For large deviations, new and unexpected patterns may be observed. For example, they
mention “the appearance on the phase-plane plot of an egg-shaped loop which would swing
back and forth . . . The amplitude of the swing would grow until the loop appeared to strike
an invisible barrier (amplifier saturation), which caused it to distort and break-up” (Strotz,
McAnulty and Naines, 1953, 398, footnote 11).
51 For instance this observation was made in macrodynamics concerning Kalecki’s equation
at the Leyden meeting of the Econometric Society in 1933 and discussed formally by Frisch
and Holme in Econometrica (1935).
52 As pointed out by an anonymous referee, forGoodwin, initial conditions being immaterial
in determining the qualitative behavior of the economic system was itself a qualitative result,
which did not imply the uniqueness of the limit cycle.
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approach. Indeed, initial conditions explain why a number of cycles that
are theoretically possible are not actually observed. The remaining diffi-
culty is to sort these initial conditions to determine analytically what kinds
lead to the various possible cycles andwhether they can actually occur. But,
quite interestingly, Strotz, McAnulty andNaine argue that these initial con-
ditions do not only encapsulate past historical events. They can also refer
to the role played by exogenous perturbations impinging the circuit. Thus,
it is possible to observe that “starting anew from a disequilibrium position
the system moves once again to a stable limit cycle. The cycle to which it
moves need not be the same as that from which it just departed. Subjected
to exogenous forces, national income may move back and forth from cycle
to cycle” (Strotz,McAnulty andNaines, 1953, 408). Whichmay significantly
enrich the initial explanatory power of the nonlinear theory.
Finally, the stability of the limit cycle can be inferred on the analog sim-
ulations by considering the effects of the noise present in the circuit. The
trick is to consider that an unstable limit cycle could in principle be ob-
served only on an ideal noise-free computer, “because otherwise the slight-
est disturbancewould cause the system to depart immediately fromanyun-
stable cycle that it chanced to attain” (Strotz, McAnulty and Naines, 1953,
406). With two or more stable closed solutions, a movement from one sta-
ble limit cycle to another will be observed from time to time in response to
the noise and initial conditions. However, it was not possible for the au-
thors to delineate the stability regions for the different cycles obtained in
the simulation.53
But, besides these interesting findings, this approach suffers from two
substantial difficulties.
The first difficulty concerns the accuracy of the results compared with
the complexity of the devices mobilized. In order to measure the accuracy
of the results, different elements of the circuit were generally checked. In
this specific simulation, the results seemglobally consistentwith the analyt-
ical solutions derived by Goodwin and the authors, in particular as regards
the approximation of the period of oscillations. The divergence is more
significant with Brothwell’s results. Consequently, Strotz, McAnulty and
Naines conclude elusively that “the discrepancies must be ascribed either
to the inaccuracy of solutions by electrical analog or to the approximating
assumptions that Bothwell was forced to make in his method of equivalent
linearization” (Strotz, McAnulty and Naines, 1953, 404). The second lim-
itation concerns the choice of the initial conditions. The authors mention
that they did not control the initial conditions. The systemwas simply reset
manually before each computation by opening and closing the circuit in a
discretionary way. Notice that these problems were generally encountered
in the different analog investigations examined in this paper.
53 Notice that the electric analog proof of stability is similar to Samuelson’s celebrated state-
ment on non observable unstable systems.
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Conclusion
This contribution explored somemain economic applications of the electro-
analog simulation method. Despite several consubstantial shortcomings,
this approach contributed to the production of original findings in eco-
nomic dynamics during the fifties and the early sixties.
Orcutt concludes his seminal paper on simulations of economic systems
by noticing that, “it seems reasonably clear [to him] that, during the next
decade at least, simulation studies of large complex economic systems will
be carried out most effectively on extremely fast digital computers” (Or-
cutt, 1960, 906). Indeed, the analog approach fades away in the sixties
because of its technical limitations in comparison with the increasing fa-
cilities offered by digital computers. As we have seen, one of the major
disadvantages of the analog simulations was their inherent low precision.
Moreover, each operation required the implementation of a specific device.
Thus, as the problem grew in size and complexity, a larger and more in-
tricate analog was required. Finally, initial conditions had to be manually
introduced and the system reset before the computation may be repeated.
On the whole, the approach was not really efficient for computations call-
ing for repeated evaluations. Contrary to analog devices, high speed digital
computers were designed to reset themselves automatically and repeat the
computation many times in situations calling for continual evaluation, no-
tably with the Monte Carlo approach.54
Nevertheless, electro-analog explorations form a singular episode in the
implementation of simulation methods into economic analysis. We have to
wait for the development of modern numerical techniques and the renewal
of nonlinear analysis, for a similar quest for qualitative findings in economic
dynamics.
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