We prove that the values of discrete directed polymer partition functions involving multiple non-intersecting paths remain invariant under replacing the background weights by their images under the geometric RSK correspondence. This result is inspired by a recent and remarkable identity proved by Dauvergne, Orthmann and Virág which is recovered as the zero-temperature, semi-discrete limit of our main result.
Introduction
The Robinson- Schensted-Knuth (RSK) correspondence [dBR38, Sch61, Knu70] plays an central role in combinatorics and symmetric function theory [Sta99, Sag01] . In the past twenty years, starting with work of [Joh00, BDJ99] , it has also taken on a key role in the study of certain models in integrable probability such as (1 + 1)-dimensional last passage percolation (LPP). Greene's theorem [Gre74] provides the link between the RSK correspondence and LPP. The push-forward under the RSK correspondence of an array of independent and identically distributed geometric random variables produces a measure on pairs of semi-standard Young tableaux which can be described in terms of Schur symmetric polynomials.
This connection between geometric weight LPP and the Schur process/measure [Oko01, OR03] combined with the determinantal structure behind these measures serves as a starting point for computing asymptotics. Greene's theorem implies that the last passage times from the origin to various points along down-right (i.e., space-like) paths can be read-off from directly from the output of the RSK correspondence. In the geometric weight setting, the asymptotic joint distribution of these last passage times are described by the Airy 2 process [PS02, Joh03] . The Airy 2 process is the top curve of the Airy line ensemble [CH14] which records the limit of the entire Schur process. The lower curves of the Airy line ensemble relate to limits of last passage times for multipaths.
These asymptotics fit into the study of the Kardar-Parisi-Zhang (KPZ) universality class [Cor12, Qua12, QS15] . Based on the aforementioned LPP results, the Airy 2 process has been understood to be the universal process which governs the fixed starting point and spatially varying ending point distribution of the KPZ universality class. The one-parameter Airy 2 process was conjectured in [CQR15] to be a marginal of similarly conjectural two-parameter process termed the Airy sheet which should describe the limiting joint law of LPP (and other KPZ class model) fluctuations under spatially varying both the starting and ending points. Given the Airy sheet, one can construct the full KPZ fixed point (i.e., the universal space-time limit of models in the KPZ universality class) -see also [MQR17] .
[DOV18, Theorem 1.3] constructs the Airy sheet from the Airy line ensemble. Instead of studying geometric weight LPP, [DOV18] focuses on a semi-discrete limit known as Brownian LPP. The starting point for the work of [DOV18] is a remarkable generalization of Greene's theorem in the semi-discrete setting which shows how the collection of last passage times from
(WD) n π 1 π 2 π 3 π 1 π 2 π 3 Fig 1: An illustration of many of the terms used to formulate our main result, Theorem 2.4 when n = 5 and k = 3. The mapping from U to ⇑U as defined in Theorem 2. 4 . The circles correspond to the U and V on the left or ⇑U and V on the right, and π 1 , π 2 and π 3 represent possible nonintersecting paths which go from U to V on the left, or ⇑U to V on the right. Also illustrated is a portion (left-justified) of the domain of D on the left and the domain of WD on the right. To the i th row, we associate the function D i on the left and WD i on the right.
spatially varying starting and endpoint points is encoded simply from the (semi-discrete) RSK correspondence output. Their result, [DOV18, Proposition 4.1], is Corollary 3.5 in this text.
Our present paper addresses the question of whether [DOV18, Proposition 4.1] generalize to the discrete RSK correspondence and to the geometric RSK correspondence? Theorem 2.4 answers both of these questions in the affirmative by providing a generalization of [DOV18, Proposition 4.1] for the discrete geometric RSK correspondence.
The geometric RSK (gRSK) correspondence [Kir01, NY04, O'C12, COSZ14, OSZ14] (also sometimes called the tropical RSK correspondence) is the image of the usual RSK correspondence under replacement of the (max, +) semi-ring by the (+, ×) semi-ring. It is important to note that the word geometric has been used in two ways so far in this introduction -in reference to geometric random variables in LPP and in reference to this geometric lifting of the RSK correspondence. We will generally use geometric in the second sense in this paper.
Greene's theorem generalizes to the gRSK correspondence and provides a relationship to directed polymer partition functions (instead of LPP as for usual RSK). The special geometric random variables which, under RSK, produced the Schur process, have an analog for gRSK too -the image of inverse-gamma random variables under the gRSK correspondence maps to the Whittaker process/measure [O'C12, COSZ14, OSZ14] .
Our main result is a generalization of [DOV18, Proposition 4.1] to the discrete geometric RSK correspondence. We briefly explain this here, leaving precise definitions to the main text.
Consider any n ∈ Z ≥2 , k ∈ Z ≥1 , U = (u 1 , n), . . . , (u k , n) and V = (v 1 , 1), . . . , (v k , 1) with u 1 ≤ · · · ≤ u k ∈ Z ≥1 and v 1 ≤ · · · ≤ v k ∈ Z ≥1 . Define U → V to be the set of multipaths π = (π 1 , . . . , π k ) where each π i is a directed lattice path starting at (u i , n) and ending at (v i , 1), and the π i are pairwise non-intersecting. Assume that U → V is non-empty. The left-side of Figure 1 illustrates a choice of U , V and π ∈ U → V when n = 5 and k = 3.
Consider any functions D 1 , . . . , D n : Z ≥1 → (0, ∞) with the convention that D i (0) ≡ 1, and write D = (D 1 , . . . , D n ). Treating a multipath π as the union of all points along the various π i , we define the partition function from U to V with respect to D to be
.
For 1 ≤ i ≤ n define (WD) i : Z ≥i → (0, ∞) so that for all N ∈ Z ≥1 and 1 ≤ ℓ ≤ n ∧ N ,
where a, b , m := (a, m), . . . , (b, m) . Write WD = (WD) 1 , . . . , (WD) 1 . (Note that in Section 2.1 we define W in a different manner via discrete geometric Pitman transforms and it is not until Corollary 2.14 that we relate W to the above right-hand side.) Finally, define ⇑U as in Figure 1 by lifting up the points in U until they are in the domain of definition for the WD. We may now state our main theorem.
Section 2.2 shows that D → WD is half of the gRSK correspondence. Thus, up to the action of the ⇑ operator on U , the partition functions for multipaths are invariant under the gRSK correspondence. Remark 2.5 describes the new complexities encountered in formulating and proving this theorem, most of which come from the discrete setup.
Outline. Section 2 focuses on discrete polymers. The pertinent definitions and Theorem 2.4 are given in Section 2.1, along with the proof of the theorem. Section 2.2 relates the operator W and the discrete geometric analogs of the Pitman transform to the gRSK correspondence and row insertion. Section 2.3 contains the zero-temperature limit of Theorem 2.4. This relates to the usual RSK correspondence and last passage percolation. Section 3 contains analogous results for the semi-discrete version of the gRSK correspondence. In that setting, the proof Theorem 3.4 (which is the semi-discrete analog of Theorem 2.4) is considerably simpler. A reader may benefit from browsing that proof first before the proof of Theorem 2.4. Section 4 closes with three brief remarks/questions. The first relates to braid relations for the discrete (geometric) Pitman transforms, the second considers a KPZ-equation analog of the Airy sheet construction, and the third notes some other polymer invariances recently proved and queries whether our main theorem has a lifting to the level of stochastic vertex models.
Notation.
For an integer m ∈ Z, we write Z ≥m to represent all integers n ≥ m. For two integers m ≤ n, define m, n := {m, . . . , n} to be the set of all integers between m and n, inclusive of the endpoints. For two real numbers x and y, we use shorthand x ∧ y = min(x, y) and x ∨ y = max(x, y). Other notation will be introduced where it is used.
A subset of the lattice Λ n with two non-intersecting paths π 1 and π 2 depicted. The starting points U = (3, n), (5, n) and ending points V = (8, 1), (9, 1) (depicted by circles) constitute an endpoint pair (U, V ) since the set U → V of non-intersecting paths from U to V is non-empty.
Definition 2.1 (Non-intersecting (multi)paths). Fix n ∈ Z ≥2 . We will consider the graph with vertices Λ n := Z ≥1 × 1, n and edges between nearest-neighbors. We will call the second coordinate in Λ n the level and will plot the points (x, ℓ) ∈ Λ n as in Figure 2 so that level ℓ = 1 is on the top and level ℓ = n is on the bottom. In some of our discussion in what follows, we will consider subsets of Λ n where vertices (and also the edges incident to them) have been removed from the bottom right corner of Λ in such a way that the removed vertices form a Young diagram under the French convention. The path and partition function definitions that follow readily generalize to that setting.
A path in Λ n is a finite ordered sequence of nearest neighbor, up-right connected points π = (a 1 , b 1 ), . . . , (a L , b L ) in Λ n . Precisely, for any L ∈ Z ≥1 we assume that (a i , b i ) ∈ Λ n for i ∈ 1, . . . L and further we assume that for all i ∈ 1, L − 1 either
The starting point of such a path is (a 1 , b 1 ) and the ending point is (a L , b L ). We will generally use π to denote a path and we will not label the ordered vertices traversed along the path (thus the (a i , b i ) notation will not be used below and was just introduced to clarify the definition of a path). We will often deal with multiple paths π 1 , . . . , π k in which case we will write π = (π 1 , . . . , π k ) and call π a multipath. Two paths π 1 and π 2 are called non-intersecting if, as sets, π 1 ∩π 2 = ∅. In words, π 1 and π 2 do not touch at any vertices in Λ n (including the starting and ending points). A multipath π = (π 1 , . . . , π k ) is non-intersecting if for each 1 ≤ i = j ≤ k, π i and π j are non-intersecting. We will assume that all multipaths are non-intersecting. Figure  2 depicts two non-intersecting paths (hence a multipath): π 1 from (u 1 , n) to (v 1 , 1) and π 2 from (u 2 , n) to (v 2 , 1).
For any k ∈ Z ≥1 , and pair of k starting and ending points
we define the set of (non-intersecting) multipaths π from U to V U → V := π = (π 1 , . . . , π k ) : ∀i ∈ 1, k , π i starts at (u i , ℓ i ) and ends at (v i , m i ) .
If the set U → V is non-empty, then we say that the pair (U, V ) constitute an endpoint pair.
Our next definition builds upon non-intersecting paths and defines a partition function. The definition of the weight in (2.2) may seem a bit odd. However, if we define d m (x) = Dm(x)
Dm(x−1) , then the partition functions defined below match those generally studied in the context of directed polymers with environment given by the d m (x). We will return to this in Section 2.2.
Definition 2.2 (Partition functions). Fix any n weakly increasing integers r 1 ≤ · · · ≤ r n and then fix any n functions D 1 , . . . , D n where D i : Z ≥r i → (0, ∞), for i ∈ 1, n . We will adopt the convention that D i (r i − 1) = 1 for all i ∈ 1, n . Write D = (D 1 , . . . , D n ) to denote the n-tuple of such functions. We say that a point (x, m) is in the domain of D if m ∈ 1, n and x ≥ r m . For any set U of points in the domain of D, the weight of U with respect to D is
For a single path π composed entirely of points in the domain of D, the weight of π with respect to D is given as above by treating π as a set of points. Explicitly,
For a multipath π = (π 1 , . . . , π k ) composed of points in the domain of D,
This definition is consistent with (2.2) if we treat π as the union of the points in each π i . For any endpoint pair (U, V ) with both U and V in the domain of D, the partition function from U to V with respect to D is
It will also be useful to have half-open versions of the partition function:
Our final set of definitions deal with the Pitman transform and its tensorization.
Definition 2.3 (Discrete geometric Pitman transform). For any r ∈ Z and any functions f, g :
where we have adopted the convention that f (r − 1) = 1 in the denominator when m = r. Define the operator T which acts on the pair (f, g) as T f, g := g ⊙ f , f ⊗ g .
(2.4)
T acts on the tensor-product of two functions from Z ≥r → (0, ∞) and returns the tensor product of two functions, the first from Z ≥r → (0, ∞) and the second from Z ≥r+1 → (0, ∞).
For any m ∈ 1, n − 1 and any n weakly increasing integers r 1 ≤ · · · ≤ r n with r m = r m+1 = r for some r, define the operator T r,m which acts on the n-fold tensor product D = (D 1 , . . . , D n ) of functions D i : Z ≥r i → (0, ∞), i ∈ 1, n , as
(2.5)
T r,m acts as T in the m and m + 1 slot, and this action is well-defined since by assumption both D m , D m+1 : Z ≥r → (0, ∞). Now consider n functions D 1 , . . . , D n : Z ≥1 → (0, ∞) as in Definition 2.2 and write D = (D 1 , . . . , D n ). Using the operators T r,m from (2.3), define the operators S r for r ∈ 1, n − 1 and the operator W which act on D via S r D := T r,r T r,r+1 · · · T r,n−2 T r,n−1 D, WD := S n−1 S n−2 · · · S 2 S 1 D.
(2.6) S r acts on D by first applying (in that order) T r,n−1 through T r,r . Likewise, W acts on D by first applying (in that order) S 1 through S n−1 . Notice that the sequence of applications of the T operators in W is well-defined. Indeed, in terms of the values of (r 1 , . . . , r n ) which set the domain of D, initially, as assumed, D has r i = i ∧ 1. After applying T 1,n−1 to D, the value of r n becomes 2 (all others stay the same). Continuing in this manner, we see that for r ∈ 1, n − 1 , S r · · · S 1 D has domain specified by r i = i ∧ (r + 1) for i ∈ 1, n . In other words, when we apply the T r,m operator, the domain changes from having r m = r m+1 = r to having r m = r and r m+1 = r + 1. Figure 1 shows how the original domain for D transforms into the domain for WD. There is a graphical depiction of this sequence of applications of T which is discussed and used in Section 2.2. Also therein we explain how this operator W is related to the geometric RSK correspondence.
We are now ready to state the main result of this paper. There is a semi-discrete version of this which can be found as Theorem 3.4 in Section 3.1. Also, there are zero-temperature versions of this result which are stated as Corollary 2.3 in Section 2.3 in the discrete case, and as Corollary 3.3 in Section 3.3 in the semi-discrete case. In fact, all of these results can be derived as a limit of our main theorem below.
Theorem 2.4. Let U = (u i , n) i∈ 1,k and V = (v i , 1) i∈ 1,k be any endpoint pair and define ⇑U := (u i , n ∧ u i ) i∈ 1,k (see Figure 1 for an illustration). Then, for any n functions
where the operator W is defined in (2.3).
Remark 2.5. We follow the same three step program as used to prove [DOV18, Proposition 4.1] (stated here as Corollary 3.3 in Section 3.3), though encounter some new complexities due to the discreteness of our present setting. In Step 1 we consider n = 2 and k = 1 where U = (u, 2) and V = (v, 1) (note that for simpler notation in the k = 1 case we drop the extra parenthesis since really U = (u, 2) and likewise V = (v, 1) ). The proof of this special case reduces to a summation identity which we readily checked by induction.
Step 2 extends the result to n = 2 and k ≥ 1 by a decomposition of D U → V into a product over terms to which the result of Step 1 can be applied.
Step 3 extends the result to n ≥ 2 and k ≥ 1 via a decomposition of D U → V into a sum of products of terms to which the result from
Step 2 can be applied. Besides needing to prove a new summation identity in Step 1 (which is rather simple), the most significant new complexity in this proof arises from the fact that the operators T r,m shift the domain of the functions upon which they act. Keeping track of this effect and constructing a suitable decomposition which works in these deformed domains constitutes the main challenge of the proof (which mainly arises in Step 3). Besides proving the above theorem, it was not immediately obvious how to correctly formulate the discrete geometric generalization of [DOV18, Proposition 4.1]. Two things provided some guidance in this regard. The first was a set of online notes by Y. Pei available at https://toywiki.xyz/ in which the discrete non-geometric Pitman transform was discussed. The second was the work of [COSZ14] on the geometric RSK correspondence. Indeed, in Section 2.2 we explain how the discrete geometric Pitman transform and W operator are related to the geometric RSK correspondence.
Definition 2.6. Theorem 2.4 introduces the notation ⇑U . In the proof we will need a refinement of it that we present here. For any integers r and m, define the operator ⇑ r,m which acts on sets U of points U = (u i , ℓ i ) i∈ 1,k (for k arbitrary) as follows: if (r, m + 1) ∈ U , then ⇑ r,m U is composed of all points in U except that (r, m + 1) is replaced by (r, m) (if (r, m) ∈ U as well, then ⇑ r,m U is U with the point (r, m+1) removed); if (r, m+1) / ∈ U , then ⇑ r,m U = U . In a similar spirit to (2.3), we define
The ⇑U defined in (2.6) matches ⇑U defined in the statement of Theorem 2.4.
Proof of Theorem 2.4. We prove this in three steps.
Step 1 (n = 2, k = 1 case of (2.15)). In this case, D = (D 1 , D 2 ), U = (u, 2) and V = (v, 1) (actually, U = (u, 2) and V = (v, 1) , but we will drop the outer parenthesis in this case).
Having in mind our use of this step later in Step 3 (where we deal with n ≥ 2), we may consider a slightly more general situation where, for some r ≥ 1, D 1 , D 2 : Z ≥r . In that case, what we seek to prove that for any r ≤ u ≤ v,
Note that u, 2 ∧ (u − r + 1) = ⇑ r,1 U . It suffices to prove (2.1) with r = 1 since everything can be trivially shifted into larger r. So, for the rest of this step, let us prove (2.1) under the assumption that r = 1. In that case u, 2 ∧ (u − r + 1) = ⇑ 1,1 U = ⇑U . The left-hand side of (2.1) can be written explicitly as
where we have used the earlier assumed convention that D i (0) = 1 for i = 1 and 2.
Clearly there are two cases to consider, when u = 1 and when u > 1. When u = 1, the identity we seek to prove reads (writing T in place of T 1,1 )
(2.11)
Since there is only one path from (1, 1) to (v, 1), the right-hand side of (2.1) equals the weight of the path from (1, 1) to (v, 1) with respect to T D. Observing the telescoping of the product in (2.2) and using the assumed convention that (T D) 1 (0) = 1, we find that the right-hand side of (2.1) equals (T D) 1 (v). It follows from Definition 2.3 that (T D) 1 (v) = D 2 ⊙ D 1 (v) which equals the expression in (2.1), thus proving the case u = 1.
The case x > 1 is just a bit harder. Now ⇑U = U = (u, 2) so, using (2.1), we seek to prove
Keeping in mind our convention that D i (0) = 1, we introduce the notation
We can rewrite T D 1 and T D 2 via this notation as:
Using this and canceling the common factor D 1 (v) D 2 (u−1) from both sides, (2.1) reduces to
or equivalently (after moving the G 1,v G 1,u−1 terms to the left-hand side)
(2.13) (2.1) is an exact summation identity which follows by induction in v. The base case v = u is easily checked. Assuming the identity up to v, to show (2.1) for v + 1 it suffices to verify that
and cross-multiplying immediately yields the eqaulity. This completes the proof of (2.1) and hence also the proof of (2.1) and Step 1.
Step 2 (n = 2, k ≥ 1 case of (2.15)).
Step 1, we will consider D 1 , D 2 : Z ≥r → (0, ∞) for some r ≥ 1, and assume that all u i , v i ≥ r. In this step we seek to prove that
Recall that ⇑ r,1 is given in Definition 2.6. In particular, ⇑ r,1 U = (u i , 2 ∧ (u i − r + 1)) i∈ 1,k . As in Step 1, it suffices to prove (2.1) for r = 1, in which case ⇑ 1,1 U = ⇑U . For the rest of the proof we assume r = 1. In that case (2.1) involves T 1,1 which we abbreviate as T .
The proof of (2.1) is based on a decomposition of D U → V and T D ⇑U → V into factors which can be matched by applying the k = 1 result from Step 1. We start by partitioning the integers u 1 , v k into disjoint intervals that we call type 0, type 1 or type 2. With the convention that v 0 = −∞ and u k+1 = +∞, for each i ∈ 1, k , let a i = u i ∨ (v i−1 + 1) and b i = (u i+1 − 1) ∧ v i . If a i < b i , then we say that the interval a i , b i is of type 1, and we type 1 type 2 type 1 type 2 type 2 type 2 type 0 type 1 Fig 3: U is represented by the open discs on the bottom level and V on the top level. Intervals of type 1 are shaded in grey; integers of types 0 and 2 are also labeled, but not shaded. Notice that the first type 1 interval is actually composed of just a single integer, while the second one contains three consecutive integers and the third one contains two consecutive integers. Each type 1 interval represents a place where multipaths π ∈ U → V may vary in terms of which points are included in π.
write type 1 to be the set of all such type 1 intervals. Likewise, for each i ∈ 1, k , any integer c such that y i−1 < c < x i will be called type 0. All integers which are not type 0 and are not in intervals of type 1 will be called type 2 and we write type 2 for the set of all such type 2 integers. Figure 3 provides an illustration for this partitioning.
Using the decomposition into types, we can write
To verify this note that each type 1 term can be expanded as a sum of single-path weights over paths from the bottom left to top right of the interval in question (type 1 intervals which are composed of a single integer correspond to a single path which goes straight up from the bottom layer to the top layer). All type 2 terms contribute a product of weights D (c, 1) D (c, 2) , and all type 0 terms contribute a multiplicative factor of 1. This expansion shows that the right-hand side of (2.1) can be written as a sum over certain subsets of vertices of products of the weights of the vertices. By the construction of the three types, it is easy to see that these subsets are precisely in bijective correspondence with the set of multipaths in U → V , hence proving (2.1). See Figure 3 for an illustration. Given the decomposition in (2.1), we may now apply the result of Step 1 to each term. In the product over type 1 terms, note that the result of Step 1 implies that
Thus, we can replace each term in that product by the corresponding term involving T D. For the terms in the type 2 product, we also have that
This can be seen quite directly, or as a simple application of the result of Step 1 when a = b.
Putting this all together we find that the right-hand side of (2.1) equals
The equality above is a similar decomposition as in (2.1), the main difference being that U is replaced by ⇑U . This completes the proof of (2.1) (with r = 1) and hence Step 2.
Step 3 (n ≥ 2, k ≥ 1 case of (2.15)). In this case, D = (D 1 , . . . , D n ), U = (u i , n) i∈ 1,k and V = (v i , 1) i∈ 1,k . The key to this proof is a decomposition of D U → V into a sum of products to which we can apply the n = 2 result proved earlier in Step 2. Since this decomposition is a bit involved, we will first explicitly work out the n = 3 proof in that hope that it may make it easier to understand the general n proof.
Before embarking on the n = 3 case it will be useful to rewrite the identity (2.1) proved in Step 2 in terms of the notation that we will use below. Consider any m ∈ 1, n − 1 and any sequence of weakly increasing integers r 1 ≤ · · · ≤ r n such that r m = r m+1 = r for some r. Further, consider any n functionsD = (D 1 , . . . ,D n ) whereD i : Z ≥r i → (0, ∞) for i ∈ 1, n , and any endpoint pair
(2.16)
We return now to proving (2.15) with n = 3. We will refer to Figure 4 in describing certain steps the proof. Recall that for n = 3, W = S 2 S 1 = T 2,2 T 1,1 T 1,2 . Thus, in order to prove the equality in (2.15), we will prove three intermediate equalities, relating an expression with D to one with T 1,2 D, then relating that to an expression with T 1,1 T 1,2 D and finally relating that to an expression with T 2,2 T 1,1 T 1,2 D. Collecting these equalities together will prove (2.15).
We start with the following decomposition (recall half-open partition functions from (2.2))
with notation that we now define. The summation in (2.1) is over Z = (z i , 2) i∈ 1,k . Given Z, we define Z − := (z i , 1) i∈ 1,k (i.e., points in Z − match those in Z except they have a level one less). The W and W + are simply set equal to U . (It may seem unnecessary to include W and W + here, and it is. However, in the general n case they will be important, so we keep them to match with the notation eventually used there.) The summation in (2.1) is restricted to only those Z such that (U, W + ), (W + , W ), (W, Z), (Z, Z − ) and (Z − , V ) are all endpoint pairs. Note that due to the assumption that W = W + = U and the relationship between Z and Z − , these five conditions reduce to two: that (W, Z) and (Z − , V ) are endpoint pairs. Furthermore, the summand in the right-hand side of (2.1) reduces to
Display box 1 of Figure 4 illustrates the choices of W, W + , Z, Z − in this decomposition. To see why the decomposition in (2.1) holds, recall that D U → V is equal to a sum of weights of multipaths π from U to V . We can partition that sum based on the locations Z of the exit points for the multipath π going from level 2 to level 1 (hence Z − has the meaning as the entry point locations into level 1). The sum over weights of multipaths π which have a given value of Z factorizes precisely as in (2.1), thus proving the decomposition. Notice that the use of the half-open and half-closed path sums defined in (2.2) is important here to ensure that the correct weight factors arise in our decomposition.
The decomposition in (2.1) has isolated the dependence on D 2 and D 3 in the right-hand side summand. Indeed, since D U → W + ) = D W + → W ) = 1, they do not depend on D 2 or D 3 , and clearly D Z → Z − ] = D[Z − ] and D Z − → V ] only depend on D 1 . This leaves D W → Z as the only term which involves D 2 and D 3 . We now apply (2.1) with r = 1, m = 2, andD = D. This implies that D W → Z = T 1,2 D ⇑ 1,2 W → Z . Since T 1,2 D 1 = D 1 , we may replace D by D ′ = T 1,2 D in the other terms in the summand of (2.1) without changing their values (they are all either constant or only depend on D 1 ). Moreover, since D U → W + ) = D W + → W ) = 1, we may replace these terms by
Sets of points used in the proof of (2.15) when n = 3 and k = 2.
where we now assume that U ′ = W ′+ = W ′ and where the sum over Z is such that (W ′ , Z) and (Z − , V ) are endpoint pairs (note that the condition that (W ′ , Z) is an endpoint pair imposes the same restriction on Z as the condition that (W, Z) is an endpoint pair). This right-hand side is a decomposition of D ′ U ′ → V in the same spirit as (2.1), hence we have shown that (going back to T 1,2 D in place of D ′ and ⇑ 1,2 U in place of U ′ )
This is the first of our three intermediate equalities.
In order to relate the right-hand side of (2.1) to an expression involving T 1,1 T 1,2 D, we employ another decomposition. As above, let us denote D ′ = T 1,2 D and U ′ = ⇑ 1,2 U . Then,
with notation that we now define. The summation in (2.1) is over W = (w i , 2) i∈ 1,k . Given
, as long as the first coordinate is ≥ 2, every point in W corresponds to a point in W + with one larger level; if (1, 2) ∈ W then (1, 2) ∈ W + as well). The Z and Z − are simply set equal to V . The summation in (2.1) is restricted to only those W such that ( ′ U, W + ), (W + , W ), (W, Z), (Z, Z − ) and (Z − , V ) are all endpoint pairs. Note that due to the assumption that Z = Z − = V and the relationship between W and W +, these five conditions reduce to two: that ( ′ U, W + ) and (W, Z) are endpoint pairs. Furthermore, the summand in the right-hand side of (2.1) reduces to Figure 4 illustrates the choices of W, W + , Z, Z − in this decomposition. The same reasoning as for the first decomposition (2.1) applies in justifying its validity. Now, notice that the decomposition in (2.1) has isolated the dependence on D ′ 1 and D ′ 2 in the right-hand side summand. Indeed, since D ′ Z → Z − ] = D ′ Z − → V ] = 1, they do not depend on D ′ 1 or D ′ 2 , and clearly D ′ U ′ → W + ) and D ′ W + → W ) only depend on D ′ 3 (remember the notation defined in (2.2) to see this). This leaves D ′ W → Z as the only term which involves D ′ 1 and D ′ 2 . We now apply (2.1) with r = 1, m = 1, andD = D ′ . This
we may replace D ′ by D ′′ = T 1,1 D ′ in the other terms in the summand of (2.1) without changing their values (they are all either constant or only depend on D ′ 3 ). Now observe that
and that the condition that (U ′ , W + ) and (W, Z) are endpoint pairs is equivalent to the condition that (⇑ 1,1 U, ⇑ 1,1 W + ) and (⇑ 1,1 W, Z) are endpoint pairs. Thus, writing U ′′ = ⇑ 1,1 U ′ , W ′+ = ⇑ 1,1 W + and W ′ = ⇑ 1,1 W we have shown that
where Z = Z − = V and where the sum is restricted to W ′ such that (U ′′ , W ′+ ) and (W ′ , Z) are endpoint pairs. This, however, is a decomposition for D ′′ U ′′ → V , and hence we have shown that (going back to T 1,1 T 1,2 D in place of D ′′ and ⇑ 1,1 ⇑ 1,2 U in place of U ′′ )
This is the second of our three intermediate equalities.
The final step is to use a decomposition similar to that of (2.1) to relate the right-hand side of (2.1) above to an expression involving T 2,2 T 1,1 T 1,2 D. As above, let us denote D ′′ = T 1,1 T 1,2 D and U ′′ = ⇑ 1,1 ⇑ 1,2 U . Then
(2.20) with notation that we now define. The summation is over sets of k points Z which are either on level 2 or the point (1, 1). For each point on level 2 in Z, there is a point on level 1 in Z − with the same first coordinate; and if (1, 1) ∈ Z then (1, 1) ∈ Z − as well. The W and W + are simply set to be U ′′ . The summation in (2.1) is over Z such that (U, W + ), (W + , W ), (W, Z), (Z, Z − ) and (Z − , V ) are all endpoint pairs. Note that due to the assumption that U ′′ = W + = W and the relationship between Z and Z − , these five conditions reduce to two: that (W, Z) and (Z − , V ) are endpoint pairs. Furthermore, the summand in the right-hand side of (2.1) reduces to Figure 4 illustrates the choices of W, W + , Z, Z − in this decomposition. The same reasoning as for the first decomposition (2.1) applies in justifying its validity.
The decomposition in (2.1) has isolated the dependence on D ′′ 2 and D ′′ 3 in the right-hand side summand. Indeed, since D ′′ U ′′ → W + ) = D ′′ W + → W ) = 1, they do not depend on D ′′ 2 or D ′′ 3 , and clearly D ′′ Z → Z − ] and D ′′ Z − → V ] only depend on D ′′ 1 . This leaves D ′′ W → Z as the only term which involves D ′′ 2 and D ′′ 3 . We claim that by applying (2.1) with r = 2, m = 2, andD = D ′′ , we can show that
(2.21)
This equality requires a bit of explanation. If (1, 1) / ∈ W (i.e., if (1, 1) / ∈ U ) then W may only include points on level 3 and Z may only include points on level 2. In this case, we may directly apply (2.1) to conclude the equality (2.1). On the other hand, if (1, 1) ∈ W , it must also be in Z. Thus, if we writeŴ andẐ for W and Z with the point (1, 1) removed, then D ′′ W → Z = D ′′ (1, 1) D ′′ Ŵ →Ẑ . We may apply (2.1) (with r = 2, m = 2, and D = D ′′ ) to show that D ′′ Ŵ →Ẑ = T 2,2 D ′′ ⇑ 2,2Ŵ →Ẑ . Finally, since T 2,2 D ′′ 1 = D ′′ 1 , we have that D ′′ (1, 1) = T 2,2 D ′′ (1, 1) , which proves (2.1).
Using the fact that T 2,2 D ′′ 1 = D ′′ 1 again, we may replace D ′′ by D ′′′ = T 2,2 D ′′ in all of the other terms in the summand of (2.1) without changing their values (they are all either constant or only depend on D ′′ 1 ). Moreover, since D ′′ U ′′ → W + ) = D ′′ W + → W ) = 1, we may replace these terms by D ′′′ ⇑ 2,2 U ′′ → ⇑ 2,2 W + ) = D ′′ ⇑ 2,2 W + → ⇑ 2,2 W ) = 1. This implies that, denoting D ′′′ = T 2,2 D ′′ , U ′′′ = ⇑ 2,2 U ′′ , W ′+ = ⇑ 2,2 W + and W ′ = ⇑ 2,2 W ,
where we now assume that U ′′′ = W ′+ = W ′ and where the sum over Z is such that (W ′ , Z) and (Z − , V ) are endpoint pairs (note that the condition that (W ′ , Z) is an endpoint pair imposes the same restriction on Z as the condition that (W, Z) is an endpoint pair). This right-hand side is a decomposition of D ′′′ U ′′′ → V in the same spirit as (2.1), hence we have shown (going back to T 2,2 T 1,1 T 1,2 D in place of D ′′′ and ⇑ 2,2 ⇑ 1,1 ⇑ 1,2 U in place of U ′′′ )
( 2.22) Combining together (2.1), (2.1) and (2.1) proves (2.15) for n = 3 and general k. Now we turn to address the general n case. This proceeds by a sequence of n 2 replacements through which we transition from D to WD. The following lemma is the key to this scheme. Figure 5 may be helpful in understanding the hypotheses in the statement of the lemma.
Lemma 2.7. Fix any m ∈ 1, n − 1 , any n weakly increasing integers r 1 ≤ · · · ≤ r n with (for some r) r = r m = r m+1 < r m+2 (if m = n − 1 then by convention set r n+1 = +∞), and any n functions D = (D 1 , . . . , D n ) such that D i : Z ≥r i → (0, ∞), i ∈ 1, n . Fix any k ∈ Z ≥1 and any k-tuple of points U such that every point in U is either of the form (u, n) for some u ≥ r n , or of the form (r i , i) for some i ∈ 1, n such that r i < r i+1 . Finally, fix another k-tuple of points V = (v i , 1) i∈ 1,k such that (U, V ) form an endpoint pair. Then
(2.23)
Let us assume this lemma for the moment and conclude the proof of (2.15). The lefthand side of (2.15) fits into the setup of Lemma 2.7 with r 1 = · · · = r n = 1 and hence U = (u i , n) i∈ 1,k . Now (as prescribed by the definition of W) sequentially apply the lemma with r = 1 and m = n − 1 through 1, and then r = 2 and m = n − 1 through 2, and so forth until finally r = n − 1 and m = n − 1. Each application amounts to applying the relevant T r,m to the D functions (or rather, to the image of the D functions under previous application of T operators) and the relevant ⇑ r,m operator to the U points (or rather, to the image of the U points under previous application of ⇑ operators). It is clear that the output of each step in this sequence is suitable for applying the next step of the lemma. Recalling the definition of W and ⇑ in terms of the T r,m and ⇑ r,m , we find that this procedure shows that Proof of Lemma 2.7. We appeal to the following decomposition which simultaneously captures all of the decompositions used in the n = 3 proof given earlier. Assuming the hypotheses on the r i , U and V from the statement of Lemma 2.7, we have that Note that the hypotheses on the r i and U from the statement of Lemma 2.7 imply that there are no points in U of level m (since we have assumed r m = r m+1 and all points of the form (r i , i) ∈ U have r i < r i+1 ). This implies that the sets above all have exactly k points. (2.1) follows by expanding each term on the right-hand side and then verifying that the resulting summation puts each term in bijection with a multipath with the corresponding weight.
The key fact that is evident from the decomposition (2.1) is that the only term on the right-hand side inside the summation over W and Z which depends on the functions D m and D m+1 is D W → Z . We can use this fact along with (2.1) (withD = D and r and m as specified in the statement of Lemma 2.7) to show that
(2.25)
Now, there are two cases to consider: when (r, m + 1) ∈ U or when (r, m + 1) / ∈ U . When (r, m + 1) ∈ U , we also have (r, m + 1) ∈ W and (r, m + 1) ∈ W + . If we define U ′ = ⇑ r,m U , W ′ = ⇑ r,m W , W ′+ = ⇑ r,m W + and D ′ = T r,m D, then it follows from (2.1) and (2.1) that
(2.26) We have used the fact that the only term in (2.1) which depends on the functions D m and D m+1 is D W → Z , and hence replacing D by D ′ does not effect the other terms. We have also used the fact that since (r, m + 1) is common to U, W and W + , replacing it by (r, m) does not change the value of the first two terms in the summand in (2.1).
When (r, m + 1) / ∈ U , we also have (r, m + 1) / ∈ W and (r, m + 1) / ∈ W + . In that case, W ′ = ⇑ r,m W = W and likewise U ′ = ⇑ r,m U = U and W ′+ = ⇑ r,m W + = W + . Thus, setting D ′ = T r,m D, by the same reasoning as above we find that the decomposition (2.1) holds.
It remains to observe that the right-hand side of (2.1) is a decomposition of D ′ U ′ → V . The only difference relative to the decomposition in (2.1) is that U is replaced by U ′ and that W ′ and W ′+ now contain points from U ′ of level ≤ m. Recalling that D ′ = T r,m D and U ′ = ⇑ r,m U we see that we have proved (2.7) and hence the lemma.
This completes the proof of the third step, and hence the proof of Theorem 2.4.
Relation to geometric RSK correspondence
The operator W defined via the (discrete geometric) Pitman transform in (2.3) is closely related to the geometric RSK correspondence. We recall the geometric RSK correspondence in Section 2.2.1, state the relationship with the operator W in Section 2.2.2. Finally, in Section ?? we consider a special choice for the functions D (related to inverse-gamma random variables) and briefly recall how, via [COSZ14] , this gives rise to a Markovian structure for WD (t).
Recalling the geometric RSK
We recall the geometric RSK correspondence (gRSK) as defined in [COSZ14, Definitions 2.1 and 2.2] (see also [Kir01, NY04] ). 
(2.27)
If ℓ = N , the output word b ′ is empty. In addition to ξ ∈ (0, ∞) N −ℓ+1 we admit the case ξ = (1, 0, . . . , 0) . This will correspond to row insertion into an initially empty word. For k ≥ 1 we denote such a word as e (k) 1 = (1, 0, . . . , 0) , where k is the total number of coordinates for the vector. The notation and definition are extended so that b e
(2.28) This is consistent with (2.8) except that output b ′ is not defined and hence not displayed in the diagram above.
For N fixed, consider a semi-infinite array of strictly positive real numbers m = m j,n : j ∈ 1, N , n ≥ 1 . For integers 1 ≤ a ≤ b ≤ N and 1 ≤ c ≤ d, we write m a,b , c,d := m j,n : j ∈ a, b , n ∈ a, b for the corresponding subarray. In particular we will generally fix N in which case we denote the n th row of m by m 1,N , n = (m 1,n , . . . , m n,N and the first n rows by m 1,N , 1,n . See Figure 6 for an illustration of this notation. The geometric RSK correspondence is a bi-rational map between m 1,N , 1,n and another N by n matrix of strictly positive real numbers. As we will explain in what follows, under the gRSK, m 1,N , 1,n maps to a pair of geometric Young Tableaux (P, Q) of the same shape. Let us start by defining the P -geometric Young tableaux which is a map from m 1,N , 1,n to an array of the form z(n) = z k,ℓ : 1 ≤ ℓ ≤ k ≤ N and ℓ ∈ 1, N ∧ n .
(2.29)
When n ≥ N , z(n) is a triangular array, and when n ≤ N it is a trapezoidal array. For ℓ ∈ 1, N ∧ n , denote by z ℓ (n) = z ℓ,ℓ (n), . . . , z N,ℓ (n) the ℓ-th diagonal and denote by sh(z(n)) = z N,ℓ (n) ℓ∈ 1,n∧N the bottom row of z(n), which we call the shape of z(n). See Figure 7 for an illustration of this notation. We now describe how to construct the P tableaux z(n) from the matrix m 1,N , 1,n through insertion of the rows of m 1,N , 1,n into an empty tableaux. For each n ∈ Z ≥1 , let a 1 (n) = m 1,N , n . Then the mapping is given graphically on the left side of Figure 8 (the right side contains an example when n = 4 and N = 3). It is also possible to define this mapping through operators, though it is no more informative (and perhaps less so) than the graphical definition which we stick with. z1;1(n) z2;1(n) z2;2(n) zN;1(n) zN;N (n) z1;1(n) z2;1(n) z2;2(n) zn;n(n) zN;n(n) zN;1(n) n ≥ N n ≤ N sh z(n) z 1 (n) Fig 7: The array z(n). When n ≥ N it is triangular and when n ≤ N it is trapezoidal. Also depicted on the left is the shape sh z(n) (i.e., bottom row), and on the right is the first diagonal z 1 (n). For later uses, let us call the above defined mapping P . The Q tableaux is defined in terms of the sequence of shapes of z(1), . . . , z(n). Specifically, P m 1,N , 1,n := z(n) Q m 1,N , 1,n := sh(z(t)) t∈ 1,n . Figure 9 shows how the P and Q tableaux may be joined together to form another n by N matrix of strictly positive real numbers. Notice that the definition of the Q tableaux implies that it is consistent as n varies so that for n ′ > n, the first n elements in the sequence of shapes that defines Q m 1,N , 1,n ′ equals Q m 1,N , 1,n .
Generalizing Greene's theorem for the usual RSK correspondence, [NY04] showed that the geometric RSK also has a partition function interpretation. We will follow the exposition of [COSZ14, Section 2.2] and define a mapping from the weight matrix m 1,N , 1,n to an arraỹ z(n) of the same dimensions as z(n) defined in (2.8). The result quoted below in Proposition 2.10 shows that z(n) andz(n) are equal, and thus (in light of the wayz is defined) provides The P and Q tableaux agree in that the shape (bottom row) of the P tableaux matches the top row of the Q tableaux (where the shapes are listed from that of z(n) down to z(1)). On the right this is shown when n ≥ N and on the right is the case n ≤ N .
a partition function interpretation for z(n).
Definition 2.9. For 1 ≤ ℓ ≤ k ≤ N let Π ℓ n,k denote the set of ℓ-tuples π = (π, . . . , π ℓ ) of non-intersecting lattice paths in Z 2 with the property that for 1 ≤ r ≤ ℓ, π r is a lattice path from (1, r) to (n, k + r − ℓ). The term lattice path means that between nearest-neighbor lattice points in Z, the path either takes a unit step up or right; the term non-intersecting means that the paths do not touch, even at lattice points. For any ℓ-tuple of non-intersecting lattice paths π = (π 1 , . . . , π ℓ ), define their weights to be
For 0 ≤ n < ℓ < k ≤ N the set Π ℓ n,k is empty and hence we set that τ k,ℓ (n) = 0 in that case. When ℓ = k, there exists only a single π ∈ Π ℓ n,k . In fact, whenever 0 ≤ n < ℓ ≤ k ≤ N , the set Π ℓ n,k is only non-empty in the case that k = ℓ. In otherwords, τ k,ℓ (n) = δ k,ℓ τ k,n (n) whenever 0 ≤ n < ℓ ≤ k ≤ N,
where δ k,ℓ is the Kronecker delta function. Finally, for ℓ = 0 we adopt the convention that τ k,0 = 1 for 1 ≤ k ≤ N .
Having defined the multi-path partition function τ k,ℓ (n), we can now define the arrayz(n) by the relation that for all indices k and ℓ, z k,1 (n) · · · z k,ℓ (n) = τ k,ℓ (n).
Proposition 2.10 (Proposition 2.5 of [COSZ14] ). The mapping m 1,N , 1,n → z(n) from Definitions 2.8 and m 1,N , 1,n →z(n) from Definition 2.9 are the same, i.e., z(n) =z(n).
Proof.
In [COSZ14] , the first of these mappings is denoted (with m replaced therein by d) by ∅ ← m [1] ← m [2] ← · · · ← m [n] and the second is denoted by P n,N (m [1,n] ). Proposition 2.5 of [COSZ14] then provides the equality, following methods used in [NY04] .
Rewriting the geometric RSK via the geometric Pitman transform
We now explain how to the geometric row insertion and hence geometric RSK can be rewritten in terms of the Pitman transform introduced earlier in Definition 2.3. For the usual RSK correspondence, this is explained, for instance, in notes of Pei available at https://toywiki.xyz/.
In lifting this to the geometric setting, there are some subtleties which arise.
Let us recall the Pitman transform from Definition 2.3. For any r ∈ Z and any functions f, g : Z ≥r → (0, ∞) define functions g ⊙ f : Z ≥r → (0, ∞) and f ⊗ g : Z ≥r+1 → (0, ∞) by
where we have adopted the convention that f (r − 1) = 1 in the denominator when m = r. The operator T defined in (2.3) can be encoded graphically as
noting that the output on the right-side is still a function from Z ≥r → (0, ∞) whereas the bottom output is a function from Z ≥r+1 → (0, ∞). The next lemma rewrites the geometric row insertion in terms of the Pitman transform. 
) via the geometric row insertion of b into ξ as depicted in the left-hand side in Figure 10 . Now define functions ξ, B : Z ≥ℓ → (0, ∞) such that ξ(k) = ξ k for all k ∈ ℓ, N and such that for all k ∈ ℓ, N we have B(k) = k j=ℓ b j . The values of the functions ξ and B for arguments larger than N do not matter and can be set to 1 for concreteness. Now, compute ξ ′ and B ′ via the Pitman transform as depicted in the right-hand side in Figure 10 . Then ξ ′ (k) = ξ ′ k for all k ∈ ℓ, N and B ′ (k) = k j=ℓ+1 b ′ j for all k ∈ ℓ + 1, N . In other words, the geometric row insertion and Pitman transform produce the same result.
Proof. Owing to (2.8) we can compute explicitly ξ ′ k for all k ∈ ℓ, N : Fig 10: The equivalence between the geometric row insertion and the Pitman transform as shown in Lemma 2.11. e (N ) 1 Fig 11: The equivalence between the gRSK correspondence (on the left) and Pitman transform (on the right) as shown in Lemma 2.12. We have dropped all internal labels. The outgoing lines (coming out to the right and below each vertex) carries the output from each vertex to the next vertices.
In the depiction of the gRSK correspondence, we have dropped the arrows coming out below the vertices in which the e 1 vectors are inserted. This is justified since that output is empty anyway.
The first equality is easily shown by induction in k, the second is verified by substituting the definitions of the functions B and ξ, the third equality is by definition of ⊙ and the final equality is the definition of the function ξ ′ .
Again appealing to (2.8), we know that
for all j ∈ ℓ + 1, N . Taking the product of this equality over j ∈ ℓ + 1, k , we see that
The first equality comes from the explicit formula for b ′ j recalled above and the definition of the functions B, ξ and ξ ′ , the second equality comes cancelations by substituting the equality ξ ′ (ℓ) = B(ℓ)ξ(ℓ), the third equality uses the formula for ξ ′ (k) from (2.2.2) (after the second equality sign), the fourth equality is by definition of ⊗ and the final equality is the definition of the function B ′ .
From Lemma 2.11, we rewrite the entire gRSK correspondence via the Pitman transform.
Lemma 2.12. Fix any n, N ∈ Z ≥1 and vectors d 1 , . . . , d n ∈ (0, ∞) N so that d i = d i,1 , . . . , d i,N . Compute vectorsD 1 , . . . ,D n via the gRSK correspondence as depicted in the left-hand side of Figure 11 . Define functions D 1 , . . . , D n : Z ≥1 → (0, ∞) such that for each i ∈ 1, n and for each k ∈ 1, N we have D i (k) = k j=1 d i,j . For k > N the value of the D i does not matter and can be set to 1 for concreteness. Compute n functionsD 1 , . . . ,D n whereD i : Z ≥i → (0, ∞) for i ∈ 1, n via the Pitman transform as depicted in the right-hand side of Figure 11 . The, the outcome of these two calculations match in the sense thatD i,j =D i (j) as long as 1 ≤ i ≤ j ≤ N and i ∈ 1, n ∧ N .
Proof. The follows immediately from Lemma 2.11 along with the insertion rule (2.8) used on the boundary in the gRSK correspondence.
The Pitman transform depicted on the right-hand side of (11) is a graphical implementation of the W operator from (2.3). Thus, in light of Lemma 2.12, we have the following.
Corollary 2. 13 . LetD = (D 1 , . . . ,D n ) denote the output on the right-hand side of (11) with given input functions D Illustrated here is the endpoint pair (and a multipath between them) associated to n = 5, N = 9 and ℓ = 3.
Corollary 2.14. Fix any n, N ∈ Z ≥1 and any functions D 1 , . . . , D n : Z ≥1 → (0, ∞), writing D = (D 1 , . . . , D n ). Then, for ℓ ∈ 1, n ∧ N ,
where we have used the shorthand that for a ≤ b ∈ Z, a, b , m := (a, m), . . . , (b, m) (see Figure 12 ). Letting d i,j := D i (j) D i (j−1) (with D i (0) ≡ 1) and defining the N by n array d via
Consequently, lettingd ⊤ be the transpose of d so d ⊤ i,j = d j,i , we have that for any N WD (t) t∈ 1,N = Q d ⊤ 1,n , 1,N ) .
Inverse-gamma weights
A random variable X has inverse-gamma distribution with parameter θ > 0 if it is supposed on the positive reals where it has density relative to Lebesgue given by 1 Γ(θ) x −θ−1 e − 1 x dx. If the array m from Definition (2.8) is filled with iid inverse-gamma distributed random variables, [COSZ14, Theorem 3.9 ] shows that the shape sh(z(n)) of m 1,N , 1,n under the gRSK correspondence of evolves as a Markov process in n with an explicit transition kernel (between n and n + 1). It follows directly from the factorized nature of the transition kernel that sh(z(n)) n∈Z ≥1 enjoys the structure of a (discrete) Gibbsian line ensemble -see [Wu19, JO19, BCD] for details. In Section 4.2 we mention how a special limit of this Gibbsian structure is important in the Airy sheet construction of [DOV18] from the Airy line ensemble.
Zero-temperature limit
All of the results in Sections 2.1 and 2.2 admit zero-temperature limits. We focus here only on the limit of Theorem 2.4. For an inverse-temperature β ∈ (0, ∞) and f 1 , . . . , f n :
. For an endpoint pair (U, V ), define (note that the β −1 superscript below is not an exponent, but rather a label for the variant of f U → V scaled as below)
For any set of points in the domain of D, observe that
Thus, by Laplace's method we can extract a zero-temperature limit
We can also define zero-temperature limits of the operator T and W from Definition 2.3. In particular, for any two functions f, g : Z ≥r → R, we define the zero-temperature Pitman transform via (we put a superscript 0 to denote that this is a zero-temperature version)
(where by convention f (r − 1) = 0 when m = r). Then, the operator T 0 is defined as
As in Definition 2.3 we define T 0 r,m and then define S 0 r f := T 0 r,r T 0 r,r+1 · · · T 0 r,n−2 T 0 r,n−1 f, W 0 f := S 0 n−1 S 0 n−2 · · · S 0 2 S 0 1 f.
(2.32)
Recalling the notation ⇑U from the statement of Theorem 2.4, we may now state the immediate zero-temperature limit of that result.
Corollary 2. 15 . Let U = (u i , n) i∈ 1,k and V = (v i , 1) i∈ 1,k be any endpoint pair. Then, for any n functions f 1 , . . . , f n :
(2.33)
The zero-temperature limit of the gRSK correspondence and its relation to the Pitman transform is essentially contained in the earlier mentioned online notes of Pei available at https://toywiki.xyz/. There are analogs of the results mentioned in Section 2.2.3 when the inverse-gamma random variables are replaced by geometric or exponential random variables -see the discussion after [COSZ14, Proposition 4.1].
Semi-discrete polymers
The results contained in this section could be derived as limits of the discrete results from Section 2. However, as the proofs are considerably simpler in this semi-discrete (semi-continuous) setting, we will provide complete and direct proofs. In comparing the results and proofs below to those in Section 2 a reader will also notice that we will now be working with logarithmic variables (i.e., the logarithms of the limits of variables from the discrete setting). We do this so as to provide a direct comparison with the zero temperature work of [DOV18] , as well as to directly connect our work to that of [O'C12].
Before stating our semi-discrete result, Theorem 3.4, we first introduce the semi-discrete version of non-intersecting (multi)paths, partition functions and the Pitman transform.
Partition function invariance
Definition 3.1 (Non-intersecting (multi)paths). Fix n ∈ Z ≥2 . We will consider paths in the semi-discrete space R × 1, n . For any u < v ∈ R and m ≤ ℓ ∈ 1, n , we call a function π : [u, v] → m, ℓ a path with starting points (u, m) and ending points (v, ℓ) if π is nonincreasing, cadlag on (u, v) and satisfies π(u) = ℓ and π(v) = m. We will often be interest in multiple paths π 1 , . . . , π k with respective starting and endpoint points
in which case we will write π = (π 1 , . . . , π k ) and call π a multipath from U to V . Two paths π 1 and π 2 are called non-intersecting if for all t ∈ (u 1 , v 2 ) ∩ (u 2 , v 2 ), π 1 (t) < π 2 (t). This condition enforces that paths are disjoint in the interior of their common domain of definition.
A multipath π is non-intersecting if for each 1 ≤ i = j ≤ k, π i and π j are non-intersecting. We will assume that all multipaths are non-intersecting. We denote the set of (non-intersecting) multipaths π from U to V by U → V . If the set U → V is non-empty, then we say that the pair (U, V ) constitute an endpoint pair. . . , f n ). To a single path π from (u, ℓ) to (v, m) we associated a energy to π with respect to f given by
Equivalently, to any path π we can associate jump times u = t ℓ < . . . < t m < t m−1 = v so that for all j ∈ m, ℓ , t j is the first time that π is at level j. Then
To a (multi)path π = (π 1 , . . . , π k ) we associated an energy
For any endpoint pair (U, V ) we associate the free energy
whose exponential is called the partition function. In (3.2), the integral over the set of π ∈ U → V should be understood as Lebesgue integral over the simplex of all possible jump times which define multipaths connecting U to V .
Definition 3.3 (Semi-discrete geometric Pitman transform). Define n−1 operators T 1 , . . . , T n which act on n-tuples of functions f 1 , . . . , f n (which we write as f (t) = f 1 (t), . . . , f n (t) as
where e 1 , . . . , e n are basis vectors. Using the T operators, we define operators S 1 , . . . , S n−1 and the operator W which act on functions f as S r f := T r T r+1 · · · T n−1 f, and Wf := S n−1 S n−2 · · · S 1 f. In contrast to discrete case Theorem 2.4, we do not need to shift the starting points U here.
Proof. The proof of Theorem 3.4 follows the same three step program as we used in proving Theorem 2.4 (and as used to prove [DOV18, Proposition 4.1]). This proof is much closer to that of [DOV18, Proposition 4.1]. It is only in the first step that there is any real deviation.
Step 1 (n = 2 and k = 1 case of (3.5)). In this case f = (f 1 , f 2 ), U = (u, 2) and V = (v, 1). We seek to prove (3.5), which now reads (writing T in place of T 1 )
From the definition of T ,
Using this we may rewrite (3.5) as the identity Since u < v, the right-hand side matches the right-hand side of (3.1) completing Step 1.
Step 2 (n = 2 and k ≥ 1 case of (3.5)). Now f = (f 1 , f 2 ), U = (u i , 2) i∈ 1,k and V = (v i , 1) i∈ 1,k . This step is shown along the same lines as [DOV18, Lemma 4.3]. In order that U and V constitute an endpoint pair, it is necessary that the u's and v's are ordered so that connecting them with pairs of non-intersecting paths is possible. The implies that v i ≤ u i+2 for i ∈ 1, k − 2 . Define (z 1 , . . . , z 2k ) to be the ordering of the union of {u 1 , . . . , u k } and {v 1 , . . . , v k }. We say that the interval (z i , z i+1 ] is of "type 2" if z i = u j+1 and z i+1 = v j for some j ∈ 1, k − 1 . We say that the interval (z i , z i+1 ] is of "type 1" if either of the following holds (we temporarily employ the notational convention that v 0 = 0 and u k+1 = ∞): z i = u j , z i+1 = u j+1 and v j−1 < u j < u j+1 < v j for some j ∈ 1, k − 1 ; or z i = u j , z i+1 = v j and v j−1 < u j < v j < u j+1 for some j ∈ 1, k . Finally, we say that the interval (z i , z i+1 ] is of "type 0" if z i = v j and z i+1 = u j+1 for some j ∈ 1, k − 1 . For r ∈ {0, 1, 2}, if the interval (z i , z i+1 ] is of type r this means that for all paths π ∈ U → V , π necessarily has exactly r paths traversing that interval. See Figure 13 for an example. The value of the above partitioning of (u 1 , . . . , v n ] into the z intervals is that on the boundary of each interval, every π ∈ U → V must take the same values. Thus, the integral which defines f U → Y factorizes into a product of integrals over each of the z intervals. Consequently, the produces the following decomposition:
Type 0 intervals do not contribute to this sum. By Step 1, we may replace f (z i , 2) → (z i+1 , 1) above by Wf (z i , 2) → (z i+1 , 1) without changing the value. As follows directly from definitions, for the type 2 terms we may replace f by Wf without changing the value. From these two replacements we conclude that f U → Y = Wf U → Y , completing Step 2.
Step 3 (n ≥ 2 and k ≥ 1 case of (3.5)). Now f = (f 1 , . . . , f n ), U = (u i , 2) i∈ 1,k and V = (v i , 1) i∈ 1,k . We claim that for all m ∈ 1, n − 1 ,
(3.6)
Observe that since W is written as a composition of T m operators, applying (3.1) repeatedly for various values of m yields the desired result (3.5). Note that it is apparent from (3.1) that the order in which we apply the T m does not matter. This is different than in the discrete case, and is related to the braid relations discussed in Section 4.1.
To prove (3.1), we utilize the following decomposition:
(3.7)
In the above equation, we have taken W = (w i , m + 1) i∈ 1,k , W + = (w i , m + 2) i∈ 1,k , Z = (z i , m) i∈ 1,k , and Z − = (z i , m − 1) i∈ 1,k , the integration is over all W and Z for which (U, W + ), (W, Z), and (Z − , V ) are all endpoint pairs, and the dW and dZ are Lebesgue measure on the k-tuples (w 1 , . . . , w k ) and (z 1 , . . . , z k ). The decomposition is valid as written as long as m ∈ 2, n − 2 . To deal with the boundary cases m = 1 and m = n − 1 we need to modify the decomposition slightly. For m = 1, we set Z = V , and drop the integration in dZ and the term Z − → V from (3.1). For m = n − 1, we set W = U , and drop the integration in dW and the term U → W + from (3.1). This decomposition is illustrated in Figure 14 . Now observe that inside the exponential in the integrand on the right-hand side of (3.1), the term f [U → W + ] depends only on f n , . . Putting this together we see that we can replace f by T m f in the right-hand side of (3.1) without changing the value. Thus, using that decomposition backwards, now with T m f in place of f , we conclude (3.1). This completes
Step 3 and thus also completes the proof of the theorem.
Relation to geometric RSK correspondence
As explained at the bottom of page 445 of [O'C12] (see also [BBO05] ), the operator W defined in (3.3) is related to a semi-discrete geometric RSK correspondence. In particular, W admits the following path formula: For all k ∈ 1, n and t ∈ [0, ∞) k i=1 Wf i (t) = f (0, n) k → (t, 1) k .
[O'C12, Theorem 3.1 and Corollary 4.1] shows that f i are taken to be independent Brownian motions, then Wf (t) evolves in t as diffusion with generator given by the Doob h-transform of the quantum Toda Hamiltonian with h given by the class-one Whittaker function. Based on this result, [CH16, Proposition 3.4] showed that Wf (t) enjoys the H-Brownian Gibbs property for an exponential interaction Hamiltonian H(x) = e x .
Zero-temperature limit
For f = (f 1 , . . . , f n ) fixed define (note that the β −1 superscript below is not an exponent, but rather a label for the variant of f U → V scaled as below)
Then, observe that by Laplace's method we can extract a zero-temperature limit
We can also define zero-temperature limits of the operators T m and W from Definition 3.3. Define n − 1 operators T 0 1 , . . . , T 0 n which act on n-tuples of functions f 1 , . . . , f n (which we write as f (t) = f 1 (t), . . . , f n (t) as where e 1 , . . . , e n are basis vectors. Using the T 0 operators, we define operators S 0 1 , . . . , S 0 n−1 and the operator W 0 which act on functions f as S 0 r f := T 0 r T 0 r+1 · · · T 0 n−1 f, and W 0 f := S 0 n−1 S 0 n−2 · · · S 0 1 f.
(3.8)
The following is an immediate corollary of Theorem 3.4 under the same zero-temperature limit. It was proved earlier as [DOV18, Proposition 4.1]. (3.9)
Some remarks
We mention three natural questions which arose in writing this paper.
The Gibbsian line ensembles which arise from the solvable models likewise have scaling limits under the special weak noise scaling to the KPZ line ensemble [CH16] (see also [OW16, CN17, Wu19] ). Thus, it is natural to speculate that the KPZ sheet (that we define in a moment) can be recovered directly from the KPZ line ensemble and that this relationship is facilitated through taking a limit of Theorems 2.4 and 3.4. The KPZ sheet is easy to define as a function of space-time white noise ξ. For x ∈ R let h(t; x, y) = log Z(t; x, y) be the Hopf-Cole solution to the KPZ equation, where Z solves the multiplicative stochastic heat equation
The KPZ sheet (for a fixed time t) is the two-parameter function (x, y) → h(t; x, y).
Other invariances
Recently there have been two papers [BGW19, Pet19] which have studied other types of invariances of polymer models and stochastic vertex models. At face-value, those results do not seem directly related to those studied here, though it is enticing to search for a way to unify them. For instance, stochastic vertex models [CP16, BP18] are known to generalize the solvable polymer models. It would be very interesting to find a lifting of our results into that setting. Indeed, there has been plenty of study in [Pei17, BP16, PM17, BM18] of generalizations of the gRSK correspondence up the hierarchy of Macdonald processes to the q-Whittaker or Hall-Littlewood level (the gRSK relates to the Whittaker level) which relate to stochastic vertex models. However, at that level the correspondence is no-longer bijective and instead involves some randomization. This presents an immediate impediment to even formulating an analog of our main results and deserves further consideration.
