Summary Hierarchical biological scales permeate research in tree physiology and represent multiple sources of variation. We discuss the importance of matching the sampling and analysis scales to biological scales in the data. The advantages of statistical hierarchical modeling are demonstrated using the relationship between specific conductivity and tracheid diameter of secondary xylem as an example. The structure and results of three statistical models were compared within a Bayesian context: a simple linear regression (SLR); a repeated measures analysis (REP); and a hierarchical model (HM). The models share similar mean structures but differ in how variation is partitioned among scales: the SLR model assumes independence among observations (variation came from only a single scale); the REP allows multiple observations of each tree to be correlated; and the HM incorporates features of the REP with an additional variance structure that partitions variation across a broader scale. Our data included hierarchical scales of position on the tree, tree, fertilization treatment and species (Pseudotsuga menziesii (Mirb.) Franco). The HM gave more precise estimates for model parameters, was more robust to outliers, provided a more detailed description of covariances within the data at multiple scales compared with the SLR and REP and increased our ability to detect differences among positions on the tree. The proper statistical analyses increase the value of research by allowing the most exact interpretation.
Introduction
As anticipated by Wiens (1989) , "scale" has become an ecological buzzword. Research at multiple scales is prevalent in ecological literature reflecting an increased awareness of the scaled structure of ecological systems (O'Neill et al. 1989 , Kotliar and Wiens 1990 , Bergstrom and Tweedie 1998 , Dungan et al. 2002 , Gotway and Young 2002 , Wikle 2003 . Multiple scales are present in the hierarchical nature of biological systems and data sampling methods. These scales, however, are not often explicitly identified in most research in tree physiology. In this paper, we compare results of an example from hydraulic architecture based on three statistical analyses that treat variation from multiple scales differently. O'Neill et al. (1989) describe biological systems as complex, multi-level systems in which scales range from the single cell to the entire biosphere. Hierarchical biological scales reflect sources of variation from ecological processes, biological structures or other natural phenomena (Dungan et al. 2002) . For example, different positions within a tree (such as small roots, large roots, trunk, leader or branches) can be compared but larger organizational groupings (such as species, forest stands or geographic regions) comprising trees can also be compared (Kavanagh et al. 1999 , Martínez-Vilalta et al. 2002 , Pratt et al. 2007 ). Variation within each hierarchical level, or scale, arises from existing units at that scale. Comparisons at a particular scale should use the variation associated with units within the particular scale. Different sources of variation from the hierarchical organization appear throughout hydraulic architecture literature, but they have been dealt with in a variety of ways, ranging from assuming complete independence among scales (Kolb and Davis 1994 , Mencuccini and Comstock 1997 , Sparks and Black 1999 , Hacke et al. 2000a , 2000b , Pockman and Sperry 2000 , Choat et al. 2005 , Pratt et al. 2005 , to repeated measures (Ewers et al. 2000 , Domec and Gartner 2002 , Martínez-Vilalta et al. 2002 , Stout and Sala 2003 , to analyses that did not make clear how independent scales were analyzed (Sperry and Saliendra 1994 , Kavanagh et al. 1999 , Brodribb et al. 2003 .
Anthropocentric scales (Wiens 1989 ) created in the research process include "sampling" scales that define the size of the unit on which measurements are made (Dungan et al. 2002) , and the "analysis" scales that define the size of the unit used for data analysis and inferences (Robinson and Ek 2000 , Dungan et al. 2002 , Wikle 2003 . Although the biological and sampling scales are closely aligned in tree physiology, the analysis scales can differ greatly. Failing to match the analysis scales with biological and sampling scales may result in misrepresentation of replication, incorrect estimates of standard error and possibly inaccurate conclusions (Bryk and Raudenbush 1992) . Ignoring potential correlation among units within a scale may result in failure to detect differences among categories of interest. Correlations among units within a hierarchical scale may exist, because units share characteristics from that scale. Positions sampled from the same tree are likely correlated, because they share genetic material of the same tree and they may react similarly to events that affect that tree. Trees within a stand may be correlated, because they share similar genetic, environmental and climatic conditions that distinguish them from other stands.
Statistical hierarchical models (Bryk and Raudenbush 1992 , Wikle 2003 , Boone et al. 2005 ) resolve these scale issues by explicitly incorporating scales and linkages among scales. In a statistical hierarchical model, the response is defined at the lowest level of the hierarchy.
Explanatory data from higher scales are incorporated in sub-models that relate effects to lower levels and thus represent interactions among scales. Dependence among observations within a level is specified in the sub-model. The hierarchical model accurately represents replication at each scale and improves estimates of cross-level interactions by minimizing the potentially confounding effects of scale and improving standard error estimates (Bryk and Raudenbush 1992) . A repeated measures analysis in which trees are repeatedly measured is a simple example of a two-level hierarchical model that takes into account correlations among observations from the same tree, e.g., positions in a tree or water potential measurements made on the same tree throughout the day. This model assumes that trees are independent, so if trees are correlated, by virtue of being grouped into stands for example, a more general hierarchical model is required to account for correlations among trees within stands.
Our objective was to demonstrate the importance of reflecting sampled biological hierarchical scales in the analysis by applying a Bayesian hierarchical model to an example from a recently published work that describes the relationship between specific conductivity and tracheid diameter in stem, branch and root wood of Douglas-fir (Pseudotsuga menziesii (Mirb.) Franco) (Dunham et al. 2007 ). We illustrate and compare results from three statistical models, all analyzed by Bayesian methods: a simple linear regression that ignores scale, a repeated measures model and a hierarchical regression model. The biological scales in the study were fertilization treatments (fertilized and unfertilized), trees within the treatments and positions within trees. Hierarchical models may be analyzed by either a frequentist or Bayesian perspective. We used Bayesian techniques because the Bayesian posterior distribution for each parameter is easier to interpret than the point estimates and P-value results of a frequentist analysis (Reckhow 1990 , Crome et al. 1996 , Ellison 1996 . For a detailed discussion of frequentist versus Bayesian analysis in ecological research see Dixon and Ellison (1996) .
Materials and methods

Research design and data collection
This research was designed to develop a dataset suitable for comparing hierarchical modeling with other modeling approaches. The scientific outcomes of the research have been published elsewhere (Dunham 2006 , Dunham et al. 2007 ). This study focuses on the methods of data analysis. The research methods and the complete dataset are reported in Dunham et al. (2007) , and are summarized here.
Data were collected during 2004 in a 54-year-old naturally regenerated Douglas-fir stand in the western foothills of the Cascade Mountains in Oregon, USA. Half of the stand was fertilized with urea in 2000 by aerial application with a target rate of about 224.2 kg N ha -1 . Sixteen trees were randomly selected from the fertilized and unfertilized treatment, and wood samples were taken from seven positions in each tree. Three samples were taken from the trunk (at cambial ages 54, 25 and 5, identified hereafter as Stem 54, Stem 25 and Stem 5, respectively), two samples were taken from a branch (cambial ages 20, close to the trunk, and 7, near the branch tip, identified as Branch 20 and Branch 7, respectively), and two samples were taken from a root (cambial ages of about 42 and 22, identified as Root 42 and Root 22, respectively) (Dunham et al. 2007 ). Several traits, including specific conductivity (K ) and earlywood tracheid diameter (D), were measured for each of the seven positions on each of 16 trees in each of the two treatments, for a total of 224 samples. Slides of microtome sections from each sample were viewed with the aid of compound microscope. One hundred earlywood tracheid lumen diameters were measured in the radial direction and then averaged for each sample.
Overall statistical approach
We compared the fit of four models for the mean of the data, each with three possible variance models (detailed in the following sections and see Table 1 ). The models for the mean are the common mean (CM), the treatment mean (TM), the position mean (PM), and the position and treatment mean (PTM). The three variance models are those from a simple linear regression model (SLR), a repeated measures model (REP) and a hierarchical model (HM).
Let ln(K hij ) be the natural log of specific conductivity, and let D hij be tracheid diameter, for position h, tree i and treatment j. We used the natural logarithm of the response to facilitate a linear relationship between K hij and D hij . With seven positions on each tree, 16 trees per treatment, and two treatments there are 7 × 16 × 2 = 224 measurements, so let ln(K) be the 224 component vector of log-transformed specific conductivity measurements: ln(K) = ln(K hij ).
Let the 224 × 2 matrix D be defined as: be defined as The SLR model is typically written in matrix notation as:
where ε ε is the 224 × 1 vector of error terms such that ε ε σ ( , ) N 0 I S S S S and . = 2 To facilitate comparisons among SLR, REP and HM, we write the model in an equivalent form:
where µ µ is the mean of ln(K) and S S = σ 2 I is the variancecovariance of ln(K).
We first present four models for the mean, µ hij , which we use in the SLR, REP and HM. We then describe how S differs among the SLR, REP and HM.
Models for mean ln(K)
We allow Dβ β to take on one of four different models for the mean, depending on whether we assume the relationship between ln(K) and D is the same for all positions and both treatments, different for each position, different for each treatment, or different for each position in either treatment. First, if we assume the relationship is the same for all positions and treatments:
then we get a common mean (CM) model with two β parameters. Next, if we vary the relationship by treatment but not by position then the result is a treatment mean (TM) model with four β parameters:
We could also let the relationship differ for each position but not treatment with 14 β parameters:
which is a position mean (PM) model. The relationship may differ for each position in each treatment, in which case β 1 and β 2 are unique for each position-treatment combination. This is the position and treatment mean (PTM) model with 28 β parameters:
We also considered a null version of each mean model to verify the importance of including a slope coefficient (β 2 ). The CM null model, for example, is simply:
Variance and covariance models
We begin with the SLR which will serve as a basis for comparison with the more complicated REP and HM. In all model types-SLR, REP and HM-we use all four models for the means µ hij delineated above CM, TM, PM and PTM. What remains to be specified is the variance-covariance structure of ln(K hij ), and this is where the models differ markedly.
Simple linear regression model
In the SLR parameterization we take:
where I 224 × 224 is the 224 × 224 identity matrix. In this model, the single variance parameter, σ 2 , describes the variance regardless of position, tree or treatment and thus ignores any possible differences in the magnitudes of variation from these different sources. In addition, this model assumes that all measurements within-trees, within-treatments and across treatments are independent, because all off-diagonal parameters are zero.
Repeated measures hierarchical model
In the REP parameterization of the variance-covariance, we allow within-tree measurements to be correlated. Let S o be a 7 × 7 matrix that denotes this within-tree covariance. Then S Σ is a block diagonal matrix that contains 32 copies of S o :
where 0 denotes a 7 × 7 matrix of zeros. This covariance structure allows us to model correlation between measurements within trees, although it assumes that correlations among positions are the same for all trees, regardless of treatment. Also, it assumes that observations from different trees are independent.
A more general hierarchical model We now consider a more general model that allows the within-tree correlation to differ between treatments. Let S 1 denote the 7 × 7 within-tree variance-covariance matrix for trees from the unfertilized treatment and let S 2 denote corresponding matrix for the fertilized treatment. Then S Σ is a block diagonal matrix that contains 16 copies of S 1 followed by 16 copies of S 2 :
Under this correlation structure, there is dependence withintrees, and that dependence is allowed to differ with treatment TREE PHYSIOLOGY ONLINE at http://heronpublishing.com STATISTICAL HIERARCHICAL MODELINGcondition. There remains independence among trees. This model may be further developed to include additional hierarchical scales. If our experimental design involved replicated treatment plots or paired treatment plots in several different climate regions, then we could include additional variance parameterization to capture the variance among those larger scales. We could allow the covariance matrix to depend on replication block or climate region, and we could also allow the regression coefficients to be defined by block or region.
Model fitting
Simple linear regression model priors In the Bayesian context, the regression coefficients and σ 2 in the SLR are modeled as random variables and are given "prior distributions" (or priors). Informative priors may be specified to contain previously known information about the parameter or they may be diffuse distributions representing little or no previous knowledge ("non-informative"). We chose to specify the priors for the coefficients and σ 2 as non-informative normal and gamma distributions, respectively (Gelman et al. 2003 ): 
2 T where θ θ = [θ 1 , θ 2 ] is the mean of β β hj , T is the covariance matrix for the regression coefficients and MVN 2 signifies a multivariate normal distribution with two means. This is a general model that allows correlations between β 1hj and β 2hj but does not require it: the T matrix may be a simple diagonal matrix. Distributions for S j , θ θ and Tmust also be specified. The joint prior distribution of the elements of a covariance matrix such as S j is typically described by a Wishart distribution (Gelman et al. 2003) :
where R 7 is the 7 × 7 identity covariance matrix and ρ 1 is the associated degrees of freedom. Analogously, the joint prior distribution of the elements in T is given by:
where I 2 is a 2 × 2 identity matrix and ρ 2 is the degrees of freedom. To represent vague prior information we chose ρ 1 and ρ 2 to be the rank of the covariance matrices: ρ 1 =7; and ρ 2 = 2. To reflect vague prior information for the elements of θ θ, they were given non-informative independent normal priors:
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Posterior estimation and summarization
Models were fit using a Markov Chain Monte Carlo (MCMC) algorithm with Gibbs sampling in WinBUGS, Version 1.4 (Medical Research Council Biostatistics Unit, Institute of Public Health, Cambridge, U.K.). We ran four independent chains initialized at dispersed starting values for each model. Chain convergence was assessed with the Gelman-Rubin statistic, modified by Brooks and Gelman (1998) as calculated in WinBUGS. The chains for the SLR and REP converged almost immediately, and the HM typically converged after 30,000 iterations. We used a sample of 2000 iterations from each of the four chains after they converged to describe the posterior distributions of each parameter. Posterior probability distributions for parameters were summarized by calculating the mean and the Bayesian credibility interval (BCI), which is the 95% posterior probability interval (2.5 and 97.5 percentiles; Ellison 1996) . The deviance information criterion (DIC) was calculated for each model. The DIC is a summary of the discrepancy between a model and the data in the Bayesian context (Spiegelhalter et al. 2002 , Gelman et al. 2003 :
is the model likelihood and pD is the effective number of parameters as calculated in WinBUGS. The effective number of parameters is comparable to degrees of freedom. Models were compared by calculating ∆DIC k , the difference between the criterion value for model k and the minimum criterion value within the group of models being compared (∆DIC k = DIC k -DIC min ). The model with the lowest DIC, or ∆DIC k = 0, is deemed to be "best" supported by the data.
For each model discussed, we report the 95% BCI for the slope and intercept. If BCIs do not overlap, then one can state that the values differ from one another at the 95% BCI. A 95% BCI is constructed such that there is a 95% probability that the value of the parameter is within the interval, and most likely near the center, provided the posterior parameter distribution is symmetric and unimodal, which was the case for all the parameters reported here. A parameter is considered to be positive if the 95% BCI spans only positive values, and negative if it spans only negative values. If the interval spans zero, we report the parameter as not differing from zero. For a more detailed explanation of Bayesian inference, see Ellison (1996) and Reckhow (1990) .
Results
Mean model selection and DIC
The ∆DIC varied among the 12 models, with values ranging from 0 to 232 (Table 1) . For each of the three variance models, a mean model including at least one explanatory variable (treatment or position) was always better supported than the common mean model (as shown by the lower values of ∆DIC). The mean models that included a different relationship for each position (PM and PTM models) were better supported than those that did not distinguish among positions (CM and TM) for the HM, REP and SLR.
For each of the four mean models, the two hierarchical variance models (REP and HM) were always better supported than the SLR. Even after penalizing the HM for its large number of effective parameters, the HM performed better than the SLR. For both hierarchical variance models, HM and REP, the PM mean model was best supported of all mean models. Although the PTM-HM included about 25% more parameters than the PM-HM, and thus may have actually fit the data better, the finding that the ∆DIC was 2 units lower for the PM model than for the PTM model indicates that any increased fit of the PTM model was insufficient to justify the additional parameterization. Because the PM model was best supported by the data, it was the primary focus of our comparison of the HM, REP and SLR described below.
Posterior distributions of slope and intercept parameters
Overall, the data showed a positive relationship between ln(K) and D (Figure 1) . The PM mean model allows the relationship to differ among positions and, in general, the estimates of the slopes and intercepts were similar among variance models, i.e., HM, REP and SLR. In the PM-HM (position mean hierarchical model) and PM-REP (position mean repeated measures model), a positive slope between ln(K) and D was evident for Branch 7 and Roots 42 and 22 (Figures 1 and 2A) . There was also evidence that the slope for Stem 25 may be positive because non-positive values for the slope occurred only near the lower limit of the 95% BCI for both PM-HM and PM-REP. For both PM-HM and PM-REP, the 95% BCIs indicated that the slope was significantly steeper for Branch 7 than for all other positions, and the slope for Root 22 was steeper than the slopes for Stem 52, Stem 25 and Stem 5 (Figure 2a) .
Results from the PM-SLR (position mean simple linear regression model) showed similar trends to the PM-HM and PM-REP but did not distinguish as clearly among the different positions. Similar to the PM-HM and PM-SLR, the slopes for Branch 7 and Roots 42 and 22 were positive (Figure 2A) . Also, Branch 7 had a steeper slope compared with all other positions (Figure 2A) . However, the slope for Root 22 was only steeper than the slopes for Branch 7 and Stem 52.
Posterior variance and covariance measures
The PM-HM generally estimated narrower (more precise) 95% BCIs than the PM-REP and PM-SLR for both the slope and intercept (Figure 2) . Compared with the PM-HM and PM-REP, the PM-SLR provided considerably less information about the variation in data. In the PM-SLR, the posterior distribution for the variation in the data, σ 2 , had a mean value of 0.277, with a 95% BCI from 0.223 to 0.341.
In the PM-HM and PM-REP, the covariance matrices were rescaled to correlation matrices and provided evidence of correlations among positions. Correlations were evident when the 95% BCI included only positive (indicating a positive correlation) or only negative (indicating a negative correlation) values.
The PM-REP (with only a single covariance matrix, S) showed correlations only between Branch 7 and Stem 25, and between Branch 20 and Stem 5. In contrast, the PM-HM (with treatment-specific covariance, S j ) revealed correlations between positions and differences in correlation patterns between treatments (Table 2 ). In the unfertilized treatment, there were only two instances of correlations among positions compared with five instances in the fertilized treatment. Branch 7 and Stem 25 were correlated in both treatments, but Roots 42 and 22 were correlated only in the unfertilized treatment. Four other correlations (Stems 5 and 52; Branch 20 and Stem 52; Root 22 and Stem 52; and Branch 20 and Stem 5) were present only in the fertilized treatment. All correlations among positions were positive correlations except that between Root 22 and Stem 52 in the fertilized treatment which was negative.
Discussion
Variation in biological systems occurs at multiple scales, so it follows that data analyses that accurately ascribe variation to the appropriate scales will be more interpretable and more effective at discerning effects. We have demonstrated that an HM model that partitions means among positions within trees, PM  HM  0  130  54  PTM  HM  2  162  74  PM  REP  22  81  39  PTM  REP  31  113  54  PTM  SLR  60  29  29  PM  SLR  65  15  15  TM  HM  103  114  19  CM  REP  116  57  22  TM  REP  119  65  24  CM  HM  123  106  39  CM  SLR  229  3  3  TM  SLR  232  5  5 and variances and covariances among positions within trees, among trees, and between treatments is better supported by the data than either the SLR model, which assumes independence among all observations (i.e., variation is modeled from a single scale), or the REP model, which allows multiple observations from each tree to be correlated. Credibility intervals for parameters were narrower in the HM than in either the REP or the SLR, indicating that the HM had greater statistical power. The statistical models with complex variance structures (HM and REP) detected differences among positions in the tree more effectively than the SLR model, in which the variance structure consisted of only a single value. In the HM and REP, the relationship between K and D in Root 22 differed from that for all other cambial ages (Stems 7, 25 and 52), i.e., the slope for Root 22 differed from the slopes for other stem positions. In contrast, the PM-SLR only detected a difference between Root 22 and Stem 52 (Figure 2 ). These dissimilar results could lead to different inferences about how the function and structure of small-diameter roots compare with those of various ages of stem wood.
Furthermore, correlations among positions and between treatments were evident in the complex PM-HM covariance matrix that could not be detected with the single PM-SLR variance or even in the PM-REP with a single covariance matrix. If responses from different positions in a tree or trees within treatments were independent, as assumed in the SLR, then the only non-zero values in a covariance matrix would lie along in the diagonal in the matrix. However, as is evident from the PM-HM covariance matrix (Table 2) and as reported by Dunham et al. (2007) , there are several off-diagonal non-zero values, indicating that the biological variability is more complex than can be captured by a single value. These correlations can help in understanding how the structures and functions of the parts of a tree correspond to one another.
The complex variance structures in the HM allow for what is often called "shrinkage toward the mean" (Bryk and Raudenbush 1992) , the situation in which parameter estimates for lower-level data in hierarchical models borrow support from the data as a whole. The estimates are thus "shrunk" toward the overall mean solution. This shrinkage tends to be greatest when lower-level data are relatively weak (e.g., small sample size) or when the data are extreme or unusual compared with the overall data (e.g., low sensitivity to outliers). Similar to Wyatt (2002) , we found that shrinkage toward the mean within the HM minimized the influence of extreme points and reduced variance in parameter estimates. The estimated slopes for Stem 52 demonstrate the effect of influential outliers in the PM-SLR and PM-HM (Figure 1 ; note the circled point for Stem 52). The PM-SLR, relying solely on the data from Stem 52, estimated a negative mean value for slope, influenced heavily by one value with a low K. The notion of a negative correlation between K and D is in contradiction to most previous research, theory and intuition (Tyree and Zimmerman, 2002) , as well as to the data from the other six positions in our study. The PM-HM, for the same data, estimated a positive mean value. Running the analyses again with the outlier omitted, the slope estimated by the PM-SLR flattened considerably, and that by the PM-REP, became slightly positive. In contrast, in the PM-HM model, there was essentially no change in the estimated line, indicating that the PM-HM model is much less affected by outliers and hence more robust than the PM-SLR and PM-REP models.
In tree physiology research, hierarchical statistical modeling provides an analytical representation of hierarchical biological scales from positions up to the stand or regional level. The models we used shared similar mean structures but differed in how variation is partitioned among scales. The SLR model assumed independence among observations (variation from only a single scale). The REP was a simple hierarchical model that allowed multiple observations from each tree to be correlated. Our most general hierarchical model, the HM, allowed variation from three levels: within a position, between positions within a tree and between treatments. As a result, the HM was better supported by the data (Table 1) , more robust to outliers and superior in the inferences it provided at all scales. Even if a research question pertains to only one scale within the hierarchy, information from other scales can inform and refine inferences at the scale of interest to provide a more accurate and comprehensive answer.
Natural variation occurs within and among biological scales, so, as we have shown, the sampling and analytical scales must mirror the biological scales to best account for the variation observed. Commonly employed statistical analyses accommodate variation due to covariates but may not attribute random variation to either sufficiently many or appropriate scales, so the analyst runs the risk of incorrectly estimating variances or the parameters themselves (as in the slope esti- Table 2 . Correlation matrix from the position mean hierarchical model (PM-HM) from the regression of specific conductivity on tracheid diameter for 32 Douglas-fir trees in the western Cascade foothills. Values are posterior means for correlations. The top half of each matrix is from the unfertilized treatment, and the lower half is from the fertilized treatment. A value is in bold if its 95% Bayesian credibility interval (BCI) does not include zero. mates of Stem 52 in Figure 1 ). In tree physiology, which is dominated by biological hierarchies, hierarchical modeling has the potential to improve inferences by better estimating variation and increasing precision in parameter estimation.
