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Abstract
Eccentricity-dependent sensitivity losses in spatial discrimination tasks can often be overcome by scaling stimuli at each ec-
centricity by a factor F ¼ 1þ E=E2. However, because there may be more than one eccentricity-dependent limitation at play in a
particular task a single scaling function may be insuﬃcient to explain all sensitivity losses as stimuli are moved from foveal to
peripheral retinal locations. We propose a method explicitly designed to determine whether a single scaling factor is suﬃcient to
capture all eccentricity-dependent sensitivity losses in a task. The methodology was applied to subjective contour stimuli that varied
in aperture size ðrÞ and carrier wavelength ðxÞ. For a range of stimulus conﬁgurations ½20:5 logðr=xÞ we measured threshold scale
½20:5 logðrxÞ and ﬁt data at each eccentricity to rectangular parabolas that expressed sensitivity limitations arising from aperture
size and carrier wavelength. Although a single scaling factor ðE2Þ explains much of the variability in the data there are systematic
sources of variance in the residuals (i.e., deviations of the data from the best ﬁtting functions). Our analysis shows that two scaling
factors are required to capture all eccentricity-dependent limitations in the data.  2002 Elsevier Science Ltd. All rights reserved.
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1. Eccentricity and scaling functions
An obvious feature of human and primate visual
systems is that spatial resolution decreases with ec-
centricity (distance from the centre of the fovea) lead-
ing to sensitivity losses in detection and discrimination
tasks. However, performance in such tasks can often be
equated across the visual ﬁeld by a scaling function (F )
that magniﬁes stimuli at each eccentricity (E) by a factor
F ¼ 1þ E=E2; ð1Þ
where E2 is the eccentricity at which the size of a stim-
ulus must be doubled, relative to a foveal standard, to
achieve equivalent performance (i.e., F ¼ 2 when E ¼
E2). In general the scaling factor required to equate
performance across eccentricities is speciﬁc to that di-
mension of the stimulus that limits performance. For
example, unreferenced movement acuity (detecting mo-
tion of a dot without any other points of reference) is
usually less aﬀected by eccentricity of presentation than
bisection acuity. Indeed, the E2s for these two tasks
diﬀer by a factor of more than 100 (Whitaker, M€akel€a,
Rovamo, & Latham, 1992).
It has been suggested that the E2 associated with a
particular task reveals the region of the brain that limits
performance in the task. For example, it has been ar-
gued that an E2 of 3 reveals retinal processing limita-
tions because the inverse of F deﬁned with E2 ¼ 3, [i.e.,
1=ð1þ E=3Þ] corresponds roughly to changes in cone
and ganglion cell density with eccentricity. E2s of 0.77
are often assumed to reveal cortical limitations because
1=ð1þ E=0:77Þ characterizes the amount of striate cor-
tex devoted to processing a unit area of the retina at
each eccentricity (Levi, Klein, & Aitsebaomo, 1985).
However, the above-noted hundred-fold variation in E2s
obtained in diﬀerent tasks suggests that extreme caution
should be exercised when attempting to interpret E2s as
signatures of speciﬁc anatomical limitations.
Another perspective is that E2 reﬂects changes in re-
ceptive ﬁeld sizes with eccentricity. This view may be
complicated by the fact that the dimensions of the re-
ceptive ﬁelds may scale diﬀerently with eccentricity. For
Vision Research 42 (2002) 227–238
www.elsevier.com/locate/visres
* Corresponding author. Tel.: +1-514-848-2243; fax: +1-514-848-
4545.
E-mail address: gurnsey@vax2.concordia.ca (R. Gurnsey).
0042-6989/02/$ - see front matter  2002 Elsevier Science Ltd. All rights reserved.
PII: S0042 -6989 (01)00273 -5
example, Yu and Essock (1996) studied the perceptive
ﬁelds of end-stopped mechanisms and found diﬀerent
eccentricity-dependent changes in structure associated
with each region of the perceptive ﬁeld. As well, West-
heimer (1982) found that in the two-dot vernier acuity
task, the optimal separation scaled at a slower rate than
the threshold.
Finally, a number of recent reports have shown that a
single scaling factor is insuﬃcient to equate performance
in visual tasks across the visual ﬁeld (J€uttner & Rents-
chler, 1996, 2000; Strasburger, Harvey, & Rentschler,
1991; Strasburger & Rentschler, 1996). These studies
typically consider the interaction of stimulus size (a
spatial variable) with contrast (a non-spatial variable).
Although the emphasis is somewhat diﬀerent, the point
remains that there are multiple reasons for eccentricity-
dependent sensitivity losses.
If the spatial structure of receptive ﬁelds were to
change in more than just size with eccentricity, or if two
neural loci change their relative contributions to reso-
lution limitations across the visual ﬁeld, then a single E2
would not accurately represent the nature of the eccen-
tricity-dependent limitations at play in a particular task.
Recently, Melmoth, Kukkonen, M€akel€a, and Rovamo
(2000) showed that two scaling factors were required to
equate face discrimination across the visual ﬁeld. One
scaling factor scaled stimulus size and the second scaled
stimulus contrast. Melmoth and Rovamo (2001) showed
similar results for word recognition. Our goal in this
paper is to describe a general methodology that recovers
multiple eccentricity-dependent resolution limits gov-
erning a particular task. Our results (and those of
Melmoth et al.) suggest that failures of eccentricity
scaling to equate performance across the visual ﬁeld
may reﬂect inappropriate scaling of all relevant stimulus
attributes with eccentricity. We apply our methodology
to the discrimination of subjective contours; i.e., phase
shifted gratings (Fig. 1, left panel), which one might also
call second-order contours.
Recent models suggest that the encoding of subjective
contours involves multiple stages of spatial ﬁltering
(e.g., Francis & Grossberg, 1996; Grosof, Shapley, &
Hawken, 1993; Gurnsey, Iordanova, & Grinberg, 1999;
Gurnsey & von Gr€unau, 1997; von der Heydt, Peter-
hans, & Baumgartner, 1984; Wilson & Richards, 1992).
Generally, the ﬁrst stage involves linear, orientation-
selective ﬁlters identiﬁed with V1 simple cells. These
ﬁlters respond well to the carrier grating but poorly at
the locus of the phase shift. A non-linear transformation
of these ﬁlter outputs (squaring, halfwave or fullwave
rectiﬁcation) is passed to a second stage ﬁlter that
responds to discontinuities in the ﬁrst stage responses
occurring at the locus of the phase shift. The second
stage is either associated with V2 cells (von der Heydt
& Peterhans, 1989) or V1 complex cells (Grosof et al.,
1993). The responses of the ﬁrst layer are determined by
the match of the ﬁlters’ frequency sensitivity to the fre-
quency of the carrier grating. The responses of the sec-
ond layer ﬁlters are determined in large part by the
length of the subjective contour (Gurnsey et al., 1999);
i.e., whether the subjective contour covers its entire re-
ceptive ﬁeld. We concluded that subjective contours are
excellent objects of study for eccentricity scaling because
the mechanisms recently proposed to encode them
comprise several levels of processing which may scale
diﬀerently with eccentricity.
The right panel of Fig. 1 demonstrates the responses
of a two stage mechanism to subjective contour stimuli
(see left panel) of varying sizes and carrier wavelengths.
The solid black line superimposed on this response space
shows all combinations of wavelength and size eliciting
a particular level of response. The rightmost point in
the right panel of Fig. 1 represents the optimal wave-
length for the ﬁrst layer ﬁlters. For a ﬁxed stimulus size,
Fig. 1. Subjective contours and model response space. The left panel depicts nine subjective contour stimuli varying in carrier wavelength and
aperture size. Stimuli that are diagonal neighbours (north east and south west) have a constant number of cycles per patch and are therefore scaled
versions of each other. Later these will be referred to as having the same conﬁguration. The right panel shows model responses to subjective contour
stimuli varying in size and wavelength.
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wavelengths shorter than this optimal point elicit weaker
responses from the model. Conversely, for a ﬁxed
wavelength, model response increases with increased
stimulus size, after which an asymptotic response level is
achieved. The iso-response curve asymptotes parallel to
both the wavelength and size axes. These asymptotes
will be referred to as the minimum wavelength ðxminÞ
and minimum size ðrminÞ. rmin is the size at which the iso-
response line becomes parallel to the wavelength axis
and xmin is the wavelength at which the iso-response line
becomes parallel to the size axis. We note that, in a
similar fashion, Strasburger et al. (1991) measured
contrast sensitivity in a digit identiﬁcation task for a
range of stimulus sizes and eccentricities and recorded
the points at which performance became asymptotic
with respect to size and contrast at each eccentricity.
xmin and rmin (in Fig. 1 right panel) depend on the
properties of the ﬁrst and second layers of the mecha-
nism. If the ﬁrst layer ﬁlters were tuned to higher or
lower frequencies then xmin would shift to the left or
right respectively. If the size of the second layer ﬁlter
were increased or decreased then rmin would move up or
down respectively. If we accept the two stage model as
a plausible account of how subjective contours are en-
coded then xmin and rmin would be expected to increase
with eccentricity. As pointed out above, however, xmin
and rmin may scale at diﬀerent rates.
We now turn our attention to representing and ex-
tracting thresholds in a stimulus space such as shown in
the right panel of Fig. 1. The iso-response curve in the
right panel of Fig. 1 may be thought of as response level
corresponding to threshold in a psychophysical experi-
ment. For example, it might be the response level re-
quired to discriminate two diﬀerently oriented subjective
contours. The form of the iso-response line is well cap-
tured by the rectangular parabola (Serway, 1992), which
has the form
ðr rminÞðx xminÞ ¼ c2: ð2Þ
Here x and r satisfying Eq. (2) may be taken to repre-
sent combinations of stimulus wavelength and size at
threshold. xmin and rmin are, as before, wavelength and
size resolution limits, and c2 relates r and x at inter-
mediate values. The left panel of Fig. 2 provides two
examples of rectangular parabolas. The lower left pa-
rabola was generated with rmin ¼ xmin ¼ c ¼ 2. For il-
lustration, we can treat this parabola as an iso-response
line determining thresholds at the fovea.
Spatial scaling theory holds that performance at any
eccentricity can be made equivalent to performance at
the fovea by an appropriate magniﬁcation or scaling of
stimuli. This is equivalent to stating that the psycho-
metric function characterizing foveal sensitivity is shif-
ted in log space (Watson, 1987). The centre panel of Fig.
2 shows that two rectangular parabolas shown in the left
panel of Fig. 2 are simply shifted versions of each other
when expressed in logarithmic coordinates. Shifting the
foveal curve in log space corresponds to multiplying the
parameters of the rectangular parabola by the scaling
factors given in Eqs. (3)–(5).
Fr ¼ 1þ E=E2r; ð3Þ
Fx ¼ 1þ E=E2x; ð4Þ
Fc2 ¼ Fr 	 Fx: ð5Þ
The upper rectangular parabola in the left panel of Fig.
2 was derived from the lower rectangular parabola by
setting E2r ¼ E2x ¼ 2. In this case rmin and xmin scale at
the same rate but as we noted earlier, the eﬀect of ec-
centricity may be to shift the psychometric functions by
diﬀerent amounts with respect to the two axes. Fig. 3
shows an example of unequal shifts along the two axes.
In this case E2r ¼ 1:5 and E2x ¼ 3. It is clear from the
centre panel of Fig. 3 that the two rectangular parabolas
are not parallel.
Although rectangular parabolas provide useful char-
acterizations of threshold contours in a two-dimensional
Fig. 2. Analysis of the rectangular parabola when the two dimensions scale in the same way with eccentricity. The left panel shows two rectangular
parabolas plotted on linear axes. The lines emanating from the origin depict combinations of size and wavelength having a constant ratio; i.e., the
same conﬁguration. The centre panel shows two rectangular parabolas plotted on logarithmic axes. The conﬁguration lines become parallel when
expressed in log–log coordinates. In this log–log space, the two rectangular parabolas are parallel. The right panel shows the same information as the
centre panel but rotated 45. This representation makes explicit that the two rectangular parabolas are simply shifted versions of each other.
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response space, they present a problem when one at-
tempts to recover them experimentally. For example, if
one attempts to recover this kind of iso-response curve
by varying one stimulus parameter while keeping the
other ﬁxed (e.g., threshold contour size at each carrier
wavelength, or, conversely, threshold carrier wavelength
at ﬁxed contour lengths) thresholds will be diﬃcult to
determine as one approaches the asymptotic value of the
ﬁxed dimension because of the steepness of the curve at
that point.
One way to overcome this problem is to sample the
stimulus space along lines that emanate from the origin
as shown by the straight lines in the left panels of Figs. 2
and 3. All stimuli along a particular line have the same
size to wavelength ratio ðr=xÞ and diﬀer only in scale.
Sampling the stimulus space in this way (with an adap-
tive procedure or some other psychophysical method)
guarantees that threshold contour will not be missed, as
it might be if one dimension was ﬁxed while the other
was varied.
When the stimulus space is expressed in logarithmic
units the sampling lines become parallel to each other as
shown in the centre panels of Figs. 2 and 3. An impor-
tant consequence of expressing the sampling lines in
logarithmic coordinates is that a rotation of the loga-
rithmic space has a very intuitive interpretation. The
right panels of Figs. 2 and 3 show projections of the
centre panels onto axes rotated 45 to the original then
reﬂected around the Y axis. In this representation:
X ¼ @ logðr=xÞ and ð6Þ
Y ¼ @ logðrxÞ; ð7Þ
where @ ¼ 20:5. X is a particular sampling line or
stimulus conﬁguration. Y represents the scaling of the
stimulus (i.e., position along one of the sampling lines).
In much of what follows, subjective contour stimuli will
be discussed in terms of X and Y or the more intuitive
terms, stimulus conﬁguration and scale respectively.
There are a number of advantages to the XY repre-
sentation described in Eqs. (6) and (7). In this repre-
sentation X (conﬁguration) becomes an independent
variable that combines the two dimensions of the stim-
ulus space and Y (scale) becomes a dependent variable
that can be measured psychophysically. When conﬁgu-
ration (X ) and eccentricity are treated as independent
variables and Y as a dependent variable, the resulting
data are amenable to an analysis of variance (ANOVA).
In an ANOVA, main eﬀects of eccentricity and conﬁg-
uration can be assessed independently. Most importantly,
however, a signiﬁcant interaction between eccentricity
and stimulus conﬁguration provides a statistical basis
for deciding if two scaling factors are required to explain
eccentricity-dependent sources of variance in the data.
The null hypothesis (e.g., Fig. 2 right panel) is that the
eﬀect of eccentricity is to shift the threshold curve by
equal amounts with respect to the two axes. A signiﬁ-
cant interaction between conﬁguration and eccentricity
(e.g., Fig. 3, right panel) would be a basis for rejecting
this null hypothesis.
If scale thresholds have been determined for each
conﬁguration at a particular eccentricity, they can be ﬁt
to a rectangular parabola. Eqs. (8) and (9) express po-
sitions in XY space in terms of the underlying parame-
ters of the rectangular parabola.
Y 0 ¼ 2@ logfrmin þ xminlþ ½ðrmin þ xminlÞ2
þ 4lðc2  rminxminÞ0:5g  2@ logð2Þ  @ log l;
ð8Þ
X 0 ¼ @ log l; ð9Þ
where l ¼ r=x and, as before, @ ¼ 20:5. This model
assumes rmin P 0, xmin P 0, c2 P 0 and 1 > l > 0.
These points can be rotated back into size and wave-
length coordinates using:
x0 ¼ 10@ðY 0X 0Þ; and ð10Þ
r0 ¼ 10@ðX 0þY 0Þ: ð11Þ
For a given scaling threshold ðYtÞ obtained along a
sampling line ðX Þ, its deviation from the value ðY 0Þ
predicted by a given rectangular parabola (deﬁned by
rmin, xmin and c) can be determined. For a set of
Fig. 3. Analysis of the rectangular parabola when the two dimensions scale diﬀerently with eccentricity. Unlike Fig. 2, the lines of the rectangular
parabolas are not parallel when expressed on logarithmic axes.
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thresholds collected along diﬀerent sampling lines, the
rectangular parabola that minimizes the sum of squared
deviations can be taken as the one that provides the best
ﬁt to the obtained data.
Fig. 4 illustrates the use of the rectangular parabola
to ﬁt experimental data. The left panel of Fig. 4 shows
simulated data from ﬁve eccentricities (0, 2.5, 5, 10 and
20) collected along sampling lines having slopes ðlsÞ of
0.25, 0.5, 1, 2, 4, 8, 16 and 32. The foveal curve ð0Þ was
a rectangular parabola with rmin ¼ xmin ¼ c ¼ 2. The
non-foveal curves were scaled versions of the foveal
curve with E2r ¼ 0:77 and E2x ¼ 3:00 (see Eqs. (3)–(5)).
A least squares minimization procedure was used to ﬁnd
the best ﬁts to the simulated data under two conditions.
In the ﬁrst condition rectangular parabola parameters
(rmin, xmin and c) were recovered assuming a single
scaling function; i.e., a single E2. The recovered pa-
rameters were rmin ¼ 2:56, xmin ¼ 1:24, c ¼ 2:37 and
E2 ¼ 1:45. Note that E2 ¼ 1:45 is between the true E2s;
E2r ¼ 0:77 and E2x ¼ 3:00. The centre panel of Fig. 4
shows the best ﬁtting rectangular parabola (solid line)
and the simulated data scaled according to the recovered
E2. In a second condition the data were ﬁt assuming
independent scalings of the two dimensions (E2r and
E2x) and in this case all parameters were recovered
perfectly and explained 100% of the variance in the
simulated data. The right panel of Fig. 4 shows the best
ﬁtting rectangular parabola (solid line) and the simu-
lated data scaled according to the recovered E2s.
It is worth noting that the simulated data are ﬁt quite
well (84% explained variance) by a single scaling func-
tion, even though the data were created through the use
of two scaling functions. In fact, this ﬁt to the data
might lead to a claim that a single scaling factor elimi-
nates most eccentricity-dependent variance from the
data. Although this might seem true, it is impossible to
quantify. Furthermore, there is clearly some systema-
ticity in the variance that remains unexplained by this ﬁt
(see the centre panel of Fig. 4). The residuals from the
best ﬁtting function can be easily calculated. If data sets
are collected from several subjects, then the residuals
can be submitted to an ANOVA. If there is any sys-
tematic variance unexplained by the ﬁt, it would be re-
vealed as main eﬀects or an interaction in the ANOVA.
1.1. Subjective contours and eccentricity
The objective of the present experiment was to assess
the ability of the methodology developed above to de-
tect two sources of sensitivity loss that simultaneously
limit performance in subjective contour discrimination
across the visual ﬁeld.
2. Method
2.1. Participants
The two authors and three naive subjects partici-
pated in the experiment. All participants had normal or
corrected to normal vision as judged by their optome-
trists. Those who needed corrective glasses wore them
throughout the testing sessions.
2.2. Apparatus
Testing and data collection were controlled by a
Power Macintosh 7100/80 equipped with a 1024 768
pixel color monitor (27 pixels/cm, refresh rate ¼ 75 Hz).
2.3. Stimuli
All stimuli comprised the sum of two sine wave grat-
ings (one horizontal and the other vertical) presented
within a circular aperture. To create subjective contours,
a 180 phase shift was introduced along lines oriented
Fig. 4. Simulated data and two theoretical ﬁts. The left panel shows unscaled simulated data. The centre panel shows the data of the left panel
collapsed onto the best ﬁtting rectangular parabola in which the two axes have been scaled identically. Although a great deal of the eccentricity-
dependent variance has been captured by this curve, there is still systematic variance the remains unexplained. The right panel shows the data of the
left panel collapsed onto the best ﬁtting rectangular parabola in which the two axes have been scaled diﬀerently. In this case the ﬁt captures all
variance in the simulated data.
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45 passing through the centre of the display. Fig. 5
shows examples of these stimuli, rotated so that the
subjective contours are vertical rather than diagonal.
Eight diﬀerent stimulus conﬁgurations were employed
representing size-to-wavelength ratios of 0.25, 0.5, 1, 2,
4, 8, 16 and 32. The ﬁxation point was a 2 2 pixels
white square within a 4 4 black square and was placed
in the same depth plane to control for accommodation.
Average screen luminance was 31.5 cd/m2 and all stimuli
were presented at maximum available contrast (90%).
2.4. Procedure
When the ﬁxation point was foveated, participants
pressed a key to initiate the trial. The ﬁxation display
was replaced by the stimulus display for 13.3 ms, after
which the ﬁxation display reappeared. After a 500 ms
delay the second stimulus appeared for the same dura-
tion. Each of the two intervals contained a subjective
contour; one right oblique and the other left oblique.
Participants had to judge which of the two intervals
contained the right oblique edge (i.e., a two interval
forced-choice task). A modiﬁed BEST PEST procedure
(Lieberman & Pentland, 1982) using a Weibull function
controlled the scale of the stimulus from trial to trial.
The adaptive procedure stopped when it found a thresh-
old scale yielding 81% correct responses within conﬁ-
dence limits of 0.1 log unit. During a session thresholds
were obtained for the eight conﬁgurations and the eight
PEST procedures were interleaved.
Monocular thresholds for the right eye were obtained
at eccentricities of 0, 2.5, 5, 10, and 20 along the
horizontal meridian in the nasal visual ﬁeld (temporal
retina). Binocular thresholds were also obtained at the
fovea. To reduce the range of stimuli required to recover
thresholds, viewing distance at eccentricity ðEÞ was set
using:
DE ¼ D0=ð1þ E=E2Þ: ð12Þ
with E2 set to 2.5 and D0 set to 100 cm. The value of 2.5
was chosen because it compensates (approximately) for
sensitivity loss due to retinal undersampling.
3. Results
The left panel of Fig. 6 summarizes average scaling
thresholds for the ﬁve subjects as a function of conﬁg-
uration (X ) for the ﬁve eccentricities and the binocular
foveal condition. At and to the right of the vertical line
(X P 0) in Fig. 6, thresholds conform to the rectangular
parabola (cf Figs. 2 and 3, right panels). However, ra-
ther than continuing upwards to the left of the vertical
line, thresholds fall. Conﬁgurations to the left of the
vertical line have less than 1 cycle per aperture (cpa) and
resemble luminance edges (see the ﬁrst two stimuli in
Fig. 5) and appear to be treated diﬀerently than sub-
jective contours. For this reason, separate analyses were
performed on the negative conﬁguration values, which
will henceforth be referred to as ‘‘luminance edge
stimuli’’, and the remaining six conﬁgurations which we
continue to refer to as subjective contours. It is also
worth noting that the binocular thresholds at ﬁxation
were very similar to monocular thresholds (Fig. 6, left
panel, open triangles and ﬁlled circles respectively).
3.1. Analysis of variance
A six (conﬁgurations)  ﬁve (eccentricity) within-
subjects ANOVA was performed on the scaling (Y ) data
of the ﬁve participants. This analysis excluded the bino-
cular data and the two conﬁgurations with less 1 cpa.
All main eﬀects and interactions were corrected for vio-
lations of the sphericity assumption using Box’s cor-
rection (see Keppel, 1991). There was a main eﬀect of
eccentricity [F ð4; 16Þ ¼ 72:47, p < 0:0001] indicating
that thresholds increased with eccentricity. There was
Fig. 5. Examples of the eight stimulus conﬁgurations used in the experiment. All stimuli have been shown within the same size aperture. From the
top left to the bottom right are shown conﬁgurations with 0.25, 0.5, 1, 2, 4, 8, 16 and 32 cycles per aperture.
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also a signiﬁcant eﬀect of conﬁguration [F ð5; 20Þ ¼
40:82, p < 0:0001] indicating that scaling thresholds
changed across conﬁgurations. The critical ﬁnding was a
signiﬁcant interaction between scaling and conﬁguration
[F ð20; 80Þ ¼ 2:061, p < 0:05]. From this result, it is evi-
dent that shape of the conﬁguration function changes
signiﬁcantly with eccentricity, which is inconsistent with
a single eccentricity-dependent limitation on perfor-
mance in this stimulus space. 1
3.2. Traditional E2 analysis
One perspective on the eccentricity by conﬁguration
interaction––put in traditional terms––is that each con-
ﬁguration elicits its own E2. Fig. 6 right panel shows
E2 calculated for each of the eight of the conﬁgura-
tions used in the experiment. This was done for each
conﬁguration by ﬁnding the threshold wavelength (or
equivalently, threshold size) at each eccentricity then
calculating the best ﬁtting line through these points. E2
is simply the absolute value of the x-intercept, or the y-
intercept divided by the slope. These results show that
E2 is conﬁguration dependent. E2s in the right panel of
Fig. 6 are shown for the group data (ﬁlled circles) and
for the mean of individual subjects’ data ( ). (The solid
line shows the results of the same procedure applied
to theoretical data to be discussed in the curve ﬁtting
section below.) For conﬁgurations having one or more
cycles per aperture, there is a relatively smooth increase
in the E2s. However, as with the left panel of Fig. 6, the
E2 analysis in the right panel shows a discontinuity for
conﬁgurations with less than one cycle per aperture; i.e.;
there is a sharp increase in E2s in this range.
3.3. Curve ﬁtting and analysis of residuals
The left panel of Fig. 7 shows the average scale
thresholds for the six conﬁgurations at each eccentricity.
(These points are transformations of corresponding
points in the left panel of Fig. 6 from XY space back into
size and wavelength space). We wish now to determine if
the rectangular parabola can be used to derive a low
parameter characterization of the threshold contours
obtained in the experiment. The method used to ﬁt the
simulated data in Fig. 4 was also used here. First, for
each subject we solved simultaneously for values of rmin,
xmin, c and E2 that minimized the sum of squared de-
viations between actual and predicted data. The error
arising from the foveally presented conﬁguration having
one cycle per aperture was weighted more heavily than
the errors arising from any other data point, all of which
were weighted equally. 2
This analysis assumes a single scaling factor can ex-
plain all eccentricity-dependent variance in the data. The
parameters of these ﬁts are shown in Table 1 for each of
the ﬁve subjects. The derived E2 value can be used to
Fig. 6. The left panel summarizes the mean scale thresholds for each of the eight conﬁgurations at each eccentricity; ﬁlled circles, 0, open circles,
2.5, ﬁlled diamonds, 5, open diamonds 10, ﬁlled triangles 20 and open triangles 0 tested binocularly. The right panel shows E2 calculated in the
conventional way for each of the eight conﬁgurations; ﬁlled circles represent group data and open circles represent the mean of individual subjects’
data. Conﬁgurations to the left of the vertical line are discontinuous with those to the right of the line. Conﬁgurations to the left of the line are
referred to as luminance edges and those at and to the right as subjective contours.
1 Note that the largest change occurs between the foveal and 2.5
functions, suggesting that in future work it would be worthwhile to
sample eccentricities close to the fovea more densely; compare Figs. 4
and 7.
2 This is in line with other methods of calculating E2 which
eﬀectively give inﬁnite weight to all thresholds obtained at the fovea
e.g., inﬁnite foveal weight was used in calculating 9/14 E2s reported in
Table 1 of Rovamo, M€akel€a, N€as€anen, and Whitaker (1997). Melmoth
et al. (2000) explain: ‘‘Scaling factor at E ¼ 0 is always 1, because
foveal data are superimposed onto themselves’’ (p. 2814). In other
words, the foveal data have special status in that all other thresholds
are related to them.
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collapse all measured thresholds onto a single rectan-
gular parabola. The centre panel of Fig. 7 shows this for
the average subject data. The column labeled r2 in Table
1 shows how much variance in the original data is ex-
plained by this single function. Table 1 shows that a
single scaling function explains an average of 83% of the
variance in individual subjects’ data. The ﬁt to the group
data (shown in the centre of Fig. 7) explains 93% of the
variance.
These ﬁts actually seem quite reasonable but it may
be asked if there is any systematicity in the variance that
remains unexplained by the model. To address this
question, residuals were computed for each of the 30
data point retained in Fig. 6 left panel. That is, for each
subject, we computed the diﬀerence between measured Y
value and the Y 0 from the model for each of the thirty
data points. These residuals were submitted to a 6
(conﬁgurations) by 5 (eccentricities) ANOVA. The
analysis revealed a signiﬁcant main eﬀect of conﬁgura-
tion [F ð5; 20Þ ¼ 4:51, p < 0:01] and a signiﬁcant inter-
action between conﬁguration and eccentricity [F ð20;
80Þ ¼ 3:21, p < 0:0005] but no eﬀect of eccentricity
[F ð4; 16Þ < 0:1]. If the model had explained all eccen-
tricity-dependent variation in the data, then the residu-
als would be randomly distributed across the 30
conditions and no main eﬀect or interaction should have
been found. However, the ANOVA revealed two sig-
niﬁcant eﬀects and, therefore, we must conclude that the
single scaling model does not capture all systematic
variance in the data.
A second model which included two scaling factors
(E2r and E2x) was ﬁt to the data. The analysis proceeded
as before, solving simultaneously for values of rmin,
xmin, c, E2r and E2x that minimized the sum of squared
deviations between actual and predicted data. The pa-
rameters of these ﬁts are shown in Table 2 for each of
the ﬁve subjects. The derived E2 values can be used to
collapse all measured thresholds onto a single rectan-
gular parabola. The right panel of Fig. 7 shows this for
the average subject data. The column labeled r2 in Table
2 shows that a model with two scaling factors explains
an average of 93% of the variance in individual subjects’
data. The ﬁt to the group data (shown in the right of
Fig. 7) explains 99% of the variance. For all subjects
there was a signiﬁcant increase in explained variance for
the ﬁve parameter model (i.e., two scaling factors) over
the four parameter model (i.e., one scaling factor) [all
Fincð1; 25Þ > 9:37, all p < 0:01]. ðSee Tabachnick and
Fidell (1996, p. 162) for a description of the Finc test.Þ
These ﬁts seem excellent but again the question may
be asked about systematicity remaining in the unex-
plained variance. As before, residuals were computed
Table 2
Model ﬁts to subject data
Subject rmin xmin c E2r E2x r2
FP 3.88 5.86 2.37 0.42 2.27 0.93
RG 8.40 6.24 1.10 0.56 1.33 0.95
CP 6.45 10.14 0.00 1.23 4.68 0.95
DR 9.25 5.72 2.34 1.04 1.74 0.84
JK 3.91 3.67 0.96 0.27 1.03 0.97
Mean 6.38 6.33 1.35 0.70 2.21 0.93
Group 6.46 5.85 2.07 0.67 1.82 0.99
Mean refers to the average of the values in the corresponding columns.
Group refers to ﬁts to data average across subjects (see Fig. 7, right
panel).
Table 1
Model ﬁts to subject data
Subject rmin xmin c E2 r2
FP 5.99 4.04 4.11 1.29 0.78
RG 9.94 4.81 2.28 0.93 0.86
CP 12.58 8.43 0.00 3.40 0.92
DR 9.83 5.02 3.00 1.42 0.78
JK 5.25 2.43 1.91 0.59 0.80
Mean 8.72 4.95 2.26 1.53 0.83
Group 8.06 4.61 2.94 1.26 0.93
Mean refers to the average of the values in the corresponding columns.
Group refers to ﬁts to data average across subjects (see Fig. 7, centre
panel).
Fig. 7. Scaling results. The left panel shows the average data from the experiment for the six conﬁgurations with one or more cycles per aperture. The
centre panel shows the data collapsed onto a single function scaled with a single E2. The right panel shows the data collapsed onto a single function
scaled with two E2s.
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and submitted to a 6 (conﬁgurations) by 5 (eccentrici-
ties) ANOVA. The analysis revealed no main eﬀects or
interactions (all p > 0:3). Therefore, we may conclude
that the double scaling method has eliminated all sys-
tematic variance from the original data set. And, we
may conclude that two scaling factors are required to
equate subjective contour discrimination across the
visual ﬁeld.
The mean values of E2r and E2x are of interest be-
cause they relate to the components of the multistage
model described in the introduction. For each subject
the recovered E2x was larger than the recovered E2r. The
average E2x was 2.21 and the average E2r was 0.70. The
corresponding values for the group data were 1.82 and
0.67. A paired t-test showed that there was a signiﬁcant
diﬀerence between the E2xs and E2rs ½tð4Þ ¼ 3:49,
p < 0:02. Using the ﬁve parameters that describe the
scaling data (rmin, xmin, c, E2r and E2x) we can compute
E2 for any possible conﬁguration just as was done in the
right panel of Fig. 6. The solid line in Fig. 6 right panel
shows the results of this computation. These theoretical
data follow the empirical data quite nicely for conﬁgu-
rations having one or more cycles per aperture.
The theoretical data may be interpreted in terms
of the two-stage model described in the introduction.
When there are many cycles per aperture, discrimination
is limited by the wavelength of the stimulus; see xmin in
Fig. 1. As the stimulus conﬁguration approaches one
cycle per aperture, discrimination is limited by the size
of the aperture; see rmin in Fig. 1. Thus, if rmin is asso-
ciated with the size (i.e., length) of the subjective contour
selective mechanism, and xmin with its wavelength se-
lectivity then the signiﬁcant diﬀerence between E2r and
E2x indicates that these two features of the mechanism
scale at diﬀerent rates with eccentricity. Again, the dis-
continuity in the right panel of Fig. 6 (vertical line at
X ¼ 0) has an obvious interpretation. At this point the
stimuli are no longer subjective contours, they are lu-
minance edges. Our analysis reveals that we are more
sensitive to orientation diﬀerences in luminance con-
tours (thresholds are generally lowest for these conﬁg-
urations) than subjective contours and that luminance
contours elicit slower sensitivity losses with eccentricity
(i.e., larger E2s) than stimuli with one to four cycles per
aperture.
4. General discussion
4.1. Review of the methodology
Previous work has focused on the spatial scaling re-
quired to equate detection and discrimination perfor-
mance across the visual ﬁeld. We have argued that
psychophysical performance may be subject to multiple
eccentricity-dependent limitations and we have pro-
posed a methodology to assess the presence of these
limitations. Using subjective contours for illustration,
we showed that the response of a stereotypical mul-
tistage mechanism depends both on contour length
and carrier wavelength. Iso-response lines in this space
asymptote parallel to the two axes of the response space
reﬂecting two separate limitations on performance.
These iso-response lines are well described by rectan-
gular parabolas. The eﬀect of eccentricity on the multi-
stage model is to shift the rectangular parabola away
from the origin. The amount of this shift depends on
how the components of the model scale with eccentric-
ity. If the model components scale diﬀerently with ec-
centricity then obviously a single scaling factor will not
be able to account for the shift in the response space.
Therefore, detecting shifts in the response space pro-
vides a basis for inferring how the mechanism scales
with eccentricity.
Because iso-response lines asymptote parallel to the
axes of the response space, we proposed that the stim-
ulus space should be sampled along lines that emanate
from the origin so that all points along the iso-response
line would be intersected. All points along a particular
sampling line represent the same ratio of the levels of the
independent variables which can be referred to as a
particular conﬁguration of parameters. The distance
away from the origin of a particular stimulus is related to
the scale of the stimulus. When the axes of the stimulus
space are expressed in logarithmic units the sampling
lines become parallel. A 45 rotation of this space has an
intuitive interpretation whose axes we refer to as X
(conﬁguration) and Y (scale). Hence X becomes an in-
dependent variable and Y a dependent variable. When Y
is measured in a psychophysical experiment for a range
of X ’s at a number of eccentricities, we then have a data
set amenable to an ANOVA. We observed that an in-
teraction between eccentricity and conﬁguration is in-
consistent with a single scaling factor. We also observed
that systematicity in the residuals from the best ﬁtting
curves could be used to determine whether the param-
eters of the model remove all eccentricity-dependent
sources of variance from the data.
4.2. Review of the data
This methodology was applied to the study of sub-
jective contours. Scale thresholds were obtained for eight
stimulus conﬁgurations at ﬁve eccentricities. Two of the
eight conﬁgurations were excluded from our data ﬁtting
and ANOVAs because they appeared to represent a
discontinuity in the stimulus space; that is, they were not
treated as subjective contours by the visual system (see
problematic issues below).
The remaining six conﬁgurations were ﬁrst submit-
ted to a 6 (conﬁgurations) by 5 (eccentricities) ANOVA
with scale thresholds as the dependent measure. The
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ANOVA revealed a signiﬁcant interaction between ec-
centricity and conﬁguration. This interaction is incon-
sistent with the idea that a single scaling factor explains
all eccentricity-dependent limitations in the data. This
point was further illustrated by the fact that when the
data were ﬁt with a single E2, there were signiﬁcant
sources of variance in deviations of the data from the
best ﬁtting, scaled rectangular parabolas. When the data
were ﬁt with two E2s, there was a signiﬁcant improve-
ment in the amount of explained variance and there
were no signiﬁcant sources of variance in the residuals.
Therefore, scaling with two E2s, explains all sources of
variance in the data.
4.3. Acuity of processing stages
The values of rmin and xmin derived in the data ﬁtting
procedure provide measures of acuity that may be
compared with data in the literature. Foveally, sub-
jective contours cannot be resolved on carriers with
wavelengths smaller than 6:33 1:050 arc (9.48 cpd)
even when the aperture is relatively large (200 arc).
These values are larger than the typical human range of
grating acuity, which ranges from 6000 to 12000 arc (30–
60 cpd; Rovamo & Virsu, 1979; Thibos, Still, & Bradley,
1996; Virsu, N€as€anen, & Osmoviita, 1987). The mean E2
derived for carrier wavelength in the present experiment
(see Table 2) was 2:21 0:65, which is similar to E2s for
acuity tasks like grating acuity (Levi et al., 1985; West-
heimer, 1982), Snellen acuity (Virsu et al., 1987), geo-
metric distortions (Rovamo et al., 1997), T resolution
(Toet & Levi, 1992) and the centre region of end-stop-
ped mechanisms (Yu & Essock, 1996). However, the
E2 for wavelength in our task is slightly smaller than
in grating acuity tasks (Rovamo & Virsu, 1979; Virsu
et al., 1987; Thibos et al., 1996) which are typically 3 or
greater. It should be kept in mind, however, that con-
ventional grating acuity tasks involve the presentation
of a single grating whereas in the present experiment two
gratings were superimposed. Had we employed subjec-
tive contours involving phase shifts in single gratings,
the highest resolvable frequency may have been higher.
Furthermore, the mechanism that mediates subjective
contour detection is not the one that mediates grating
detection so there is no reason to expect that the mini-
mum resolvable wavelength or the E2 that scales this
with eccentricity to be identical to those found in simple
grating acuity tasks.
Subjective contours must be at least 6:38 1:110 arc
long for discrimination at threshold when the carrier
grating’s wavelength is large enough to be clearly seen
(100 arc). Subjective contour discrimination requires at
least a V1 representation (Grosof et al., 1993; von der
Heydt et al., 1984) as would certain hyperacuities. The
cortical magniﬁcation for V1 is frequently cited as in the
range of 0.75–1.75 (Cowey & Rolls, 1974; Gr€usser, 1995;
Horton & Hoyt, 1991; Levi et al., 1985) and is thought
to underlie eccentricity-dependent limitations on hyper-
acuity (although see Virsu et al., 1987; Westheimer,
1982; Whitaker, et al., 1992). It might be reasonable
therefore, to expect the E2 for subjective contour length
to be in this range, or, at least smaller than those
characterizing grating acuity. In fact, we found the E2
for subjective contour length to be 0:70 0:18, which is
in agreement with the widely cited cortical magniﬁcation
study of Levi et al. (1985). It is also important to note
that the E2s for subjective contour size (E2r ¼ 0:70
0:18) were signiﬁcantly smaller than the E2s for wave-
length (E2r ¼ 2:21 0:65). This is consistent with the
idea that limitations on subjective contour discrimina-
tion imposed by contour length have a cortical origin
and those imposed by wavelength have a retinal origin.
Put in purely functional terms, the frequency tuning of
subjective contour selective mechanisms scale at a
slower rate with eccentricity than does the length tuning
of these mechanisms; this view obviates the association
of mechanism components with anatomical loci.
4.4. Melmoth et al. (2000)
Melmoth et al. (2000) were the ﬁrst to report a
method that compensates for multiple eccentricity-
dependent limitations on performance. Their method
may be compared with the method reported here. Mel-
moth et al. performed a face detection task (distin-
guishing a face from a blank ﬁeld) and a number of face
identiﬁcation tasks (on each trial subjects had to identify
a face chosen from sets of N ¼ 2; . . . ; 8 faces). In each
task, contrast sensitivity was measured for a range of
stimulus heights ðhÞ ranging from 0.4 to 10 at eccen-
tricities of 0–10. Contrast sensitivity functions typi-
cally reached an asymptotic level (saturation point) at
some critical size ðhcÞ and maximum sensitivity ðSmaxÞ
decreased with eccentricity. The contrast sensitivity
functions––of image size––at each eccentricity for each
task were ﬁt to the equation S ¼ Smax½1þ ðhc=hÞ40:5.
Because Smax decreased with eccentricity and hc in-
creased with eccentricity, both horizontal and vertical
shifts in the contrast sensitivity functions were required
to align the functions. The extent of the horizontal and
vertical shifts varied with the task, but in general the
horizontal and vertical shifts diverged as the number of
faces to be identiﬁed increased.
4.4.1. Contrasting stimulus spaces
Whereas two spatial variables were manipulated in
our double-scaling procedure, Melmoth et al. (2000)
manipulated contrast and size. Because we manipulated
two spatial dimensions, the axes of our stimulus space
employ the same units so it is possible to ask if the entire
function shifts with eccentricity according to a single
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spatial scaling function (e.g., Fig. 3). Equal shifts in size
and contrast space cannot be interpreted in the same
way. For example, in the Melmoth et al., N ¼ 2 identi-
ﬁcation task (which resembles most closely our 2IFC)
approximately equal horizontal and vertical shifts for
subjects DM (E2v ¼ 7:51 and E2h ¼ 7:51) and VJ (E2v ¼
6:15 and E2h ¼ 5:87) were required to collapse all pe-
ripheral data onto the foveal curve (see footnote 1).
Because the two axes deﬁning the space (size and con-
trast sensitivity) do not employ the same units then
similarities in the required shifts can only be seen as
coincidental.
This discussion does not address diﬀerences in data
ﬁtting methodologies (see the section on triple scaling
below). Our method could be adapted easily to recover
changes in size and contrast required to equate perfor-
mance across the visual ﬁeld. In this case conﬁgurations
would be deﬁned as speciﬁc ratios of size to contrast.
However, ﬁnding that a single E2 removes all eccen-
tricity-dependent variance from the data would have the
same coincidental sense that it does in the method of
Melmoth et al. (2000).
4.4.2. Assessing the need for two scaling functions
Melmoth et al. (2000) argued that two scaling factors
were required to equate face detection and discrimi-
nation across eccentricities. Although their results are
convincing, they did not oﬀer a statistical assessment of
the ﬁts provided by one and two shifts. We addressed
this question in two ways. First, we reported that for all
subjects there was a signiﬁcant increase in explained
variance between the one and two shift models. Al-
though it is important to know whether any increase in
explained variance is signiﬁcant, a more important
question is whether an increase in the number of model
parameters eliminates systematicity from the unex-
plained variance. To this end we applied an ANOVA to
the residuals from our ﬁtting procedures and determined
(a) that there was signiﬁcant systematicity in the resid-
uals with a single shift model and (b) that this syste-
maticity is eliminated with two shifts. We view this use
of ANOVA techniques as critically important to the
assessment of models because such techniques prevent
us from over-ﬁtting noise.
4.4.3. Triple scaling
Melmoth et al. (2000) developed a model that col-
lapsed data from all eccentricities, stimulus sizes and set
sizes onto a single curve representing foveal data ob-
tained in the detection task. The ﬁtting method is de-
scribed by the following equation
Fi ¼ 1þ E=E2i þ logN= logN2i þ EðlogNÞ=Ki
where i indicates the axis to which the shift is applied
(size or contrast sensitivity), N is the number of faces
that must be discriminated, E2 and N2 are scaling factors
and K ‘‘is a constant weighting the multiplicative inter-
action between set size and eccentricity’’ (p. 2816). If we
leave aside that set size and contrast are not spatial di-
mensions we can discuss diﬀerences in methodology.
The interaction term ðKÞ used by Melmoth et al. diﬀers
in interpretation from the interaction of eccentricity by
conﬁguration (see Figs. 3 and 6) in our analysis. And,
unless K equals E2i  logN2i, it represents an additional
variable or degree of freedom in the ﬁt. Our analysis
assumes a linear shift along several dimensions whereas
Melmoth’s ﬁt appears to use non-linear interactions
between the dimensions. It is not evident that there is a
statistical necessity for this additional degree of freedom
in the ﬁtting process.
An N dimensional rectangular parabola is deﬁned as
YN
i
ðai  aiminÞ ¼ c2: ð13Þ
indicating that our method could be applied easily to
higher dimensional stimulus spaces and could in prin-
ciple be applied to the experimental conditions used by
Melmoth et al. (2000). The question would be whether
this linear shift model is suﬃcient to capture all sys-
tematic variability in such an experiment, or whether
some non-linear factor would be required. This question
could be answered by the ANOVA procedures that we
described above.
4.5. Problematic issues
Because the stimulus space included both luminance
edges (i.e., conﬁgurations with less than one cycle per
aperture) and subjective contours, these two stimulus
classes were separated in our analyses. Participants were
able to discriminate smaller luminance edges than sub-
jective contours (see Fig. 6, left panel). Furthermore, for
stimuli with less than one cycle per aperture, E2s rise
sharply compared to the trend towards smaller E2s in
neighbouring stimuli with one or more cycles per aper-
ture (see Fig. 6, right panel). Therefore, our estimates of
rmin may be compromised by the fact that they are based
on measurements of conﬁgurations in the vicinity of a
discontinuity in the stimulus space. That is, the true size
limitation for subjective contour length is obscured by
the fact that more sensitive mechanisms begin to deter-
mine subjects’ responses. Had we used diﬀerent stimuli
to explore our methodology, for example, Gabor pat-
ches having diﬀerent ratios of bandwidth to wavelength,
we would probably not have encountered this problem.
However, the fact that our stimulus space is discontin-
uous does not militate against the need for two scaling
factors to explain the variability in the subjective con-
tour data.
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4.6. Implications
We have already alluded to the fact that the meth-
odology developed here can be applied to a broad range
of stimuli. For example one might consider conﬁgura-
tions of symmetrical stimuli having speciﬁc ratios of
region size to element size. If scale thresholds for each of
these conﬁgurations were obtained, then the data ﬁtting
and ANOVA analyses described above might reveal the
presence of two scaling factors. Furthermore, there is no
need to limit the analysis to two dimensions. The rect-
angular parabola is perfectly well deﬁned for three or
more dimensions. So, in the present example, we could
imagine conﬁgurations having speciﬁc ratios of region
size, element size and perhaps the spatial frequency
content of each stimulus element.
As a last point, we would like to emphasize the
importance of treating conﬁgurations as independent
variables. Doing this permits the assessment of interac-
tions that may be inconsistent with a single scaling
function. As well, the analysis of residuals arising from
the data ﬁtting allows one to assess whether the ﬁtting
procedure has removed all systematic variability from
the data.
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