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Abstract 
In numerical continuation and bifurcation problems linear systems with coefficient matrices in the block form 
M = (,“r i) arise naturally. Here A E EPx”, B,C E ilVx”*, D E RmXm and n may be large but m is small. 
A usually has a special structure (banded, block banded, sparse,. . ) and B, C, D are dense, so that it is 
advisable to use a specialized solver for A and to solve with M by some block method. Unfortunately, A is 
often also a nearly singular matrix (in fact, made nonsingular only by roundoff and truncation errors). On 
the other hand, M is usually nonsingular but can be ill-conditioned and in certain situations will degenerate 
to singularity as well. We describe numerical tests for this problem using the mixed block elimination method 
of Govaerts and Pryce (1993) for solving bordered linear systems with possibly nearly singular blocks A. To 
this end, we compute by Newton’s method a triple-point bifurcation point in a parametrized reaction-diffusion 
equation (the Brusselator) . The numerical tests show that the linear systems are solved in a stable way, in spite 
of the use of a black-box solver (SGBTRS from LAPACK) for a nearly singular matrix. 
Keywords: Singular linear system; Block elimination method; Jordan form; Dynamical system; Bifurcation; Brusselator 
1. Introduction 
Let A(a) E IPx” be a family of matrices parametrized by cy = ((~1, . . . , CX~)~ E I@ in a neighbor- 
hood of A(a’); it is understood that the linearization of A(a) has full rank k at (Y’. 
In the applications that we have in mind, A(a) is the Jacobian matrix f,, associated with a 
parametrized dynamical system of the form D = f( U, cu) where u E JR”, LY E IKk, and where f 
takes values in JR”. It is convenient, however, to formulate the results first purely in terms of matrix 
properties. 
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Assume that A(&‘) has an eigenvalue zero with corresponding Jordan block of dimension d and 
no other zero eigenvalue. 
Equivalently, the following conditions ( 1) - (3) hold: 
un-t+, (A’@‘)) = 0, (1) 
for E= 1,2 ,..., d, 
a,-&W”)> + 0, (2) 
c~,_~(A~+‘(a~)) # 0. (3) 
Here g1 > (TV 3 . . . 3 v,, > 0 denote the singular values of any n x IZ matrix. Remark that (2) 
implies that A has at most one Jordan block with zeros on the diagonal while (3) implies that this 
block does not have dimension greater than d. The equalities (1) then express that there is a Jordan 
block with zeros on the diagonal and dimension d. We call (2), (3) nondegeneracy conditions; 
remark that the parameter (Y does not enter in the picture. 
By (2) there exist vectors b, c E IR” such that (A( a’), b) and (A( Q’)~, c) have full rank IZ. Now 
define the matrix M(a): 
which is nonsingular at LYO and hence in a neighborhood of cy”. 
As in [ 91 we define gL( cr) as the entry (n + 1, n + 1) of M-’ for I = 1,2, . . . . Obviously, gl is 
an infinitely differentiable function of the entries of A in a neighborhood of A(a”) in which M is 
nonsingular. The d conditions gl = g2 = . . . = gd = 0 local1 y e d fi ne a smooth manifold of dimension 
rz* - d that contains A( a”) and as a set coincides with the solutions to ( 1). 
Up to this point, the dependence on (Y is of no consequence. Suppose now that the parameter- 
dependence is explicitly given (as is usual in the applications) with k < d. We use the equations 
g1(cu) = ... = gd (a) = 0 to compute (Y ’ by Newton’s method. The computation of gl, . . . , gd and 
their derivatives requires the solution of d linear systems with the matrix in (4) and d systems with 
the transpose of the same matrix. Remark that it is a particular case of 
(5) 
where m 3 1 and B, C E IIPx”, D E IPx”. 
In Section 2 we describe the mixed block elimination method BEMW introduced by Govaerts and 
Pryce [ lo] for the solution of systems of the form (5) and their transposes. 
In Section 3 we study the application to dynamical systems problems. Here IZ can be large if 
the equations arise from discretizing a boundary value problem; the number of parameters k is 
usually small (say < 10). A solution (u, a) to the equilibrium equations f( u, a) = 0 is called a 
Takens-Bogdanov (or TB) type bifurcation of codimension d if the Jacobian fu( u, a) contains a 
d-dimensional Jordan block corresponding to a zero eigenvalue and has no other eigenvalues equal 
to zero. This includes the cases of turning point bifurcation (d = l), Takens-Bogdanov bifurcation 
(d = 2) and triple-point bifurcation (d = 3). Takens-Bogdanov points were named after Takens [ 181 
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and Bogdanov [ 31. Such bifurcation points serve as organizing centers for the study of the behaviour 
of dynamical systems with nearby parameter values. They are defined for equilibrium solutions, but 
their true meaning lies in the dynamics of the problem. 
In [ 91 we describe a unified approach for the detection, computation and numerical continuation 
of parameter values LY at which Takens-Bogdanov type bifurcations of any given codimension occur. 
In particular, a d-codimensional TB bifurcation point is computed by solving the system 
f(u, a) = 0, g1 (U, a) = . * . = gd( U, a) = 0. (6) 
The numerical continuation of a curve of (d - 1) -codimensional Takens-Bogdanov type bifurcation 
points leads to a similar system where the last equation is replaced by a continuation condition. 
The Jacobian of (6) (or the similar formula in the continuation case) thus has the form (5) with 
m = d. Altogether, each Newton step requires the solution of d systems of the form (5) with A = f,, 
and m = 1, d systems of the transposed form with A = f: and m = 1, and one system of the form 
(5) with A = fU and m = d. In all cases fU is singular except for roundoff and truncation error. 
The numerical tests are done in the case of the trimolecular Brusselator reaction scheme studied 
in [ 71. Here fU is a bandmatrix and we use the LAPACK routine SGBTRS to solve linear systems 
with fU and their transposes. This is combined with the BEMW codes described in [lo] to solve 
with bordered systems of the form (5) and their transposes. We check the backward stability of 
the BEMW code in the computation of a triple-point bifurcation point ((6) with d = 3) and in the 
numerical continuation of a curve of TB points (d = 2). In the former case, the smallest singular 
values of fU at the last iteration point are computed using the LINPACK algorithm SSVDC. As 
expected, a,,(fU) is of the order of the machine precision. More interestingly, ~,_i (fU) is also quite 
small, indicating that M in (4) is rather ill-conditioned. The tests show that this ill-conditioning does 
not affect the backward stability of BEMW. 
2. The mixed block elimination method 
Bordered linear systems with a matrix M of the form (5) are studied in [ 5,6,14]. Such systems 
can usually be solved using only black-box solvers for A and AT, even with arbitrarily ill-conditioned 
A. (The word “usually” is employed here to admit that there exist pathological cases where the 
result may fail, cf. [ 81; these cases require an ad hoc construction and we do not expect to meet 
them in practice.) This may be somewhat surprising, since the result of applying a solver to a very 
ill-conditioned matrix is often believed to be worthless. But if the solver is backward stable in the 
traditional Wilkinson sense (we comment on this further on), then this is true only in the sense that 
the computed solution has a large relative error compared with the true solution; however, it still 
provides a lot of useful information. It is possible to exploit this information to solve linear systems 
with M stably. In particular, if M is well-conditioned, then the linear systems with M will even be 
accurately solved since the well-conditioning of the matrix and the backward stability of the solution 
method together imply the accuracy of the computed result. 
The mixed block elimination method BEMW is an algorithm to implement a particular scheme to 
solve a system with a matrix of the form (5), freeing the user from the details of the exploitation 
of the stability properties of the solvers. The scheme was introduced in [ 81 in the case m = 1 
and generalized in [lo] to the case m > 1. BEMW is available from the authors or through 
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NETLIB/LINALG/BEMW.SHAR as a collection of user-callable FORTRAN subroutines. Basically 
the user has to store B, C, D in a specific way and to provide the same amount of storage space for 
the factorized forms of these data, as well as some additional work space. Also, he has to provide a 
solver for linear systems with A and with AT. 
The routines in BEMW do not need access to the elements of A. They are written in reverse 
communication mode, i.e., they do not themselves call the solvers for A and AT but return at the 
appropriate times to the main program requesting the solution of the linear systems. A driver program 
is part of the collection BEMW. 
An application of BEMW consists of a factorization stage and a solution stage. In the factorization 
stage only the data in M are involved (cf. LU factorization of a matrix as part of the Gaussian 
elimination solution method for linear systems). In this stage m solves with A and m solves with AT 
are required. In the solution stage, a switch parameter allows to solve linear systems either with M 
or with MT. A solve with M requires one additional solve with A and a solve with MT requires one 
additional solve with AT. 
Remark that the ability to solve either with M or with MT is important in our application since we 
need both. 
BEMW is meant to solve with M and MT in a stable way provided the solvers for A and AT are 
themselves stable; A may be nearly singular (nonsingular by roundoff error only) and M may be 
very ill-conditioned. An error analysis and some tests are given in [ 8,101; in this paper we show by 
numerical tests that BEMW is reliable and stable in an applied problem where the singularity of A, 
even with a corresponding Jordan block of dimension greater than one, is the key element. 
A complex version of BEMW is also available and is of interest for the computation of Hopf bifur- 
cation points (where the Jacobian matrix of the system has a conjugate pair of complex eigenvalues). 
It will not be used here. 
Recall that the essential desirable property for a solver of linear systems is its (backward) stability. 
A solver for the linear system Mx = b is said to be (backward) stable if it produces approximate 
solutions X such that 
(M+dM)x=b, (7) 
where IlAM < ECII~II, E is the machine precision (roundoff unit) and C a modest constant. 
Remark that C may depend on the choice of the matrix norms and that AM is not determined by 
(7). But if 
Ilb - MXII 
IIMII ll4l 
is of the same order as E for every right-hand side vector b and corresponding computed solution X, 
then stability follows. For a full discussion of stability concepts we refer to [4]. 
In the next section we shall apply this idea to the case where the solver is BEMW. For convenience 
the one-norm is used for vectors; it corresponds to the column sum norm as the operator norm for 
matrices. 
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3. Numerical tests in a dynamical systems problem 
For mathematical background on dynamical systems we refer to [ 1,121; numerical background 
is given in [ 2,13,15,17]. Our test case is the trimolecular Brusselator reaction scheme described in 
[ 7,161. This problem has a rich bifurcation structure and allows us to compute Takens-Bogdanov 
type bifurcations with codimension one, two and three by freeing successively one, two and three of 
the natural parameters of the problem. 
The reaction-diffusion equations in one space dimension are given by 
dA a2A L2 -- 
dt=dz2 DA A 
ax a2x 
-%B+l)X-X2Y-A), at=% Dx 
aY a2Y ~~ -- 
at’ a,? y 
F(X2Y - SX), 
dB d2B -_ L’SX. 
dt= az2 DB 
(8a> 
(8b) 
(8~) 
(8d) 
Here DA, Dg, Dx and Dy are the diffusion coefficients of the components with concentrations A, B, 
X and Y, respectively. L is the length of the one-dimensional reactor, z is the dimensionless space 
coordinate and varies between 0 and 1. For X and Y we require zero flux at the endpoints, i.e., 
dX dY 
-=o, Z =O,l, 
dz= dz 
(gel 
while the border concentrations of A and B are fixed by the Dirichlet boundary conditions 
A = Ao, B = Bo, z =O,l. ( 8f) 
As in [7] we choose L, DA and B. as the main parameters and choose DB to be infinite, so that the 
concentration B is uniformly equal to B,,. We also set Dx = 0.0016, Dy = 0.008, A0 = 2.0. 
Now the equilibrium equation corresponding to (8a) can be solved analytically and the resulting 
function A( z, L, DA, Ao) is substituted into (Sb) and (8~). To solve these equations numerically, we 
use an O(h4)-discretization of the Stormer-Numerov type on an equidistant mesh with spacing h and 
gridpoints zi. 
In a scheme with nd = 42 discretization points (h = l/( nd - 1) ) at the points i = 2, . . . , nd - 1 
we obtain 2 * nd - 4 nonlinear equations in the n = 2 * nd unknowns (X(i) , Y(i) , i = 1, . . . , nd) . The 
remaining four equations are obtained from (8e). 
We now consider the parametrized nonlinear system 
f(u, a) = 0, (9) 
where u = (X(l), Y(l),X(2), . . .,Y(nd)) E IF?, LY = (L, DA, B) E JR3 and f consists of the 
discretized forms of (8). 
In this way, fU is a bandmatrix with bandwidth seven. We compute bifurcations of Takens- 
Bogdanov type with codimension one, two and three considering no other linear systems than those 
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Table 1 
Coordinates of the Takens-Bogdanov type bifurcation points P~I,P~I 1 
with codimension two and three, respectively 
L DA B X(O) 
p31 0.1796 0.007 727 4.6 1.0387 
9111 0.3097 0.0185 3.655 1 0.9461 
formed by bordering fU with zero, one, two or three bordering rows and columns. All these linear 
systems are solved using BEMW with algorithm SGBTRS from LAPACK as solver for the bandmatrix 
fU and its transpose. All computations are done in FORTRAN single precision which amounts to E cri 
1.2 . 10-7. 
First we fix L = 0.3563, DA = 0.5, B = 4.6 and choose X(i) = Y(i) = 0.8245, i = 1, . . . , nd, as 
initial guess (these are partly the coordinates of the point f, obtained in [ 71 but their choice is of 
course arbitrary). By Newton iteration this leads to a first solution point of (9). Then we free L and 
follow the solution curve to (9) computing gl at every point. At each sign change of g, a point with 
gl = 0 can be computed. Several such points can be found and we call them Pi, P2, . . . , respectively. 
Starting from P3, we free DA and follow the solution to (9) and g, = 0 (the fold curve) until 
a point with g2 = 0 is detected and computed. In this way we find the TB point P,,; some of its 
coordinates are given in Table 1. 
Finally we start again at P3, and free B. We follow the solution to (9) and gl = g2 = 0 (the curve 
of TB points) until a point P 3,1 with g3 = 0 is detected and computed. P3,, is a triple-point bifurcation 
point and is again represented in Table 1. 
In Section 2 it was required only that the vectors b and c are such that the matrix M(a) in (4) is 
nonsingular. In practice we want this matrix to be as well-conditioned as possible. Now computation 
of the approximate right and left singular vectors u1 and w, of fU is part of the path-following 
procedure anyway. It is therefore natural to set b, c equal to the normalized vectors w, and u,, 
respectively (always using the latest approximations available at any point; as starting vectors we 
choose b = fL and c(i) = 0.1 for all i). 
Now consider the continuation of the curve of TB points in more detail (the other cases being 
similar). We use a tangent predictor followed by Newton correction in the hyperspace orthogonal to 
the tangent direction. The linear systems to be solved are thus three-bordered extensions of fU in 
which the (y1f 1)th row contains derivatives of g, and the (12 + 2)th row contains derivatives of g,. 
After convergence of the Newton iteration, we obtain a new point on the curve of TB points. At this 
point, g3 is also computed and its value is monitored during the continuation; a sign change indicates 
that we are close to a triple-point bifurcation. 
To compute the triple-point bifurcation point, we solve the system consisting of (9) and g, = g2 = 
g3 = 0 by Newton’s method, using the detection point as a starting point. In Table 2 each column 
corresponds to a Newton correction step and the last three rows show the convergence of gl, g2, g3 
to zero. Since we detected P3i1 by following a curve along which gl = g2 = 0, the convergence of g3 
is the main point. 
M, denotes the one-bordered matrix (4) and M3 denotes the three-bordered matrix that is the 
Jacobian of (6) for d = 3 (the defining system of P3,,). In both cases the main block A is close to 
singularity (g, is of order E(]M, I]). Also V2, V3 are the vectors that appear in the third solution with 
MI, i.e., MI& = V2. So the first four rows contain all information to check the backward stability of 
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Table 2 
Essential data to check backward stability of the solution by BEMW of one-bordered and three-bordered nearly singular 
linear systems 
1 2 3 4 
Ilhll 3.99881. IO4 4.27453. lo4 
Ilv, _Mlv,ll 5.0195 lo-” 4.8089. IO-’ 
JIMI II 4.3771 4.3735 
llvz - MIV?IJ IlMl II II”711 2.8673. lo-’ 2.5723. IO@ 
IINc II 1.07175 0.12358 
IIF + M&II 2.3898 t lo-’ 2.409 29 lo-’ 
IW3ll 1.12155’ lo2 1.37061. 10’ 
IIF + MvVII 
IIMII IlNclI 5.0936. lo-’ 4.4574 1oP 
gl 5.0598. lo-’ 5.1612. 10-h 
g* -1.6348. 1O-4 -4.1052. 1O-4 
gs 1.3540 -0.11149 
Each column corresponds to a Newton step in the computation of PHI . 
Empty entries correspond to nonperformed Newton corrections. 
4.22949. lo4 4.23 143 lo4 
3.5650. 1O-3 4.655 16. 1O-3 
4.3752 4.375 1 
1.9265 lo-’ 2.5145. lo-’ 
9.2308. lo-’ _ 
9.7088. lo-” _ 
I .40492 lo* _ 
2.4039. 10-s 
3.8147 lo-* 1.0052 lo-’ 
-3.5183. 1O-6 2.6226. lo-’ 
-7.3853 lo-” 4.3433 1o-5 
the solution by BEMW of the bordered system M,h = V,. 
Next, F denotes the (n + 3)-vector 
and N, denotes the computed solution to M3N, = -F, i.e., the computed Newton correction to the 
current approximation of P 311. So rows 5-8 of Table 2 contain the information to check the backward 
stability of the solution of the Newton correction equations. In the last column no Newton correction 
was found necessary. 
The singular values of the matrix fU in the last iteration point (corresponding to column 4 in 
Table 2) were computed using SSVDC from LINPACK. We found gl (fU) = 4.0240, (T,_~ (fU) = 
2.6370. 10p4, a,(f,,) = 1.8215. lo-‘. Since M1 is a one-bordered extension of fU, it follows from 
obvious linear algebra arguments that g1 (M,) > (TV (fU) and un+l < gn-l ( fU), which implies that 
the condition number of M, exceeds 14000. The results in column 4 of Table 2 show that this 
ill-conditioning does not affect the backward stability of BEMW. 
Remark that the values of IjV311 in Table 2 are large, which also indicates that MI can at best be 
moderately well-conditioned. 
During the numerical continuation of the curve of TB points from P,, to P,,, much larger values of 
IlV311 were also detected, suggesting that we were near points where f,, has a rank deficiency higher 
than one or at least a second small singular value. To check the backward stability of BEMW in such 
situations, we choose four such points with increasing values of IlV3(l and collect critical information 
on them in Table 3. The systems under consideration are similar to those in the computation of P3,,, 
except that the last element of F is set to zero and the last row of M3 is replaced by the entries of 
the normalized tangent vector in the previously computed point. So the condition g3 = 0 is replaced 
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Table 3 
Essential data to check backward stability of the solution by BEMW of one-bordered and three-bordered nearly singular 
linear systems 
1 2 3 4 
ll~ll 1.463 668 . lo5 1.310255. 10h 1.0125 10’ 4.4170. 109 
jlv2 - M1%11 1.632091. IO-* 1.57708 10-l 9.46100. 10’ 5.030592. lo2 
lP-‘l II 4.08 1 693 4.147598 4.150071 4.150897 
llv, - M1V311 
IlMtll II Wll 
2.73188. lo-’ 2.9020. lo-’ 2.2515. lo--’ 2.7437 1 O@ 
IlNc II 8.343 47 . 1O-2 1.9944’ 1o-2 
IIF + MsN,II 1.18758. lo-* _ _ 2.9013. lo-’ 
IIM311 2.637 543 . 10’ _ 3.299 1390 10’ 
IIF + M3Ncll 
IIM3ll P’cll 
5.396 55 lo-” 4.4092. lo-” 
L 0.205 37 0.264 118 0.265 870 0.266437 
DA 0.009 134 2 0.012546 0.012663 8 0.012 707 
B 4.1958 3.747 1 3.7397 3.7374 
Each column corresponds to a point on the curve of Takens-Bogdanov type bifurcation points that connects 41 and P~II .
Empty entries correspond to nonperformed Newton corrections. 
by a continuation condition. 
Again, the bordered linear systems are clearly solved in a stable way by BEMW in spite of the 
near singularity of fU. 
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