The problem of finding a minimizer of the sum of two convex functions -or, more generally, that of finding a zero of the sum of two maximally monotone operatorsis of central importance in variational analysis. Perhaps the most popular method of solving this problem is the Douglas-Rachford splitting method. Surprisingly, little is known about the range of the Douglas-Rachford operator.
Introduction
Unless otherwise stated, throughout this paper X is a finite-dimensional real Hilbert space with inner product ·, · and associated norm · . Let A : X ⇒ X be a set-valued operator. We say that A is monotone if x − y, u − v ≥ 0 for all pairs (x, u) and (y, v) in gra A, the graph of A. A monotone operator A is maximally monotone if the graph of A, denoted gra A, cannot be properly extended without destroying the monotonicity of A. Monotone operators are of considerable importance in optimization and variational analysis; see, e.g., [5] , [10] , [12] , [23] , [24] , [26] , [27] , [28] , [30] , [31] , and [32] . It is well known that the subdifferential operator of a proper lower semicontinuous convex function is maximally monotone. Subdifferential operators also belong to the class of 3 * monotone (also known as rectangular) operators which was introduced by Brezis and and Haraux [11] ; see also [3] and [4] . The sum of two maximally monotone operators is monotone; maximality, however, is guaranteed only in presence of a constraint qualification [25] . The problem of finding the zeros of the sum of two maximally monotone operators is an active topic in optimization as it captures the key problem of minimizing a sum of two convex functions. More broadly, from an optimization perspective, constrained optimization problems, convex feasibility problem as well as many other optimization problems can be interpreted and recast as the problem of finding the zeros of the sum of two maximally monotone operators. Most methods for solving the sum problem are splitting algorithms; the most popular of which is the celebrated Douglas-Rachford method, which was adopted to the monotone operator framework by Lions and Mercier [19] . (See also e.g. [5] , [14] , [15] , [16] , and [18] for further results on and applications of this algorithm.)
Let A : X ⇒ X be maximally monotone. Recall that the resolvent of A is J A = (Id +A) −1 , where Id denotes the identity operator. Moreover, if A is maximally monotone, then J A is single-valued, firmly nonexpansive, and maximally monotone. The reflected resolvent of A is R A = 2J A − Id. Now let B : X ⇒ X be also maximally monotone. The Douglas-Rachford splitting operator for the pair (A, B) is It is natural to inquire whether or not this is a mere inclusion or perhaps even an inequality. In general, this inclusion is strict -sometimes even extremely so in the sense that ran(Id −T (A,B) ) may be a singleton while (dom A − dom B) ∩ (ran A + ran B) may be the entire space; see Example 4.9. This likely has discouraged efforts to obtain a better description of these ranges. However, and somewhat surprisingly, we are able to obtainunder fairly mild assumptions on A and B -the simple and elegant formulae and
where the "near equality" of two sets C and D, denoted by C ≃ D, means that the two sets have the same relative interior (the interior with respect to the closed affine hull) and the same closure. When A = ∂ f and B = ∂g are subdifferential operators, which is the key setting in convex optimization, the above formulae can be written as
These results are interesting because the problem of finding a point in (A + B) −1 (0) has a solution if and only if 0 ∈ ran(Id −T (A,B) ) (see, e.g., [13, Lemma 2.6(ii)]). It also provides information on finding the infimal displacement vector that defines the normal problem recently introduced in [2] . Moreover, ran T (A,B) contains the set of fixed points of T (A,B) . Using the correspondence between maximally monotone operators and firmly nonexpansive mappings (see Fact 2.5), we are able to reformulate our results for firmly nonexpansive mappings. In addition to our main results, we show that the well-known conclusion of Brezis-Haraux Theorem [11] is optimal in the sense that actual equality may fail (see Example 3.14 and Proposition 7.4). Our investigation relies on the the class of 3 * monotone operators (see [11] ), Attouch-Théra duality (see [1] ), and the associated normal problem (see [2] ).
The remainder of this paper is organized as follows. Section 2 contains a brief collection of facts on monotone operators and their resolvents, as well as on firmly nonexpansive mappings. In Section 3, we review the notions of near convexity and near equality, and we also present some new results. Section 4 is concerned with the Attouch-Théra duality, the normal problem, and the Douglas-Rachford splitting operator. Our main results are presented in Section 5, while applications and special cases are provided in Section 6. In Section 7, we offer some results that are valid in a possibly infinite-dimensional Hilbert space. We also provide various examples and counterexamples.
We conclude this section with some comments on notation. We use P C and N C to denote projector and the normal cone operator associated with the nonempty closed convex subset C of X. The recession cone of C is rec C := x ∈ X x + C ⊆ C , and the polar cone of C is C ⊖ := u ∈ X sup C, u ≤ 0 . We use ball(x; r) to denote the closed ball in X centred at x ∈ with radius r > 0. For a subset S of X, the relative interior of the set S is ri S := s ∈ S (∃r > 0) ball(s; r) ∩ aff S ⊆ S , where aff S denotes the affine hull of S. All other notation is standard and follows, e.g., [5] .
Monotone operators and firmly nonexpansive mappings
In this short section, we review some key results on monotone operators and firmly nonexpansive mappings that are needed subsequently. (See also [5] for further results.) Recall the inverse resolvent identity (see, e.g., [24, Lemma 12. 14])
Applying Fact 2.2 to A −1 and using (7), we obtain 
Let T : X → X. Recall that T is nonexpansive if (∀x ∈ X)(∀y ∈ X) Tx − Ty ≤ x − y , and T is firmly nonexpansive if (10) (∀x ∈ X)(∀y ∈ X) Tx − Ty 
Near convexity and near equality
We now review and extend results on near equality and near convexity. 
In particular, D and ri D are convex and nonempty. 
Most of the following results are known. For different proofs see also [9, Thorem 2.1] and the forthcoming [21] and [22] .
Lemma 3.9 Let C and D be nearly convex subsets of X such that ri C ∩ ri D = ∅. Then the following hold:
Proof. 
ri C ∩ ri D is convex, and clearly
By Fact 3.4 we have ri
Using (16) and Fact 3.8 applied to the convex sets ri C and ri
Since ri C ≃ C and ri D ≃ D by Fact 3.4, we have ri C = C and ri D = D. Combining with (15) and (17), we obtain
which in turn yields (i) in view of (14) . ( (16) we have (ii) and (17) we have
as claimed.
Corollary 3.10
Let C 1 and C 2 be nearly convex subsets of X, and let D 1 and D 2 be subsets of X such that
Proof.
Hence,
Moreover, since C i is nearly convex, it follows from Fact 3.4 that ri C i = C i and ri C i is convex. Therefore
Hence D i is nearly convex. Applying Lemma 3.9 (iii) to the two sets C 1 and C 2 implies that
Similarly we have
Using (23) and Lemma 3.9(i), applied to the sets C 1 and C 2 we have
Combining with (25) , (23) and (26) yield
Now, Fact 3.5 applied to the nearly convex sets Example 3.14 and Proposition 7.2 illustrate that the results of Fact 3.13 are optimal in the sense that actual equality fails. Example 3.14 Suppose that X = R 2 and let f :
Proof. First notice that by Fact 3.12 A is 3 * monotone. Moreover, since A is maximally monotone, it follows from Fact 3.4 that ri dom A is nonempty and convex. Since 
Attouch-Théra duality and the normal problem
This section provides a review of the Attouch-Théra duality and the associated normal problem. From now on, we assume that A : X ⇒ X and B : X ⇒ X are maximally monotone.
We abbreviate
and we observe that A is maximally monotone as is (A −1 ) = (A ) −1 . The primal problem associated with the ordered pair (A, B) is to find the zeros of A + B. Since A and B are maximally monotone operators, so are A −1 and B − . The dual pair of (A, B) is defined by (A, B)
We now recall the definition of the dual problem. Let w ∈ X be fixed. For the operator A, the inner and outer shifts associated with A are defined by (A, B) is to determine the set of zeros We now explore how ran(Id −T) is related to the set (dom A − dom B) ∩ (ran A + ran B). We will prove that when the operators A and B are "sufficiently nice", we have
In general, (41) may fail spectacularly as we will now illustrate.
Example 4.9
Suppose that X = R 2 , and that 
Main results
Upholding the notation of Section 4, we also set We start by proving some auxiliary results.
Lemma 5.1 The following hold:
The sets D and R are nearly convex.
Hence, ri D ∩ ri R = ∅, as claimed. (Note that we did not use the maximal monotonicity of A in this proof.) (iii): Combine (i), (ii) and Lemma 3.9(i). (iv): Combine (i), (ii) and Lemma 3.9(iii). (v): Combine (i), (ii) and Lemma 3.9(ii). (v): Combine (i), (ii) and Lemma 3.9(iv).
Theorem 5.2 Suppose that A and B satisfy one of the following:
(ii) A and B are 3 * monotone.
Furthermore, the following implications hold:
and
Proof. First we show that (A,B) ). (A,B) ). 
It follows from Lemma 5.1(v) that ri
D ∩ ri R = D ∩ R. Altogether, (52) D ∩ R ⊆ ran(Id −T
It follows from (34) that ran(Id
That is, (i) holds, and consequently (46) holds.
We now turn to the implication (47). Observe first that D = X. If A is 3 * monotone and dom A = X, then clearly (iii) holds. Thus, it remains to consider the case when B is 3 * monotone and dom B = X. Then B w is 3 * monotone and dom A ⊆ X = dom B w . As before, we obtain w ∈ ri R = ri(ran A + ran B) = ri(ran A + ran B w ) = ri ran(A + B w ). Hence (i) holds, which completes the proof of (47). To prove the implication (48), first notice that (∃C ∈ {A, B}) ran C = X and C is 3 * monotone ⇐⇒ (∃C ∈ A −1 , B − ) dom C = X and C is 3 * monotone. Therefore using Fact 4.2 and (47) applied to the operators A −1 and B − (∃C ∈ {A, B}) ran C = X and C is 3
Now suppose that ri(D ∩ R) = D ∩ R. It follows from (46) and (34) that
Hence all the inclusions become equalities, which proves (49).
Corollary 5.3 (range of the Douglas-Rachford operator) Suppose that A and B satisfy one of the following:
Proof. Using Fact 4.4, we know that T (A,B) = Id −T (A,B −1 ) . The result thus follows by applying Theorem 5.2 to (A, B −1 ).
The assumptions in Theorem 5.2 are critical. Example 4.9 shows that when neither A nor B is 3 * monotone, the conclusion of the theorem fails. Now we show that the conclusion of Theorem 5.2 fails even if one of the operators is a subdifferential operator.
Example 5.4
Suppose that X = R 2 , set C = R × {0}, and suppose that
Corollary 5.5 Suppose that A and B satisfy one of the following:
(iv) (∃C ∈ {A, B}) dom C = X and C is 3 * monotone.
Furthermore, suppose that D and R are affine subspaces. Then ran(Id
−T (A,B) ) = D ∩ R. Proof. Since ri D = D and ri R = R, Lemma 5.1(iv) yields D ∩ R = ri D ∩ ri R = ri(D ∩ R).
Now apply (49).

Corollary 5.6 Suppose that
Proof. Indeed, it follows from e.g. [5, Corollary 22.19] and Fact 3.12 that A and B are 3 * monotone. Now apply Theorem 5.2(ii).
We now construct an example where ran(Id −T (A,B) ) properly lies between ri(D ∩ R) and D ∩ R. This illustrate that Theorem 5.2 is optimal in the sense that near equality cannot be replaced by actual equality. 
consequently,
Moreover,
We claim that 
It follows from Fact 3.6 and the above inclusions that w 
Finally notice that w is on the boundary of U − V. Therefore, using (64) and (67) we
, which means that only two points on the boundary of D are included in ran(Id −T (A,B) ). In this section, we focus on v (A,B) .
Proposition 6.1 Suppose that A and B satisfy one of the following:
(iv) (∃C ∈ {A, B}) dom C = X and C is 3 * monotone. In [2, Section 3], we constructed examples where
We now show that this quotient can take on any value in [−1, 1]. 
Subdifferential operators
We now turn to subdifferential operators. 
Proof. It is well-known that (see, e.g., [5, Corollary 16.29] ) dom f = dom ∂ f . Since f is convex, so is dom f . Moreover, by Fact 3.2 dom ∂ f is nearly convex. Therefore, applying Fact 3.5 to the sets dom f and dom ∂ f we conclude that dom ∂ f ≃ dom f . Using [5, Proposition 16.24] , and the previous conclusion applied to f * , we have ran
Applying Fact 3.7 with
One shows similarly that
It follows from the maximal monotonicity of ∂ f and ∂g and Lemma 5.
To complete the proof, notice that by Fact 3.12 ∂ f and ∂g are 3 * monotone operators, and by assumption ∂ f + ∂g is maximally monotone. Therefore, by Theorem 5.2, we have
Combining (74) and (75) 
Consequently, if V is a linear subspace we may add to this list the following items:
Proof. Since ran N V is nearly convex and (rec V) ⊖ is convex, it follows from (8) 
Combining (78), (79) and Proposition 6.1(ii) yields v = v (A,B) .
Firmly nonexpansive mappings
We now restate the main result from the perspective of fixed point theory.
Corollary 6.8 Let T 1 : X → X and T 2 : X → X be firmly nonexpansive such that each T i satisfies
and 
Some infinite-dimensional observations
In this final section, we provide some results that remain true in infinite-dimensional settings. We assume henceforth that (84) H is a (possibly infinite-dimensional) real Hilbert space.
A pleasing identity arises when the we are dealing with normal cone operators of closed subspaces. 
Proof. Since gra N U = U × U ⊥ and gra N V = V × V ⊥ , the result follows from (33).
Proposition 7.2 Let U and V be closed linear subspaces of H such that
and suppose that A = N U and B = P V . Then the following hold: (A,B) ).
Notice that (i) and (ii) trivially hold when P V (U ⊥ ) \ P V (U) = ∅. Now suppose that P V (U ⊥ ) \ P V (U) = ∅. It follows from (37) and (85) that (∀w ∈ U ⊥ ⊆ U ⊥ + V) Z w = ∅ ⇐⇒ (∃u ∈ U) such that w ∈ N U u + P V (u − w)
Now let w ∈ U ⊥ ⊆ U ⊥ + V = D ∩ R such that P V w ∈ P V (U). Then (88) implies that Z w = ∅, hence by (38) w ∈ ran(Id −T (A,B) ), which proves (i) and consequently (86). To complete the proof we need to show that (ii) holds. Notice that (∀u ⊥ ∈ U ⊥ ) u ⊥ + P V u ⊥ ∈ U ⊥ + V = ran A + ran B. It follows from (85) that
Now, let u ⊥ ∈ U ⊥ such that P V u ⊥ ∈ P V (U). Then using (89) w = u ⊥ + P V u ⊥ ∈ ran(A + B). Notice that by construction w ∈ U ⊥ + V = ran A + ran B. We now provide a concrete example in ℓ 2 (N) where both (86) and (87) hold. This illustrates again the requirement of the closure in Fact 3.13. Proof. It is easy to check that U ⊥ = x = (x n ) ∈ H x 2n+1 = α −1 n x 2n . Hence U ⊥ ∩ V = {0}. Let w ∈ H be defined as (∀n ∈ N) w 2n = α p n and w 2n+1 = α p−1 n . Clearly w ∈ U ⊥ . We claim that P V w ∈ P V U. Suppose this is not true. Then (∃u ∈ U) such that P V w = P V u. Hence (∀n ∈ N) u 2n+1 = (P V u) 2n+1 = (P V w) 2n+1 = w 2n+1 = α When A or B has additional structure, it may be possible to traverse between ran(A + B) and ran(Id −T (A,B) ) as we illustrate now. 
