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Resumo 
A simula~ao estocastica tern sido utilizada na caracteriza~ao de reservat6rios de petr6leo como 
ferramenta de modelagem capaz de conciliar informa.;;oes de fontes diversas. Ao mesmo tempo, 
preserva a variabilidade do fen6meno modelado e permite a transferencia do conhecimento geologico 
para modelos numericos de fluxo, cujas previsoes sobre o comportamento do reservat6rio servirao de 
base as decisoes gerenciais quanto ao manejo de recursos. 
Diversos modelos estocasticos tern sido utilizados e/ou sugeridos, em fun.;;ao da natureza do 
fen6meno a ser descrito. Os Campos Aleat6rios Markovianos (CAMs) surgem como altemativa para 
modelagem de variaveis discretas, em reservat6rios com arquitetura de facies em mosaico. 
Nesta disserta~ao o leitor e introduzido a modelagem estocastica por CAMs de forma generica. 
Sao abordados os principais aspectos da tecnica. 
E descrito o Embasamento Conceitual dos CAMs: sua descri~ao via propriedade markoviana e 
equivalencia com distribui~oes de Gibbs. 
0 arcabou~o necessano para a Modelagem de CAMs e descrito de forma abrangente. Os 
mode los classicos de Ising e Potts-Strauss sao especificados neste contexto e relacionados a modelos 
utilizados em reservat6rios de petr6leo. 
Discute-se o problema da estima.;;ao de pariimetros do modelo. Sao apresentados estimadores de 
Maxiima Pseudoverossimilhan~a para alguns mode los. 
Como Contribui~ao inedita, sao desenvolvidos estimadores para dois modelos de utilidade em 
reservat6rios. 
Cinco algoritmos para Simula.;;ao Condicional de CAMs sao descritos: algoritmo de Metropolis, 
algoritmo de Geman e Geman (Gibbs sampler), algoritmo de Swendsen-Wang, algoritmo de Wolff e 
algoritmo de Flinn. 
Finalmente, apresentam-se exemplos de simula~;oes de alguns dos modelos discutidos, e suas 
implica\;6es na modelagem de reservat6rios de petr6leo. E destacado o fen6meno de Transi~ao de 
Fase. 
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ABSTRACT 
DISSERTACAO DE MESTRADO 
Paulo Carlos Saldanha Filho 
Stochastic simulation has been employed in petroleum reservoir characterization as a modeling 
tool able to reconcile information from several different sources. It has the ability to preserve the 
variability of the modeled phenomena and permits transference of geological knowledge to numerical 
models of flux, whose predictions on reservoir behavior constitute the main basis for reservoir 
management decisions. 
Several stochastic models have been used and/or suggested, depending on the nature of the 
phenomena to be described. Markov Random Fields (MRFs) appear as an alternative for the 
modeling of discrete variables, mainly reservoirs with mosaic architecture of facies. 
In this dissertation , the reader is introduced to the stochastic modeling by MRFs in a generic 
sense. The main aspects of the technique are reviewed. 
MRF Conceptual Background is described: its characterization through the markovian property 
and the equivalence to Gibbs distributions. 
The framework for generic modeling of MRFs is described. The classical models of Ising and 
Potts-Strauss are specified in this context and are related to models used in petroleum reservoir 
characterization. 
The problem of parameter estimation is discussed. The maximum pseudolikelihood estimators 
for some models are presented. 
Estimators for two models useful for reservoir characterization are developed, and represent a 
new contribution to the subject. 
Five algorithms for the Conditional Simulation of MRFs are described: the Metropolis algorithm, 
the algorithm of Geman & Geman (Gibbs sampler), the algorithm of Swendsen-Wang, the algorithm 
of Wolff, and the algorithm of Flinn. 
Finally, examples of simulation for some of the models discussed are presented, along with their 
implications on the modeling of petroleum reservoirs. 
1.1 Objetivos 
Capitulo 1 
I ntrodufiio 
0 objetivo principal desta dissertac;ao e expor de forma organizada. completa e coerente 
o embasamento conceitual dos Campos Aleat6rios Markovianos (Capitulo 2), enfatizando 
aspectos relativos a modelagem de fen6menos especificos - nao necessariamente de natureza 
geologica -, e situando os modelos da area de caracterizac;ao de reservat6rios divulgados na 
literatura dentro do contexto mais generico dos modelos validos, ao !ado de modelos classicos 
e sob uma notac;ao unificada (Capitulo 3). 
Com o objetivo de equipar o leitor com as ferramentas basicas necessarias ao trabalho com 
estes processos, sao abordados ainda o problema - freqtientemente evitado na literatura - da 
estimac;ao de pararnetros de CAMs (Capitulo 4) e alguns dos metodos de simulac;ao disponiveis, 
destacando-se a possibilidade de obtenc;ao de realizac;6es condicionais sempre que possiveis 
(Capitulo 5). 
Sao apresentados exemplos de realizac;6es dos principais modelos descritos e fenomenos 
associados (Capitulo 6). Incluem-se c6digos computacionais testados para obtenc;ao de 
realiza96es dos mode los, eventualmente sob condicionamento (Anexo 1). 
A titulo de colocac;ao do tema e apresentada uma Introdu9ao em que e discutida a necessidade 
de utilizat,:ao de modelagens estocasticas no ambito da caracterizac;ao de reservat6rios de 
petr6leo, de forma a posicionar os Campos Aleat6rios Markovianos em relac;iio aos demais 
modelos estocasticos disponiveis (Capitulo I). 
1.2 Gerenciamento e informa~ao 
A informa.;:ao e a materia-prima da "industria" da tomada de decis6es. 
Informac;6es confiaveis, em quantidade e qualidade adequadas, abrangendo o maior Ieque 
possivel de altemativas. constituem a base sobre a qual siio assentadas rotineiramente decis6es 
de investimentos e manejo de recursos em todos os iimbitos do universo gerencial. desde 
resolw;oes triviais ate decisoes sobre investimentos biliomirios de muito Iongo prazo na 
industria pesada. 
Na industria da explora~iio e explota<;:iio de petr6leo o processo decis6rio e largamente 
baseado em previsoes sobre o comportamento de produ~iio dos reservat6rios'. Estas previs6es 
sao por sua vez construfdas sobre informa~oes referentes a inumeras propriedades do 
reservat6rio, ai inclufdas a sua posi~iio espacial, seu volume, caracteristicas ffsicas e qufmicas 
e distribui~iio de seus fluidos e litologias, distribui~iio de porosidades, permeabilidades, 
conectividades, etc ... 
Porem, a obten~iio de informa~oes relevantes freqiientemente implica custos cuja monta pode 
tomar impeditiva a aquisi~iio da quantidade e qualidade de informa<;:oes desejaveis. 
A propria natureza dinfunica da cadeia de tomadas de decisoes envoi vida no ciclo 
explora<;:iio/explota~iio de reservat6rios de petr6leo condiciona o gerenciamento destes recursos 
a aquisi~iio cumulativa de informa~oes durante toda a vida uti! do reservat6rio. 
Tipicamente, decisoes tomadas em fase precoce de avalia<;iio/desenvolvimento de uma jazida 
estariio embasadas em pequena quantidade de dados brutos, e conseqiientemente em mode los de 
reservat6rios mais simples, onde predominam elementos de interpreta~iio e experiencia previa 
dos profissionais envolvidos com ocorrencias analogas. 
Por outro !ado, decis6es necessarias em fases finais da explota<;:iio primaria da jazida poderiio 
contar com quantidade muito maior de dados brutos - adquiridos nos processos normais de 
explota~iio e conhecimento acumulado sobre o comportamento do reservat6rio em analise. 
Em contrapartida, a margem de erro admissfvel estreita-se. em fun~iio de a rela<;:iio entre custos 
de investimentos em infra-estrutura de EOR' e perspectiva de retorno em prodw;iio de petr6leo 
freqiientemente apontarem para rentabilidades marginais. 
Em quaisquer circunstiincias, o conhecimento abrangente e integrado da informa~iio 
disponfvel. a caracteriza{:Lio do reservauirio. constitui a bussola das decisoes gerenciais. 
1.3 A natureza da informa~ao e a heterogeneidade da natureza 
Na atividade de explora~iio/explota<;iio de reservat6rios de petr6leo a informa<;:iio emana de 
diversas fontes: 
1 0 termo resena1t6rio refere-se oeste texto ao sitema rocha/fluido no seu contexte geolOgico. 
2 EOR: Enhanced Oil Recoven: 
• Levantamentos sfsmicos 
• Perfis eletricos de po<;os 
• Testemunhos de po<;os 
• Testes de po<;o 
• Anatises de fluidos 
• Hist6ricos de pressao/produ<;iio 
• Experiencia adquirida com o reservat6rio 
• Experiencia adquirida com reservat6rios analogos 
• Conhecimento geologico generico 
• etc. 
Em uma rapida inspe<;iio na lista acima destaca-se de imediato a heterogeneidade das 
informa<;6es, seja pela sua natureza ffsica ( ou mesmo imaterial, como e o caso da experiencia), 
seja pelo suporte da medida (volume de rocha a que se refere a informa<;iio) 
Assim, enquanto uma sessao sismica contem informac;oes sobre volumes de rocha nao 
inferiores a cerca de 1000m3 , uma medida de porosidade realizada rotineiramente em 
laborat6rio sobre urn plugue de testemunho representa informac;ao sobre volume de rocha nao 
superior a 50cm3 . Enquanto testes de po<;o transportam informac;oes sobre volumes cilfndricos 
de reservat6rio com dezenas de metros de diametro, centrados no poc;o, urn perfil eletrico 
carrega informac;6es sobre porc;oes virtualmente lineares de rocha com 30 a 200em de extensao 
situadas ao Iongo do poc;o. 
Atem disto, enquanto o poc;o centraliza no espac;o a maior parte das informac;6es, as extensas 
regi6es entre poc;os e as que se estendem dos poc;os marginais aos limites dos reservat6rio 
permanecem desprovidas de representac;ao direta. 
Como regra. a quantidade minima 
de dados necessaria para caracterizac;iio do comportamento de urn reservat6rio dependera do 
seu grau de heterogeneidade. 
Weber (1986) aborda de forma sistematica a questiio das heterogeneidades geol6gicas, 
analisando o problema sob a 6tica das escalas de observac;ao. e relacionando as heterogeneidades 
em cada escala ao impacto causado na recuperac;iio de petr6leo. Sao distinguidas 7 escalas de 
heterogeneidades, das quais destacamos: 
• Escala de campo: onde a continuidade e a conectividade dos corpos permoporosos sao os 
principais fatores de impacto na recuperac;iio de petr6leo 
• Escalade reservat6rio: onde os contrastes entre unidades geneticas e suas relac;6es de contato 
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sao OS fatores dominantes 
• Escala das unidades geneticas: onde as varia<;6es internas de permoporosidade sao os fatores 
predominantes. 
• Pequena Escala: onde as for<;as capilares passam a ter significilncia. 
Weber e Van Geuns (1990) prop6em uma metodologia de classifica<;ao para as 
heterogeneidades de grande escala, com base no grau de variabilidade presente: 
• Reservat6rios do 1ipo Bolo de Camadas: unidades homogeneas horizonta!mente extensas 
superpostas em arranjo mon6tono de camadas com varia<;6es de espessura graduais e limites 
de camadas coincidentes com varia<;6es maio res das propriedades petrofisicas ou barreiras de 
fluxo. Internamente, as unidades possuem varia<;6es suaves nas sua propriedades petrofisi-
cas. Podem ser confiavelmente modelados de forma determinfstica. 
• Reservat6rios do 1ipo Quebra-cabef·as: compostos por uma serie de corpos justapostos sem 
grandes descontinuidades, exceto por corpos ocasionais de baixa permeabilidade. Podem 
ocorrer grandes varia<;6es de propriedades petrofisicas entre os corpos, mas o seu arranjo 
pode ser estabelecido com o uso de diagramas-de-cerca detalhados. lnternamente aos corpos 
podem ocorrer heterogeneidades que exijam modelagem propria. 
• Reservat6rios do 1ipo Labirinto: constitufdos por arranjos complexos de corpos e lentes 
com continuidades variadas, freqtientemente justapostos atraves de horizontes de baixa per-
meabilidade. A correla<;ao de intervalos entre po<;os e muito diffcil, e usualmente observa-
se anisotropia na continuidade dos corpos. Indica-se modelagem probabilistica para reser-
vat6rios desta natureza .. 
A diversidade de escalas e a disparidade de densidades de informa<;ao por escala 
de observa<;ao versus a heterogenidade intrinsica dos reservat6rios sao, portanto, as 
caracteristicas mais marcantes do universo de informa<;6es a disposi<;ao do ge6logo/engenheiro 
de reservat6rios. A incerteza na caracteriza<;ao de reservat6rios nasce destas caracteristicas. 
A integra<;ao desta disparidade em urn modelo consistente e tarefa-chave do gerente de 
reservat6rios, de forma a dispor de uma base firme para a tomada de decis6es. Neste processo 
e desejavel a quantificar;ilo da incerteza associada ao modelo. 
A Geoestatfstica surgiu como uma ferramenta auxiliar capaz de promover alguns aspectos 
da integra<;ao necessaria, estabelecendo uma base de procedimentos em constante evolu<;ao ate 
os dias de hoje. 
0 instrumento fundamental da Geoestatfstica classica e o seu conjunto de procedimentos 
de interpola<;ao. que constituem os diversos "sabores" da krigagem e que se prop6em a 
desenvolver estimadores dtimos. no sentido de nao-tendenciosidade do estimador e minima 
variancia do erro de estima<;ao. 
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1.4 Simula~ao de fluxo, heterogeneidades e simula~ao estocastica 
0 dorninio das leis da ffsica e da qufmica que govemam o comportamento de fluidos em 
meio poroso permitiu o desenvolvimento de simuladores numericos que, a menos de restri~oes 
relativas a capacidade computacional, reproduzem com precisao arbitniria vazoes, pressoes, 
propor~6es de fases, composi~ao e quaisquer outros parametros de interesse, em qualquer tempo 
e em qualquer ponto do modelo de sistema reservat6riolfluido/condi<;6es iniciais que lhes tenha 
sido informado. 
Dado urn modelo de reservat6rio, e possfvel analisar o seu comportamento futuro, introduzir-
lhe modifica~oes e observar sua resposta. E possfvel analisar altemativas de metodos de 
gerencia de produ~ao, ou avaliar a performance de diferentes tecnicas de estfmulo e EOR sem 
efetivamente implementa-las. 
Naturalmente os simuladores de fluxo passaram a constituir a ferramenta basica da previsao 
de comportamento dos reservat6rios. 
Com a rapida evolu~ao dos computadores eo aumento associ ado do nfvel de detalhe passive! 
de representa~ao nos simuladores de fluxo, logo ficou claro que uma representa~ao realista das 
heterogeneidades dos reservat6rios e necessaria para se obterem previsoes confiaveis do seu 
comportamento de produ~ao. 
Os dados do modelo de reservat6rio sao fomecidos aos simuladores de fluxo na forma 
de matrizes em que cada cela representa urn volume no qual as propriedades do sistema sao 
consideradas homogeneas. 
A confiabilidade dos resultados dependera de o quanto o modelo informado aos simuladores 
caracteriza, ou representa, o reservat6rio real. 
Dada a concentra~ao de informa~oes nos po~os, surge de imediato a necessidade de estender 
o domfnio dos dados aos pontos nao amostrados. 
De fato, a necessidade de interpolar informa<;6es de forma a cobrir o espa~o entre dados 
esparsos faz parte da atividade cotidiana do ge6logo, ao tra~ar mapas de contorno baseados em 
dados de po~os. 
Observa-se que os mapas assim confeccionados representam invariavelmente uma imagem 
suavizada da variavel em questao. 
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E conhecido o fato de que esta suavizat;ao e inerente a todos os metodos de interpolat;ao 
- ai incluidos os metodos geoestatisticos -, sejam eles intuitivos ou matematicos, e a sua 
utlizat;ao no processo de modelagem podera corresponder a urn mascaramento freqiientemente 
indesejado das heterogeneidades do reservat6rio, resultando em modelos de fluxo inadequados 
e, conseqiientemente, prospectos de produt;ao equivocados que podem conduzir a decis6es 
impr6prias sobre recursos invariavelmente escassos. 
As tecnicas de simulat;ao estocastica condicional prop6em-se a contornar este problema, 
introduzindo no modelo uma componente de controle da variabilidade das realizat;6es, ao 
mesmo tempo em que sao preservadas informat;6es condicionantes, tais como o valor da 
varia vel simulada em pontos determinados, seu histograma, e outras. 
Alem disto, somente o formalismo probabilistico dispoe de ferramentas capazes de 
quantificar a incerteza associada ao modelo. 
1.5 Modelos para simula~ao estocastica de reservatorios 
A utilizat;ao de tecnicas de simulat;ao estocastica na caracterizat;ao de reservat6rios e 
atualmente pratica comum na industria do petr6leo, e urn ntimero crescente de tecnicas de 
modelagem probabilistica vern sendo utilizadas. 
Revis6es das principais tecnicas de simulat;ao estocastica utilizadas em caracterizat;ao de 
reservat6rios podem ser encontradas em Farmer ( 1988), Dubrule ( 1989), Haldorsen e Damsleth 
(1990), Omre (1992), Dubrule (1992) Deutsche Joumel (1992), Ripley (1992), Chessa (1995) 
e Galli e Beucher (1997). 
Os mode los estocasticos dividem-se em dois grupos: 
• Modelos Continuos 
• Modelos Discretos 
a depender da natureza do fenomeno em estudo. 
Na pratica. modelos hfbridos tern sido freqiientemente utilizados em uma abordagem 
hierarquica, com a finalidade de obter maior realismo no que toea a diversidade das 
heterogeneidades como func;:ao das escalas de observac;:ao. Exemplos desta abordagem sao 
encontrados em Damsleth eta!. (1992). Omre (1992), Bratvold eta!. (1994). Tyler et at. (1994), 
entre outros. 
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Os modelos continuos sao geralmente utilizados na simulat;:ao de propriedades petroffsicas. 
As funt;:iies aleat6rias Gaussianas tern sido largamente utilizadas com este prop6sito, devido as 
suas excepcionais propriedades. 
A simulat;:ao e realizada sobre uma anamorfose gaussiana da variavel original- se necessaria 
-, e a estruturat;:ao espacial do modelo e obtida atraves da reprodut;:ao do seu variograma. 
Algoritrnos de simulat;:ao rapidos e eficientes e simplicidade de modelagem tern sido 
responsaveis pela grande popularidade destes modelos. 
A modelagem de fen6menos discretos tern sido utilizada predominantemente na descrit;:ao 
da arquitetura de facies dos reservat6rios. 
Omre (1992) distingue duas classes basicas de fen6menos: 
• Fenomenos eventuais representados pela ocorrencia de unidades menores em uma facies 
predominante de fundo. 
• Fenomenos em mosaico - constitufdos por urn empacotamento de diferentes facies, sem a 
existencia de uma facies de background. 
Dois grupos de modelos disponfveis para caracterizat;:ao destes fen6menos podem ser 
individualizados (Galli e Beucheur, 1997, Chessa, 1995) 
• Mode los orientados a objetos -que especificam regras para constru<;:ao de objetos no espa<;:o 
• Modelos orientados a pixels'- que atribuem valores as ce1as da grade de simula<;ao indi-
vidualmente 
Mode los orientados a objeto tern sido utilizados para modelagem de unidades geneticas, tais 
como canais fluviais e lobos deltaicos; comprimento e orienta<;:ao de falhas; e arquitetura de 
facies sedimentares tais como corpos erraticos de folhelhos nao interceptados por mais de urn 
po<;:o. 
Estes mode los sao baseados no formalismo dos Processos de Pontos (Point Pmcesses) e sao 
particularmente adequados a descri<;:ao de fen6menos eventuais (Chessa. 1995, Omre, 1992). 
Modelos orientados a pixels tern sido indicados para a simula<;:ao de fen6menos em mosaico 
(Omre, 1992). Outras aplica<;iies, como a descri<;:ao de fen6menos de varia.;:ao continua (atraves 
de sua discretiza<;ao) sao reportadas (Hpiberg et al., 1990, Joumel e Isaacs, 1984 ). 
Os principais modelos nesta categoria sao: 
:; Correspondem aos !Yiodelos orientados U grade (grid-oriented models) de Chessa ( 1995). 
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• Simulac;:ao Sequencia! de Indicatrizes 
• Simulac;:ao Gaussiana Truncada 
• Simulac;:ao Plurigaussiana Truncada 
• Campos Aleat6rios Markovianos 
1.5.1 Simula~ao Seqiiencial de Indicatrizes: 
Neste contexto, uma lndicatriz e uma func;:ao aleat6ria que pode assumir apenas dois valores. 
0 e 1, de acordo com a regra: 
{
1 sexEF 
liF(x) = 0 casocontrfuio 
onde liF(x) e a func;:ao indicadora da facies F. Assim, havera tantas func;:oes indicatrizes quantas 
facies houver na modelagem. 
No caso da modelagem de variaveis contfnuas atraves de sua discretizaorao, definem-se as 
funor6es indicatrizes como: 
li() { 0 sez;<Z(x) 
z, x = 1 sez; 2: Z(x) 
onde z; sao pontos de corte (cutt-offs) definindo k faixas de interesse na caracterizac;:ao da 
func;:ao aleat6ria Z ( x). 
0 algoritmo de simulac;:ao sequencia! baseia-se na fatorac;:ao bayesiana e pode ser aplicado 
sempre que for possfvel avaliar a probabilidade condicional de urn evento dados os eventos 
previamente simulados ou estabelecidos como condicionantes. No caso da simulac;:ao 
sequencia! das indicatrizes, estas probabilidades sao obtidas atraves da krigagem da indicatriz. 
A demonstra<;:ao desta propriedade pode ser encontrada em Journel, 1989. 
No caso da discretiza<,;ao das variaveis contfnuas, a principal vantagem do metodo e a 
possibilidade de modelar tantas covariiincias espaciais quantas indicatrizes forem definidas, 
contra apenas uma nos mode los gaussianos tradicionais (Journel, 1989). 
A consistencia te6rica da abordagem sequencia! das indicatrizes tern sido alvo de diversos 
trabalhos, e vfuios pontos permanecem duvidosos. Galli e Beucher (1997) fazem urn apanhado 
das dificuldades existentes e remetem a algumas referencias sobre o assunto. 
Apesar destas dificuldades, o metodo tern sido largamente empregado na sua versao sobre 
variaveis discretas, particularmente na simulac;:ao da arquitetura de facies de reservat6rios de 
petrol eo. 
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1.5.2 Gaussiana Truncada 
0 modelo da Gaussiana Truncada simula distribui<;oes espaciais de variaveis indicatrizes -
representativas de fenomenos categ6ricos ou fenomenos continuos discretizados - atraves do 
truncamento de uma fun<;iio aleat6ria gaussiana. 
Selecionam-se os pontos de corte (cutt-offs) Yp, do truncamento de forma a obterem-se as 
propor<;oes Pi adequadas de cada categoria, atraves da rela<;iio Yp, = G-1 (Pi), onde Yp, e o 
p;-quantil da normal gaussiana cuja fun<;iio de distribui<;iio acumulada e G, e Pi e a propor<;iio 
acumulada das categorias 1 ... i. 
A simula<;iio do modelo e rapida e eficiente, e consiste na obten<;iio de uma realiza<;iio da 
fun<;iio gaussiana com o modelo de covariancia desejado. Esta realiza<;iio e entiio truncada nos 
pontos de corte previamente definidos para obten<;iio da imagem desejada. 
Deutsch et al. (1992) enumeram tres problemas do modelo: 
• o esquema de truncamento gera uma ordena<;iio - nem sempre desejavel - das facies nas 
imagens simuladas 
• o modelo de covariancia da fun<;iio gaussiana go verna as covariancias das variaveis indica-
trizes de forma arbitraria, gerando realiza<;oes com variabilidade espacial niio controlada 
• o condicionamento das realiza<;oes a dados categ6ricos e problematico, ja que a fun<;iio 
aleat6ria simulada e continua 
Galli e Beucher (1997) comentam estas caracteristicas: 
• a caracterfsticada ordena<;iio, quando problematica. e amenizada pel a possibilidade de variarem-
se os pontos de corte no espa<;o de acordo com curvas de propor<;oes experimentais e/ou 
mode Iadas 
• podem-se modelar covariancias cruzadas consistentes das indicatrizes, ainda que reste pouca 
liberdade para uma modelagem correta dos variogramas cruzados experimentais 
• o condicionamento das realiza<;oes a dados categ6ricos pode ser obtido atraves de algoritmos 
como o Gibbs Sampler 
1.5.3 Plurigaussiana Truncada 
0 modelo da plurigaussiana truncada e uma extensiio direta do modelo da gaussiana truncada. 
Cada categoria e aqui definida por truncamentos sobre n gaussianas. correlacionadas ou 
niio, eliminando o problema do ordenamento das categorias observado no modelo da gaussiana 
truncada. 
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Segundo Galli e Beucher ( 1997), esta extensao permite a manipula<,:ao das probabilidades de 
transi<,:ao e das anisotropias entre as facies, respeitando os variogramas das indicatrizes, mesmo 
quando o mimero de gaussianas e restrito an = 2. 
0 metodo possui consistencia te6rica e sua simula9ao e tambem uma extensao daquela da 
gaussiana truncada. 
1.5.4 Campos Aleat6rios Markovianos - CAMs 
Os Campos Aleat6rios Markovianos sao uma classe de distribui96es de probabilidades a 
valores discretos definidas pela condi9ao de que a probabilidade local de ocorrer urn valor em 
urn ponto do dominio depende apenas dos valores que ocorrem na vizinhan9a deste ponto. 
Sob certas condi<,:oes - nao muito restritivas -, relativas a defini9ao de vizinhan<,:a, a forma 
funcional da expressao das probabilidades, e a condi9ao de probabilidades nao-nulas, o con junto 
das probabilidades locals define unicamente a probabilidade conjunta do campo. 
A simula9ao de CAMs pode ser realizada atraves do uso de algoritmos iterativos da classe 
dos algoritmos de Hastings, a exemplo do algoritmo de Metropolis e do Amostrador de Gibbs. 
As primeiras aplica96es reportadas de CAMs remontam a decada de 20, com o trabalho de 
Ising em ferromagnetismo (Crosse Jain, 1983). Outras aplica96es na area da Fisica Estatistica 
sao relativas a modelagem de separa9ao de fases em Iigas binarias por Flinn ( 1974) e ordena<,:ao 
em cristais (segundo Crosse Jain, 1983). 
Besag (1974) reporta aplica<,:oes de CAMs na modelagem de experimentos em agricultura. 
Crosse Jain ( 1983) historiam o uso de CAMs na sintese de texturas de imagens e apresentam 
uma cole<,:ao de imagens pretensamente representativas das texturas obteniveis pela tecnica. 
Seus modelos incluem varia<,:6es anisotr6picas. 
Mais recentemente seguindo o trabalho de Geman e Geman (1984), urn enorme mimero de 
aplica<,:6es na area da ana!ise e sintese de imagens digitalizadas tern sido reportado. onde os 
CAMs tern sido utilizados freqtientemente como distribui96es a priori em contexto bayesiano. 
Li (1996) e uma referencia bastante completa sobre o tema. 
Em Geologia, o uso de CAMs na modelagem estocastica de reservat6rios de petr6leo vern 
sendo reportado em trabalhos de revisao como altemativa natural - e potencialmente mais 
rica- ao uso de modelos como a simula.;ao seqUencia! da indicatriz (de consistencia te6rica 
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problematica) e a gaussiana truncada (com seu ordenamento de categorias e outras dificuldades). 
Revisoes sobre este tema podem ser encontradas em Dubrule (1989), Haldorsen e Damsleth 
(1990), Omre (1992), Dubrule (1992), Ripley (1992) e Chessa (1995). 
Em Galli e Beucher (1997), acrescenta-se aos metodos acima a plurigaussiana truncada. 
Infelizmente os CAMs sao mencionados apenas en passant neste trabalho. 
Inexistem trabalhos comparando a tecnica a outras potencialmente competidoras. A 
argumentac,;ao, quando existente, e essencialmente sobre as qualidades e defeitos intrinsicos 
dos metodos, e escassamente comparativa. 
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Capitulo 2 
CAMs - Embasamento Conceitual 
2.1 Introduc;ao 
Sao apresentados os conceitos fundarnentais relacionados aos Campos Aleat6rios 
Markovianos. 
E colocada a utilidade do conceito e mostrada a dificuldade de modelagem a partir da 
conceituayao basica. 
E colocada a equivalencia entre CAMs e Distribui96es de Gibbs. 
Demonstra-se como as Distribuiy6es de Gibbs surgem no processo de modelagem de imagens 
com caracteristicas especfficas e sua utilidade para contomar os problemas da formulayao 
markoviana. 
2.2 Definic;ao 
Campos Aleatorios Markovianos - CAMs sao uma classe de processos estocasticos a 
valores discretos4 definidos sobre urn arranjo espacial de coordenadas e caracterizados pela 
propriedade de que o valor assumido por uma varia vel aleat6ria e de pendente apenas dos val ores 
das variaveis aleat6rias que ocorrem em sua vizinhanya. 
0 interesse deste estudo esta voltado para a simulayao de CAMs. de forma que deseja-
se caracterizar e amostrar a distribui<;ao de probabilidades conjunta das variaveis aleat6rias 
residentes nas celas do arranjo espacial considerado. 
Na pratica da caracterizayao de reservat6rios em geologia do petr6leo. o fen6meno modelado 
geralmente corresponde a distribuiorao espacial de alguma caracteristica geologica de interesse. 
Matematicamente este arranjo espacial e representado por urn vetor (uni, bi ou 
tridimensional), cujo fndice e indicador da posi<;ao espacial correspondente. 0 termo grade 
sera utilizado aqui para designar este arranjo espacial, independentemente de sua dimensao 
1 Besag ( 1974) afinna que o conceito pode ser estendido as vari3veis contfnuas. Neste trabalho sed abordada apenas 
a versiio discreta dos CAMs. 
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e/ou geometria. Por simplifica~iio, e sem perda de generalidade, sera feita referencia ao fndice 
de posi~iio da grade como unidimensional. 
Seja S o conjunto de celas de uma grade. 
Suponha-se que em cada cela 8 de S possa-se observar urn estado5 de urn con junto ::::, 6 de 
estados possiveis, por simplicidade considerado igual para todas as celas. Neste caso, o con junto 
de todas as imagens possfveis seni' 
Portanto, sea grade S for composta porN celas, a variavel aleat6ria que se deseja caracterizar 
e simular tern a forma: 
X: !1->:::: = {X1,X2, ... ,XN-l,XN}, 
onde !1 denota urn espa~o amostral generico, e uma realiza~iio (imagem) especifica de X tera a 
forma correspondente: 
Suponha-se agora que r. seja uma probabilidade sobre o conjunto das imagens ::::, e que a 
probabilidade de ocorrer uma imagem qualquer seja sempre maior do que zero. Ou seja': 
r.(X = x) = Pr({X1 = X1,X2 = .r2, ... ,XN-1 = J:N-!,XN = :z;N}) > O:x E:::: (I) 
Esta premissa determina que qualquer imagem sera possivel, desde que esta imagem exista 
no universo :::: das imagens, incluindo, por exemplo, uma imagem de uma unica cor. 
Para cada cela 8 da grade, define-sea probabilidade condicional: 
r., (x) = 7r ( {y : Ys = :rs} I {y : Yt = x,, t # 8}) (2) 
A expressiio acima define, em termos de probabilidades de ocorrerem imagens ou conjuntos 
de imagens, o seguinte conceito, intuitivamente razoavel: 
A probabilidade condicional de ocorrencia de uma determinada cor J:s em uma determi-
nada cela 8 de uma imagem x depende das cores x 1 que ocorrem em todos os demais 
' Por exemplo: cor. facies, etc. 
6 Pronuncia-se "csi". Seu corespondente minUscule e ~ 
7 0 produt6rio cartesiano dos conjuntos =:.,. 
~ Por simplicidade. sera adotada a seguinte notayiio: 
r.(X=x) =r.({x}) =r.(x) 
e 
Pr({Xt = x, ... ,X,v = XN}) = Pr({.t 1 ..... 1·,v}) 
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pontos t i s da imagem x. 
A expressiio acima e conhecida como a expressiio das "Caracteristicas Locais associadas a 
rr" . 
Note-se que rrs(x) e rr(x) estiio relacionadas da seguinte forma: 
1rs (x) - rr({y:y5 =Xs}l{y:y,=Xtotfs}) 
1r ( {y: Ys = Xs} n {y: Yt = x,, t f s}) 
1r ( {y : Yt = x,, t i s}) 
1T (x) (3) 
Ly,yt=Xt ,t;"s 1T (y) 
Considere-se agora uma vizinhanc;:a as da cela s, definida como urn conjunto qualquer de 
celas obedecendo as seguintes condic;:oes: 
(l) S '/: 08 • 
Ou seja, uma cela niio pode ser vizinha dela propria. 
(2) s E 8, ~ t E 05 • 
Se uma cela pertence a vizinhanc;:a de outra, a reef proca deve ser verdadeira. 
0 conjunto V = { a5 : s E S} sera chamado de familia de vizinhan,as na grade S . 
0 arranjo espacial S e a familia de vizinhanc;as V constituem urn grafo g ( S, V) em que os 
pontOS S de S SiiO OS nos do grafo e OS pares ( S, t) SiiO OS /a~·os do grafo, Se S e vizinho de t. 
Por definic;iio, diz-se que 1r e uma probabilidade markoviana em relac,;ao ao grafo g ou 
9-markoviana se: 
1rs(x) = rr({y: y., = x.,} I {y: Yt = :Et,t E D.,});s E S (4) 
Analogamente ao que foi feito para a expressiio (2) (pag 14 ), a expressiio ( ll) (pag. 20) 
define, em termos das probabilidades de ocorrerem imagens ou conjuntos de imagens, o 
seguinte conceito (pmpriedade markoviana ): 
A probabilidade condicional de ocorrer uma determinada cor x., na cela s da imagem x 
depende apenas das cores x, que ocorrem nas celas t pertencentes a vizinhanc,:a D., da cela 
s. 
A propriedade markoviana possui o efeito de reduzir o universo de dependencia a vizinhanc;a 
adotada. No caso de vizinhanc;as locais, esta reduc;:ao pode ser a chave para a viabilizac;:iio da 
modelagem de fenomenos que de outra forma seriam intrataveis. 
Frequentemente sera possfvel supor a existencia da propriedade markoviana, mesmo no caso 
de modelagem de fenomenos para os quais ela niio pode ser suposta estritamente, desde que se 
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possa considerar a influencia de pontos distantes como desprezfvel em relas;iio a influencia dos 
pontos situados em uma vizinhans;a proxima. 
Finalmente, diz-se que a varia vel aleat6ria X : !1 --+ :::, com distribui~iio de probabilidades 
1r (X= x) > 0; 'ix E :::, e urn Campo Aleat6rio Markoviano em rela.,;iio ao grafo 9 (S, V) 
se 1r for uma probabilidade g-Markoviana. 
OBSERVA<;AO: 
Pode-se definir a seguinte vizinhans;a para cada cela s da grade S: 
a;= {S {s}} 
Esta vizinhan~a abrange todas as celas da grade, a exces;iio daquela a que se refere a 
vizinhans;a. 
A familia de vizinhans;as correspondente e Vo = {a; : s E S}, e o grafo correspon-
dente ego= (S, V0 ). 
Se 1fs (x) = 1f ({y: Ys = Xs} I {y: Yt = x,, tEa;}), entiio 1f e uma probabilidade 
go -markoviana. Mas ocorre que a definis;iio de Vo e tal que a expressiio acima iguala-
se aquela em que se define 1f8 ( x) sem considerar a propriedade markoviana ( expressiio 
(2), pag. 14). Ou seja, qualquer probabilidade 1r definida sobre S sera sempre uma 
probabilidade go -markoviana. 
Besag (1974) apresenta o seguinte resultado: 
(5) 
N 
1r (x) =IT 1r (x; l·r!, ... , J:;-1, Yi-1, ... , YN) (6) 
1f (y) i~l 1f (y; I 2.1, ... , X;-!, Yi-1· ... , YN) 
A equas;iio (6) expressa a raziio entre as probabilidades conjuntas de duas imagens atraves 
das caracteristicas locais de 1r. Por (6) pode-se observar a principal dificuldade existente para 
especificar a probabilidade 1r atraves da familia das caracteristicas locais: como os r6tulos 
indicadores de posis;iio das variaveis aleat6rias locais X; silo arbitrarios, fica claro que existem 
muitas fatoras;iies do tipo (6) possfveis. Como todas elas devem ser equivalentes. de forma a 
que a estrutura de probabilidade conjunta seja matematicamente consistente, a forma funcional 
das distribuis;iies de probabilidades condicionais (caracteristicas locais) deve sofrer restri~iies 
severas. 
Portanto, e virtualmente impossfvel especificar empiricamente as caracteristicas locais de 
forma a consistir uma distribui~iio de probabilidades conjunta val ida. 
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2.3 CAMs e Distribui<_;oes de Gibbs 
0 Teorema de Hammersley e Clifford estabelece a forma funcional geral das caracteristicas 
locais validas, e a respectiva forma funcional da distribuic;:ao conjunta determinada por uma 
farm1ia de caracteristicas locais. 
Este teorema data de 1971 e nao foi publicado por seus autores. Demonstrac;:oes altemativas 
do Teorema de Hammersley e Clifford podem ser encontradas em Besag ( 197 4) e Bustos et a!. 
( 1993). 
De acordo com este terorema, todo CAMe equivalente a uma Distribui~·ao de Gibbs, que e 
uma distribuic;:ao de probabilidades com a seguinte propriedade: 
1r(X = x) ex exp ( -Hv (x)) (7) 
onde 
Hv(x) =- L V(x,A) (8) 
.4EC(Q) 
e afunp'io de energia da imagem x associada ao potencial V. A definic;:ao deste ultimo vern a 
segmr. 
Para compreender a ideia subjacente a definic;:iio de uma farrtilia de distribui.;:oes de 
probabilidades com a forma de (7), suponha-se que exista interesse em amostrar aleatoriamente 
imagens em que esteja presente uma determinada caracteristica. 
Dada uma imagem qualquer, como quantificar a presenc;:a desta caracteristica, de modo a 
valorar a imagem como "proxima" ou "distante" da caracteristica desejada? 
E possfvel que uma porc;:ao da imagem seja portadora da caracteristica, enquanto o resto 
aproxima-se vagamente do desejado. 
E possivel que a caracteristica comporte mais de urn aspecto, e assim sendo e possivel que 
uma pon;iio da imagem esteja proxima do desejado em urn aspecto, mas distante em outro. 
De uma maneira geral, e intuitiva a necessidade de avaliar cada subconjunto possivel da 
imagem em relac;:ao a caracteristica desejada, e neste processo podem-se atribuir "notas" a cada 
subconjunto avaliado. 
Desta forma. se a soma de todas as notas de todos os subconjuntos possfvcis de uma imagem 
for superior a soma das "notas" de uma segunda imagem, e possfvel afirmar que a imagem 
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de maior escore estli como urn todo mais proxima da caracterfstica desejada do que a sua 
concorrente9 • 
Com o objetivo de obter amostras aleat6rias de imagens portadoras da caracterfstica em 
questao, pode-se definir uma distribuit;:ao de probabilidades sobre o universo das imagens 
possfveis de tal forma que a probabilidade de ocorrer uma imagem seja tanto maior quanto 
maior seja o seu escore. 
A expressao (7) apresenta uma relat;:ao desta natureza. 
No contexto das distribuit;:6es de Gibbs, as fun96es pelas quais sao atribufdas "notas" aos 
subconjuntos das imagens sao chamadas de Fnnt;oes Potenciais. 
A natureza das funt;:6es potenciais e dependente da caracterfsticas desejadas para as imagens, 
e sua formulat;:ao deve obedecer a dois requisistos: 
(1) V(x,0) = 0 
0 potencial do conjunto vazio deve ser zero. 
(2) x., = y., 1:/s E A, A<;;; S =? V (x,A) = V (y, A) 
Se duas imagens x e y forem iguais em urn subconjunto A de celas da grade, entao os po-
tenciais das imagens em relat;:ao a A de vern ser iguais. 
Ambas as condit;:6es sao bastante intuitivas e naturalmente estarao presentes em qualquer 
modelagem pnitica. 
0 escore resultante da soma das funt;:6es potenciais sobre todos os subconjuntos da imagem 
recebe o nome de Energia da imagem x em relat;iio ao potencial V. 
Hv (x) = -LV (x, A.) (9) 
.4£8 
0 sinal negativo presente na relac;ao (9) pretende apenas tornar a rela<,:ao inversa: quanto 
maior o potencial, menor a energia, de forma a preservar a not;:ao advinda da Ffsica de que os 
estados de menor energia sao mais provaveis. 
Final mente, chega-se a expressao (7) (pag. 17) ao definir-se a probabilidade de uma imagem 
x como proporcional ao exponencial da energia de x medida pelo potencial V. 
A func;ao exponencial e uma funt;:ao bern comportada do ponto-de-vista matematico. 
Calculada sobre a energia (o somat6rio dos potenciais), fomece valores mais elevados para as 
imagens de pequena energia (alto potencial) relativamente as de alta energia do que os valores 
9 Neste raciocinio niio estfi sendo considerada a possibilidade de existir independencia condicional markoviana em 
rela~£io a alguma vizinhan<;a local. 
Em outras palawas. esta sendo considerada uma vizinhalll;a global (V"). 
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que seriam obtidos na sua ausencia, podendo acentuar desta forma a moda da distribui~ao de 
probabilidades decorrente (reduzindo a sua variiincia). 
0 ca!culo das probabilidades associadas a expressiio (7) exige a avaliac<iio da constante de 
proporcionalidade: 
Z= I:exp(-Hv(y)) 
yE.=: 
Esta constante envolve as energias de todas as imagens possfveis, e Z e chamada de Func;iio 
de Partic;iio do potencial V. 
Observe-se que, estabelecida a relac<iio: 
1 exp(-Hv(x)) 
JT(X=x)=zexp(-Hv(x))=I: (-H ( )) yEO:exp v y (10) 
o calculo das caracterfsticas locais de 1r pode ser feito atraves de (3) (pag. 15). 
Recapitulando: foi visto o conceito de Campos Aleat6rios Markovianos; foi colocada 
a afirmac<iio de que OS OS CAMs sao equivalentes as Distribuic<6es de Gibbs (Teorema de 
Hammersley e Clifford); e foi mostrado como as Distribuic;oes de Gibbs surgem naturalmente do 
processo de estabelecer uma distribuic;ao de probabilidades que permita a obtenc;ao de amostras 
aleat6rias de imagens com caracterfsticas especfficas. 
Nesta ultima etapa, foi estabelecida a forma da distribuic;ao de probabilidades como func;ao 
da func;ao de energia, envolvendo uma constante de proporcionalidade e considerando o caso 
da vizinhanc;:a global. A func;ao de energia envolve urn somat6rio sobre todos os subconjuntos 
possfveis da imagem, e e facil perceber que o esforc;o computacional necess:irio para a avaliac;ao 
desta func;ao assim como definida torna impraticavel o seu uso em qualquer situac;ao de 
utilidade pratica, a menos que a func;ao potencial venha a ser definida de forma a reduzir 
consideravelmente este esforc<o10 . 
Na mesma linha de raciocfnio, constata-se que a avaliac;:ao da constante de proporcionalidade 
e tarefa ainda mais ingrata, pois envolve o calculo da energia de todas as imagens possfveis. 
Como foi observado anteriormente, a expressiio (I 0) (pag. 19) apresenta o formato das 
Distribui~oes de Gibbs resultante de urn desenvolvimento em que niio foi considerada a 
propriedade markoviana. Esta condic;:ao equivale a considerar a propriedade markoviana 
relativa a uma vizinhan.;a global como definida em (5) (pag. 16). 
10 Este eo caso dos Campos Aleat6rios Semi-Markovianos de Tjelmeland et al. ( 1992). 
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Quando a propriedade markoviana relativa a uma vizinhan~a local e considerada no 
desenvolvimento da expressiio das Distribui~oes de Gibbs, uma altera~ao e introduzida em 
rela~iio ao que foi obtido no caso da vizinhan<;;a global. 
Esta altera~iio envolve uma famflia especial de con juntos de celas da grade, chamada Familia 
das Cliques do grafo g e designada por C (9). 
Cliques do grafo g ( S, V) sao os conjuntos de celas da grade constituidos por uma unica cela 
ou por qualquer numero de celas, desde que todas reciprocamente vizinhas. 
Deve-se observar agora uma terceira condi~ao na formula~ao das Fun~oes Potenciais, alem 
das condi~oes listadas a pagina 18. 
V (x, A) = 0 seA fj:. C (9) 
Por esta condi~iio, o potencial de todos os conjuntos de celas que niio sejam cliques sera nulo, 
e a Fun~iio Potencial assim definida e chamada de g-potencial. 
A expressiio da energia da imagem x torna-se: 
Hv(x) =- L V(x,A) 
AEC(Q) 
o que reduz drasticamente o esfor~o computacional necessaria para calculo da energia da 
imagem. no caso de adotar-se urn CAM definido sobre uma vizinhan~a restrita. 
Portanto, a defini<;:iio de urn g-potencial i/ (x, A) produz urn CAM cuja familia de 
caracteristicas locais 
exp(L:;AEC.sEA V(x,A)) 
rr., (x) = (11) 
L:;yE::Oiu•="•dfs exp (L:AEC.sEA V (y, A)) 
induz uma distribui~iio conjunta equivalente a Distribui~ao de Gibbs dada por 
rr (x) = exp (L:AEC V (x, A)) (12) 
L:yE::O exp (L:AEC V (y. A)) 
0 processo de modelagem por CAM consiste na defini~iio de urn g-potencial adequado a 
descri~iio do fenomeno em estudo. 
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3.1 Introdu~ao 
Capitulo 3 
CAMs - Modelagem 
Neste capitulo seriio abordados os elementos envolvidos no processo de modelagem por 
CAMs, essencialmente o estabelecimento de urn 9-potencial conveniente. 
A defini<;:iio de uma fun<;:iio 9-potencial e urn processo que envolve: 
• a determina<;:iio da vizinhan<;:a a ser considerada, 
• a determina<;:iio das cliques do grafo resultante a serem consideradas, e 
• o estabelecimento do modelo de valora<;:iio das intera<;:oes entre as celas para cada clique 
considerada. 
Os dois primeiros itens estiio intimamente relacionados e seriio abordados sob urn mesmo 
t6pico, enquanto o terceiro item sera abordado em t6pico separado. 
3.2 Elementos Geometricos: Vizinhan~as, Grafos e Cliques 
Como foi visto na sec,;iio anterior, a fun<;:iio potencial deve ser capaz de quantificar a 
adequa<;:iio dos diversos subconjuntos de uma imagem a alguma caracteristica de interesse na 
modelagem. 
Em se tratando de urn 9-potencial, deve ser capaz de quantificar esta adequa<;:iio para todos 
os conjuntos da familia das cliques, pois, por defini<;:iio, o seu valor sera nulo para quaisquer 
outros conjuntos. 
No caso bidimensional de uma grade retangular. a vizinhan<;:a mms simples e aquela 
constituida pelos quatro pontos mais pr6ximos (fig l). 
Se s = (i,j): 
f)H = O(i,j) = {(i -l,j)' (i + 1,j) '(i,j- 1)' (i,j + 1)} (13) 
com adapta<;:oes convenientes nas bordas e cantos da grade. 
QJ+1) 
(I-1J) QJ) (1+1J) 
OJ·1) 
Figura 1: 0 esquema do vizinho mais proximo. 
Genericamente, uma ordem natural de vizinhan<;:as pode ser estabelecida com base na 
distancia entre urn ponto e seus vizinhos (Geman e Geman, 1984). No plano: 
Para c = 1, 
a{;,j) {(k,Z) E s: o < (k i) 2 + (Z J)2 ::; 1} 
{(i -1,j) '(i + 1,j)' (i,j -1)' (i,j + 1)} 
e a?i,j) corresponde a (13 ). 
(14) 
A figura 2 mostra as configura<;:6es das vizinhan<;:as planas para c ::; 13. A configura<;:iio 
da vizinhan<;:a caracterizada por c = 8 inclui todas as celas assinaladas com valores iguais ou 
inferiores a 8. 
13 10 9 10 13 
13 B 5 4 5 8 13 
10 5 2 1 2 5 10 
9 4 1 s 1 4 9 
10 5 2 1 2 5 10 
13 B 5 4 5 8 13 
13 10 9 10 13 
Figura 2: Esquema mostrando as vizinhan<;:as planas para c ::; 13. 
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A famflia das cliques resultante da defini<;ao de a; e composta de todos OS subconjuntos de 
S das formas: 
I. n • II 
Figura 3: Cliques do esquema do vizinho mais proximo. 
Portanto, uma fun9ao potencial definida para o sistema de vizinhan<;as mais simples possfvel 
no plano deveni avaliar conjuntos de no maximo dois pontos. 
Para c = 2, a famflia das cliques correspondente sera composta por todos os subconjuntos 
de S nas formas definidas na figura 3, mais as formas a seguir: 
Figura 4: Cliques adicionais da vizinhanc,;a c = 2. 
Correspondentemente, a fun<;ao potencial definida sobre uma vizinhanc,;a do tipo c - 2 
devera avaliar conjuntos de, no maximo, 4 celas. 
Para c = 8, pertencerao a famflia das cliques todos os subconjuntos da grade com numero 
de celas entre 1 e 9, de tal forma que as celas estejam em posic,;ao relativa igual a de algum 
subconjunto presente na figura 5. 
Figura 5: Clique maxima da vizinhanc,;a 8. As linhas assinalam todas as interac,;oes possiveis. 
E facil perceber que o numero de cliques do grafo aumenta rapidamente a medida que a 
vizinhan<;a cresce. ate eventualmente abranger todos os subconjuntos possiveis da grade, no 
caso da vizinhan<;a global. 
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Esta caracteristica, de se poderem modelar rela96es entre varias coordenadas da grade 
atraves da fun9iio potencial, confere ao esquema markoviano uma grande riqueza em termos 
de modelagem de fen6menos espaciais. 
As mesmas considera96es sao, evidentemente. validas para grades tridimensionais. 
Uma ordena9iio de vizinhan9as anruoga a (14) (pag. 22) pode ser estabelecida para grades 
3D: 
ff, = o(i,J,k) = {(l,m,n) E S: 0 < (1- i) 2 + (m- j)2 + (n k)2 ::; c} (15) 
A figura 6 apresenta as configura96es de vizinhan9as 3D correspondentes a defini9iio (15) 
parae::; 9. 
S=(i.j. k) 
lsi 
• • • 5 I • I 
• 
' 
, ~ I 5 I 
--
I• ' , ' • I • I • I 
• ' 
I i 2 I 5 ) 
• • ' ! 5 I 8 I 
~ 
• • • • • • • • 
' ' ' ' 
• • • • • • 
• 
' 
, 
' • • • • • • I 
'" ' ' 
• • • . • • I 
• I• • • • • e ! ~ 
Figura 6: Quatro se~6es do cubo de vizinhan~a para r ::; 9. Os numeros indicam a vizinhan~a 
minima a que as respectivas celas pertenceriio. 
Para c = 1, as cliques tern no maximo 2 celas (figura 7): 
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Figura 7: Vizinhanc,:a 3D para c = 1 e cliques correspondentes 
Para c = 3, as cliques teriio entre 1 e 8 celas, conforrnes a algum subconjunto da clique 
maxima mostrada na figura 8. 
Figura 8: Clique maxima 3D da vizinhan<;a c ::; 3. 
Finalmente, e conveniente observar que as defini<;6es de vizinhan<;as conforme (14) (pag. 
22) e (15) (pag. 24) implicam que as celas situadas pr6ximas as bordas da grade possuem urn 
numero menor de vizinhos do que aquelas situadas no interior da grade. 
No caso bidimensional com vizinhan<;a r = 1, a grade pode ser dividida em 3 subconjuntos, 
de acordo como numero de vizinhos existente em cada cela do con junto: 
c c 
~ ~ 
u u 
c c 
Figura 9: Corpo (A), Bordas (B) e Cantos (C) 
0 conjunto A e o corpo da grade, e todas as celas que o compoem possuem a vizinhan<;a 
completa. 
0 conjunto B e o conjunto de bordas da grade, e todas as celas que o compoem possuem 
apenas 3 vizinhos. 
0 conjunto C e o conjunto dos cantos da grade, e todas as celas que o compoem possuem 
apenas 2 vizinhos. 
No caso tridimensional com vizinhanc,:a c = L definem-se analogamente os con juntos: 
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• corpo: celas com vizinhan<;a completa (6 vizinhos) 
• face : celas com 5 vizinhos 
• aresta : celas com 4 vizinhos 
• vertice: celas com 3 vizinhos 
3.3 Fun~oes Potenciais 
0 terceiro elemento no processo de modelagem por CAM e a defini<;iio das Funr;oes 
Potenciais necessarias a avalia<;iio da adequa<;iio dos subconjuntos de uma imagem a 
caracteristica que esta sendo modelada. 
Mais especificamente, as fun<;6es potenciais deverao avaliar os subconjuntos da imagem 
pertencentes a faffillia das cliques do grafo definido pela familia de vizinhan<;as sobre a grade 
que serve de suporte ao processo, conforme vis to nas se<;6es anteriores. 
Sao apresentados os modelos classicos de Ising e Potts-Strauss, e sua rela<;iio com mode los 
extrafdos da literatura sobre a simula<;iio de CAMs na caracteriza<;iio de reservat6rios de 
petr6leo. 
Os modelos de Ising e Potts-Strauss apresentam urn comportamento conhecido como 
Tt·ansir;iiode Fase (Ripley, 1992, Frery, 1993). Este comportamentoesta, porsua vez, associado 
a urn valor critico especffico /3c do pariimetro de atratividade do modelo 11 , e consiste no 
desenvolvimento de padroes de correla<;:iio de Iongo alcance para mode los com /'l > /'l c versus 
padroes de curto alcance para mode los com ('J < f'Jc 
Imagens geradas para /1 supercrftico consistem de grandes manchas de uma cor salpicadas 
por celas esparsas de outra cor, com fronteiras suaves e longas entre as manchas. 
Para grades de tamanho infinito, o valor critico do pariimetro e dado por 
(i, = In ( 1 + v'K) 
onde K eo numero de cores possfveis do modelo (Frery, 1993). 
3.3.1 0 Modelo de Ising 
No caso de modelos definidos sobre grades bidimensionais, a familia de vizinhan<;:as mais 
simples corresponde ao modelo do vizinho mais proximo. ou 
a(ij) = { (k, z) E s: o < (k- i/ +(I- J) 2 ::; 1} 
11 Os modelo de Ising e Potts-Strauss sao apresentados nos itens 3.1 e 3.2. respectivamente. 
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{ ( i - 1, j), ( i + 1, j), ( i, j - 1), (i, j + 1)} (no corpo da grade) 
( verfigura I) 
As cliques correspondentes silo, para cada ce1a s = ( i, j) (figura 3): 
A = { ( i, j)} conjunto de uma tinica ce1a 
B = { { ( i, j) , ( i- 1, j)}, { ( i, j), ( i + 1, j)}} conjuntos de 2 ce1as co1ineares na direc;:iio i 
C = {{(i,j), (i,j- 1)}, {(i,j), (i,j + 1)}} conjuntos de 2 ce1as co1ineares na direc;:iio j 
A forma mais generica da func;:iio de energia sobre este sistema e: 
Hv(~) = - LVM 
MEC 
- [v4 (x, A) + L Va (x, D) + L Vc (x, E)] (16) 
DEB EEC 
0 caso especial em que o CAM X e binfuio (cada ce1a pode assumir apenas urn de dois 
val ores, codificados como 0 e 1, por exemplo, facies folhe1ho e facies arenito ), homogeneo 
(estritamente estacionfuio, invariante por translac;:iio) e isotr6pico (invariante por rotac;:iio), com 
a func;:iio potencial tomando a forma 
VMECo(i,j)EM - axu + (i (x;,jXi-l.j + X;,jXi~LJ) + (i (J:;.j-l:i,j-1 + .r;.jXi.j-1) 
X;,j (a+ (i(Xi-1,j + Xi-1,j + Xi,j-1 + Xi,j-1)) (17) 
e o chamado Mode/a de Ising, criado em 1925 para estudar o ferromagnetismo (Geman 
& Geman. 1984), e tambem conhecido como o modelo autolog[stico (Besag, 1974). Na 
termino1ogia correspondente, o parametro a corresponde ao efeito de urn campo magnetico 
extemo ao sistema e o parametro /3 corresponde a forc;:a de interac;:iio entre moleculas 
(coordenadas) vizinhas. 
De acordo com (II) (pag. 20), vale que: 
· .. (X_.)_ exp[-.Ti.J (a+ fl(:ri-l.J +:z:i-LJ + .ri.J-1 +:I:i.J-1))] 
7i1.J - X -
1 + exp [-:E;,j (a+ (f (Xi-l.j + Xi-l.j + :z:i.j-1 + :E;,j-1))] 
o que especifica a familia das caracteristicas locais do mode1o de Ising. 
Observe-se que a forrnulac;:iio ( 17) e uma expressiio algebricamente conveniente (em func;:iio 
da codificac;:iio dos estados possiveis como 0 e 1) para a func;:iio potencial que pode ser descrita 
de forma mais explicita da seguinte maneira: 
• 114 (x. A) = a se :~:;.J = 1. Atribui peso diferenciado a ocorrencia de uma das 2 classes 
possiveis (aquela codificada como 1 na forrnulac;:iio de Ising). 
Controla a distribui<;:iio marginal das classes (Ripley, 1992) 
• Vu (x. IJ) = (J se no vizinho a direita ocorrer o mesmo valor que ocorre na cela central: (i 
se no vizinho a esquerda ocorrer o mesmo valor que ocorre na cela centraL 28 seem ambas 
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as celas ocorrer o mesmo valor que ocorre na cela central. 
• Vc (x, C) = /3 se no vizinho de baixo ocorrer o mesmo valor que ocorre na cela central; (J 
se no vizinho de cima ocorrer o mesmo valor que ocorre na cela central; 2/3 seem ambas as 
celas ocorrer o mesmo valor que ocorre na cela central. 
Esta leitura da expressiio (17) mostra com clareza a modelagem da ac;iio de urn campo 
magnetico extemo mediante V:1. dependente do "tipo de molecula" que ocorre na cela. 
Ja V8 e Vc mode lam a intera~iio entre moleculas vizinhas, simplesmente atribuindo urn maior 
peso a continuidade espacial em rela~iio a descontinuidade, no caso de /3 > 0, ou favorecendo 
a descontinuidade em relac;iio a continuidade, se (J < 0 .. 
0 parfunetro (J pode ser: 
• positivo, denotando atra~iio entre celas vizinhas, e consequente gera~iio de aglomerados de 
celas como mesmo valor; 
• negativo, denotando repulsiio entre celas vizinhas e favorecendo a formac;iio de urn padriio 
de tabuleiro de xadrez; 
• nulo, indicando independencia entre vizinhos. 
A anisotropia pode ser facilmente considerada no modelo de Ising, desde que sejam 
diferenciadas as func;oes V8 e Vc de (16) (pag. 27), atraves da introduc;iio de urn terceiro 
pariimetro. 
A func;iio de energia assume a forma: 
VMEC•(i,j)EM = X;,j [a+ i3h (2:1-1,j + :r:i-J.j) + l3v (xi.j-1 + xi,j+1)] 
e 
( ) exp [-x;,J (a+ /3h (:r•i-l.j + 2:;-1.J) + /3,. (:ri.J·-1 + :r:i.j-1))] 7r;.1 xi.j = 2:;.,1 = .,.---'-'--,--:::L'---:...:...._:.::..,:-:.....:.:L.._...:....='---;...:....'+-7'-_.:_---'"---'=:,.,..,. 1 + exp [-:r:;,j (a+ /3h (:r•i-l.j + :r•i-J.j) + ;9,. (:r:i,J-1 + J:;.j-1))] 
onde (3" e Pv sao, respectivamente, os parfunetros de continuidades horizontal e vertical do 
modelo. 
Uma extensiio 3D do modelo, considerando anisotropia, nasce da especificar;iio do sistema 
de vizinhos mais pr6ximos no espac;:o tridimensional (figura 7). 
A func;:iio potencial correspondente tera a forma: 
V (x, ilvf) = V:1 (x, A)+ L Vu (x. M) + L Vc (x, M) + L Vu (x. M) 
AlElJ ME[) 
on de ( figura 7) 
• A= {(i.j,k)} 
• B={{(i.j,k).(i-l,j.k)},{(i.j.k).(i+l.j.k)}} 
• C={{(i.j.k),(i.j-U:)},{(i.j.k).(i.j+l,k)}} 
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• D={{(i,j,k),(i,j,k-l)},{(i,j,k),(i,j,k+l)}} 
res ul tan do: 
r.;.,j,k (X= x) = 
_ expf -X;.j.k( a-(31 ( Xi-l.j,k-:ri+Lj,k )-B2 ( Xi.j-Lk-X;,j+Lk -'-f33 ( Xi,j,k-i-Xi.j,k+l)) 1 
- l+expl-xi,j cx-{31 Xi-l,j,k-xi+l,j,k )-.82 J:i,j-l,k....,..Xi.;+Lk )~f33( Xi,;,k-1-xi,j,k+l)) J 
3.3.1.1 0 Modelo de Omre et al. (1990) 
Uma variat;:ao anisotr6pica do modelo de Ising utilizando vizinhant;:a maior do que o sistema 
de vizinhos mais pr6ximos foi utilizada por Omre et at. (1990) para modelagem de horizontes 
cimentados por calcita em urn reservat6rio arenoso do Mar do Norte. 
A varia vel binaria foi definida como: 
t . _ { 1 se ocorre calcita em ( i, j) 
''•
1 
- 0 se ocorre areia em (i, j) 
A expressao das caracterfsticas locais definidas na modelagem e: 
Pr(t;,j = 11 tk,L; (k,l) E O;,J) = Cexp {- L . b.k~i,L~j (1- tk.l)} (18) 
(k.l)Eii,, 1 
onde 
• a;,J eo conjunto dos vizinhos de ( i, j) 
• C e a constante de proporcionalidade que faz com que Pr( t;J = 1 I ·) seja uma probabilidade 
• b.t>.i.b.J sao os pariimetros de continuidade, definidos somente para as 4 dire.,:oes principais: 
(E-W), (N-S), (NE-SW), (NW-SE) 
Como o sistema e binario, a familia das caracterfsticas locais fica completamente 
especificada por: 
Pr (t;J = 0 I tk,dk,l) E a;.J) = 1- Pr (ti.J = 11 tk.l; (k.l) E iJ;j) 
Observe-se que a forma funcional de ( !8) define apenas a intera<;ao entre pares de celas, 
implicitamente atribuindo valor nulo ao campo extemo (pesos diferenciados pela natureza da 
ocorrencia) c a quaisquer interac,:oes entre 3 ou mais celas (no caso de uma vizinhanc,:a 3x3, 
poderia ser definida interac,:ao de conjuntos de ate 4 pontos; para vizinhanc,:a 5x5, o tamanho 
maximo dos conjuntos pertencentes a familia das cliques do grafo e de 9 celas). Mais ainda. 
sao atribufdos valores nulos as interac,:oes entre pares de pontos situados fora das 4 direc,:oes 
cardeais. 
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Este procedimento simplifica o modelo e reduz enormemente a carga computacional exigida 
na simula\;ao subsequente, mas mantem ainda uma consideravel riqueza no modelo. 
3.3.2 Modelo de Potts-Strauss 
0 modelo de Potts-Strauss e a extensao do modelo de Ising para urn niimero de estados maior 
do que 2. 
Definido no plano sobre o sistema de vizinhos mais pr6ximos, apresenta a seguinte fun\;aO 
de energia: 
Hv (x) = - L Vc (x) = L [ax, + j31 L TI (x,, = x,) + .82 LIT (xs = x,)l (19) 
CEC sES tEO~ tE{)J,' 
on de 
li ( ) { 1 Se Xt = Xs 
Xs = x, = 0 caso contrario 
e a fun\;ao indicadora da continuidade da imagem entre os pontos s e t, 
i)~' { ( i - 1, j), ( i + 1, j)} eo conjunto dos vizinhos horizontais des e 
(]~ - {(i,j-l),(i,j+l)} eoconjuntodosvizinhosverticaisdes. 
com redefini<;6es adequadas nas bordas e cantos da grade. 
Este modelo tern sido largamente utilizado em tecnicas de restaura~;ao e analise de imagens 
e na sfntese de texturas (Cross & Jain, 1983). 
3.3.2.1 Modelo de Hl!iberg et al. 
Hy;iberg et al. (1990), em seu trabalho A Stochastic Model for Shale Distribution in 
Petmleum Reservoirs, utilizaram uma variante do modelo de Potts-Strauss para modelagem 
de nfveis de folhelho com grande extensao lateral atraves da sua discretiza\;aO. 
A varia vel modelada foi a espessura da camada. discretizada em urn numero finito ( K + 1) 
de valores na forma: 
t;,J E {O.a. 2a .... , Ka} 
As caracterfsticas locais foram definidas da seguinte forma: 
Pr(t;J I tk,;(k,l) E iJ; 1 ) = 
= * exp {- I:(k.l)EiJ,; ["'~,;'~' it; J - tk.t I -'- f:>k~i,t~JTI ( t, J = 0 of fk.t V t;.J of 0 = tk,t)] } 
on de 
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• ,Bk-i,l-J e flk-i,l-J sao pariimetros do modelo, Por questoes de consistencia, exige-se que 
fJi,J = (3-i,-J' fli,J = fl-i,-J• para quaisquer i, j, 
• li (w) = { 1 sew~ verdadeiro 
0 sew e falso 
• [)i,J eo conjunto das celas vizinhas dacela (i,j) 
• Z e a constante de proporcionalidade 
• v e a fun~,;ao 16gica ou 
A fun~,;ao potencial presente na expressao acima contempla somente conjuntos de 2 pontos, 
considerando nulas as contribui~oes de todas as outras cliques do grafo definido pela vizinhan~a 
oi,J sobre a gradeS. 
A semelhan~a do que foi feito por Omre et at. (1990), o modelo de H,;iberg eta/. (1990) 
e anisotr6pico e avalia as intera~oes de pares de pontos alinhados de acordo com as 4 dire~,;6es 
cardeais principais N-S, E-W, NE-SW e NW-SE. Desta forma, e exigida a especifica~ao de 8 
modelo ( ou apenas 4, no caso do sistema de vizinhos mais pr6ximos, que s6 admite 2 dire~6es 
de anisotropia). 
Para cada par de celas (i,j) e (k. 1), e observada a varia~ao de espessura da camada de 
folhelho (iti,J - tk,zl). Quanto maior esta varia~ao, tanto menor sera a parcela da fun~ao 
potencial a ela correspondente", resultando maior energia e, portanto, menor probabilidade de 
ocorrencia de varia~6es bruscas de espessura da camada. Por esta razao, ;1 sao os pariimetros 
que controlam a suavidade da varia.;:ao de espessura do folhelho nas diversas dire.;:6es de 
anisotropia. 
Para cada par de celas e avaliada tambem a continuidade do tipo de rocha, atraves da fun~ao 
indicadora K ( ti,J = 0 f tk.l V ti.J I 0 = tk.l). 
Esta fun~,;ao assume o valor l se houver transic;ao de areia (t = 0) para folhelho (t I 0), ou 
vice-versa. entre as celas ( i, j) e (k, 1). Portanto, se houver transic;ao o potencial do par de celas 
sera reduzido no valor de flk-i,l-J• com a conseqtiente redU<;ao da probabilidade da imagem. fl 
sao os parametros que controlam a continuidade litol6gica nas diversas dire~,;oes de anisotropia. 
l:2 Na suposi9ilo de urn valor de J normal mente positivo. 
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3.3.3 Campos Aleatorios Semi-Markovianos (CASM) 
Tjelmeland et al. (1992) introduziram os CASM na modelagem estocastica de reservat6rios 
de petr6leo por considerarem insatisfat6rios os resultados obtidos com experimenta'<iio sobre 
o modelo de Potts-Strauss e variantes, em fun'<iio da ocorrencia do fenomeno de Transi'<iio de 
Fase. 
3.3.3.1 Defini<;iio 
Os Campos Aleat6rios Semi-Markovianos constituem uma subclasse de CAMs definidos 
sobre a vizinhan'<a global vo. 
Nestes CAMs as fun'<oes potenciais sao definidas sobre os conjuntos de celas da imagem 
que constituem corpos homogeneos conectados. A ideia central e definir a probabilidade de 
ocorrencia de uma imagem como proporcional a adequa'<iio dos corpos (conjuntos homogeneos 
de celas) presentes na imagem a formas de interesse, ou de pares de corpos a intera'<oes de 
interesse. 
Sea imagem cuja probabilidade se deseja calcular for dividida no numero mfnimo de corpos 
homogeneos conexos que a compoem por inteiro, e se estes conjuntos forem chamados de 
B1 , B2, ... , BN8 , com as facies correspondentes sendo chamadas de r 1,r2, ... , rN 8 , entiio, de 
acordo com a ideia acima e introduzindo a fun<;:iio exponencial de acordo com a mesma 16gica 
usada na constru'<iio das Distribui<;:6es de Gibbs, pode-se escrever: 
1 { Na Na Na } 
Pr (x) = z exp ~ ul (IJ;, c;) + ~ j~l u2 (IJ;, C;, IJJ, cj) 
A esta equa<;:iio correspondem as fun<;:6es potenciais: 
{ 
U1 (IJ;,c;) seC=IJ;UR(IJ;) 
Vc(x) = U2 (IJ;,c;,BJ,cJl seC= B; UR(IJ;) U IJJ UR(IJJ) 
0 em qualquer outro caso 
on de: 
R(B)= (~a;) -B 
eo ane! extemo do corpo B, ja que D; e a vizinhan9a de ordem I da cela r. 
Por exemplo, se B e o corpo definido pel as eel as 0 , R (B) e o conjunto das eel as • . 
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• 
• • D • 
• D D D • 
• D • 
• 
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3.3.3.2 CASM - Modelagem 
Modelo de Tjelmeland et al. (1992) Em Tjelmeland et at. (1992), a func;:iio que descreve 
a interac;:iio entre os corpos e tomada como nula (U2 = 0), enquanto a func;:iio que descreve o 
tamanho e forma dos corpos e definida por: 
U1 (B, c) = Ux (lx (B), c)+ Uy (ly (B), c)+ Uz (lz (B), c)+ Uv (B, c) (20) 
onde, para p indicando x, y ou z: 
(21) 
e 
lv (B) = V2Q (. (p p) 2 dxdydz (22) 
VB Js 
com VB sendo o volume do corpo B, Jlp os comprimentos mectios esperados dos corpos facies 
c nas direc;:oes p e O'v os desvios padroes esperados para os comprimentos dos corpos da facies 
c nas direc;:oes p. 
As expressoes lp (B) (22) avaliam as extensoes do corpo B nas direc;:5es x, y e z. Assim 
sendo, as expressoes UP (lp, c) (21) avaliam o desvio do corpo B em relac;:iio as dimensoes 
esperadas para a facies c, e valores elevados de UP conferem a imagem baixa probabilidade 
de ocorrencia. 
Ja a parcela U,. (B, c) em (20) e definida naquele trabalho como: 
(Vu- ~l, (B) .ly (B) .lz (B)) 2 
U,. (B, c)= ? 
rr.~ 
A semelhanc;:a de UP em (21 ), U, avalia o desvio do volume do corpo l3 em relac;:iio a urn 
volume medio" e desvio padriio rT, .• esperados, conferindo probabilidades maiores a pequenos 
desvios. 
Assim, enquanto as componentes UP da func;:iio potencial U1 controlam principalmente as 
dimensoes dos corpos simulados, a componente U,. controla a forma destes corpos. 
Os pariimetros que especificam o modelo sao. para cada facies, v,.J1u, Jl,. rr,, rTy e rrz. 
Os resultados obtidos por Tjelmeland et a/. com este modelo, simulado com o uso do 
algoritmo de Metropolis, niio foram considerados satisfat6rios pelos autores. por apresentarem 
corpos inconsistentes com as caracterfsticas mode Iadas. Esta frustra9iio foi atribufda a natureza 
n ifl,. (ii) ly (/J) l, (/J): o volume de um elipsoide com eixos l,. (li).ly (IJ) e l, (IJ). 
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do algoritmo de simula~;ao- uma versao do algoritmo de Metropolis que procede a altera~;ao de 
uma unica cela da grade por itera~;ao -, resultando em convergencia extremamente lenta. Os 
autores argumentam que seria necessaria a utiliza~;ao de algoritmos capazes de alterar mais de 
uma cela, preferencialmente corpos inteiros, a cada itera~;ao. Este e, portanto, urn problema 
adequado a natureza dos algoritmos de simula~;ao de tipo cluster flip. que serao abordados no 
proximo capitulo. 
Em seu trabalho, Tjelmeland et a!. contornam o problema atraves da utilizayiio de urn 
algoritmo de simulated annealing, cuja discussao esta fora do escopo desta disserta~ao. 
Modelo de Fiiltetal. (1991) Fait eta!. (1991) prop6em urn modelo de CASM cuja distribuiyiio 
de probabilidades e dada por: 
1 { ~ } Pr {X= xI diagramas de cerca} = z exp Ucerca (x) + L U (Bb, cb) 
b=l 
(23) 
onde: 
• a imagem x foi dividida no maior numero possfvel de volumes ou corpos conexos homoge-
neos B 1, B2 , ... , BNB' 
• C& e a facies que ocorre no corpo B&. 
• Z e a constante de normalizayiio 
• u (B. c) e uma funyiiO potencial 
• Uc:erca (x) e uma fun~ao que especifica a influencia dos diagramas de cerca. 
Em relayiio ao modelo de Tjelmeland eta/., este modelo incorpora a func;ao Uccrca (x), 
cuja finalidade e condicionar as realizac;oes especificadas pela funyiio potencial U (B, c) 
aos corpos interpretados manualmente atraves de diagramas de cerca. Observe-se que este 
condicionamento nao e exato, mas possui urn grau de liberdade especificado atraves do 
pariimetro a da ex pres sao de Ucerca ( x). 
Uccrca (x) =a L IT (.'lij,k = J:i.j,k) 
(i.j,k) 
onde IT( w) e a fun~ao indicadora, .'li .. J,k e a facies especificada no diagrama de cerca 
correspondente a cela ( i, j, k) eo somat6rio e sobre todas as celas correspondentes ao diagrama 
de cerca. 
Assim, quando L(i.J,k) IT (g;Jk = Xi.J.k) atinge o seu valor maximo. o condicionamento e 
exato. 0 valor de a determina o peso atribufdo pelo interprete a reprodw,:ao dos diagramas de 
cerca nas imagens simuladas. 
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A fun~iio potencial U ( B, c) e especificada como em Tjelmeland et al., atraves de parcelas 
sobre os comprimentos dos corpos nas dire~6es x, y e z, acrescidas de uma parcela sobre os 
volumes dos corpos: 
Se em Tjelmeland et al. a especifica~iio de Ux, Uy e Uz era feita de forma analftica atraves 
das rela~6es (21 ), em Flit eta!. esta especifica~iio e feita em fun~iio das distribui.;;oes de lx. ly 
e lz. para cada facies .. 
Usando a propriedade da fun(_:ao exponencial segundo a qual 
exp (a + b) = exp a. exp b 
ou, genericamente, 
observa-se que (23) equivale a: 
l Na 
Pr {X= xI diagramas de cerca} - z exp Ucerca (x). IT [exp U (Bh cb)] 
b=l 
l Na 
Z exp Ueerca (x). IT [exp Ux. exp Uy· exp U2 • exp Uv] 
b=l 
Como U (Bb, cb) = Ux, Uy e Uz dependern apenas de lx. lye lz, respectivamente, pode-se 
rnodelar exp U,, exp Uy e exp Uz diretarnente a partir dos histograrnas dos cornprirnentos lx. ly 
e lz para cada facies. 
Ern Bratvold et at. (1994) e descrita a ferrarnenta cornputacional cornercial STORM, em 
que urna variante da modelagern de Flit et at. (1991) e implernentada para sirnula~iio das 
distribui<;:6es de facies ern arnbiente corn caracterfsticas de rnosaico. 
Os pariimetros do rnodelo sao: 
• distribui<;:6es dos cornprirnentos dos corpos nas dire<;:6es x, y e z para cada facies 
• freqtiencia relativa de cada facies 
• probabilidade de transi-;:ao entre facies 
• grau de condicionamento das realiza-;:oes aos diagrarnas de cerca 
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3.4 Novos Modelos 
Tjelmeland (1996) historia as tentativas de utiliza.,;ao de CAMs na modelagem de 
reservat6rios. Aponta as dificuldades das modelagens utilizando os mode los que s6 contemplam 
intera.,;oes de pares de celas - caso tfpico dos modelos de Ising e Potts - como origimirios 
de propriedades de grande escala destes modelos totalmente inadequadas para esta finalidade. 
Atribui o sucesso destes modelos no contexto da analise de imagens, ao fato de as observa.,;oes 
brutas serem conhecidas em toda a area de interesse, corrigindo as propriedades desfavoraveis 
por condicionamento, enquanto observa que na caracteriza.,;ao de reservat6rios os dados sao 
esparsos. 
Levanta a possibilidade de que alguns exemplos mostrados na literatura sejam produtos de 
rodadas de simula.,;ao que nao atingiram a convergencia, mas nao cita referencias. 
Pros segue citando os Campos Aleat6rios Semi-Markovianos de Tjelmeland e Holden ( 1993) 
como tentativa de superar o problema atraves da introdu.,;ao de intera.,;oes de ordem superior, 
resultando em modelos mais realistas, porem com problemas de convergencia. 
0 artigo propoe novos modelos de CAMs com intera~oes de ordem superior. 
Sao propostas fun~oes potenciais na forma 
v;. (J; :) = { (}l se 2:c E D~ para l = 1, ... , L 
c c 0 caso contrano 
onde 8 = ( (11 , ..• , (} L) e urn vet or de parametros de dimensao L e D 1 , ... , D L sao conjuntos de 
configura~oes em uma clique". 
Com fun<,;oes potenciais desta forma, a distribui<,;ao con junta e expressa por 
1r{.'r) = r · exp {-tel· n1 (:1:)} 
l=l 
onde n1 (:1:) eo numero de cliques com configura~oes no conjunto D 1 existente na grade de 
simula<,;ao. 
Dois modelos sao apresentados: 
• Urn modelo 20 para barreiras constitufdas por folhelhos extensos, a semelhan~;a das barreiras 
modeladas por Omre eta!. (1991 ). Utiliza vizinhan\;a de quarta ordem ( 60 vizinhos. cliques 
de 19 celas) em grade hexagonal. 
• Urn modelo em mosaico 3D utilizando 24 vizinhos para cada cela (c = 4 no esquema da 
pagina 22). 
1
'
1 0 au tor utiliza o termo clique como sin6nimo de clique maximal. ou seja. o maior conjunto de celas mutuamente 
vizinhas duas a duas existente mediante a definir;ilo de vizinhanqa em usa. 
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As imagens obtidas possuem aspecto bastante realista, pon!m o numero de parfunetros dos 
modelos e muito grandee niio possuem uma interpreta~iio geometrica clara. 
Sao abordadas alternativas para especifica~iio dos parfunetros dos modelos. 
Os tempos de cpu foram de 40min para o modelo 2D de 5000 celas e muitas horas para o 
modelo 3D de 54000 celas15 
0 algoritmo de Metropolis foi utilizado na simula9iio. 
15 A mriquina utitizada e referida como uma esta<;rlo de trabalho "padr£io ... 0 softtvare niio e especificado. 
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Capitulo 4 
Estimafiio de Parametros 
4.1 Introdm;ao 
Geralmente as fun<;6es potenciais sao selecionadas para modelagem em razao de sua forma 
funcional, ficando a especifica<;ao completa do modelo na dependencia da escolha de valores 
adequados para os diversos parfunetros das fun<;6es. 
Por exemplo, se optou-se pelo modelo de Potts-Strauss isotr6pico sobre os 4 vizinhos mais 
pr6ximos, sabe-se que a forma funcional das fun<;6es potenciais sera: 
V{s}(x) = a; sex, =/;;para todo 1 ::; ·i ::; k e 
( ) { 
(3 se x, = x, 
1.-{(s,t)} X = _a _;_ 
I' sex, r x, 
onde !;;, 1 ::; i ::; k sao as cores possf veis. 
Nesta formula<;ao estao presentes k + 1 parametros: k valores para a; mais o valor de /J. 
A escolha dos parametres adequados a urn estudo particular pode ser realizada por tentati va, 
em fun<;ao de considera<;6es sobre a natureza do fen6meno, ou pode ser realizada atraves 
da estima<;ao estatfstica dos parametres correspondentes a uma realiza<;ao ( ou interpreta<;ao) 
tomada como representativa. 
Alem desta aplica<;ao, as tecnicas de estimm;ao de parametres encontram utilidade tarnbem 
na implementa<;ao de urn criterio de convergencia para o processo de simula<,;ao: considera-
se atingida a distribui<;ao-alvo quando os parametres estimados na imagem aproximam-se o 
suficiente dos parfunetros especificados no modelo. 
A tecnica de estima<;ao por Maxima \erossimilhan<;a, preferencialmente utilizada em 
problemas de estima<;ao, consiste em encontrar o conjunto de valores dos parametros 
correspondente a maxima probabilidade (sob a forma funcional do modelo escolhido) de 
ocorrencia da imagem que serve de base a estima<;iio. 
Na aplicm;ao a estima<;ao de parametros de CAMs, esta tecnica esbarra na necessidade de 
calcular a fun<;ao de parti<;ao Z da distribui<;ao de Gibbs correspondente, o que e geralmente 
in via vel do ponto-de-vista computacional, mesmo para imagens de pequeno porte. 
Besag (197 4) prop6e o uso de subconjuntos da imagem, condicionalmente independentes 
sob a propriedade markoviana, para calculo do estimador de maxima verossimilhan.;:a, em 
urn metodo chamado de 'coding", atraves do qual obtem-se urn estimador dos parfunetros da 
imagem para cada subconjunto. 0 inconveniente deste metodo eo fato de os estimadores serem 
obtidos com base em partes da informac,:ao disponivel (Li, 1996). 0 mimero de subconjuntos 
varia, a de pender da estrutura de vizinhanc,:a. Como aumento do mimero de subconjuntos reduz-
se proporcionalmente a informac,:ao utilizada por cada estimador. Alem disto, nao ha criteria 
bern fundamentado para combinarem-se os diversos estimadores em urn unico representativo 
da imagem disponivel. 
Uma alternativa consistente e simples, do ponto-de-vista computacional, e o estimador de 
Maxima Pseudoverossimilhanc,:a (Besag, 1974, Ripley, 1992, Frery, 1993). 
Esta tecnica consiste em encontrar o conjunto e de valores dos pariimetros que corresponde 
ao maximo da Func,:ao de Pseudoverossimilhanc,:a 
PLy(e,x) =l1Pr(y1 = x, I Ys = x,sjc t) e . 
tET 
onde x e a imagem e T e urn subconjunto adequado de celas da gradeS. 
Equivalentemente, o estimador de maxima pseudoverossimilhanc,:a pode ser obtido de forma 
mais conveniente atraves do maximo do logaritmo da func,:ao de pseudoverossimilhano;a: 
IPLcr(e x) ="In Pr(u = x I y = x s E f) ) ' L.-t e .'}t t .~ in t 
tET 
A expressiio acima ja e especffica para estimac,:ao de paranetros de CAMs, tendo a 
propriedade markoviana explicitada, pois 81 e o con junto das celas vizinhas a t. 
Assim, see = ( B1, ... , Bk), os estimadores podem ser obtidos resolvendo o sistema 
{ 
iilPL·r(E>.x) = () 
d01 
iilPLr(E>.x) = () 
uo"' 
Prova-se que o estimador de maxima pseudoverossimilhanp converge ao valor real do 
pariimetro quando o mimero de celas da imagem tende a infinito. 
4.2 Estimadores para os modelos de Ising e Potts-Strauss 
Frery (1993) desenvolveu express6es destes estimadores para o modelo de Potts-Strauss 
isotr6pico sobre o sistema dos vizinhos mais pr6ximos. sem campo externo. Este modelo e 
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dado por: 
onde 
_ { 1 sevEA 
0 caso contrario 
S e o conj un to das celas da grade 
lis -til e a distiincia euclidiana entre as celas set 
z (3 e a fun~iio de parti~iio do modelo 
Foram desenvolvidos os estimadores para 3 casos, e por simplifica~iio computacional sao 
visitadas apenas as celas do carpo da imagem, conforme ilustrado a pagina 26, cujo conjunto e 
aqui designado por W. 
• Caso Bimirio: quando o conjunto das cores possfveis em cada ponto e 
:::, = {0, 1} 
0 estimador /J e dado por: 
2 (Cl- Gg)+C?+Cj-2 (cg + CJ + C2 +Cl)r (4~)-(c? + C{ + C~ + Cj) ~~ (2~) = 0 
onde: 
2 (CJ- C8) + C? + CJ- 2 (C8 + CJ + C2 + CJ)r ( 4fi)-
-(CP+Cf+C~+CJh(2~) =0 
Ck=#{8ElY:J:_,=l, 2:.:: :r,=k} 
tES,II-<-til=l 
sao contadores dos numeros de eel as '6 do corpo da imagem que sao da cor l e possuem k 
vizinhos da cor 1 e 
• Caso Thrmirio: quando 
~ 
0 estimador de /1 e dado por: 
( ) exp(t) I t = -:---'-'-~ 
1 + exp(t) 
:'::s = {0, 1, 2} 
LsE\V v,(:r,)- [v4 4exp(t1\ + v3 3exp 3/l)-7 )3) + 
2-exp 4.13 exp 3il J -exp .3 -1 
+.V2 4exp(23) + vl2exp(/l)-2] = () 
. 2exp(23)-l exr(.B)-2 
onde. sea vizinhan<;a da cela 8 e dada por 3_, = {t.u, v. w} e se :ru .. = {:rr: r E {)_,}. entao: 
7!8 (r) = #{IJ E 3.,: :rq = r} 
w A nota9ao #indica que estJ.-se fazendo referenda a curdinalidade do conjunto. ou seja. ao mimero de elemen-
tos que o comp6em. 
41 
V4 # {xa, C l.V: Xt =Xu= Xv = Xw} 
V 3 = # {xa, C W: Xt =Xu= Xv f Xw} 
V2 # {xa, C W: Xt =Xu f Xv = Xw} 
V 1 - # {xa, c H': x, =Xu f Xv f Xw} 
• Caso Geral: quando :::s = {0, 1, ... , k- 1}; k 2: 4, o estimador de {3 e dado por: 
'\' [v4 4exp(4il)_ -L, v3 3exp(3iJ ,::-exp iJ)~ _j_ 
L.sEW Vs(Xs)- ( ) ) ( ) · k-1-exp 4(3 · k-2-c-exp 3,8 -exp ,13 
+V2 4exp(zil). + V1 2exp(iJ)-! + 
k-2-2exp(2fl) k-3-exp(fl) · 
+Vo 4exp(il) ~ ] = 0 
' k-4~4 exp(.i3) 
onde V 8 (r), Vl, V 2 , V 3 e V4 definem-se como no caso temario e 
V 0 = #{xa, c ~V: xi f xJ,Vi fj} 
Vieira (1996) desenvolveu OS estimadores de maxima pseudoverossimilhan~a para o modelo 
de Potts-Strauss homogeneo e isotr6pico com 8 vizinhos. 
Como contribui~ao inedita, no presente trabalho foram desenvolvidos os estimadores de 
maxima pseudoverossimilhan~a para OS modelos de Potts-Strauss bidimensionais anisotr6picos 
a do is parametros, sem campo extemo, definidos sobre o sistema dos 4 vizinhos mais pr6ximos, 
para os casos de 2, 3 ou mais de 3 cores possfveis. 
Tambem como contribui~ao inedita, desenvolveu-se urn estimador para os parametros de 
uma variante do Modelo de H¢iberg et al. (1992). A variante em questao difere do modelo 
original por utilizar o esquema do vizinho mais proximo, quando naquele trabalho foi utilizado 
esquema de vizinhan~a mais amplo. 
Genericamente, estes estimadores podem ser calculados atraves do sistema de equa~6es: 
] 
] 
W) e vertical (N-S), respectivamente. 
0 termo arranjo sera aqui utilizado para fazer referencia a uma por<;iio da imagem constitufda 
por uma cela central e seus vizinhos. 
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Observa-se que cada arranJo identificavel na imagem contribuira com 2 parcelas para 
os vaJores de cada uma das equa<;6es das derivadas do logaritmo da fun<;:ao de maxima 
pseudoverossimilhan<;a em rela<;:iio aos pariimetros. 
A primeira parcela independe do valor do pariimetro e corresponde ao ntimero de vizinhos 
verticais17 de mesma cor da cela centraJ. Os somat6rios destas parcelas para todos os arranjos 
da imagem serao designados respectivamente por Sv e Sh: 
Sv L L IT{xu} (1:,) 
tET uE8~' 
sh = L L IT{xu} (x,) 
tET ttE8~ 
A segunda parcela de contribui<;ao de cada arranjo e dependente dos valores dos pariimetros 
mas independe da classe que ocorre na cela central. 
Observa-se que arranjos diferentes entre si podem resultar parcelas iguais, e assim sendo e 
conveniente identificar as configurac;:6es pelos val ores possfveis de serem assumidos por estas 
parcelas e agrupa-las para a computa<;:ao do somat6rio das contribuic;:6es de cada arranjo sobre 
toda a imagem cujos pariimetros estao sendo estimados. 
17 ou horizontals. a depender de a equar.;:io corresponder a derivada em rela<;io ao par:lmetro vertical ou horizontal. 
respectivamente. 
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(24) 
onde: 
• k0 corresponde ao ntimero de arranjos em que todos os vizinhos sao iguais entre si. 
• k1 corresponde ao numero de arranjos em que os vizinhos verticais sao iguais entre si e os 
vizinhos horizontais sao iguais entre si, porem diferentes dos verticais. 
• k2 corresponde ao ntimero de arranjos em que os vizinhos verticais sao diferentes entre si e 
os vizinhos horizontais tambem sao diferentes entre si, porem cada vizinho horizontal possui 
urn vertical igual a si. 
• k3 corresponde ao numero de arranjos em que os vizinhos verticais sao iguais entre si e os 
vizinhos horizontais sao diferentes entre si e diferentes dos verticais. 
• k4 corresponde ao numero de arranjos em que os vizinhos horizontais sao iguais entre si e 
os vizinhos verticais sao diferentes entre si e diferentes dos horizontais. 
• !.:5 corresponde ao numero de arranjos em que os vizinhos verticais sao diferentes entre si 
e os vizinhos horizontais sao tambem diferentes entre si. porem existe urn vizinho vertical 
igual a urn dos horizontais. 
• k6 corresponde ao numero de arranjos em que todos os vizinhos sao diferentes entre si. 
• k1 corresponde ao ntimero de arranjos em que ocorrem 3 vizinhos iguais entre si, 2 deles na 
vizinhan~;a vertical. 
• !.:8 corresponde ao ntimero de arranjos em que ocorrem 3 vizinhos iguais entre si, 2 deles na 
vizinhano;:a horizontal. 
No caso do modelo bin:irio, os contadores 1.:3 , 1.:4 , !.:5 e k6 assumem o valor zero. 
No caso do modelo tem:irio, o contador k 6 assume o valor :ero. 
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4.3 Estimador para o modelo de H0iberg et al. (1992) 
Estimador para variante do modelo de H0iberg et al. (1992) definido sobre o sistema de 
vizinhan<;a de ordem I, com duas dire<;5es de anisotropia. 
Reescrevendo o modelo a pagina 30 de forma conveniente conforme as condi-;:5es acima, e 
considerando a variavel de interesse como previamente discretizada como multipla de a = 1, 
a expressiio do estimador de maxima pseudoverossimilhan-;:a para o modelo de H0iberg et a/. 
(1992) assume a forma: 
I:(E2t [M, ( (xg\{t}) exp(-,t fJJ'-Ii( (xs\{t)))] 
I:(Et exp(- ,t, fJ,AI,( (xs\{t))) 
I;(E2t [ M2( /;xs\{t)) exp(- ,t, fJ, M,( <xs\{t))) l 
I:(Es, exp(- ,t1.3,M, ( l;xs\{t))) 
I:(ESt [11!,( /;XS\{t)) exp(- itt ;3,M,( /;XS\{t))) 1 
I:(Es, exp(- ,t, ;3,AI,(t;x51{t))) 
I:(E2t [A£1( /;Xs\{t)) exp(- ,tl fJi AI,( /;Xs\{t))) l 
I:(Es, exp(- ,t, ;3, M,( (xs\{t))) 
onde: 
• fJ1 = /lo,l = llo.-1 = .BN-S 
e fJ2 = fl1.o = /J_l.O = fl8-W 
• /'13 = l!.o,1 = l!.o.-1 = C!.N-s 
• il4 = l!.1.o = C!.-1.0 = C!-1·:-w 
c {x(s) sesoft . 'd' ... 
• ~xs\ { t} = c . _ t representa uma 1magem 1 enuca a 1magem x, exceto por ocor-
~ se 8- . 
rer a cor~ na posi<;iio t. 
• M1 (~xs\{l)) = ~~- X(i,J-1) I + ~~- :r(i.Hl I 
• M2 (~xs\{t}) = ~~- X(i-Lj)l + ~~- xu~LJll 
• iVh (~xS\(t)) = IT (J;),Jl =~of 2'(iH) V ~r(,J) of 0 = ~(i.HJ) + 
+IT \2(i.j)- ()of J(i.j-1) J 2(i,J) of()- 2(i.j-1J) 
• M4 (~xS\(tJ) = IT(x)•.J) = 0 of J:u- 1.11 V :r(i.J) of 0 = :r(i-l.JJ) + 
+li \1'(i..J) = 0 of 1:(i-LJl V 1:(i.j) of 0 = :r(i-LJJ) 
sendo IT ( w) a fun<;iio indicadora con forme definida a pagina 31. 
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4.4 Estimador para o modelo de Omre et al. (1990) 
0 modelo de Omre (1990, ver (18), pag. 29) e uma variante anisotr6pica do modelo de 
Ising, que, por sua vez e urn caso particular do modelo de Potts-Strauss. Desta forma, o 
estimador definido em (3) (pag. 45) para a familia de vizinhan~as de ordem 1, caso bin:irio 
(k3 = k4 = k5 = k6 = 0), sera villido para uma variante do modelo de Omre (1990) quando 
definido sobre a mesma familia de vizinhan<;:as e reescrito na forma de ( 19) (pag. 30): 
Pr(ti,j = 11 tk,l; (k,l) E 8u) ex exp [sh L li(ti.j = tk.t) + f3v L il(ti,j = tk,t)l 
tEDf,j tEOi,j 
,onde: 
• ;3h e ;3v sao parametros de continuidade relativos its duas dire<;:6es de anisotropia- horizontal 
(E-W) e vertical (N-S) 
os demais elementos definem-se como em (19). 
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5.1 Introduc;ao 
Capitulo 5 
Simulafiio Condicional 
A simula~ao de CAMs diretamente a partir de sua distribui~ao de probabilidades exige o 
calculo da constante de normaliza~ao. Lembrando que csta constante envolve o calculo das 
energias de todas as imagens possfveis (ver pag. 19), conclui-se que a hip6tese de simula~ao 
direta de CAMs deve ser descartada para todas as situa~6es praticas, pois o numero de imagens 
possfveis pode ser intratavelmente grande, mesmo nos casos mais simples" 
Por outro !ado, a fatora.;;ao bayesiana 
utilizada nos algoritmos seqtienciais, esbarra no fato de que 
nao possui obten~ao facil a partir das caracterfsticas locais (Besag, !97 4 ). 
Hastings (1970) descreve uma famflia de algoritmos de simula~ao iterativos baseados em 
propriedades de Cadeias de Markov. Estes algoritmos sao derivados do trabalho original 
de Metropolis et al. ( 1953), e consideram a distribui~ao que se deseja amostrar como a 
distribui~ao de equilfbrio de uma Cadeia de Markov irredutfvel e aperi6dica, cujos estados sao 
imagens possfveis sobre a grade de simula~ao. Neste procedimento nao e exigido o calculo das 
probabilidades das imagens, mas apenas o catculo de raz6es entre probabilidades de imagens, e 
neste caso as constantes de normaliza~ao (Z em (I 0), piig. 19) podem ser eliminadas, garantindo 
a exeqiiibi lidade do procedimento. 
Neste capitulo descreve-se o arcabouyo generico dos algoritmos de Hastings como 
generaliza~ao da ideia pioneira de Metropolis et at. ( 1953), incluindo a especifica~ao de cinco 
algoritmos: 
• Algoritmo de Metropolis 
• Amostrador de Gibbs 
• Algoritmo de Swendsen-Wang 
• Algoritmo de Wolff 
18 Por exemplo, em uma grade,)() X !)() 0 nUmero de imagens binarias possfveis e 22500 . 
• Algoritmo de Flinn 
Sao descritas varia~;6es incorporando anisotropia e condicionamento, quando possfvel. 
A motiva~;ao para abordagem de cinco algoritmos de simula~;ao e suas varia~;6es surge na 
sequencia do trabalho em fun~;ao da necessidade de incorporar caracterfsticas desejaveis aos 
modelos e sua simula~;ao. 
0 algoritrno de Metropolis e apresentado por raz6es hist6ricas, e tambem porque sua 16gica 
de itera~;ao esta presente no algoritmo de Flinn. 
0 Amostrador de Gibbs (Gibbs sampler de Geman e Geman, 1984), tambem conhecido 
como "banho termico" (heat bath) (Ripley, 1992), e apresentado por ser urn mecanismo 
generico para a simula~;ao de CAMs, diretamente a partir das caracterfsticas locais. Pode 
incorporar anisotropia e condicionamento a ocorrencias locais. 
0 amostrador de Gibbs e urn algoritmo do tipo conhecido na Ffsica Estatfstica como spin-
flip, devido ao fato de alterar apenas uma cela da grade a cada itera~;ao. Esta caracterfstica 
implica que duas imagens consecutivas da Cadeia de Markov empregada na simula~;ao estarao 
altamente correlacionadas entre si. Conseqtientemente, grandes altera~;6es da imagem ocorrem 
lentamente. 
Esta caracterfstica, associada ao fen6meno de transi~;ao de fase existente nos modelos de 
Ising e Potts-Strauss (ver pag. 26), pode resultar em tempos de processamento extremamente 
longos para alterac;6es significativas da imagem quando o valor do pariimetro de atratividade 
estiver proximo ou acima do valor crftico, gerando urn estado de convergencia aparente, o 
chamado estado de "quase-equilfbrio" (Ripley, 1992), por sua vez resultante no fen6meno da 
"lentidao crftica" (critical slowing down), (Frery, 1991, Swendsen, 1991 ). 
A melhora dos tempos de processamento para os mode los de Ising e Potts-Strauss sem campo 
extemo constitui a motiva~;ao para a introduc;ao dos algoritmos de Swendsen-Wang e Wolff. 
Ambos sao do tipo chamado de cluster-flip, pelo fato de alterarem grupos de celas de grade, a 
cada iterac;ao. 
Diversos trabalhos abordam este tema, alem dos ja citados, incluindo: Wolff ( 1989), Wang e 
Swendsen (1990), Frery (1991), Besag e Green (1993), Frery (1993). 
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Diversos outros metodos, menos restritivos em rela'<iio aos modelos, tern sido propostos com 
a finalidade de acelerar a convergencia. Besag e Green (1993) e Ripley (1992) trazem revisoes 
destes metodos. 
Urn destaque merece ser dado a possibilidade de paraleliza'<iio computacional de alguns 
algoritrnos. Geman e Geman ( 1984) afirmam que o Amostrador de Gibbs e 100% paralelizavel. 
Margalit (1989) descreve implementa<;iio especffica, com algoritmos inclufdos, reportando urn 
nfvel ideal de 40% de paraleliza<;:iio para o metodo eo equipamento utilizados. 
Finalrnente, a motiva<;:iio para a abordagem do algoritrno de Flinn provern do fato de este 
algoritrno gerar realiza<;:oes do modelo condicionais ao histograrna de cores da imagern inicial 
(arbitraria). Chessa ( 1995) demonstra formalmente a validade deste algoritmo, conhecido como 
do tipo spin exchange, por alterar a irnagem atraves da troca das cores de duas celas da grade 
de sirnula<;:iio. 
Uma motiva<;iio adicional para a implementa<;:iio do algoritmo de Flinn e o fato de que 
o fen6meno de transi<;:iio de fase niio pode, evidentemente, manifestar-se sob este tipo de 
condicionamento. 
5.2 0 Algoritmo de Metropolis e sua generaliza~ao por Hastings 
Na formula<;:iio de Metropolis, seX :!1 -> :::: e a varia vel aleat6ria a ser simulada (a imagem) 
e ;r e a distribui<;:iio de probabilidades de X, a ideia e construir uma Cadeia de Markov sobre :::: 
(o conjunto das imagens possfveis) que tenha ;r como distribui<;iio limite. 
Observe-se que as versoes condicionais destes algoritmos tern por objetivo sirnular eventos 
de distribui<;oes definidas sobre urn espa<;o amostral reduzido- urn subconjunto de :::: -, e desta 
forma niio contrariam a condi'<iio de positividade imposta aos CAMs (ver (I), pag 14). 
0 algoritmo pode ser descrito da seguinte forma: 
(I) Definir Q = (q;.j), uma matriz de transi<;iio simetrica qualquer, tal que gere uma Cadeia de 
Markov irredutfvel e aperi6dica ern ::::. Para que esta condi<;iio seja satisfeita, e necessaria 
que 
IJ;.y > 0 -? l}j; > 0 
para quaisquer imagens i, j. 
A matriz q govemara urna sucessiio aleat6ria de imagens, de tal forma que, em urn numero 
suficientemente grande de transi<;oes, todas as imagens possfveis seriio visitadas, cada uma 
com freqiiencia relativa igual a sua probabilidade limite. 
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A distribui'<ao limite de probabilidades induzida por Q pode ser obtida da rela'<iio: 
7rQ = 7rqQ 
(2) Definir uma nova Cadeia de Markov a partir de Q, govemada pela matriz de transi'<iio 
P = (PiJ), dada por: 
P. ·=min (1 "J) q·· 1.J 1 ZJ 
7r; 
e 
p;; = !J;; + E;h max(O, 1- 7rJ/7r;)% 
(3) Reiterar ate que seja atingido algum criterio de convergencia. 
Pode-se demonstrar que a Cadeia de Markov gerada por P possui 1r como distribui'<ao limite, 
independente do ponto onde iniciou a sucessao, pois como em ( l ), 1r = 1r P . 
A mecilnica da simula'<iio sera a seguinte: 
• A partir de uma imagern i, qualquer, propor uma nova irnagern j, gerada aleatoriamente de 
acordo com a probabilidade de transi'<ao especificada pela linha i da rnatriz de transi'<oes Q. 
• Se a irnagem j for diferente da imagern i, aceitar o novo estado j se 1r J > 7r; ou aceita-lo 
corn probabilidade 1- 1rJ/7r; se "J < 7r;, caso contrano rejeitar a mudan'<a. 
• Reiterar, ate que a distribui'<ao de freqiiencias da Cadeia de Markov esteja "proxima" da 
distribui'<ao limite desejada. 
A partir deste rnomento podem-se considerar as irnagens sucessivas como provenientes da 
distribui'<ao de probabilidades desejada, e qualquer imagern pode ser tornada como amostra de 
::: mediante 1r. 
Hastings ( 1970) generalizou o procedirnento para perrnitir rnatrizes de transi'<ao nao 
sirnetricas (Ripley, 1992). Nesta forrnula'<ao, a nova rnatriz de transi'<ao P = (P;J) e dada 
por: 
onde 
sempre que i ¥ j. 
PiJ = !JiJPiJ 
O:ij P;J = __ ,;,;,_-=-
1 -l- :l.u. !!Jil 
' Qij rr(j) 
Os n;J podern ser quaisquer, desde que 
Finalrnente. 
. { . !J;j1r(i) IJj;7r(j)} 0 < CX;j = CXJ; :::; mm 1 -;- --( '), 1 + -. -( .) 
IJji. 7r J IJij 7r ' 
p;; = 1- LPi.J 
i.i'j 
Na pratica da simula'<ao de CAMs. a sucessao de imagens e feita de tal forma que imagens 
sucessivas diferern rnuito pouco entre si. Em outras palavras, estao altamente correlacionadas. 
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Se houver interesse em obter amostras independentes, deve-se utilizar urn intervalo 
de amostragem suficientemente grande para garantir a independencia entre as imagens, 
ou, alternativamente, gerar imagens independentes atraves de procedimentos de simulm;iio 
independentes 19 • 
5.3 0 Amostrador de Gibbs (Gibbs Sampler) 
0 Amostrador de Gibbs (Geman & Geman, 1984) e urn algoritrno da classe dos algoritrnos 
de Hastings no qual duas imagens consecutivas diferem no maximo em uma cela, eo novo valor 
desta cela e selecionado obedecendo a distribui~;ao de probabilidades ditada pelas caracterfsticas 
locais ( ver ( 4 ), pag. 15) da distribui~;ao desejada. 
Se a grade de simula~;ao possui N celas: 
.. _ { ~ · Pr (is= j 8 I X,= i,, t E 08 ) q,J-
() 
Esta defini~;ao de Q leva a 
P;1 = 1 
se as imagens i e j diferem 
no maximo por I cela 
caso contrario 
e, conseqtientemente, toda transi~;ao proposta com base em Q sera aceita. 
Este arcabou~;o preve que a cela a ser alterada seja escolhida aleatoriamente dentre as celas 
da grade, de acordo com uma distribui~;ao uniforme de probabilidades. 
Pode-se demonstrar, no entanto, que o algoritmo continua valido no caso em que a cela a 
ser alterada e escolhida de forma sistematica, atraves de uma varredura, por exemplo- o que e 
computacionalmente conveniente (Ripley, 1992). 
0 Amostrador de Gibbs e de uso restrito a simula~;ao de CAMs. e admite condicionamento 
das imagens simuladas a pontos amostrais e a propor~;5es entre cores. 
0 condicionamento a celas de valor conhecido e atingido simplesmente fazendo-se com que 
as celas condicionantes niio sejam visitadas durante a simula~;iio. 
0 condicionamento as freqtiencias relativas de ocorrencia das cores e obtido atraves de uma 
variante do Amostrador de Gibbs em que a imagem inicial deve ser gerada com as propor~;oes 
especificadas. A cada iterm,:iio, sucedem-se imagens que diferem entre si por apenas 2 celas, 
19 Alterando a I mag em inicial e/ou a semente do gerador de m1meros aleat6rios. 
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cujas cores sao trocadas em imagens consecutivas, de tal forma que a propon;ao inicialmente 
estabelecida permanece inalterada ao Iongo do processo. 
Condicionamento simultiineo a dados amostrais e a propor~6es de cores pode ser obtido 
evitando visitas as celas condicionantes durante as itera~6es do processo condicionante as 
freqtiencias, acima descrito. 
Demonstra~6es formais da validade destes metodos de condicionamento sao encontradas em 
Chessa (199 5). 
5.4 Algoritmo de Swendsen-Wang 
0 algoritrno de Swendsen-Wang prop6e uma matriz de transi~ao atraves da qual, a cada 
itera~ao, a imagem e particionada em manchas monocromaticas (de uma unica facies) contfnuas 
cujas cores sao alteradas, ou nao, de acordo com uma probabilidade uniforme sobre o con junto 
das cores possfveis. 
Este algoritmo e vruido para o modelo de Potts-Strauss sem campo extemo. 
A descri~ao formal do algoritmo a seguir consta em Frery ( 1993). 
Se (I eo pariimetro de atratividade do modelo de Potts-Strauss isotr6pico sem campo extemo 
dado pela expressao ( 19) a pagina 30, com a,, = 0, entao iterar ate a convergencia: 
(I) Formar urn grafo sobre a configura~ao atual, colocando urn arco entre todas as posi~6es 
vizinhas que exibem o mesmo valor, com probabilidade 1 - exp(-(I). 
(2) Obter o conjunto de todas as componentes conexas do grafo obtido no passo anterior 
(3) Se os elementos de uma componente conexa j, formada no passo anterior, tern o valor xi E 
::::., substituir esses valores pelo novo valor resultante de observar a varia vel aleat6ria X ~ 
U(::::s). Observe-se que os valores da componente conexa podem nao ser alterados. 
Uma versao do algoritmo para o modelo anisotr6pico pode ser obtida observando-se o 
lan<;amento dos arcos referidos no ftem I acima com probabilidades 1 - exp(- (3;) dependentes 
das dire<;6es 'i correspondentes aos pariimetros /1;. 
Ripley (1992) e Swendsen (1991) reportam ainda adapta~6es do algoritmo ao modelo de 
Potts-Strauss com campo extemo dado pela expressao ( 19) a pagina 30. 
Edwards e Sokal ( 1988) prop6em uma generaliza~ao deste algoritmo para mode los 
arbitrarios, mas ressalvam que os resultados praticos foram decepcionantes em termos de 
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melhora dos tempos de convergencia, em rela~ii.o a outras tecnicas de implementa~iio muito 
mais simples. 
0 algoritmo permite o condicionamento a dados locais, desde que as cores das manchas que 
contem celas condicionantes nii.o sejam alteradas. 
5.5 Algoritmo de Wolff 
0 algoritmo de Wolff e uti! para o modelo de Potts-Strauss sem campo externo e possui uma 
mecanica semelhante a do algoritmo de Swendsen-Wang: 
a cada itera~iio 
• a imagem e particionada da mesma forma que em Swendsen-Wang 
• seleciona-se uma tinica das manchas assim obtidas atraves de sorteio em que cada mancha 
tern probabilidade proporcional ao seu tamanho de ser escolhida. 
• Altera-se a cor da mancha escolhida selecionando uma das cores restantes com probabilidade 
uniforme 
0 procedimento de identifica~ii.o das manchas e de sele~ii.o da mancha a ser alterada e 
equivalente a obter a mancha correspondente a urn ponto escolhido por sorteio. 
Considera~oes analog as as de Swendsen-Wang para anisotropia e condicionamento sao 
validas. 
5.6 Algoritmo de Flinn 
0 a!goritmo de Flinn (Crosse Jain, 1983, Ripley, 1987, Ripley, 1992, Chessa, 1995) e 
particularmente interessante pelo fato de, por constru~ii.o, nii.o alterar as proporcoes de cores 
(facies) estabelecidas na imagem iniciaL gerando condicionamento da imagem as propor~oes 
entre as cores atraves de redu~ii.o do universo das imagens possfveis. 
Consiste em, a cada itera~ii.o, selecionarem-se aleatoriamente duas celas, nii.o vizinhas e 
considerar-se a troca das cores das celas de acordo com a regra do algoritmo de Metropolis: 
aceitar a troca da imagem atual i pela nova imagem j com probabilidade dada pelo 
rnin(l, rrj/rr;), caso contrario rejeitar a troca e reiterar o algoritmo. 
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Capitulo 6 
Alguns exemplos, conclusoes e recomendaroes 
6.1 Explora<;ao de modelos 
U m ponto de partida natural para a explorat;iio das possibilidades dos mode los de 
CAMs na modelagem estocastica de reservat6rios de petr6leo e a observa<;iio do 
comportamento geral do Modelo de Ising como funt;iio do pariimetro de atrati vidade. 
As figuras I 0 a 21 mostram uma serie de imagens binanas correspondentes a 
realiza<;oes do modelo de Ising para valores do pariimetro no intervalo [ -0.60, 1.10 ]. 
0 modelo e homogeneo e isotr6pico, sem campo externo. 
A vizinhant;a corresponde ao esquema do vizinho mais proximo ( c = I ). 
As imagens foram geradas atraves do Amostrador de Gibbs (algoritmo de Geman 
e Geman) sobre suporte de 128xl28 celas, partindo de configura<;iio inicial 
correspondente a ocorrencia aleat6ria independente de uma das cores em cada cela 
(temperatura injinita, na terminologia da Ffsica Estatistica). 
A convergencia do algoritmo foi determinada atraves do estimador de maxima 
pseudoverossimilhan9a como tendo sido atingida ap6s executado urn mimero de 
itera96es igual a 3 vezes o mimero de itera96es ja executado no momenta em que o 
estimador atingiu pela primeira vez valor maior ou igual ao do pariimetro do modelo. 
Por itera9iio. entende-se aqui uma visita do algoritmo a cada cela da grade. Ou 
sep, uma itera9iio correspondera, no caso, a 128 x 128 ( = 16384 ) propostas de 
altera9iio da imagem pela diniimica do Amostrador de Gibbs. 
0 valor critico do pariimetro e dado por 
/3, =In(!+ J:2) = 0.8814 
A observa.;:ao da sequencia de imagens permite algumas conclusoes gerais: 
• Valores negativos do pariimetro induzem padrao de repulsao entre celas de 
mesma cor, gerando configurat;6es que lembram urn tabuleiro de xadrez. 
• Valores do pariimetro pr6ximos a zero resultam em imagens que sugerem total 
independencia entre vizinhos. 
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• Valores positivos crescentes induzem aglomerados progressivarnente 
de celas de urna rnesrna cor, enquanto ainda se preservarn propon;6es 
aproximadarnente iguais entre as cores. "Manchas" de urna cor sao salpicadas 
por celas da outra cor. 
• Quando o valor do pararnetro de atratividade ultrapassa o valor critico, 
cornet;a a haver predorninancia de urna das duas cores, ate a ocorrencia de 
imagens essencialmente rnonocrornaticas. 
Ern resurno, para valores subcriticos tern-se irnagens corn correla~ao espacial de 
curto alcance, correspondentes a "rnanchas" rnonocrornaticas de baixa cornpacidade, 
enquanto valores supercriticos desenvolvern correlat;6es de longo alcance, 
correspondentes a "rnanchas" de elevada compacidade. Trata-se do fen6meno de 
Transit;ao de Fase. 
Imagens como aquelas correspondentes aos valores positivos subcriticos trazern 
algurn apelo no sentido da modelagem de sistemas porosos em escala de detalhe, mas a 
sua baixa compacidade, exceto talvez para valores de beta muito pr6ximos ao valor 
critico, nao aparenta ser de grande utilidade para modelagem de arquitetura de facies. 
Ainda assirn, Omre et al. ( 1990) utilizaram urna variante anisotr6pica deste 
rnodelo, definida sobre vizinhant;a maior, na modelagern de horizontes cimentados por 
calcita. em urn reservat6rio arenoso do Mar do Norte. 11,;--
beta= -0.60 beta= -0.20 
Figura 10 Figura 11 
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beta= 0.00 beta= 0.20 
beta= 0.40 beta= 0.60 
beta= 0.70 beta= 0.80 
Figura 16 Figura 17 
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observaveis nas imagens com heta11 >> betac parecem ser devidas a problemas de 
convergencia. mais do que propriedades consistentes dos campos amostrados. 
betav = 0.50 betah = 1.00 
Figura 22 
• 
betav = 0.80 betah = 1.50 
Figura 23 
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• 
• 
betav = 0.80 betah = 3.00 
Figura 24 
Outra alternativa e a utiliza~iio de condicionamento para inibir a Transi<;iio de 
Fase: se o universo amostral corresponde ao conjunto das imagens com histograma de 
cores fixo. e claro que o fen6meno niio podeni se manifestar. As imagens apresentadas ~ 
nas figuras 25 e 26 sao novamente amostras da variante anisotropica do rnodelo de Ising 
descrito anteriorrnente. obtidas atraves do alg01itrno de Flinn. com propor~oes de cores 
fixadas ern 50%. Os resultados tern bom apelo visuaL e estes modelos podem encontrar 
aplica~iio na modelagem estoc<.istica de reservat6rios de petroleo. Observe-se que a 
fixw;iio das propor~oes das cores parece irnpor limites as realiza<;6es factfveis. Por 
exemplo. nas imagens das figuras 25 e 26 o parametro hetah=3.0 niio foi recuperado 
pelos estimadores. cujos valores estacionaram em torno de 2.65. Uma explora<;iio mais 
abrangentc do modelo pode vir a evidenciar os limites do metodo. 
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Flinn: betav = 0.50 
betah = 3.00 
Ficrura 25 t::;> 
Flinn : betav = 0.80 
betah = 3.00 
Figura 26 
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As c aprescntas imagens corrcspondcntes a sec;ocs no 
z= 15 de realizac;oes do modelo de Pons-Strauss isotropico a tres cores sobre um suporte 
cubico de 64x64x64 eel as. com estrutura de vizinhan~a 3D correspondcnle a c= I 
(vizinho mais proximo). 0 algoritmo de simuia<;iio utilizado foi Swendsen-Wang. 
Obscrva-se a ocorrencia do fenomcno de Transi~iio de Fasc. A imagem subclitica 
aproxima-se de rufdo aleatoric puro. enquanto a imagem supercrftica e virtualmente 
monocromatica. Todas as considera<;ocs anteiiormente feitas sobre este fcnomeno. no 
caso 20 do modelo de Ising permanecem validas. A ado<;iio de condicionamento a 
propor~oes como forma de inibi<;iio da Transic;iio de Fase dcve produzir resultados 
positivos tambem no caso 3D. Recomenda-se experimenta<;iio especffica. 
SW3D: beta= 0.30 
Figura 27 
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SW3D: beta= 1.0 
Figura 28 
As figuras 29 a 34 mostram realizac.;6es condicionais de urn modelo identico ao 
modelo de H<j>iberg et a!. ( 1990) exceto pela estrutura de vizinhan<;a. No modelo aqui 
aprcsentado foi utilizado o esquema do vizinho mais pr6ximo. com apcnas duas 
direc.;<3es de anisotropia, enquanto o modelo original contempla urn esquema de 
vizinhanc.;a mais amplo. e quatro direc.;ocs de anisotropia. Neste modelo. descrito em 
de tal he na sec.;ao 3.2.1, a pagina 30. os parametros beta controlam a stwvidade da 
variac.;ao de espcssura da camada de folhelho modelada. enquanto os paramctros delta 
controlam a continuidade da camada. 0 esquema de condicionamento a pixels esta 
summizado na figura 30. onde as cclas em cores verdes c amarelas sao condicionantes 
nestas mesmas cores, enquanto a linha em azul representa trecho do corpo de folhelho 
condicionado a scr continuo (de cor verde. ou nao-amarclo ). 
Sao exploradas diferentes parametrizac.;6es do modelo. ora enfatizando suavidade 
(figura 31 ). ora cnfatizando continuidadc (figura 34). ora atiibuindo peso clcvado a 
ambos os fatores ( figura 29 ), ora atiibuindo pouco peso aos panimetros ( figura 33 ). 
Esta claro que este modelo. simulado com o uso do algoritmo de Flinn. inibe a 
Transic.;ao de Fase por condicionamento a propon;oes, como sugerido acima. 
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Mais do que urn modelo util em si, o modelo de H<j>iberg et a!. (1990) e urn 
exemplo de 
beta= 1.0 
delta= 1.0 
Figura 29 
Esquema de condicionamento 
Figura 30 
63 
beta= 1.2 
delta= 0.0 
Figura 31 
Esquema de condicionamento 
Figura 32 
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beta= 0.40 
delta= 0.20 
beta= 0.20 
delta= 1.2 
Figura 34 
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6.2 Conclusoes e Recomenda'<oes 
A principal conclusiio deste trabalho e de que os Campos Aleat6rios Markovianos 
constituem uma classe de modelos estocasticos de enorme potencial para uso em 
caracteriza.;;iio de reservat6rios, devido it sua grande versatilidade. 
A realiza<;:iio deste potencial depende de diversos fatores, dentre os qua.ts 
destacam-se a necessidade de difusiio dos conceitos associados it tecnica e a necessidade 
de explora.;;ao anipla dos modelos e algoritmos disponiveis, e proposi<;:iio de novos 
mode los para finalidades especificas .. 
0 presente trabalho representa urn contribui<;:iio no sentido da consecu<;:iio do 
primeiro destes destaques. 
E necessaria urn trabalho amplo para a realiza<;:iio do segundo destaque. Algumas 
dire<;:6es podem ser indicadas para desenvolvimentos futuros: 
• Desenvolvimento e divulga<;:iio de urn sistema computacional adequado ao 
trabalho com CAMs 
• Explora<;:iio de modelos com vizinhan<;:as mais amplas 
• Explora<;:iio de modelos com intera<;:6es de ordem superior a 2 
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