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Abstract
As the systems we control become more complex, first-principle modeling becomes either impos-
sible or intractable, motivating the use of machine learning techniques for the control of systems
with continuous action spaces. As impressive as the empirical success of these methods have been,
strong theoretical guarantees of performance, safety, or robustness are few and far between. This
paper takes a step towards such providing such guarantees by establishing finite-data performance
guarantees for the robust output-feedback control of an unknown FIR SISO system. In particular,
we introduce the “Coarse-ID control” pipeline, which is composed of a system identification step
followed by a robust controller synthesis procedure, and analyze its end-to-end performance, pro-
viding quantitative bounds on the performance degradation suffered due to model uncertainty as
a function of the number of experiments run to identify the system. We conclude with numerical
examples demonstrating the effectiveness of our method.
1 Introduction
There have been many recent results (see for example [1, 2, 3, 4, 5, 6] and the references within) that
apply state-of-the-art machine learning techniques to the control of systems with continuous action
spaces. As the systems we control become ever more complex, be it in their dynamics, their scale, or
their interaction with the environment, moving to a data-driven approach will be inevitable: in these
settings, first-principle modeling becomes either impossible or intractable. However, as promising and
exciting as recent empirical demonstrations of these techniques have been, they have, for the most
part, lacked the rigorous stability, safety and robustness guarantees that the controls community has
always prided itself in providing. Indeed, such guarantees are not only desirable, but necessary when
such techniques are being proposed for the control of safety critical systems or infrastructures.
This paper can be seen as a step towards providing such guarantees, albeit in a simplified setting,
wherein we establish rigorous baselines of robustness and performance when controlling a single-input-
single-output (SISO) system with an unknown transfer function. To do so, we combine contemporary
approaches to system identification and robust control into what we term the “Coarse-ID control”
pipeline. In particular, we leverage the results developed in [7] to provide finite-sample guarantees on
optimally (in a certain sense) estimating a stable single-input single-output linear time-invariant (SISO
LTI) system, using input-output data pairs.1 Such finite-data guarantees are not only in stark contrast
to classical system identification results, which typically only provide asymptotic guarantees of model
fidelity (see [10] for an overview), but also necessary for the principled integration of these techniques
with robust control, as they allow us to quantify the amount of uncertainty that our controller must
1We note that there have been recent results in the system identification literature (for example [8, 9]) that also seek
to provide non-asymptotic guarantees of model estimation quality.
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contend with. We then formulate a robust control problem using the recently developed system-level
synthesis (SLS) procedure [11], which exploits a novel parameterization of stabilizing controllers for
LTI systems that allows us to quantify performance degradation in terms of the amount of uncertainty
affecting the system [12]. Again this is in contrast to classical methods from robust control [13] that
are only able to provide robust stability guarantees for a prescribed amount of uncertainty.
Main contribution A feature of “Coarse-ID control,” as described above, is that we can analyze
the end-to-end performance of this pipeline in a non-asymptotic setting. Specifically, we show that
the difference in cost between the optimal cost for the true system (an FIR SISO system of length r)
and the realized cost induced by instead solving a robust SLS procedure for the approximate system
is O
(√
σ2r
m
)
. Here, we assume that the approximate system was estimated using the “optimal”
coarse-grained system identification procedure described in Tu et al. [7], with σ2 the measurement
noise variance and m the number of experiments conducted in order to construct an estimate of the
system. Finally, this paper should be viewed as a step towards generalizing the results in [6], which
provides finite-data end-to-end performance guarantees for the classical LQR optimal control problem,
to the output-feedback setting.
Paper organization In Section 2 we fix notation and quickly outline the structure used by common
robust control problems. Section 3 then gives an overview of the system-level synthesis framework
and how it can be used to solve these problems. Finally, in Section 4 we combine this framework with
recent work on coarse-grained identification to provide quantitative bounds on how the performance
of a robust controller synthesized using the SLS framework degrades when the plant to be controlled
is only approximately identified. We conclude in Section 5 with computational examples.
2 Preliminaries
Notation We use boldface to denote frequency domain signals and transfer functions. The i-th
standard basis vector is given by ei. A discrete-time dynamical system
xk+1 = Axk +Bkuk
yk = Cxk +Dkuk
can be represented compactly by
[
A B
C D
]
or the tuple (A,B,C,D) (with (A,B,C) implyingD = 0).
The set of stable real-rational proper transfer matrices is denoted RH∞. Unless otherwise noted, ‖·‖
represents the H∞-norm (the induced `2 → `2 norm) for elements in RH∞ (this reduces to the
spectral norm for constant matrices).
2.1 The standard robust control problem
We first introduce a standard form for generic robust and optimal control problems, and then show how
simple disturbance attenuation and reference tracking problems can be cast into this standard form.
We work with discrete-time LTI systems, but unless stated otherwise, all results extend naturally to
the continuous-time setting. A system in standard form can be described by the following equations:
z = P11w + P12u
y = P21w + P22u (2.1)
u = Ky,
2
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where x, u, w, y, z¯ are the state vector, control action, external
disturbance, measurement, and regulated output, respectively.
Equation (1) can be written in state space form as
P =
24 A B1 B2C1 D11 D12
C2 D21 D22
35 = P11 P12
P21 P22
 
where Pij = Ci(zI   A) 1Bj + Dij . We refer to P as the
open loop plant model.
Consider a dynamic output feedback control law u = Ky.
The controllerK is assumed to have the state space realization
⇠[t+ 1] = Ak⇠[t] +Bky[t] (2a)
u[t] = Ck⇠[t] +Dky[t], (2b)
where ⇠ is the internal state of the controller. We have
K = Ck(zI   Ak) 1Bk + Dk. A schematic diagram of the
interconnection of the plant P and the controller K is shown
in Figure 1.
P11 P12
P21 P22
K
y u
wz¯
Fig. 1. Interconnection of the plant P and controller K.
The following assumptions are made throughout the paper.
Assumption 1: The interconnection in Figure 1 is well-
posed – the matrix (I  D22Dk) is invertible.
Assumption 2: Both the plant and the controller realizations
are stabilizable and detectable; i.e., (A,B2) and (Ak, Bk) are
stabilizable, and (A,C2) and (Ak, Ck) are detectable.
B. Structured Controller Synthesis, Youla, and QI
We follow the paradigm adopted in [11], [21]–[28], and
focus on information asymmetry introduced by delays in
the communication network – this is a reasonable modeling
assumption when one has dedicated physical communication
channels (e.g., fiber optic channels), but may not be valid
under wireless settings. In the references cited above, locally
acquired measurements are exchanged between sub-controllers
subject to delays imposed by the communication network,2
which manifest as subspace constraints on the controller itself.
We consider the following optimal structured controller
synthesis task, as defined in [11], [20], [30], [31]:
minimize
K
kP11 +P12K(I  P22K) 1P21k
subject to K internally stabilizes P
K 2 C,
(3)
2Note that this delay may range from 0, modeling instantaneous com-
munication between sub-controllers, to infinite, modeling no communication
between sub-controllers.
for C a subspace. This subspace can enforce, for instance, the
information sharing constraints imposed on the controller K
by the underlying communication network, as described above.
A synthesis of the main results of these papers can be
expressed as follows: if the subspace C is quadratically in-
variant with respect to P22 [11], then the set of all stabilizing
controllers lying in subspace C can be parameterized by those
stable transfer matrices Q 2 RH1 satisfying M(Q) 2 C, for
M an invertible affine map defined in terms of an arbitrary
doubly co-prime factorization of the plant P (we defer a
more detailed review of this material to Appendix A). Further,
these conditions can be viewed as tight, in the sense that
quadratic invariance is also a necessary condition [20], [30]
for a subspace constraint C on the controller K to be enforced
on the Youla parameter Q in a convex manner.
This allows the optimal control problem (3) to be recast as
the following convex model matching problem:
minimize
Q
kT11 +T12QT21k
subject to Q 2 RH1
M(Q) 2 C,
(4)
where the transfer matrices Tij can be expressed in terms of
the original plant Pij and the doubly co-prime factorization
used to construct the map M (c.f., Appendix A).
C. Beyond QI
We now present a simple example showing how the above
framework, built around the Youla parameterization, fails to
capture an “obvious” structured controller. We return to this
example at the end of this section to show that our system
level approach naturally recovers said obvious controller.
Example 1: Consider the optimal control problem:
minimize
u
limT!1 1T
PT
t=0 Ekx[t]k22
subject to x[t+ 1] = Ax[t] + u[t] + w[t],
(5)
with disturbance w[t] i.i.d⇠ N (0, I). We assume full state-
feedback, i.e., the control action at time t can be expressed
as u[t] = f(x[0 : t]) for some function f . An optimal control
policy u? for this LQR problem is easily seen to be given by
u?[t] =  Ax[t].
Further suppose that the state matrix A is sparse and let its
support define the adjacency matrix of a graph G for which we
identify the ith node with the corresponding state/control pair
(xi, ui). In this case, we have that the optimal control policy
u? can be implemented in a localized manner. In particular,
in order to implement the state feedback policy for the ith
actuator ui, only those states xj for which Aij 6= 0 need to be
collected – thus only those states corresponding to immediate
neighbors of node i in the graph G, i.e., only local states,
need to be collected to compute the corresponding control
action, leading to a localized implementation. As we discuss
in more detail in Section IV-H and our companion paper [32],
the idea of locality is essential to allowing controller synthesis
and implementation to scale to arbitrarily large systems, and
hence such a structured controller is desirable.
Now suppose that we naively attempt to solve optimal
control problem (5) by converting it to its equivalent H2
Figure 1: The standard optimal control problem (2.3) for the plant P as defined in equations (2.1)
and (2.2).
where z is the regulated output (e.g., deviations of the system state from a desired set-point), y is
the measured output available to the controller K to compute the control action u = Ky, and w is
the exogenous disturbance. We further assume that the full plant P admits a joint realization2, i.e.
P =
[
P11 P12
P21 P22
]
=
 A B1 B2C1
C2
D11 D12
D21 0
 (2.2)
where Pij = Ci(zI −A)−1Bj +Dij .
The stand rd optimal control problem of minimizing the gain from exogenous disturbance w to
regulated output z, subject to internal stability of the closed loop system shown in Figure 1, can then
be posed as
minimize
K
‖P11 + P12K(I −P22K)−1P21‖ (2.3)
subject to K(I −P22K)−1 ∈ RH∞.
Disturbance rejection Consider the feedback system shown in Figure 2, wherein a controller K is
in feedback with a SISO plant G, with input disturbance d and measurement n ise n. We can then
define the disturbances and outputs as
w =
[
d
n
]
z =
[
v
ρu
]
y = v + n ,
2We assume throughout that P22 is strictly proper—it follows that K(I − P22K)−1 ∈ RH∞ is a necesssary and
sufficient condition for internal stability of the closed loop system shown in Figure 1 [13].
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Figure 2: The disturbance rejection problem for a SISO plant G with input disturbance d and
measurement noise n.
respectively, where ρ > 0. Furthermore, let the plant G have a state-space realization (A,B,C). We
then have that
z =
[
G 0
0 0
]
w +
[
G
ρ
]
u
:= P11w + P12u
y =
[
G 1
]
w + Gu
:= P21w + P22u,
from which it follows that the generalized plant P admits the joint realization
P =

A
[
B 0
]
B[
C
0
]
C
[
0 0
0 0
] [
0
ρ
]
[
0 1
]
0
 .
Reference tracking Now, consider the feedback system shown in Figure 3, wherein a controller K
is in feedback with a SISO plant G, with input disturbance d and reference signal r. We can then
define the disturbances and outputs as
w =
[
d
r
]
z =
[
e
ρu
]
y = e ,
respectively, where ρ > 0. Furthermore, let the plant G have a state-space realization (A,B,C). We
then have that
z =
[
G −1
0 0
]
w +
[
G
ρ
]
u
:= P11w + P12u
y =
[
G −1]w + Gu
:= P21w + P22u ,
from which it follows that the full plant P admits the joint realization
P =

A
[
B 0
]
B[
C
0
]
C
[
0 −1
0 0
] [
0
ρ
]
[
0 −1] 0
 .
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Figure 3: The reference tracking problem for a SISO plant G with disturbance d and reference r.
Specialization to FIR plant G Suppose that G is strictly proper and has a finite impulse response
(FIR) of order r, i.e., that G =
∑r−1
t=1 gtz
−t for a collection of real scalars {gt}r−1t=1 . Defining g =
[g1, g2, . . . , gr−1]T, the plant G admits the state-space realization (Z, e1, gT) where Z is the right-
shift operator (i.e., a matrix with ones one the sub-diagonal and zeros elsewhere). Given the examples
presented thus far, going forward we assume that
C1 =
[
g 0
]T
, C2 = gT, (2.4)
as well as the standard assumption that DT12C1 = 0. Additionally, given that we are considering SISO
systems, we can without loss of generality (by suitably rescaling B2) assume that
D12 =
[
0 1
]T
. (2.5)
2.2 Coarse-grained identification
As our aim is to provide end-to-end guarantees for robust control problems, we must first have a
scheme to acquire an approximate plant model Gˆ. Toward that end, Coarse-grained identification, as
defined in Tu et al. [7], describes the following procedure:
(i) carefully choose a series of m inputs {ui}, where ui ∈ U , and collect noisy outputs {yi} where
yi = Gui + ξi with ξi
i.i.d.∼ N (0, σ2I)
(ii) form a least-squares estimate Gˆ of the impulse response of G using {ui, yi}.
We refer to each such pair (ui,yi) as an experiment.
In [7], upper and lower bounds are shown on the resulting H∞ error between G and Gˆ for different
sets U . This built on the work of Goldenschluger [14], who derived estimation rates for `∞-constrained
inputs. We make slight modifications to the results in [7] to instead provide `2 error bounds on the
impulse response coefficients, as these are more natural for our problem. One concern is that we
will need `2 bounds on the impulse response error, and these bounds are in term of the H∞-norm.
However, while they can conservatively be plugged in verbatim (as ‖{gk}‖2 ≤ ‖G‖), we will instead
modify their proofs slightly to fit our application.
3 System-Level Synthesis
The System-Level Synthesis (SLS) framework, proposed by Wang et. al [11], provides a parameter-
ization of stabilizing controllers that achieve specified responses between disturbances and outputs.
We briefly review here the SLS framework, and later show in Section 4.1 how it can be modified to
solve a robust optimal control problem subject to bounded uncertainty on the FIR coefficients g.
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For an LTI system with dynamics described by (2.2), we define a system response {R,M,N,L} to
be the maps satisfying [
x
u
]
=
[
R N
M L
] [
δx
δy
]
. (3.1)
where δx := B1w is the process noise, and δy := D21w is the measurement noise.
We call a system response Θ = {R,M,N,L} stable and achievable with respect to a plant P if
there exists an internally stabilizing controller K such that the control rule u = Ky leads to closed
loop behavior consistent with (3.1). It was shown in [11] that the parameterization of all stable and
achievable system responses {R,M,N,L} is defined by the following affine space:[
zI −A −B2
] [R N
M L
]
=
[
I 0
]
(3.2a)[
R N
M L
] [
zI −A
−C2
]
=
[
I
0
]
(3.2b)
R,M,N ∈ 1
z
RH∞, L ∈ RH∞. (3.2c)
We call equations (3.2a) - (3.2c) the SLS constraints. The parameterization of all internally stabilizing
controllers is given by the following theorem.
Theorem 3.1 (Theorem 2 in [11]). Suppose that a system response {R,M,N,L} satisfies the SLS
constraints (3.2a) - (3.2c). Then, K = L −MR−1N is an internally stabilizing controller for the
plant (2.2) that yields the desired system response (3.1). Furthermore, the solutions of (3.2a) - (3.2c)
with the implementation K = L −MR−1N parameterize all internally stabilizing controllers for the
plant (2.2).
Using this parameterization, we can recast the standard optimal control problem (2.3) as the SLS
problem
minimize
{R,M,N,L}
J(G,Θ)
:=
∥∥∥∥[C1 D12] [R NM L
] [
B1
D21
]
+D11
∥∥∥∥
subject to (3.2a)− (3.2c) .
(3.3)
In the FIR case, we use the abbreviated notation J(g,Θ) for the case where G is the plant (Z, e1, gT).
Remark 3.2. Although we focus on the H∞ optimal control problem posed in equation (3.3), the
results that follow carry over naturally to H2 (LQG) and L1 optimal control problems as well.
4 Sample Complexity Bounds
We now provide finite-data performance guarantees for a controller synthesized using the system
identification and robust synthesis procedures described in the previous sections. Prior to stating our
main results, we recall the problem set up and Coarse-ID Control pipeline.
We consider the identification and control of the system (Z, e1, gT), which is assumed to be FIR of
order r. We begin with the simplified setting that the order r of the true system is known, and we
use the Coarse-grained identification procedure described in Section 2.2 to identify an approximate
system (Z, e1, g˜T), also of order r, using a series of m experiments. We then use this approximate
system (Z, e1, g˜T), as well as high-probability bounds on the estimation error ‖g− g˜‖2, in a robust SLS
problem (see (4.6) in Section 4.1) to compute a controller with provable suboptimality guarantees, as
formalized in the following theorem. 3
3Here, & hides universal constants: see Lemma 4.12 for an explicit characterization.
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Theorem 4.1. Let Θ0 be the optimal solution of the SLS problem (3.3) for the plant (Z, e1, gT),
and let g˜ be an estimate of g obtained using coarse-grained identification (σ2-variance output noise
only) with m experiments, where ‖ui‖p ≤ 1 ∀i. Let (Θ˜∗, α∗) be the optimal solution to the robust
SLS problem (4.6) for (Z, e1, g˜T), and let Θ̂∗ be the response achieved on the true system g by the
synthesized controller K˜∗ = L˜∗ − M˜∗R˜−1∗ N˜∗. Then, if m & σ2r‖N0‖2 log(η−1)
1
2 , with probability at
least 1−η, the controller K˜∗ stabilizes the true system (Z, e1, gT) and has a suboptimality gap bounded
by
J(g, Θ̂∗)−J(g,Θ0)
≤ 8
√
log 2σ
2r2/max(p,2)
m
(
1 +
√
2 log η−1
)∥∥∥∥[1 + gTN0L0
]∥∥∥∥ ‖R0B1 + N0D21‖ .
Corollary 4.2. Assume that we are in the setting of Theorem 4.1, and further let there be process
noise with variance σ2w that enters the system via the same channel as the control input (i.e., B1 = B2)
and measurement noise with variance σ2ξ . Then, Theorem 4.1 holds with σ2 ← σ2w‖G‖2 + σ2ξ .
We can further generalize these results to the setting where the order r of the underlying system
is not known, and that the true system is approximated by a length-r˜ FIR filter with coefficients g˜
where r˜ < r. In this case, applying the triangle equality
‖δ‖2 ≤ ‖g0:r˜−1 − g˜‖2 + ‖gr˜:r−1‖2
gives a similar sample complexity bound, albeit one where the cost difference does not tend to zero
as the number of experiments m tends to infinity.
Corollary 4.3. Assume that we are in the setting of Theorem 4.1, except let g˜ be a length-r˜ (where
r˜ < r) FIR estimate of g obtained using the prescribed coarse-grained identification. Furthermore,
assume that ‖gr˜−1:r−1‖2 < (4N0)−1. Then, if
m & σ2r
( ‖N0‖
1− 4‖N0‖‖gr˜−1:r−1‖2
)2√
log(η−1) ,
with probability at least 1−η the controller K˜∗ = L˜∗−M˜∗R˜−1∗ N˜∗ stabilizes the true system (Z, e1, gT)
and has a suboptimal cost bounded by
J(g, Θ̂∗)−J(g,Θ0)
≤
(
8
√
log 2σ
2r2/max(p,2)
m
(
1 +
√
2 log η−1
)∥∥∥∥[1 + gTN0L0
]∥∥∥∥+ 4‖gr˜−1:r−1‖2
)
× ‖R0B1 + N0D21‖ .
To prove the above results, we first derive a robust variant of the SLS framework presented in
Section 3, and then show how it can be used to pose a robust synthesis problem that admits subopti-
mality guarantees. In particular, these guarantees characterize the degradation in performance of the
synthesized controller as a function of the size of the uncertainty on the transfer function coefficients g.
We then combine this characterization of performance degradation with high-probability bounds on
the estimation error produced by the coarse-grained identification procedure to provide an end-to-end
analysis of the Coarse-ID control procedure.
4.1 Robust SLS
As we only have access to approximately identified plants, we need a robust variant of Theorem 3.1.
First, we introduce a robust version of (3.2b),[
R˜ N˜
M˜ L˜
] [
zI −A
−C2
]
=
[
I + ∆1
∆2
]
. (4.1)
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We call equations (3.2a), (4.1), and (3.2c) the robust SLS constraints. We now have the ingredients
needed to connect the main and robust SLS constraints. The proof is mostly algebraic and is thus
deferred to the Appendix.
Lemma 4.4 (Robust Equivalence). Consider system reponses Θ˜ = {R˜, M˜, N˜, L˜} and Θ̂ =
{Rˆ, Mˆ, Nˆ, Lˆ}, where the latter is given by
Rˆ = (I + ∆1)−1R˜ (4.2)
Mˆ = M˜−∆2(I + ∆1)−1R˜
Nˆ = (I + ∆1)−1N˜
Lˆ = L˜−∆2(I + ∆1)−1N˜ ,
where by assumption (I + ∆1)−1 exists and is in RH∞. Let G = (A,B,C,D) be a given plant, and
consider the following statements.
(i) Θ˜ satisfies the robust SLS constraints for G.
(ii) Θ̂ satisfies the SLS constraints for G.
Under the assumptions, (i) =⇒ (ii). Furthermore, let G′ = (A,B,C ′, D), and let
∆1 = − N˜(C − C ′)
∆2 = − L˜(C − C ′) .
Then, (i) is equivalent to a third statement (iii): Θ˜ satisfies the SLS constraints for G′.
A chain of corollaries follow from Lemma 4.4 that will be useful in quantifying the performance
achieved on the true system of a controller designed using an approximate system model. Unless
otherwise noted, let Θ˜, Θ̂ be defined as in Lemma 4.4.
Corollary 4.5. Suppose that Θ˜ satisfies the robust SLS constraints for the system (2.2). Then, the
controller K˜ = L˜− M˜R˜−1N˜ stabilizes the system (2.2) and achieves the closed-loop system response
Θ̂ if and only if (I + ∆1)−1 ∈ RH∞.
Proof. First note that the robust SLS constraints imply that ∆2 ∈ RH∞. Next, assume (I +
∆1)−1 ∈ RH∞. By Lemma 4.4, Θ̂ satisfies the SLS constraints for (2.2). Thus, by Theorem 3.1,
Kˆ = Lˆ − MˆRˆ−1Nˆ is stabilizing and achieves the closed-loop response Θ̂. Moreover, Kˆ is precisely
equal to K˜.
Conversely, assume (I+∆1)−1 exists but is not inRH∞ (if it does not exist the system response (4.2)
is obviously not well-defined). It then follows that Rˆ = (I + ∆1)−1R˜ is not in RH∞ as R˜ is square
and invertible.
This immediately gives us a sufficient condition for robustness of the SLS procedure.
Corollary 4.6. Suppose that Θ˜ satisfies the robust SLS constraints for the system (2.2). A sufficient
condition for the controller K˜ = L˜ − M˜R˜−1N˜ to stabilize the system (2.2) and achieve closed-loop
response Θ̂ is that ‖∆1‖ < 1, for any induced norm ‖ · ‖.
Proof. It follows from the small-gain theorem [13] that ‖∆1‖ < 1 =⇒ (I + ∆1)−1 ∈ RH∞, and
thus Corollary 4.5 applies.
We now specialize our results to the case where the plant P, as defined in (2.2), is FIR. In this case,
the modeling error arises only in the coefficient vector g defining the impulse response. To that end,
we define the the estimated plant G˜ with the realization (Z, e1, g˜T) and note that the resulting error
arises only in the C1 and C2 terms of the corresponding estimated plant P˜, where these state-space
parameters are defined as in (2.4). To that end, we define the estimation error vector δ := g − g˜,
allowing us to further specialize Corollary 4.6.
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Corollary 4.7. Suppose Θ˜ satisfies the SLS constraints for the estimated system (Z, e1, g˜T). If
‖N˜δT‖ < 1 for any induced norm ‖ ·‖, then the controller K˜ = L˜−M˜R˜−1N˜ stabilizes the true system
(Z, e1, gT) and achieves the closed-loop response Θ̂ as specified in (4.2). Additionally, if the induced
norm ‖ · ‖ is either the H∞ or L1 norm, the response Θ̂ simplifies to[
Rˆ Nˆ
Mˆ Lˆ
]
=
[
R˜ N˜
M˜ L˜
]
+ 1
1− δTN˜
[
N˜δT
L˜δT
] [
R˜ N˜
]
. (4.3)
Proof. By Lemma 4.4, Θ˜ satsisfies the robust SLS constraints for (Z, e1, gT). The sufficient condition
then follows by applying Corollary 4.6.Furthermore, if the induced norm ‖ · ‖ used in Corollary 4.5
and Corollary 4.6 is either the H∞ or L1 norm, it follows from Hölder’s inequality that ‖N˜δT‖ < 1
implies that |δTN˜| < 1 on Dc. Hence, we can use the Sherman-Morrison identity,
(I − xy∗)−1 = I + xy
∗
1− y∗x ,
to simplify the closed loop response (4.2) achieved by the approximate controller K˜ = L˜ − M˜R˜−1N˜
to the expression (4.3).
We now use this robust parameterization to formulate a robust SLS problem that yields a controller
with stability and performance guarantees.
We will use these two facts without fanfare in the following sections.
Proposition 4.8. Let x ∈ Rn, y ∈ RHn∞. Then ‖xTy‖ ≤ ‖x‖2‖y‖.
Proposition 4.9.
∥∥(I + A)−1∥∥ ≤ (1− ‖A‖)−1 for all ‖A‖ < 1.
Define J(g,Θ) to be the performance (i.e. the objective in (3.3)) of the controller K = L−MR−1N
induced by Θ = {R,M,N,L} when placed in closed-loop with the FIR plant G specified by impulse
response coefficients g. Now, assume we design a response Θ˜, with corresponding controller K˜, that
satisfies the SLS constraints specified by the estimate system g˜. We saw in the previous section that
under suitable conditions, the response on the true system g is given by Θ̂, as specified in Corollary
4.7. By the triangle inequality, Corollary 4.7, and our parametric assumption (2.4)-(2.5), we can then
bound the difference between expectation J(g˜, Θ˜) and reality J(g, Θ̂) as follows:
J(g, Θ̂) =
∥∥∥∥[C1 D12] [Rˆ NˆMˆ Lˆ
] [
B1
D21
]
+D11
∥∥∥∥
=
∥∥∥∥∥
[
gT 0
0 1
]([
R˜ N˜
M˜ L˜
]
+
[
N˜δT
1−δTN˜
L˜δT
1−δTN˜
] [
R˜ N˜
])[ B1
D21
]
+D11
∥∥∥∥∥
=
∥∥∥∥∥
(([
g˜T 0
0 1
]
+
[
δT 0
0 0
])[
R˜ N˜
M˜ L˜
]
+
[
gT 0
0 1
] [ N˜δT
1−δTN˜
L˜δT
1−δTN˜
] [
R˜ N˜
])[ B1
D21
]
+D11
∥∥∥∥∥
≤ J(g˜, Θ˜) +
∥∥∥∥∥
([
δT
0
]
+
[
gT 0
0 1
][ N˜δT
1−δTN˜
L˜δT
1−δTN˜
]) [
R˜ N˜
] [ B1
D21
]∥∥∥∥∥
≤ J(g˜, Θ˜) + 1
1− ‖δTN˜‖
∥∥∥∥[δT + g˜TN˜δTL˜δT
]∥∥∥∥ ‖R˜B1 + N˜D21‖
≤ J(g˜, Θ˜) + ‖δ‖
1− ‖δTN˜‖
∥∥∥∥[1 + g˜TN˜L˜
]∥∥∥∥ ‖R˜B1 + N˜D21‖ ,
where we assume ‖N˜δT‖ < 1 for the bound to be valid.
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For any estimated response g˜ satisfying ‖δ‖ ≤ , it then follows that
J(g, Θ̂) ≤ J(g˜, Θ˜) + α‖R˜B1 + N˜D21‖ (4.4)
for any α satisfying
α‖N˜‖+
∥∥∥∥[1 + g˜TN˜L˜
]∥∥∥∥ ≤ α , (4.5)
noting that ‖N˜‖ < 1, which implies ‖N˜δT‖ < 1, is equivalent to α > 0. We denote the right-hand
side of this bound as
Q(g˜, Θ˜, α) := J(g˜, Θ˜) + α‖R˜B1 + N˜D21‖ .
The bound (4.4) then suggests the following robust controller synthesis procedure, which balances
between solving for the optimal controller for the approximate system g˜ and controlling a perturbative
term. We call this problem the robust SLS problem for g˜.
minimize
{R˜,M˜,N˜,L˜}
α>0
Q(g˜, Θ˜, α)
subject to Θ˜ satisfies SLS constraints
(3.2a) - (3.2c) for (Z, e1, g˜T)
α‖N˜‖+
∥∥∥∥[1 + g˜TN˜L˜
]∥∥∥∥ ≤ α .
(4.6)
Although this problem is not jointly convex in α and the system responses Θ˜, one can use a golden
section search on α in practice. Moreover, the sum of norms can be split into two norm constraints
using an epigraph formulation (see [15], Ch. 3).
4.2 Sub-optimality guarantees for robust SLS
We now show a bound on the change in the optimal control cost when the controller is synthesized
using the robust SLS problem (4.6).
Proposition 4.10. Let Θ0 and (Θ˜∗, α∗), as well as Θ̂∗, be defined as in Theorem (4.1), and let
‖δ‖ ≤ . If  < (2‖N0‖)−1, we have that
J(g,Θ̂∗)− J(g,Θ0) ≤ (4.7)
2
1− 2‖N0‖
∥∥∥∥[1 + gTN0L0
]∥∥∥∥ ‖R0B1 + N0D21‖ .
To prove this proposition, we require a technical lemma that ensures that the true controller K0
stabilizes the estimate system specified by the FIR coefficients g˜, i.e. that the optimal system response
Θ0 can be used to construct a feasible solution to the approximate SLS synthesis problem (4.6).
Lemma 4.11. Let Θ0 and its induced controller K0 be as defined in Theorem 4.1, and let ||δ|| ≤ ,
with  < (2‖N0‖)−1. Then
α0 :=
1
1− 2‖N0‖
∥∥∥∥[1 + gTN0L0
]∥∥∥∥ (4.8)
is strictly positive, and the controller K0 is stabilizing for the estimate system specified by (Z, e1, g˜T)
and achieves the system response Θ̂0 defined by
Rˆ0 = (I + N0δT)−1R0
Mˆ0 = M0 − L0δT(I + N0δT)−1R0
Nˆ0 = (I + N0δT)−1N0
Lˆ0 = L0 − L0δT(I + N0δT)−1N0.
(4.9)
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Furthermore, (Θ̂0, α0) are feasible solutions to the approximate SLS synthesis problem (4.6).
Proof. Both of these points are conditional on (I + N0δT)−1 existing in RH∞:
• By assumption, Θ0 satisfies the SLS constraints for (Z, e1, gT); by Lemma 4.4, it equivalently
satisfies the robust SLS constraints for (Z, e1, g˜T), where ∆1 = N0δT and ∆2 = L0δT (note
the switched roles of g and g˜). By Corollary 4.5, K0 then stabilizes (Z, e1, g˜T) and achieves the
system response Θ̂0.
• By Lemma 4.4, Θ̂0 satisfies the SLS constraints for (Z, e1, g˜T), and is thus part of a feasible point
for the approximate SLS synthesis problem (4.6). Now, we need to check that the corresponding
α0 is also part of a feasible solution. Toward that end, by the Sherman-Morrison identity, we see
that
‖Nˆ0‖ = ‖(I − N0δ
T
1 + δTN0
)N0‖ ≤ ‖N0‖+ (‖N0‖)
2
1− ‖N0‖ =
‖N0‖
1− ‖N0‖ .
Furthermore, ∥∥∥∥[1 + g˜TNˆ0Lˆ0
]∥∥∥∥ =
∥∥∥∥∥
[
1+gTN0
1+δTN0L0
1+δTN0
]∥∥∥∥∥ ≤ 11− ‖N0‖
∥∥∥∥[1 + gTN0L0
]∥∥∥∥ .
Therefore,
1
1− ‖Nˆ0‖
∥∥∥∥[1 + g˜TNˆ0Lˆ0
]∥∥∥∥ ≤ α0 ,
the final feasibility condition of (4.6).
It therefore remains to verify that (I + N0δT)−1 exists and is in RH∞. As we have seen, a sufficient
condition is ‖N0δT‖ < 1, and this condition is implied by the assumption that α0 > 0.
Proof.[Proof of Proposition 4.10] We immediately invoke Lemma 4.11 by noting that our assumption
on  ensures α0 > 0, and we are assured that (Θ̂0, α0) is a feasible point for the approximate SLS
synthesis problem (4.6). From inequality (4.4), we then have that
J(g, Θ̂∗) ≤ Q(g˜, Θ˜∗, α∗) ≤ Q(g˜, Θ̂0, α0)
= J(g˜, Θ̂0) + α0‖Rˆ0B1 + Nˆ0D21‖
≤ J(g˜, Θ̂0) + α0 ‖R0B1 + N0D21‖1− ‖N0‖ , (4.10)
where the second inequality follows from the optimality of (Θ˜∗, α∗), and the final inequality from the
definitions of Rˆ0 and Nˆ0. Now, we repeat the argument used to derive (4.4) with expectation and
reality reversed: this time we assume our design expectation was J(g,Θ0) but our reality is J(g˜, Θ̂0).
This is a valid analogy as Θ0 satisfies the SLS equations for (Z, e1, gT). With the true and estimated
parameters reversed, we can thus bound J(g˜, Θ̂0) by
J(g˜, Θ̂0) ≤ J(g,Θ0) + 1− ‖N0‖
∥∥∥∥[1 + gTN0L0
]∥∥∥∥ ‖R0B1 + N0D21‖ . (4.11)
Finally, combining bounds (4.10) and (4.11) and plugging in α0 gives
J(g, Θ̂∗)− J(g,Θ0) ≤
(
α0 +
∥∥∥∥[1 + gTN0L0
]∥∥∥∥) ‖R0B1 + N0D21‖1− ‖N0‖
= 21− 2‖N0‖
∥∥∥∥[1 + gTN0L0
]∥∥∥∥ ‖R0B1 + N0D21‖ .
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4.3 Coarse-grained ID and the proof of Theorem 4.1
First, to prove the sample complexity of synthesizing a stabilizing controller based on an approximate
system, we require an intermediary lemma on how well coarse-grained identification can identify the
true system. The proof of the lemma (and the related change necessary for Corollary 4.2) is deferred
to the Appendix.
Lemma 4.12. Assume we estimate the system g by a length-r FIR system g˜ using coarse-grained
identification (output noise only) on m experiments, where the inputs ui are constrained to lie in a
unit `Tp ball. Then, with probability at least 1− η,
||δ||2 ≤ 2
√
log 2σ
2r2/max(p,2)
m
(
1 +
√
2 log η−1
)
.
Taking m large enough such that ‖δ‖2 =  < (4‖N0‖)−1 (implied by taking m &
σ2r‖N0‖2
√
log(η−1)), we have
2
1− 2‖N0‖ ≤ 8
√
log 2σ
2r2/max(p,2)
m
(
1 +
√
2 log η−1
)
.
Finally, we show that K˜∗ is stabilizing for the true system (Z, e1, gT). Since (Θ˜∗, α∗) is optimal for
the approximate SLS synthesis problem for g˜, it is feasible, and thus α∗ > 0 allows us to invoke
Corollary 4.7, as we have that ‖N˜∗δT‖ < 1 .
5 Experiments
The robust SLS procedure analyzed in the previous section requires solving an infinite-dimensional
optimization problem as the responses {R˜, N˜, M˜, L˜} are not required to be FIR. However, as an
approximation, we limit them to be FIR responses of a prescribed length T . By making this restriction,
the resulting optimization problem is then finite-dimensional and admits an efficient solution using
off-the-shelf convex optimization solvers4.
Figure 4 shows a quantification of this approximation. In this experiment, for each r, we chose
random FIR plants with impulse response coefficients uniformly distributed in [−1, 1]r. We then
computed the smallest T (r) such that the robust performance returned by the SLS program was
within 2% relative error of the performance calculated by MATLAB’s hinfsyn with relative tolerance
10−8. Figure 4 also shows this calculation when each plant was normalized to have unit H∞-norm.
5.1 Optimization Model
Let vec(F) :=
[
FT0 . . . FTn−1
]T, vec(F) := [F0 . . . Fn−1], and I be the (static) identity transfer func-
tion. Furthermore, appealing to the SDP characterization of H∞-bounded FIR systems ([16] Thm.
5.8), define
H(Q,F, γ) :=
[
Q vec(F)
vec(F)T γI
]
.
Then, under the approximate assumption that R˜, N˜, M˜, L˜ are FIR of length T , and using the notation
Q[j,k] for the (j, k)-th block of Q, we can write the full optimization problem of solving (4.6) for a
4Code for these computations can be found at https://github.com/rjboczar/OF-end-to-end-CDC
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Figure 4: FIR approximation length T required to achieve small relative error in the robust perfor-
mance objective. For each plant length r, the boxes denote the middle quartiles for 10 random plants,
and the whiskers show the extents of the data.
fixed α:
minimize
{R˜,M˜,N˜,L˜},
t1, t2, t3, t4
t1 + t2
subject to
[
vec(R˜) 0
]− [0 A vec(R˜)] = [0 B2 vec(M˜) + vec(I)][
vec(N˜) 0
]− [0 A vec(N˜)] = [0 B2 vec(L˜)][
vec(R˜)
0
]
−
[
0
vec(R˜)A
]
=
[
0
vec(N˜)C2 + vec(I)
]
[
vec(M˜)
0
]
−
[
0
vec(M˜)A
]
=
[
0
vec(L˜)C2
]
1≤i≤4
0≤k≤n
{
H(Q(i),F(i), ti)  0∑T−k
j=1 Q
(i)
[j+k,j] = δktiI
F(1) =
[
g˜T 0
0 1
] [
R˜ N˜
M˜ L˜
] [
B1
D21
]
+D11
F(2) = α
(
R˜B1 + N˜D21
)
F(3) = αN˜, F(4) =
[
1 + g˜TN˜
L˜
]
t3 + t4 ≤ α .
5.2 Computational Results
Instead of using Lemma 4.12 directly, we use a simulation-based technique5 (based on looking at the
empirical histogram) to achieve tighter probabilistic tail bounds on ‖δ‖2.
5The technique involves inverting the Chernoff bound to generate random variable tail bounds that hold with high
probability with respect to the simulated instances. See the Appendix of [7] for details.
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Figure 5: “Swarm” plot of relative improvement δJ from using the approximate SLS procedure across
multiple random instances of plants and output noise (8 × 10, σ = 0.1), for number of experiments
m ∈ {15, 20, 25, 30}. Each color dot represents a different plant.
In what follows, we consider the following quantities:
(i) Jnominal: the cost achieved on the true system when the controller was designed using hinfsyn
with the approximate system
(ii) Jˆ : the cost achieved on the true system when the controller was designed using the approximate
SLS synthesis procedure
(iii) δJ = Jnominal−JˆJnominal : the relative improvement of the approximate SLS synthesis procedure
(iv) ∆J, ∆̂J : the theoretical sub-optimality bound (4.7) and the actual sub-optimality gap, respec-
tively.
Figure 5 shows δJ for random instances of H∞-normalized plants of different lengths r, swept across
number of experiments m.
While it is difficult to draw precise quantitative conclusions from a suite of random plants, for the
longer plants (r = 16) the approximate SLS procedure does perform better on average. We hypothesize
that the performance depends on an effective signal-to-noise ratio (SNR): mσ2r . At low SNR, there
may not be enough data for the approximate SLS procedure to be valid (i.e. for  < (2‖N0‖)−1).
At high SNR, g˜ is very close to g and thus the approximate SLS procedure may be too conservative.
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Figure 6: Comparison on upper bound ∆J and actual suboptimality gap ∆̂J .
Thus, large improvements may be hard to come by, which is seen as m increases or r decreases in
Figure 5. Therefore, in between these cases may be where the procedure is most effective—the r = 16
case may lie in this regime.
Using the data generated for Figure 5, Figure 6 shows the looseness of the end-to-end bound in
Proposition 4.10. This looseness is somewhat unsurprising, as both the formulation of the approximate
SLS problem and the proof of Proposition 4.10 feature multiple uses of the triangle inequality.
6 Conclusion
In this work, we provide a computational tool for optimal output feedback control for the Coarse-
ID setting, as well as a non-asymptotic analysis of its performance. Future work involves relaxing
assumptions to allow IIR or unstable plants, the latter of which may require significant modifications
to the Coarse-ID analysis.
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Appendix A Proof of Lemma 4.4
We restate the lemma for convenience.
Lemma 4.4 (Robust Equivalence). Consider system reponses Θ˜ = {R˜, M˜, N˜, L˜} and Θ̂ =
{Rˆ, Mˆ, Nˆ, Lˆ}, where the latter is given by
Rˆ = (I + ∆1)−1R˜ (4.2)
Mˆ = M˜−∆2(I + ∆1)−1R˜
Nˆ = (I + ∆1)−1N˜
Lˆ = L˜−∆2(I + ∆1)−1N˜ ,
where by assumption (I + ∆1)−1 exists and is in RH∞. Let G = (A,B,C,D) be a given plant, and
consider the following statements.
(i) Θ˜ satisfies the robust SLS constraints for G.
(ii) Θ̂ satisfies the SLS constraints for G.
Under the assumptions, (i) =⇒ (ii). Furthermore, let G′ = (A,B,C ′, D), and let
∆1 = − N˜(C − C ′)
∆2 = − L˜(C − C ′) .
Then, (i) is equivalent to a third statement (iii): Θ˜ satisfies the SLS constraints for G′.
Proof.
• (i) ⇐⇒ (iii): The SLS constraints for G′ and the robust SLS constraints for G are identical, by
the definitions of ∆1 and ∆2.
• (i) =⇒ (ii): Satisfaction of (4.1) under (Θ˜,G) implies satisfaction of (3.2b) under (Θ̂,G) as they
are related by a linear transformation defined by
V =
[
(I + ∆1)−1 0
−∆2(I + ∆1)−1 I
]
.
We readily see that
V
[
R˜ N˜
M˜ L˜
]
=
[
Rˆ Nˆ
Mˆ Lˆ
]
and V
[
I + ∆1
∆2
]
=
[
I
0
]
.
Next, satisfaction of (3.2a) under (Θ̂,G) is implied by satisfaction of (3.2a) and (4.1) under
(Θ˜,G). To see this, note that multiplying (4.1) on the right by [zI − A; −C2] gives B2∆2 =
(zI −A)∆1. One can then verify that[
zI −A −B2
] [Rˆ Nˆ
Mˆ Lˆ
]
=
[
I 0
]
.
Finally, consider (3.2c). The second equation of (4.1), i.e.
M˜(zI −A)− L˜C2 = ∆2 ,
shows that ∆2 ∈ RH∞. Combined with our assumption that (I + ∆1)−1 ∈ RH∞, by the
definition of Θ̂ we may assert that zRˆ, zMˆ, zNˆ, Lˆ ∈ RH∞.
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Appendix B Coarse-grained ID Results
We restate the lemma for convenience.
Lemma 4.12. Assume we estimate the system g by a length-r FIR system g˜ using coarse-grained
identification (output noise only) on m experiments, where the inputs ui are constrained to lie in a
unit `Tp ball. Then, with probability at least 1− η,
||δ||2 ≤ 2
√
log 2σ
2r2/max(p,2)
m
(
1 +
√
2 log η−1
)
.
B.1 Setup
We repeat the coarse-grained identification setup from Tu et al. [7]. We are given query access to G
via the form
yi = Gui + ξ , ξ
i.i.d.∼ N (0, σ2IT ) ,
where u ∈ U for some fixed set U . Now, fix a set of m inputs u1, ..., um ∈ U . Given the resulting
outputs {yi}mi=1, we can estimate the first T coefficients {gk}T−1k=0 of G(z) =
∑∞
k=0 gkz
−k via ordinary
least-squares. Calling the vector Y := (y1, . . . ,ym) ∈ RTm, the least-squares estimator g˜0:T−1 is given
by
g˜0:T−1 :=
[
g˜0 g˜1 · · · g˜T−1
]T = (ZTZ)−1ZTY ,
whereZ :=
[
Toep(u1)T · · · Toep(um)T
]T ∈ RTm×T .
Explicitly, for a vector u ∈ RT , Toep(u) is the T × T lower-triangular Toeplitz matrix where the
first column is equal to u. We assume the matrix ZTZ is invertible, which is verified for the inputs we
use in [7]. Assuming r ≤ T , by the Gaussian noise assumption, the error vector δ := g0:r−1 − g˜0:r−1
will also be Gaussian with a prescribed covariance. Since the covariance matrix will play a critical
role in our analysis to follow, we introduce the notation
Σ(u) :=
m∑
k=1
Toep(uk)TToep(uk) ,
where m will be clear from context. We will also use the shorthand notation M[r] to refer to upper
left r × r block of M .
B.2 Proof of Lemma 4.12
We readily see that δ ∼ N (0, σ2S) where S = (Σ(u)−1)[r]. Then, noting that ||δ||2 is a σ‖S1/2‖-
Lipschitz function of i.i.d. standard Gaussian random variables, from concentration of measure
(see [17], Theorem 5.6) we have that
P (||δ||2 ≥ E||δ||2 + t) ≤ e−t2/(2σ2‖S‖) ,
for all t ≥ 0. Furthermore, by Jensen’s inequality,
E||δ||2 ≤
√√√√ r∑
i=1
Eδ2i = σ
√
Tr(S) .
This then gives
||δ||2 ≤ σ
(
‖S‖1/2
√
2 log η−1 +
√
Tr(S)
)
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with probability at least 1 − η. To probabilistically guarantee small error, we would then like to
minimize the right hand side over input signals. When U is a unit `p-ball in RT , [7] provides relevant
bounds on S.
Lemma B.1 (c.f. Section 3 [7]). If U is a unit `p-ball, then
min
ui∈U
Tr(S)
{
= rm , p ∈ [1, 2] (u∗i = e1)
≤ 4 log 2m r2/p, p ∈ (2,∞] .
Thus, since ||S|| ≤ Tr(S), in the most general case we have that
||δ||2 ≤ 2σ
√
log 2r
2/max(p,2)
m
(
1 +
√
2 log η−1
)
with probability at least 1− η . If p ∈ [1, 2], ||S|| can be computed to be 1m , and we have
||δ||2 ≤ 2σ
√
r
m
(
1 +
√
2 log η−1
r
)
Finally, with respect to Corollary 4.2, as noted in Section 3 of [7] we have that δ ∼ N (0,Λ), where
Λ = (ZTZ)−1ZT(σ2wToep(g)Toep(g)T + σ2ξI)Z(ZTZ)−1
 (σ2w‖G‖2H∞ + σ2ξ )(ZTZ)−1,
where the inequality comes from the stability of G.
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