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1. INTRODUCTION 
Consider the Hammerstein equation 
I 
1 
x(s) = h W, t)f(t, x(t)) dt 
0 
where K(s, t) is continuous for 0 < s, t < 1 and “positive,” i.e., 
q, t> > 0, O<s<l, O<t<l. (1.1) 
The functionf(t, x) is assumed to have the form 
f(4 4 = xw, 4 (1.2) 
where 
H(t, x) = H(t, - x) > 0, O<t<l, 1x1 <co (1.2a) 
fa!(t, x) = fqt, x) + xKz(t, x> > 0 (1.2b) 
xK& 4 < 0, x # 0. (1.2c) 
Many authors have studied such problems. However, the work of George 
Pimbley [6], [7] is of particular interest for us. 
A related problem which is basic for the study of Eq. (1) is the linearized 
problem (linearized about zero) 
h(s) = h s1 IQ, t) H(t, 0) h(t) dt. 
0 
(1.3) 
* This research is supported by the Office of Naval Research under Contract No. 
N-0014-67-A-0128-004 and by the U.S. Atomic Energy Commission. 
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It is well known [3], [4] that there is a unique positive number h, > 0 which 
is the smallest eigenvalue of Eq. (1.3). We may normalize the associated 
eigenfunction ho(t) to be positive for 0 < t < 1. Moreover, if h is any other 
eigenvalue and v(t) is the associated eigenfunction, then either 
1x1 >A0 and $I E (0, 1) such that q~(t,) = 0 (1.3a) 
or 
x = A, and dt) = chow (1.3b) 
for some constant c. 
We will assume that the positive eigenvalue h, is strictly monotone in 
H(t, 0). 
DEFINITION. Let gl(t), gz(t) E CIO, l] satisfy 
0 < co G m G gzw, O<t<1. (1.4) 
Let p(gJ, p(ga) be the minimal positive eigenvalues of the linear eigenvalue 
problems 
Q(s) = &iJ ,: @, t) g&) Q(t) dt, K = I, 2. (1.4a) 
We will say the kernel K(s, t) satisfies condition M if gl(t) $ gz(t) implies that 
k&2) -=l PW (1.4b) 
Remark. We know of no examples where this condition is violated. 
Nevertheless, since it is this particular fact which is used, it seemed worth- 
while to identify it. 
Remark. When K(t, S) = K(s, t) we see that K(s, t) satisfies condition M 
from the variational characterization (see [I]) 
I 
1 
v2(t) dt 
P(g) = $$o 
1 s:,: Ws, 4 M; &l1'~" 4s) &> dt ds j  * 
In this note we prove an existence theorem for “positive” solutions of 
Eq. (1) which also enables us to establish a priori bounds on uZZ solutions of 
Eq. (1). A basic result is 
THEOREM I. Let K(s, t) satisfy condition M. Let A be a Jixed constant sutis- 
fY% 
ho < h. (1.5a) 
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Suppose there are two positive constants y,, , or with 0 < DI < I such that 
I 
1 
A K(s,t)H(t,y,)dt <a < 1. (1Sb) 
0 
Then there exists a positive solution of Eq. (1), say y(t). Moreover, if v(t) 
is any solution of Eq. (l), then 
Finally, if o(t) is any nontrivial, nonnegative solution of Eq. (l), then 
w(t) zz 7(t). (1.7) 
Remark. Since -v(t) is a solution whenever o(t) is a solution, the inequal- 
ity (1.6) implies 
I WI G ii(t). 
Using this estimate and the basic idea of Pimbley [7] and Wolkowisky [8] 
we then prove 
THEOREM II. Suppose K(s, t) is an oscillation kernel. Suppose (ISa), 
( 1.5b) hold. Suppose 
A, <h ( 1.8) 
Afqt, Yo) < 4J-w~ 0) (l-9) 
hold, where A, is the n-th smallest eigenvalue of Eq. (1.3). Then, there exist (at 
least) n + 1 nontrivial solutions of Eq. (1) xi(t), j = 0, l,..., n. The function 
xj(t) has exactly j interior nodal zeros and no other interior zeros. 
Theorem II is essentially Pimbley’s theorem of [7]. Unfortunately there is 
a gap in the proof of Lemma 5 of [7]. Our contribution is basically the use of 
the a priori estimate of Theorem I to avoid the difficulties. Nevertheless, 
because of many questions asked by our interested friends and colleagues 
we include most of the details. We will assume the reader is familiar with 
Pimbley’s work. 
I wish to thank my many friends who discussed this matter with me. In 
particular, I am indebted to George Pimbley and Paul Rabinowitz. 
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2. POSITIVJZ SOLUTIONS 
Our basic results of this section follow from some elementary lemmas. 
LEMMA 1. Suppose K(s, Z) satisjies condition M. Suppose y(t) and z(t) 
are two solutions of Eq. (1) with 
0 < y(t) < z(t), O<t<l 
0 f y(t). (2.1) 
Th&?l 
0 <y(t) = z(t), O<t<l. (2.2) 
Proof. From Eq. (1 .l) and conditions (2.1) we see that 
0 < y(t), O<t<l. 
Thus, we need only prove that y(t) I= z(t), 0 < t < 1. Let 
&> = W,YW* m = WY z(t)). 
Then, condition (2.1) and (1.2~) imply that 
Thus, 
%a) G g*(t). 
&A < Ilk*) 
unless gl(t) = gz(t). However, the fact that y(t) and z(t) both satisfy Eq. (1) 
and both are positive for 0 < t < 1 means that 
Thus 
h = i&l) = r(gz)* 
w, At)) k= w, z(t)) 
and we use (1.2~) to see that 
y(t) = z(t). 
LEMMA 2. Let (1.5a) hold. Let y,,(t) b e a positive function which satisfies 
0 < co < ye(t), O<t,<l (2.3) 
for some constant co . Suppose 
A I * Q, t)f (t, ye(t)) dt < yo(4. (2.4) 0 
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Consider the sequence of functions y,,(t) generated by 
YOW = YOW 
Yn+&) = h f: w7 t)f(t, m(t)) dt. 
(2.5) 
The functions m(t) decrease with n and converge uniformly to a continuous func- 
tion r(t) which satisfies Eq. (1) and also satisfies 
0 < 7(t) G YOW, O<t<l. (2.6) 
Proof. Condition (2.4) implies 
0 < n(t) G YOW, O<t<l. 
Assume that y,,(t) <y&t), 0 < t < 1. Then 
Yn+l(s) - m(s) = h j-’ K(s, t)f,(t, s(t)) [m(t) - ynJt)] dt < 0. 
0 
Thus the functions m(t) decrease with n. 
The function h,(t) the nonnegative eigenfunction of Eq. (1.3), is the eigen- 
function of a linear eigenvalue problem. Hence, it may be “scaled”. We assume 
h,(t) has been chosen nonnegative and so small that 
h [W ho(t4 - +’ W, O,] ho@> > 0, o<t<1 
0 < ho(t) < co < ye(t). 
(2.7) 
Assume that 
ho(t) G m(t)* 
Then 
Y~+I(s) - ho(s) = X s: W, t) IIf (4 m(t)) - f (4 hoWI dt 
+ h s’ K(s, t) [H(t, h,(t)) - $ H(t, 0)] h,(t) dt 2 0. 
0 
Thus, the functions m(t) converge monotonically to a function p(t) which 
satisfies condition (2.6). Because the family {f(t, m(t)} is bounded, the 
family {m(t)} is compact and one sees that the convergence is uniform. Thus 
J(t) E C[O, l] and satisfies Eq. (1). 
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COROLLARY. Suppose there exist two constants y,, , OL, 0 < 01 < 1 such that 
(1Sb) is satisfied. Suppose (1.5a) is satisfied. Then, there is a positive solution 
y(t) which satisfies 
O<ji(t)dyo. 
Proof. Set ye(t) z y,, . Th e normalization (2.7) is based on the ideas of 
Picard for nonlinear second order differential equations [5]. 
LEMMA 3. Let K(s, t) satisfy condition M. Suppose we can construct a 
function y,,(t; cO) which satisfies the hypotheses (2.3) and (2.4) of Lemma 2 
for all choices of c,, > 0. Suppose (1Sa) holds. Then there is only one nontrivial 
nonnegative solution y(t). This solution may be constructed via Lemma 2 and is 
independent of the choice of c, > 0. Moreover, if v(t) is any solution of Eq. (l), 
then 
v(t) < y(t). 
Proof. Let v(t) be any solution of equation (1). Let 
cs=max)v(t)\ + 1. (24 
Let the sequence m(t) be constructed as in Lemma 2 starting with 
y,,(t) = yo(t; cJ. Then, clearly v(t) < ye(t) <m(t). Then 
v(s) - Y~+I(s) = j-l K(s, t> [f (t, v(t)) - f (4 y,(t))] dt 
0 
= I ’ KG, t)f& sW EW - m(t)1 dt < 0. 0 
Thus the functions m(t) converge to a function p(t) which is also a solution 
of Eq. (1) and 
v(t) < p(t). 
If v(t) > 0 and v(t) f 0, then Lemma 1 gives us 
v(t) SE r(t). 
Thus there is only one positive solution, which dominates all other solutions. 
These three lemmas immediately give our basic Theorem I. 
THEO= 2.1. Suppose K(s, t) satisfies condition M. Suppose there is a 
positive constant y. and an co > 0 such that 
x, < x 
Jw,Yo) G PO - CO) w, 0). cw 
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Let f(t, x) be of the form (1.2) and satisfy (1.2a), (1.2b), (1.2~). Then there 
exists a positiwe solution of Eq. (l), say j(t), with 
0 < J(t) o<t<1. (2.10) 
Moreower, if v(t) is any other solution of Eq. (1) then 
w(r) < j(t). (2.11) 
Finally, if z(t) is u nonnegutiee, nontriwiul solution of Eq. (I), ihen 
z(t) == S(i). (2.12) 
Proof. Let 
p(s) =_ ~~~ j’ K(~, t) 11(t, 0) dt > 0. (2.13) 
” 
Let U(X) be the unique solution of the linear integral equation 
u(s) = x I 1 qs, q H(h yo) u(t) fit + P(s). 
(2.14) 
It is easy to see that Eq. (2.14) has a unique solution since the minimal 
eigenvalue @H(t, ya) satisfies 
PW(C Yo)) > P(@o - co) w, 0)) > 1. (2.15) 
Indeed, Eq. (2.15) also g uarantees that we may compute u(s) via the 
Neumann series. The positivity of p(s) and K(s, t) shows that 
0 < u(s), O<s<l. (2.16) 
Let 
YOM = u(t) + Yo . 
Then 
’ ye(s) =: h 
f K(s, t) Il(4 yo + W) (u(t) + Yo) dt 0 
I 
1 
4-x % t) [fw, Yo) - f-v, Yo + WI w + Yo) d 
0 
I 
1 
+ A K(s, t) [H(f, 0) - f-q4 Yo>l Yo & + Yo ’ 
0 
That is, 
h i l w, t)f(tv YOW) dt G YOW 0 
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Thus, for c, = y0 we have constructed the function ~,,(t, c,,) of Lemma 3. 
However, if z,, > JJ~ , then, of course, (2.9) holds with y,, replaced by x,, . 
Thus we may construct ~s(t, cs) for all c, . Hence we may apply Lemma 3 
and the theorem follows at once. 
Remark. The positive solution 9(t) = ~(t, A) is monotone in A. To see 
this we need merely observe that 8 > 0 implies 
< (A + 6) I1 K(s, t>f(t, A4 A)) dt. 0 
Hence if c,, = max y(t, A), and yo(t, co) is used as a starting value when 
h + 6 replaces A, the induction of Lemma 2 will easily prove that 
J(4 4 < rp, h + 6). 
Sometimes it is desirable to modify the functionsf(t, x), H(t, X) and yet 
preserve the class of solutions of Eq. (1). Let a > 0 be any constant. Let m 
be a positive constant such that 
Define 
O<m<). (2.17) 
I 
W, 4, G(t’ ‘) = H@, a) ((1 - m) + ,,&(t)(lzj-a)}, 1x1 <a Ix1 >a, (2.17a) 
where 
BW = 
- KG 4 > o 
mH(t, a) . 
LEMMA 4. Let 
F(t, x) = xG(t, x) 
where G(t, x) is given above by Eq. (2.17a) and (2.17b). Then 
(2.17b) 
(2.18) 
G(t, x) = G(t, - x), O<t<1, 1 x 1 < cx) (2.19a) 
F&, x) = G(4 x) + xG,(t, x) > 0 (2.19b) 
G(t, x) < 0, x#O (2.19c) 
E% G(4 x) = (1 - m) H(t, a) > 0. (2.19d) 
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Proof. Clearly, it is only necessary to verify (2.19b) for x > a. In that case 
FJt, x) = fqt, u) (1 - m) 
+ {mzqt, u) + uH,(t, u) + (x - u) H,(t, a)] e-fl(t)(s-a). 
(2.20) 
A straight forward computation using (2.17) completes the proof. 
THEOREM 2.2. Let K(s, t) be a positive Kernel satisfying condition M. 
Suppose f (t, x) is of the form (1.2) and satisfies (1.2a), (1.2b) and (1.2~) for 
1 x 1 < x0 where x0 is some given positive constant. Suppose there are two 
constants y,, < x0 , (Y with 0 < a < 1, such that (1 Sa) and (1 Sb) hold. 
Then there is a positive solution y(t) of Eq. (I). Moreover 
O<jqt)<yo<xo. 
Finally, if v(t) is any nontrivial solution of Eq. (1) satisfying 
Iv(t)1 <x0, (2.21) 
then 
v(t) < y(t). (2.22) 
Of course, if v(t) is also nonnegative, 
v(t) = 7(t). 
Proof. Let y. = a and construct the functions F(t, x), G(t, x) as above. 
Let v(t) be a solution of 
B(s) = X I1 K(s, t)F(t, v(t)) dt. 
0 
(2.23) 
Then, by the above results, there is a function r(t) which satisfies Eq. (2.23), 
such that 
(2.24) 
But then, y(t) and v(t) are both solutions of Eq. (1) which satisfy (2.21). 
Conversely, if v(t) is a solution of Eq. (1) such that (2.21) holds, let 
b = max(max I v(t)] , yo) < x0. (2.25) 
And, let P(t, x), e(t, x) be the functions constructed above and modified for 
I x I > b. The argument leading to Theorem I shows that all solutions of 
x(t) = h f K(s, t) I;(t, x(t)) dt (2.26) 
0 
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satisfy 
Thus, all solutions of (2.26) are solutions of (2.23) and satisfy (2.24). But, 
of course, o(t) satisfies (2.26) by the choice of b. Thus, the theorem is proven. 
3. THEOREM II 
Let K(s, t) be a symmetric oscillation kernel [2]. Then, by the remarks of 
Section 1, K(s, t) satisfies condition M. The difficulties in the proof of [7] 
arise because H(t, x) --+ 0 as x+ 00. However, we avoid this difficulty by 
using the modification described in Section 2. That is, let there be a positive 
constant y. such that (1.5b), and (1.9) hold. Assume 
x,<X (3.1) 
where X, is the n-th smallest eigenvalue of the linearized problem (1.3). Let 
a = y. and let F(t, x), G(t, x) be constructed as in (2.17), (2.17a), (2.17b) 
and (2.18). Clearly any solution of Eq. (1) is a solution of Eq. (1) whenf(t, x) 
is replaced by F(t, X) and vice-versa. Hence we may assume 
/pm w4 Y> = (1 - 4 w, Yo) > 0 (3.2) 
uniformly for t E [0, 11. 
We follow Pimbley’s argument. Let 
A = i!?(t) E CP, 11; (1 - 4 W4Yo) B q(t) < H(t, 0)). (3.3) 
Let j < n. For every 01, 0 < 01 < cc and every q(t) E A we construct a 
mapping L,(a) taking A into A. Let Vi(t), pi be the j-th eigenfunction and 
eigenvalue of the linear integral equation 
V;(s) = hpj j-l K(s, t) q(t) Vj(t) dt. 
0 
(3.4) 
The theory of oscillation kernels allows us to conclude that pj and Vi(s) 
are unique [up to a scale factor in I’&)], and Vj(s) has exactly j interior nodal 
zeros and no other interior zeros. We normalize Vi(s) so that 
(3.5) 
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Moreover, if Cj is the j-th eigenvalue associated with the kernel 
Q, t) W, YJ (1 - ml, then 
0 < pj d cj . (3.6) 
Thus the functions V&) are uniformly bounded and equicontinuous. 
Having obtained Vi(t), pj we set 
Clearly, 
CLdal CZI tt) = H(t, avj(t))- (3.7) 
L,(a) : A -+ A va E [O, 00). (3-g) 
LEMMA 5. For ewery j, 0 6 j < n, and every a E [0, co), L,(a) is a continu- 
ous mapping of A into itserf. 
Proof. See Lemma 1 of [7]. 
Let ~~(a), $j(t) be the eigenvalue and eigenfunction of the linear eigenvalue 
problem 
For each S > 0 let ~~(6) be the j-th smallest eigenvalue of the linear eigen- 
value problem 
vj(s) = +j(s) 1: K(s, t) H(t, 8) pj(t) dt- 
Clearly ~~(0) = Aj/h and pi increases as S increases. Moreover 
(3.10) 
lim Pi(S) = Cd . h > h 
8-m 
because of condition (1.9). Thus there is a unique 6, such that 
LEMMA 6. There is a unique a = Z(p) E [S, , 00) silch that 
u,@(q)) = 1. (3.11) 
Proof. For fixed Q E A, hence for fixed Vi(t), the eigenvalue ai is a 
strictly monotone increasing function of a (see Lemma 2 of [7]). Since 
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we see that 
As OL + co the functions H(t, orVj(t)) converge to H(t, co) = (1 - m) H(t, ~~‘0) 
monotonically, almost everywhere, and uniformly on compact subintervals 
not containing a zero of Vi(t). Hence 
uj(a) -+ Cj > 1 as Lx-+ co. 
Thus there is a unique C? = &i(n), aj < C% < 00, and Eq. (3.11) holds. 
LEMMA 7. The quuntities G(q) me bounded for q E A. 
Proof, Suppose there is a sequence qn(t) E A such that 
am = qqy --f co as n-+co. 
The sequence {@} is weakly compact inL2[0, 11. Hence there is a subsequence 
qn’(t) which converges weakly to a function q(t). While q(t) may not be 
continuous, we have 
H(t, co) < H(t) < H(t, 0), a.e. 
By extracting enough subsequences we may assume 
(3.13) 
Then 
uniformly 
uniformly 
weakly in L2. 
r(s) = $‘i j’ K(s, t) q(t) v(t) dt. (3.14) 
0 
Since 11 B (1 = 1, we see that F(t) is an eigenfunction of an integral equation 
with an oscillation kernel relative to the positive measure q(t) dt. But then 
V(t) has only a finite number of zeros. As in the argument above 
H(t, c?wj”(t)) -+ H(t, co) 
almost everywhere and uniformly on compact sets not including zeros of 
v(t). Furthermore, 
q(s) = h 1; IQ, t) H(t, co) $(t) dt. (3.15) 
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But then, (1.9) implies that 
However, jj $ /IO0 = 1. 
LEMMA 8. The function Z(q) is a continuous function of q E A. 
Proof. Let q”, k = l,... be a sequence in A which converges uniformly 
to a function q(t) E A. The associated eigenvalues and eigenfunctions $, 
Vik(t) also converge to an eigenvalue and eigenfunction F, vj(t) associated 
with q(t) (see Lemma 1 of [7]). 
The constants Ei” = G(qk) satisfy 
O<a,<Zk<a,<co. 
Let & be a limit point of this sequence. We must show that 
az = L%(q). (3.16) 
After extracting a subsequence (k’) we have 
gk’+& 
VjF’( t) -+ Vj( t) uniformly. 
Thus the functions H(t, Ek’Vj”‘(t)) converge uniformly to H(t, drj(t)). By 
Lemma 1 of [7] we see that the associated eigenfunctions t):“)(t) converge to 
the j-th eigenfunction $j(t) of the limit equation. That is 
&(s) = x j: K(s, t) qt, mj(t)) &i(t) dt. 
Using the unicity of B(q) we see that (3.16) holds and the lemma is proven. 
Let Mj be the mapping of A into A defined by 
v44) (4 = w %7) vi(t)) = (w4nN 4) w (3.17) 
It is now an easy matter to verify that Mj is a completely continuous operator 
(see [7]) and hence there is a fixed point q(t). Then 
q(t) = w, ~~vj@)) (3.18) 
where 
Hence 
Vj(S) = h j’ K(s, t) Eqt, iw,(t)) vi(t) tit. (3.19) 
0 
xi(t) = EV&) 
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is a solution of Eq. (1) having exactly j interior node1 zeros and no other 
zeros. 
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