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UNIONS OF RECTIFIABLE CURVES AND THE DIMENSION OF
BANACH SPACES
JURIS STEPRA¯NS
Abstract. To any metric space it is possible to associate the cardinal invari-
ant corresponding to the least number of rectifiable curves in the space whose
union is not meagre. It is shown that this invariant can vary with the met-
ric space considered, even when restricted to the class of convex subspaces of
separable Banach spaces. As a corollary it is obtained that it is consistent
with set theory that that any set of reals of size ℵ1 is meagre yet therer are
ℵ1 rectifiable curves in R3 whose union is not meagre. The consistency of this
statement when the phrase “rectifiable curves” is replaced by “straight lines”
remains open.
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1. Introduction
Cardinal invariants of the continuum have been studied implicitly for almost a
century and explicitly, with the help of forcing techniques, for the past thirty years.
One of the occasionally overlooked features of the well known cardinal invariants
— such as the covering number, additivity, cofinality and uniformity of measure
and category — is their invariance with respect to the Polish space used to define
them. This is not true for other cardinal invariants associated with classical real
analysis. For example, the cardinal invariants associated with covering Euclidean
space with smooth surfaces depend on the dimension of the Euclidean space being
considered [6]. Cardinalities of maximal almost disjoint families of paths lattices of
integers also depend on the dimension of the lattice — although in the case results
are known [7] only in dimensions 1 and 2. The same can be said of the problem
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of finding homeomorphisms of Euclidean space which take a given ℵ1-dense set to
some other ℵ1-dense set [9]. A striking result in this direction is due to Cichon
and Morayne [2, 3, 4] who showed that the statement that ℵn is a bound on the
cardinality of the continuum is equivalent to the assertion that there is a function
f : ℜn → ℜn+m which is onto and such that at each point at least one of the
coordinate functions is differentiable. The present paper will consider another class
of cardinal invariants which occur naturally in analysis and whose values are not
independent of the metric space on which they are defined, even if the metric spaces
are taken to be separable Banach spaces.
Let Z = (Z, d) be a metric space and define R(Z) to be the σ-ideal generated
by all rectifiable curves in Z. It is an easy exercise to show that there is a σ-
centred forcing which, for any n covers the ground model Rn with countably many
rectifiable curves. Hence it is easy to find models where cov(R(Rn)) = ℵ1 and the
continuum is as large as desired. Theorem 7.1, due to S. Shelah, will establish that
it is consistent that non(Null) > ℵ1 yet non(R(R2)) = ℵ1.
However, the main results of this paper will be concerned with inequalities relat-
ing cardinal invariants of the ideal of meagre sets with invariants of various ideals
R(Z). The motivation for this is to be found in a question due to P. Komjath: If
non(Null) > ℵ1 does it follow that the union of any family of lines in the plane of
cardinality ℵ1 is a measure zero set? The analogous question for meagre sets can
also be asked: If non(Meagre) > ℵ1 does it follow that the union of any family
of lines in the plane of cardinality ℵ1 is meagre? Both of these questions remain
open. However, it will be shown that, in the second question, if one relaxes the
requirement that the families of consist of lines and require merely that they consist
of rectifiable curves (which both topologically and measure theoretically are indis-
tinguishable from line segments) then a negative answer can be obtained. In other
word, it will follow from Theorem 6.1 that it is consistent that non(Meagre) > ℵ1
yet there is some X which is a family of rectifiable curves in R3 such that |X | = ℵ1
and
⋃
X is not meagre. As well, it will be shown that that the cardinal invari-
ant R(Z) depends, to some extent, on the dimension of Z. It should be pointed
out that through out this paper by a curve is meant a one-to-one function from
the unit interval to some metric space. As will be seen in remrks in the last sec-
tion, the requirement of one-to-oneness can lead to difficulties when trying to prove
monotonicity results but it is nevertheless a natural requirement. Not only does
it eliminate Peano curves (which, of course, are not rectifiable) but it also guaran-
tees that the images of the curves to be considered are all topologically equivalent
to the unit interval. This supports the assertion that the main result obtained in
Corollary 6.1.1 is a step towards solving the problem of Komjath.
2. Notation and terminology
For the purposes of this paper, by a curve in in some metric space X = (X, d) will
be meant a continuous, one-to-one function γ : [0, 1]→ X . However, this notation
will often be abused by statements such as γ ∩X = ∅. In such cases, what is really
meant is that the image of γ is disjoint from X . Similarly, the statement that in
a particular metric space there is a family of rectifable curves whose union is not
meagre really means that the union of the images of the curves is not meagre.
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For any metric space X = (X, d) define a length function on curves γ in X by
λX(γ) = sup
0≤x0<x1<...<xn≤1
∑
i∈n
d(γ(xi), γ(xi+1))(2.1)
A curve γ in X is said to be rectifiable if λX(γ) <∞. For any real number δ such
that 0 ≤ δ < 0 define
C(X, δ) = {A ⊆ X : λX(A) ≤ δ}(2.2)
It will occasionally be useful to have a notion of length defined for sets which are
not curves by approximating the set from above by rectifiable curves. So for an
arbitrary set A ⊆ X define
λX(A) = inf{λX(γ) : γ is a curve and A ⊆ γ}(2.3)
The neighbourhood of the point x ∈ X consisting of the open ball of radius ǫ around
x will be denoted by BX(x, ǫ). The diametre of a subset X of a metric space will
be denoted Diam(X)
If σ and τ are sequences (in other words, functions whose domains are ordinals)
then σ ∧ τ will denote the concatenation of σ follows by τ . Define T ↾ k for a tree
T . All trees will be considered to be nonempty subtrees of some tree of the form
ω
⌣X for some set X . If T is a tree and t ∈ T then
• the set of successors of a node t in T is denoted by SCT (t) and defined to be
the set of all x such that t ∧ x ∈ T
• T 〈〈t〉〉 = {s ∈ T : s ⊆ t or t ⊆ s}
• T 〈t〉 = {s : t ∧ s ∈ T }
• the root of T is denoted by RT(T ) and is defined to be the maximal member
t of T such that T 〈〈t〉〉 = T
• the height of a tree T is the supremum of the domains of its elements and is
denoted by HT(T )
• Top(T ) consists of all the maximal elements of T — in other words, t ∈ Top(T )
if and only if SCT (t) = ∅
• Bot(T ) = T \ Top(T )
• T ↾ k = {t ∈ T : |t| ≤ k} for any integer k
When dealing with iterations of partial orders involving fusion arguments it will be
useful to have notation for trees of trees. By a tree of trees will be understood a
finite tree T such that for each t ∈ Bot(T ) the set of successors of t is the set of
maximal nodes of some finite tree — in other words, SCT (t) = Top(T ) where T is
some finite tree. The tree T will be denoted by TST (t).
3. The single step partial order
LetY = (Y, d) and Z = (Z, e) be metric spaces and suppose thatX = {Xn}n∈ω is
a given sequence of finite families of open subsets of Y . Define Mn(X) =
∏
i∈n|Xi|,
Kn(X) = 2
nMn(X) and suppose that νn : P(Xn) → ω are functions, which are
called weak measures in [5], and {ǫij}
i∈ω
j∈Di
is an infinite triangular matrix satisfying
the following conditions:
Condition 3.1. If A ⊆ Xn is such that νn(A) ≥ k+1 and
⋃
{Ai : i ∈ Kn(X)} = A
then there is some i ∈ Kn(X) such that νn(Ai) ≥ k.
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Condition 3.2. If γ is a rectifiable curve Y and λY(γ) ≤ 1 then νn({a ∈ Xn :
a ∩ γ 6= ∅}) = 0.
Condition 3.3. ǫiDi ≤ ǫ
i
Di−1
≤ . . . ≤ ǫi0 = ǫ
i−1
Di−1
and ǫij < 1 for all i and j.
Condition 3.4. For any n ∈ ω and any A ⊆ Xn such that νn(A) ≥ k + 1 and for
any function F : A → C(Z, ǫnk+1) there is some B ⊆ A such that νn(B) ≥ k and
λZ(∪F [B]) ≤ Diam(Z)ǫ
j
k.
Let P(X,Y,Z) be defined to consist of all trees T ⊆
⋃
n∈ω
∏
i∈nXi such that
for each n ∈ ω there is some m ∈ ω such that for all t ∈ T , if |t| > m then
ν|t|(SCT (t)) > n(M|t|(X))
|t|2 .
Definition 3.1. If T ∈ P(X,Y,Z) and t ∈ T define
ν∗T (t) = ν|t|(SCT (t))
and
ν∗∗T (t) =
ν∗T (t)
(M|t|(X))|t|
2
and, for n ∈ ω, define SMn(T ) = {t ∧ ~(x) ∈ T : ν
∗∗
T (t) ≤ n}. For T and T
′ in
P(X,Y) define T ≤n T ′ if and only if T ⊆ T ′, SMn(T ′) ⊆ T and ν∗T (t) ≥ n for all
t ∈ T \ SMn(T ′). If T is a tree of trees and σ ∈ T then define
ν∗T ,σ(t) = ν
∗
TST (σ)
(t)
and define
ν∗∗T ,σ(t) = ν
∗∗
TST (σ)
(t)
Lemma 3.0.1. If Tn ∈ P(X,Y) and Tn+1 ≤n Tn for each n ∈ ω then ∩n∈ωTn ∈
P(X,Y).
Proof. This is standard. See page 365 of [5] or Lemma 7.3.5 on page 340 of [1] for
similar arguments. Note that ≤n corresponds to ≤∗n of [5].
Lemma 3.0.2. If T ∈ P(X,Y,Z) and T  “x˙ ∈ V ” then for all n ∈ ω there is
some finite S ⊆ T and T ′ ≤n T such that Top(S) is a maximal antichain in T ,
SMn(T ) ⊆ S ⊆ T ′ and a function Φ : Top(S)→ V such that T ′〈〈s〉〉  “x˙ = Φ(s)”
for each s ∈ S.
Proof. Note that according to Definition 3.1 T ∈ P(X,Y,Z) if and only if T ⊆∏
i∈ωXi is a tree and for each n ∈ ω there are only finitely many t ∈ T such that
nu∗T (t) < n. This allows the standard Laver argument to be applied. See [1].
Lemma 3.0.3. If S ∈ P(X,Y,Z), |RT(T )| ≥ k and suppose that T is a finite
subtree of S. Suppose furthermore, that Ψ : Top(T )→ Kk(X). Then there is T
′ ⊆
T such that Top(T ′) ⊆ Top(T ), Ψ is constant on Top(T ′) and ν∗T ′(t) ≥ ν
∗
T (t) − 1
for all t ∈ Bot(T ′).
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Proof. Proceed by induction on the height of T . If HT(T ) = 1 then K0(X) = 1
so that Ψ is already constant to begin with. So assume that the lemma has been
established for trees of height less than or equal to m and let T be a tree of height
m + 1 and let Ψ : Top(T ) → Mk(X). Using Condition 3.1 and the fact that
Km(X) ≥ Kk(X) it follows that for each s ∈ Top(T ↾ m) there is Zs ⊆ SCT (s)
such that νm(Zs) ≥ νm(Z) − 1 and Ψ is constant on Zs with value Ψ∗(s). Now
apply the induction hypothesis to T ↾ m and the mapping Ψ∗.
4. Constructing the weak measures
In this section it will be shown that for various metric spaces Y = (Y, d) and
Z = (Z, d) there exist sequences of weak measures X = {(Xn, νn)}n∈ω such that
the partial order P(X,Y,Z = (Z, d)) is not empty. In order to do this, it suffices
to show that for each D ∈ ω and open set U ⊆ Y there is a family of open sets
satisfying Conditions 3.1, 3.2, 3.3 and 3.4.
Definition 4.1. A be a metric space Y = (Y, d) will be said to be quasi-infinite
dimensional if for each open set U ⊆ Y there is δ > 0 such that for all m ∈ ω
there is A ∈ [U ]m such that d(a, b) > δ for all {a, b} ∈ [A]2. Define a function ∆Y
from (0, 1) to the cardinals by defining ∆Y(ǫ) = κ if κ is the least cardinality of a
cover of Y by open sets of diameter less than ǫ. Recall that the metric space Y is
said to be totally bounded if ∆Y takes on only integer values. Finally, define Y
to be reasonably geodesic if for every x, y and z belonging to Y and every ǫ > 0
such that x and y both belong to BY(z, ǫ) there is, for each δ > 0 and each set W
such that λY(W ) <∞, a curve γ such that {x, y} ⊆ γ ⊆ BY(z, ǫ), γ ∩W = ∅ and
λY(γ) < d(x, y) + δ.
Remark 1. Notice that any convex subset with nonempty interior of a Banach space
of whose dimension is at least 3 is reasonably geodesic.
Lemma 4.0.4. Suppose that δ > 0 and {γi}i∈k are rectifiable curves in a reason-
ably geodesic metric space Y such that λY(γi) < δ and such that γi ⊆ BY(x, δ/2).
Then there is a single rectifiable curve γ such that
⋃
i∈k ⊆ γ and λY(γ) < 3kδ.
Proof. It is elementary to prove by induction on k that if δ > 0 and {γi}i∈k are
rectifiable curves such that γi ⊆ BY(x, δ/2) then, for any ǫ > 0, there is a single
rectifiable curve γ such that
⋃
i∈k ⊆ γ and λY(γ) < (k − 1)δ +
∑
i∈k λY(γi)ǫ. The
lemma follows immediately from this.
Lemma 4.0.5. Let Y be a quasi-infinite dimensional metric space and Z be a to-
tally bounded metric space. Then for all open sets U ⊆ Y , K ∈ ω, D ∈ ω and ǫ¯ > 0
there is a sequence {ǫi}
Di
i=0 such that
ǫD ≤ ǫD−1 . . . ǫD−i ≤ ǫD−i−1 ≤ . . . ≤ ǫ0 ≤ ǫ¯
and family X of open subsets of Y as well as a weak measure ν : P(X ) → ω such
that ν(X ) = D and ν satisfies Conditions 3.2, 3.4 as well as the following version
of Condition 3.1: If A ⊆ X is such that ν(A) ≥ k + 1 and
⋃
{Ai}i∈K = A then
there is some i ∈ K such that ν(Ai) ≤ k.
Proof. Let δ > 0 be such that for every m ∈ ω there is A ∈ [U ]m such that
d(a, b) > δ for all {a, b} ∈ [A]2. Construct {(Li, ǫi)}
D
i=0 by induction on i. Let
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ǫ0 = ǫ¯ and L0 > K/δ + 1. Suppose that ǫi and Li have been constructed. Let
ǫi+1 =
ǫi
3Li
and let Li+1 > K∆Z(ǫi+1)Li.
To see that this works let D be given and choose and choose A ∈ [U ]LD such that
d(a, b) > δ for all {a, b} ∈ [A]2. Then let δ′ > 0 be such that d(a′, b′) > δ for all
(a′, b′) for which there exists {a, b} ∈ [A]2 such that d(a, a′) < δ′ and d(b, b′) < δ′.
Let X = {BY(a, δ′)}a∈A. Finally, define ν(X ′) ≥ k if and only if |X ′)| ≥ Lk for
any X ′ ⊆ X .
To see that the appropriate version of Condition 3.1 holds note that if ν(X ′) ≥
k + 1 and X ′ = ∪i∈KAi then there is some i ∈ K such that |Ai| ≥ Lk. To
see that Condition 3.2 holds let γ be curve such that λY(γ) ≤ 1 and suppose
that that |{a ∈ A : BY(a, δ′) ∩ γ 6= ∅}| ≥ L0 or, in other words, ν({BY(a, δ′) ∈
X : BY(a, δ
′) ∩ γ 6= ∅}) ≥ 1. But then choosing xa ∈ BY(a, δ
′) ∩ γ for each
a ∈ {a ∈ A : BY(a, δ′)∩γ 6= ∅} yields a counterexample to the inequality λY(γ) ≤ 1
because for any enumeration {ai}L
′
i=0 of {a ∈ A : BY(a, δ
′) ∩ γ 6= ∅} yields that
L′∑
i=0
d(xai , xai+1) ≥ L
′δ ≥ L0δ ≥ (K/δ + 1)δ > 1
So all that remains to be checked is Condition 3.4. In order to see that this holds,
suppose that ν(X ′) ≥ k + 1 for some X ′ ⊆ X . Suppose that F : X ′ → C(Z, ǫk+1)
and that, without loss of generality, X ′ ∈ [X ]Lk+1 . Let {Oi}i∈∆Z(ǫk+1) enumerate an
open cover of Z with sets of diameter less than ǫk+1. For each BY(a, δ
′) ∈ X ′ choose
J(a) ∈ ∆Z(ǫk+1) such that F (BY(a, δ′)) ∩ OJ(a) 6= ∅. Then choose j ∈ ∆Z(ǫk+1)
such that |{BY(a, δ′) ∈ X ′ : J(a) = j}| ≥ Lk and let X ′′ ∈ [{BY(a, δ′) ∈ X ′ :
J(a) = j}]Lk . Hence ν(X ′′) ≥ k. Moreover it follows from Lemma 4.0.4 that
λZ(∪F [X
′′]) < 3Lkǫk+1 < ǫk.
Corollary 4.0.1. Let Y be a separable, complete, quasi-infinite dimensional metric
space and Z be a totally bounded metric space. Then there is a matrix {ǫi}
i∈ω
j∈Di
such that Conditions 3.1, 3.2, 3.3 and 3.4 are satisfied, and, furthermore, if G ⊆
P(X,Y,Z) is generic over some model of set theory V , then, in V [G] there a dense
Gδ subset of Y which is disjoint from every rectifiable curve in Y which belongs
1
to V .
Proof. Let {Un}n∈ω enumerate a base of open sets for Y. Construct {ǫi}
i∈n
j∈Di
and
νi : P(Xi)→ ω by induction on n. Suppose that {ǫi}
i∈n
j∈Di
and νi : P(Xi)→ ω have
been constructed for i ∈ n. Let
Dn > n2
(
∏
i∈n|Xi|)
n
and the use Lemma 4.0.5 to find a sequence a sequence {ǫni }i∈Dn such that
ǫnDn . . . ǫ
n
i+1 ≤ ǫ
n
i ≤ . . . ≤ ǫ
n
0 ≤ ǫ
n−1
Dn−1
as well as a family Xn of open subsets of Un and a weak measure νn such that
νn(Xn) = Dn and Conditions 3.1, 3.2 and 3.4 are all satisfied. It follows that
P(X,Y,Z) is not empty.
1 What is meant here, of course, is that there is a code for the dense Gδ set and the Borel set
which it codes is disjoint from every curve with a code in the ground model. To say that a curve
γ belongs to V is the same as saying that γ ↾ Q ∈ V .
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If G is P(X,Y,Z) generic then let G∗ denote the sequence defined by G∗(i) = s(i)
if and only if there is some T ∈ G such that s = RT(T ) and |s| > i. Then let
VG =
⋂
i∈∈ω
⋃
j∈ω\i
G∗(j)
and note that VG is a dense Gδ in Z. To see that VG ∩ γ = ∅ for every rectifiable
curve γ ∈ V let T ∈ P(X,Y,Z) and let γ be a rectifiable curve curve in V . By
dividing γ into no more than finitely many rectifiable pieces, it may be assumed
that λY(γ) < 1. Let r = |RT(T )| and define
T ′ = {t ∈ T : (∀i > k)t(i) ∩ γ = ∅}
and T ′ is a tree. Furthermore, T ∈ P(X,Y,Z) because, if t ∈ T ′ and |t| > k then
νn(SCT ′(t)) ≥ νn(SCT (t)) − 1 by Conditions 3.1 and 3.2. It follows that
T P(X,Y,Z) “γ ∩
⋃
j∈ω\k
G∗(j) = ∅”
and hence, 1 P(X,Y,Z) “γ ∩ VG = ∅”.
It is worth noting that the hypothesis in Lemma 4.0.5 as well as Corollary 4.0.1
can be weakened by examining the proof of Lemma 4.0.5. Given a metric space Z,
ǫ > 0, integersK andD and δ > 0 it is possible to define a pair of sequences {Li}Di=0
and {ǫi}Di=0 as in the proof of Lemma 4.0.5 as follows: L(K,D, δ, ǫ)0 = K/δ + 1,
ǫ(K,D, δ, ǫ)0 = ǫ and ǫ(K,D, δ, ǫ)i+1 = ǫ(K,D, δ, ǫ)i/3Li and L(K,D, δ, ǫ)i+1 =
K∆Z(ǫ(K,D, δ, ǫ)i+1)L(K,D, δ, ǫ)i. All that was required of the pair of metric
spaces Y and Z in the proof of Lemma 4.0.5 was that in every open subset U of Y
and for every ǫ¯ > 0 and for all integers K and D there is ǫ < ǫ¯ and δ > 0 such that
there are L(K,D, δ, ǫ)D points U which are pairwise separated by a distance of at
least δ and that δL(K,D, δ, ǫ)0 > 1. To see an example of such a pair of spaces
Y and Z where this occurs yet Y is not an infinite dimensional Banach space and
Z = [0, 1]3 and construct Y to be a compact subspace of ℓp. First choose blocks of
independent vectors ℓp of cardinality Hn all of which have norm 1/n. By having Hn
grow sufficiently quickly and taking the convex hull of the union of all the blocks
it is possible to arrange the desired property.
5. Trees of trees
Trees of trees will arise in the context of of iterations of some version of the partial
order P(X,Y,Z). As a consequence, throughout this section it will be assumed that
all trees are finite subtrees of some condition in P(X,Y,Z) and that whenever T
is a tree of trees and σ ∈ T then TST (σ) is a finite subtree of some condition in
P(X,Y,Z).
Definition 5.1. If T and S are trees of trees then define T ≺ S if and only if
T ⊆ S(5.1)
Top(T ) ⊆ Top(S)(5.2)
(∀σ ∈ Bot(T ))Top(TST (σ)) ⊆ Top(TSS(σ))(5.3)
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Definition 5.2. Suppose that T and S are trees of trees and that T ≺ S. For any
function f : ω × ω × ω → ω define T ≺f S if
(5.4) (∀σ ∈ Bot(T ))(∀t ∈ Bot(TST (σ)))ν
∗
T σ(t) ≥ ν
∗
Sσ(t) − f(HT(T ), |σ|, |t|)
If f is a constant function with value k then ≺f will be written as ≺k. Notice that
this makes sense only when T ≺ S because of (5.3).
When dealing with trees of trees in the arguments to follow, it will occasionally
turn out to be useful to be able to restrict the tree which determines the successors
of a given node to a smaller level. However, it is not possible to do this directly
because, for example, it T is a tree of trees and t ∈ TST (∅) comes from the some
level below the top then there are many extenstions of t to the top level and not
all of these will agree on how the tree of trees is to continue. In other words, t1
and t2 could both be extensions of t in TST (∅) yet T 〈〈 ~(t1)〉〉 could be different than
T 〈〈 ~(t2)〉〉. However, if T is carefully chosen then the number of extensions of t will
be much greater than the number of possibilities for T 〈〈 ~(t′)〉〉 where t′ extends t. A
pigeonhole argument then makes it possible to find a large set of extensions which
all agree on the way the tree of trees should be extended — at least to small levels.
This is the content of the next series of technical definitions and lemmas.
Definition 5.3. For σ ∈ T define Rk(σ) to be a sequence with the same domain
as σ and defined by Rk(σ)(i) = σ(i) ↾ k.
Definition 5.4. For a tree of trees T define HT∗(T ) to be the maximum of all
HT(TST (σ)) as σ ranges over T , HT∗(T ) to be the minimum of all HT(TST (σ))
as σ ranges over T and define RT∗(T ) to be the minimum of all |RT(TST (σ)| as σ
ranges over T . Define ν∗(T ) to be the minumum value of
{νT and σ(t) : σ ∈ T , t ∈ Bot(TST (σ)) and t 6⊆ RT(TST (σ))}
Definition 5.5. Let T be a tree of trees and k an integer. The tree of trees T will
be said to be k-simple if TST (σ) ↾ k = TST (σ
′) ↾ k whenever Rk(σ) = Rk(σ
′).
Lemma 5.0.6. If T is k-simple then
R(k, T ) = {Rk(σ) : σ ∈ T }
is a tree of trees such that HT∗(R(k, T )) ≤ k.
Proof. For any Rk(σ) ∈ R(k, T ) define
TSR(k,T )(Rk(σ)) = TST (σ) ↾ k
and note that, because T is k-simple, there is no ambiguity in this definition. The
fact that HT∗(R(k, T )) ≤ k is immediate.
Lemma 5.0.7. If T is k-simple, HT∗(T ) ≥ k and σ ∈ R(k, T ) then
R(k, T , σ) = {τ ∈ T : σ ↾ |τ | = Rk(τ)}
is a k-simple tree of trees such that RT∗(R(k, T , σ)) ≥ k.
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Proof. For any τ ∈ R(k, T , σ) define
TSR(k,T ,σ)(τ) = TST (τ)〈〈σ(|τ |)〉〉
It is immediate that RT∗(R(k, T , σ)) ≥ k because RT(TST (τ)) ⊇ σ(|t|) for all
τ ∈ R(k, T , σ) because HT∗(T ) ≥ k. The k-simplicity of R(k, T , σ) follows from
observing that if τ ∈ R(k, T , σ) then
RT(TSR(k,T ,σ)(τ)) ⊇ σ(|τ |)
Lemma 5.0.8. Let T be a tree of trees and let k be an integer greater than HT(T ).
It is then possible to find a tree of trees T k ≺1 T which is k-simple and, furthermore,
TST k(σ) ↾ k = TST (σ) ↾ k
for all σ ∈ T k.
Proof. Define T k by induction on HT(T ). If HT(T ) = 0 then T k is empty. Oth-
erwise, let HT(T ) = n + 1 and define TST k(∅) ↾ k to be TST (∅) ↾ k. Now
fix t ∈ Top(TST k(∅)) and use the induction hypothesis to choose T˜s ≺1 T 〈
~(s)〉
which is k-simple. Define a function Ψ by letting Ψ(s) = R(k, T˜s) for each s ∈
Top(TST (∅)〈〈t〉〉). Since the number of possible values for Ψ(s) is not greater than
(2
∏
i∈|s||Xi|)|T | ≤ 2(n+1)Mk(X) ≤ 2kMk(X)
the last inequality being an immediate consequence of the fact that k ≥ HT(T ).
Consequently, the number of possible values for Ψ is no greater than Kk(X) and
hence, it follows from Lemma 3.0.3 that there is some tree St ⊆ TST (∅)〈〈t〉〉 such
that Ψ is constant on St and ν∗St(r) ≥ ν
∗
T ,∅(r) − 1 for all r ∈ Bot(St). Now define
TST k(∅) =
⋃
{St : t ∈ TST (∅) ↾ k}
Having defined TST k(∅), in order to define T
k completely, it suffices to define
T k〈 ~(t)〉) = Ψ(t) for each t ∈ Top(TST k(∅)) noting that the induction hypothesis
implies that T k ≺1 T .
For the next lemma recall that throughout this section, whenever a tree of trees
T is mentioned it is assumed that TST (σ) is a finite subtree of some condition in
P(X,Y,Z) for any σ ∈ T . The integers Mk(X) and the reals ǫij mentioned in the
statement and proof of the lemma all refer to the parameters of P(X,Y,Z).
Lemma 5.0.9. Let f : ω3 → ω be the function defined by f(i, j, k) =Mk(X)i(i−j).
Suppose that T is a tree of trees and Φ : Top(T )→ Y is a function. Suppose also
that RT∗(T ) > HT(T ) and that ν∗(T ) > HT(T ). It is then possible to find a tree
of trees T¯ such that T¯ ≺f T and such that λY(Φ[Top(T¯ )]) < Diam(Y)
Proof. Induction on the height of the tree os trees T will be used to prove the
following, stronger, assertion from which the lemma will follow:
Claim. Suppose that T is a tree of trees of height h, i = RT∗(T ), j = HT
∗(T ),
Q = ν∗(T ) and h < i amd h < Q. If, additionally, Φ : Top(T ) → C(Y, ǫ
j
0) is
a function then it is possible to find a nonempty tree of trees T¯ ≺f T such that
λY(∪Φ[Top(T¯ )]) < Diam(Y)ǫiQ−h.
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The lemma follows immediately from the claim upon recalling that the ǫab have
been chosen so that ǫab < 1 for all integers a and b.
If the height of T is zero then there is nothing to prove so suppose that the
height of T is n+ 1 and the claim has been established for trees of trees of height
n or less. Now proceed by induction on HT(TST (∅)) = K. If K ≤ i then TST (∅)
is either empty or has only a single top node. It is therefore possible to apply the
induction hypothesis because either T has height n or SCT (∅) = { ~(t)} and so the
height of T 〈〈 ~(t)〉〉 is essentially n. In particular, in the last case it is possible to
apply the induction hypothesis to T 〈 ~(t)〉 to get T˜ ≺f T 〈 ~(t)〉 and then note that
f(n+ 1, |σ|, |t|) ≥ f(n, |σ|, |t|) so that it is possible to reattach the node ~(t) to the
bottom of T˜ to get T¯ as desired.
Therefore it may be assumed that K > i. If e is defined to be HT(TST (∅))− 1
then e ≥ HT(T ) and so, it is possible to apply Lemma 5.0.8. Hence, let T e be
an e-simple tree such that T e ≺1 T . Now let {τw}w∈L enumerate R(e, T e) noting
that L < Mn+1e . Using the induction hypothesis, it is possible to construct, in L
steps, a sequence of e-simple trees {Sw}w∈L such that
S0 = T
e(5.5)
R(e,Sw) = R(e, T
e)(5.6)
Sw+1 ≺ Sw(5.7)
R(e,Sw+1, τw+1) ≺f¯ R(e,Sw, τw+1) where f¯
is defined by f¯(i, j, ℓ) = f(i− 1, j − 1, ℓ)
(5.8)
(∀σ ∈ R(e,Sw+1)) if σ 6⊆ τw+1 then TSSw (σ) = TSSw+1(σ)(5.9)
λY(∪Φ[Top(R(e,Sw, τw))]) < Diam(Y)ǫ
e
Q−(n+1)(5.10)
To see why this can be done, suppose that the Sw have been constructed satisfying
Conditions (5.5) to (5.10) for w ∈ u. By the choice of e, either TSR(e,Su−1,τu)(∅) has
height less than e or Top(TSR(e,Su−1,τu)(∅)) = {τu(0)∧
~(z)}z∈Z for some nonempty
set Z. For each z ∈ Z the tree of treesRz = R(e,Su−1〈 ~(z)〉, τu) has height less than
n+ 1 so it is possible to use the induction hypothesis to find a subtree R¯z ≺f Rz
such that the conditions of the claim are satisfied. Since RT∗(Rz) = e¯ ≥ e it follows
that
λY(∪Φ(Top(R¯z))) < Diam(Y)ǫ
e¯
Qz−n
where Qz = ν∗(Rz). Notice that the definition of ν∗ guarantees that Qz ≥ Q and
hence, Qz − n > 0. Then define Φ∗ : Z → C(Y, ǫe¯Qz−n) by Φ
∗(z) = ∪Φ[Top(R¯z)]
and use the Condition 3.4 for the weak measure νe¯ to find Z
∗ ⊆ Z such that
νe¯(Z
∗) ≥ νe¯(Z)− 1 and
⋃
z∈Z∗ Φ
∗(z) < ǫe¯Qz−(n+1) ≤ ǫ
e
Qz−(n+1)
. Let Su be defined
by setting declaring σ ∈ Su if and only if σ ∈ Su−1 and, if k ≤ |σ| and Re(σ ↾ k) ⊆ τu
and σ = ~(z)∧ σ′ then σ′ ↾ (k− 1) ∈ R¯z. It is easy to see that Su is indeed a tree of
trees. It must be checked that it is also e-simple and that conditions (5.6) to (5.10)
hold. To see this suppose that σ amd σ′ belong to Su and that Re(σ) = Re(σ′). It
follows from the induction hypothesis that Su−1 is e-simple and that
TSSu−1(σ) ↾ e = TSSu−1(σ
′) ↾ e = TST e(σ) ↾ e
Let t ∈ Top(TSSu−1(σ) ↾ e). It suffices to show that there is some τ ∈ Su such
that τ = σ ∧ ~(t′) such that t ⊆ t′. There are two cases to consider. First, suppose
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that Re(σ) ∧ ~(t) 6⊆ τu. In this case it is possible to choose t′ ∈ TST e(σ) which
extends t and to then set τ = σ ∧ ~(t′). Otherwise, Re(σ) ∧ ~(t) ⊆ τu. This means
that t ⊆ RT(TSR¯z (σ) since RT∗(R¯z) > e. It should also be observed that, in this
case, σ = ~(z) ∧ σ˜ for some z ∈ Z∗ and σ˜ ∈ R¯z. Hence it suffices to choose any
τ ∈ SCR¯z(σ˜) since it will automatically follow that Re(τ) = Re(σ˜) ∧
~(t) and hence
~(z)∧τ ∈ Su. This same argument establishes condition (5.9) as well. Condition (5.7)
follows from the fact that Rz ≺ R(e,Su−1, τu) for each z ∈ Z∗. In order to verify
that condition (5.8) holds let σ ∈ Bot(R(e,Su, τu)) and t ∈ Bot(TSR(e,Su,τu)(σ)).
If σ = ∅ then either t ⊂ RT(TSR(e,Su,τu)(σ)), and in this case ν
∗
R(e,Su−1,τu),σ
(t) =
ν∗R(e,Su,τu),σ(t), or else t = RT(TSR(e,Su,τu)(σ)), and in this case ν
∗
R(e,Su−1,τu),σ
(t)−
1 = νe(Z) − 1 ≤ ν(Z∗) = ν∗R(e,Su,τu),σ(t). On the other hand, if σ 6= ∅ and
σ = ~(z) ∧ σ′ then
ν∗R(e,Su−1,τu),σ(t) = ν
∗
R(e,Su−1〈 ~(z)〉,τu),σ′
(t)
and, moreover, the choice of Rz guarantees that
ν∗
R(e,Su−1〈 ~(z)〉,τu),σ′
(t)− f(HT(Su−1〈 ~(z)〉), |σ
′|, |t|)
≤ ν∗Rz ,σ′(t)− f(HT(R(e,Su−1〈
~(z)〉, τu)), |σ
′|, |t|)
= ν∗Rz ,σ′(t)− f(HT(Su − 1, |σ| − 1, |t|)
= ν∗R(e,Su,τu),σ(t)− f(HT(R(e,Su, τu))− 1, |σ| − 1, |t|)
= ν∗R(e,Su,τu),σ(t)− f¯(HT(R(e,Su, τu)), |σ|, |t|)
(5.11)
Condition (5.10) follows from the fact that Qz ≥ Q for each z ∈ Z∗.
Note thatR(e,SL) = R(e, T
e) and that, furthermore, for each σ ∈ Top(R(e,SL))
and τ ∈ R(e, T e, σ) condition (5.8) of the induction has been applied no more than
M
n+1−|τ |
|t| times. To be precise, if σ ↾ |τ | 6= τw ↾ |τ | then Condition (5.9) rather
than Condition (5.8) applies at stage w + 1 of the construction. In other words,
Condition (5.8) is in force only if τ ∈ R(e, T e, τw) and σ ↾ |τ | = τw ↾ |τ |. By
counting the number of indices w such that σ ↾ |τ | = τw ↾ |τ | is possible to conclude
that, for each τ ∈ R(e,SL, σ) and each t ∈ TSτ∈R(e,SL,σ)(τ)
ν∗R(e,SL,σ),τ (t) ≥ν
∗
R(e,T e,σ),τ (t)− (M|t|(X)
(n+1−|τ |) − 1)f¯(n+ 1, |τ |, |t|)
≥ν∗R(e,T ,σ),τ (t)− (M|t|(X)
(n+1−|τ |) − 1)f¯(n+ 1, |τ |, |t|)− 1
=ν∗R(e,T ,σ),τ (t)− (M|t|(X)
(n+1−|τ |) − 1)M|t|(X)
n(n−(|τ |−1)) − 1
≥ν∗R(e,T ,σ),τ (t)−M|t|(X)
(n+1−|τ |)M|t|(X)
n(n−(|τ |−1))
=ν∗R(e,T ,σ),τ (t)−M|t|(X)
(n+1)(n+1−|τ |)
=ν∗R(e,T ,σ),τ (t)− f(|T |, |τ |, |t|)
(5.12)
Because the hypothesis of the claim and the definition of ν∗ guarantee that
Qz ≥ Q > n, it follows that ǫeQz−(n+1) ≤ ǫ
e
0. Hence there is now a natural mapping
Ψ : R(e, T e) → C(Y,Diam(Y)ǫe0) defined by Ψ(σ) = ∪Φ[Top(R(e,SL, σ))]. Since
HT∗(R(e, T e)) = e, RT∗(R(e, T e)) = RT∗(T ) = i and the height of TSR(e,T e)(∅)
is not greater than the height of TST (∅) it possible to apply the induction hy-
pothesis again to R(e, T e) and Ψ. This yields a tree T ∗ ≺f R(e, T
e) such that
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λY(
⋃
σ∈T ∗ Ψ(σ)) < Diam(Y)ǫ
i
Q¯−(n+1)
where Q¯ = ν∗(R(e, T e) but, note that
Q¯ ≥ Q so ǫi
Q¯−(n+1)
≤ ǫiQ−(n+1). Finally, let T¯ be the tree defined by
T¯ = {σ ∈ SL : Re(σ) ∈ T
∗}
The inequality (5.12) and condition (5.6) together guarantee that T¯ ≺f T and,
hence, all the requirements of the claim are satisfied.
6. The iteration
Given a metric spaces Y and Z and a sequence of pairs X = {(Xn, νn)}n∈ω such
for each n, νn is a weak measure νn : P(Xn)→ ω satisfying Conditions 3.1 to 3.4,
let Pα = Pα(X,Y,Z) be the countable support iteration of length α of the partial
order P(X,Y,Z). This notation will be fixed throughout this chapter and will be
used without further explanation. Although these hypotheses will not be needed
until Theorem 6.1 it will also be assumed that Y and Z are both complete, separable
and, in addition, Y is quasi-infinite dimensional and Z is reasonably geodesic and
totally bounded.
Definition 6.1. If Γ ∈ [ω2]<ℵ0 , ψ : Γ→ ω and p and q are conditions in Pω2 then
define p ≤Γ,ψ q if and only if p ↾ γ Pγ “p(γ) ≤ψ(γ) q(γ)” for each γ ∈ Γ.
If ψ is a constant function with value n then, as usual, p ≤Γ,ψ q will be denoted
by p ≤Γ,n q.
Lemma 6.0.10. If {pn}n∈ω is a sequence of conditions in Pω2 and {Γn}n∈ω is a
sequence of finite subsets of ω2 such that ∪n∈ωΓn = ∪n∈ω domain pn and pn+1 ≤Γn,n
pn then there is some pω ∈ Pω2 such that pω ≤ pn for all n ∈ ω.
Proof. This follows from Lemma 3.0.1 andLemma 3.0.2 since Axiom A partial or-
ders satisfy the standard fusion lemma. See Definition 7.1.1 and Lemma 7.1.3 on
page 326 of [1]
Definition 6.2. Let Γ ∈ [ω2]<ℵ0 and let p ∈ Pω2 . Define S to be good for p and
Γ by induction on |Γ|. If |Γ| = 0 then S is good for p and Γ if and only if S = ∅.
Now suppose that the notion of good for p and Γ has been defined for all p ∈ Pω2 .
Now, if Γ ∈ [ω2]
n+1, ζ is the first element og Γ and p ∈ Pω2 , then define S to be
good for p and Γ if S is a tree of trees,
(6.1) p ↾ ζ Pζ “TSS(∅) ⊆ p(ζ) and TSS(∅)is a maximal antichain in p(ζ)”
and, for each t ∈ Top(TSS(∅)),
(6.2) p ↾ ζ Pζ “p(ζ)〈〈t〉〉 P “S〈〈
~(t)〉〉 is good for Γ \ {ζ} and p/Pζ+1””
Definition 6.3. Now, if S is good for p and Γ and σ ∈ S then define p[Γ, σ] by
induction on HT(S). If HT(S) = 0 then define p[Γ, σ] = p so assume that p[Γ, σ]
has been defined whenever HT(S) = n and that τ ∈ T and that HT(T ) = n+1. Let
ζ be the minimal element of Γ and let t ∈ TS(T ) and τ ′ be such that τ = ~(t) ∧ τ ′.
The definition of T being good for p and Γ implies that
(6.3) p ↾ ζ Pζ “p(ζ)〈〈t〉〉 P “S〈〈
~(t)〉〉 is good for Γ \ {ζ} and p ↾ (ζ, ω2)””
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and, hence,
p ↾ ζ Pζ “p(ζ〈〈t〉〉) P “p/Pζ+1[Γ \ {ζ}, τ
′] is defined””(6.4)
by induction. Therefore, it is possible to define
p[Γ, τ ](β) =


p(β) if β ∈ ζ
p(β)〈〈t〉〉 if β = ζ
(p/Pζ+1)[Γ \ {ζ}, τ ′](β′) if β = ζ + β′
(6.5)
Lemma 6.0.11. If p ∈ Pβ and Γ ∈ [β]<ℵ0 and S is a tree of trees which is good
for p and Γ then for any q ≤ p there is some σ ∈ Top(S) such that q ≤ p[Γ, σ].
Proof. Standard by induction on |Γ|.
Definition 6.4. Finally, if p ∈ Pω2 and Γ ∈ [ω2]
<ℵ0 and S is good for p and Γ
then S will be said to be n-sufficient for p and Γ if
p[Γ, σ] ↾ α Pα “TSS(σ) ⊇ SMn+|S〈σ〉|(p(α))”(6.6)
for each σ ∈ S and α ∈ γ such that |(α+ 1) ∩ Γ| = |σ|.
Lemma 6.0.12. Suppose that p ∈ Pω2 , Γ ∈ [ω2]
<ℵ0 , k ∈ ω and S is a tree of trees
which is k-sufficient for q and Γ. If q ≤ p is such that S is good for q and Γ and,
furthermore, q[Γ, σ] ≤Γ,k p[Γ, σ] for each σ ∈ Top(S) then q ≤Γ,k p.
Proof. Once again proceed by induction on |Γ|. In fact, the full strength of k-
sufficiency is not needed for this lemma.
Lemma 6.0.13. If Γ ∈ [ω2]<ℵ0 , k ∈ ω and p ∈ Pα is such that p  “x˙ ∈ V ” then
there is some p˜ ≤Γ,k p and a tree of trees S which is k-sufficient for both p˜ and Γ
and p and Γ such such that there is some xσ such that
p˜[Γ, σ]  “x˙ = xˇσ”
for each σ ∈ Top(S).
Proof. Proceed by induction on |Γ| noting that if Γ = ∅ then there is nothing to
prove. Assuming the lemma has been established for all Γ of cardinality n let
|Γ| = n + 1, let µ = min(Γ) and Γ′ = Γ \ {µ}. First find q1 ≤ p ↾ µ such that
q1 Pµ “ SMk(p(µ)) = Sˇ”. Using Lemma 3.0.2 and the induction hypothesis it is
possible to find q2 ∈ Pµ+1 as well as T ⊇ S such that
q2 ↾ µ ≤ q1(6.7)
q2 ↾ µ  “q2 ≤ p(µ)”(6.8)
q2 Pµ “Top(T ) is a maximal antichain in q2(µ)”(6.9)
q2 Pµ “(∀t ∈ Top(Tˇ ))(∃Tt)(∃{x
t
σ}σ∈Top(Tt))q2(µ)〈〈t〉〉 P “Tˇt is k-sufficientfor
Γ′ and qt”” and qt ≤Γ′,k p ↾ (µ, ω2) and (∀σ ∈ Top(Tt))q
t[Γ, σ] Pω2/Pµ+1 “xˇ
t
σ = x˙”
(6.10)
Now let M =
∑
t∈Top(T )|Tt|. Let q3 ≤ q2 ↾ µ and T
′ be such that
q3 Pµ “T ∪ SMM (q2(µ)) ⊆ Tˇ
′ ⊆ q2(µ)”
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For each t ∈ Top(T ′) let t¯ be the unique member of Top(T ) such that t¯ ⊆ t. Define
T by setting TST (∅) = T ′ and T 〈 ~(t)〉 = Tt¯ for each t ∈ Top(T
′). If σ ∈ Top(T )
then there are unique t ∈ Top(T ′) and σ′ ∈ Top(Tt¯) such that σ =
~(t) ∧ σ′ and so
define xσ = x
t¯
σ′ . Let
q(η) =


q3(η) if η ∈ µ
q2(η) if η = µ
qt(η) if t ∈ T and η > µ and (∃r ∈ G˙)
r ↾ µ ≤ q3 and r ↾ µ Pµ “r(µ) ≤ q2(µ)〈〈t〉〉”
where G˙ is a name for the generic filter on Pω2 . It is easy to check that q ≤Γ,k p
and that T is k-sufficient for q. Moreover q[Γ, σ] Pω2 “x˙ = xσ” for each σ ∈
Top(T ).
Corollary 6.0.2. Given p ∈ Pω2 , Γ ∈ [ω2]
<ℵ0 and k ∈ ω there is q ≤Γ,k p and a
tree of trees S which is k-sufficient for q and Γ.
Proof. Simply ignore x˙ in Lemma 6.0.13.
Definition 6.5. Given p ∈ Pω2 , Γ ∈ [ω2]
<ℵ0 , a tree of trees S which is k-sufficient
for p and σ ∈ Top(S) define p ⊑S,σ,M q if and only if
• p ≤ q
• for each α ∈ Γ
p Pα “(∀t ∈ p[Γ, σ](α)) either ν
∗∗
p[Γ,σ](t) ≥M or ν
∗∗
p[Γ,σ](t) ≥ ν
∗∗
q[Γ,σ](t)− 1”
• if τ ∈ TopS and τ ↾ m 6= σ ↾ m and α ∈ Γ and |Γ ∩ (α+ 1)| = m then
p[Γ, τ ] Pα “p[Γ, τ ](α) = q[Γ, τ ](α)”
Lemma 6.0.14. Let p ∈ Pω2 , Γ ∈ [ω2]
<ℵ0 and suppose that S is k-sufficient for
p and Γ. There is some enumeration {σi}i∈L of Top(S) such that if {pi}i∈L is a
sequence of conditions satisfying the following conditions:
• p0 = p
• S is good for each pi and Γ
• pi+1 ⊑S,σi,L+k pi
then pL ≤Γ,k p.
Proof. Recall that P = P(X,Y,Z) and that X = {Xi}i∈ω. For each i ∈ ω fix
a well-ordering ≤∗ of
⋃
i∈ωXi. Given any tree of trees which is good for some
p ∈ Pω2 the natural enumeration of Top(S) will be the one which corresponds to
the lexicographic ordering inherited from the ordering ≤∗. It will be shown that
the lemma holds if {σi}i∈L is the natural enumeration of Top(S).
To establish this, proceed by induction on |Γ| noting that if Γ = ∅ then there is
nothing to do. If the lemma is proved for Γ of size less n let |Γ| = n. Let µ = min(Γ)
and Γ′ = Γ \ {µ} and TSS(∅) = T . Notice that for each t ∈ Top(T )
{i ∈ L : σi(0) = t}
forms an interval of integers in L. Therefore let {tj}j∈J be the enumeration of
Top(T ) induced by ≤∗. and let {L(j)}j∈J+1 be integers such that L0 = 0 and
{σi}
Lj+1−1
i=Lj
= {i ∈ L : σi(0) = tj}
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Fix j ∈ J and let σj,i ∈ S〈 ~(t)〉 be such that 〈 ~(t)〉 ∧ σj,i = σi+Lj . Therefore let
{σj,i}i∈Lj be the natural enumeration of {σ ∈ Top(S〈
~(t)〉) : ~(t) ∧ σ ∈ Top(S)}.
Define pi+Lj [Γ,
~(t)] = pj,i. The definition of k-sufficient entails that S〈 ~(t)〉 is k-
sufficient for each pj,i and Γ
′. Moreover, it is easy to see that pj,i+1 ⊑S〈 ~(tj)〉,σj,i,L+k
pj,i because this simply requires restricting the domain of the universal quantifier in
the definition of ⊑
S〈 ~(tj)〉,σj,i,L+k
. From the induction hypothesis it therefore follows
that pj,Lj+1 ≤Γ′,k pj,0p[Γ,
~(tj)].
Since S is k-sufficient it follows that
p ↾ µ Pµ “(∀s ∈ p(µ)〈〈tj〉〉) if |s| ≥ |tj | then νp(µ)(s) ≥ Lj+1 + k”
and hence, the definition of ⊑
S〈 ~(tj)〉,σj,i,L+k
guarantees that
p ↾ µ Pµ “(∀s ∈ pj,Lj+1(µ)〈〈tj〉〉) if |s| ≥ |tj | then νpj,Lj+1 (µ)(s) ≥ k”
and, moreover, if j < k then pLk+i[Γ,
~(tj)] = pLj+1−1[Γ,
~(tj)] fo rany i < Lk+1. It
therefore follows that pL is equivalent to the condition p
∗ defined by
p∗(α) =


pL(α) if α ∈ µ⋃
j∈J pj,Lj(µ) if α = µ
pj,Lj(α) if α > µ and pj,Lj ↾ µ+ 1 ∈ G
Then, since S is good for Γ and pL, it follows that
pL Pµ “T is a maximal antichain in pL(µ)”
and hence p∗ ≤Γ,k p.
Lemma 6.0.15. Let p ∈ Pω2 , Γ ∈ [ω2]
<ℵ0 and suppose that S is good for p and Γ.
Suppose further that σ ∈ Top(S) and that q ≤ p[Γ, σ] satisfies, for each α ∈ Γ, that
q Pα “(∀t ∈ q(α)) either ν
∗∗
q˜ (t) ≥M or ν
∗∗
q˜ (t) ≥ ν
∗∗
p[Γ,σ](t)− 1”(6.11)
Then there exists some q′ ∈ Pω2 such that
• q′ ⊑S,σ,M p
• S is good for q′ and Γ
• q′[Γ, σ] ≤ q.
Proof. Proceed by induction on |Γ| noting that if Γ = ∅ there is nothing to do. Let
µ = min(Γ) and T = TSS(∅). Let σ(0) = t and σ = ~(t) ∧ σ′.
Using the induction hypothesis it is possible to find a Pµ+1 name q
∗ for a condi-
tion in Pω2/Pµ+1 such that
• 1 Pµ+1 “q
∗ ⊑
S〈 ~(t)〉,σ′,M
p[Γ, ~(t)]/Pµ+ 1”
• 1 Pµ+1 “S〈
~(t)〉 is good for q∗ and Γ′ ”
• 1 Pµ+1 “q
∗[Γ, σ′] ≤ q/Pµ+1”.
Now define
q′(η) =


q(η) if η ∈ µ
(p[Γ, σ](η) \ (p(η)〈σ(j)〉)) ∪ q(η) if η = µ
p(η) if µ ∈ η and q ↾ (µ+ 1) /∈ Gµ+1
q∗(η) if µ ∈ η and q ↾ (µ+ 1) ∈ Gµ+1
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where Gµ+1 is a name for the generic filter on Pµ+1. The fact that q
′ is the desired
condition follows from the induction hypothesis.
Lemma 6.0.16. Suppose that S is good for Γ ∈ [ω2]<ℵ0 and p ∈ Pω2 and that
S¯ ≺ S. If pS¯ is defined by
pS¯(α) =


p(α) if α /∈ Γ⋃
{p(α)〈〈s〉〉 : s ∈ TSS¯(τ) and if α ∈ Γ
|τ | = |(α+ 1) ∩ Γ| and pS¯ [Γ, τ ] ↾ α ∈ G˙ ∩ Pα}
where G˙ is a name for the generic filter on Pω2 then S¯ is good for Γ and pS¯ .
Proof. Once again, proceed by induction on |Γ|. Let |Γ| = n and assume the lemma
proved if |Γ| < n. Let µ = min(Γ) and Γ′ = Γ \ {µ} and TSS¯(∅) = T . For each
t ∈ Top(T ) the induction hypothesis gives that S¯〈 ~(t)〉 is good for p[Γ, ~(t)]S¯ and Γ
′.
Since Top(T ) ⊆ Top(TSS(∅)) it follows that if q ≤ pS¯ then q ≤ p[Γ,
~(t)]S¯ for some
t ∈ Top(T ). Hence S¯ is good for Γ and pS¯ .
Theorem 6.1. If p ∈ Pα = Pα(X,Y,Z) is such that
p Pα “U is a dense Gδ in Z”
then there is some q ≤ p as well as a rectifiable curve γ in Z such that q Pα
“γ ∩ U is dense in γ”.
Proof. In this theorem the hypothesis that Z = (Z, e) is reasonably geodesic will
play an important role. For later reference, notice that one of the consequences of
this hypothesis is the following
(6.12)
(∀ open V ⊆ Z)(∀m ∈ ω)(∀δ > 0)(∃{xi}i∈m)(∃θ > 0)(∀i ∈ m)BZ(xi, θ) ⊆ V and
(∀(γ1, γ2, . . . , γm) ∈
m∏
i∈1
C(BZ(xi, θ)))(∃ a curve γ)λZ(γ) < δ and γ ⊇ ∪i∈mγi
This follows from Lemma 4.0.4 by choosing θ < δ/3m such that BZ(x, θ/2) ⊆ V
for some point x. Then, noticing that any reasonable geodesic space with more
than two points can have no isolated points, simply choose {V}i∈m to be disjoint
nonempty open subsets of V .
A standard fusion argument using Lemma 6.0.10 shows that in order to prove
the theorem, it suffices to prove the following preservation property:
Condition 6.1. Suppose that
• p Pα “U ⊆ Z is dense open”
• δ and ǫ are real numbers greater than 0
• γ¯ : [a, b]→ Z is a rectifiable curve
• k ∈ ω
• Γ ∈ [ω]≤k
• A is a finite subset of [a, b].
Then there is some q ≤Γ,k p as well as a rectifiable curve γ : [a, b]→ Z and a finite
B ⊆ [a, b] such that
• q Pα “B ∩ γ
−1(U) ∩B 6= ∅”
• λZ(γ) < λZ(γ¯) + δ
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• ‖γ − γ¯‖unif < ǫ
• γ¯(z) = γ(z) for each z ∈ A.
To see that establishing Condition 6.1 suffices it may, without loss of generality,
be assumed that
p Pα “U =
⋂
n∈ω
Un and each Un is dense open”
and that {(an, bn, en)}n∈ω is an enumeration of Q×Q×ω. Suppose that sequences
{pn}n∈k, {Γn}n∈k, {An}n∈ω and {γn}n∈k have been constructed. Let Γk ⊇ Γk−1
be chosen by some scheme that will ensure that
⋃
n∈ω Γn =
⋃
n∈ω domain(pn) and
|Γk| ≤ k and let A =
⋃
n∈k Ak ∩ [ak, bk]. Using Condition 6.1 it is possible to
construct pk, Ak and γk such that
• if (ak, bk) is a nonempty interval in [a, b] then
pk Pα “γ
−1
k (Uek) ∩ Ak 6= ∅”
• λZ(γk) < λZ(γk−1) + 2
−k
• ‖γk − γk−1‖unif < θk
• γk(z) = γk−1(z) for each z ∈ A
where θk has been chosen so that θk < 2
−k and, using compactness and the fact
that γk−1 is one-to-one, such that if |x − y| > 1/k and {x, y} ⊆ (ak, bk) then
d(γk1(x), γk1 (y)) > θk. Hence, γω = limn→∞ γn is a rectifiable curve and, from the
choice of the θk, it follows that γω is also one-to-one. Moreover, by Lemma 6.0.10
it follows that there is some condition pω such that pω ≤ pn for all n ∈ ω. Hence
pω Pα “γ
−1
k (Uek) ∩ Ak 6= ∅” for each k ∈ ω. Since the construction guarantees
that γω ↾ Ak = γk ↾ Ak it follows that pω Pα “γ
−1
ω (Uek) ∩ Ak 6= ∅” for each
k ∈ ω. Hence pω Pα “γ
−1
ω (Un) ∩ [a, b] is dense in [a, b]” for each n ∈ ω and so
pω Pα(X,Z) “γ
−1
ω (U) ∩ [a, b] is dense in [a, b]” .
In order to show that it is possible to satisfy Condition 6.1 it suffices to show
that it is possible to satisfy the following condition:
Condition 6.2. Suppose that
• p Pα “W ⊆ Z is dense open”
• δ > 0
• k ∈ ω
• Γ ∈ [ω]≤k
Then there is some q ≤Γ,k p as well as a rectifiable curve γ : [0, 1]→ Z and a finite
B ⊆ [0, 1] such that
• q Pα “γ¯
−1(W) ∩B 6= ∅”
• λZ(γ) < δ
The reason this suffices it that, given γ¯ : [a, b] → Z, A, k and ǫ > 0 as in
Condition 6.1 it is possible to choose a point w ∈ [a, b] and β > 0 such that
β < min(ǫ, δ/6) and such that BZ(γ¯(w), β) is disjoint from {γ¯(z) : z ∈ A}. Let
∅ 6= [a′, b′] ⊆ [a, b] be such that γ¯[a′, b′] ⊆ BZ(γ¯(w), β) and define Z′ = (Z ∩
BZ(γ¯(w), β), d). Then apply Condition 6.2 to find γ : [0, 1] → BZ(γ¯(w), β) and
B such that λZ′(γ) < δ/3 and note that, since γ is a curve and not just a set, it
follows that λZ(γ) = λZ′ (γ) < δ/3. It is then an easy matter to reparametrize γ so
that it can be assumed to have domain [a′′, b′′] where a′′ and b′′ are chosen so that
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a′ < a′′ < b′′ < b′. Then use the hypothesis that Z is reasonably geodesic to find
curves γa : [a
′, a′′]→ BZ(γ¯(w), β) and γb[b′′, b′]→ BZ(γ¯(w), β) such that
γa(a
′) =γ¯(a′) and γa(a
′′) = γ(a′′)(6.13)
γb(b
′′) =γ(b′′) and γb(b
′) = γ¯(b′)(6.14)
λZ(γa) <δ/3 and λZ(γb) < δ/3(6.15)
Hence γ¯ ∪ γ ∪ γa′ ∪ γb′ is the desired curve and, after reparametrizing, B is the
desired finite set.
To verify that Condition 6.2 can be satisfied, let
p Pα “W ⊆ Z is dense open”
δ > 0, Γ ∈ [ω]<ℵ0 and k ∈ ω. Using Corollary 6.0.2 choose q′ ≤Γ,k p and a tree of
trees S which is k-sufficient for q′ and Γ. Let M = |S| and let {σi}i∈M enumerate
Top(S).
Using hypothesis 6.12 choose {xi}i∈M and and let θ > 0 be such that for any
choice of
(γ1, γ2 . . . , γM ) ∈
∏
i∈M
C(BZ(xi, θ))
there exists a single curve γ such that λZ(γ) < δ and γ ⊇
⋃M
i=1 γi. By shrinking θ
if necessary, it may also be assumed that BZ(xi, θ)∩BZ(xi, θ) = ∅. Now construct,
in M steps, conditions {qi}i∈M+1 as well as finite sets {Ai}i∈M+1 such that:
q0 = q
′(6.16)
S is good for qi and Γ(6.17)
qi+1 ⊑S,σi,M+k qi(6.18)
qi+1[Γ, σi] Pα(X,Z) “W ∩Ai 6= ∅”(6.19)
λZi(Ai) < θ(6.20)
Ai ⊆ Zi(6.21)
Before proceeding it is worth pausing to see what would be accomplished by this
construction. It follows from Lemma 6.0.14 that qM ≤Γ,k q′. Using the properties
of the family {Vi}i∈M obtained from hypothesis 6.12 it is possible to find a curve
γ such that λZ(γ) < δ and ∪i∈MAi ⊆ γ. Let B = γ−1(∪i∈MAi) and note that
qM  “B ∩ γ−1(W)) 6= ∅” because, by Lemma 6.0.11, if q ≤ qM then there is some
i ∈M such that q ≤ qM [Γ, σi] ≤ qi+1[Γ, σi] and qi+1[Γ, σi]  “Ai ∩W 6= ∅”.
Hence, all that has to be shown is how to construct qi+1 given qi. In order to do
this, it suffices to find q˜ ≤ qi[Γ, σi] and Ai ⊆ Zi such that for each α ∈ Γ
q˜ Pα “(∀t ∈ q˜(α)) either ν
∗∗
q˜ (t) ≥M + k or ν
∗∗
q˜ (t) ≥ ν
∗∗
qi[Γ,σi]
(t)− 1”(6.22)
and q˜  “W ∩ Ai 6= ∅” and condition (6.20) is satisfied since, once this has been
accomplished, all that remains to be done is to choose qi+1 using Lemma 6.0.15
such that that
qi+1 ⊑S,σi,M+k qi
S is good for qi+1 and Γ and qi+1[Γ, σi] ≤ q˜.
Note that 1 Pω2 “x˙ ∈ V ∩U ∩Zi” for some name x˙. Then use Lemma 6.0.13 to
find ˜˜q ≤Γ,M+k qi[Γ, σi] and a tree of trees S˜ which is (M + k)-sufficient for both ˜˜q
and Γ and qi[Γ, σi] and Γ such that
˜˜q[Γ, τ ] Pω2 “x˙ = xˇτ”
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for each τ ∈ Top(S˜).
Note that
RT∗(S˜) ≥ HT∗(S) ≥ Γ = HT S˜(6.23)
and, moreover, since S is k-sufficient, it follows that if τ ∈ S˜ and t 6⊆ RT(TSS˜(τ))
then ν∗∗
S˜,τ
(t) ≥ k ≥ Γ = HT S˜ and hence ν∗(S˜) > HT(S˜). Let the function Φ be
defined on Top(S˜) by Φ(τ) = xτ . It is therefore possible to apply Lemma 5.0.9 to
S˜, Φ and the metric space Zi = (Zi, d) to find a nonempty tree of trees S¯ ≺f S˜
such that
λZi({xτ}τ∈Top(S¯))) < Diam(Zi) ≤ θ(6.24)
Then define q˜ by
q˜(α) =


˜˜q(α) if α /∈ Γ⋃
{ ˜˜q(α)〈〈s〉〉 : s ∈ TSS¯(τ) and if α ∈ Γ
|τ | = |(α+ 1) ∩ Γ| and q˜[Γ, τ ] ↾ α ∈ G˙ ∩ Pα}
where G˙ is a name for the generic filter on Pω2 . It will be shown that q˜ and
Ai = {xτ}τ∈Top(S¯) are as desired. Condition (6.20) follows immediately from (6.24).
In order to check that (6.17) holds appeal to Lemmma 6.0.16 to conclude that S¯ is
good for q˜ and Γ. Hence q˜  “W ∩ Ai 6= ∅” because, if r ≤ q˜ then Lemma 6.0.11
guarantees that there is σ ∈ Top(S¯) such that r ≤ q˜[Γ, σ] ≤ ˜˜q[Γ, σ] and ˜˜q[Γ, σ] 
“x˙ = xˇσ ∈ Ai ∩ W”. Therefore all that has to be checked is that (6.22) holds for
all α ∈ Γ.
This follows from the fact that S¯ ≺f S˜. To see that this is so notice that, since
S¯ is good for q˜ and Γ it suffices to show that for any α ∈ Γ and any τ ∈ S¯ such
that |τ | = |Γ ∩ (α+ 1)|
q˜[Γ, τ ] ↾ α Pα “(∀t ∈ q˜(α)) either ν
∗∗
q˜ (t) ≥M + k or ν
∗∗
q˜ (t) ≥ ν
∗∗
qi[Γ,σi]
(t)− 1”
Let such a τ and α ∈ Γ be fixed. Since S˜ is (M + k)-sufficient ˜˜q and Γ and,
furthermore, S¯ ≺ S˜ it follows that
q˜[Γ, τ ] ↾ α Pα “(∀t ∈ q˜ \ TSS˜(τ))ν
∗∗
q˜(α)(t) = ν
∗∗
˜˜q(α)
(t) ≥M + k”
Therefore it suffices to show that
q˜[Γ, τ ] ↾ α Pα “(∀t ∈ TSS˜(τ))ν
∗∗
q˜ (t) ≥ ν
∗∗
qi[Γ,σi]
(t)− 1”
and, since S˜ is good for qi[Γ, σi] and Γ, this is the same as showing that
ν∗∗S¯,τ (t) ≥ ν
∗∗
S˜,τ
(t)− 1
for each t ∈ TSS¯(τ). For a fixed t ∈ TSS¯(τ) the definition of S¯ ≺f S˜ guarantees
that
ν∗∗S¯,τ (t) =
ν∗
S¯,τ
(t)
(M|t|(X))|t|
2
≥
ν∗
S˜,τ
(t)− f(HT(S¯), |τ |, |t|)
(M|t|(X))|t|
2
=
ν∗
S˜,τ
(t)−M|t|(X)
HT(S¯)(HT(S¯)−|τ |)
(M|t|(X))|t|
2
(6.25)
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Recalling that |t| ≥ HT(S) = HT(S¯) from (6.23) yields that
ν∗∗S¯,τ (t) ≥
ν∗
S˜,τ
(t)
(M|t|(X))|t|
2
− 1 = ν∗∗
S˜,τ
(t)− 1
which establishes (6.22).
Corollary 6.1.1. It is consistent with set theory that there are two complete, sep-
arable metric spaces Y and Z such that the union of any ℵ1 rectifiable curves in Y
is meagre yet there are ℵ1 rectifiable curves in Z is whose union is not meagre.
Proof. Let Y = ℓ2 and Z = [0, 1]3. From Lemma 4.0.1 it follows that if Pω2 is the
countable support iteration of P(X,Y,Z) to ω2 then, if G is Pω2 generic over V
then the union of any ℵ1 rectifiable curves in Y is meagre. On the other hand, it
follows from Theorem 6.1 that the union of the ground model rectifiable curves in
Z is not meagre.
7. Measure and rectifiable curves
This section contains a result due to Shelah which is somewhat, but not quite,
the measure analogue of Theorem 6.1. The measure analogue would assert the
consistency of all sets of reals of size ℵ1 having measure zero yet there existing a
family of rectifiable curves whose union is not of measure zero.
Theorem 7.1 (S. Shelah). It is consistent with set theory that non(Null) > ℵ1 yet
non(R(R2)) = ℵ1.
Proof. For certain pairs of functions (g, g∗) ∈ ωω × ωω a partial order Sg,g∗ is de-
fined on pages 348-349 of [1]. It is shown that Sg,g∗ is proper and (g
∗, g)-bounding2
and hence, from Lemma 7.2.19, which establishes that the countable support itera-
tion of proper (f, h)-bounding partial orders is (f, h)-bounding, it follows that the
countable support iteration of length ω2 of Sg,g∗ is also (g
∗, g)-bounding. Further-
more, it follows directly from Theorem 7.3.21 that if G is generic for this iteration
over a model V then V [G] is a model of non(null) > ℵ1.
Hence it suffices to show that if g and g∗ are chosen appropriately then V [G]
will also be a model of non(R(R2)) = ℵ1. In particular, it will be shown that if
{γi}i∈ω is any family of rectifiable curves in R
2 in the generic extension then there
is a point x ∈ V ∩ R2 such that x /∈
⋃
i∈ω γi. Let f , g and g
∗ be chosen so that g
and g∗ satisfy (1) and (2) on page 348 of [1] and, in addition, so that
g∗(n) = |[f(n)2]<5f(n)|
f(0) = 5, g(0) = 1 and
f(n+ 1)
f(n)2
> 5g(n+ 1)
as well. To see that this works, let {γi}i∈ω be a family of rectifiable curves in the
generic extension and, without loss of generality, suppose that none of the curves
has length greater than 1. Attention will be focussed on the unit square [0, 1]2.
Before continuing, observe that if the unit square is covered by m2 congruent
closed squares with sides of length 1/m and γ is any rectifiable curve of length less
than 1 then there are at most 5m squares which the curve intersects. The way
2The careful reader will notice that, in fact, Lemma 7.3.23 claims that Sg,g∗ is (g, g
∗)-bounding
but this clearly a misprint.
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to see this is to choose a point from the curve from each square which the curve
intersects. Let these points be {γ(xi)}ki=0 where xi ≤ xi+1. Since no 5 of the
squares can have a common point of intersection, it follows that for any i ∈ k − 5
there must be some {i, j} ∈ [5]2 such that the ‖γ(xi)− γ(xj)‖ ≥ 1/m. Since∑
i∈k ‖γ(xi)− γ(xi+1)‖ < 1 it follows that k < 5m.
Now let L(n) be the natural family of size f(n)2 consisting of congruent closed
squares of length 1/f(n) whose union covers the unit square. For each n ∈ ω let Sn
be the set of squares in L(n) which the curve γn intersects. Since Sn ∈ [L(n)]<5f(n)
it follows that there is H : ω → [[L(n)]<5f(n)]g(n) in V such that Sn ∈ H(n)
for all n ∈ ω. Let S∗n = ∪H(n). It follows that |S
∗
0 | < 5 · 5 and so there is
some square Q0 ∈ L(n) such that Q0 /∈ S∗0 . Suppose that inductively square
Q0 ⊇ Q1 ⊇ . . . ⊇ Qn have been chosen so that Qi /∈ S∗i . The number of squares in
L(n+ 1) which are subsets of Qn is
f(n+1)2
f(n)2 and |S
∗
n+1| ≤ 5f(n+ 1)g(n+ 1). Since
f(n+ 1)
f(n)2
> 5g(n+ 1)
it follows that it is possible to find Qn+1 ⊆ Qn which does not belong to S∗n+1.
Letting x =
⋂
n∈ωQn yields that x /∈
⋃
n∈ω S
∗
n and hence x /∈
⋃
n∈ω γn
8. Open questions
The proof of Theorem 6.1 relied heavily on the hypothesis that Z is reasonably
geodesic and this, in turn, implies some form of dimensionality greater than 3.
This raises the obvious question of whether this is only a technical problem or if
there is some intrinsic geometric reason for the hypothesis. Answering the following
questions may shed some light on this.
Question 8.1. Is it consistent that non(Meagre) > ℵ1 yet there is a family of ℵ1
rectifiable curves in R2 whose union is not meagre?
Question 8.2. Is it consistent that that the union of any ℵ1 rectifiable curves in
ℓ2 is meagre yet there is a family of ℵ1 rectifiable curves in R
2 whose union is not
meagre?
Question 8.3. Are there integers n and k such that it consistent that that the
union of any ℵ1 rectifiable curves in Rn is meagre yet there is a family of ℵ1
rectifiable curves in Rk whose union is not meagre?
At this point it should be pointed out that there is an obvious strategy for
proving some monotonicty results by taking a family of rectifiable curves in Rn+1
whose unions is not meagre and projecting them down to Rn the curves will still be
rectifiable and their union will not be meagre. However the projected curves may
not be one-to-one. It would be interesting to see if theorem 6.1 can be improved
so that, in the case Z = Rn, the rectifiable curve mentioned in the conclusion is
nicely embedded. There are various interpretations what nicely embedded might
mean here. The best would be a linear embedding of the unit interval since this
would solve Komjath’s question mentioned in the introduction. A less ambitious
alternative is the following.
Question 8.4. Is it consistent that non(Meagre) > ℵ1 yet there is a family of ℵ1
rectifiable curves in Rn whose union is not meagre and all of which are homotopic
to the unit interval?
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In this same spirit, one can ask for smoothness properties.
Question 8.5. Is it consistent that non(Meagre) > ℵ1 yet there is a family of ℵ1
differentiable curves in Rn whose union is not meagre.?
Of course, one can ask for higher orders of smoothness as well. Nothing is known
in any of these cases either.
Finally, it should be mentioned that al of the questions considered here have
their measure analogues. Indeed, rectifiable curves are special examples of sets of
Hausdorff dimension 1 in R2. One can oslo consider the σ-ideal generated by Borels
sets of Hausdorff dimension p in Rn and ask similar questions in this a context. For
some progress in this direction as well as further refernces see [8].
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