Abstract. Following our work in [18], we prove a gluing formula for the Donaldson invariants of the connected sum of two four-manifolds along surfaces of the same genus g, self-intersection zero and representing odd homology classes, solving a conjecture of Morgan and Szabó [14].
Introduction
This paper tries to answer the question of the behaviour of the Donaldson invariants under connected sums along surfaces of arbitrary genus g ≥ 2 and self-intersection zero. The problem was first motivated by the computation of the basic classes of elliptic surfaces. The general elliptic surface with b + > 1 and simply connected, is constructed by the process of connected sum along embedded tori of self-intersection zero from elementary pieces (rational elliptic surfaces and homotopy K3-surfaces). After establishing the appropriate gluing formula for the behaviour of Donaldson invariants under the operation of connected sum along embedded tori, the information of the basic classes for some particular examples gives the basic classes of any such elliptic surface. This has been carried out by many authors [13] [3] [17] [15] [19] .
The following natural case is the connected sum along embedded surfaces of genus g = 2. Morgan and Szabó [20] [14] treated the case when the self-intersection of one of the surfaces is 1 (and the other −1). The author [18] [17] has solved the case in which the surfaces have self-intersection zero and are odd in homology, giving a number of nice applications. For this he used the Fukaya-Floer homology as developed in [1] .
The case we are going to deal with in this paper is the connected sum along embedded surfaces of higher (arbitrary) genus g, self-intersection zero and odd, giving a positive answer to the conjectures in the literature [14, Let X be a smooth, compact, oriented four-manifold with b + > 1 and b + − b 1 odd. For any w ∈ H 2 (X; Z), D w X will denote the corresponding Donaldson invariant [4] [12], which is defined as a linear functional on A(X) = Sym * (H 0 (X) ⊕ H 2 (X)) ⊗ * H 1 (X) (H * (X) will always denote homology with rational coefficients, and similarly for H * (X)). Let x ∈ H 0 (X) be the class of a point. Then Kronheimer and Mrowka [12] define X to be of simple type (with respect to w) when D w X ((x 2 − 4)z) = 0 for all z ∈ A(X), and in that case define
for all z ∈ Sym * H 2 (X). The series D w X (e tα ), α ∈ H 2 (X), is even or odd depending on whether
is even or odd. When b 1 = 0 and b + > 1, X is of simple type with respect to some w if and only if it is so with respect to any w. In such case, X is just called of simple type. .
When b + = 1, the invariants depend on the metric through a structure of walls and chambers [10] and therefore we have to specify the metric. As w · Σ ≡ 1 (mod 2), we have that Σ is contained in the closure of a unique chamber of type (w, p 1 ) for every p 1 < 0, p 1 ≡ w 2 (mod 4). So, in the case that the invariants only depend on the metric through the period point (for instance, simply-connected manifolds [11] and Σ × CP 1 , with Σ a Riemann surface, which are all the cases we need for our arguments), we shall consider the invariants referring to the chambers defined by Σ. 
Remark 4. Under the conditions of proposition 3, we can prove in a similar fashion that
and using that D
Definition 5 ( [18] ). We say that (X, Σ) is permissible if X is a smooth compact oriented four-manifold and Σ ֒→ X is an embedded Riemann surface of genus g ≥ 2 and self-intersection zero such that [Σ] ∈ H 2 (X; Z) is odd (its reduction modulo 2 is non-zero, or equivalently, it is an odd multiple of a primitive homology class). So we can consider w ∈ H 2 (X; Z) with w · Σ ≡ 1 (mod 2). Then (w, Σ) is an allowable pair. This implies that b
be an open tubular neighbourhood of Σ and set
We consider one such isomorphism fixed and (when necessary) we furnish X o with a cylindrical end, i.e. we consider X o ∪ (Y × [0, ∞)) (and keep on calling it X o ).
We call identification for Y = Σ × S 1 any (orientation preserving) bundle automorphism φ : Y ∼ → Y . Up to isotopy, φ depends only on the isotopy class of the induced diffeomorphism on Σ and on an element of H 1 (Σ; Z).
Definition 6 ([18]
). Let (X 1 , Σ 1 ) and (X 2 , Σ 2 ) be permissible, with Σ 1 and Σ 2 of the same genus g. We pick orientations so that ∂X
is called the connected sum along Σ of (X 1 , Σ 1 ) and (X 2 , Σ 2 ) (with identification φ). It is a compact, naturally oriented, smooth four-manifold with an embedding Y ֒→ X such that
The induced homology classes [Σ 1 ] and [Σ 2 ] coincide and are induced by an embedded Σ ֒→ X. Then (X, Σ) is permissible. Choose w i ∈ H 2 (X i ; Z), i = 1, 2, and w ∈ H 2 (X; Z) such that w i · Σ i ≡ 1 (mod 2), w · Σ ≡ 1 (mod 2), in a compatible way (i.e. the restricition of w to X 
Then it is esay to see that the exact sequence for the pair (X i , X o i ) and the Mayer-Vietoris sequence for
2 as before. We fix an orientation of H 1 (Y ) (it does not change when we reverse the orientation of Y ). So homology orientations for X 1 and X 2 induce a homology orientation for X. 
Choose any identification φ and let X = X(φ) = X 1 # Σ X 2 be the connected sum along Σ, with the induded homology orientation. Suppose finally that X is of simple type. 
.
. Now the sign comes from the fact that the coefficient for the basic class −κ is (−1) d 0 c κ , being c κ the coefficient for the basic class κ.
Remark 12. If we are in the conditions of theorem 9, but g = 1, we get a slightly different answer [17, chapter 4 
Corollary 13. Suppose we are in the conditions of theorem 9. Write
. Otherwise, the left hand side is zero.
Proof. Allowing D to vary in H, formula (1) gives
We cannot have more precise information on κ as we cannot evaluate
and w · Σ = 1. Substitute in (2) t = π i/2 and multiply by (−1) w 2 /2 = (−1)
2 /2 , to get the sought expression.
Remark 14. In theorem 9 we cannot hope for having a similar formula for classes
. This is due to the fact that we cannot find
, for i = 1, 2). We would need to relate the invariant D w X (e tD ) with invariants of the form D
. This was done in [18, theorem 10] for the case g = 2 (see also conjecture in section 5).
This limitation prevents us from having more general results. For example, we do not know whether (under the conditions of theorem 9) there are basic classes κ for X = X 1 # Σ X 2 such that |κ · Σ| < 2g − 2 or not (compare [18, corollary 11] ).
In some cases, theorem 9 is all that we need to find explicitly the basic classes for X. This is due to the fact that there is a subspace V ⊂ H 2 (X) where all the basic classes vanish, such that H 2 (X) = H ⊕ V . In [14, definition 4.1], Morgan and Szabó define admissible identification, which is a condition which implies that X = X 1 # Σ X 2 is of simple type and such V exists. 
Remark 16. Corollary 13 agrees with the results of the kind for the Seiberg-Witten invariants [17, section 7.3]. Morgan, Szabó and Taubes [16] have proved the analogous result to corollary 13 for the Seiberg-Witten basic classes (not the part corresponding to basic classes κ for X with |κ · Σ| < 2g − 2). Both results are equivalent supposing true the conjecture of Witten [22] about the relationship of Donaldson and SeibergWitten invariants.
Our last result is
Suppose that S is of finite type of order n ≥ 1 with respect to w and w + Σ for the metrics defined by
. Then for any (X, Σ) permissible, X is of finite type of order at most n with respect to any w ∈ H 2 (X; Z) with w · Σ ≡ 1 (mod 2) (and for metrics defined by Σ, in the case b + = 1).
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Gluing theory
Now we are going to develop the gluing theory necessary to prove theorem 9. The set up is as follows, 
• D| Y = 0. Substitute D by a rational multiple if necessary so that
When b + = 1, the invariants are calculated for a long neck, i.e. we refer to the invariants defined by Σ.
Proof.
• As explained in [2] , the Floer homology groups HF * (Y ) are well-defined since w| Y is odd (this rules out problems with flat reducible connections on Y ). Also, there are invariants φ
from where the statement of the theorem. 
So we write formally
Now we particularize to the case which concerns us, Y = Σ × S 1 . Conjugation in the second factor produces an isomorphism Y ∼ = (−Y ) (also (Y, γ) ∼ = (−Y, −γ)). As explained in [1] [17], HF F * (Y, γ) is the limit of a spectral sequence whose E 3 -term is
Let γ = pt×S 1 ⊂ Σ×S 1 . Now all the differentials in the E 3 term of the spectral sequence are of the form 
where φ 
be the moduli space of odd degree rank two stable vector bundles on Σ, which is a smooth variety [9] . Then there is an isomorphism
as vector spaces (we are using rational coefficients), where we reduce the grading of
Proof. Dostoglou and Salamon [5] prove
It is the particular case where we consider φ = id : Σ → Σ, in which the mapping torus of φ is Σ × S 1 . As explained in the introduction of [5] , M odd Σ is connected, simply connected and π 2 (M odd Σ ) = Z, so the groups HF
is a standard result obtained by Floer himself [7] for proving the Arnold conjecture.
There is a map µ : 
for a finite set of indices of the form α = (n, m; i 1 , . . . , i r ), n, m ≥ 0, r ≥ 0, 1
We order the set of indices {α} so we identify such set with {1, . . . , N} and write 1 ≤ α ≤ N in general.
Let I be the ideal of H * (M odd Σ ) generated by c 1 , . . . , c 2g . Then the elements a n b m , 0 ≤ n, m < g, generate the quotient H * (M odd Σ )/I (see [9] ). So we can suppose these elements are the first g 2 elements in the basis {f α }, i.e. for 1 ≤ α ≤ g 2 .
The intersection pairing in H
Therefore the intersection matrix (< f α , f β >) is invertible.
Here we recall that we have defined the manifold A = Σ × D 2 , with boundary Y = Σ × S 1 , and let ∆ = pt × D 2 ⊂ A be the horizontal slice with ∂∆ = S 1 . Put
, so there is a natural map A(Σ) → A(X), whenever Σ ֒→ X. Then we define
Lemma 21. The intersection matrix (< e α , e β >) (with coefficients in Q[[t]]) is invertible. Therefore, {e α } is a basis for HF F * (Y ) = V [[t]].
Proof. As the elements f α ∈ H * (M odd Σ ) have an integer degree between 0 and 6g − 6 = dim M odd Σ , we can reorder the basis {f α } such that the degree goes increasing (we use this special ordering only in this lemma). Now 
where A i are submatrices corresponding to the intersection product
and it is invertible.
Proof of Theorem 9
By the above lemma, {e α } is a basis of V [[t]], so there is an isomorphism
The important feature is that if (
, where
(z α e tD 1 ).
The pairing in V [[t]] corresponds through the isomorphism to a pairing in Q N [[t]], which is Q[[t]]-bilinear, hence given by a matrix of Q[[t]]-coefficients
This matrix is universal (only dependent on the data necessary for the construction of the Fukaya-Floer groups, i.e. (Y, γ) , and on the chosen basis). Now if (X 1 , Σ 1 ) and (X 2 , Σ 2 ) are permissible, let X = X(φ) = X 1 # Σ X 2 (with an identification φ) be the connected sum along Σ, with the induded homology orientation. Let D ∈ H 2 (X) with
Now suppose that X 1 has b 1 = 0. Then c X 1 ,α (t) = 0 whenever r > 0 (recall α = (n, m; i 1 , . . . , i r )). So the only non-zero coordinates correspond to z α = Σ n x m , 0 ≤ n, m ≤ g − 1. Suppose furthermore X 1 of simple type with b 1 = 0 and b
(ze tD 1 ) = 0, hence changing the basis {z α }, all coordinates c X 1 ,α (t) are zero except for the first 2g of them, corresponding to z α = Σ n and z α = Σ n x, 0 ≤ n ≤ g − 1.
Lemma 22. Let (X 1 , Σ 1 ) be permissible, with Σ 1 of genus g, X 1 of simple type with
Proof. Suppose, for instance, g even. By remark 4, for any polynomial p(Σ) in Σ,
Now D 1 · Σ = 1, so the expression above vanishes when p(Σ) has roots −1, −1 ± 4i, . . . − 1 ± (2g − 4)i.
Note that z = (1 ±
)p(Σ) with p of degree g − 1. Let us choose a basis {z α } with z 1 , . . . z 2g−1 being the elements and e g 2 +1 , . . . , e N having all r > 0. So, when X 1 is of simple type with b 1 = 0 and b + > 1,
where Q 2g−1 is the orthogonal complement to < e 2g , . . . , e N > in V .
Formula (6) reduces to (when both X i are of simple type with b 1 = 0 and b
where
and analogously for c X 2 ,β (t).
So it is easy to find another basis {z 1 , . . . , z 2g−1 } (which we do not write explicitly) spanning Q 2g−1 such that
, . . . , 0. Formula (7) yields
with c X 2 ,β (t) defined analogously to c X 1 ,α (t), with the letter q in the place of p.
Proof. First we note that
We use equation (8) 
Let us see that M αβ (t) = 0 unless β = α. Suppose, for instance, that p is odd. If we write now
, the left hand side of the expression above remains unchanged, but the right hand side is a sum of exponentials e (2p−2q)r , q odd, and e (2p−2qi)r , q even. So it when q = p, it is M αβ (t) = 0.
Formula (8) gives
. We are assuming that X is of simple type and recall that b 1 (X) = 0 and b
(mod 4)), so
where s = 0 when p is odd and s = g − 1 when p is even. As g is not dependent on the particular manifolds, we absorb this factor into the matrix without affecting its universality.
This expression is valid for any D ∈ H 2 (X) such that D| Y = S 1 . We note that it does not change if we change ( 
, some k}, satisfying the former conditions. As the set of D ∈ H 2 (X) with D| Y a non-zero multiple of S 1 is dense in H, we have that for any D ∈ H,
Lemma 24. M αα (t) = 0, except for α = 1, 2.
Proof. Let Y be the K3 surface, which is a manifold of simple type with b 1 = 0 and b + > 1 (see [12] ). Consider a tight embedded Riemann surface Σ ′ ֒→ Y of genus g ′ < g and self-intersection zero. By definition of tightness (see [12] 
To construct it, we consider an elliptic fibration for the K3 surface. Let T be a generic fibre (which is a torus of self-intersection zero) and let S be a section represented by a sphere of self-intersection −2. Then consider S together with g ′ generic fibres and smooth out the intersection points. Call the resulting Riemann surface Σ ′ . It is homologous to S + g ′ T , it has genus g ′ and self-intersection 2g ′ − 2, as required.
We blow-up Y at 2g
The proper transform of Σ ′ is a Riemann surface of genus g ′ and self-intersection zero. Perform an internal connected sum with g − g ′ homologically trivial tori to obtain a Riemann surface Σ 1 of genus g and self-intersection zero. If E 1 , . . . , E 2g ′ −2 are the exceptional divisors, Σ 1 is homologous to
Moreover, the basic classes of X 1 are ±E 1 + · · · ± E 2g ′ −2 . They all satisfy κ · Σ 1 ≤ 2g ′ − 2 and there is exactly one, K = E 1 + · · · + E 2g ′ −2 , satisfying the equality.
Let (X 2 , Σ 2 ) = (X 1 , Σ 1 ), and consider X = X 1 # Σ X 2 with the preferred identification of remark 7 (double of X 1 along Σ 1 ). Then X splits off a S 2 × S 2 , so its invariants are zero (see [16, section 4.3] for this well-known phenomenon). As in the proof of lemma 23, c X,α (t) = c X 1 ,α (t)M αα (t)c X 2 ,α (t). We proceed by induction from g ′ = 1, 2, . . . , g − 1 and get M αα (t) = 0, for α ≥ 3.
Formula (9) becomes
Now let us compute M 11 (t) and M 22 (t). We can do that with a particular example of connected sum along a surface of genus g in which the invariants are known for X 1 , X 2 and X = X 1 # Σ X 2 .
Definition 25. We are going to define the following smooth manifolds:
• Let S n be the minimal elliptic surface with no multiple fibres and geometric genus p g = n − 1. This is unique up to diffeomorphism [8] . S 1 is the rational elliptic surface, i.e. S 1 = CP 2 #9CP 2 .
• LetS 1 be the blow-up of S 1 at one point. Therefore,S 1 = CP 2 #10CP 2 . Consider a particular elliptic fibration for S 1 with section σ (of self-intersection −1) and fibre F . Call E the exceptional divisor, soS 1 has an elliptic fibration with fibre the torus T 1 = F and there is another embedded torus T 2 homologous to σ + T 1 − E with T 2 2 = 0 and
(connected sums along T 1 's with the preferred identification), which is diffeomorphic to S g #gCP 2 .
It contains an embedded torus T 1 of self-intersection zero and a Riemann surface of genus g (and selfintersection zero) made up gluing smoothly the T 2 's coming from eachS 1 . Actually, the elliptic surface S g has a section σ g with σ 2 g = −g, and Σ g can be taken to be the proper transform of σ g . Clearly, Σ g · T 1 = 1, so (B g , Σ g ) is permissible. B g is of simple type with b 1 = 0, b + > 1 (as g ≥ 2).
• Let C g = B g # Σg B g with the preferred identification. It contains a Riemann surfaceΣ 2 of genus 2 and self-intersection zero made up from gluing smoothly the T 1 's. If we perform instead the connected sum of twoS 1 along T 2 , we getB 2 = S 1 # T 2S 1 with an embedded Riemann surfaceΣ 2 of genus 2 and self-intersection zero, coming from smoothly gluing the T 1 's. Clearly (B 2 ,Σ 2 ) ∼ = (B 2 , Σ 2 ). Now
By [18, theorem 10] , C g is of simple type with b 1 = 0 and b + > 1. Alternatively, we can use [12] , since it contains a torus of self-intersection 0 intersecting an embedded (−2)-sphere transversely in one point (see proposition 27). 
Proof. Write B g as S g #gCP 2 . Let F be the fibre of the natural elliptic fibration (i.e. F = T 1 ). Let E 1 , . . . , E g be the exceptional divisors. Then the basic classes
and k ≡ g − 2 (mod 2) (see [12] [6]). So the only basic class κ with κ · Σ g = 2g − 2 is the canonical class
Now we note from proposition 1 that for w = T 1 , D w Bg = D Bg , since w · κ = 0 for all basic classes κ, hence the result.
Proposition 27. C g is of simple type. For
Proof. By propositon 26 and proposition 3, 
is defined as the unique cohomology class such that
we consider the vanishing discs forS 1 with elliptic fibration with fibre T 1 (see [8, page 167] ). These are embedded (−1)-discs. So, in the terminology of [14] , the preferred identification for
is admissible. By remark 14, in the first place C g is of simple type. In the second place, there is a subspace V ⊂ H 2 (X) such that H 2 (X) = H ⊕ V and K · α = 0, for all α ∈ V . ((x 2 − 4) n e tD ) =< φ w (X o , e tD o ), φ w (A, (x 2 − 4) n e t∆ ) >= 0.
We conclude that D (w,Σ) X ((x 2 − 4) n e tD ) = 0 for all D ∈ H 2 (X), i.e. X is of finite type of order at most n with respect to w.
Conjecture
Following our results in [18] for the case of genus g = 2, we propose the following conjecture. 
