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EQUIVARIANT COHOMOLOGY DOES NOT
DISTINGUISH HAMILTONIAN S1-MANIFOLDS
TARA S. HOLM AND LIAT KESSLER
Abstract. For Hamiltonian circle actions on 4-manifolds, we give an example of an
isomorphism of equivariant cohomology modules that cannot be induced by an equivari-
ant diffeomorphism of spaces. This is in contrast to Masuda’s result establishing that
in the toric case, the equivariant cohomology module determines the manifold. We also
give a soft proof that there are finitely many maximal Hamiltonian circle actions on a
fixed closed symplectic 4-manifold.
We achieve these results by giving a generators and relations description in terms of
the decorated graph for the even part of the equivariant cohomology as a module over the
equivariant cohomology of a point. We then give an explicit combinatorial description
of all weak algebra isomorphisms. We use this description to prove that the even parts
of the equivariant cohomology modules are weakly isomorphic (and the odd groups have
the same ranks) if and only if the labelled graphs obtained from the decorated graphs
by forgetting the height and area labels are isomorphic.
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1. Introduction
Beginning with work of Masuda [12], there have been a number of questions posed,
and some answered, probing the extent to which equivariant cohomology is a complete
invariant [5, 13]. Our first aim in this paper is to show that this property does not hold
for circle actions on 4-manifolds.
Equivariant cohomology in the sense of Borel is a generalized cohomology theory in
the equivariant category. For a torus T k = (S1)k, the equivariant cohomology (over Z) is
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defined to be
H∗Tk(M ;Z) := H
∗((M × (S∞)k)/T k;Z),
where S∞ is the unit sphere in C∞, the circle acts freely S1 	 S∞ by coordinate multipli-
cation, and T k 	 (M × (S∞)k) diagonally. In particular,
H∗Tk(pt) = H
∗((S∞)k/T k;Z) = H∗((CP∞)k;Z) = Z[u1, . . . , uk], deg(ui) = 2.
The constant map pi : M → pt induces a map pi∗ : H∗
Tk
(pt) → H∗
Tk
(M) which endows
H∗
Tk
(M) with an H∗
Tk
(pt)-module structure. We say that H∗
Tk
(M) and H∗
Tk
(N) are
weakly isomorphic as modules if there is a ring isomorphism f : H∗
Tk
(M)→ H∗
Tk
(N)
and an automorphism γ of T k such that f(uw) = γ∗(u)f(w) for any u ∈ H∗
Tk
(pt) and
w ∈ H∗
Tk
(M).
For toric manifolds (in other words, smooth compact toric varieties), Masuda [12]
showed that the equivariant cohomology modules are weakly isomorphic if and only if
the toric manifolds are the same as varieties, i.e., correspond to the same fan. A special
case of toric manifolds are toric symplectic manifolds: closed connected symplectic
manifolds with a Hamiltonian action of a torus of half the dimension.
In this paper we look at the equivariant cohomology of a four-dimensional Hamil-
tonian S1-space: a closed connected symplectic manifold equipped with a Hamiltonian
S1-action. Building on work of Audin [3] and Ahara and Hattori [1], Karshon [10] showed
that a four-dimensional Hamiltonian S1-space is determined by its decorated graph: a
labelled graph indicating the isolated fixed points as thin vertices and the fixed surfaces
as fat vertices; the vertices are vertically placed according to the moment map value and
labelled by the height value, a fat vertex is also labelled by its symplectic area and genus;
for a natural number n > 1, an edge labelled n between vertices indicates that the fixed
points are connected by an invariant sphere whose stabilizer is the cyclic subgroup of
S1 of order n; see §2.1. We call the labelled graph obtained from the decorated graph
by forgetting the height and area labels, and adding a vertex label indicating when an
isolated vertex is extremal and a fat vertex label indicating its self intersection, the dull
graph of the Hamiltonian S1-space.
First, we obtain a generators and relations description of H2∗S1(M) from the decorated
graph. Moreover we express the module structure over H∗S1(pt) = Z[t] in terms of these
generators. See Notation 4.1 and Theorem 4.2 for the explicit statements. In the proof of
Theorem 4.2, we apply our previous results in [9, Theorem 1.1] that the inclusion of the
fixed points set i : MS
1
↪→M induces an injection in integral equivariant cohomology
i∗ : H∗S1(M ;Z) ↪→ H∗S1
(
MS
1
;Z
)
and our characterization of the image of i∗ in equivariant cohomology with rational co-
efficients. We use the generators and relations description to relate the algebraic and
combinatorial structures of the Hamiltonian S1-action.
1.1. Theorem. Let S1 	 (M,ωM) and S1 	 (N,ωN) be Hamiltonian S1-spaces of dimension
four. The dull graphs of M and N are isomorphic as labelled graphs if and only if the
even-dimensional equivariant cohomologies H2∗S1(M) and H
2∗
S1(N) are weakly isomorphic
as modules over H∗S1(pt) and dimH
1
S1(M) = dimH
1
S1(N).
Moreover, we list all the weak isomorphisms of the even-dimensional equivariant coho-
mology as H∗S1(pt)-modules in Proposition 7.17.
It follows from the definition that if S1 	 M and S1 	 N are equivariantly diffeomorphic,
then their equivariant cohomology rings are isomorphic as H∗S1(pt)-modules. Equivariant
cohomology being a complete invariant would imply that the converse is also true: a weak
2
isomorphism must be induced by an equivariant diffeomorphism. But in fact, we show
that this is FALSE for Hamiltonian S1 4-manifolds with the following counter example.
1.2. Example. The most surprising weak isomorphism described in Proposition 7.17
is the partial flip. We discovered the partial flip by trying to emulate Masuda’s work
on toric varieties. In that case, there are equivariant cohomology generators that are
supported on T -invariant codimension 2 submanifolds. These generators are in a certain
sense unique. We tried to establish similar uniqueness properties of our generators, which
led us to some alternative generators, linear combinations of the original ones, that are
not supported on S1-invariant submanifolds. This led us to the partial flip isomorphism.
We now consider two Hamiltonian S1-manifolds with extended graphs shown in Fig-
ure 1.3. The underlying decorated graphs are not isomorphic, so Karshon’s work [10]
implies that the two manifolds are not S1-equivariantly symplectomorphic. Still, a priori
they could be symplectomorphic, equivariantly diffeomorphic, or diffeomorphic. We now
show they cannot be S1-equivariantly diffeomorphic.
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Figure 1.3. On the left are two extended graphs that differ by a partial
flip. Note that th se circle actions both extend to toric actions on different
symplectic manifolds. On the right is the dull graph that is the dull graph
of each.
Let M and N be the Hamiltonian S1-manifolds with extended graphs above and let
f : H2∗S1(M ;Z) → H2∗S1(N ;Z) be the weak isomorphism induced by the partial flip (see
Proposition 7.12). We aim to show that there cannot be an S1-equivariant diffeomorphism
F : N →M inducing f in equivariant cohomology.
For th set of isolated fixed points, the isotr py weights at ny isolated fixed point
are the negatives1 of the coefficients of the non-zero restrictions of the generators to that
fixed point. For the two extended graphs in Figure 1.3, those sets of weights are{{−1, 3}, {−3, 2}, {−2, 1}, {−1, 3}, {−3, 2}, {−2, 1}}
and {{−1, 2}, {−2, 3}, {−3, 1},{−1, 3}, {−3, 2}, {−2, 1}}.
An equivariant diffeomorphism F : N → M must map isolated fixed points to isolated
fixed points. Let p be an isolated fixed point in N . Then the derivative
dFp : TpN → TF (p)M
1This is our sign convention. One could choose the opposite convention and then all signs would be
reversed.
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is an S1-equivariant isomorphism. Thus, the isotropy weights map to isotropy weights.
Adding the possibility of an automorphism of the circle, it is possible to negate every
weight at each fixed point. But it is not possible to negate the weights at just half of
the fixed points, as has happened to the blue and red weights in the two lists above.
Therefore, the purported equivariant diffeomorphism F : N →M cannot exist. ♦
1.4. Remark. It turns out that the manifolds M and N in the above example are dif-
feomorphic: they are both 7-fold blowups of CP 2. The blowup forms determining the
symplectic structures are, in fact, distinct.
We further apply our generators and relations description to deduce that there is a
finite number of inequivalent maximal Hamiltonian circle actions on a fixed closed sym-
plectic manifold (M,ω) of dimension four. A Hamiltonian torus action is maximal if it
does not extend to a Hamiltonian action of a strictly larger torus on (M,ω). Karshon
gives necessary and sufficient conditions for a Hamiltonian circle action on a 4-manifold
to extend to a toric one [10, Prop. 5.21]. In Figure 1.5, we show the extended graph and
dull graph for a maximal Hamiltonian circle action. We call two torus actions equiv-
alent if and only if they differ by an equivariant symplectomorphism composed with a
reparametrization of the group (S1)
k
.
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Figure 1.5. The extended graph and dull graph for a Hamiltonian circle
action on a 4-manifold that does not ex end to a toric action. The manifold
is diffeomorphic to a 4-point blowup of CP 2.
1.6. Theorem. Let (M,ω) be a connected closed 4-dimensional symplectic manifold. The
number of inequivalent maximal Hamiltonian torus actions on (M,ω) is finite.
The proof is analogous to the proof of McDuff and Borisov [14, Proposition 3.1] of the
finiteness of toric actions on a given symplectic manifold. The key application of Hodge
index theorem is similar. We use the fact that a Hamiltonian S1-space of dimension four
admits an invariant integrable complex structure that is compatible with the symplectic
form, with respect to which the S1-action is holomorphic. However some of the steps
require an extra work. In particular, in Lemma 8.10 we give a formula for the classes
c1(TM) and c1(TM)
2 − 2c2(TM), using our generators. We note that this proof of the
soft finiteness property is soft; it does not use hard pseudo-holomorphic tools. This is in
contrast to the deduction of the finiteness from the characterization of the Hamiltonian
circle actions on (M,ω) in [11] and [8], which both use pseudo-holomorphic curves.
Acknowledgements. We would like to thank Yael Karshon and Allen Knutson for
helpful conversations. The first author was supported in part by the National Science
Foundation under Grant DMS–1711317. Any opinions, findings, and conclusions or rec-
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2. Classification of Hamiltonian circle actions
on symplectic four-manifolds
We record here the details we will need resulting from the classification of Hamiltonian
circle actions on symplectic four-manifolds [1, 3, 10]. An effective action of a torus
T = (S1)
k
on a symplectic manifold (M,ω) is Hamiltonian if there exists a moment
map, that is, a smooth map Φ: M → t∗ ∼= Rk that satisfies Hamilton’s equation
dΦj = −ι(ξj)ω
for all j = 1, . . . , k, where ξ1, . . . , ξk are the vector fields that generate the torus action.
In this paper we consider closed, connected Hamiltonian S1-manifolds of dimension
four. Hamilton’s equation guarantees that the set of fixed points of the S1-action coincides
with the critical set of a Morse-Bott function, the moment map Φ : M → R. Moreover,
the indices and dimensions of its critical submanifolds are all even, hence they can only
consist of isolated points (with index 0 or 2 or 4) and two-dimensional submanifolds (with
index 0 or 2). The latter can only occur at the extrema of Φ. By Morse-Bott theory
(and since the manifold is connected), the maximum and minimum of the moment map
is each attained on exactly one component of the fixed point set.
An S1 invariant Riemannian metric 〈·, ·〉 on (M,ω,Φ) is called compatible with ω
if the automorphism J : TM → TM defined by 〈·, ·〉 = ω(·, J ·) is an almost complex
structure, i.e., J2 = −Id. Such a J is S1 invariant. With respect to a compatible metric,
the gradient vector field of the moment map, characterized by 〈v, grad Φ〉 = dΦ(v), is
grad Φ = −JξM ,
where J is the corresponding almost complex structure and ξM is the vector field that
generates the S1 action. The vector fields ξM and JξM generate a C× = (S1)C action.
The closure of a non-trivial C× orbit is a sphere, called a gradient sphere. These are
collections of gradient flow lines for Φ. On a gradient sphere, S1 acts by rotation with
two fixed points at the north and south poles; all other points on the sphere have the
same stabilizer. We say that a gradient sphere is free if its stabilizer is trivial; otherwise
it is non-free.
In dimension four, the existence of non-free gradient spheres does not depend on the
compatible metric; each of these spheres coincides with a Zn-sphere for some n > 1,
which is a connected component of the closure of the set of points in M whose stabilizer
is equal to the cyclic subgroup of S1 of order n [10, Lemma 3.5].
A generic metric is one for which there exists no free gradient sphere whose north
and south poles are both interior fixed points. A Hamiltonian S1-space of dim 4 is deter-
mined by the arrangement of the gradient spheres with respect to a generic compatible
Riemannian metric.
2.1. The decorated graph: conventions. To each connected four-dimensional Hamil-
tonian S1-space, we associate a decorated graph as in [10]. We translate the moment
map by a constant, if necessary, to fix the minimum value of the moment map to be 0.
For each isolated fixed point, there is a vertex labelled by its moment map value. For each
fixed surface Σ, there is a fat vertex labelled by its moment map value, its symplectic
area 1
2pi
∫
Σ
ω, and its genus g. If there are two fat vertices, they necessarily have the same
genus. If there is one fat vertex, it must have genus 0 and the manifold M is simply
connected. If there are no fact vertices, the manifold is again simply connected and we
say the genus is 0. In this way, the genus is an invariant associated to the space M .
The moment map value determines the vertical placement of a (fat or isolated) vertex.
The horizontal placement is for convenience and does not carry any significance. For
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each Zn-sphere, n > 1, there is an edge connecting the vertices corresponding to its fixed
points and labelled by the integer n. The edge-length is the difference of the moment
map values of its vertices.
We recall the following facts.
• The sphere S corresponding to an edge of label n is a symplectic sphere whose
size, 1
2pi
∫
S
ω, is 1
n
times the edge-length.
• For n > 1, a fixed point has an isotropy weight −n exactly when it is the north
pole of a Zn-sphere, corresponding to a downward edge labelled n, and a weight
n exactly when it’s the south pole of a Zn-sphere.
• In particular, two edges incident to the same vertex have relatively prime edge
labels, since the action is effective.
• A fixed point has an isotropy weight 0 if and only if it lies on a fixed surface.
We denote
]fat := # fixed surfaces; ]iso := # isolated fixed points; C := # chains of edges.
2.2. The extended graph: conventions. We define the extended decorated graph
with respect to a compatible metric to be the graph obtained from the decorated graph
as follows. We add edges labelled 1 for each non-trivial free gradient sphere. A trivial
gradient sphere is a free gradient sphere from the minimum of Φ to the maximum of Φ.
We also add a redundant edge labelled 1 for a trivial gradient sphere when ]fat ≥ 1 and
C < 2. In the resulting graph, every interior vertex is attached to one edge from above
and one edge from below, the moment map labels remain monotone along each chain of
edges, and there are at least two chains of edges. The length of one of the new edges
is the difference of the moment map values of its vertices. In what follows, when we say
extended decorated graph, we mean with respect a generic compatible Ka¨hler metric.
2.3. Proposition. In an extended decorated graph, we have the following.
(1) If an edge has label 1 then it is either the first or the last in a chain from min to
max (or both).
(2) For every interior fixed point that is not connected to top or bottom, there is
exactly one edge from above and one edge from below, both with label > 1.
(3) Only edges of label 1 can emanate from a fat vertex.
Proof. The first item is a consequence of having a generic compatible metric on (M,ω,Φ).
This implies there exists no free gradient sphere whose north and south poles are both
interior fixed points [10, Corollary 3.8]. The second item then follows from the first item
and the construction of the extended graph. The third item is a consequence of the action
being effective. 
2.4. Topological invariants. Let Bmin and Bmax be the extremal critical sets of the
moment map Φ. For ∗ = min,max, we define
a∗ =
∫
B∗
ω ; y∗ = Φ(B∗) ; and e∗ =
{
B∗ ·B∗ when dim(B∗) = 2
− 1
mn
when dim(B∗) = 0
,
where m and n are the isotropy weights at B∗ when it is an isolated fixed point. In this
case, |m| and |n| are the two largest labels emanating from the vertex corresponding to
the point in an extended decorated graph. If B∗ is of dim 2 we denote it by Σ∗. For an
interior isolated fixed point p, we define yp = Φ(p), and let mp and np be the absolute
values of the isotropy weights at p; these are the labels of the edges emanating from the
vertex corresponding to p in an extended decorated graph. We let ep =
1
mpnp
.
6
These parameters are related by the following formulæ.
(2.5) emin =
(∑
p ypep
)
+ amin −
(∑
p ep
)
· ymax − amax
ymax − ymin
and
(2.6) emax =
(∑
p ep
)
· ymin + amax −
(∑
p ypep
)
− amin
ymax − ymin ,
where p runs over the interior fixed points. Formulæ (2.5) and (2.6) can be deduced from
[10, Proof of Lemma 2.18], which has a missing term that we have restored (the missing
term is the amax; its absence does not affect the validity of Karshon’s proof).
The proofs in Sections 3, 4 and 5 require recalling the details of the characterization
of Hamiltonian S1-spaces of dimension four. We recall these here.
2.7. Circle actions that extend to toric actions. Consider a toric symplectic
four-manifold T 	 (M,ω). An inclusion
inc : S1 ↪→ T = (S1)2; s 7→ (sm, sn)
induces a projection on the duals of the Lie algebras R2 → R defined by (m,n) ∈ Z2,
explicitly R2 3 (x, y) 7→ mx+ ny. Composing this projection on the moment map of the
torus action yields the moment map of the circle action.
2.8. Notation. For the S1-action to be effective, the pair (m,n) is either ±(1, 0), ±(0, 1),
or satisfies gcd(m,n) = 1. In what follows, we will frequently need to use this fact. We
fix a, b ∈ Z are such that
(2.9) am− bn = 1.
When (m,n) = ±(1, 0), we take a = ±1 and b = 0; when (m,n) = ±(0, 1), we take a = 0
and b = ∓1; and when (m,n) = ±(1, 1), we take a = 0 and b = ∓1. These then still
satisfy (2.9).
The fixed surfaces are the preimages, under the T -moment map, of the edges of the
Delzant polytope parallel to (−n,m). Such a surface has genus zero and its normalized
symplectic area equals the affine length of the corresponding edge. The isolated fixed
points are the preimages of the vertices of the polygon that do not lie on such edges. To
determine the S1 isotropy of a T -invariant sphere, if the image under the T -moment map
is parallel to the primitive vector e = (α, β), then relative to the circle action, the sphere
is a Zk sphere for k = |mα+nβ|. For further details, see [10, §2.2]. An example is shown
in Figure 2.10.
2.11. Example. The complex projective plane CP2 with a multiplication of the Fubini-
Study form ωFS by λ > 0 admits the toric action
(t1, t2) · [z0; z1; z2] = [z0; t1z1; t2z2]
whose moment map is the Delzant triangle of edge-length λ. Denote by L the homology
class of a line CP1 in CP 2. For each of the edges of the Delzant triangle, its preimage is
an invariant embedded holomorphic and symplectic sphere in L. For (m,n) ∈ Z2 with
gcd(m,n) = 1 the inclusion s 7→ (sm, sn) induces the circle action
s · [z0; z1; z2] = [z0; smz1; snz2].
7
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Figure 2.10. A moment polytope for a toric 4-manifold on the left, to-
gether with the decorated graph and extended graph for the second coor-
dinate circle action.
For the T -moment map, the edges of the Delzant triangle lie on the lines x = 0, y = 0,
and x + y = 1, as shown in Figure 2.12(a). Thus there is an S1-fixed sphere exactly
when (m,n) is ±(1, 0), ±(0, 1) and ±(1, 1). Otherwise, the action as a Z|m−n|-sphere, a
Z|n|-sphere, and a Z|m|-sphere: [0; z1; z2], [z0; 0; z2], [z0, z1, 0], respecrtively. See Figure
2.12 for the corresponding labeled graphs. In all cases, the Ka¨hler metric is generic.
MINIMAL MODELS: generically assume m>n>0.  I can change that.....  Should I indicate
what happens if we scale the symplectic form on CP2 to be λ?  Likewise on the Hirzebruch surface??
Types of Blowups: I’m not including the ε.  I can change to add moment map labels if you like.
Type II: n.b. “min” could be isolated or fat.  The sphere to “min” could be ephemeral.  Maybe it’s not
symmetric -- “max” cannot be isolated by our convention, right?
Type III at bottom: our convention is that m1>m2... but at the top, it could go either way........
Type IV: careful if happens at bottom, as our convention puts fat vertex at top preferentially
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Φ = 0 Φ = 0
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Figure 2.12. The T 2 moment map image and some possible extended
graphs for a Hamiltonian circle action on CP 2. In (c), we are assuming
m > n > 0.
2.13. Example. We denote by HirzN the Hirzebruch surface that is the algebraic sub-
manifold of CP1 × CP2 defined in homogeneous coordinates by
{([w1;w2], [z0; z1; z2]) ∈ CP1 × CP2 | w1 z2 = wN2 z1}.
For β, f > 0, we denote by ηβ,f the sum of the Fubini-Study form on CP1 multiplied
by β and the Fubini-Study form on CP2 multiplied by f . We shall use the same no-
tation for its restriction to the Hirzebruch surface. The zero section S0 is the sphere
{([w1;w2], [1; 0; 0])}, the section at infinity S∞ is the sphere {([w1;w2], [0, wN1 , ;wN2 ])},
and the fiber at zero F0 is the sphere {([1; 0], [z0; z1; 0])}.
The Hirzebruch surface (HirzN , ηβ,f ) admits the toric action
(s, t) · ([w1;w2], [z0; z1; z2]) = ([w1; sw2], [tz0; z1; sNz2])
whose moment map image is the trapezoid in Figure 2.14. The parameter β is the average
width of the trapezoid, f is the height, and 1
N
is the slope of the right edge if N > 0,
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the right edge is vertical is N = 0. We assume that β ≥ f and that β − N f
2
> 0. For
(m,n) ∈ Z2 with gcd(m,n) = 1 the inclusion s 7→ (sm, sn) induces the circle action
ξ · ([w1;w2], [z0; z1, ; z2]) = ([w1; ξmw2], [ξnz0; z1; ξNmz2]).
There are two fixed spheres if (m,n) = ±(0, 1). The circle action has exactly one fixed
sphere and one ZN -sphere if (m,n) = ±(1, 0). Otherwise, there are two Z|m|-spheres, a
Z|mN−n|-sphere, and a Z|n|-sphere. The decorated graphs for these actions are shown in
Figure 2.15.
In these examples, the Ka¨hler metric is generic except for graph (d) with m = 1, .
However, these non-generic Hamiltonian S1-spaces are each isomorphic to a space whose
graph is of type (c) with N ′ = N − 2|n| (and m, |n| as before); the Ka¨hler metric on that
isomorphic space is generic. For further details, see [10, Remark 6.12].
MINIMAL MODELS: generically assume m>n>0.  I can change that.....  Should I indicate
what happens if we scale the symplectic form on CP2 to be λ?  Likewise on the Hirzebruch surface??
Types of Blowups: I’m not including the ε.  I can change to add moment map labels if you like.
Type II: n.b. “min” could be isolated or fat.  The sphere to “min” could be ephemeral.  Maybe it’s not
symmetric -- “max” cannot be isolated by our convention, right?
Type III at bottom: our convention is that m1>m2... but at the top, it could go either way........
Type IV: careful if happens at bottom, as our convention puts fat vertex at top preferentially
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m
n
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g = 0, A = β , Φ = f
Φ = 0
Φ = Nf
Ng = 0, A = β+Nf  , Φ = 0
g = 0, A = f, Φ = β+Nf
MINIMAL MODELS: First assuming m>n>0 and so mN>n. Then m>0>n.
e = -N
e = N
Φ = 0
Φ = mβ
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Φ = mβ+mNf
m
Type IV
1 1
1 1
Type IV
1 1
1 1
1 1 1 1
(a) (b) (c) (d)
1 1
(a) (b) (c) Figure 2.14. The standard Hirzebruch trapezoid
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m
n
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Φ = 0
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MINIMAL MODELS: First assuming m>n>0 and so mN>n. Then m>0>n.
e = -N
e = N
Φ = 0
Φ = mβ+mNf
Φ = nf m
n-mN
n
Φ = mβ+nf
m
Type I
m1
m2
m1
m2
m1+ m2 rest
Type II
min
rest
min
1
1
rest
Type II
max
rest
max
1
1
Type III
m1 m2
m1
m2
m1- m2
Type III
m1 m2
m1
m2
m1- m2
(0,0)
(0, f ) ( β , f )
( β+ Nf  , 0 )
Φ = nf
Φ = mβ+nf
Φ = 0
m
n
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Φ = mβ+mNf
m
Type IV
1 1
1 1
Type IV
1 1
1 1
1 1 1 1
(a) (b) (c) (d)
1 1
(a) (b) (c)
Figure 2.15. Some possible extended graphs for a Hamiltonian circle
action on a Hirzebruch surface. In (c) and (d), we are assuming m,n > 0.
In (c), we have n−mN > 0 and in (d), mN − n > 0.
2.16. Notation. Consider an S2-bundle over a closed Riemann surface Σ. We fix base-
points ∗ ∈ S2 and ∗ ∈ Σ. For the trivial S2-bundle Σ × S2 over Σ, we denote F :=
[∗ × S2], B∗ := B = [Σ × ∗], classes in the homology group H2(Σ × S2;Z). When
we consider the non-trivial S2-bundle MΣ
pi→ Σ, denote the homology class of the
fiber by F = [pi−1(∗)] ∈ H2(MΣ;Z). For each `, the trivial bundle admits a section
σ2` : Σ→ Σ×S2 whose image σ2`(Σ) has even self intersection number 2`. Similarly, for
each `, the non-trivial bundle admits a section σ2`+1 : Σ→MΣ whose image σ2`+1(Σ) has
odd self intersection number 2` + 1. We denote Bn := [σn(Σ)] ∈ H2(MΣ;Z). For every
n ∈ Z, we have Bn = B−n + nF. When we consider the non-trivial S2-bundle denote
B∗ := 1
2
(B1 +B−1) in H2(MΣ;Q). Note that
(2.17) B∗ =
1
2
(Bn +B−n)
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for all even n in the trivial case, and for all odd n in the non-trivial case. A Hirzebruch
surface is an S2-bundle over S2. In HirzN , we have S0 = BN , S∞ = B−N and F0 = F
An S2-bundle over Σ with a circle action that fixes the basis and rotates each fiber,
an invariant symplectic form ω and a moment map is called a symplectic S1-ruled
surface. It admits a ruled complex analytic structure as an S2-bundle over (Σ, j), that
is compatible with the S1-action and with ω, such that the Ka¨hler metric is generic. Its
decorated graph is as in Figure 2.15(a), with genus labels g ≥ 0.
2.18. The effect of a blowup on the decorated graph. Let J be an integrable
ω-compatible complex structure on a Hamiltonian S1 	 (M4, ω) with respect to which
the S1-action is holomorphic. Let p be a fixed point in M . Let U ⊂ M be an invariant
open ball centered around the fixed point p, small enough such that the S1-action on
U is linear (in holomorphic coordinates). In particular it induces an S1-action on the
manifold U˜ = {(z, l) : z ∈ l} ⊂ U × CP1. The equivariant complex blowup M˜ of M
at p is the complex S1-manifold
(2.19) M˜ = M r {p} ∪ U˜ ,
obtained by adjoining M r {p} with U˜ via the equivariant isomorphism U˜ r (z = 0) ∼=
U r {p} given by (z, l) 7→ z. There is a natural equivariant projection
(2.20) BL : M˜ →M
extending the identity on M r {p}. The inverse image BL−1(p) is naturally isomorphic
to CP1 and is called the exceptional divisor of the blowup; it is S1-invariant. Let E
be the homology class in H2(M˜ ;Z) of the exceptional divisor. In k-fold complex blowup
we denote the classes of the exceptional divisors by E1, . . . , Ek.
For λ > 0, define a λ-blowup of the decorated graph, according to the location of
the blowup, as in Figure 2.21. We say that the obtained graph is valid if the (fat or
not) vertices created in the λ-blowup do not surpass the other pre-existing (fat or not)
vertices in the same chain of edges, and the fat vertices after the λ-blowup have positive
size labels. If the λ-blowup of the decorated graph is valid, then there exists an invariant
Ka¨hler form ω˜ on the equivariant complex blowup in the cohomology class
BL∗[ω]− λΞ,
where Ξ is the Poincare´ dual of the exceptional divisor class E, and the graph of the
blowup S1 	 (M˜, ω˜) is this λ-blownup graph. By [10, Theorem 7.1], if the Ka¨hler metric
on S1 	 (M,ω) is generic, then so is the resulting Ka¨hler metric on S1 	 (M˜, ω˜).
2.22. Equivariant blowdown. By the Castelnuovo-Enriques criterion [7, p. 476], if a
holomorphic sphere S ∼= CP1 is embedded in a complex manifold M of dimension two
and [S] · [S] = −1, then one can blow down along S, replacing it with a point p, to get a
complex manifold M . If S1 	 M and S is invariant then M admits an S1-action with the
point p fixed. If M admits a Ka¨hler form ω such that S1 	 (M,ω) is Hamiltonian, then by
the equivariant tubular neighbourhood theorem, a neighbourhood of S is equivariantly
symplectomorphic to a neighbourhood of the exceptional divisor in a λ-blowup of C2 with
a linear S1-action. By removing a neighbourhood of S and gluing in a standard ball, we
get an invariant Ka¨hler form ω on the equivariant complex blow down M such that
S1 	 (M,ω) is Hamiltonian. Its equivariant Ka¨hler λ-blowup is isomorphic to (M,ω, J)
with the given S1-action. The effect on the decorated graph is the reverse of the effect of
the blowup.
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Figure 2.21. The effect on the decorated graph of Types I–IV blowups.
Note that in Type III(a) and IV(b), the final moment map should be cor-
rected with a vertical translation to comply with the convention that the
minimum moment map value is Φ = 0.
2.23. The minimal models. By [10, Theorem 6.3, Lemma 6.15], every compact con-
nected Hamiltonian S1-space of dimension four is, up to an equivariant symplectomor-
phism, obtained by finitely many S1-equivariant Ka¨hler blowups starting from one of the
following minimal models:
• The complex projective plane CP2 with the Fubini-Study form with a circle action
s · [z0; z1; z2] = [z0; smz1; snz2].
This is the projection of a toric action, as in Example 2.11.
• The Hirzebruch surface HirzN with the form ηr with a circle action
ξ · ([w1;w2], [z0; z1, ; z2]) = ([w1; ξmw2], [ξnz0; z1; ξNmz2]).
This example is the projection of a toric action, as in Example 2.13.
• A symplectic S1-ruled surface, with a ruled compatible integrable complex struc-
ture, as in Notation 2.16.
2.24. Remark. By [1, Lemma 4.9], a gradient sphere is smooth at its poles except when
the gradient sphere is free and the pole in question is an isolated minimum (or maximum)
of Φ with both isotropy weights > 1 (or < −1). In particular, a non-free gradient sphere
is smoothly embedded. Let J be an integrable complex structure on (M,ω) such that
the S1-action is holomorphic and ω(·, J ·) is a generic Riemannian metric. By [4, Lemma
2.4], the preimages of fat vertices and the non-free gradient spheres whose moment-map
images are edges of label > 1 are embedded complex (hence symplectic) curves.
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If M is an S2-bundle over Σ, the fiber class F is represented by an embedded complex
sphere. Therefore the edge labelled N in Figure 2.15(b); the edge labelled n in Figure
2.15(c); and the edges labelled |n| and |mN + n| in Figure 2.15(d) are each the image of
an embedded complex sphere, even if N = 1, n = 1, |n| = 1, |mN + n| = 1, respectively.
The same is true for a trivial edge with label 1 in an extended graph with two fat vertices.
Similarly, the classes BN and B−N are represented by embedded complex spheres, hence
the edges labelled 1 in Figure 2.15(b) and the edges labelled m in the Figure 2.15(c) and
(d) are each the image of an embedded complex sphere, even if m = 1. An edge labelled
one in Figure 2.12(a) is the image of an embedded complex sphere in the class L of a
line in CP2. Other labelled one edges that are represented by embedded complex spheres
are edges that are the images of an exceptional divisor or of the proper transform of a
complex sphere in an equivariant Ka¨hler blowup.
2.25. Definition. We say that an edge in the extended graph is ephemeral if there is
no embedded complex analytic sphere whose image under the moment map is the edge.
If there are ephemeral edges in an extended decorated graph, then the number of fat
vertices is exactly one. By our convention, it is the maximal vertex. Moreover, the chains
can be ordered by m1,1 ≥ m2,1 ≥ 1 = m3,1 = · · · = mk,1, where mi,1 is the label of
the first edge from the bottom in the ith chain. The edges that are possibly ephemeral
are the first edges in the chains. However, for i = 1, 2, the first edge in the ith chain is
never ephemeral. Remark 2.24 and the list of possible minimal models imply following
characterization of ephemeral edges.
2.26. Proposition. An edge is ephemeral if and only if it is the first edge in the ith chain,
i ≥ 3, and m2,1 ≥ 2.
3. Dull graphs and their isomorphisms
We now turn to a weaker structure that is nevertheless strong enough to recover equi-
variant cohomology.
3.1. Definition. The dull graph of a Hamiltonian 4-manifold S1 	 (M,ω) is the labelled
graph obtained from the decorated graph by
• forgetting the height and area labels;
• adding a vertex label to an extremal isolated vertex to indicate it is extremal; and
• adding a vertex label to each fat vertex to indicate its self intersection
1
2
3
1
1
2
3
1
For example 1.4: two extend d gr phs that 
differ by a partial flip, and the corresponding dull graph
1 1 1
1 1 1
g = 0, A = 2, Φ = 0
g = 0, A = 1, Φ = 2
Φ = 1 (for all three)
Extended graph and Dull graph 
for a circle ction that does not 
extend to a toric one
e = -1
e = -2
2 3
e = -2
e = 0
g = 0, A = 2 , Φ = 7
g = 0, A = 8 , Φ = 0
Φ = 1
Φ = 4
Φ = 6
Φ = 1
Φ = 4
Φ = 6
1
3
2
1
1
2
3
1
g = 0, A = 1 , Φ = 7
g = 0, A = 8 , Φ = 0
Φ = 1
Φ = 4
Φ = 6
Φ = 1
Φ = 3
Φ = 6
2 3
1
2
1
1
2
1
g = 0, A = 2 , Φ = 6
Φ = 3
Φ = 5
Φ = 0
Φ = 3
Φ = 5
2
e = -1
extremal
2
For Section 2.4: A toric polytope, the corresponding decorated, scaled decorated, extended, and dull graphs.
2 2
g = 0, A = 2 , Φ = 6
Φ = 3
Φ = 5
Φ = 0
Φ = 3
Φ = 5
2 2
g = 0, A = 4 , Φ = 12
Φ = 6
Φ = 10
Φ = 0
Φ = 6
Φ = 10
2 2
g = 0, A = 2 , Φ = 6
Φ = 3
Φ = 5
Φ = 0
Φ = 3
Φ = 5
1
2
1
1
2
1
g = 0, A = 2 , Φ = 6
Φ = 3
Φ = 5
Φ = 0
Φ = 3
Φ = 5
2
e = -1
extremal
2
Figure 3.2. The decorated graph, extended graph and dull graph for a
Hamiltonian circle action on a 4-manifold.
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3.3. Lemma. For two Hamiltonian S1-spaces of dimension four,
S1 	 (M,ω) and S1 	 (M ′, ω′),
the following are equivalent.
(1) The dull graphs of M and M ′ are isomorphic as labelled graphs.
(2) The extended decorated graphs of M and M ′ with respect to a generic metric differ
by a composition of finitely many of the following maps:
a. the flip of the whole graph;
b. the flip of a chain that begins and ends with an edge of label 1; and
c. the positive rescaling of the lengths of the edges and of the area labels of the
fat vertices that preserves the edge labels, the genus label, the min and max
vertices and the corresponding emin and emax, the adjacency relation, and the
order by height of the vertices in each chain.
We call a map in item (c) a positive rescaling of the extended decorated graph. Note
that the scaling factors can differ on each fat vertex and edge length.
Proof. The implication (2)⇒ (1) is straight forward because the dull graph simply forgets
some of the information from the extended decorated graph. So the main content is to
show (1) ⇒ (2). Consider dull graphs that are obtained from the decorated graphs
associated to Hamiltonian S1-spaces of dimension four.
Recall that there are exactly two vertices that are either fat or labelled as extremal.
By Proposition 2.3, the connected components of a dull graph are: the component of one
extremal/fat vertex, the component of the other, (these two components might coincide),
and (if exist) chains of edges in which all the vertices are interior. Note that such a chain
might consist of a single isolated vertex, otherwise the endpoints are, each, on exactly
one edge. In the extended decorated graph there will be an edge labelled one between
an end-point of a chain and the min vertex and an edge labelled one between the other
end-point and the max vertex.
An isomorphism of dull graphs preserves the extremal and fat vertices labels. So it
sends the set of vertices that were max and min in the decorated graph of S1 	 (M,ω) to
the set of vertices that were max and min in the decorated graph of S1 	 (M ′, ω′). If it
sends the vertex that was max to the vertex that was max and min to min, then, on the
vertices and edges of the connected components of the extremal vertices, it coincides with
the map induced from the identity on the extended decorated graph. This can be seen by
induction on the number of edges in the shortest path to an extremal vertex. Similarly,
if it sends max to min and min to max, then on the vertices and edges in the connected
components of the extremal vertices, it coincides with the map induced from a flip of the
extended decorated graph. In both cases, since the adjacency relation and the edge labels
are preserved, on any other connected component, that is, a chain as described above, it
coincides either with the map induced from the identity or with the map induced from a
full flip of the extended decorated graph.
Now assume that the isomorphism of the dull graph is the identity map. Then the
two extended graphs must agree on the type of the maximal (minimal) vertex (i.e., fat
or isolated), and on its genus and self intersection when it is a fat vertex, and on the
arrangement of the edges and their labels in each of the chains. Thus, up to chain flips
of type (b), the extended graphs must differ by rescaling the heights of the moment map
values and scaling the areas of the fat vertices, precisely a positive rescaling. Finally, we
must verify that emin and emax are preserved. If the maximal vertex is fat then emax is one
of its labels in the dull graph hence does not change. If the maximal vertex is isolated
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then the number emax in both decorated graphs is the reciprocal of the product of the
labels adjacent to the vertex, hence it does not change. By the same argument, emin does
not change. This completes the proof. 
For somewhere in Section 2:
extended graphs that differ by a partial flip, a flip, and a rescaling.
1
2
3
1
1
2
3
1
g = 0, A = 2 , Φ = 7
g = 0, A = 8 , Φ = 0
Φ = 1
Φ = 4
Φ = 6
Φ = 1
Φ = 4
Φ = 6
1
3
2
1
1
2
3
1
g = 0, A = 1 , Φ = 7
g = 0, A = 8 , Φ = 0
Φ = 1
Φ = 4
Φ = 6
Φ = 1
Φ = 3
Φ = 6
For full flip, which is it?  Two partial flips versus full flip?!?!?
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g = 0, A = 8 , Φ = 0
Φ = 1
Φ = 6
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Φ = 6
3
2
Φ = 3
1
3
2
1
1
1
g = 0, A = 8 , Φ = 7
g = 0, A = 1 , Φ = 0
Φ = 1
Φ = 6
Φ = 1
Φ = 3
Φ = 6
3
2
Φ = 3
1
2
3
1
1
2
3
1
g = 0, A = 6 , Φ = 21
g = 0, A = 24 , Φ = 0
Φ = 3
Φ = 12
Φ = 18
Φ = 3
Φ = 12
Φ = 18
1
3
2
1
1
1
g = 0, A = 8 , Φ = 7
g = 0, A = 2 , Φ = 0
Φ = 1
Φ = 6
Φ = 1
Φ = 3
Φ = 6
3
2
Φ = 3
Figure 3.4. An extended decorated graph on the left; a partial flip of the
extended graph; a full flip of the extended graph; and a (global) rescaling
of the extended graph.
3.5. Remark. Maps of type (a) correspond to diffeomorphisms of M . Explicitly, by the
uniqueness of the decorated graph [10, Theorem 4.1], the spaces S1 	 (M,ω) and S1 	
(M ′, ω) differ by a flip of the extended decorated graph if and only if M is diffeomorphic
to M ′ and either the diffeomorphism is S -equivariant and pulls back ω′ to −ω or the
pullback of ω′ equals ω and the pullback of the S1-action equals the S1-action composed
with the non-trivial automorphism of the circle.
A map of type (c) corresponds to an equivariant diffeomorphism as well. We will show
that, geometrically, it corresponds to changing the sizes of the symplectic blowups, which
changes the symplectic form on the resulting manifold but not the diffeomorphism type.
Let M be a complex manifold obtained by k complex blowups at k distinct points
from M0 that is either CP2, or HirzN , or a ruled surface, i.e., an S2-bundle over (Σ, j)
with a ruled integrable complex structure, with g(Σ) > 0. A blowup form on M is a
symplectic form for which there exist disjoint embedded symplectic spheres (oriented by
the symplectic form) in the homology classes
• L,E1, . . . , Ek if M0 = CP2;
• S0, F0, E1, . . . , Ek if M0 is HirzN ;
• F,E1, . . . , Ek if M0 is a ruled surface with g(Σ) > 0.
We say that a diffeomorphism M → M ′ is a positive rescaling of the blowup form
ω if it pulls back ω′ to a blowup form obtained from ω by
• rescaling the sizes 1
2pi
〈ω,Ei〉 for i = 1, . . . , n and 12pi 〈ω, F 〉, 12pi 〈ω,B∗〉, if (M,ω) is
an n-fold blowup of a ruled surface and B∗ is as in (2.17);
• rescaling the sizes 1
2pi
〈ω,Ei〉 for i = 1, . . . , n and 12pi 〈ω, S0〉, 12pi 〈ω, F0〉, if (M,ω) is
an n-fold blowup of a Hirzebruch surface; or
• rescaling the sizes 1
2pi
〈ω,Ei〉 for i = 1, . . . , n and 12pi 〈ω, L〉, if (M,ω) is an n-fold
blowup of CP2.
3.6. Proposition. The extended decorated graphs of S1 	 (M,ω) and S1 	 (M ′, ω′) differ
by a positive rescaling if and only if (M,ω) is equivariantly diffeomorphic to (M ′, ω′) by
a positive rescaling of the blowup form.
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Proof. The ⇐ implication is straight forward. To prove the other direction, we proceed
by induction on the sum ` of the number of fat vertices and the number of edges in the
extended graph. Our base cases are the minimal models and have ` = 3, 4.
If ` = 3 then, by the minimal models §2.23 and the effect of a blowup §2.18, we must
have (M,ω) = (CP2, λωFS) and the extended decorated graph of the circle action is (up
to a flip) either (b) or (c) in Figure 2.12. In (b), the area label of the fat vertex and the
lengths of the edges are all equal. In (c), dividing the edge-length by the edge-label gives
the same result for all three edges. If a positive rescaling of the edge-lengths and area
label yields the graph of a Hamiltonian S1 	 (M ′, ω′) then the obtained graph will be again
as in (b) or (c) in Figure 2.12, respectively, and the scaling of all the edge-lengths and
labels would be by the same factor. By uniqueness of the decorated graph [10, Theorem
4.1], S1 	 (M ′, ω′) is equivariantly symplectomorphic to S1 	 (CP2, λ′ωFS). Since λ (λ′) is
1
2pi
the area of the line CP1 in L, it equals the area label of the fat vertex if the rescaled
graph is (b), and the edge-length over the edge-label for each of the edges if the rescaled
graph is (c). In both cases, the positive rescaling of the graph corresponds to the positive
rescaling λ 7→ λ′ of the blowup form.
If ` = 4, then by §2.23, (M,ω) is a symplectic ruled surface, either rational or irrational.
In the first case (M,ω) is a Hirzebruch surface (HirzN , ηβ,f ). If N = 1, it is also a blowup
of CP2 at one point. The extended decorated graph for the circle action is thus one of the
graphs in Figure 2.15. In the second case, S1 	 (M,ω) is a symplectic S1-ruled surface
of positive genus and its extended decorated graph is as in (a) in Figure 2.15 with the
g > 0. The symplectic size of the fiber at zero F0 (respectively, the fiber F ) is 2pi times
the length of each edge in (a)[
the area label of the fat vertex =
1
N
(the length of the N -labelled edge)
in (b)
1
n
(the length of the n-labelled edge) in (c)
1
n
(the length of the n-labelled edge) in (d)
,
and the symplectic size of the zero section S0 (respectively, the base B
∗) is 2pi times
the area label of the min fat vertex + emax
2
(the fiber size) in (a)
1
2
(the length of the left edge) + 1
2
( the length of the N -labelled edge) in (b)
1
m
(the length of the left m edge) + 1
2m2
(
1
emax
− 1
emin
)
(the fiber size) in (c)
1
m
(the length of the left m edge) + 1
2m2
(
1
emax
− 1
emin
)
(the fiber size) in (d)
.
Note that N is determined by the edge labels in the decorated graph and the labels
emax and emin: it is emin in (a), the label of an edge in (b),
1
2m2
(
1
emax
− 1
emin
)
(where m
is the duplicate label) in (d) and (c). So N is not affected by a positive rescaling of
the graph. Also note that the edge-lengths of the remaining edges and the area label of
the remaining fat vertex are determined by the above sizes and by equations (2.5) and
(2.6). If the graph obtained by a positive rescaling is the extended (generic) decorated
graph of a Hamiltonian S1 	 (M ′, ω′) then the rescaled graph is again as in Figure 2.15,
respectively, with the same N and with β′, f ′ obtained by a positive rescaling of β and f .
For the induction step, Let S1 	 M with ` ≥ 5. By the list of minimal models §2.23
and the blowup process §2.18, there is a compatible integrable complex structure J such
that S1 	 (M,ω, J) is obtained by a single equivariant Ka¨hler blowup from S1 	 (M,ω, J)
(with ` now one less) and the image of the exceptional divisor under the moment map
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is either a fat min-vertex, a fat max-vertex, or a non-ephemeral edge in the extended
(generic) decorated graph. In the first two cases, the label emin /max is −1 and the genus
label g is 0. In the third case, if the edge is the jth from the bottom on the ith chain,
then by §B.4, the combinatorial intersection number mi,j−1−mi,j+1
mi,j
equals −1. Recall
that here mi,k is the label of the k
th edge in the ith chain for 1 ≤ k ≤ `i, and mi,0,mi,`i+1
are as in (B.7), (B.9) (B.10), (B.12), and (B.13).
The rescaling doesn’t change the emin /max, g, the mi,k labels, the adjacency relation,
or the thickness of the extremal vertices. So the extended decorated graph of (M ′, ω′)
also contains a fat vertex or edge, respectively, with the same emin /max and g labels and
combinatorial intersection numbers. Moreover, because each graph is determined with
respect to a generic metric, Proposition 2.26 guarantees that if the exceptional divisor
corresponds to an edge, it is non-ephemeral. It is the image under the moment map
of an embedded invariant complex (and symplectic) sphere, complex with respect to
a compatible integrable complex structure J ′ on S1 	 (M ′, ω′). The preimage of a fat
vertex is also such a sphere; see Remark 2.24. Note that the symplectic areas of the
corresponding complex spheres in (M,ω, J) and in (M ′, ω′, J ′) might differ by a positive
factor. Blowing down equivariantly, along the corresponding embedded complex spheres
in S1 	 (M,ω, J) and in S1 	 (M ′, ω′, J ′) yields decorated graphs that differ, again, by
a positive rescaling. By the induction hypothesis, then, the blown down (M,ω) and
(M ′, ω′) are S1-equivariantly diffeomorphic by a positive rescaling of the blowup form.
Thus, we deduce that (M,ω) and (M ′, ω′) are S1-equivariantly diffeomorphic by a positive
rescaling of the blowup form, completing the proof. 
4. A generators and relations description: Notation and statements
The goal of this section is to give a generators and relations presentation for the equi-
variant cohomology of a Hamiltonian circle action on a closed symplectic manifold of
dimension four, as a module over H∗S1(pt).
Even degree equivariant cohomology.
4.1. Notation. Let S1 	 M4 be a closed symplectic 4-manifold equipped with a Hamil-
tonian circle action. Consider the associated extended decorated graph with respect to
a generic compatible Ka¨hler metric. Suppose that the extended decorated graph for
S1 	 M4 consists of k chains C1, . . . , Ck of edges between the maximum and minimum
vertices. Note that k ≥ 2, by our conventions in 2.2 If there are no fixed surfaces then
the number of chains k = 2. For each chain 1 ≤ i ≤ k, let `i be the number of edges
in the chain Ci; we enumerate the edges on Ci by their order in the chain, starting from
the bottom. Denote by mi,j the label of the (i, j) edge. Without loss of generality, we
assume that if there is exactly one fat vertex then it is maximal. We assume that the
chains are ordered such that m1,1 ≥ m2,1 ≥ · · · ≥ mk,1.
If the minimal vertex is fat denote its moment-map preimage by Σ0. If the maximal
vertex is fat denote its preimage by Σ∞. If the jth edge on the ith chain is non-ephemeral
we denote by Si,j the S
1-invariant embedded symplectic sphere whose moment map image
is the edge; such a sphere exists if 1 < j ≤ `k for all i, if j = 1 for all i if ]fat vertices =
0 or 2, and if j = 1 and ]fat vertices = 1 for i such that mi,1 ≥ m2,1 (see Proposition
2.26). By Remark 2.24, each of the preimages Σ0,Σ∞ is an invariant embedded symplectic
surface, and the Si,js are well defined. If mi,j > 1 the sphere Si,j is a Zmi,j -sphere. Each
two distinct spheres Si,j, Si′,j′ are either disjoint or intersect at a single isolated fixed
point.
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Denote the degree 2 classes
τ0 := ι
!
Σ0
(1), τ∞ := ι!Σ∞(1), σi,j := ι
!
Si,j
(1).
If Σ0 (Σ∞) does not exist, we set τ0 = 0 (τ∞ = 0). In a graph with two fat vertices and
zero isolated vertices, corresponding to an S1-ruled symplectic S2-bundle over a closed
surface, let τh := ι
!
S(1) where S in an invariant embedded symplectic sphere in the fiber
class. Note that in this case σ1,1 = τh = σ2,1. Otherwise, denote
τh :=
`1∑
j=1
m1,jσ1,j.
In a graph with exactly one fat vertex, if the first edge in the ith chain is ephemeral,
denote
σi,1 := τh −
`i∑
j=2
mi,jσi,j.
Denote by max (min) the fixed component of maximal (minimal) value of the moment
map, it can be either a fixed surface or an isolated vertex.
For 1 ≤ i ≤ k and 1 ≤ j < `i denote by vi,j the south pole of the S1-invariant embedded
symplectic sphere Si,j+1 whose moment map image is the (i, j + 1) edge in the extended
decorated graph, i.e., the point on Si,j+1 that is of minimal moment map value. The point
vi,j is the north pole of Si,j, if exists. We use the same notation vi,j for the corresponding
(isolated) vertex of the decorated graph.
For α ∈ HpS1(M) and β ∈ HqS1(M), denote the intersection form
α · β =
∫
M
α ∪ β ∈ Hp+q−dimMS1 (pt),
where
∫
M
is the pushforward of pi : M → pt, as defined in (A.6), and ∪ is the cup product
in H∗S1(M) = H
∗(M × ES1/S1).
We are now prepared to state our main theorem describing H2∗S1(M ;Z) by generators
and relations.
4.2. Theorem. Let M be a compact symplectic 4-manifold endowed with a Hamiltonian
S1 action. Then
H2∗S1(M ;Z) =
Z[τ0, τ∞, τh, σ1,1, . . . , σ1,`1 , . . . , σk,1, . . . , σk,`k ]〈
τ0 · τ∞ , δfat maxδfat minτ 2h , τh −
∑`i
j=1mi,jσi,j ∀ 1 ≤ i ≤ k
τ0 · σi,j ∀ 2 ≤ j ≤ `i , τ∞ · σi,j ∀ 1 ≤ j ≤ `i − 1
σi,j · σm,n whenever Si,j ∩ Sm,n = ∅
〉
=
Z[τ0, τ∞, τh, σ1,1, . . . , σ1,`1 , . . . , σk,1, . . . , σk,`k ]〈 τ0 · τ∞ , δfat maxδfat minτ 2h , τh −∑`ij=1 mi,jσi,j ∀ 1 ≤ i ≤ k
τ0 · σi,j ∀ 2 ≤ j ≤ `i , τ∞ · σi,j ∀ 1 ≤ j ≤ `i − 1
σi,j · σi,n whenever |j − n| ≥ 2
σi,j · σm,n whenever i 6= m and both 1 < j < `i, 1 < n < `m
δfat minσi,1σm,1 whenever i 6= m , δfat maxσi,`iσm,`mwhenever i 6= m
〉 ,
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where
δfat max :=
{
1 if the maximum is fat,
0 otherwise;
and δfat min :=
{
1 if the minimum is fat,
0 otherwise.
In the case when M = CP2, we must also include in the ideal the product of all three
generators; explicitly τ∞ · σ1,1 · σ2,1 if there is a fat vertex, and σ1,1 · σ2,1 · σ2,2 otherwise.
Moreover, the map pi∗ : H∗S1(pt;Z)→ H2∗S1(M ;Z) endows H2∗S1(M ;Z) with the structure
of an H∗S1(pt;Z)-module. This structure is determined by the image of the generator
(4.3) pi∗(t) = τ∞ − τ0 + eminτh −
k∑
i=1
`i∑
j=1
bi,jσi,j,
where the bi,js are integers as in Lemma 4.4 below.
We note that we can omit the σi,js that correspond to ephemeral edges from the list of
generators, and moreover omit σi,1 for i ≥ 3 in general, since they are linear combinations
of the other σi,js over Z. Some of the listed generators might be the zero element: τ∞ if
]fat vertices = 0; τ0 if ]fat vertices < 2.
4.4. Lemma. For 1 ≤ i ≤ k and 1 ≤ j ≤ `i, there are integers bi,j so that for j ≥ 2,
(4.5) bi,jmi,j−1 − bi,j−1mi,j = 1.
The bi,js are determined recursively once we fix bi,1, bi,2 satisfying bi,2m1 − bi,1m2 = 1.
Moreover, we have the following additional properties depending on the nature of the dull
graph.
a. Assume that there are two fixed surfaces. We may choose bi,1 = 0, and for `i > 1,
we choose bi,2 = 1; we then have bi,`i = 1.
b. Assume that there are no fixed surfaces (hence k = 2). We can choose the bi,js
such that they satisfy the gcd relation cyclically, i.e.,
−b1,1m2,1 − b2,1m1,1 = 1 and b2,`2m1,`1 + b1,`1m2,`2 = 1.
c. Assume that there is exactly one fixed surface. By convention, it is maximal and
the chains are ordered such that m1,1 ≥ m2,1 ≥ 1 = m3,1 = · · · = mk,1. If `i ≥ 2
for some i, we may choose the bi,js in the first two chains so that the cyclic gcd
relation
−b1,1m2,1 − b2,1m1,1 = 1
is satisfied. For the remaining k−2 chains we may choose bi,1 = 0, bi,2 = 1, which
yields bi,`i = 1 as in the two-surface case. If k = 2 and `1 = `2 = 1, then we set
all bi,j = 0.
Proof. The existence of the bi,js and their basic property (4.5) are proved in [10, Lemma
5.7]; we include the proof here for completeness. To prove it and to verify items (a), (b)
and (c), we apply straight forward induction arguments.
Base Case: The minimal models.
In Figure 4.6, the mi,j are marked in black and the bi,j are marked in red for the possible
labeled graphs for S1 	 M . Since m and n are relatively prime, we have fixed a, b ∈ Z
such that am− bn = 1 as in (2.9). It is then straight-forward to show that the relations
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MINIMAL MODELS: base cases for Prop 4.22.  I’m assuming m>n>0.  Should I add more cases?
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m
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1
Type II
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Type III
m1
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m1 m2
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1 1
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1
0
When adding first fat vertex, don’t have anything to prove.  Must re-jigger when add second fat vertex.
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b
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-b b
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b1
b2 b1 b2
b1+ b2
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min
1
1
1
0
rest
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1 01 0 101 0
10
(i) (ii) (iii) (iv) (v) (vi)
Figure 4.6. The base cases.
(4.5) and (a), (b), and (c) hold for the minimal models. For example, Figure 4.6(ii), for
the length two chain, we verify (4.5) by
(a− b) · n− (−a) · (m− n) = an− bn+ am− an = am− bn = 1;
for the cyclic relation of part (b) of the Lemma, around the top, we have
(a− b) ·m+ b · (m− n) = am− bm+ bm− bn = am− bn = 1;
and for the cyclic relation of part (b) of the Lemma, around the bottom
−b · n− (−a) ·m = am− bn = 1.
Inductive Step. The effect of a blowup, by type. In each case, the old and new mi,j
and bi,j are marked in black and red respectively.
restrest
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Figure 4.7. The inductive step. In the last figure, we must be careful to
flip if there was not a fat vertex at the top
Again, straight forward computations show that the properties (4.5), (a), (b) and (c)
are maintained. For example, in Type I we assume by induction that
b2m1 − b1m2 = 1
which then lets us deduce that
b2 · (m1 +m2)− (b1 + b2) ·m2 = b2m1 + b2m2 − b1m2 − b2m2 = b2m1 − b1m2 = 1,
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and similarly
(b1 + b2) ·m1 − b1 · (m1 +m2) = b1m1 + b2m1 − b1m1 − b1m2 = b2m1 − b1m2 = 1.
One must be slightly careful when introducing a fat vertex in a blowup of Type IV.
In particular, at the point the second fat vertex is introduced, one may need to re-define
all of the bi,j because what results from the cyclic convention does not agree with the
convention described in (a). Again, one can argue inductively: once there are two fixed
components, it is possible to blow down to a minimal model with two fixed components,
and re-start the inductive process from that minimal model, using only blowups of Types
I and II. This completes the inductive step.
It is also possible to prove (b) directly, the case where there are isolated fixed points.
Indeed, here the action must extend to a toric one, with the circle action corresponding
to
[
m
n
]
. Again, we have fixed a and b so that am − bn = 1 as in (2.9). The mi,j and
bi,j can now be defined in terms of the toric action. To see this, we let e1, . . . , eL be the
vectors parallel to the edges of the toric polygon, as in Figure 4.8(i).
1
2
1
1
2
1
g = 0, A = 2 , Φ = 6
Φ = 3
Φ = 5
Φ = 0
Φ = 3
Φ = 5
For Section 2.4: A toric polytope, the corresponding decorated, scaled decorated, extended, and dull graphs.
2 2
g = 0, A = 2 , Φ = 6
Φ = 3
Φ = 5
Φ = 0
Φ = 3
Φ = 5
1
2
1
1
2
1
1
1
0
0
-1
-1
2
5
3
3
7
4
1
3
2
-1
-4
-3
5 -7
1
1
1
2
1
1
0
1
1
0
(i) (ii) (iii) (iv)
Figure 4.8. In (i) is Delzant polytope with edge directions ei marked as
red vectors. In (ii), (ii) and (iv) are the labelled graphs for three different
choices of
(
m
n
)
. with isotropy labels mi,j in black and bi,j in red.
Define
µi =
〈[
m
n
]
, ei
〉
and βi =
〈[
b
a
]
, ei
〉
.
That the circle action corresponding to
[
m
n
]
has isolated fixed points means that no
µi = 0. We check that
βi+1µi − βiµi+1 =
〈[
b
a
]
, ei+1
〉
·
〈[
m
n
]
, ei
〉
−
〈[
b
a
]
, ei
〉
·
〈[
m
n
]
, ei+1
〉
= det
[m n
b a
]
·
> >ei ei+1
⊥ ⊥

= det
([
m n
b a
])
· det
> >ei ei+1
⊥ ⊥
 = 1 · 1.
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This wraps around modulo L where L = `1 + `2 is the number of edges in the polygon.
We note that µi > 0 on one chain and µi < 0 on the other chain. The labels mi,j then
correspond precisely to the appropriate |µk|. The bi,j are exactly βk. One then has to
carefully check that the sign changes exactly cancel out and the relations described in
(b) continue to hold. 
4.9. Localization in equivariant cohomology. By [9, Theorem 1.1(A)] the inclusion
of the fixed point components
i =
⊕
F⊂MS1
ιF : M
S1 ↪→M
induces an injection in equivariant cohomology
i∗ : H∗S1(M ;Z) ↪→ H∗S1(MS
1
;Z) =
⊕
F⊂MS1
H∗(F )⊗ Z[t]
that sends 1M to 1MS1 =
⊕
F⊂MS1
1F . Let F be a connected component of the fixed point
set MS
1
. Let X be an invariant embedded symplectic (oriented) sphere in S1 	 (M,ω),
and η = ι!X↪→M(1X). Consider the following diagram of inclusion maps:
(4.10)
F ∩X ιF∩X↪→F //
ιF∩X↪→X

. F
ιF↪→M

X ιX↪→M
//. M.
Then, by the push-pull property of the pushforward map, the restriction of η to F
η|F := ι∗F ↪→M ◦ ι!X↪→M(1X) = ι!F∩X↪→F ◦ ι∗F∩X↪→X(1X).
In particular, if X and F do not intersect then η|F = 0.
The pushforward map is related to the Euler class by ι∗Xι
!
X(1) = eS1
(
ν(X ⊂ M)).
The equivariant Euler classes are computed in [9, §4]. As a result of this discussion,
we establish Tables B.1, B.2, and B.3 of the restriction of the listed generators to the
components of MS
1
.
Proof of the module structure (4.3). Since the map i∗ : H∗S1(M ;Z) ↪→ H∗S1(MS
1
;Z) is in-
jective [9, Theorem 1.1(A)], it is enough to show that for each connected component F ,
the restriction ι∗F ↪→M of the right hand side to F equals ι
∗
F ↪→M ◦ pi∗M(t) = pi∗F (t), which
equals 1⊗ t if F is a fixed surface and t if F is an isolated fixed point. This follows from
Tables B.1, B.2, B.3, justified in §4.9 and Lemma 4.4. 
The ranks of H∗S1(M ;Z). By [9], the equivariant Poincare´ polynomial over Z
(4.11)
PMS1 (t) = P
M(t) · 1
1−t2
= 1 + (]iso−1 + 2 ]fat)t2 + (]iso +2 ]fat)t4 ( 1
1−t2
)
+δfat min2gt+ (]fat)2gt
3
(
1
1−t2
)
.
Odd degree equivariant cohomology. It follows from (4.11) that the odd degree
ranks are determined by the genus of a fixed surface, if there is one, and the number of
fixed surfaces. In particular, if ]fat = 0 or g = 0 then the ranks of H2∗+1S1 (M ;Z) are all
zero. Notice that if δfat max = 1 and δfat min = 0, then the genus of the fixed surface must
be zero.
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5. A generators and relations description: Proof
By §2.23, to complete the proof of Theorem 4.2 and prove Lemma 4.4, it is enough to
give a generators and relations presentation of the equivariant cohomology modules in
the minimal models, and describe the effect of an equivariant Ka¨hler blowup on such a
presentation.
5.1. The case of circle actions that extend to toric actions. A toric symplectic
manifold yields a toric variety with fan defined by the moment map polytope. The
equivariant cohomology of a toric variety X is described by [12, Proposition 2.1]. The
generators are the H2T (X)-classes
Υi = ι
!
Xi
(1), where 1 ∈ H0T (Xi)
and X1, . . . , Xm are the T -invariant divisors. The relations correspond to the subsets
of the Xis that have an empty intersection. For Υ1, . . . ,Υm, the cup product Πi∈IΥi
(I ⊂ {1, . . . ,m}) is the Poincare´ dual of the intersection ∩i∈IXi, hence Πi∈IΥi = 0 if and
only if ∩i∈IXi = ∅. By [12, Proposition 2.2], to each i ∈ {1, . . . ,m}, there is a unique
element vi ∈ H2(BT ) such that pi∗T (u) =
∑m
i=1〈u, vi〉Υi for every u ∈ H2(BT ). The
collection of cones spanned by vi, i ∈ I, for each I in the abstract simplicial complex Σ,
is the fan of the toric variety.
For a T -invariant symplectic sphere X, and the inclusions induced from ιX : X ↪→M ,
we have a commutative diagram:
(5.2)
ET×TX ι
T
X−−−→ ET×TM
incX
x incx
ET×S1X
ιS
1
X−−−→ ET×S1M
Here and later the vertical maps are defined using ET×S1M rather than ES1×S1M and
ET/S1 rather then ES1/S1; these spaces are homotopy equivalent. This commutative
diagram is Cartesian in the sense that ET×S1X is the inverse image of ET ×T X under
inc. Hence the push-pull formula
inc∗ ◦ ιTX ! = ιS
1
X
! ◦ incX∗
holds. Here ιTX
!
and ιS
1
X
!
are the equivariant pushforward maps H0T (X) → H2T (M) and
H0S1(X)→ H2S1(M) induced by the inclusion of X into M and inc∗ : H∗T (M)→ H∗S1(M)
and inc∗X : H
∗
T (X) → H∗S1(X) are the pullback maps in equivariant cohomology induced
by the inclusion of S1 into T . Denote
η := ι!X(1
S1
X ).
We obtain the commutative diagram
1TX ∈ H0T (X)
ιTX
!
−−−→ H2T (M) 3 Υ
inc∗X
y inc∗y
1S
1
X ∈ H0S1(X)
ιS
1
X
!
−−−→ H2S1(M) 3 η
where the vertical arrows are surjective. Since inc∗X(1
T
X) = 1
S1
X , we have
inc∗(Υ) = inc∗ ◦ ιTX !(1TX) = ιS
1
X
!
(1S
1
X ) = η.
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The commutative diagram (5.2) also implies that the following diagram commutes.
ET×TM piT−−−→ BT
inc
x incBx
ES1×S1M
piS1−−−→ BS1.
Consequently, the following diagram commutes.
(5.3)
H∗T (M)
pi∗T←−−− H∗T (pt) R[x, y]
inc∗
y inc∗By
H∗S1(M)
pi∗
S1←−−− H∗S1(pt) R[t].
The induced map inc∗B : H
∗
T (pt) = R[x, y]→ H∗S1(pt) = R[t] is the map sending
x 7→ m · t,
y 7→ n · t.
By (5.3),
H∗S1(M) =
inc∗H∗T (M)
inc∗(pi∗T (ker inc
∗
B))
,
and pi∗S1(t) equals
(5.4)
pi∗S1(t) = pi
∗
S1
(
(am− bn)t) = pi∗S1(am · t− bn · t)
= api∗S1(inc
∗
B(x))− bpi∗S1(inc∗B(y))
= a inc∗(pi∗T (x))− b inc∗(pi∗T (y))
up to the equivalence in H∗S1(M), where a, b are as in (2.9).
5.5. Minimal models: CP2 and ruled rational surfaces. Let (M,ω) = (CP2, λωFS).
Consider the toric action on (M,ω), defined by
(t1, t2) · [z0; z1; z2] = [z0; t1z1; t2z2].
By [12], the equivariant cohomology
H?T (M) =
Z[Υ1,Υ2,Υ3]
〈Υ1Υ2Υ3〉
and H∗T (pt) = Z[x, y], with
pi∗T (x) = Υ3 −Υ2,
pi∗T (y) = Υ3 −Υ1.
(0,0)
(0, f ) ( β+ Nf  , f )
( β , 0 )
(0,0)
(0, f )
( β+ Nf  , 0)
( β , f  )
Υ1
Υ2
Υ3
Figure 5.6. CP 2 moment image and generating classes (restricted to the
fixed points, with non-zero restrictions indicated by a red arrow in t∗).
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Now consider an effective S1-action on (M,ω) obtained from an inclusion inc : S1 → T .
It is defined by
s · [z0; z1; z2] = [z0; smz1; snz2]
for (m,n) ∈ Z2 as in Example 2.11 with fixed a, b ∈ Z such that am − bn = 1 as in
(2.9). Following our convention that if there is one fat vertex, it must be a maximum
value for the moment map, the relevant circle actions with one fat vertex correspond to
(m,n) ∈ {(−1, 0), (0,−1), (1, 1)}.
We have
(5.7) inc∗(pi∗T (ker incB
∗)) = inc∗
(
pi∗T
〈
nx−my〉) = 〈n(η3 − η2)−m(η3 − η1)〉,
and, by (5.4),
(5.8) pi∗S1(t) = a(η3 − η2)− b(η3 − η1),
where ηi := inc
∗(Υi).
5.9. Proposition. For an effective S1-action on (M,ω) = (CP2, λωFS) that is obtained
from a Delzant triangle of edge-length λ by the projection (x1, x2) 7→ mx1 + nx2, we have
• If (m,n) ∈ {(−1, 0), (0,−1), (1, 1)}, then ]fat = 1, τ0 = 0, and
H∗S1(M) =
Z[τ∞, σ1,1, σ2,1]
〈τ∞ · σ1,1 · σ2,1, σ2,1 − σ1,1〉 =
Z[τ∞, σ1,1]
〈σ1,12τ∞〉 ,
and
pi∗S1(t) = τ∞ − σ1,1.
• Otherwise for relatively prime (m,n) ∈ Z × Z r {(±1, 0), (0,±1),±(1, 1)}, then
]fat = 0 and τ0 = τ∞ = 0. When m > n > 0 as in Figure 2.12(c), we have
H∗S1(M) =
Z[σ1,1, σ2,1, σ2,2]
〈σ1,1 · σ1,2 · σ2,1, n(σ2,2 − σ2,1)−m(σ2,2 − σ1,1)〉 ,
and
pi∗S1(t) = a(σ2,2 − σ2,1)− b(σ2,2 − σ1,1).
For other values of m and n, this presentation is adjusted accordingly.
Proof. This follows immediately by restricting from T to S1. In the first bullet, the
classes ηj, corresponding to the T -invariant spheres, are, in the notations of Theorem 4.2,
as follows.
For (m,n) = (−1, 0) For (m,n) = (0,−1) For (m,n) = (1, 1)
η1 7→ σ1,1 η1 7→ τ∞ η1 7→ σ1,1
η2 7→ τ∞ η2 7→ σ1,1 η2 7→ σ2,1
η3 7→ σ2,1 η3 7→ σ2,1 η3 7→ τ∞
To match Theorem 4.2, we must add a generator τh satisfying
τh = σ1,1 = σ2,1.
That σ1,1 = σ2,1 is a consequence of (5.7). This is equivalent to having relations τh− σ1,1
and τh − σ2,1, the difference of which is exactly (5.7) for these m and n: σ1,1 − σ2,1. The
formula for pi∗S1(t) follows immediately from (5.8).
In the second bullet above, in the case m > n > 0, we have
η1 7→ σ1,1
η2 7→ σ2,1
η3 7→ σ2,2
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Note that to match Theorem 4.2, we must add a generator τh which satisfies
τh = mσ1,1 = nσ2,1 + (m− n)σ2,2.
As above, the two terms on the right-hand side are equal because of (5.7). and this is
equivalent to two linear relations whose difference is
mσ1,1 − (nσ2,1 + (m− n)σ2,2) = n(σ2,2 − σ2,1)−m(σ2,2 − σ1,1),
as desired. The formula for pi∗S1(t) follows immediately from (5.8).
For other values of m and n, the map on the ηjs is changed appropriately. This
completes the proof of the Proposition, and indeed the Proof of Theorem 4.2 when M =
CP2. 
We now turn to the Hamiltonian action of T = (S1)2 on the Hirzebruch surface
(HirzN , ηβ,f ) induced by
(s, t) · ([w1;w2], [z0; z1; z2]) = ([w1; sw2], [tz0; z1; sNz2]).
By [12],
H?T (HirzN) =
Z[Υ1,Υ2,Υ3,Υ4]
〈Υ1Υ4,Υ2Υ3〉 .
See Figure 5.10 for the Υis. For the generators of H
∗
T (pt) = R[x, y],
pi∗T (x) = Υ3 −Υ2,
pi∗T (y) = Υ4 −Υ1 +NΥ3.
(0,0)
(0, f ) ( β+ Nf  , f )
( β , 0 )
(0,0)
(0, f )
( β+ Nf  , 0)
( β , f  )
Υ1
Υ2 Υ3
Υ4
Figure 5.10. The moment image for the Hirzebruch surface and gen-
erating classes (restricted to the fixed points, with non-zero restrictions
indicated by a red arrow in t∗).
Now we consider an effective S1-action on (HirzN , ηβ,f ) obtained from an inclusion
inc : S1 → T , so that
ξ · ([w1;w2], [z0; z1, ; z2]) = ([w1; ξmw2], [ξnz0; z1; ξNmz2]).
See Example 2.13. We shall refer to a Hirzebruch surface with this S1-action as HirzN(m,n).
When (m,n) = ±(0, 1), there are two fat vertices and the labeled graph is as in Fig-
ure 2.15(a). Following our convention that if there is one fat vertex, it must be a maxi-
mum value for the moment map, the relevant circle actions with one fat vertex correspond
to (m,n) ∈ {(−1, 0), (1, N)} and the labeled graph is as in Figure 2.15(b).
We have
(5.11) inc∗(pi∗T (ker incB
∗)) = 〈n(η3 − η2)−m(η4 − η1 +Nη3)〉,
and, by (5.4),
(5.12) pi∗S1(t) = a(η3 − η2)− b(η4 − η1 +Nη3),
where ηi := inc
∗(Υi) and a, b ∈ Z are such that am − bn = 1, using the conventions in
Notation 2.8.
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5.13. Proposition. For an effective S1-action on HirzN(m,n) on (M,ω) = (HirzN , ηβ,f )
with m,n relatively prime, we have the following possibilities.
• For (m,n) = ±(0, 1), we have ]fat = 2, emin = ±N , and
H?S1(M) =
Z[τ0, τ∞, σ1,1, σ2,1]
〈σ1,1 · σ2,1 , τ0 · τ∞ , σ2,1 − σ1,1〉 =
Z[τ0, τ∞, τh]
〈τh2 , τ0 · τ∞〉 ,
and
pi∗S1(t) = τ∞ − τ0 + eminτh.
• For (m,n) ∈ {(−1, 0), (1, N)}, we have ]fat = 1, τ0 = 0, the labeled graph is as in
Figure 2.15(b), and
H?S1(M) =
Z[τ∞, σ1,1, σ1,2, σ2,1]
〈σ1,1 · τ∞ , σ2,1 · σ1,2 , σ2,1 − σ1,2 −Nσ1,1〉 ,
and
pi∗S1(t) = τ∞ − σ1,1.
• For relatively prime (m,n) in Z×Zr{±(1, 0),±(0, 1),±(1, N)}, we have ]fat = 0
and τ0 = τ∞ = 0. As in Figure 2.15(c) and (d), the possible configurations of
chains are two chains of length two; or one chain of length three and one of length
one.
– When n > mN > 0 as in Figure 2.15(c), we have
H?S1(M) =
Z[σ1,1 , σ1,2 , σ2,1 , σ2,2]
〈σ1,1 · σ2,2 , σ1,2 · σ2,1 , n(σ2,2 − σ1,1)−m(σ1,2 − σ2,1 +Nσ2,2)〉 ,
and
pi∗S1(t) = a(σ2,2 − σ1,1)− b(σ1,2 − σ2,1 +Nσ2,2).
– When mN > n > 0 and n ≥ m as in Figure 2.15(d), we have
H?S1(M) =
Z[σ1,1 , σ1,2 , σ1,3 , σ2,1]
〈σ1,1 · σ1,3 , σ1,2 · σ2,1 , n(σ1,3 − σ1,1)−m(σ1,2 − σ2,1 +Nσ1,3)〉 ,
and
pi∗S1(t) = a(σ1,3 − σ1,1)− b(σ1,2 − σ2,1 +Nσ1,3).
For other values of m and n, this presentation is adjusted accordingly.
Proof. This follows immediately by restricting from T to S1. In the first bullet, the
classes ηj, corresponding to the T -invariant spheres, are, in the notations of Theorem 4.2,
as follows.
For (m,n) = (0, 1) For (m,n) = (0,−1)
η1 7→ τ0 η1 7→ τ∞
η2 7→ σ1,1 η2 7→ σ1,1
η3 7→ σ2,1 η3 7→ σ2,1
η4 7→ τ∞ η4 7→ τ0
Again, to match Theorem 4.2, we must add a generator τh satisfying
τh = σ1,1 = σ2,1.
That σ1,1 = σ2,1 is a consequence of (5.11). This is equivalent to having relations τh−σ1,1
and τh− σ2,1, the difference of which is exactly (5.11) for these m and n: σ1,1− σ2,1. The
formula for pi∗S1(t) follows immediately from (5.12).
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In the second bullet above, we have
For (m,n) = (−1, 0) For (m,n) = (1, N)
η1 7→ σ2,1 η1 7→ σ2,1
η2 7→ τ∞ η2 7→ σ1,1
η3 7→ σ1,1 η3 7→ τ∞
η4 7→ σ1,2 η4 7→ σ1,2
To match Theorem 4.2, we must add a generator τh satirsfying
τh = N · σ1,1 + σ1,2 = σ2,1,
That the two terms on the right-hand side are equal is a consequence of (5.11). This is
equivalent to adding two linear relations whose difference is N · σ1,1 + σ1,2 = σ2,1. The
formula for pi∗S1(t) follows immediately from (5.12).
In the third bullet above, again we have two cases and
For n > mN > 0
For mN > n > 0
and n > m
η1 7→ σ2,1 η1 7→ σ2,1
η2 7→ σ1,1 η2 7→ σ1,1
η3 7→ σ2,2 η3 7→ σ1,3
η4 7→ σ1,2 η4 7→ σ1,2
To match Theorem 4.2, we must add a generator τh. First when nmN > 0, we let
τh = n · σ1,1 +m · σ1,2 = m · σ2,1 + (n−mN) · σ2,2,
where the two terms on the right are equal by (5.11). When mN − n > 0 we let
τh = n · σ1,1 +m · σ1,2 + (mN − n) · σ1,3 = m · σ2,1.
where again the two terms on the right are equal by (5.11). These equalities each give
rise to two linear relations whose respective differences are
n(σ2,2 − σ1,1) = m(σ1,2 − σ2,1 +Nσ2,2) or n(σ1,3 − σ1,1) = m(σ1,2 − σ2,1 +Nσ1,3),
as desired. Finally, the formula given for pi∗S1(t) follows from (5.12).
For other values of m and n, the map on the ηjs is changed appropriately. This
completes the proof of the Proposition, and indeed the Proof of Theorem 4.2 when
(M,ω) = (HirzN , ηβ,f ). 
5.14. Minimal models: symplectic S1-ruled surfaces Recall that a symplectic S1-
ruled surface is an S2-bundle over a closed surface Σ with a circle action that fixes the
basis and rotates each fiber. This admits an invariant symplectic form, an invariant
Ka¨hler structure, and a moment map.
5.15. Proposition. For an S1-ruled surface S1 	 (M,ω), we have
H2?S1(M) =
Z[τ0, τ∞, τh]
〈τ0 · τ∞, τh2〉 .
The module structure is given by
pi∗(t) = τ∞ − τ0 + eminτh
as in (4.3).
Note that in this case the graph has two fat vertices and no isolated vertices, and in
the extended graph there are also two edges labelled 1 between the fat vertices. We have
σ1,1 = τh = σ2,1 and set b1,1 = b2,1 = 0.
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Proof. The classes τ0, τ∞, τh ∈ H2S1(M) span a subring of the equivariant cohomology.
We will show that this subring equals H2∗S1(M). The ruled S
1-action fixes the base Σ and
rotates each S2-fiber, fixing the south pole S and the north pole N . Therefore the given
fibration M → Σ with fiber S2 yields a fibration
pr : (M × ES1)/S1 → Σ
with fiber (S2 × ES1)/S1. Recall that
H∗((S2 × ES1)/S1) = H∗S1(S2) =
Z[ξN , ξS]
〈ξN · ξS〉 , ξN |S = 0, ξN |N = −t, ξS|S = t, ξS|N = 0,
and H2∗(Σ) = Z[[Σ]], with [Σ]2 = 0. The inclusion of the fiber ι : S2 → M gives an
inclusion ι : (S2 × ES1)/S1 → (M × ES1)/S1. We have ι∗τ0 = ξS, ι∗τ∞ = ξN and
pr∗([Σ]) = τh. Therefore, by the Leray-Hirsch Theorem,
H2∗S1(M) ∼ H2∗(Σ)⊗H∗S1(S2),
and τ0, τ∞, τh generate H2∗S1(M), with the specified relations. 
5.16. The effect of an equivariant blowup. For S1 	 (M,ω), let J be an integrable
ω-compatible complex structure on M w.r.t which the S1-action is holomorphic (see
Remark 2.24 for its existence if dimM = 4). Let p be an S1-fixed point in M . Recall the
equivariant complex blowup M˜ of M at p and the blowup map: the equivariant projection
BL : M˜ →M
extending the identity on M r {p}, defined in §2.18. Denote the pushforward of the
blowup map
BL! : H iS1
(
M˜
)
→ H iS1(M).
Denote the pushforward of the inclusion of the exceptional divisor BL−1(p)
ι!BL−1(p) : H
i
S1(CP
n−1)→ H i+2S1
(
M˜
)
.
5.17. Proposition. For i ≥ 1,
H iS1
(
M˜
) ∼= H iS1(M)⊕H iS1(CPn−1).
Moreover, the map BL! : H∗S1
(
M˜
)
→ H∗S1(M) is a surjective homomorphism of modules
over H∗S1(pt) whose kernel is H
∗
S1(CP
n−1).
Proof. Let U ⊂ M be an invariant open ball centered around the fixed point p, on
which the action is linear, and U˜ = {(z, l) : z ∈ l} ⊂ U × CP1. Set M ] = M r {p},
M˜ ] = BL−1(M ]) = M˜ − BL−1(p), U ] = U r {p}, and U˜ ] = BL−1(U ]) = U˜ − BL−1(p).
Compare the Mayer-Vietoris sequence of M = M ] ∪ U and M˜ = M˜ ] ∪ U˜ :
(5.18)
H iS1(U˜
]) ←−−− H iS1(U˜)⊕H iS1(M˜ ]) ←−−− H iS1(M˜) ←−−− H i+1S1 (U˜ ])
BL!
y BL!y BL!y BL!y
H iS1(U
]) ←−−− H iS1(U)⊕H iS1(M ]) ←−−− H iS1(M) ←−−− H i+1S1 (U ])
By definition, the maps BL! : H∗S1(U˜
]) → H∗S1(U ]) and BL! : H∗S1(M˜ ]) → H∗S1(M ]) are
isomorphisms. The equivariant contraction z → tz of U onto p induces, via BL, an
equivariant contraction of U˜ onto BL−1(p). 
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The effect of an equivariant Ka¨hler blowup on S1 	 (M4, ω, J) on the decorated graph
is described in §2.18 and Figure 2.21. We highlight the following facts.
5.19. Facts. Let s (s′) be a non-ephemeral edge (fat vertex) in the extended decorated
graph of S1 	 (M,ω) (with respect to a generic metric). By Remark 2.24, there is an
invariant embedded complex analytic (hence symplectic) surface S in S1 	 (M,ω, J) whose
moment map image is s (s′). Then there is an invariant embedded complex analytic
surface S˜ in S1 	 (M˜, ω˜, J˜), whose image is the edge (fat vertex) obtained from s (s′) in
the blowup decorated graph, and
BL ◦ ιS˜ = ιS.
The exceptional divisor BL−1(p) is an S1-invariant embedded complex analytic sphere
whose moment map image is the new edge or fat vertex in the decorated graph for M˜ .
5.20. Notation. Denote
(5.21) e = ι!BL−1(p)(1CP1) ∈ H2S1(M˜).
For an invariant embedded complex analytic surface S (of genus ≥ 0) in S1 	 (M,J), set
η := ι!S(1Σ). For an invariant embedded complex analytic surface S˜ in S
1 	 (M˜, J˜) such
that
(5.22) BL ◦ ιS˜ = ιS,
set
η˜ := ι!
S˜
(1Σ).
For ξ =
∑
arηr with ar ∈ Z and ηr = ι!Sr(1Σ) denote ξ˜ :=
∑
arη˜r.
5.23. Proposition.
(1) BL!(η˜) = η.
(2) If H2∗S1(M) is generated by the elements of a set G = {ι!Sj(1Σ)} ⊂ H2S1(M), where
each Sj is an invariant embedded complex analytic surface in S
1 	 (M,J), then
H2∗S1(M˜) is generated by {η˜ | η ∈ G} ∪ {e}.
Proof. Part (1) follows from assumption (5.22) and the functoriality of the pushforward:
BL!(η˜) = BL!ι!
S˜
(1Σ) = (BL ◦ ιS˜)!(1Σ) = ιS !(1Σ) =: η.
For (2), by assumption and item (1), the ring generated by {η˜ | η ∈ G} coincides with
BL!
−1
(H2∗S1(M)). Proposition 5.17 then guarantees that the conclusion in (2) holds. 
We now proceed to prove the main theorem.
Proof of the generators and relations description in Theorem 4.2. By §2.23, we can jus-
tify the description by induction on the number n of S1-equivariant symplectic blowups,
starting from a minimal model. The base case n = 0 is contained in Proposition 5.9,
Proposition 5.13, and Proposition 5.15.
For the induction step, let S1 	 (M,ω) be an n-fold S1-equivariant symplectic blowup
of a minimal model. Consider an S1-equivariant symplectic blowup S1 	 (M˜, ω˜). We aim
to describe the evolution of H∗S1(M ;Z) to H
∗
S1(M˜ ;Z). We use Facts 5.19 and the effect
of the blowup on the graph, shown in Figure 4.7, to deduce that in H∗S1(M˜ ;Z), we have:
Denote by G the set that consists of the H2S1(M)-classes τ0, τ∞, and the σi,js that corre-
spond to non-ephemeral edges. By Table 5.24, the induction assumption and Proposition
5.23, we deduce that H2∗S1(M˜) is generated over Z by G˜ := {η˜ | η ∈ G} ∪ {e}, and that G˜
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type at τ˜0 τ˜∞ σ˜i,j e kM˜ `M˜i
I vi∗,j∗ τ
M˜
0 τ
M˜
∞
σM˜i,j if i 6= i∗
or i = i∗
and j ≤ j∗
σM˜i∗,j+1 if j > j
∗
σM˜i∗,j∗+1 k
`i if i 6= i∗
`i∗ + 1
if i = i∗
II max τ M˜0 τ
M˜
∞ σ
M˜
i,j σ
M˜
k+1,2 k + 1
`i if i ≤ k
2 if i = k + 1
II min τ M˜0 τ
M˜
∞ σ
M˜
i,j σ
M˜
k+1,1 k + 1
`i if i ≤ k
2 if i = k + 1
III max τ M˜0 τ
M˜
∞ = 0 σ
M˜
i,j σ
M˜
1,`1+1
k
`i if i 6= 1
`1 + 1
if i = 1
III min τ M˜0 = 0 τ
M˜
∞
σM˜i,j if i 6= 1
σM˜1,j+1 if i = 1
σM˜1,1 k
`i if i 6= 1
`1 + 1
if i = 1
IV max τ M˜0 0 σ
M˜
i,j τ
M˜
∞ k `i for all i
IV min 0 τ M˜∞ σ
M˜
i,j τ
M˜
0 k `i for all i
Table 5.24. The impact of a blowup on the generators, by type of blowup.
The columns marked α˜ indicate the image of a class α ∈ H∗S1(M) in
H∗S1(M˜). The column e identifies the exceptional class in H
∗
S1(M˜). The
last two columns keep track of the chains in the extended graph for M˜ .
consists of the H2S1(M˜)-classes τ
M˜
0 , τ
M˜
∞ , and the σ
M˜
i,js that correspond to non-ephemeral
edges in the decorated graph of S1 	 (M˜, ω˜).
Next, we must show the linear relation
(5.25) τ M˜h =
`M˜i∑
j=1
mM˜i,jσ
M˜
i,j
holds for all 1 ≤ i ≤ kM˜ . Since the map i∗ : H∗S1(M ;Z) ↪→ H∗S1(MS
1
;Z) is injective [9,
Theorem 1.1], it is enough to show that equation (5.25) holds on every component of the
fixed point set. That is, we must check that the restrictions of the left-hand and right-
hand classes to each of the fixed surfaces Σ0,Σ∞ and isolated fixed points vi,j coincide.
This is straight forward bookkeeping based on the localization formulæ given in Tables
B.1, B.2, and B.3. If τh is one of the σi,js that correspond to non-ephemeral edges in the
graph of S1 	 (M,ω) then τh = ι!S(1CP1) and τ M˜h = τ˜h = ι!S˜(1CP1).
We must show that these are all the linear relations among the generators. Suppose
there is another. By performing an equivariant Ka¨hler blowdown, this would give a linear
relation in H2∗S1(M). By the induction hypothesis, this must coincide with a combination
of the relations in the blown down list (5.25) with M instead of M˜ . When we blow up
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again, we will get a combination of linear relations in (5.25) together with a multiple γe
for γ ∈ Z. However, since the above relations hold, γ must be zero.
We also have the following multiplicative relations. For η, θ ∈ G, the intersection
number
η˜ · e =
[
S˜η
]
· [BL−1p] =
{
1 if p ∈ Sη
0 if p /∈ Sη
and η˜ · θ˜ = η · θ − (η˜ · e)(θ˜ · e). In particular, for η 6= θ, the number η˜ · θ˜ = 0 if and only
if either η · θ = 0 or η · θ = 1 and p ∈ Sη ∩ Sθ. This follows from Table 5.24 and Tables
B.6, B.8, B.11, justified in §B.4. We must also check the effect of a blowup on τ 2h .
type at with τ M˜h · τ M˜h equals
I vi∗,j∗ τh · τh
II max or min τh · τh
III max
mMσ1,`1
> mMσ2,`2≥ . . . ≥ mMσk,`k
τh · τh −mMσ2,`2
2
= mMσ2,`2
(mMσ1,`1
−mMσ2,`2
2
) > 0
III min
mMσ1,1 > m
M
σ2,1
≥ . . . ≥ mMσk,1
τh · τh −mMσ2,1
2
= mMσ2,1(m
M
σ1,1
−mMσ2,1
2
) > 0
IV max or min τh · τh − 1
We now argue that we have found all of the multiplicative relations. Since the map
i∗ : H∗S1(M ;Z) ↪→ H∗S1(MS
1
;Z) is injective [9, Theorem 1.1], we know that a product of
classes x1 · · ·xj is zero precisely when (x1 · · ·xj)|F = 0 for each fixed component F . But
(x1 · · ·xj)|F = (x1|F ) · · · (xj|F ), so for each F , we must have some xk|F = 0 because we are
working in a domain. In other words, the intersection of the supports of the cohomology
classes must be empty. Now because the blowup is a local change, the only changes to
the list of multiplicative relations will be changes that involve the support of the new
exceptional divisor replacing the support of the point blown up. These are precisely the
changes we have identified. 
6. Invariants under an isomorphism of modules
Let M and N be closed connected symplectic manifolds of dimension four, with a
Hamiltonian circle action. The circle admits only two automorphisms: trivial and non-
trivial. We say that a ring isomorphism f : H2∗S1(M)→ H2∗S1(N) is a 2∗-isomorphism of
modules if we have f(uw) = uf(w), i.e., f(pi∗M(u)w) = pi
∗
N(u)f(w), for any u ∈ H∗S1(pt)
and w ∈ H2∗S1(M). We say that a ring isomorphism f : H2∗S1(M) → H2∗S1(N) is a strictly
weak 2∗-isomorphism of modules if for the non-trivial automorphism γ of the circle
we have f(uw) = γ∗(u)f(w) for any u ∈ H∗S1(pt) and w ∈ H2∗S1(M).
6.1. Lemma. Let f : H2∗S1(M)→ H2∗S1(N) be a ring homomorphism such that
(6.2) pi!N ◦ f = pi!M on H2∗S1(M).
Then for α, β ∈ H2S1(M), the intersection f(α) · f(β) = α · β ∈ H0S1(pt). In particular,
a 2∗-isomorphism of modules preserves the intersection form on H2S1.
Proof. Assume that (6.2) holds and f is a ring homomomorphism. Then
f(α) · f(β) := pi!N(f(α) ∪ f(β)) = pi!N(f(α ∪ β)) = pi!M(α ∪ β) = α · β.
Using the fact that the equivariant pushforward preserves the module structure [2, §2] to
piM and piN , we deduce that a 2∗-isomorphism of modules satisfies (6.2). 
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6.3. Restrictions to the fixed points. We have proved in [9, Theorem 1.1] that
i∗ = (
⊕
F⊂MS1 ιF )
∗ =
⊕
F⊂MS1 ιF
∗ is injective, and hence so is ι∗F for every F ⊂MS1 . An
isomorphism f : H2∗S1(M)→ H2∗S1(N) of modules over H∗S1(pt) induces an isomorphism of
modules fˆ : i∗(H2∗S1(M))→ i∗(H2∗S1(N)), such that the following diagram is commutative.
(6.4)
H2∗S1(M)
i∗−−−→ i∗(H2∗S1(M)) ⊂ H2∗S1(MS
1
)
f
y fˆy
H2∗S1(N)
i∗−−−→ i∗(H2∗S1(N)) ⊂ H2∗S1(NS
1
)
The map fˆ restricts to a one-to-one homomorphism fˆ : ιF
∗(H2∗S1(M)) → i∗(H2∗S1(N)).
Since ιF
∗(H2∗S1(M)) ⊂ H2∗S1(F ), its image is in H2∗S1(F ′) for some F ′ ⊂ NS
1
,
(6.5)
⊕
F ′⊂NS1
(1F ′) = 1NS1 = fˆ(1MS1 ) = fˆ(
⊕
F⊂MS1
1F ) =
⊕
F⊂MS1
fˆ(1F ),
and
fˆ(1F ) = 1F ′ .
This induces a one-to-one and onto map, that we will also call fˆ , that sends any compo-
nent F ⊂MS1 to a component F ′ ⊂ NS1 , such that for η = ι!X↪→M(1S1X )
(6.6) f(η)|fˆ(F ) = ι∗fˆ(F )↪→N ◦ f ◦ ι!X↪→M(1S
1
X ) = fˆ ◦ ι∗F ↪→M ι!X↪→M(1S
1
X ) = fˆ(η|F ).
Hence
(6.7) η|F = 0⇔ f(η)|fˆ(F ) = 0.
Since f is an isomorphism of modules over H∗S1(pt), i.e., it also sends pi
∗
M(t) to piN
∗(t),
(6.8) fˆ(pi∗F (t)) = fˆ(ιF
∗(pi∗M(t))) = ι
∗
fˆ(F )
(pi∗N(t)) = pi
∗
fˆ(F )
(t).
Since pi∗F (t) equals 1⊗ t if F is a fixed surface and t if F is a fixed point, we deduce that
(6.9) if F and fˆ(F ) are points then fˆ |ιF ∗(H2∗S1 (M)) maps mt to mt,
and
(6.10) if F and fˆ(F ) are surfaces then fˆ |ιF ∗(H2∗S1 (M)) maps 1⊗ t to 1⊗ t.
Note that, since fˆ is one-to-one and onto,
(6.11) ]fatM + ]isoM = ]fatN + ]isoN .
6.12. Definition. For η ∈ H2S1(M) denote
Z(η) =
{
F connected component of MS
1 ∣∣ η|F = 0} .
We call |Z(η)| the zero-length of η.
6.13. Lemma. The size |Z(η)| is invariant under a module-isomorphism of H2∗S1(M ;Z).
Proof. This follows from (6.7) and since fˆ , on the set of connected components of MS
1
,
is one-to-one and onto. 
6.14. Corollary. Assume that H2∗S1(M) and H
2∗
S1(N) are isomorphic as modules. Then
the size ]fatM = ]fatN , and the size ]isoM = ]isoN .
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Proof. The case ]fat = 2 is characterized by the existence of two classes τ, τ ′ of zero
length ]iso + ]fat−1 such that there are no non-zero integers m, m′ for which mτ = m′τ ′.
In case ]fat = 1 there exists a class of zero length ]iso + ]fat−1, and for every two classes
τ, τ ′ of this zero length there are integers m, m′ such that mτ = m′τ ′. In case ]fat = 0
there are no classes of zero length ]iso + ]fat−1. The equality ]fatM = ]fatN then follows
from (6.11) and the fact that an isomorphism preserves the zero length. This implies, by
(6.11), that ]isoM = ]ison as well. 
6.15. Corollary. Let f : H2∗S1(M)→ H2∗S1(N) be an isomorphism of modules over H∗S1(pt).
(1) The map f sends (τM0 , τ
M
∞ , τ
M
h ) to (τ
N
0 , τ
N
∞, τ
N
h ) or to (−τN∞,−τN0 ,−τNh ).
(2) The induced map fˆ , defined in (6.4), sends extrema to extrema. If f(τMh ) = τ
N
h
then fˆ sends min to min and max to max. If f(τMh ) = −τNh then fˆ sends min
to max and max to min. The map fˆ sends isolated points to isolated points and
fixed surfaces to fixed surfaces.
(3) For every generator σMi,j , if the image is of the form a0τ
N
0 + ahτ
N
h + a∞τ
N
∞ then
both a0τ
N
0 = 0 and a∞τ
N
∞ = 0.
(4) For every generator σMi,j , the image cannot be of the form a0τ
N
0+γ
∑β
j=1mi′,j′σ
N
i′,j
with a0τ
N
0 6= 0 nor of the form a∞τN∞ + γ
∑`i′
j=αmi′,j′σ
N
i′,j with a∞τN∞ 6= 0.
In the proof, we rely on Corollary 6.14 and write ]fat for both terms ]fatM and ]fatN ,
and write ]iso for both terms ]isoM and ]isoN .
Proof. We begin with (1) and (2) First, we assume ]fat = 2. The classes of zero length
]iso +1 are aτ0 and bτ∞ for a, b ∈ Zr {0}. The class τh is the unique class of zero length
]iso and intersection 1 with both τ0 and τ∞. Since f is an onto homomorphism, and
preserves the zero length and intersection form we deduce that
(6.16) (f(τM0 ), f(τ
M
∞ ), f(τ
M
h )) =

(τN0 , τ
N
∞, τ
N
h )
(−τN0 ,−τN∞,−τNh )
(τN∞, τ
N
0 , τ
N
h )
(−τN∞,−τN0 ,−τNh )
.
The maximum component Σ∞ is the connected component of the fixed point set on
which the restriction of τ∞ is not zero. The minimum component Σ0 is the one on which
the restriction of τ0 is not zero. Therefore, in the first two cases in (6.16), fˆ(Σ
M
∞) =
ΣN∞, fˆ(Σ
M
0 ) = Σ
N
0 and in the last two cases, fˆ(Σ
M
∞) = Σ
N
0 , fˆ(Σ
M
0 ) = Σ
N
∞.
Recall that τ0|Σ0 = −1⊗t+emin[Σ]⊗1 and that τ∞|Σ∞ = 1⊗t+emax[Σ]⊗1. Therefore,
f(τM∞ )|fˆ(ΣM∞) = fˆ(τ
M
∞ |ΣM∞)
= fˆ(1⊗ t+ eMmax[Σ]⊗ 1)
= 1⊗ t± eMmax[Σ]⊗ 1,
where the first equality is by (6.6) and the third is by (6.10) and since fˆ is an isomorphism
of modules over H∗S1(pt). This equality does not hold in the second and third cases.
Next, we assume ]fat = 1. Without loss of generality, the extremal fixed surface in M
is maximal. Assume the fixed surface in N is also maximal. The classes of zero length
]iso are aτ∞ for a ∈ Zr {0}. The class τh is the class of zero length ]iso−1 with positive
self intersection and intersection number 1 with τ∞. Therefore, by the same arguments
as in case ]fat = 2, the image (f(τM∞ ), f(τ
M
h )) equals (τ
N
∞, τ
N
h ), the image fˆ(Σ
M
∞) = Σ
N
∞,
and the genus of ΣM∞ equals the genus of Σ
N
∞. The minimum is the other component on
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which the restriction of τh is not zero, hence, since f(τ
M
h ) = τ
N
h and by (6.7), we get that
fˆ sends the isolated minimal point to the isolated minimal point. Similarly, if the fixed
surface in N is minimal, then the image (f(τM∞ ), f(τ
M
h )) equals (−τN0 ,−τNh ), the image
fˆ(ΣM∞) = Σ
N
0 , the genus g(Σ
M
∞) equals g(Σ
N
0 ), and fˆ sends the isolated minimal point to
the isolated maximal point.
Finally, we assume ]fat = 0. Item (1) follows because the classes τh and −τh are the
only generators over Z of the classes of zero length ]iso−2, positive (> 1) self intersection,
restrictions m · t and −n · t (for some m,n ∈ N) on exactly two components of the fixed
point set and 0 on the other components, and non-zero intersection both with a class
with restrictions −αt and −βt, for some α, β ∈ N, on exactly two components, and with
a class with restrictions γt and δt, for some γ, δ ∈ N, on exactly two components. See
Appendix B for further details on the restrictions of classes.
The maximum and minimum are the components on which the restriction of τh is not
zero; moreover τh|max = m · t and τh|min = −n · t for m,n ∈ N. Therefore, item (2) follows
from item (1), (6.7) and (6.9).
Now we turn to item (3). This follows from item (1), applied to f−1, and since σi,j is
not a linear combination (with coefficients in Z) of τ0, τ∞, τh unless σi,j = τh.
Finally, for item (4), we assume that f(σMi,j) = a0τ
N
0 +γ
∑β
j′=1 mi′,j′σ
N
i′,j′ with a0τ
N
0 6=
0. In particular ]fatN ≥ 1 hence ]fatM ≥ 1. Then, by item (3), we must have γ 6= 0 and
β < `i′ . Since f preserves the intersection form and by item (1), we have
0 6= ±a0 = (a0τN 0 + γ
β∑
j′=1
mi′,j′σ
N
i′,j′) · ±τNh = f(σMi,j) · f(τMh ) = σMi,j · τMh .
This rules out the case ]fat = 2; the case ]fat = 1, ΣM0 6= 0 and j 6= `i; and the case
]fat = 1, ΣM∞ 6= 0 and j 6= 1, since in all of those σMi,j · τMh = 0.
In the case that ]fat = 1 and ΣM∞ 6= 0, because τN0 6= 0 and by item (2), we have
fˆ(minM) = maxN and both minM and maxN are isolated fixed points. If j = 1, we would
then have, by Table B.3, σMi,1|minM 6= 0 while
f(σMi,1)|fˆ(minM ) = a0τN 0 + γ
β∑
j′=1
mi′,j′σ
N
i′,j′|maxN = 0,
contradicting (6.7). We rule out the case ]fat = 1, ΣM0 6= 0 and j = `i similarly. 
6.17. Definition. We extend the notion of label to cohomology classes. For η ∈ H2S1(M)
with non-zero self intersection that is non-zero on exactly two connected components F0
and F1 of the fixed point set M
S1 , we set
wFiη =
{
the coefficient of t in η|Fi if Fi is an isolated point
0 if Fi is a surface.
We define the label of η to be
mη =
−
(
(−1)δF0=max(−1)δF0=min
∣∣∣wF0η ∣∣∣+ (−1)δF1=max(−1)δF1=min∣∣∣wF1η ∣∣∣)
η · η ,
where δFi=max equals 1 if Fi is a maximum for the moment map and 0 otherwise, and
δFi=min equals 1 if Fi is a minimum and 0 otherwise.
If Σ0 exists define the label of τ0 to be mτ0 = 0; likewise if Σ∞ exists define mτ∞ = 0.
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6.18. Remark. Note that for every class η, we have mη = m−η.
6.19. Proposition. For a generator σi,j = ι
!
Si,j
(1) we have mi,j = mσi,j .
We have proved the Proposition, using the ABBV formula, in [9, Appendix A].
6.20. Lemma. A 2∗-isomorphism of modules preserves the extended label: mf(η) = mη.
Proof. If η = τ0 or η = τ∞ then, by item (1) in Corollary 6.15, f(η) ∈ {±τ0,±τ∞};
in particular mf(η) = 0 = mη. Otherwise, since f preserves the zero-length and the
self intersection number, by Lemmas 6.13 and 6.1, if the label of η is defined so is the
label of f(η). By item (2) in Corollary 6.15, fˆ , on the connected components of the
fixed point set, sends fat vertices to fat vertices, isolated to isolated, and extremal to
extremal. Therefore if F is a surface wFη = 0 = w
fˆ(F )
f(η) , and for every component F we
have δF=max + δF=min = δfˆ(F )=max + δfˆ(F )=min. If F is an isolated point, then by (6.6)
f(η)|fˆ(F ) = fˆ(η|F ); by (6.9) and since fˆ , on ι∗F (H∗S1(M)), is a homomorphism of modules,
the coefficient of t in η|F equals the coefficient of t in fˆ(η|F ); hence wFη = wfˆ(F )f(η) . Since
the self intersection is also preserved, we conclude that mf(η) = mη. 
6.21. Proposition. Let η =
∑β
r=αmi,rσi,r with α < β. Assume η · γσi′,j = 1 for a
non-zero integer γ.
i. If σi′,j|max = 0 = σi′,j|min, i.e., j 6= 1, `i, then i = i′ and γ = −1 and either
j = α = 2, mi,1 = 1 or j = β = `i − 1, mi,`i = 1.
ii. If σi′,j|min = 0 and α = 1 then i = i′, γ = −1, j = β = `i − 1 and mi,`i = 1.
iii. If σi′,j|max = 0 and β = `i then i = i′, γ = −1, j = α = 2 and mi,1 = 1.
Proof. Assume σi′,j|max = 0 = σi′,j|min. Then η and γσi′,j′ cannot intersect on the min
nor on the max hence i = i′. If j′ > β + 1 or j < α − 1 the intersection η · γσi,j is zero;
if j′ = β + 1 or j′ = α − 1 this intersection is γmi,β (γmi,α) which, by Proposition 2.3,
cannot equal 1. If α < j′ < β this intersection is γ(mi,j′−1 +mi,j′σi,j′ ·σi,j′+mi,j′+1) which
equals zero by Proposition 6.19. If j′ = β this intersection is γ(mi,β−1 + mi,βσi,β · σi,β)
which, by Proposition 6.19 (and since j < `i), equals γ(−mi,β+1); since β > α ≥ 1 and
by Proposition 2.3, this number equals 1 if and only if β = `i − 1, mi,`i = 1 and γ = −1.
Similarly, if j′ = α then α = 2, mi,1 = 1, and γ = −1. The argument also implies items
(ii) and (iii). 
7. Weak isomorphisms and dull graphs
If two equivariant spaces S1 	 M and S1 	 N are equivariantly diffeomorphic, then their
equivariant cohomology rings are isomorphic as H∗S1(pt)-modules. An equivariant diffeo-
morphism composed with the non-trivial automorphism of the circle induces a (strictly)
weak isomorphism of the equivariant cohomology rings as modules. We consider special
cases of isomorphisms obtained in this way.
• The non-trivial automorphism of the circle induces an automorphism of H∗S1(M)
that sends τ0 7→ τ∞; τ∞ 7→ τ0; and, for every i and 1 ≤ j ≤ `i, the class
σi,j 7→ σi,`i−j+1. The induced map H∗S1(pt) → H∗S1(pt) is an automorphism that
sends t 7→ −t. We get a strictly weak isomorphism of the equivariant cohomology
rings as modules; we call it the full flip.
• Mapping ω 7→ −ω, without changing the circle action, sends the Hamiltonian
space S1 	 (M,ω) with moment map Φ to a Hamiltonian space S1 	 (M,−ω) with
moment map −Φ. The induced map on H∗S1(M) is an isomorphism that sends
(7.1) τ0 7→ −τ∞, τ∞ 7→ −τ0, and ∀1 ≤ j ≤ `i, σi,j 7→ −σi,`i−j+1.
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The induced map on H∗S1(pt) is the identity map. This yields an isomorphism of
the equivariant cohomology rings as modules that we call the symplectic flip.
Note that the induced isomorphism on H2∗(M) =
H2∗
S1
(M)
〈pi∗(t)〉 sends [Σ] to −[Σ], for
example.
• Composing the symplectic flip with the full flip or the full flip with the symplectic
flip yields a strictly weak isomorphism: on H∗S1(M), it sends τ0 7→ −τ0, τ∞ 7→−τ∞, and, for every i and 1 ≤ j ≤ `i, the class σi,j 7→ −σi,j. On H∗S1(pt), it sends
t 7→ −t. We call this weak isomorphism, “− id”.
• A positive rescaling of the blowup form, defined in Remark 3.5, yields the
identity isomorphism in equivariant cohomology.
All these isomorphisms preserve the equivariant Poincare´ polynomial, and in particular
the dimensions of the odd-degree cohomology groups.
Given Hamiltonian S1 	 M4 and S1 	 N4, we denote the sets of generators of the
even-degree part
GM := {τM0 , τM∞ , σMr,j for 1 ≤ r ≤ kM , 1 ≤ j ≤ `r}
and
GN := {τN0 , τN∞, σNr′,j′ for 1 ≤ r′ ≤ kN , 1 ≤ j′ ≤ `r′}.
Assume that
(7.2) kM = kN , and `
M
r = `
N
r for all 1 ≤ r ≤ kM ,
and that
gM = gN .
Fix 1 ≤ i∗ ≤ kM . Consider a map f : GM → GN defined by
(7.3) f(σMi∗,1) =
`N
i∗−1∑
s=1
mNi∗,sσ
N
i∗,s,
(7.4) f(σMi∗,`M
i∗
) =
`N
i∗∑
s=2
mNi∗,sσ
N
i∗,s,
(7.5) for 1 < j < `Mi∗ , f(σ
M
i∗,j) = −σNi∗,`N
i∗−j+1
,
(7.6) For all 1 ≤ r ≤ kM such that r 6= i∗, f(σMr,j) = σNr,j for all 1 ≤ j ≤ `Mr .
(7.7) f(τM0 ) = τ
N
0 , f(τ
M
∞ ) = τ
N
∞.
Because we assumed (7.2), this map is well defined.
7.8. Definition. A map f : GM → GN defined as in (7.3)–(7.7) is a partial flip of the
(i∗)th chain if the following four requirements hold.
• For `i∗ > 1, we have
(7.9) mNi∗,1 = 1 = m
M
i∗,1 and m
N
i∗,`i∗ = 1 = m
M
i∗,`i∗ .
• For 1 < j < `i∗ ,
(7.10) mNi∗,`i∗−j+1 = m
M
i∗,j.
• For all r 6= i∗, we have
mMr,j = m
N
r,j for all 1 ≤ j ≤ `r.
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• If τM0 6= 0 (τM∞ 6= 0) then τN0 6= 0 (τN∞ 6= 0), and the genus of ΣM0 (ΣM∞) equals the
genus of ΣN0 (Σ
N
∞).
Assumption 7.2 and the four requirements of Definition 7.8 immediately imply the
following Proposition.
7.11. Proposition. Let f : GM → GN be a partial flip that flips the ith chain.
• The map f preserves the intersection form and label, i.e., for every η, η′ ∈ GM
we have f(η) · f(η′) = η · η′ and mη = mf(η).
• The map f preserves the order of the labels mr,1, i.e., if mP1,1 ≥ mP2,1 ≥ . . . ≥ mPk,1
for P = M then the inequalities hold also for P = N .
• For ∗ = min, max, we have eM∗ = eN∗ .
7.12. Proposition. A partial flip f : GM → GN of the ith chain induces a well defined
isomorphism of modules f : H2∗S1(M)→ H2∗S1(N).
We also call the induced isomorphism of modules also a partial flip.
Proof. By Theorem 4.2, and the definition of a partial flip, it is enough to show that
(7.13) f
(
`i∑
j=1
mMi,jσ
M
i,j
)
=
`i∑
j=1
mNi,jσ
N
i,j and f
(
`i∑
j=1
bMi,jσ
M
i,j
)
=
`i∑
j=1
bNi,jσ
N
i,j.
We have
f
(
`i∑
j=1
mMi,jσ
M
i,j
)
=
`i∑
j=1
mMi,jf
(
σMi,j
)
=
`i−1∑
r=1
mNi,rσ
N
i,r −
`i−1∑
j=2
mMi,jσ
N
i,`i−j+1 +
`i∑
r=2
mNi,rσ
N
i,r
=
`i−1∑
r=1
mNi,rσ
N
i,r −
`i−1∑
j=2
mNi,`i−j+1σ
N
i,`i−j+1 +
`i∑
r=2
mNi,rσ
N
i,r
=
`i∑
j=1
mNi,jσ
N
i,j.
The first equality is by definition, the second by (7.3), (7.4), (7.5), and (7.9), and the
third by (7.10). Similarly, using the convention bi,1 = 0, bi,`i = 1, justified in Lemma 4.4,
f
(
`i∑
j=1
bMi,jσ
M
i,j
)
= bMi,1
`i−1∑
r=1
mNi,rσ
N
i,r −
`i−1∑
j=2
bMi,jσ
N
i,`i−j+1 + b
M
i,`i
`i∑
r=2
mNi,rσ
N
i,r
= −
`i−1∑
j=2
bMi,`i−j+1σ
N
i,j +
`i∑
r=2
mNi,rσ
′
i,r
=
`i∑
j=2
(mNi,j − bMi,`i−j+1)σNi,j.
Set bNi,1 = 0; note that b
N
i,1 = 0 = m
N
i,1 − bMi,`i−1+1 since mNi,1 = 1 = bMi,`i . We claim that
bNi,j = m
N
i,j − bMi,`i−j+1 for 1 < j ≤ `i.
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By Lemma 4.4, it is enough to show that (mNi,j−bMi,`i−j+1)mNi,j−1−(mNi,j−1−bMi,`i−j+2)mNi,j = 1
for 1 < j ≤ `i. Indeed,
(mNi,j − bMi,`i−j+1)mNi,j−1 − (mNi,j−1 − bMi,`i−j+2)mNi,j = mNi,jmNi,j−1 − bMi,`i−j+1mNi,j−1
−mNi,j−1mNi,j + bMi,`i−j+2mNi,j
= bMi,`i−j+2m
N
i,j − bMi,`i−j+1mNi,j−1
= bMi,`i−j+2m
M
i,`i−j+1 − bMi,`i−j+1mMi,`i−j+2
= 1
where the third equality is by (7.10), and the fourth is by Lemma 4.4. 
7.14. Notation. An isomorphism f : H2∗S1(M)→ H2∗S1(N) of modules overH2∗S1(pt) induces
a one-to-one and onto map fˆ from the fixed components in MS
1
to the fixed components
in NS
1
, i.e., from the set V M of vertices of the dull graph of S1 	 M to the set V N of
vertices of the dull graph of S1 	 N ; see §6.3. If for every edge e with label > 1 the map
f sends the corresponding generator σMi,j to σ
N
i′,j′ that corresponds to an edge of label > 1
then f also induces a well defined map EM → EN between the sets of edges of the dull
graphs. We denote the map (V M , EM)→ (V N , EN) by fˆ as well.
By definitions, and Proposition 7.11, we get the following result.
7.15. Proposition. The full flip, the symplectic flip, and a partial flip of the ith chain,
all induce an isomorphism of the dull graphs as labelled graphs.
Note that we deduce that the vertices set, the adjacency relation, edge-labels, and
vertex-labels excluding the genus label are preserved from the effect of the maps on the
even-degree part of the equivariant cohomology. We deduce that the genus label g of the
fixed surfaces (if exist) is preserved from the fact that the maps preserve the dimension of
the odd-degree equivariant cohomology groups, since, by (4.11), gM =
1
2
dimH1S1(M) =
1
2
dimH1S1(N) = gN .
7.16. Proposition. If the dull graphs of S1 	 M and of S1 	 N are isomorphic as la-
belled graphs then the even-dimensional equivariant cohomologies H2∗S1(M) and H
2∗
S1(N)
are weakly isomorphic as modules over H∗S1(pt) and dimH
1
S1(M) = dimH
1
S1(N).
Proof. By the implication (1) ⇒ (2) in Lemma 3.3, an isomorphism of the dull graphs
as labelled graphs indicates that the extended decorated graphs differ by a composition
of finitely many of the following maps: a flip of the whole graph (a), a flip of a chain of
at least three edges that begins and ends with an edge of label one (b), and a positive
rescaling of the lengths of the edges and the area labels that preserves emin and emax
(c). The maps (a) and (c) indicate that there is a diffeomorphism between M and N
that is either S1-equivariant or S1-anti-equivariant; such a diffeomorphism induce a weak
isomorphism on the equivariant cohomologies, as modules over H∗S1(pt). Explicitly, (a)
indicates either the map ω → −ω or the composition with the non-trivial automorphism
of the circle, and (c) indicates a positive rescaling of the blowup form, see Remark 3.5
and Proposition 3.6; the first map corresponds to the symplectic flip of the equivariant
cohomologies, the second to the full flip, and the third to the identity. A map (b) of the
extended decorated graphs indicates that (7.2) and the other requirements in Definition
7.8 hold, hence the map f : GM → GN defined by (7.3), (7.4), (7.5), (7.6) and (7.7) is a
well defined partial flip of a chain. By Proposition 7.12 this map extends naturally to a
well defined isomorphism H2∗S1(M)→ H2∗S1(N), as modules over H∗S1(pt). In all cases, the
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label genus of the fat vertices in the graphs of S1 	 M and S1 	 N are the same. Hence,
by (4.11), dimH1S1(M) = dimH
1
S1(N). 
Therefore, in order to prove Theorem 1.1 it is enough to show the following proposition.
7.17. Proposition. Let f : H2∗S1(M) → H2∗S1(N) be a weak isomorphism of modules over
H∗S1(pt). Then
• if f is an isomorphism then it is the restriction to the even-dimensional part of
the cohomology of a composition of finitely many partial flips and, maybe, the
symplectic flip.
• If f is a strictly weak isomorphism then it is the restriction to the even-dimensional
part of the cohomology of the composition of a full flip on an isomorphism.
Proof. First assume that f is an isomorphism. By Corollary 6.15, we can assume that,
(up to composing with the symplectic flip),
f(τh) = τ
′
h, f(τ0) = τ
′
0, f(τ∞) = τ
′
∞,
and that τ0 6= 0 (τ∞ 6= 0) if and only if τ ′0 6= 0 (τ ′∞ 6= 0).
Consider a chain i∗. We will use the fact that an isomorphism preserves the zero length
and the label. Moreover, since f preserves the intersection form, f(σi∗,1) · τ ′0 6= 0 if there
is a minimal fixed surface in N and f(σi∗,1) · τ ′h 6= 0 otherwise, and f(σi∗,`i∗ ) · τ ′∞ 6= 0 if
there is a maximal fixed surface in N and f(σi∗,`i∗ ) · τ ′h 6= 0 otherwise. Recall that, by
Proposition 2.3, the label mi∗,j equals 1 only if j = 1 or j = `i∗ .
Therefore, using Tables (B.6)–(B.15), §B.14 and items (3) and (4) in Corollary 6.15,
f(σi∗,1) =
{
γσ′i,1 γ ∈ N∑β
j=1 m
′
i,jσ
′
i,j with 1 < β < `i; in this case mi∗,1 = 1.
(7.18)
f(σi∗,`i∗ ) =
{
γσ′i,`i γ ∈ N∑`i
j=βm
′
i,jσ
′
i,j with 1 < β < `i; in this case mi∗,`i∗ = 1.
f(σi∗,j∗) = δσ
′
i,j, with δ ∈ Zr {0} for 1 < j∗ < `i∗ .
• Assume `i∗ > 1.
(1) Assume `i∗ = 2. If f(σi∗,1) = γσ
′
i,1 for γ ∈ N and f(σi∗,`i∗ ) = δσ′i′,`i for δ ∈ N
then, since f(σi∗,1) · f(σi∗,`i∗ ) = 1 and f(σi∗,1)|max = 0 = f(σi∗,`i∗ )|min, we
have i = i′, γ = δ = 1, and `i = 2. If f(σi∗,1) =
∑β
r=1m
′
i,rσ
′
i,r with 1 < β < `i
then by (7.18), f−1(σ′i,β) = δσi′′,j′′ such that σi′′,j′′ |min = 0 = σi′′,j′′ |max and
δσi′′,j′′ · σi∗,1 = f−1(σ′i,β) · f−1(
∑β
r=1m
′
i,rσ
′
i,r) = m
′
i,β−1 + m
′
i,βσ
′
i,β · σ′i,β =
−m′i,β+1 6= 0, contradicting the assumption `i∗ = 2. Similarly, we cannot
have f(σi∗,`i∗ ) =
∑`i′
r=αm
′
i′,rσ
′
i′,r with 1 < α < `i.
In the following items we assume that `i∗ ≥ 3.
(2) Assume f(σi∗,1) = γσ
′
i,1 for γ ∈ N. By (7.18) and since `i∗ ≥ 3, the image
of σi∗,2 is δσi′,j′ ; since σi∗,2 · σi∗,1 = 1 and σi∗,2|min = 0, we deduce γ = δ = 1
and f(σi∗,2) = σi,2. We continue by induction: for 2 < j < `i∗ we have
f(σi∗,j) = δσi′,j′ , its intersection with σi,j−1 = f(σi∗,j−1) is 1, and f(σi,j) 6=
σ′i,j−2 = f(σi∗,j−2); hence f(σi∗,j) = σ
′
i,j.
(3) Similarly, if f(σi∗,`i∗ ) = σ
′
i,`i
then f(σi∗,`i∗−j+1) = σ
′
i,`i−j+1 for all 1 ≤ j < `i∗ .
(4) Assume f(σi∗,1) =
∑β
j=1m
′
i,jσ
′
i,j with 1 < β. By (7.18) and since `i∗ ≥ 3,
f(σi∗,2) = δσi′,j′ . Hence, by Proposition 6.21, β = `i − 1, the label m′i,`i = 1,
and f(σi∗,2) = −σi,`i−1. We continue by induction: for 2 < j < `i∗ we
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have f(σi∗,j) = δσi′,j′ , its intersection with −σi,`i−j+1 = f(σi∗,j−1) is 1, and
f(σi,j) 6= −σ′i,`i+1−(j−2) = f(σi∗,j−2); hence f(σi∗,j) = −σ′i,`i−j+1.
(5) Similarly, if f(σi∗,`i∗ ) =
∑`i
j=βm
′
i,jσ
′
i,j with β < `i then f(σi∗,`i∗ ) =
∑`i
j=2m
′
i,jσ
′
i,j,
and f(σi∗,`i∗−j+1) = −σi,j for all 1 < j < `i∗ , and the label mi,1 = 1.
(6) In case (2) we must have f(σi∗,`i∗ ) = σi,`i ; otherwise, by items (2) and (5),
for 1 < j < `i∗ , e.g., j = 2, we will have both f(σi∗,j) = σ
′
i,j and f(σi∗,j) =
−σi,`∗i−j+1 which yields a contradiction, since no generator σ′i,j is the additive
inverse of a generator σ′i,j′ . Moreover, `i = `i∗ ; since, by items (2) and (3),
for 1 < j < `i∗ we have σ
′
i,`i∗−j+1 = f(σi∗,`i∗−j+1) = σ
′
i,`i−j+1 which, since
no different generators are equal unless they equal τh (and 1 = `i∗), implies
`i∗ = `i.
(7) Similarly, in case (4) we must have f(σi∗,`i∗ ) =
∑`i
r=2m
′
i,rσ
′
i,r and `i = `i∗ .
Note that in this case m′i,1 = m
′
i,`i
= 1 = mi∗,1 = mi∗,`i∗ .
• If `i∗ = 1 and mi∗,1 > 1 then ]fatM = 0 and hence ]fatN = 0. The other chain in
the graph has more than one edge (e.g., by reviewing the possible minimal models
with zero fat vertices). By (7.18), f(σi∗,1) = γσ
′
i,j for γ ∈ Zr{0}. Since f(τh) = τ ′h
we have mi∗,1γσ
′
i = f(mi∗,1σi∗,1) = f(τh) = τ
′
h. If `i > 1 we get contradiction to
the case `i∗ > 1 applied to f
−1; so `i = 1 = j and γmi∗,1 = m′i,1. without loss
of generality i = i∗ = 1. The case `i∗ > 1 above also implies that generators in
the second chain in the graph of S1 	 M are sent to sums of generators in the
second chain in the graph of S1 	 N and m2,1 = m′2,1, m2,`2 = m′2,`2 . Since f
preserves the self intersection,
m2,1+m2,`2
m1,1
=
m′2,1+m
′
2,`−2
m′1,1
=
m2,1+m2,`2
γm1,1
hence γ = 1
and m′1,1 = m1,1.
If `i∗ = 1 and mi∗,1 = 1 then σi∗,1 = τh. By the convention in §2.1, either
– ]fatM = 1 and there are 2 chains, each of exactly one edge in the graph of
S1 	 M , hence ]fatN = 1 and there are 2 chains of one edge in the graph of
S1 	 N , otherwise we get a contradiction to the case `i∗ > 1 above (with f−1
instead of f); note that the labels of the edges must both equal 1, or
– ]fatM < 2 and there is exactly one chain i of one edge of label 1 and one
more chain which has more than one edge. This holds for the graph S1 	 N
as well, otherwise we get a contradiction to either the case `i∗ > 1 or the case
`i∗ = 1 and mi∗,1 > 1.
– ]fatM = 2 and ]isoM = 0. Then, by item (1) in Corollary 6.15, ]fatN = 2 and
]isoN = 0.
So, by our convention, in all of these cases there is i such that σ′i,1 = τ
′
h, m
′
i,1 = 1
and `i = 1. Since f(τh) = τ
′
h we get f(σi∗,1) = σ
′
i,1.
This completes the proof of the first item.
Now, assume that f is a strictly weak isomorphism. Composing a strictly weak iso-
morphism of modules, e.g., the full flip g, on f gives an isomorphism of modules: since
the composition of the non-trivial automorphism γ of the circle on itself equals the iden-
tity we have (g ◦ f)(uw) = g((γ∗(u)f(w)) = γ∗(γ∗(u))(g ◦ f(w)) = u(g ◦ f)(w) for any
u ∈ H∗S1(pt) and w ∈ H2∗S1(M). Since the full flip is its own inverse, we get the second
item. 
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8. Finitely many inequivalent maximal Hamiltonian torus actions
on a closed symplectic four-manifold
We now use our understanding of the cohomology ring and invariants of a Hamiltonian
S1 	 M4 to provide a soft proof that there are finitely many maximal torus actions on
such a manifold. If we do not restrict to maximal torus actions, then there are infinitely
many Hamiltonian actions on any toric 4-manifold. For example, for every relatively
prime positive integers (m,n), there is a Hamiltonian circle action on (CP2, ωFS) whose
graph has three edges of labels m,n,m + n, as in Figure 2.12(c). These actions are
non-equivalent, and they all extend to the unique toric action on (CP2, ωFS).
In her monograph, Karshon established that a Hamiltonian circle action extends to a
toric action if and only if each fixed surface has genus zero and each non-extremal level
set for the moment map contains at most two non-free orbits [10, Proposition 5.21]. In
particular, every maximal circle action on (M,ω) has either
(Case I) two fixed surfaces; or
(Case II) exactly one fixed surface.
For a maximal circle action, then, if g(Σ) = 0, then the decorated graph with respect
to any metric must have at least 3 chains. Karshon also showed that if M = CP2 or
is obtained from an S2-bundle over S2 by at most one symplectic blowup, then every
effective circle action extends to a toric action.
In Case I above, the Hamiltonian S1-space can be obtained by a sequence of r equivari-
ant symplectic blowups from a space with two fixed surfaces and no interior fixed points,
that is from a symplectic S1-ruled surface [10, Theorem 6.1]. If g(Σ) = 0, then by the
comments above, we must have r > 1. If g(Σ) > 0, then every Hamiltonian circle action
falls into Case I.
For Case II, the S1-space can be obtained by a sequence of r > 1 equivariant symplectic
blowups from either a minimal model of four isolated fixed points or from a minimal model
of one fixed surface and two isolated fixed points. Both minimal models are projections
of Delzant polytopes.
8.1. Notation. Fix (M,ω) that is a symplectic manifold obtained by a sequence of r
symplectic blowups from a ruled symplectic S2-bundle (MΣ, ωΣ) over a surface Σ, using
Notation 2.16. As a smooth manifold, M is the r-fold complex blowup of MΣ, equipped
with a complex structure such that each fiber is a holomorphic sphere. Let E1, . . . , Er
denote the homology classes of the exceptional divisors.
Let
N = max
{
dimH2(M ;R) + 2 , 2 dimH2(M ;R)− 2 } .
Then N is the maximal possible number of edges + fat vertices in the extended decorated
graph of a Hamiltonian circle action on (M,ω), and in particular bounds from above the
number of chains in such a graph.
8.2. Remark. We do not know a priori that every Hamiltonian circle action on (M,ω) is
obtained by preforming the blowups of sizes ε1, . . . , εr equivariantly. It might be obtained
by S1-equivariant blowups of different sizes, or starting from a different minimal model.
In fact, one can use “hard” pseudo-holomorphic tools to every Hamiltonian circle action
is obtained by preforming the blowups of sizes ε1, . . . , εr equivariantly. For the case
g(Σ) = 0, this is in [11]. For positive genus, this is in [8]. In particular, these results
imply the finiteness of inequivalent maximal Hamiltonian circle actions on the symplectic
manifold. In this section we give a soft proof of the finiteness result, so in this section,
we will not use [8, 11].
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We now describe how to recover the decorated graph, minus the height and area labels,
given the set of non-ephemeral generators (without indicating the indices) and pointers
to the minimal and maximal elements. We deduce the algorithm from the correlation
between the intersection form on the generators and the labels and the adjacency relation
in the decorated graph, explained in §B.4. We will denote
τmax =
{
τ∞ if Σ∞ exists
σ1,`1 ∪ σ2,`2 otherwise
,
τmin =
{
τ0 if Σ0 exists
σ1,1 ∪ σ2,1 otherwise
.
Then we have the following.
8.3. Proposition. Given the set (τmin, τmax)× S × (g), where
S := {σi,j | 1 ≤ j ≤ `i, 1 ≤ i ≤ k}r {σi,1 | i > 2},
and the intersection form on the elements {τmin, τmax}∪S, the decorated graph associated
to the action, minus the height values and the area labels, is determined as follows.
(1) First we recover the indices of the generators recursively.
Set Slast := {x ∈ S |x · τmax 6= 0}r {τmax} and
Slast−1 = {x ∈ S |x · y 6= 0 for some y ∈ Slast}r (Slast ∪ {τmax}).
For 1 < j ≤ last−1, set
Slast−j = {x ∈ S |x · y 6= 0 for some y ∈ Slast−j+1}r
j−1⋃
r=0
Slast−r.
For x, x′ 6= τmax we say x ≡ x′ if there are y1, . . . , ym in S r {τmax} such that
x · y1 6= 0, y1 · y2 6= 0, . . . , ym−1 · ym 6= 0, ym · x′ 6= 0. Set x = σi,`i−j if x is in the
ith equivalence class and in Slast−j; the index i is such that
σ1,`1 · τmax ≥ σ2,`2 · τmax ≥ σ3,`3 · τmax ≥ . . . ≥ σk,`k · τmax.
The number of elements in the ith equivalence class equals `i if i = 1, 2 and equals
`i − 1 if i ≥ 2.
(2) If τmax ∈ H2S1(M)r{0} there is a max fat vertex, with self-intersection τmax ·τmax.
Otherwise the maximal vertex is isolated.
If τmin ∈ H2S1(M)r {0} there is a min fat vertex, with self intersection τmin · τmin.
Otherwise the minimal vertex is isolated. For every i, j such that σi,j ∈ S, there is
an edge that corresponds to σi,j. The (i, j + 1) edge is adjacent to the (i, j) edge,
the common vertex vi,j is isolated. The (i, `i) edge is adjacent to the top vertex,
the (i, 1) edge is adjacent to the bottom vertex.
(3) The labels are determined recursively.
If τmax ∈ H2S1(M)r {0} then for every 1 ≤ i ≤ k, the label mi,`i of the (i, `i) edge
equals 1. Otherwise m1,`1 and m2,`2 are σ2,`2 · τmax and σ1,`1 · τmax respectively, and
for 3 ≤ i ≤ k, mi,`i = 1.
For j < `i, the label of the (i, j − 1) edge mi,j−1 is (mi,jσi,j · σi,j +mi,j+1).
(4) The genus label of each of the fat vertices is g.
8.4. Remark. If Σ∞ exists, hence τmax = τ∞, the algorithm works, as is, when we replace
the elements of the set {τmax(= τ∞)} ∪ S ⊂ H2S1(M) with their images in H2(M) under
the map I∗ : H2S1(M)→ H2(M) of (A.4), and replace τmin with the image of τ0 under this
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map (setting τ0 to be zero if Σ0 does not exist). This is because the intersection form on
the elements of {τ∞}∪S ⊂ H2S1(M) coincides with the intersection form on their images
under I∗ in H2(M), by naturality of equivariant and ordinary cup products.
8.5. Notation. Consider a Hamiltonian S1-action on (M,ω). Associate the extended
decorated graph, as in §2.1. Denote by k the number of chains in the extended decorated
graph, and by `i the number of edges in the i
th chain. If there is a maximal fixed surface
we order the chains such that m1,1 ≥ m2,1 ≥ 1 = m3,1 = . . . = mk,1, where mi,1 is the
label of the first edge from the bottom in the ith chain. Otherwise, if there is a minimal
fixed surface we order the chains such that m1,`1 ≥ m2,`2 ≥ 1 = m3,`3 = . . . = mk,`k , where
mi,`i is the label of the first edge from the top in the i
th chain. If ]fixed surfaces = 0 then
k = 2. if ]fixed surfaces = 2, then mi,1 = 1 = mi,`i for all i, so any order of {1, . . . , k} will
work, see Proposition 2.3. If ]fixed surfaces = 1 there is such an order, see Proposition
2.26.
Denote by
x0, x∞, xh, xi,j, 1 ≤ i ≤ k, 1 ≤ j ≤ `i
the images of τ0, τ∞, τh, σi,j ∈ H2S1(M), defined in Notation 4.1, under the map
(8.6) I∗ : H2S1(M)→ H2(M)
restricting to ordinary cohomology. If there is no minimal (maximal) fixed surface Σ0
(Σ∞), we take x0 (x∞) to be the 0 class. Note that xh =
∑`i
j=1mi,jxi,j for all i; as a
consequence of Theorem 4.2, this is well defined. For 3 ≤ i ≤ k, denote
zi =

xi,1 if there is exactly one fixed surface and it is maximal
xi,`i if there is exactly one fixed surface and it is minimal
0 otherwise.
Denote the set
X = {xi,j, 1 ≤ i ≤ k, 1 ≤ j ≤ `i}r {zi, 3 ≤ i ≤ k}.
Since the equivariant and ordinary push forward maps commute with the map (A.4),
see (A.5), the classes x0 and x∞ are the Poincare´ duals of the moment map-preimages
of the bottom and top fat vertices; if σi,j corresponds to a non-ephemeral edge, the class
xi,j is the Poincare´ dual of the invariant embedded sphere whose image is that edge. By
[9, Theorem 1.1], the map (8.6) is surjective. Thus Theorem 4.2 implies that the classes
in X generate the ordinary even-dimensional cohomology of M .
8.7. Definition. Define a map ξ from the set of Hamiltonian circle actions on (M,ω) to
(H2(M ;R))2 × 2H2(M ;R) by
(8.8) ξ([S1 	 (M,ω)]) = (x0, x∞)×X,
where the classes x0, x∞ and the set X are as in Notation 8.5.
8.9. Proposition. When restricted to maximal Hamiltonian circle actions on (M,ω), or
to the larger subset of Hamiltonian circle actions on (M,ω) with ]fixed surfaces ≥ 1, the
map (8.8) is one-to-one.
Proof. Since the decorated graph determines the Hamiltonian S1-space [10, Proposition
4.1], it is enough to show that the image of (8.8) determines the decorated graph. Assume
without loss of generality that if ]fixed surfaces = 1 then the fixed surface is maximal. By
Remark 8.4, the decorated graph sans the height values and the area labels is determined
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by this image, and we can recover the indices of the elements of X. The genus label
g = g(Σ) is determined by M .
The height values and area labels are determined as follows, as we get directly from
Notation 8.5 and §2.1. The height of the minimal vertex is 0, the height difference between
the minimal vertex and vi,1 is mi,1
1
2pi
∫
M
xi,1ω, the height difference between vi,j and vi,j+1
is mi,j+1
1
2pi
∫
M
xi,j+1ω, the height of the maximal vertex is
1
2pi
∫
M
xhω. The area label of
the top fat vertex is 1
2pi
∫
M
x∞ω. If x0 6= 0 the area label of the bottom fat vertex is
1
2pi
∫
M
x0ω. 
We now give explicit formulæ for the first Chern class and first Pontryagin class, in
terms of our generators and relations presentation from Theorem 4.2.
8.10. Lemma. For every Hamiltonian circle action on (M,ω) and x0, x∞, xh, xi,j, zi as
in Notation 8.5, we have
(1)
c1(TM) = x0 + x∞ +
(
k∑
i=1
`i∑
j=1
xi,j
)
− (2g + k − 2)xh
where k is the number of chains in the extended decorated graph and `i is the
number of edges in the ith chain
(2)
c1(TM)
2 − 2c2(TM) = x20 + x2∞ +
(
k∑
i=1
`i∑
j=1
x2i,j
)
− (k − 2)x2h,
and
(k − 2)x2h −
k∑
i=3
z2i = 0.
To consider TM → M as a complex vector bundle, equip it with a complex structure
J : TM → TM that is compatible with ω; the first Chern class of the complex vector
bundle (TM, J) is independent of the choice of a compatible almost complex structure.
To consider TM →M as an equivariant complex vector bundle take J to be S1-invariant.
The equivariant Chern classes cS
1
` (E) of an equivariant complex vector bundle E are
the Chern classes of the vector bundle E˜ on (M×ES1)/S1 whose pull back to M×ES1 is
E×ES1. As discussed in [15, §5], these equivariant characteristic classes are equivariant
extensions of the ordinary characteristic classes.
Proof. We will prove the equivariant counterparts:
(8.11) cS
1
1 (TM) = τ0 + τ∞ +
(
k∑
i=1
`i∑
j=1
σi,j
)
− (2g + k − 2)τh;
(8.12) cS
1
1 (TM)
2 − 2cS12 (TM) = τ 20 + τ 2∞ +
(
k∑
i=1
`i∑
j=1
σ2i,j
)
− (k − 2)τ 2h ;
(8.13) (k − 2)τ 2h −
k∑
i=3
σ2i = 0,
where σi are the equivariant cohomology generators that project to zi.
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In case the top (bottom) fat vertex does not exist we take τ∞ to be 0 (τ0 to be 0). Then
apply the map I∗ : H∗S1(M)→ H∗(M) of (A.4) to both sides to deduce the equalities in
ordinary cohomology.
The map
i∗ : H∗S1(M)→ H∗S1(MS
1
) =
⊕
F⊂MS1
H∗(F )[t]
is injective by [9, Theorem 1.1(A)]. Hence it is enough to show that equalities (8.11) and
(8.12) hold when both sides are restricted to F , for every connected component F of
MS
1
. By [9, Corollary 4.9],
• if F = pt is an isolated fixed point, and w1 and w2 are the weights of the S1-action
at pt, then
cS
1
1 (TM)|pt = (−w1 − w2)t ∈ H2S1(pt),
cS
1
2 (TM)|pt = w1w2t2 ∈ H4S1(pt), and
(cS
1
1 )
2 − 2cS12 |pt = (w21 + w22)t2.
• If F = Σ is a fixed surface, then
cS
1
1 (TM)|Σ∗ = (2− 2g)[Σ]⊗ 1 + e∗[Σ]⊗ 1 + (−1)δ∗=min ⊗ t,
cS
1
2 (TM)|Σ∗ = (−1)δ∗=min(2− 2g)[Σ]⊗ t, and
(cS
1
1 )
2 − 2cS12 |Σ∗ = 1⊗ t2 + 2(−1)δ∗=mine∗[Σ]⊗ t,
where [Σ] is the Poincare´ dual of the class of a point in H0(Σ;Z).
Note that if pt = vi,j (the vertex between the j edge and the j+ 1 edge on the i chain)
then the weights are −mi,j and mi,j+1; if pt = v0 (isolated minimum) then the weights are
m1,1 and m2,1; if pt = v∞ (isolated maximum) then the weights are −m1,`1 and −m2,`2 .
(Recall that if ]fat = 1 we assume, without loss of generality, that the fat vertex is the
top vertex and that m1,1 ≥ m2,1 ≥ 1 = m3,1 = . . . = mk,1.)
Now, the equality of these classes to the restrictions to F of the right-hands in (8.11),
(8.12) and (8.13) follows directly from the restrictions of τ0, τ∞, τh, σi,j to F listed in
Tables B.1, B.2, B.3, and justified in §4.9. 
In what follows, we will need the following characterization of the image of the fiber
class under the inclusion from the cohomology of the minimal model MΣ into the coho-
mology of its k-fold blowup.
8.14. Lemma. For a class A ∈ H2(MΣ;Z), assume that its image under the inclusion
into H2(M ;Z) satisfies the following conditions.
• Its self intersection number is zero.
• Its coupling with the first Chern class c1(TM) equals two.
• Its ω-symplectic area is positive.
Then
(1) if g(Σ) > 0, then A = F .
(2) if g(Σ) = 0 then either A = F or MΣ = S
2 × Σ and A is the base class B.
Part (1) is proven in [8, Lemma 4.7]; part (2) is a slight modification of that proof. For
completeness, we prove the lemma here.
45
Proof. Denote Bˆ = B if M = (Σ×S2)k and Bˆ = B1 if M = (MΣ)k. Write A ∈ H2(MΣ;Z)
as A = pBˆ + qF for p, q ∈ Z. Since A · A = 0, Bˆ · F = 1, F · F = 0 and
Bˆ · Bˆ =
{
0 if Bˆ = B
1 if Bˆ = B1
,
we get that if MΣ = Σ × S2 then 2pq = 0, i.e., either p = 0 or q = 0, and if MΣ is the
non-trivial S2-bundle then 0 = p2 + 2pq = p(p + 2q), i.e., either p = 0 or p + 2q = 0.
In the trivial bundle case, if q = 0 then by the second property of A we have 2 =
c1(TM)(A) = (2 − 2g)p. Similarly, in the non-trivial bundle case, if p + 2q = 0 then
2 = c1(TM)A = (2− 2g)p+ p+ 2q = (2− 2g)p.
If g is a positive integer, the equality 2 = (2 − 2g)p holds only if g = 2 and p = −1,
however, if MΣ = Σ × S2 this (and q = 0) yield that ω(A) = −ω(Bˆ) < 0 contradicting
the third condition; if MΣ is the non-trivial bundle, this (and p + 2q = 0) yield that
2q = 1 contradicting the fact that q is an integer. We conclude that p = 0 hence
2q = c1(TM)(A) = 2, i.e., q = 1.
If g = 0 then 2 = (2 − 2g)p implies that p = 1. If MΣ is the trivial bundle then this
(and q = 0) yield that A = B; if MΣ is the non-trivial bundle we get 1 + 2q = p+ 2q = 0
contradicting q ∈ Z. Otherwise p = 0 hence (since 2q = c1(TM)(A) = 2) q = 1. 
We next turn to a key estimate that will allow us to show that the generators must
lie in a bounded region in the (equivariant) cohomology module with real coefficients,
thought of as a normed vector space.
8.15. Lemma. There exists a positive constant Ch(= Ch(M,ω)) such that for every max-
imal Hamiltonian circle action on (M,ω), for the class xh and the k−2 classes z3, . . . , zk
associated to the action we have
(8.16)
∫
M
((2g + k − 2)xh −
k∑
i=3
zi)ω ≤ Ch.
Proof. We will prove (8.16) in each of the two possible cases of maximal Hamiltonian
circle actions described in at the beginning of the section.
In Case I, the circle action is obtained from a ruled circle action on a symplectic S2-
bundle (M ′Σ, ω
′
Σ) with fiber class F
′ by a sequence of r equivariant blowups at either a
fixed surface or a non-extremal isolated fixed point. Such blowups do not affect the fiber
edge and the height difference between the fat vertices. Therefore xh = F
′ and
ω(xh) = ω(F
′) = 2pi · ( the height difference between the fat vertices ) = ω′Σ(F ′).
The surface Σ is determined by the genus g. Moreover, we can assume that as smooth,
Ka¨hler S2-bundles MΣ = M
′
Σ. If dimH2(M) > 2 then by [8, Lemma 5.1], we can assume
that the sequence of equivariant blow downs along invariant embedded symplectic spheres
in E ′k, then in E
′
k−1, and so on, results in a ruled S
1-action on S2 × Σ = M ′Σ, otherwise
replace the last blow down with a blow down along an invariant embedded symplectic
sphere in F ′ − E ′1; we can similarly assume that MΣ = S2 × Σ. If dimH2(M) = 2 then
if M is the non trivial bundle there are classes of odd self intersection in H2(M), while
in the trivial bundle there are not. By Lemma 8.14, if g > 0 then F ′ = F ; if g = 0 then
either F ′ = F or F ′ is the base class B in H2(MΣ) = H2(S2 × S2), (note that, since the
action is maximal, if g = 0 then dimH2(M) > 2 so we can assume MΣ = S
2 × Σ).
We conclude that
if g > 0,
∫
M
xhω = ω(F );
∫
M
(2g + k − 2)xhω ≤ (2g +N)ω(F ) =: Ch;
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if g = 0,
∫
M
xhω ≤ max{ω(F ), ω(B)};
∫
M
(k − 2)xhω ≤ N max{ω(F ), ω(B)} =: Ch,
where N is as in Notation 8.1. (In this case zi = 0 for all i.)
Now turning to Case II, we must have exactly one fixed sphere and the action is
obtained by a sequence of more than one equivariant blowups from an S1-action that
extends to a toric action. without loss of generality, the fixed sphere is maximal. We now
apply “reverse induction”: blow up (by a small enough size) at the isolated minimum with
weights m1,1,m2,1 such that m1,1 > m2,1 to get a new minimum with weights m1,1,m1,1−
m2,1. We repeat until we get a minimal point with both weights equal 1; in the next
blowup it is replaced by a minimal sphere [10, Lemma C.14]. We get a circle action
of Case I on the symplectic manifold (M˜, ω˜) obtained from (M,ω) by the sequence of
symplectic blowups.
Note that all the new vertices created in this process are on the first two chains. The
effect of each blowup in the process on each of the k − 2 chains is by reducing the size
of the first edge (that is ephemeral unless the label of the first edge on the second chain
equals 1). Such an edge has label 1 through the process, and is non-ephemeral at the end
of the process. Therefore, for the class x˜h associated to the obtained circle action on the
obtained (M˜, ω˜) we have∫
M
xhω −
∫
M˜
x˜hω˜ =
∫
M
ziω −
∫
M˜
x˜i,1ω˜
for 1 ≤ i ≤ k − 2. Therefore∫
M
((k − 2)xh −
k∑
i=3
zi)ω =
∫
M˜
((k − 2)x˜h −
k∑
i=3
x˜i,1)ω˜
≤
∫
M˜
((k − 2)x˜h)ω˜
≤ N max{ω˜(F ), ω˜(B)}
= N max{ω(F ), ω(B)} =: Ch.
The first inequality is a consequence of the fact that the x˜i,1s are Poincare´ dual to em-
bedded ω˜-symplectic spheres and hence their coupling with ω˜ is positive. The second
inequality follows from Case I. Now because (M˜, ω˜) is obtained from (M,ω) by sym-
plectic blowups, hence is obtained from (MΣ, ωΣ) by symplectic blowups, we have that
ω˜(F ) = ωΣ(F ) = ω(F ) and ω˜(B) = ωΣ(B) = ω(B). 
8.17. Remark. Lemma 8.15 is not true if we do not restrict to maximal actions. For
example, for every m ∈ N there is a non-maximal Hamiltonian circle action on (CP2, ωFS)
whose graph has three edges of labelsm, 1,m+1, and each edge is the image of an invariant
embedded symplectic sphere with symplectic size 1; the symplectic size 1
2pi
∫
M
xhω = m+1.
We now turn to the main theorem of this section, that there are only finitely many
maximal S1 and S1 × S1 actions on a symplectic 4-manifold (M,ω). The main idea in
the proof is to use the Hodge Index Theorem, as in McDuff and Borisov’s proof for the
finiteness of toric actions [14, Theorem 1.2]. We need the additional estimates described
above to implement this method for circle actions on 4-manifolds.
Proof of Theorem 1.6. The finiteness of the toric actions is by [14, Proposition 3.1]. So
it is enough to show that the number of maximal Hamiltonian circle actions is finite. By
Proposition 8.9, it is enough to show that there is a finite subset B of H2(M,R), such
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that for every maximal Hamiltonian circle action on (M,ω), the set {xn} = {x∞, x0}∪X
(as in Notation 8.5) that corresponds to the action is a subset of B. Since the xns are
integral classes, it is enough to show that they are all contained in a bounded subset of
H2(M,R).
We assume that M is compact. Recall that there is an integrable S1-invariant ω-
compatible complex structure JS1 on M [10, Theorem 7.1]. We conclude that the Hodge
index theorem applies, and the Hodge-Riemann form
〈α, β〉 :=
∫
M
α ∧ β
on H2(M ;R) is nondegenerate of type (1,−1, . . . ,−1), i.e., is negative definite on the
orthogonal complement to [ω]. For n = 1, . . . , 2 + |X|, write
xn = yn + rn[ω], where 〈yn, ω〉 = 0 and rn ∈ R.
By the index theorem 〈yn, yn〉 ≤ 0.
Each of the xns is the Poincare´ dual to the class of an S
1-invariant JS1-holomorphic
curve whose moment-map image is either a vertex or a non-ephemeral edge. Therefore
rn〈ω, ω〉 = 〈xn, ω〉 =
∫
Sn
ω ≥ 0.
By item (1) of Lemma 8.10 and Lemma 8.15,∑
n
∫
M
xnω =
∫
M
c1(TM)ω +
∫
M
((2g + k − 2)xh −
k∑
i=3
zi)ω ≤
∫
M
c1(TM)ω + Ch =: C,
where xh, z3, . . . , zk are as in Notation 8.5. So
∑
rn〈ω, ω〉 is bounded from above by the
constant C. Hence 0 ≤ rn ≤ C for all n, and
∑
rn
2 ≤ (2 + |X|)C2 ≤ NC2, where N is
as in Notation 8.1. By item (2) of Lemma 8.10,∑
n
∫
M
xnxn =
∫
M
(c1
2 − 2c2) =: A,
so
∑
rn
2 +
∑〈yn, yn〉 = ∑〈xn, xn〉 equals the constant A, hence 0 ≤ −∑〈yn, yn〉 ≤
NC2 − A. We conclude that xn is in the bounded subset
{yn + rn[ω] : 0 ≤ −〈yn, yn〉 ≤ NC2 − A and 0 ≤ rn ≤ C}
of H2(M ;R). 
In fact, we have proven the following result2.
8.18. Theorem. Let R be a commutative ring of finite rank with even grading, and write
RR := R⊗Z R. Fix elements [ω] ∈ RR and c1, c2 ∈ R of degrees 2, 2 and 4 respectively.
Then, for any non-negative integer g, there are, up to equivariant symplectomorphism,
at most finitely many maximal Hamiltonian S1-spaces of dimension four S1 	 (M,ω) for
which
• there is a ring isomorphism Ψ: H2∗(M ;Z) → R that takes the symplectic class
and the Chern classes ci(M), i = 1, 2, to the given elements [ω] ∈ RR, ci ∈ R,
and
• the genus of the fixed surfaces in S1 	 M , if exist, is g.
2This statement is inspired by the statement of McDuff-Borisov result in [5].
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Appendix A. Preliminaries on equivariant cohomology
In the case of circle actions, we consider the classifying bundle ES1 := S∞ as the unit
sphere in an infinite dimensional complex Hilbert space C∞. This space is contractible
and equipped with a free S1-action by coordinate multiplication. We define
H∗S1(M) = H
∗
S1(M ;Z) := H
∗((M × ES1)/S1;Z),
where S1 	 (M ×ES1) diagonally. The classifying space is BS1 = ES1/S1 = CP∞. The
equivariant cohomology of a point is
(A.1) H∗S1(pt) = H
∗(BS1;Z) = H∗(CP∞;Z) = Z[t], deg(t) = 2.
A.2. Remark. We can interpret ES1 = S∞ as the direct limit of odd-dimensional spheres
S2k+1 ⊂ Ck+1 with respect to the natural inclusions, and BS1 = CP∞ = lim
−→
CPk. Then
(M×ES1)/S1 is a direct limit of (M×S2k+1)/S1. For every degree q we have HqS1(M) =
Hq((M × S2k+1)/S1;Z) for all sufficiently large k. See, e.g., [6, Example C.1].
If we endow a point pt with the trivial S1-action, then the constant map
pi : M → pt
is equivariant. This induces a map in equivariant cohomology
(A.3) pi∗ : H∗S1(pt)→ H∗S1(M).
Consider the map
(A.4) I∗ : H∗S1(M ;Z)→ H∗(M ;Z),
induced by the fiber inclusion I : M → (M ×ES1)/S1. By [9, Theorem 1.1], in case M is
a closed connected symplectic four-manifold, and S1 	 M is Hamiltonian, the map (A.4)
is a surjection. Moreover, the sequence of maps
0→M → (M × ES1)/S1 → BS1 → 0
induces a short exact sequence
0← H∗(M)← H∗S1(M)← 〈pi∗t〉 ← 0.
Hence
H∗(M) = H∗S1(M)/〈pi∗t〉.
Moreover, (A.4) gives a natural map between “ordinary” invariants, e.g., Chern numbers,
to “equivariant” ones. The equivariant Euler class is denoted eS1 and is defined to be the
ordinary Euler class of ES1.
Recall that the map (A.3) endows H∗S1(M) with a H
∗
S1(pt) = H
∗(BS1;Z)-module
structure. Due to (A.1), one can find the module-structure of H∗S1(M) over H
∗(BS1;Z)
if one knows how elements in H2(BS1;Z) map to H2S1(M) by pi
∗, and in particular if one
knows pi∗(t).
An S1-equivariant continuous map of closed oriented S1-manifolds, f : N →M induces
the equivariant pushforward map
f ! : H∗S1(N)→ H∗−n+mS1 (M),
where n = dimN, m = dimM , as follows. For q, k ∈ N, we have the push-forward
homomorphism Hq(N × S2k+1/S1)→ Hq−n+m(M × S2k+1/S1) defined by
Hq(N×S2k+1/S1)→ Hn−q(N×S2k+1/S1)→ Hn−q(M×S2k+1/S1)→ Hq+m−n(M×S2k+1/S1),
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where the first and last maps are the Poincare´ duality homomorphisms and the middle one
is the map induced by f on homology. To define the equivariant push-forward map f ! take
k large enough such that these cohomology spaces are equal to the equivariant cohomology
of M and N , see Remark A.2. The push-forward is independent of k. This map is
sometimes called the equivariant Gysin homomorphism. We have the following
commutative diagram
(A.5)
H∗S1(N)
f !−−−→ H∗−n+mS1 (M)
I∗
y I∗y
H∗(N)
f !−−−→ H∗−n+m(M)
where the top pushforward map is equivariant and the bottom one is standard, and the
I∗ map is as in (A.4).
We denote
(A.6)
∫
N
:= pi! : H∗S1(N)→ H∗−dimNS1 (pt), where pi : N → pt
is the constant map. We will denote the push forward of pi in standard cohomology by
the same notation. We similarly define the equivariant pushforward map induced by
(S1)k-equivariant maps.
For an S1-invariant embedded surface ιS : Σ → M in a four-dimensional M , the
Poincare´ dual of S as an equivariant cycle in M , i.e., ι!S(1), where 1 ∈ H0S1(Σ), is a
class in H2S1(M). Its pullback under ιS is the equivariant Euler class eS1(ν(S ⊂ M)) of
the normal S1-vector bundle of S in M .
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Appendix B. Data on equivariant cohomology read from the decorated graph
Restrictions to connected components of the fixed point set. In the following three tables, we list all non-zero restrictions of
each generator to the fixed point set. Restrictions to any other vertices not listed in the table are zero. For these restriction calculations,
see §4.9.
The two fixed surfaces case. Here, σi,j is supported on the isolated vertices vi,j−1 and vi,j for j = 2, . . . , `i − 1. When j = 1 or
j = `i, σi,j is supported on one isolated vertex and on the minimum or maximum fixed surface Σ0 and Σ∞ respectively. In those cases,
the @ in the table indicates when there is no isolated maximum or minimum fixed point.
(B.1)
Σ∞ Σ0 vi,j vi,j−1
eS1(F )|F 1⊗ t+ emax[Σ]⊗ 1 −1⊗ t+ emin[Σ]⊗ 1 −mi,jmi,j+1 · t2 −mi,j−1mi,j · t2
eS1(F )
−1|F 1⊗ 1t − emax[Σ]⊗ 1t2 −1⊗ 1t − emin[Σ]⊗ 1t2 − 1mi,jmi,j+1·t2 − 1mi,j−1mi,j ·t2
τ0 0 −1⊗ t+ emin[Σ]⊗ 1 0 0
τ∞ 1⊗ t+ emax[Σ]⊗ 1 0 0 0
τh [Σ]⊗ 1 [Σ]⊗ 1 0 0
σi,1
if 1 < `i
0 [Σ]⊗ 1 −mi,2 · t @
σi,`i
if 1 < `i
[Σ]⊗ 1 0 @ mi,`i−1 · t
all
other
σi,j
0 0 −mi,j+1 · t mi,j−1 · t
The no fixed surfaces case. Here, σi,j is supported on the isolated vertices vi,j−1 and vi,j for j = 2, . . . , `i− 1. When j = 1 or j = `i,
σi,j is supported on one interior isolated vertex and on the minimum or maximum isolated fixed point v0 or v∞ respectively. In those
cases, the n.a. in the table indicates when the support includes v0 or v∞.
(B.2)
v∞ v0 vi,j vi,j−1
τh m1,`1m2,`2 · t −m1,1m2,1 · t n.a. n.a.
σ1,1
if 1 < `1
0 −m2,1 · t −m1,2 · t n.a.
σ1,`1
if 1 < `1
m2,`2 · t 0 n.a. m1,`1−1 · t
σ2,1
if 1 < `2
0 −m1,1 · t −m2,2 · t n.a.
σ2,`2
if 1 < `2
m1,`1 · t 0 n.a. m2,`2−1 · t
all
other
σi,j
s.t. σi,j 6= τh
0 0 −mi,j+1 · t mi,j−1 · t
The one fixed surface case. Here, σi,j is supported on the isolated vertices vi,j−1 and vi,j for j = 2, . . . , `i− 1. The minimum vertex
of the labeled graph is denoted v0, and for σi,1, its support is v0 and vi,1; we say that “vi,j−1 is not applicable” (denoted n.a. in the
table). The support of σi,`i is vi,`i−1 and Σ∞; in this case, the isolated vertex vi,`i does not exist (denoted @ in the table).
(B.3)
Σ∞ v0 vi,j−1 vi,j
τ∞ 1⊗ t+ emax[Σ]⊗ 1 0 0 0
τh [Σ]⊗ 1 −m1,1m2,1 · t 0 0
σ1,1
if 1 < `1
0 −m2,1 · t n.a. −m1,2 · t
σ2,1
if 1 < `2
0 −m1,1 · t n.a. −m2,2 · t
σi,1 (i > 2) 0 −m1,1m2,1 · t n.a. −mi,2 · t
σi,`i
if 1 < `i
[Σ]⊗ 1 0 mi,`i−1 · t @
all other
σi,j
s.t. σi,j 6= τh
0 0 mi,j−1 · t −mi,j+1 · t
Intersection form and zero lengths.
B.4. In [9, Appendix A], we show that if dimM = 4, and α = ι!Sa(1), β = ι
!
Sb
(1), with Sa, Sb invariant embedded spheres, then
(B.5) α · β = [Sa] · [Sb],
where the intersection form in the left hand side in equivariant cohomology and in the right hand side is in standard homology. For
Si,j and Si′,j′ , invariant embedded symplectic spheres whose images are the (i, j) and (i
′, j′) edge in the extended decorated graph, we
can read the intersection number from the graph:
[Si,j] · [Si′,j′ ] =

1 if (i, j) = (i′, j′ ± 1)
1 if Σ0 does not exist and i 6= i′ and j = 1 = j′
1 if Σ∞ does not exist and i 6= i′ and j = `i, j′ = `i′
−mi,j−1−mi,j+1
mi,j
if (i, j) = (i′, j′)
0 otherwise
.
The labels mi,0 and mi,`i+1 depend on the number of fixed surfaces and are defined in each case below. Similarly
[Σ0] · [Si,j] =
{
1 if j = 1 and Σ0 exists
0 otherwise
,
[Σ∞] · [Si,j] =
{
1 if j = `i and Σ∞ exists
0 otherwise
.
In the following three tables we list the intersection form and zero lengths. The zero lengths are computed using Tables B.1, B.2 and
B.3. The intersection numbers are justified in §B.4.
The case ]fat = 2.
(B.6)
·τ0 ·τ∞ ·τh ·σi,j zerolength
τ0 emin 0 1
1 if j = 1
0 if j 6= 1 ]iso +1
τ∞ 0 emax 1
1 if j = `i
0 if j 6= `i ]iso +1
τh 1 1 0 0 ]iso
σi′,j′
if 1 < `i′
1 if j′ = 1
0 if j′ 6= 1
1 if j′ = `i′
0 if j′ 6= `i′ 0
1 if (i, j) = (i′, j′ ± 1)
−mi,j−1+mi,j+1
mi,j
if (i, j) = (i′, j′)
0 otherwise
]iso
Here we set
(B.7) mi,0 = 0 = mi,`i+1
and recall that mi,1 = 1 = mi,`i for all i.
The case ]fat = 1. Assume without loss of generality that the extremal fixed surface is a maximum, and that the k chains are indexed
such that m1,1 ≥ m2,1 ≥ . . .mk,1. (For 3 ≤ i ≤ k, we have mi,1 = 1, see Proposition 2.26.)
(B.8)
·τ∞ ·τh ·σi,j zerolength
τ∞ emax 1
1 if j = `i
0 if j 6= `i ]iso
τh 1 m1,1m1,2
mi∗,1 if j = 1 and i ∈ {1, 2}
where i∗ = 1 + (i mod 2);
m1,1m2,1 if j = 1 and i ≥ 3
0 if 1 < j
]iso−1
σi′,j′
1 if (i, j) = (i′, j′ ± 1);
1 if i 6= i′ and j = 1 = j′;
−mi,j−1+mi,j+1
mi,j
if (i, j) = (i′, j′)
0 otherwise
]iso−1
Here we set
(B.9) mi,0 =
{
−mi∗,1 if i ∈ {1, 2}, where i∗ = 1 + i (mod 2)
−m1,1m2,1 if i ≥ 3
and
(B.10) mi,`i+1 = 0
for all i.
The case ]fat = 0.
(B.11)
·τh ·σi,j zerolength
τh
mi,1mi∗,1 +mi,`imi∗,`i∗
where i 6= i∗
0 if j 6= 1, `i
mi∗,`i∗ if j = 1 < `i
mi∗,1 if j = `i > 1
mi∗,`i∗ +mi∗,1 if j = 1 = `i
where i∗ 6= i
]iso−2
σi′,j′
0 if j′ 6= 1, `i′
mi∗,`i∗ if j
′ = 1 < `i′
mi∗,1 if j
′ = `i′ > 1
mi∗,`i∗ +mi∗,1 if j
′ = 1 = `i′
where i∗ 6= i′
1 if (i, j) = (i′, j′ ± 1)
1 if i 6= i′ and j = `i, j′ = `i′
1 if i 6= i′ and j = j′ = 1
−mi,j−1+mi,j+1
mi,j
if (i, j) = (i′, j′)
0 otherwise
]iso−2
Here we set (for i ∈ {1, 2}):
(B.12) mi,0 = −mi∗,1 where i∗ = 1 + (i mod 2),
and
(B.13) mi,`i+1 = −mi∗,`i∗ where i∗ = 1 + (i mod 2).
B.14. Other classes with zero length ]iso + ]fat−2.
a) Any non-zero integer multiple of each of the classes σi,j and τh.
b) a0τ0 + ahτh + a∞τ∞ with a0, ah, a∞ ∈ Z and at least two of the coefficients of non-zero elements are not zero.
c) a0τ0 + γ
∑β
j=1mi,jσi,j for a0, γ ∈ Zr {0} and 1 ≤ β < `i; a∞τ∞ + γ
∑`i
j=αmi,jσi,j for a∞, γ ∈ Zr {0} and 1 < α ≤ `i.
d) For γ a non-zero integer and mi,0, mi,`i+1 set as above, according to ]fat, we have
(B.15)
σ σ · σ σ · τ0 σ · τ∞ σ · τh mσ
γ
∑β
j=αmi,jσi,j
with 1 ≤ α < β ≤ `i
−γ2(mi,βmi,β+1
+mi,αmi,α−1)
γ if α = 1 and τ0 6= 0;
in this case mi,α = 1,
0 otherwise
γ if β = `i and τ∞ 6= 0;
in this case mi,β = 1,
0 otherwise
δτ0=0δα=1m1,1m2,1
+δτ∞=0δβ=`im1,`1m2,`2
1
|γ|
γ(
∑βi
j=1mi,jσi,j −
∑βi′
j=1 mi′,jσi′,j)
with i 6= i′, βi < `i, βi′ < `i′
−γ2(mi,βimi,βi+1
+mi′,βi′mi′,βi′+1)
0 0 0 1|γ|
γ(
∑`i
j=αi
mi,jσi,j −
∑`i′
j=αi′
mi′,jσi′,j)
with i 6= i′, 1 < αi, 1 < αi′
−γ2(mi,αimi,αi−1
+mi′,αi′mi′,αi′−1)
0 0 0 1|γ|
e) For every non-zero class that is not one of the above classes, the zero length is strictly smaller than ]iso + ]fat−2.
B.16. Proposition. For σ as in Table (B.15), the numbers σ · σ, σ · τ0, σ · τ∞, σ · τh, and mσ are as listed in the table.
Proof. By the intersection form listed in Tables B.6, B.8, and B.11,
γ
β∑
j=α
mi,jσi,j · γ
β∑
j=α
mi,jσi,j = γ
2(
β∑
j=α
m2i,jσi,j · σi,j +
β∑
j=α+1
mi,j−1mi,jσi,j−1 · σi,j
+
β−1∑
j=α
mi,j+1mi,jσi,j+1 · σi,j)
= γ2(m2i,α
−mi,α−1 −mi,α+1
mi,α
+m2i,β
−mi,β−1 −mi,β+1
mi,β
+
β−1∑
j=α+1
(m2i,j(−
mi,j−1 +mi,j+1
mi,j
) +mi,j−1mi,j +mi,j+1mi,j)
+mi,β−1mi,β +mi,α+1mi,α
= γ2(−mi,αmi,α−1 −mi,βmi,β+1).
The calculations of γ
∑β
j=αmi,jσi,j · τ0, γ
∑β
j=αmi,jσi,j · τ∞, γ
∑β
j=αmi,jσi,j · τh are similar.
The label
mγ
∑β
j=αmi,jσi,j
=
−|γ|((−1)δα=1mi,α|mi,α−1|+ (−1)δβ=`imi,β|mi,β+1|)
γ2(−mi,αmi,α−1 −mi,βmi,β+1)
=
1
|γ| .
The calculations for the other cases of σ are similar. 
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