Remote laser welding systems can usually focus a laser beam to diameters of 0.1 mm. Therefore, high quality clamping and precise teaching is needed in order to achieve appropriate process tolerance for a sound weld. This brings reservation in the field of small series and user-customized manufacturing, where product individualization requires flexible and adaptive systems as workpiece geometry is not exact due to manufacturing tolerances and thermal deformations during welding. The preparation for welding is therefore often time-consuming. To solve this, we have developed an innovative system, which enables in-line adaptive 3D seam tracking. The system consists of an industrial robot (Yaskawa MC2000), a scanning head (HighYag RLSK; working area 200 mm × 300 mm × 200 mm) with optical triangulation feedback and a fiber laser (IPG, YRL-400-AC; 400 W). A feed-forward loop was used to achieve positioning accuracy of under 0.05 mm during on-the-fly welding. Experimental results show that between welding speeds of 25 and 150 cm/min, average tracking deviations are 0.043 mm and 0.276 mm in y and z directions, respectively. Moreover, teaching times for a specified seam can be shortened for more than 10 times due to the fact that only rough seam teaching is required. The proposed system configuration could be adapted to other classical welding processes.
Introduction
A typical remote laser welding application consist of guiding the robot and directing the laser beam through the scanning head optics. The laser beam is usually simultaneously guided with combined movement of the robot and the scanning head optics which significantly increases the system flexibility and decreases processing times. We can see the rise of remote laser welding applications in many fields such as automotive, electronics, and appliance industry where new and thinner materials are being used [1] [2] [3] . A demand is also seen in the field of monitoring and controlling such a process in order to achieve a better weld quality [4] [5] [6] .
Even though a weld path is known in advance, there is often a deviation from the taught or preprogramed path due to tolerances of workpieces, clamping devices, and imprecise teaching [7] [8] [9] . The tolerance of laser beam positioning is of the order of the beam radius and its Rayleigh length [10] . As the quality of modern laser sources increases [11, 12] , the diameter of the laser beam in focus gets smaller and can achieve diameters of under 0.1 mm. Therefore, hand teaching or even just applying small corrections to a complex seam trajectory in 3D space is often time-consuming and can be inaccurate, as the human eye resolution is approximately 0.2 mm [13] .
Welding simulations help with teaching of a welding path [14, 15] , but this does not take into account the thermal deformations that occur during welding, unrepeatability of clamping, shaking of a robot manipulator during movement, and synchronization between the robot controller and scanning head controller. All this leads to lesser quality welds and products.
Many researches have investigated the basic principles of monitoring and controlling laser welding [16] [17] [18] . Usually, optical methods prevail as they are robust and can capture more information. Such an example is seen in [19] [20] [21] where a laser triangulation principle was used to track a seam with conventional optics. De Graaf et al. [22] achieved accuracies for laser welding of under 0.1 mm with this kind of configuration but the greatest drawback presents the tracking itself as the system welds with delay, because the seam is detected a few centimeters from the welding spot, which can cause weld misalignment due to thermal deformations, especially for curved workpieces. Another example of look-ahead vision tracking is presented in [23, 24] where a camera was used to passively control robotic gas metal arc welding (GMAW). Both cases look for image features that correspond with the specific seam shape.
A special place in the monitoring and control have coaxial sensor configurations where the sensor path corresponds with the laser path. Such a configuration can be seen in [25, 26] where an interaction zone can be directly observed with a camera, which enables laser power control and/or correction of laser focus position. An upgrade to these systems is presented in [27] where two laser stripes are added to monitor not only the interaction zone but the pre-and post-seam positions. The application is limited to classical welding heads, where the movement of the head is parallel to the welding path.
In order to achieve greater laser welding flexibility, we have developed a system which enables adaptive threedimensional laser beam positioning with a scanning head according to the seam position in space. The method is based on an optical triangulation principle where a camera monitors a wide work area of the scanning head. The scanning head is mounted on an industrial robot. An additional illumination laser in a coaxial position with the welding laser is used in order to equalize the light intensity of the interaction zone with the light intensity of the surrounding area. With such a configuration, we can achieve greater positioning precision for a range of welding speeds during welding on-the-fly compared to a manual teaching method. Also, simplified clamping devices can be used and faster teaching times are possible as only approximate teaching of start and end weld points is needed. Moreover, the system can distinguish the laser beam interaction (keyhole, melt pool, etc.) which could be used to implement process control [18] .
Experimental setup and algorithms
The presented configuration for 3D seam tracking is composed of three main steps: (i) approximate teaching of first welding point (this should be in the range of less than 1 mm); (ii) rough teaching of second point (this determines the direction of the weld); and (iii) the welding itself, where the system continually detects the seam position in three dimensions and adapts the laser beam position in order to assure a precise alignment.
Hardware
The system for remote laser welding consists of an industrial robot (Yaskawa MC2000), a scanning head (HighYag, RLSK; working area of 200 mm × 300 mm × 200 mm in x, y, and z directions, respectively) with a console attached camera (PointGrey, Flea3, model FL3-U3-13Y3M-C) and a fiber laser (IPG, YRL-400-AC; 400 W). The camera covers an area of 75 mm × 90 mm. For distinguishing the seam from the surrounding area, an illumination laser (Fotona XD-2, 810 nm ± 10 nm) was used in order to equalize the brightness of the keyhole and the surrounding area. The optics of the illumination laser was set such that a circular illumination area with a radius of 9 mm was achieved. The camera axis forms an angle of 15°with the axis of the scanning head. The magnification factor in the middle was 1 pixel = 0.1 mm. The focus is positioned 536 mm from the end of the scanning head, with a Rayleigh length of 0.8 mm. A band-pass filter (Thorlabs, FBH810-10; central wavelength 810 nm, FWHM = 10 nm) was attached on the camera lens in order to further improve the visibility of the seam.
The whole welding on-the-fly process with adaptive 3D beam positioning principle is shown in Fig. 1 . A personal computer (Dell, Intel Core i7 @3.4 GHz, 8 GB RAM) with an integrated graphics card (Intel HD Graphics 4000) was used to capture and process images from the camera. CAN protocol between the PC and scanning head controller was used to direct the laser beam according to the processed image. The robot is used for rough positioning of the scanning head. LabView software is used for user interface, communication, and data analysis.
Algorithm of in-line 3D seam tracking
The necessary steps for correcting the laser beam position are the detection of the keyhole position on acquired image, detection of the seam position, extrapolation of the seam curve to the nearest point relative to the keyhole, and 3D transformation of the detected position into the coordinate system of the scanning head. Figure 2 shows a typical image captured with a camera during welding on-the-fly, with welding beam power of 400 W, illumination beam power of 5 W, and camera exposure time of 64 μs. Because of the band-pass filter, we can differentiate between the keyhole and the seam position. The camera detects the keyhole in the position u k and v k . This coordinates are then normalized to:
where c u and c v denote the optical center location of the image, Δu and Δv the size of a pixel in the camera u and v coordinates, respectively, and f the focal length of the optics. The height z c.s coordinate of the keyhole in 3D, according to the camera position in space, is determined by:
where P y and P z refer to the laser origin source position relative to the camera position. The angle α is the triangulation angle between the camera axis and the laser beam. From this, the x c.s and y c.s coordinates of the keyhole in the camera coordinate system is determined by:
In order to get the 3D position of the keyhole (x k , y k , z k ) in the coordinate system of the scanning head, a 3D transformation is calculated: 
where R c.tf and T c.tf denote the rotation and translation matrices respectively, which describe the relative rotation and position between the camera and the scanning head coordinate system (tool frame). Calibration between the camera position and orientation relative to the scanning head, lens distortion, and focal length correction is determined with multiple measurement of a reference groove-shaped surface of known dimensions. The mathematic formulation is made using the same formulation as presented in [28] . The reference measurement is made with the welding laser beam at low, modulated power [29] at known distances between the scanning head and the reference surface to ensure that the entire measuring range is calibrated. The measured profiles are then transformed into a 3D space using estimated values of the above-mentioned parameters. These parameters are then numerically optimized until the minimum deviation (the sum of the squared errors) between the measured profiles and the reference surface is found.
The detection of the keyhole begins with a robust detection of the illumination beam, which is shown in Fig. 3 . The illumination laser is coaxial with the welding laser and more than 30 times larger in diameter. For faster processing speeds, the image is resized to a smaller dimension by a factor p (typical values are 2 or 4). With averaging according to columns and rows, the rough position of the illumination laser beam is calculated. The beginning of illumination area, u ill and v ill , is determined with a threshold, which represents the median of all the averaged rows and columns.
The exact location of the keyhole is then determined within the original image. The search location starts at U 0 = u ill •p and V 0 = v ill •p and is as large as the illuminated area (W ill × H ill ). In this region, the welding beam interaction is visualized as an overexposed area on the camera sensor, as it is shown in Fig.  4a . Due to the fact that spatter can cause similar features on acquired images, we incorporated an algorithm which takes into account the pre-knowledge of high laser beam quality and the history of previously detected shapes and sizes of the interaction of the laser beam with the workpiece. First, each image is filtered with a Gaussian kernel in order to emphasize the location of the keyhole and to filter out a high-frequency image noise (Fig. 4b) . Then, the overall image threshold at 95% of the maximum detected intensity is applied. This results in a binary image with at least one white region which Fig. 3 Robust detection of the laser beam on the whole image (top). The source image was scaled by a factor of 1/2. The beginning of v ill (row) and u ill (column) is determined with a threshold corresponds to the keyhole. In this image, the black color represents zero values and the white color unit values. But in order to eliminate the possibility of detecting secondary regions corresponding to spatter, a multiplication of the current binary image with a previous one is made. Since the spatter position changes very rapidly from one image to another, only the keyhole remains in the resulted image (Fig. 4c) . The exact keyhole location (u k , v k ) is finally calculated as the centroid of the detected area.
The seam edge is detected within the search area O x × O y (see Fig. 5a ), where the search area for the seam is determined according to the position of the detected keyhole, direction of the robot movement, and the seam path. The presence of speckles in the illumination laser requires Gaussian smoothing of the search area (Fig. 5b) which is already done prior to the keyhole detection. The possible locations of the seam position are then detected in all rows of the search area where a peak detection algorithm is used according to the change in intensity (Fig. 5c ). These seam locations are then used for the seam curve approximation using the least square algorithm.
The approximated seam curve (dashed line on Fig. 5a ) is used to calculate the closest location of the seam edge to the keyhole. We also consider a small offset dv (look ahead distance) from the detected keyhole location in order to reduce the response time. This location (u s , v k + dv) is transformed to 3D coordinates using Eqs. 1-6.
We must point out that using a classical PID logic to control the laser beam position gives greater errors and slower response times as it only corrects the misplacement error. With a foreknowledge of the approximate seam position in 3D, we can speed up the beam positioning up to 10 times. The comparison of a normal PID-controlled laser beam and a feedforward-controlled laser beam is shown in Fig. 6 .
The extrapolated location is the basis of the feed-forward loop. Because the calibration is not precise, the robot movement and shaking, system lag, thermal deformations, and relative change of seam position between two successive images, a small error is always present during the welding process. The latter is further corrected with an I-controller that corrects the error between the detected positions of the keyhole (u k , v k ) where x np , y np , and z np denote the new position of the laser beam in x, y, and z coordinates respectively; x s , y s , and z s denote the calculated coordinates of the extrapolated seam edge in 3D space. The last equation element presents the implementation of the integration control where only x and y coordinates are taken into account and multiplied by an integral coefficient K i . Here, x ki and y ki denote the coordinates of the keyhole and x si and y si the coordinates of the seam in 3D space. As stated previously, this step is necessary in order to eliminate the system offset which is the consequence of the above-mentioned phenomena. As stated previously, the algorithm saves the previously detected positions of the keyhole on the image. To further improve its stability and tracking capabilities, a position check against excessive beam movement is done prior to sending the new location to the scanning head. If a beam movement limit is exceeded then a new beam position is calculated based on a previous correction trend line. This error can occur from increased reflection of the illumination laser, greater plasma blowout or an error in keyhole or seam location detection.
Measurements of response to initial condition and position accuracy
Response to the initial condition of the system has been determined with a programmatically induced position error at a certain time interval during welding on-the-fly with in-line adaptive 3D seam positioning on a 3 mm thick butt seam. Experiments were repeated 20 times. The welds were then 2D scanned with an optical scanner and a program was made to determine the deviation of the performed trajectory from the actual seam, settling time, and overshoot. The scanning resolution was 0.021 mm.
The position accuracy was determined on curved edge flat seams. The thickness of each plate was 1 mm (total thickness is 2 mm). Vices were used to clamp the workpieces together. These were freely placed on the work table. During welding, the robot made a linear move with changing x, y, and z coordinates. The start point was taught near the seam and the end Fig. 6 Comparison of responsiveness between a PID seam tracking algorithm (a) and a feed-forward seam tracking algorithm (b) Fig. 7 a Experimental system; b curved flat edge seam with vices used for the seam tracking point was taught away from the seam in all 3 directions. The weld was scanned with a 2D optical scanner with the same scanning resolution.
We tested 6 different welding speeds ranging from 25 to 150 cm/min with steps of 25 cm/min. Laser power of 400 W and a laser beam diameter of 0.2 mm was used. Camera frame rate was set to 80 frames per second with an acquired image size of 1280 × 1024 pixels. The system with robot, the scanning head, the illumination laser, and the work table are shown in Fig. 7a . In-line adaptive 3D seam tracking of the flat edge seam was done with simplified vices with a linear robot movement, as it is shown in Fig. 7b .
Experimental validation and discussion
The induced error was made every 850 ms (every 14 mm) during a 130 mm weld length. A closer look of the given example welding is shown in Fig. 6b . It is shown that the laser beam repositioning is almost instantaneous. The lengths of seam repositioning were measured under a microscope and the times for repositioning were calculated from the known welding velocity. The averaged results for the system responsiveness for all the experiments are shown in Table 1 . We can see that the average time for the system to reposition to the weld location was 12 ms which corresponds with a move equal to 0.2 mm. In presented configuration, this is also the diameter of the laser beam. Figure 8a shows the result of adaptive 3D seam tracking of a flat edge seam made with welding speed of 100 cm/min. The robot made a linear movement with changing x, y, and z coordinates. In the given case, the average error of the beam misplacement in the welding direction was less than 0.03 mm, with a standard deviation of less than 0.05 mm. This is shown in Fig. 8b . The most significant result is presented in Fig. 8c where the comparison between measured weld position and sent beam position is shown. Here, we can see that a deviation of almost 1 mm was present but, when analyzing the weld (Fig. 8a left) , no deviation from seam position is visible. This proves that thermal deformation was present during welding which the system resolved successfully in real-time. Figure 9 shows a time-lapse difference from a side view between welding without (a) and with (b) in-line 3D adaptive seam tracking of the flat edge seam. The difference in plume height and shape, and the presence of spatter is a good indicator on the stability and accuracy of the welding path according to the seam position. We can see that a stable plume is present when using the developed algorithm. The measured z coordinate in the welding direction is shown in Fig. 9c . When taking into account that the workpiece height change is linear, we can see that the standard deviation of sent z location (shown in Fig. 9d ) is in the range of 0.23 mm. This deviation corresponds to less than 30% change in the Rayleigh length. Beam positioning stability for different welding speeds is shown in Fig. 10 . An average standard deviation over the entire welding speed range was 0.043 mm and 0.276 mm in y and z direction, respectively. No significant influence of welding velocity on deviation in y direction is seen, whereas in z direction, the deviation increases more than twice from lowest to highest tested speed. We assume that the instability and motion of keyhole because of a high laser beam quality at higher welding velocities contribute to the higher tracking uncertainties [30, 31] . Furthermore, the inclination angle and dynamics of plasma changes [32] , which influences on the detected position of the keyhole on the acquired image especially in the vertical, z direction. Even if the keyhole and plasma should collapse [7] , the melt pool also emits some of the light in the 810 nm spectrum and as it is located around the keyhole, the y direction does not change significantly.
Temporal filtering of detected positions on a broader interval should be applied in order to minimize the deviation, for example using a Kalman filter [33] . But in this case, a faster image acquisition and processing pipeline should be needed in order to maintain the same response time.
Conclusions
An innovative system for in-line adaptive 3D seam tracking during remote laser welding was developed. The process is based on calculating the position of the laser beam and the seam in 3D in real-time during welding with a camera and an additional illumination laser.
The algorithm was tested on a freely placed curved edge flat seam with an inclination during welding on-the-fly with changing x, y, and z coordinates. The average time to achieve the repositioning to seam was 12 ms which implies that for a non-step-like welding path, welding speeds of less than 100 cm/min are required. This speed can be greatly increased with faster image acquisitions and faster processing times.
The stability of the algorithm was also tested for welding speeds from 25 to 150 cm/min. It was shown that average standard deviation of 0.043 mm and 0.276 mm in sent y and z direction respectively were measured. This is at least two times better than the resolution of a human eye. The deviation in z direction increases with speed while the deviation in y direction is nearly insensitive to speed within the tested interval.
This kind of adaptive welding needs approximate teaching of only the first welding point, thus enabling faster teaching times. We assume that the teaching process for welding, where a seam feature can be visible with the camera, will be at least 10 times quicker due to the fact that approximate start and end welding points must be taught to the system. This is the key system feature in an industry with simplified clamping systems, adverse workpiece parts, and low manufacturing tolerances.
This kind of system configuration and tracking principle could also be adapted for other classical welding processes. It facilitates direct monitoring capabilities of the interaction zone which enables us to investigate the possibility to simultaneously control the laser power during the adaptive 3D beam positioning to achieve a stable welding process (less plasma and spatter blowout, even weld depth, etc.) and consequently improve weld quality and 3D seam tracking.
