Let G = (V, E) be a connected graph. The distance between two vertices x and y in G, denoted by d G (x, y), is the length of a shortest path between x and y. A graph G is called almost distance-hereditary, if each connected induced subgraph H of G has the property that d H (u, v) ≤ d G (u, v) + 1 for every pair of vertices u and v in H . We will confirm that every 2-connected, claw-free and almost distance-hereditary graph has a Hamiltonian cycle.
Introduction
Let G = (V, E) be a graph with vertex set V and edge set E. For a vertex subset S ⊆ V the subgraph of G induced by S is denoted by G[S], and G − S denotes the induced subgraph G[V \S]. The neighborhood N G (v) or N (v) of v ∈ V is the set of all vertices adjacent to v. We denote the neighborhood of a subgraph H of G by N G (H ) = ∪ v∈V (H ) N G (v)\V (H ).
The distance between two vertices x and y in G, denoted by d G (x, y), is the length of a shortest path between x and y. The hanging h u of a connected graph G = (V, E) at a vertex u ∈ V is the collection of sets A Hamiltonian cycle (Hamiltonian path, respectively) of a graph G is a cycle (path, respectively), which contains all vertices of G. A graph is said to be Hamiltonian, if it has a Hamiltonian cycle. As is known, the Hamiltonian problem is NP-complete.
A graph G is called distance-hereditary, if each connected induced subgraph H of G has the property that d H (x, y) = d G (x, y) for every pair of vertices x and y in H . In 2002, Hsieh, Ho, Hsu and Ko [3] presented an O(|V | + |E|)-time algorithm to solve the Hamiltonian problem on distance-hereditary graphs. A graph G is called almost distance-hereditary, if each connected induced subgraph H of G has the property that d H (x, y) ≤ d G (x, y) + 1 for every pair of vertices x and y in H . It is clear that a connected graph G is almost distance-hereditary if and only if for every pair of nonadjacent vertices x and y, the length of each induced path from x to y is equal to either d G (x, y) or d G (x, y)+1. A characterization and some properties of almost distance-hereditary graphs have been given by Aider [1] .
Theorem 1 (Aider [1], 2002) . A graph G is almost distance-hereditary if and only if G contains neither a 2C 5 -configuration nor a C n -configuration for n ≥ 6 as induced subgraphs.
A C n -configuration is a cycle on n vertices without chords or with chords, all of which are incident with a common vertex (see Fig. 1 ). 2C 5 -configurations are of two types which are obtained by combining two C 5 -configurations (see Fig. 2 ), where dashed lines represent edges, which may belong to the graphs.
Corollary 2 (Aider [1] ). Let G = (V, E) be an almost distance-hereditary graph and let h u = {L 0 , L 1 , . . . , L t } be the hanging of G at u ∈ V . Then the following are true. A vertex v is a cut vertex of a connected graph G, if G − {v} is not connected. A graph is called 2-connected, if it has no cut vertex. A claw is a complete bipartite graph K 1,3 . A net is a graph G = (V, E) with V = {a, b, c, x, y, z} and E = {ab, bc, ca, ax, by, cz}. A graph is said to be claw-free (net-free, respectively), if it contains no claw (no net, respectively) as an induced subgraph. We say that a set S ⊆ V dominates G if N (S) ∪ S = V , and S doubly dominates G if every vertex of G has at least two neighbors in S.
In 2000, Brandstädt, Dragan and Köhler [2] proved that 2-connected claw-free graphs, containing an induced doubly dominating cycle or a pair of vertices such that there exist two internally disjoint induced dominating paths connecting them, are Hamiltonian. Moreover, a linear time algorithm for finding Hamiltonian cycles is designed, if the input is restricted to (claw, net)-free graphs.
The graph in Fig. 3 shows that there are 2-connected, claw-free and almost distance-hereditary graphs, which do not belong to the class of Hamiltonian graphs mentioned above, but are Hamiltonian.
In this paper, we prove that 2-connected, claw-free and almost distance-hereditary graphs are Hamiltonian. Moreover, Hamiltonian cycles can be constructed efficiently, if the input is restricted to 2-connected, claw-free and almost distance-hereditary graphs.
Main results
For the proof of our main results (see Theorem 6) we need the following lemmas. Lemma 3. Let G = (V, E) be a 2-connected, claw-free and almost distance-hereditary graph. If h u = {L 0 , L 1 , . . . , L t } is the hanging of G at u ∈ V , then the following are true.
Proof. The statements (1) and (2) are true, because G is claw-free. The statement (3) can be confirmed by (2) and Corollary 2(1).
We now prove (4). Since G is 2-connected and H is a component of G[L i ] for i ≥ 2, there are two internally disjoint paths from u to H . Let P 1 = uu 1 u 2 · · · u r and P 2 = uv 1 v 2 · · · v s be two such paths taken so that r + s is as small as possible. Then we have r, s ≥ 2. Assume that u r −1 ∈ L i−1 . By the choice of P 1 , we see that u r −1 ∈ L i+1 . From the structure of the hanging h u , we have
Then it follows from (3) that u k u r ∈ E, a contradiction to the choice of P 1 . Therefore, we have u r −1 ∈ L i−1 . Similarly, we also have v s−1 ∈ L i−1 . The proof of (4) is complete.
To prove (5), assume that there is an integer i ≥ 2 such that G[L i ] contains an induced path with a length at least 3. Then we can choose a piece of the path which is of length exactly 3, say P = v 1 v 2 v 3 v 4 . Since v 1 and v 4 are nonadjacent, we see from (2) 
By Corollary 2(1), it is easy to see that Proof. We firstly prove that for i ≥ 1, every component of G[L i ] has a Hamiltonian path.
For i = 1, according to Lemma 3(1), we only need to consider the case when
Then there exists a vertex x ∈ L 1 \V (P) with xu j ∈ E for some j ∈ {1, . . . , k} (see Fig. 4 ).
Since xu 1 , xu k ∈ E and G is claw-free, u 1 is adjacent to u k . Thus, we see that the path
] with i ≥ 2 and P = v 1 v 2 · · · v s be a longest path in H . We show that P is a Hamiltonian path of H . Suppose that V (H )\V (P) = ∅ and let y ∈ V (H )\V (P). From Lemma 3(5), we have d H (y, v 1 ) = 2. So, there exists a vertex v ∈ V (H ) with yv, vv 1 ∈ E. Since P is a longest path in H , we have v = v k for some k satisfying 2 ≤ k ≤ s − 1, and furthermore, yv k−1 , yv k+1 ∈ E. Because G is claw-free, we have We firstly confirm that there exists a component
Because G is 2-connected, G − {u} contains a path from H 1 to H 2 . Let P = v 1 v 2 · · · v r be such a shortest one. It is clear that r ≥ 3 and v i ∈ L 1 for 2 ≤ i ≤ r − 1. If r ≥ 5, then G[{u} ∪ V (P)] is an induced cycle of length at least 6, a contradiction to the fact that G is almost distance-hereditary. This implies that 3 ≤ r ≤ 4. It is clear that V (P)\{v 1 , v r } ⊆ L 2 and the component of G[L 2 ], which contains V (P)\{v 1 , v r }, has the desired property.
We now prove that G[{u} ∪ L 1 ∪ V (H )] is Hamiltonian. Since H 1 and H 2 are complete, it is sufficient to show that H contains a Hamiltonian path such that one of the two end vertices has a neighbor in H 1 and the other one has a neighbor in H 2 .
Since the subgraph
If P is not a Hamiltonian path of H , then we observe a vertex y ∈ V (H )\V (P).
From N (y) = ∅ and the choice of P, we may assume without loss of generality that N (y) ∩ V (H 1 ) = ∅. Thus, y and v 1 are not adjacent. It follows from Lemma 3(5) that d H (y, v 1 ) = 2, and hence, there exists a vertex w ∈ V (H ) with yw, wv 1 ∈ E. It is obvious that w = v j for some j ∈ {2, 3, . . . , s}. If j = s, then we see from the choice of P that yv j−1 , yv j+1 ∈ E. Since G is claw-free, v j−1 must be adjacent to v j+1 . Thus, the path yv j v 1 v 2 · · · v j−1 v j+1 · · · v s has the same properties as P, but it is longer than P, a contradiction.
Assume finally that j = s. Since G is claw-free and yv 1 ∈ E, we have either v 1 v s ∈ E or yv s ∈ E. In these both cases, v 1 v 2 · · · v s y yields a contradiction.
From the proof above, we see that P is a Hamiltonian path of H with the required properties.
The next theorem is our main result. In the following proof, we denote the path xv 1 v 2 · · · v s y by x P y for
Theorem 6. Let G = (V, E) be a 2-connected, claw-free and almost distance-hereditary graph. Then G is Hamiltonian.
Proof. Let h u = {L 0 , L 1 , . . . , L t } be the hanging of G at some u ∈ V . If t = 1, then G is Hamiltonian by Lemma 4. So, we consider the case when t ≥ 2.
Let L t+1 = ∅ and let be the maximum integer with 2 ≤ ≤ t +1 such that the subgraph G[{u}∪L 1 ∪L 2 ∪· · ·∪L ] contains a cycle, C = uu 1 u 2 · · · u k u, satisfying the following conditions:
Note that Lemmas 4 and 5 show the existence of the cycle C 2 . Suppose without loss of generality that for the welldefined integer , the cycle C satisfying the conditions (1)- (3) has been chosen such that it has the maximum length.
It is clear that C is a Hamiltonian cycle of G if and only if = t + 1. Thus suppose that ≤ t. Note that L ⊆ V (C ). In the following, we show that every component of G[L ] − V (C ) can be inserted into C to form a cycle, which also satisfies the conditions (1)-(3), but has a length greater than k + 1 = |V (C )|. This contradiction to the choice of C will complete the proof of our theorem.
Let
. According to Lemma 4, H has a Hamiltonian path, say P = v 1 v 2 · · · v α , such that u i v 1 , u j v α ∈ E for some u i , u j ∈ L −1 with u i = u j . Assume without loss of generality that i < j. Then we have j ≥ i + 2.
We consider the following two cases. Case 1. = 2. If j = k, then the vertex u i+1 belongs to L 1 by Lemma 3 (2) . So, it is clear that uu i+1 · · · u k−1 u k Pu i u i−1 · · · u 1 u has the properties (1)-(3) and contains P. Analogously, one can consider the case when i = 1.
In the remaining case when 1 < i < j < k, we see from Lemma 3(2) that
If u 1 u k ∈ E, then uu i+1 P 2 u j Pu i P 1 u 1 u k P 3 u j+1 u is a desired cycle. In the case when u 1 u k ∈ E, we have either u 1 u i+1 ∈ E or u i+1 u k ∈ E, since G is claw-free. Consequently, it is easy to see that either uu j−1 P 2 u i+1 u 1 P 1 u i−1 u i Pu j P 3 u k u or uu 1 P 1 u i Pu j P 2 u i+1 u k P 3 u j+1 u is a desired cycle (see Fig. 6 ).
Case 2. ≥ 3.
Since u 1 and u k belong to L 1 , we have 1 < i < j < k. In addition, assume without loss of generality that i and j have been chosen such that j − i is maximal. From Lemma 3(3), we see that u i u j ∈ E. This implies that u i and u j belong to a same component of
Assume that u i+1 v 1 ∈ E (see Fig. 7 ). By Lemma 3(3), we have u i+1 u j ∈ E. If u j−1 v α ∈ E, then P 1 u i Pu j−1 · · · u i+1 u j P 3 is a required cycle. Otherwise, we have u j−1 u j+1 ∈ E, since G[{v α , u j−1 , u j , u j+1 }] is not a claw. Now, P 1 u i Pu j u i+1 P 2 u j−1 u j+1 P 3 is a required cycle, too.
Similarly, one can find a desired cycle in the case when u i+1 v 1 ∈ E and u j−1 v α ∈ E. Assume now that u i+1 v 1 , u j−1 v α ∈ E (see Fig. 8 ). Since G is claw-free and u i−1 v 1 , u j+1 v α ∈ E, we conclude that u i−1 u i+1 , u j−1 u j+1 ∈ E. Obviously, we only need to consider the case when u i+1 u j ∈ E. Because u i u j ∈ E and G is claw-free, we have u j v 1 ∈ E. Note by (3) that u i+1 ∈ L −1 . From Lemma 3(2), we see that N (u i+1 ) ∩ N (u j ) = ∅. Let u i+1 ∈ N (u i+1 ) and u j ∈ N (u j ). In the case when = 3, we consider the induced subgraph F = G[u, u i+1 , u i+1 , u j , u j , v 1 ]. It is clear that d F (v 1 , u i+1 ) ≥ 4. This implies a contradiction, since G is almost distance-hereditary and d G (v 1 , u i+1 ) = 2.
In the remaining case when ≥ 4, we conclude from Lemma 3(3) that u i+1 u j ∈ E, since u i+1 P 2 u j u j is a path with V (P 2 ) ∪ {u j } ⊆ L −1 ∪ L . Now, in the induced subgraph F = G[u i+1 , u i+1 , u j , u j , v 1 ] holds d F (u i+1 , v 1 ) = 4. This contradicts the fact that G is almost distance-hereditary, since d G (u i+1 , v 1 ) = 2.
From the proof above, we see that a certain Hamiltonian path of H can be inserted into C to form a cycle satisfying the conditions (1)-(3).
Remark 7. All proofs in this paper are constructive and they imply an efficient algorithm to find Hamiltonian cycles, if the input is restricted to 2-connected, claw-free and almost distance-hereditary graphs.
