Precise wind speed prediction is increasingly practical for sustained and stable wind energy utilization considering the growing portion of wind energy in the global electric grid. Although plenty of wind speed forecasting approaches have been devoted to improving forecasting performance, the majority have neglected the utilization of error information, integrated the forecasting value of every component with simple ensemble approaches, and ignored forecasting stability, which may make the forecasting results poor. Considering the above drawbacks, a two-stage forecasting system is performed in our study based on the data preprocessing approach, improved multi-objective optimization algorithm, error correction and nonlinear ensemble strategy. The developed system effectively overcomes the shortcomings of previous models and observably prompts wind speed forecasting capacity. For investigating the prediction capacity of the developed system, six wind speed series obtained from China and Spain are applied as case sites. The forecasting consequences indicate that the developed system is more conducive to enhancing forecasting precision and stability than other involved models, which can provide beneficial assistance for wind speed forecasting.
I. INTRODUCTION
Along with the sustaining worry over the unbalance between the energy demand growth and fossil fuel crisis, researchers have been devoted to seeking a paradigm transformation in energy sources for the past few years [1] . Renewable energy, resorting to its excellent qualities, such as it is sustainable, economical, eco-friendly, and in widespread use in modern industry. Thereinto, wind energy, as the most viable and potential green energy, has grown extremely rapidly. Specifically, in Europe, wind energy accounts for 10% of all energy consumption, while in America and Spain, the proportion The associate editor coordinating the review of this manuscript and approving it for publication was Eklas Hossain . rises to more than 15% [2] . According to statistics, the global cumulatively installed wind capacity achieved approximately 591.55 GW by 2018, and China occupied 209533 MW, which is increasing annually [3] .
Nevertheless, the discontinuity property of wind speed is conducive to the stochastic of wind power generation, which has an adverse effect on the smooth operation of the electricity market and related system steadiness [4] . Therefore, a valid wind speed forecasting system that can enhance the steadiness and security of power dispatch and power system operation to a great extent is extremely imperative [5] .
Over the years, plenty of studies in the field of wind speed forecasting have been conducted in an attempt to obtain accurate and credible wind speed forecasting performance.
According to computational mechanisms, the involved research approaches can be classified as three types, namely, physical approaches, statistical approaches, and intelligent approaches [6] . In particular, the physical approach usually applies concrete physical information to simulate the practical situations of the wind farm, which means a large number of physical data is indispensable. Thus, in the very short-term and short-term forecasting where the effect of atmospheric dynamics is very significant, the physical approach works well. On this theory, researchers have devoted a considerable amount of effort. For example, Federico and Massimiliano [7] employed the Kalman filter to remedy the defects of Numerical Weather Prediction (NWP). After elaborate adjustment relative to the time step and prediction horizon, the developed technology could offer prominent enhancement for wind speed forecasting results, especially in the super short-term horizon. El-Fouly et al. [8] developed a time series strategy in which the number of data is expanded from 24 hours to 72 hours. From the eventual results, we summarize that the developed physical strategy is more effective relative to the persistence method. Relatively speaking, the statistical approach, such as the autoregressive (AR) model, the autoregressive integrated moving average (ARIMA) model, and the Box-Jenkins approach, universally adopts history data to structure the relationship between wind speed and the corresponding explanatory variables, which is easier to formulate than the physical approach [9] - [11] . The technique is remarkable for forecasting the linear relationship in wind speed but not for the nonlinear relationship. In previous retrospective studies, Erdem and Shi [12] built four diverse wind speed and direction prediction strategies using the autoregressive moving average (ARMA) approach and concluded from the comparison results that the component strategy is inferior to linked ARMA in terms of 1-hour ahead wind speed forecasting, and there is little difference in the wind speed forecasting performance of the restricted or unrestricted VAR models. Lei and Ran [13] integrated wavelet into traditional ARMA technology for wind speed forecasting. Relying on real data from a weather station, the hybrid model is proved to be effective and credible. Considering that wind speed series are nonlinear and stochastic in most situations, artificial intelligence (AI) technology because of its excellent capacity in addressing nonlinear relationships has recently become an alternative, crucial tool for wind speed forecasting. The available AI technologies involve many specific methods, such as artificial neural networks (ANNs) [14] - [17] , fuzzy logic models [18] , and support vector machines (SVMs) [19] . After numerous learning in terms of the reliant relationship of the output variables on the input variables, ANNs could better depict the various traits hidden in original sequences and thus prompt wind speed forecasting ability. For example, Wu et al. [20] applied extreme learning machine (ELM) to integrate the components of raw data obtained from the decomposition by the complete ensemble empirical mode decomposition (CEEMD). All experiments were based on real 10-minute wind speed data, which provided a valuable reference for practical application. Yang et al. [21] divided the research contents into two parts, specifically, deterministic analysis and uncertainty analysis. After fully considering the current research difficulties, an optimized ELM model is constructed to guarantee both forecasting precision and steadiness. It must be noticed that interval forecasting is conducted in uncertainty analysis modules that effectively remedy the defects of point forecasting and greatly enhance the reliability of the forecasting results.
However, it is difficult to define which method is always superior because both merits and weaknesses exist in every AI model. Therefore, hybrid models emerge at the right moment to take advantage of the bright side of different models and improve wind speed forecasting capacity [22] . Generally, the hybrid approach comprises data pretreatment technologies, optimization algorithms and single forecasting strategies. By referring to previous studies, Wang et al. [23] simultaneously accounted for deterministic and probabilistic forecasting in their paper. Before conducting wind power forecasting, a feature selection method was innovatively employed for the purpose of choosing the most suitable candidates from raw time series. The developed hybrid system was a rewarding promotion over the compared models, which could be practical and useful for wind energy development. Li and Jin [24] developed a new hybrid wind speed prediction system in which variational mode decomposition (VMD) and phase space reconstruction were adopted to confirm the applicable data. Combined with the multi-objective optimization algorithm and least squares support vector machine (LSSVM), the developed hybrid model successfully enhanced interval prediction precision. Yuan et al. [25] proposed a hybrid wind power prediction method using LSSVM and the gravitational search algorithm (GSA) for wind power forecasting with the span of one hour. To enhance forecasting precision, various kernel functions of the LSSVM are built and compared to determine the most applicable LSSVM model for wind energy forecasting.
Although most hybrid models bring promising forecasting accuracy, the neglect of forecasting stability provides many challenges in power grid operation [26] . Thus, multi-objective optimization algorithms that aim at prompting forecasting precision and steadiness simultaneously have replaced single-objective optimization algorithms as popular tools in many forecasting applications, such as electricity price [27] , electrical load [28] and air quality [29] . These developed multi-objective optimization algorithms generally contain the multi-objective grey wolf optimizer (MOGWO) [30] , the multi-objective salp swarm algorithm (MSSA) [31] , the multi-objective grasshopper optimization algorithm (MOGOA) [32] , the multi-objective multi-verse optimization algorithm (MOMVO) [33] and other algorithms with good performance, which provide Pareto optimal solutions so that the compromise solution can be confirmed.
Furthermore, the forecasting technologies mentioned above have usually committed themselves to research the main factors that impact forecasting performance, while failing to take advantage of the valuable information hidden in error values although the information may impact the ultimate decision making. In recent years, researchers have performed massive and thorough studies in terms of how to apply the error information from diverse perspectives and broaden its application in different fields [34] . For example, with the aim of improving forecasting precision, Zhang et al. [35] developed a multiple-step-ahead forecasting model for reservoir water levels, in which the back-fitting algorithm is adopted to correct forecasting errors and further alleviate the computation amount. The simulation results indicate that error correction has a positive influence on enhancing forecasting accuracy. Liang et al. [36] proposed some combined methods based on error correction to explore the interdependence structure of errors and then prompt wind power forecasting capacity. Through real data from Hebei Province, China, the developed combined model is proved to be effective compared with single models, especially in multistep forecasting. Yu et al. [37] realized that it is difficult to predict taxes precisely based on a single model. Thus, they developed a new technique by applying error correction to predict the subsequent error and go back to correct the previous error. Relative to the models without correction, the proposed model presented satisfactory prediction performance, which attested to the effectiveness of error correction. Accordingly, it is of great significance to consider the error factor in practical forecasting. Furthermore, the subseries gathered after data pretreatment are integrated directly in most studies to enhance forecasting performance although this could be improved tremendously by employing an ensemble method. Moreover, regarding wind speed forecasting, the nonlinear ensemble approach is always more promising than the linear ensemble approach for obtaining higher forecasting accuracy.
Thus, the shortcomings of the abovementioned methods can be summarized as follows.
(1) Some approaches that are highly reliant on a great deal of raw wind speed data are vulnerable to environmental change. Moreover, considering the intrinsic randomness and instability of wind speed series, the eventual forecasting accuracy and steadiness cannot be guaranteed. (2) The forecasting goal of some approaches is just an attempt to enhance forecasting precision as much as possible, while neglecting forecasting stability. Thus, if we apply only an individual approach to fit the original wind speed series with only one goal, the forecasting performance may be poor and unsatisfactory. (3) Although AI technology is also adopted to prompt wind speed forecasting capacity, it is still troubled by overfitting and the significant possibility of trapping in the local optimum. (4) Most wind speed predicting studies tend to overlook error information and the meaning of predicting errors, which results in the loss of valuable information hidden in forecasting errors.
To repair the disadvantages of previous studies, we propose a new two-stage wind speed prediction system that includes an effective data preprocessing technology, an advanced multi-objective optimization algorithm, the recycling of error information and a nonlinear ensemble approach to forecast wind speed. Specifically, in the first stage, data preprocessing technology is applied to decompose the original series into some components that are subsequently predicted using ELM optimized by the improved multi-objective dragonfly algorithm (IMODA) (IMODA-ELM). Subsequently, we obtain the error information, in which later errors can be predicted by IMODA-ELM. In the second stage, a nonlinear ensemble technology that relies on IMODA-ELM is used for rounding up all variational modes and error information so that the eventual prediction consequences are acquired. Three numerical experiments and eight discussions are conducted to determine the eventual forecasting strategy. The simulation results reveal that compared with other individual forecasting models, ELM is the best model with high forecasting accuracy and efficiency. Moreover, VMD technology and IMODA can immensely enhance forecasting performance compared with other data preprocessing methods and optimization algorithms. Compared with models without error correction, the proposed two-stage forecasting model that integrates VMD, IMODA, ELM and error correction can provide more accurate and stable forecasting results, which are ultimately used to conduct wind speed forecasting. In addition, our selected method can compensate for some defects in existing methods to some extent. More specifically, ELM is used to forecast wind speed, which indicates that little raw data is required; thus, the selected forecasting model is stable when facing various environmental changes. An improved multi-objective optimization algorithm replaces the singleobjective optimization algorithm to conduct wind speed forecasting, which can prompt forecasting accuracy and stability simultaneously. Finally, forecasting information is considered to take good advantage of more valuable information. Thus, it is credible and reliable to use our developed model to conduct wind speed forecasting.
The dominating innovative points of this study on wind speed forecasting are expounded as follows.
(1) Considering that existing forecasting models always ignored the influence of the neural network fitting error or VMD-ELM predictor on prediction accuracy and stability, an innovative two-stage wind speed prediction system is proposed that combines the two prediction strategies (VMD-IMODA-ELM and the ELM training error) to forecast the wind speed. The proposed model can effectively remove the adverse effects of random fluctuations of wind speed, better grasp the characteristics of wind speed, and prompt forecasting precision and steadiness.
(2) To simultaneously ensure the forecasting accuracy and stability, an improved multi-objective optimization algorithm called IMODA is successfully developed in our proposed model to enhance optimal performance. Compared with previous optimization algorithms, a modified MODA algorithm with an exponential step size strategy and elite reverse learning strategy is considered to solve the local minimum problem and unsatisfactory convergence speed that are inevitable for multi-objective optimization algorithms in most circumstances.
(3) Interval forecasting technology is also considered to capture the uncertain information of wind speed in this research, because of its significant role in electrical power systems. According to practical interval forecasting results, interval forecasting technology is regarded as a valid tool to verify the stability of our developed forecasting model and can also be adopted in other prediction fields.
The remainder of this paper is organized as follows. Section II introduces the involved methodologies in our twostage forecasting strategy. Section III reveals the flow of the novel forecasting system. The experiment precondition and corresponding simulation consequences are given in Section IV. Section V conducts five deep discussions in terms of our model and Section VI is the conclusion.
II. METHODS
In this section, the involved approaches including VMD, IMODA and ELM are presented in detail.
A. VARIATIONAL MODE DECOMPOSITION (VMD)
VMD, as an instrumental tool to extract valid information from erratic signals, was proposed by Dragomiretskiy and Zosso [38] . It has been continually applied in many fields, including forecasting [39] , structural system identification [40] and vibration fault diagnosis [41] , and has proved to be more robust relative to EMD and EEMD in alleviating spurious components and modal aliasing. In the process of decomposition, the original sequence was decomposed into several modes, and the modes were acquired from every decomposition consistent with the steps below:
Step 1: Compute the related analytical signal of every mode using the Hilbert transform.
Step 2: Append the exponential to the estimated center frequency so that the frequency spectrum of modes can be adjusted to the baseband.
Step 3: Apply H 1 Gaussian smoothing to estimate the bandwidth of the demodulated signal, after which a variational constraint issue is acquired. For gaining the best solution for our method, a second penalty function term α and a Lagrange multiplier λ are considered and then, the variational constraint problem can be expressed as:
where {y k } = {y 1 , y 2 , · · ·, y K } represents the set of K modes, and {ω k } = {ω 1 , ω 2 , · · ·, ω K } reveals their center pulsations. δ (t) represents the Dirac distribution and t represents the time script. f is denoted by the original signal.
The alternate direction method of multipliers is then adopted to settle this problem and the ultimate solutions of y k and ω k are indicated by Eqs. 2 and 3, respectively.
, y(t) and λ (t), and n is the iterations.
B. EXTREME LEARNING MACHINE (ELM)
ELM, which was put forward by Huang et al. [42] , is single hidden layer neural networks that use a feed-forward mechanism. With input weights and biases determined randomly, the extreme learning machine has outstanding learning speed and generalization capacity and has been applied in many forecasting systems. The specific theory is presented as follows. For the training set (p n , q n ) N n=1 , where input is p n ∈ R n and output is q n ∈ R m , the output of ELM with the hidden neurons of L and an activation function of g is defined as follows:
where w n = [w n1 , w n2 , · · ·, w nm ] T and β n = [β n1 , β n2 , ···, β nµ ] T denote the weight coefficient in the input layer and hidden layer and in the hidden layer and output layer, respectively. In addition, b n = [b n1 , b n2 , · · ·, b nm ] T is the threshold vector of hidden neurons. More generally, we can also use Eq. 5 to represent the relation between the input and output of ELM.
where,
H demonstrates the hidden layer output matrix.
C. IMPROVED MULTI-OBJECTIVE DRAGONFLY ALGORITHM (IMODA)
DA was first proposed by Mirjalili in 2015 to solve optimization issues. With the increasing complexity of the VOLUME 7, 2019 optimization problem, DA cannot address multi-objective optimization issues. Thus, Mirjalili proposed the multiobjective optimization algorithms (MODA) in 2015 to address optimization issues with more than one objective [43] . However, MODA is afflicted with the local minimum problem and an unsatisfactory convergence speed. Therefore, by referring to an improved DA based on an exponential step size strategy and elite reverse learning strategy in 2017 [44] , we creatively added an exponential step size strategy and elite reverse learning strategy to MODA to improve the search accuracy and convergence rate of MODA in our paper. Here, is the specific development process of the improved optimization algorithm.
MODA is widely applied in many forecasting fields because of its simple structure, excellent search performance and strong robustness. The fundamental theory of the algorithm relies on the following five principles: the Separation of dragonflies S i ; the Alignment A i ; the Cohesion C i ; the attraction to a food source F i and the distraction from an enemy source E i . Based on these principles, the position of dragonflies can be updated and the formula used to update can be presented as:
where s, a, c, f , and e denote stochastic weights of corresponding principles, and w is the inertia weight. X t and X t+1 represent the population individual position in this and the next time point. In addition, X t and X t+1 are the current and next population position update velocity.
To deposit the noninferior solutions, an archive mechanism is considered. However, there is an upper limit for archive space; therefore, we should filter out the bad solutions under the probability of P i = N i /d, where d represents a positive constant, and N i demonstrates the Pareto optimal solutions' number in the i-th segment. By parity of reasoning, the probability of P i = d/N i is a reliable reference to a select food source and enemy locations from an archive set. Moreover, we set accuracy and stability simultaneously as the optimization objectives in our paper and denote them by obf 1 (q) and obf 2 (q). The specific expression of these two objectives is indicated as:
whereâ i and a i are the forecasting data and original data of the wind speed, respectively. However, there are several unavoidable shortcomings of MODA, such as it hardly escapes from a local optimal and it has an unsatisfactory convergence speed in the later term. To overcome these drawbacks, an improved MODA that integrates an exponential function steps-based strategy and an elite opposition learning strategy is developed in our study.
Definition 1: Elite Opposition Learning Strategy
As a novel computational intelligent technology [45] , the elite opposition learning strategy finds elite opposite solutions by relying on elite individuals. After comparing the present solutions and corresponding elite opposite solutions, the outstanding individuals are determined as the next population. The elite dragonflies are defined as the dragonflies whose fitness values are ranked in the first N in the current dragonfly population:
. . , N , t is the current iteration and D is the dimension of the algorithm space.
For
can be computed using:
, SN is the population size, and N reveals the selected elite solution numbers with the usual value of SN * 0.1.
With the elite opposition learning mechanism, the search scope is expanded, and the precision and global searching ability are enhanced while also maintaining the diversity of the population.
Definition 2: Exponential Function Steps-Based Strategy Traditional MODA includes six weight factors (s, a, c, f , e, w) with a randomly adaptive adjustment, that is, a random step length is adopted during the iteration. Although traditional MODA is favorable for finding globally optimal solutions to some extent, there is no powerful guarantee to obtain a preferable solution, which may result in a slow convergence rate. To solve this dilemma, an exponential function step replaces a linear function step to prompt the local and global search capacity and accelerate convergence velocity, that is, µ is introduced to update the steps with the formula of
and the corresponding improved step vector formula is
where rand ∈ [0, 1] represents a random digit. X reveals the raw step vector. Furthermore, the position vectors can be updated through
where t is the current iteration. The pseudocode of IMODA-ELM is given below. 
12 / * Revise the novel solutions according to the bounds using Eq. = µ · X t+1 = (rand − 0.5) · 2 rand · X t+1 26 / * Update the position vector by Eq. (15) 
III. THE FLOW OF THE DEVELOPED FORECASTING SYSTEM
To effectively enhance wind speed forecasting capacity, a developed forecasting system is proposed in our research that contains two forecasting stages. The specific flowchart of our paper is shown in Fig 1, and the corresponding discussion follows.
(1) In the first stage, we decompose the training set of the original time sequences into several subseries by VMD. Every subseries has its unique feature scales, which can be revealed as VM 1 , VM 2 , · · ·, VM s . Real-time decompose-tion is the basic principle in the decomposition process, which indicates that only training data are decomposed before the forecast [46] . This decomposition method assumes that future data are unknowable. Thus, when we obtain new data, only known data are decomposed and reconstructed to forecast data from the next issue or the next two or three issues. After the decomposition, the IMODA-ELM strategy is applied to conduct a forecasting in terms of each VM, and we preliminarily obtain the relevant forecasting series Q 1 , Q 2 , · · ·, Q s . Subsequently, the IMODA-ELM model continues to be used to forecast the error series that is calculated by subtracting the predicted value from the original wind speed value. Ultimately, the work in stage I ends with successfully obtaining the error series. (2) In the second stage, the forecasting consequence Q 1 , Q 2 , · · ·, Q s and the predicted error series are integrated by a nonlinear ensemble technology ELM optimized by the IMODA approach (IMODA-ELM), and then, we can obtain the eventual prediction consequences. When assessing the forecasting performance of the forecasting models, the forecasting values are adopted to compare with raw wind speed data, which means that the forecasting evaluation index is constructed based on the deviation between the real values and the predicted values. Moreover, to attest to the prediction ability of the two-stage forecasting system, six datasets gathered from China and Spain are determined as the case study.
Furthermore, a rolling forecasting mechanism and multistep ahead forecasting is applied simultaneously. For instance, if we forecast one VM of a certain wind speed series collected from China, the multistep prediction course can be illustrated as: the input set is
, and i is the forecasting step length with the value of 1, 2, or 3.
IV. EXPERIMENTAL SETUP AND RESULT DISPLAY
In this section, experiment preparation, three convictive experiments and a further analysis in terms of experiment results are concretely introduced. More specifically, the selected datasets and, the evaluation indicators are included in the experimental preparation, which provides a solid foundation for our numerical experiment. Furthermore, our experiments were conducted on Matlab2016a, and the operating system is Windows 7 with the hardware of Intel (R) Core i5-4590 3.30 GHz CPU and 8 GB RAM. 
A. DATASETS SETUP
To verify the applicability of our developed model in different times and spaces, six wind speed datasets from different sites and times are applied. Specifically, Dataset A is collected from Nov. 1 to Nov. 10, Dataset B is collected from Dec. 11 to Dec. 20, and Dataset C is collected from Feb. 11 to Feb. 20; these datasets are gathered from wind farms in Spain. Meanwhile, Datasets D, E, F are collected from Jan. 5 to Jan. 14, Feb. 1 to Feb. 10 and Mar. 3 to Mar. 12, respectively, from the same wind farm in Penglai, China. In our study, the sample size of every dataset is 1,440, among which the ratio of the training set to the testing set is 4:1; that is, the numbers of training and testing data are 1,152 and 288, respectively, in each dataset. To maximize the integrity and authenticity of the selected data, the original wind speed data are used as validation datasets; that is, there are no abnormal values that need to be addressed, which can be attributed to the regularity of wind speed series. Similarly, the number of missing data is small, and when missing data occur, we average the data of the before and after periods to replace the missing data. Some statistical characteristics of the selected datasets, including the number of training and testing data, all sample size, the mean value, the standard deviation, the maximum value and the minimum value, are detailed in Table 1 . In addition, Figure 2 shows the original data series in all selected datasets. Each parts of (a), (b), (c), (d), (e), and (f) in the figure represent the corresponding wind speed data series from Dataset A to Dataset F.
B. FOUR EVALUATION INDICATORS
To compare the forecasting capacity of different forecasting approaches, a great number of evaluation indicators are applied by researchers; however, there is no concrete standard for assessment performance. In considering the rigor of studies, we usually adopt more than one evaluation criteria to compare the prediction accuracy between the developed system and the remaining involved methods. In this study, we introduced four evaluation indicators, namely, the mean absolute error (MAE), normalized mean squared error (NMSE), mean absolute percent error (MAPE), and index of agreement (IA) [47] , [48] . It is obvious that when the MAE, NMSE, and MAPE are smaller, the forecasting capacity is better, while when the IA is larger, the accuracy of the model is better. The relevant definitions and mathematical expressions are presented in Table 2 .
C. TESTING APPROACH
Apart from the four evaluation indicators mentioned above, statistical approaches are also of the essence, and they play a vital part in the verification in terms of forecasting ability. Thus, the Diebold-Mariano (DM) test and forecasting effectiveness analysis are both conducted in our study as statistical tools to deeply support the effectiveness of the developed prediction system. Specifically, we test whether the forecasting capacity of the proposed system has any significant differences from the compared models through a DM test, and we verify whether the forecasting capacity of the developed system is observably superior to the forecasting capacity of the other methods through the forecasting effectiveness.
D. CASE STUDY I: WIND SPEED FORECASTING IN DATASET A, B OF SPAIN
In this part, 10-minute wind speed data from two datasets of Spain are first adopted to investigate the forecasting capacity of our novel forecasting system. Furthermore, seven widelyused benchmarking models are intended as comparison with the developed forecasting model, including ARIMA, BPNN, ELM, ENN, GRNN, IMODA-ELM (ELM optimized by IMODA) and VMD-IMODA-ELM (hybrid model integrating VMD, IMODA and ELM). The detailed parameters of four ANNs (BPNN, ELM, ENN, GRNN) are established in Table 3 . It must be noted that the parameters p (autoregressive term) and q (moving average term) of ARIMA are determined by Akaike information criterion (AIC) and Bayesian information criterion (BIC), thus, we didn't present them in Table 3 .
To systematically manifest the outstanding prediction accuracy of the proposed forecasting system, four comprehensive comparisons are conducted in detail. More specifically, we firstly make a comparison among five individual models involving statistic model ARIMA and artificial neural network BPNN, ELM, ENN and GRNN, so that the benchmark model with the most precise forecasting results is confirmed. Then, in the second and third comparison, the verification of validity in terms of data preprocessing approach and optimization algorithm are taken into account, thus, ELM is applied to compare with IMODA-ELM and VMD-IMODA-ELM to provide argument for the utilization of VMD and IMODA. Moreover, in the last comparison, we compare the evaluation criteria obtained from the two-stage forecasting system and the hybrid strategy without error correction and ensemble to prove the necessary of adding error information and ensemble approach. The ultimate evaluation criteria values i.e., MAE, MAPE, NMSE and IA of dataset A and B are established in Table 4 , where the bold parts reveal the most outstanding indicator results and Fig 3 and (1) In the first comparison, the single forecasting models are compared with each other, and from the error criteria values, we can observe that in the overwhelming majority of cases the forecasting capacity of the ELM is better than other individual methods. For instance, in Dataset B, the MAPE values of ELM from step 1 to step 3 are 6.7023%, 8.4071%, 9.4153% respectively, which are the smallest relative to other single forecasting models.
(2) In the next comparison, we tend to validate the difference of forecasting performance between the ELM and ELM optimized by IMODA. It is obvious that the IMODA-ELM model prompts forecasting accuracy to a certain extent compared with the ELM model, as shown in the one-step forecasting of the two datasets, the MAPE values of ELM are 7.5351% and 6.7023% in Dataset A, B, inferior to the values of IMODA-ELM with MAPE of 6.8277%, 6.6350% respectively.
(3) To further investigate the effectiveness of data pretreatment technology, the IMODA-ELM, VMD-IMODA-ELM are employed to compare with each other. The criteria values demonstrate that VMD technique benefits a lot for the improvements of forecasting performance. By comparing the error criteria values in Dataset A, the best MAE, MAPE, NMSE, IA from step one to step three are all obtained from the VMD-IMODA-ELM, which affirms the observation that the VMD yields positive effects on wind speed forecasting accuracy.
(4) In the last comparison, we intend to verify whether the error information and ensemble approach play an active and constructive role in forecasting system by contrasting the prediction performance of VMD-IMODA-ELM and our developed forecasting system. In accordance with four assessment criteria, the developed model far surpasses the VMD-IMODA-ELM whatever the dataset and forecasting step is. Thus, there is no doubt that two-stage forecasting system is of the essence for enhancing wind speed prediction accuracy.
Remark. The proposed two-stage prediction system is the best candidate for wind speed forecasting among all involved models. The data pretreatment strategy, the IMODA algorithm and the added error information and ensemble approach can improve forecasting accuracy to varying degrees, and comparatively speaking, the contribution of error information and ensemble approach is more prominent.
E. CASE STUDY II: WIND SPEED PREDICTION IN DATASET D, E OF CHINA
For the aim of revealing the universality of the proposed forecasting strategy in different time and sites, we collected wind speed data with different time frame from two turbines in Penglai, China as the case study. The same with the evaluation criteria involved in case study I, MAE, MAPE, NMSE, IA are also applied to further verify the prediction capacity of the relative models presented in the first VOLUME 7, 2019 experiment. Table 5 demonstrates the evaluation criteria values obtained from the proposed system and other comparative methods, and the prediction consequences are exhibited in Fig 5 simultaneously . In Fig 5, the (a) and (b) parts present of benchmark models and hybrid models in Dataset D, and the (c) and (d) parts give the corresponding forecasting results in Dataset E.
From Table 5 and Figure 5 , we can find the simulation results in this case study is analogous to that in the case study above. To be specific, the developed two-stage forecasting system achieves the most excellent forecasting accuracy in that the MAE, MAPE, NMSE results are the lowest while the IA values are the highest among all compared methods in both dataset D and E. Thus, the developed twostage model is an appropriate and valid tool for wind speed forecasting which has high generalization capacity in terms of different time and space. Besides, relative to single ELM model, the IMODA-ELM and VMD-IMODA-ELM are more effective to forecast wind speed, which immensely testifies the necessity of data preprocessing technology and optimization algorithm. Moreover, error correction and ensemble approach can further enhance the prediction capacity of the proposed prediction system.
Remark. Based on two datasets obtained from diverse time and site, the developed two-stage forecasting system always demonstrates satisfactory forecasting performance, which proves again that adding the VMD, IMODA, error correction and ensemble approach in the proposed system is credible and valid and the developed forecasting strategy can be widely employed for wind speed forecasting.
F. CASE STUDY III: COMPARISON USING THE FORECASTING EFFECTIVENESS AND THE DM TEST
For evaluating the superiority of our developed two-stage forecasting strategy, forecasting effectiveness is employed to conduct a comparison between our developed strategy and other comparative methods [49] . In the calculating, the 1-order prediction validity is associate with the desired values of prediction precision sequences, whereas, the 2order prediction validity associates with distinction between standard deviation and expected value of prediction precision sequences. Universally, the bigger the prediction precision value, the better the forecasting capacity. Detailed forecasting effectiveness values of Dataset A and B are demonstrated in Table 6 , from which we can find that the prediction effectiveness values of our developed system are better than that of comparative methods in every forecasting step, and this also reveals that our proposed forecasting system could immensely enhance prediction precision. For instance, in Dataset A, the first-order values are 0.9473, 0.9427, 0.9379 from one-step to multi-step forecasting and the second-order prediction effectiveness are 0.8907, 0.8560, 0.8296 respectively. Furthermore, we can observe that the forecasting effectiveness of all models decreases as the number of forecasting steps adds. This reveals that although multi-step prediction would provide us more information in advance, the forecasting accuracy decreases inevitably. However, our proposed system decreases less than other comparative models.
Further, we apply DM test to investigate whether the forecasting accuracy of our new forecasting system obviously distinguishes that of the other involved models under a certain level of significance [50] . Table 7 demonstrates the DM Test Results in Dataset D, E, from which we can find that even the lowest DM with the value of 2.3484 is higher than the critical value of the 5% significance level. Thus, we could conclude that our proposed prediction system is the most appropriate selection for wind speed forecasting relative to single model, IMODA-ELM and VMD-IMODA-ELM.
Remark. The proposed two-stage forecasting strategy is adaptable to enhance prediction properties of wind speed to the maximum extent and the integration of VMD, IMODA, error correction and ensemble approach could attain our target of improving prediction precision and stability simultaneously.
V. DISCUSSION
In this section, we further analyze the impact of diverse data preprocessing technologies and optimization algorithms on forecasting capacity, the improvement percentages of our developed model relative to other compared models, the forecasting stability, the interval forecasting and the practical application to deeply attest to the forecasting capacity of our developed system from more than one angle.
A. THE SIGNIFICANCE OF DATA PREPROCESSING TECHNOLOGY AND OPTIMIZATION ALGORITHM
From the case study, we have preliminarily verified that the employment of data pretreatment technology and optimization algorithm can immensely enhance forecasting accuracy and stability. In this subsection, we conduct two aspects of the discussions to explore whether the applied data preprocessing technique and optimization algorithm are superior to other classic methods. Without a loss of generality, four evaluation criteria of the proposed hybrid mode and other hybrid models with different data pretreatment technology and optimization are compared with one another based on Datasets C and F. The comparison result is shown in Table 8 , and the specific analysis results are demonstrated below. (1) To provide convincing evidence for the utilization of the VMD technique, SSA-IMODA-ELM, EEMD-IMODA-ELM, CEEMD-IMODA-ELM, and WPD-IMODA-ELM are adopted to compare with the proposed model. According to the values of the evaluation criteria, the proposed hybrid model that uses VMD approach has an overwhelming advantage over the models that uses EEMD, SSA, CEEMD and WPD techniques due to the lower MAE, MAPE, and NMSE values and higher IA values from the 1-step to the multistep prediction. Thus, it is an excellent choice to add VMD technology to our developed two-stage forecasting system for wind speed prediction.
(2) Similarly, we also make a comparison among VMD-MODA-ELM, VMD-MOGOA-ELM, VMD-MOALO-ELM, VMD-IMODA-ELM and the proposed model so that the superiority of the advanced IMODA can be certified. From the table, we can observe that the proposed model optimized by IMODA can reach higher forecasting accuracy with MAPE values of 4.8293%, 6.3987%, and 7.0766% from step 1 to step 3 in Dataset C and 3.9952%, 4.7087%, and 8.9557% in Dataset F. Moreover, with the augmentation of prediction steps, the prediction accuracy of the proposed model declines more slowly than the other four models, which also reveals its forecasting stability. Therefore, we can relievedly apply the IMODA algorithm to our forecasting system. Moreover, the proposed model is obviously superior to VMD-IMODA-ELM, which can be explained by the effectiveness of the error correction.
B. THE IMPROVEMENT OF THE DEVELOPED FORECASTING SYSTEM
We have verified above that the data pretreatment technique and optimization algorithm employed in the developed model are two valid assistants for enhancing forecasting accuracy and in this subsection, our target is to further investigate the improvement of the forecasting accuracy of the developed system over the compared models. The definitions of the improvement percentage designed for MAPE, MAE and NMSE are presented in Table 9 with the equation of R indicator = (indicator 1 −indicator 2 )
where indicator 1 and indicator 2 represent the forecasting indicator values of the comparative model and the proposed model, respectively. Table 10 gives the ultimate improvement percentage values of the proposed system over the remaining involved methods in Datasets A and B, from which we can observe that the improvement in the forecasting ability of our proposed model is significant. Thus, there is no doubt that the developed wind speed forecasting system is extremely appropriate to be applied to wind speed forecasting.
Specifically, the improvements of the novel system relative to single prediction strategies, such as ARIMA, BPNN, ELM, ENN and GRNN, are the most obvious. For example, in the one-step forecasting, the improvement percentages of MAPE compared with ELM are 30.1060% and 60.5076%, respectively, which reveals the excellent function of a hybrid two-stage forecasting strategy. Compared with the IMODA-ELM hybrid model, the proposed system can always enhance forecasting accuracy to a great extent. The results illustrate the necessity of adopting a data preprocessing strategy. Similarly, the improvement percentage values of the developed model over VMD-IMODA-ELM are 17.4195%, 20.7456% and 33.8497% from step 1 to step 3 in Dataset A, which also demonstrates the effectiveness of considering error information. Accordingly, the new two-stage forecasting system can prominently enhance forecasting accuracy relative to all compared models, which convincingly attests to the effectiveness of the developed two-stage forecasting system.
C. THE STABILITY OF THE NOVEL TWO-STAGE PREDICTION SYSTEM
Apart from the accuracy of short-term wind speed forecasting, forecasting stability is also an indispensable objective that we are absorbed in. Thus, we further discuss the forecasting stability of our developed combined model. As is wellknown, the variance of forecasting error is widely used to assess the forecasting stability of a certain model; therefore, we adopt the variance of forecasting errors in Datasets D and, E to support the reasonability of employing the developed two-stage forecasting system. Table 11 reveals the stability results of the proposed system and the compared methods. From the table, the variance values of the errors in the developed system from 1-step to three-step prediction are 0.0321, 0.0387, and 0.0620 in Dataset D and 0.3264, 0.2236, and 0.6764 in Dataset E, which are all the lowest among all comparison models. According to the definition of variance, when the values are lower, the forecasting performance is better; thus, we can conclude that our proposed model possesses not only excellent forecasting precision but also outstanding forecasting stability.
D. THE UNCERTAINTY ANALYSIS: INTERVAL FORECASTING
Relative to point forecasting, interval forecasting can depict the more uncertain information of raw wind speed series; thus, we conduct interval forecasting based on four datasets in this subsection [52] . First, four common distributions -EV, GEV, Logistic, and Normal -are researched to determine the optimal distribution of the constructed forecasting intervals. The R 2 values are exhibited in Table 12 , where we can observe that the Logistic model achieves the highest R 2 values in every dataset; therefore, it is considered to be the optimal distribution to build a forecasting interval. Moreover, the ELM, IMODA-ELM, and VMD-IMODA-ELM are adopted as a comparison with the proposed system because of their relatively excellent forecasting performance in single models and hybrid models. According to three assessment criteria of forecasting interval coverage probability (FICP), forecasting interval normalized average width (FINAW) and accumulated width deviation (AWD) [53], the developed model is proved to be the most effective in obtaining better interval forecasting results whether the expectation probability with the definition of (1 − α) × 100% is 80% or 90%. Table 13 provides the interval forecasting consequences, from which we can conclude that the proposed system has excellent forecasting accuracy in terms of both point forecasting and interval forecasting, which can assist policy makers assessing risk and making sound decisions.
E. SENSITIVITY ANALYSIS
To investigate the impact of parameter changes on the model output, we conduct a sensitivity analysis in terms of VMD technology and IMODA in this subsection. There are two significant parameters in VMD, including the moderate bandwidth limitation and modal decomposition number, and there are three parameters in IMODA, including the dragonfly number, iteration number, and archive size, which have an important influence on the forecasting capacity of the proposed model. The principle of sensitivity analysis is to observe the influence of the change of one parameter on the accuracy of the proposed model by changing one parameter each time while fixing the other parameters. To quantify the results of the sensitivity analysis, four evaluation indexes (S MAE , S MAPE , S NMSE , and S IA ) are selected to analyze the obtained results, whose definitions are the standard deviation of every evaluation criterion. Table 14 presents the detailed definition of the four evaluation indexes, and Table 15 is the specific sensitivity analysis results. The corresponding discussion follows.
(1) As for the VMD technique, the values of the moderate bandwidth limitation are set to 200, 400, 600, 800, and 1000, and the modal decomposition numbers are set to 6, 7, 8, 9, and 10, respectively. By changing one parameter each time, we can obtain the corresponding index values of the sensitivity analysis. Based on this, we can observe that the sensitivity of the moderate bandwidth limitation is higher than the modal decomposition number with higher S MAE , S MAPE , S NMSE , and S IA values. Moreover, with the increase of forecasting steps, the standard deviation of every evaluation criterion also increases, which indicates that in multistep forecasting, the variation of parameters has a more significant influence on the forecasting accuracy of the proposed model.
(2) For the IMODA method, the numbers of dragonflies are allocated with 20, 40, 60, 80, and 100, and the iteration number changes from 20 to 250 with increments of 50; and the archive size is set to 200, 300, 400, 500, and 600, respectively.
Similarly, the tolerance of our developed model for parameter changes drops with the increase of forecasting steps. Nevertheless, with the increase of forecasting steps, the standard deviation of every evaluation criterion still changes within a small range, which indicates that the change of parameters in IMODA can generate minimal effect on the forecasting accuracy; thus, our selected optimization algorithm is stable and universal.
F. DETERMINATION OF THE RATIO BETWEEN THE TRAINING SET AND THE TEST SET
As mentioned above, the ratio of the training set to the test set is 4:1; that is, 1,152 data are used to train, and 288 data are used to test in each dataset. In this subsection, we conduct a comparison in terms of the forecasting performance under different training-test ratios to determine the best training and test data allocation. Table 16 presents more forecasting details regarding the simulation results in Datasets C and F. From the table, we can observe that when the ratio of the training set to the test set is 4:1, the forecasting capacity of the developed model is better, which is proved by the lower MAPE values in Datasets C and F. Although some MAE and IA values are much more satisfactory when the training-test ratio is 3:1, the higher MAPE values determine that the training-test ratio of 3:1 is worse than the training-test ratios of 4:1. Thus, it is sensible and reliable to use the 4:1 training-test ratio in our experiments to obtain a much higher forecasting accuracy.
G. COMPARISON WITH DEEP LEARNING NEURAL NETWORKS
To further attest to the effectiveness of the developed twostage forecasting model, we further compare the proposed model with two deep learning neural networks, namely, a Long Short-Term Memory network (LSTM) and a Deep Belief Network (DBN). Both wind speed datasets and electric load datasets are adopted to provide more analysis to let readers know the pros and cons if they want to use the method to address other data. The selected datasets have different dataset lengths, including 1,440, 7,200, and 14,400 , and based on these, we can further illustrate the forecasting capacity of our developed model with considerable training data.
The specific introduction of the novel involved datasets is presented in Table 17 , and the comparative results are established in Table 18 . Based on Table 18 , we can conduct the following analysis.
(1) Whether using wind speed data or electric load data, the proposed model is always superior to LSTM and, DBN from one-step forecasting and three-step forecasting. The MAPE values obtained from the proposed model are much smaller than the MAPE values from the other two deep learning neural networks. Compared with the electric load data in Datasets H, J, and L, the degree of improvement of our proposed model over the compared models in terms of wind speed data is more significant. In Dataset H, the MAE, MAPE, and NMSE values of the proposed model in one-step forecasting is inferior to these values of LSTM, which can be explained by the randomness of the sample.
(2) With the increase of data length, more data are used to train the selected model. The developed model can also provide satisfactory forecasting performance compared with deep learning neural networks. However, the improvement in accuracy due to the addition of more data information is not significant, and in many cases, it may lead to a decrease in forecasting accuracy, while the running time increases dramatically. For example, in one-step forecasting, the MAPE values of the proposed model in Datasets G, I, and K are 2.9880%, 2.3607%, and 2.7745%, respectively, and in Datasets H, J, and L, they are 1.5153%, 1.4017%, and 0.6328%, respectively. This indicates that for our proposed model, 1,440 data are sufficient to obtain excellent forecasting accuracy and maximize operational cost savings.
H. COMPUTATION EFFICIENCY OF THE PROPOSED MODEL AND TIME COMPLEXITY WITH DIFFERENT DATASET SIZES
To obtain the computation efficiency of the proposed model, the run time of the proposed model and every compared model in all datasets is calculated in this subsection. The detailed results are established in Table 19 . From the table, we can observe that the performance time of individual benchmark models, including ARIMA, BP, ELM, ENN, and GRNN, is shorter than the performance time of hybrid models. Additionally, the performance time of ELM is the lowest, which indicates its good computation efficiency. The run time of the proposed model is the longest with the values of 62.7277s, 60.2419s, 59.2632s, 58.4527s, 63.9475s, and 56.5354s from Datasets A to F, which is within the acceptable range. In the previous discussion, we compared the developed model and two deep learning neural networks in terms of forecasting performance under different dataset sizes. In this section, to evaluate the time complexity and cost of the proposed model with the increase of the dataset size, we also calculate the run time of LSTM, DBN, and the proposed model in terms of wind speed data and electric load data with dataset lengths of 1,440, 7,200, 14,400, respectively. It is obvious that with the increase of the dataset size from Datasets G to L, the run time of the proposed model and two deep learning neural network models also increases, but the gap between the proposed model and the comparison models is becoming much smaller, which indicates that the proposed model can always be used to forecast wind speed. Thus, we can conclude that with the increase of the size of the dataset, the complexity and time of model operation are increasing; therefore, we choose a reasonable dataset size in our paper to obtain an acceptable running cost and enhance computational efficiency. 
VI. CONCLUSION
Wind speed forecasting plays a significant role in power grid control and operation. Wind speed forecasting models with high precision and steadiness are a rewarding tool for curtailing operating costs, prompting management efficiency and controlling the unsafe factors of power system operation [54]. Thus, exploring and exploiting accurate and valid prediction systems is an impending and necessary task. In this paper, a developed two-stage wind speed forecasting model has been successfully proposed that combines the advantages of the VMD technique, IMODA, error correction and the nonlinear ensemble approach. For the aim of attesting to the prediction performance of the developed system, three experiments and five discussions have been conducted based on six datasets obtained from Spain and China. From the simulation results, we have found that the proposed system is better than all comparative methods whether in one-step or multistep forecasting due to its high forecasting precision and steadiness. Specifically, the reasons for why the proposed system can be widely used in short-term wind speed forecasting are demonstrated as follows. (1) Considering error correction and VMD-IMODA-ELM in our proposed model has been a positive attempt to validly take advantage of the benefits of the two strategies. (2) The IMODA has been applied to optimize the ELM strategy. The modified optimization algorithm can not only prompt prediction precision and steadiness; but also improve the convergence rate and overall optimization capacity, which is better than the comparative algorithms of MODA, MOGOA and MOALO. (3) Interval forecasting has provided more uncertain wind speed information and has been used to further prove the forecasting stability of the proposed model. (4) Relative to all involved models, the proposed system has achieved excellent forecasting capacity in one-step and multistep predictions. For instance, the mean MAPE improvement percentages of the developed system over other compared methods in Dataset A are 34.5236%, 42.0159% and 46.3612% from step 1 to step 3, respectively, and in Dataset B, these values are 59.7371%, 65.1664% and 69.6857%, respectively. Furthermore, the variance values of the developed system are the lowest among all involved methods with the mean values of 0.0443 and 0.4088 in Datasets D and F respectively, which proves the stability in wind speed prediction. In addition, the interval forecasting consequences also reveal that the developed system has better forecasting ability. Overall, the proposed twostage forecasting strategy can distinctly improve wind speed forecasting performance and thus shows its utility value in grid power operation. The forecasting results are valuable for practical application, which can also provide some enlightenment for government and other involved parties. To benefit from the accurate and stable wind speed forecasting results, government can build and maintain valid and feasible wind power policies and improve the market competitiveness of wind power, which can also help cut the cost of wind power integration. Furthermore, the government can invest more in the scientific research of wind speed and wind power forecasting to further complete wind energy point prediction and interval prediction systems. For other involved parties, they can enhance the performance of wind turbines, improve the efficiency of power system scheduling, and optimize the utilization of various power generation methods based on the precise and stable point and interval forecasting results so that more wind energy can be added to the power system. Furthermore, the involved parties can develop reasonable strategies to ensure the rational allocation of power system resources, reduce resource waste and improve economic benefits.
The existing limits of our developed forecasting model include two aspects. One aspect is that only wind speed series are adopted to conduct wind speed forecasting, and other potential factors are not considered. The other limitation is that there is no single optimization algorithm that can outperform all the rest in all optimization problems, and this is also an inherent characteristic in machine-learning, which indicates that our selected IMODA can provide accurate and stable optimization performance in our work, but it may not be applicable to other optimization problems. Thus, considering other potential factors that will influence wind speed forecasting precision and investigating novel and advanced optimization algorithms with wide applicability can be the direction of our future research work. She has published more than 20 academic articles in SCI retrieval and most of them have been published in top international journals. Her research interests include time series analysis, applied statistics, artificial intelligence, high-dimensional data analysis, and energy prediction theory and method.
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