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  Taiwan high speed railway(THSR) have operated since 2007. With its virtues of 
high speed, high passenger capacity and reducing travel time, many travelers  use 
THSR to make the one-day living circle in northern and southern Taiwan. THSR 
Zuoying station has been ranked as the third high station passenger volume, and the 
first and second are THSR Taipei station and THSR Taichung station, respectively. 
Moreover,  THSR Zuoying station plays a vital role on north Kaohsiung’s traffic hub 
and is also a departure station as well as destination.  
  To avoid wasting resource, when planners design the station, they should 
consider the station passenger volume. In addition, forecasting passenger volume can 
scheme and manage the transport system planning. Based on above reasons, this study 
will forecast passenger volume for THSR Zuoying Station. 
  This study will use Neural Network and Linear Regression to forecast passenger 
volume for THSR Zuoying Station and also compare their forecasting ability. The 
month passenger volume data is from 97/1 to 103/12. The result of this research are 
shown as follow. The passenger volume for THSR Zuoying Station increase stably. The 
Neural Network’s forecasting ability is better than Linear Regression. 














































































表 1 灰關聯分析與雙對數迴歸模型 高鐵運量變數比較表 
 短程 中程 長程 




























類神經網路模式(Neural Network)誕生於 1943 年，由神經生物學家
Warren McCulloch 和統計學家 Walter Pitta 共同提出神經元學模式。其是模仿
生物神經網路的訊息傳遞功能，並以人工神經模擬生物神經元的運算方式，
將其結果藉由網路傳遞至其他人工神經元中。而第一個使用類神經網路作為













                      (1) 
                  (2) 
其中， 為第 n-1 層第 i 個神經元和第 n 層第 j 個神經元的連結權重；          
為第 i 個輸入變數； 為第 n 層第 j 個神經元之偏權重 
(3) 計算輸出結果和目標結果的誤差 
 
                  (3) 
其中， 為第 j 個輸出層之目標輸出值； 為第 j 個計算的推論值。 
(4)調整權重 




(5)重複 2-5 步驟直到收斂 
第二十三屆海峽兩岸都市交通學術研討會 論文集 
基於美好生活的交通綜合治理 












         
(5) 
符號說明 
Y : 應變數(dependent variable) 













表 2 輸入變數設定表 
變數英文 變數中文 單位 
Rider(Y) 左營站運量 人 
Pop(X1) 高雄市人口數 人 
Car(X2) 高雄市汽車車輛數 輛 
Number(X3) 高鐵班次數 班 









營站的運量預測。將利用 Super PCNeuron 5.0 軟體進行資料分析。 輸入資料
有高雄市人口數(pop)、高雄市汽車車輛數(car)、高鐵班次數(number)和淡旺
季因子(vacation)，目標變數為左營站運量(rider)。隱藏層為一層。訓練樣本
為 56 個，測試樣本為 28 個。學習次數為 1000 次，學習速率為 1。 
表 3 各樣本誤差均方根與判定係數 
 訓練樣本 測試樣本 
樣本數 56 28 
誤差均方根 71522.19531 66209.35156 
判定係數 0.73553 0.797935 
   
 
 
圖 1 訓練樣本散佈圖 (圖片來源由 Super PCNeuron 5.0 軟體擷圖) 
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4.3 迴歸分析 





釋能力方面，調整後的 R 平方值等於 0.7437。 
 
表 4 迴歸分析表 
調整後的 R 平方=0.7437 
變數 參數估計 p-value 
截距 -64280126 <.0001 
高雄市人口數(X1) 23.62072 <.0001 
高鐵班次數(X2) 12.41075 0.2976 
高雄市汽車車輛數(X3) -0.15345 0.0819 




量。當人口數每增加 1 人，就會增加 24 個運量；汽車登記數每增加一輛，就
會減少 1 個運量；當是旺季時，運量就會增加 50246。因此，迴歸模型方程
式如下 
              (6) 
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