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Abstract
In classical shop scheduling, the tasks corresponding to a job may not be executed
in parallel, i.e., their processing times may not overlap. In case these tasks are pro-
cesses, independent of each other, this assumption is no longer justied. We consider
corresponding scheduling problems where each job splits into a number of pairwise
independent processes that have to be executed on dedicated machines.
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Subject classication: 90B35
1 Introduction
We consider scheduling problems of the following type: Given a set J = f1; : : : ; ng of
jobs and a set M = f1; : : : ;mg of machines. Each job j 2 J splits into a number of
processes (tasks) that have to be processed on dedicated machines. For simplicity we
assume that there are at most m such processes per job and that these are assigned to
pairwise dierent dedicated machines. The processes, however, are independent of each
other, so they may well be processed in parallel (in contrast to classical shop scheduling
where processing times of tasks may not overlap).
In other words, we assume that for each job j there is a subset Mj  M and each job j
has to be processed exactly once on each machine i 2 Mj . The processing of job j takes
pji  0 time units. The completion time Cj is the earliest point in time where all processes
corresponding to a job j are nished.
In case there are precedence constraints, they are interpreted as follows: j ! k means
that no process of job k may start before Cj .
We concentrate on schedules minimizing either the maximum completion time Cmax =
maxnj=1Cj (cf. Section 2) or the total completion time
P
Cj =
Pn
j=1Cj (cf. Section 3).
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To simplify the notation, we extend the three-eld notation of Graham et al. [2] by adding
the term split to the second eld (e.g. P2jsplitjPCj denotes a problem where a set of
split-jobs has to be scheduled on 2 machines minimizing the objective
P
Cj).
2 Maximum completion time
In the absence of precedence constraints this problem is trivial. In case of precedence
constraints, split-job problems can equivalently be be described as parallel dedicated ma-
chine problems (by considering each process as a single job and extending the precedence
constraints in the obvious way). It turns out that already the simplest such problems are
NP-hard:
Theorem 1 : Problem P2jsplit; chainjCmax is NP-hard in the strong sense.
Proof: To prove the NP-hardness we will reduce the strongly NP-hard problem 3-
PARTITION (3-PART) (see Garey and Johnson [1]) to the decision version of the given
problem.
3-PART: Given are 3r positive numbers a1; : : : ; a3r with
3rP
i=1
= rB and B4 < ai <
B
2 for
i = 1; : : : ; 3r. Does there exist a partition I1; : : : ; Ir of the index set f1; : : : ; 3rg such that
jIj j = 3 and
P
i2Ij
ai = B for j = 1; : : : ; r ?
Given an arbitrary instance of 3-PART, an instance of problem P2jsplit; chainjCmax is
constructed as follows:
n := 5r − 1
Mj :=
8><>:
f1g j = 1; : : : ; 3r
f2g j = 3r + 1; : : : ; 4r
M j = 4r + 1; : : : ; 5r − 1
pj1 := aj j = 1; : : : ; 3r
pj2 := B j = 3r + 1; : : : ; 4r
pj1 := 1 pj2 := 1 j = 4r + 1; : : : ; 5r − 1
chain : 3r + 1! 4r + 1! 3r + 2! 4r + 2! : : :! 4r − 1! 5r − 1! 4r
We ask for a schedule of the n jobs with Cmax  S := rB+ r− 1. We show that 3-PART
has a feasible solution if and only if a schedule with Cmax  S exists.
Since the sum of processing times on machine 2 for the jobs in the chain is equal to S,
in each feasible schedule with Cmax  S the jobs in the chain have to be scheduled
without interruptions and thus their schedule is as given in Figure 1. Since also the sum
of processing times on machine 1 is equal to S, in each schedule with Cmax  S the jobs
1; : : : ; 3r which correspond to the 3r elements of 3-PART, have to be scheduled completely
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Figure 1: Schedule of the jobs in the chain
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Figure 2: Schedule of the dummy jobs
within the r intervals of length B which remain on machine 1. Thus, 3-PART has a feasible
solution if and only if a schedule with Cmax  S exists. 2
For m  3, a similar result holds even for unit processing times:
Theorem 2 : Problem P3jsplit; prec; pji = 1jCmax is NP-hard in the strong sense.
Proof: To prove the NP-hardness we again reduce 3-PART to the decision version of
the given problem. The complexity of this reduction is pseudo-polynomial, however, since
3-PART is NP-hard in the strong sense, this will cause no problems.
The base of the instance of problem P3jsplit; prec; pji = 1jCmax corresponding to an
arbitrary instance of 3-PART will be the introduction of 2rB+ 3r+ 9 dummy jobs. These
jobs will be used to produce a pattern of free intervals on the 3 machines. Each of these jobs
has to be processed on only one machine. This machine assignment and the precedence
constraints between the dummy jobs is given in Figure 2. Besides these jobs there are
r(B + 6) additional jobs. These jobs are divided over 3r chains: chain i consists of ai + 2
jobs, where the rst has to be scheduled on machine 1, the next ai on machine 2, and the
last on machine 3; i = 1; : : : ; 3r.
We ask for a schedule of the jobs with Cmax  S := rB + r − 1. We show that 3-PART
has a feasible solution if and only if a schedule with Cmax  S exists.
Obviously, in each schedule with Cmax  S the dummy jobs have to be scheduled as given
in Figure 2. Furthermore, since the sum of processing times of the jobs which have to be
processed on one of the machines is equal to S for all three machines, each schedule with
3
Cmax  S may not have any idle time on a machine before S. Thus, on machine 1 within
the interval [0; 3] three rst jobs of some chains i; j; k will be scheduled. Consequently, on
machine 2 within the interval [3; B+3] only the ai+aj+ak jobs of these chains which have
to be processed on machine 2 are ready for processing; i.e. we must have ai+aj +ak  B.
Finally, to be able to ll all three free position within the interval [B+3; b+6] on machine
3 we can only use the last job of the three chains i; j; k if all other jobs of these chains
are already nished on machine 2. Thus, we must have ai + aj + ak  B, which implies
ai + aj + ak = B. Inductively, we can show for the remaining parts of the schedule that
always three chain i; j; k with ai+aj+ak = B are scheduled together. Thus, each schedule
with Cmax  S leads to a feasible solution of 3-PART and vice versa. 2
Remark: It is straightforward to see that by introducing a fourth machine, the structure of
the precedence constraints between the dummy jobs can be replaced by two chains without
changing the free positions on the rst 3 machines. Thus, P4jsplit; chain; pji = 1jCmax is
also NP-hard in the strong sense.
3 Total completion time
Contrary to the bottleneck criteria, problems with split-jobs, sum objective criteria, and
no precedence constraints can not be reduced to independent single-machine problems. In
this section we show that even the most simple problems with sum objective criteria are
NP-hard in the strong sense.
Theorem 3 : Problem P2jsplitjPCj is NP-hard in the strong sense.
Proof: To prove the NP-hardness we will reduce the strongly NP-hard problem NU-
MERICAL 3-DIMENSIONAL MATCHING (N3DM) (see Garey and Johnson [1]) to the
decision version of the given problem.
N3DM: Given are 3r positive numbers a1; : : : ; ar; b1; : : : ; br; c1; : : : ; cr and a value B withPr
i=1(ai + bi + ci) = rB. Does there exists a partition of the 3r elements into disjoint
subsets A1; : : : ; Ar such that each Aj consist exactly one a-element, one b-element, and
one c-element and that
P
x2Aj = B for all j = 1; : : : ; r?
W.l.o.g we may assume that the only possibility to nd a subset of three elements which
add up to B is to take exactly one a-element, one b-element, and one c-element (add 9B to
all a-elements, 3B to all b-elements). Given such an instance of N3DM, a corresponding
instance of problem P2jsplitjPCj is constructed as follows:
n := 3r, Mj := M ; j = 1; : : : ; n
pi1 := B + ai; pi2 = B − ai; i = 1; : : : ; r (’a-jobs’)
pr+i;1 := bi; pr+i;2 = 2B − bi; i = 1; : : : ; r (’b-jobs’)
p2r+i;1 := B + ci; p2r+i;2 = B − ci; i = 1; : : : ; r (’c-jobs’)
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We ask for a schedule of the n jobs with total completion time
P
Cj  S := 12(9r2 +
3r)B+
Pr
i=1(ai+ci). We show that N3DM has a feasible solution if and only if a schedule
with
P
Cj  S exists.
First, assume that A1; : : : ; An with Aj = (aij ; bkj ; clj ) is a feasible solution of N3DM. If
we schedule the n = 3r jobs on both machines in the order
i1; r + k1; 2r + l1; i2; r + k2; 2r + l2; : : : ; ir; r + kr; 2r + lr
we get:
Ci1 = maxfB + ai1; B − ai1g = B + ai1;
Cr+k1 = maxfB + ai1 + bk1; 3B − (ai1 + bk1)g = 2B + cl1 ;
C2r+l1 = maxf2B + ai1 + bk1 + cl1 ; 4B − (ai1 + bk1 + cl1)g = 3B
and
Cij = (j − 1)3B +maxfB + aij ; B − aijg = (j − 1)3B +B + aij ;
Cr+kj = (j − 1)3B +maxfB + aij + bkj ; 3B − (aij + bkj)g = (j − 1)3B + 2B + clj ;
C2r+lj = (j − 1)3B +maxf2B + aij + bkj + clj ; 4B − (aij + bkj + clj )g = (j − 1)3B + 3B
for j = 2; : : : ; r. This implies that the mean flow time of this schedule is given by:
nX
j=1
Cj =
rX
j=1
(6B + aij + clj ) +
r−1X
j=1
3j3B
= 6rB +
r(r − 1)9B
2
+
rX
i=1
(ai + ci) = S:
Conversely, assume that problem P2jsplitjPCj has a solution with PCj  S. It is
straightforward to see that we may restrict to solutions where the jobs are processed in
the same order on both machines. Thus, the solution may be represented by an ordering
 = (1; : : : ; n) of the n = 3r jobs.
Let At (Bt) denote the sum of the processing times of the rst t jobs of  on machine 1
(machine 2), t = 1; : : : ; n; i.e.
At =
tX
j=1
pt;1; Bt =
tX
j=1
pt;2:
Since for all jobs we have pj1 + pj2 = 2B the objective value of  may be written as:
nX
j=1
Cj =
n(n+ 1)
2
B +
1
2
nX
j=1
jj j
where t = At −Bt.
To get an estimate for
Pn
j=1 jj j we consider the changes of the sign of the -values. We
call position j good if j−1j  0; j = 1; : : : ; n; 0 := 0.
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Claim:
Pn
j=1Cj = S
 if and only if all positions j = 1; : : : ; n are good and An = Bn.
Proof: If the job j is an a-job or a c-job with pj ;1 = B + y then
jj−1j+ jj j
(
= 2y if position j is good
> 2y else.
On the other hand, if job j is a b-job with pj ;1 = y then
jj−1j+ jj j
(
= 2(B − y) if position j is good
> 2(B − y) else.
Thus,
2
nX
j=1
jj j =
nX
j=1
(jj−1j+ jj j) + jnj
 2
rX
j=1
(aj + cj +B − bj)
= 2
rX
j=1
(aj + cj + aj + cj)
= 4
rX
j=1
(aj + cj):
Hence,
Pn
j=1Cj  n(n+1)2 B +
Pr
j=1(aj + cj) = S
 and equality holds if all positions are
good and An = Bn. 2
It remains to show how from each schedule with
Pn
j=1Cj = S
 a feasible solution for
N3DM can be constructed. Based on the above claim we know that  contains only good
positions. Now, assume that the jobs j−1 and j are both a a- or c-job. If both positions
j − 1 and j are good then Aj−1 must equal Bj−1 and thus j−1 = 0. Furthermore,
 a sequence of 3 consecutive a- or c-jobs
 two a- or c-jobs at position 1 and 2
 two a- or c-jobs at position n− 1 and n
will always lead to a position which is not good. Since at least r of the a-jobs or c-jobs
must be placed after some other a-job or c-job or at position 1,  must contains r blocks
each starting with an a- or c-job, followed by a b-job, and ending with an a- or c-job.
Furthermore, at the end of each of these blocks the  value must be 0. Thus, the sum
of the processing times of the jobs in the block must be equal on both machines, which
implies, that the sum of the a-, b-, or c-elements corresponding to these jobs must add up
to B. Since only one a-element, one b-element, and one c-element can sum up to B, we
can associate one set Aj to each block to get a feasible solution of N3DM. 2
Next we will show that the problem with unit processing times and an arbitrary number
of machines is NP-hard in the strong sense.
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Theorem 4 : Problem P jsplit; pji = 1j
P
Cj is NP-hard in the strong sense.
Proof: To prove the NP-hardness we will reduce the strongly NP-hard problem INDE-
PENDENT SET (IS) (see Garey and Johnson [1]) to the decision version of the given
problem.
IS: Given is a graph G = (V;E) and a bound B. Does there exists an independent set of
G (i.e. a subset V 0  V of nonadjacent vertices) with jV 0j  B?
Given an arbitrary instance of IS, a corresponding instance of problem P jsplit; pji =
1jPCj is constructed as follows:
Let V = f1; : : : ; rg and E = fe1; : : : ; esg. We dene:
m := s; n := r
Mj := fijj is an endpoint of eig; j = 1; : : : ; n
We ask for a schedule of the n jobs with mean flow time
P
Cj  2n − B. We show that
N3DM has a feasible solution if and only if a schedule with
P
Cj  2n−B exists.
First, assume that V 0 is a solution of IS. A corresponding schedule for problem P jsplit; pji =
1jPCj is constructed as follows: Schedule rst all jobs corresponding to the vertices in
V 0. Since V 0 is an independent set, none of these jobs will use the same machine; i.e. all
these jobs will be completed at time 1. Afterwards, we schedule the remaining jobs in an
arbitrary order. Since each machine processes exactly 2 jobs, all completion times are at
most 2. Thus,
P
Cj  1jV 0j+ 2(r − jV 0j) = 2r − jV 0j  2n−B.
Conversely, assume that problem P2jsplit; pji = 1j
P
Cj has a solution with
P
Cj 
2n−B. Let k be the number of jobs which are completed at time 1 (thus n− k jobs are
completed at time 2). Since
P
Cj = k+ 2(n− k), we have k  B. On the other hand, all
jobs which are completed at time 1 may not use a common machine which implies that
the corresponding vertices form an independent set of size k  B. 2
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