Most current imaging systems developed for tomographic investigations of intact tissues using diffuse photons suffer from a limited number of sources and detectors. In this paper we describe the construction and evaluation of a large dataset, low noise tomographic system for fluorescence imaging in small animals. The system consists of a parallel plate-imaging chamber and a lens coupled CCD camera, which enables conventional planar imaging as well as fluorescence tomography. The planar imaging data are used to guide the acquisition of a Fluorescence Molecular Tomography ͑FMT͒ dataset containing more than 10 6 measurements, and to superimpose anatomical features with tomographic results for improved visual representation. Experimental measurements exhibited good agreement with the diffusion theory models used to predict light propagation within the chamber. Tests of the instrument's capacity to quantitatively reconstruct fluorochrome distributions in three dimensions showed less than 5% errors between actual fluorochrome concentrations and FMT findings, and suggested a detection threshold of approximately 100 femptomoles for small localized objects. Experiments to assess the instrument's spatial resolution demonstrated the ability of the system to resolve objects placed at clear distances of less than 1 mm. This is a significant resolution increase over previously developed systems for animal imaging, and is primarily due to the large dataset employed and the use of inversion methods. Finally, the in vivo imaging capacity is showcased. It is expected that the large dataset collected can enable superior imaging of molecular probes in vivo and improve quantification of fluorescence signatures.
I. INTRODUCTION
Compounds that fluoresce after light excitation have become valuable markers to sense and image a wide variety of biological processes. It has been shown that light with wavelengths in the near-infrared range can propagate through tissue for distances on the order of multiple centimeters, 1 because of low tissue absorption in the ''near-infrared window.'' This finding has encouraged the development of fluorescence techniques to visualize specific biochemical events inside living subjects ͑in vivo molecular imaging͒. These efforts have fallen into two general categories: those employing exogenous fluorescent probes injected into a subject [2] [3] [4] [5] and those involving genetic modification to produce transgenic cells or species that express fluorescent proteins. 6 These techniques offer the potential to identify a broad range of molecular activity, and are particularly exciting for use in the study of pathogenesis and treatment response at the molecular level.
Planar fluorescence reflectance imaging ͑FRI͒ is commonly used to image fluorescence in animal models of various diseases. 7, 8 However, the planar images recorded with this technique are a superposition of fluorescence signals from multiple depths, each correspondingly blurred. This limits the applicability of the technique to semiquantitative imaging of objects at depths of only a few millimeters. Therefore, most in vivo investigations using fluorescent markers have been limited to two-dimensional images of surface and subsurface phenomena.
Imaging optical signatures deeper in tissues requires the application of advanced excitation-detection schemes and the use of tomographic principles for combining data acquired at different projections. Advances in imaging with diffracting sources have resulted in several studies investigating tissue using intrinsic 9 or extrinsically administered optical contrast. 10, 11 In particular, Diffuse Optical Tomography ͑DOT͒ is a technique that can resolve absorption and scattering in diffuse media and has been applied toward cerebral hemodynamic imaging 12, 13 and imaging of breast cancer patients. 14, 15 Related reconstruction methods for fluorescence signals have been also been developed, and their imaging capacity has been demonstrated with simulated data and phantom measurements. 16 -20 Recently, the development of appropriate imaging systems 21 has enabled the application of Fluorescence Molecular Tomography ͑FMT͒, a technique that resolves molecular signatures in deep tissues using fluorescent probes or markers. The performance of FMT in vivo in three-dimensional imaging of enzymatic activity in deepseated tumors has been recently demonstrated in small animals. 22 Currently, most of the prototype systems developed for DOT and FMT suffer from a limited dataset ͑typically 10 2 -10 3 measurements͒, which allows for a limited number of projections to be implemented. Effectively, a limited number of measurements restrict the spatial sampling of the diffuse medium boundary and results in a compromised dataset and a highly ill-posed inverse problem. In general, it would be advantageous to employ large datasets in order to improve the information content of the measurements, reduce the illposedness, and increase the field of view. It has been shown that increasing the spatial sampling frequency of the diffuse field can lead to higher spatial resolution and improve the overall signal to noise ratio of the measurements and overall image quality. 23 This is especially true for small animal imaging geometries where, in contrast to most human tissue investigations, higher spatial frequency components in the propagating photon wave can be detected due to the lower field attenuation owing to the smaller geometrical dimensions.
We have developed a novel FMT system that employs high spatial sampling of intrinsic and fluorescence signals from small diffuse volumes, applicable to the study of murine disease models. We have used a parallel-plate imaging chamber bounded by a highly absorbing plate on one side and a glass window on the other. Photon detection is achieved by a low-noise CCD camera focused onto the glass window using a set of imaging lenses, similar to an imaging system recently developed for human breast imaging. 24 Tomographic capacity is achieved using an appropriate grid of optical sources on the backside of the diffuse medium for time-shared transillumination measurements. The limited angle, parallel-plate geometry was chosen over previous cylindrical geometries 21 because of the ability of image the planar detector window directly, removing the need for discrete fiber-optic detector locations and allowing the acquisition of up to 10 6 raw measurements at the excitation or emission wavelength. Conventional FRI measurements were also implemented using a lens-expanded laser beam for front animal illumination through the glass window. FRI and FMT measurements can be acquired in series without moving the subject. Because of this inherent coregistration, the FMT data can be superimposed onto surface anatomical features to enable a visual representation of the FMT volume relative to the geometry of the volume imaged.
In this paper we first describe the components and design of the combined fluorescence reflectance and tomographic imaging instrument, including a brief review of the reconstruction methodology. We then present experimental measurements of the signal to noise of the system for a phantom consisting of a single tube of fluorescent dye. These signalto-noise data are used to guide a singular value analysis of the detector sampling grid used in the FMT reconstruction process in order to assess the utility of large FMT datasets and to determine an optimal detector resolution. The performance of the system is then evaluated in terms of consistency with diffusion theory, quantitation accuracy, and spatial resolution, using a variety of phantom setups. We show that the new system retains the high fluorochrome detection sensitivity ͑ϳ100 femtomoles of Cy 5.5 fluorochrome͒ and quantification accuracy previously reported from a 24ϫ36 source-detector system; 22 however, spatial resolution is improved to less than 1 mm relative to 3 mm reported for previous FMT implementations. This is a significant resolution increase owing primarily to the larger dataset employed. Finally, an example of in vivo imaging of a mouse tumor model using the hybrid system is presented.
II. METHODS AND MATERIALS

A. Imaging chamber construction
A schematic of the FMT acquisition hardware setup is shown in Fig. 1͑a͒ . An imaging chamber is the central piece of the imaging experiment. A movable plate ͑i͒ made of black Delrin material is initially released so that the subject can be lowered into the chamber, suspended by straps attached to the top of the chamber. The plate is then moved into position so that the desired plate separation is achieved. Typically the mouse is gently compressed against the glass window ͑ii͒, reducing motion and effectively conforming the overall width of the animal to approximately 1.5 cm. The chamber is made watertight through a series of rubber O rings, so that it can be filled with an optical matching fluid during tomographic measurements if necessary. The glass used for the detector window was coated on both sides with an antireflective preparation designed for near-infrared wavelengths ͑Evaporated Coatings, Willow Grove, PA͒.
Illumination was provided by a 672 nm wavelength cw laser ͓͑ii͒, B&W Tek, Newark, DE͔ is routed into a twochannel optical switch ͓͑iv͒, DiCon FiberOptics, Berkeley, CA͔. One output of this switch feeds a lens setup ͑v͒ designed to expand the laser beam to illuminate the entire imaging window, suitable for reflectance measurements. The second output is routed to a 50/50 fused coupler ͓͑vi͒, OZ Optics, Ontario, Canada͔. One output branch of the coupler is sent to a diffuser ͑vii͒ that is mounted in the CCD field of view, to act as a laser power reference during subsequent data analysis. The other branch is fed to a 32-channel programmable optical switch ͓͑viii͒, DiCon FiberOptics, Berkeley, CA͔, which controls the illumination sources used during tomographic acquisitions. These 32 source channels are sent through fiber-optic cables to the compression plate, where they are arranged in a space-filling grid pattern with a tip-tip distance of 3 mm, as shown in Fig. 1͑b͒ . A set of four white fiducial markers were placed on the movable plate ͑i͒ at the corners of the visible area. The positions of these markers were automatically extracted during data analysis from an initial reference image without matching fluid, and were used to correct for perspective differences and to accurately determine the three-dimensional location of the sources as needed for image reconstruction. Typical laser powers delivered to the imaging subject were approximately 1 mW.
Data is acquired by recording from a 512ϫ512 element cooled CCD array ͓͑ix͒, Roper Scientific, Trenton, NJ͔ coupled to a Nikkor 60 mm f/2.8D lens ͑Nikon, Melville, NY͒ focused on the glass chamber window. The area of the window visible in the CCD field of view was approximately 8ϫ8 cm. A three cavity bandpass interference filter ͓͑x͒, Andover Corporation, Salem, NH͔ with a band center at 710 nm and a FWHM of 10 nm is fit into the CCD camera lens for fluorescence measurements. All fiber-optics used 1.2 m long 0.1 mm diameter multimode cables ͑Fiber Instrument Sales, Oriskany, NY͒. A photograph of the imaging chamber is shown in Fig. 1͑c͒ .
B. FRI and FMT acquisition
After placement of a subject within the imaging chamber and positioning of the compression plate, the reflectance laser ͑v͒ was activated and a surface image of the sample ͑as well as the fiducial markers͒ was recorded at the excitation wavelength, using an appropriate bandpass filter. A similar recording using a bandpass filter at the emission wavelength was made to acquire the fluorescence surface image ͑FRI image͒. Typical exposure times were 0.3 s for the excitation and 1 s for the emission wavelength recordings. A matching fluid was then added to the imaging chamber for the acquisition of the FMT data and a set of 32 images was acquired at the excitation wavelength while activating each source in succession. These images are hereafter referred to as the intrinsic images. A corresponding dataset of 32 images was then acquired with the fluorescence filter inserted in front of the CCD camera lens, hereafter referred to as the fluorescence images. Exposure times for these measurements were typically 0.3 s/image for the intrinsic image and 1-5 s/image for the fluorescence image sequence. A complete combined FRI and FMT examination can therefore be obtained in less than 5 min.
C. FMT reconstruction
Reconstruction of the fluorescence tomography data utilized an experimental method involving a normalized Born approximation. 20 The normalized Born field was calculated by combining the acquired intrinsic and fluorescence measurements using the relation
The combined FRI/FMT system. A schematic of the major components of the system is shown in ͑a͒, with details given in the text. A diagram of the source distribution used for tomography is given in ͑b͒, with the axis conventions as defined for FMT shown. The origin of the z axis is defined to be at the compression plate, with the positive z axis extending toward the imaging window. A photograph of the imaging chamber is shown in ͑c͒.
where U fl (r s ,r d ) and U inc (r s ,r d ) are the photon fields measured at the emission and excitation wavelengths, respectively, at location r d for a source at location r s . ⌰ f is a coefficient that corrects for remnant transmittance of the excitation field through the fluorescence filter. It was experimentally determined by illuminating a flat field using the reflectance source and calculating the ratio of counts measured by the CCD without and with the fluorescence filter. Although intrinsic signal contamination by fluorescent signals has been shown to be insignificant, 20 recent FMT acquisitions employed a bandpass filter at the excitation wavelength to decrease nonsource contributions to the intrinsic measurement. The background noise and offset of the CCD were determined experimentally for the acquisition times used in the imaging protocol and subtracted from the intrinsic and fluorescence measurements.
For constant intensity photon sources, the normalized and corrected measurement of Eq. ͑1͒ can be related to fluorochrome distribution using the following expression:
where U(r s ,r,k 1 ) is the photon field at the excitation wavelength 1 induced at position r by a source at position r s for a medium with a photon wave propagation vector k 1 , and
2 ) is the Green's function describing photon propagation at the emission wavelength 2 from a point r to the detector at location r d . D 2 is the diffuse medium diffusion coefficient, is the speed of light in the medium, and n(r) is the fluorochrome concentration at location r multiplied by the fluorescent yield. Finally, S 0 is an experimentally determined calibration factor that collectively accounts for the laser power and the unknown gain and attenuation factors of the system.
The reconstruction procedure solved the inverse problem,
where W represents the weight matrix mapping the vector of fluorochrome concentrations n into the measurement vector U nB . W was constructed using the right side of Eq. ͑2͒, taking into account the dimensions of the imaging chamber, the shape of the diffuse medium, and the average optical properties of the medium at the excitation and emission wavelengths. A subsampled set of measurements U nB was extracted from the acquired images by averaging square regions in the images recorded by the CCD array and applying Eqs. ͑1͒ and ͑2͒. This process resulted in a total of N dx ϫN dy ϫ32 measurement values, spaced over a 1.8ϫ1.2 cm field of view equal to the source field of view. The unknown fluorochrome distribution n was discretized into a threedimensional mesh with dimensions N mx ϫN my ϫN mz , equally spaced over a centrally located field of view of 2.0 ϫ1.4 cm with a depth equal to the plate separation less 0.2 cm. The method of projections 25 was used to iteratively determine the fluorochrome distribution n that generated the best agreement between Wn and U nB . Reconstructions were performed on a dual Pentium 4 PC with processor clock speeds of 2 GHz and 2 gigabytes of RAM ͑Dell Computers, Austin, TX͒ and typically required 5-10 min of computation time.
D. Experimental agreement with diffusion theory
First, we tested basic capacity to model photon propagation through the slab geometry using corresponding diffusion theory based merit functions. This was accomplished by acquiring transmittance images and fitting their profiles to a solution of the diffusion equation for a homogeneous slab using the method of image sources. 26 Two-hundred image sources for each real source employed and appropriate reflection coefficients for the black and window planes were used to optimally match theory to the experiment. These boundary conditions were derived according to Aronson et al., 27 and can be approximated by an extrapolated distance (l ext ϭ␣D) at which the intensity is assumed to be zero. The coefficient ␣ takes into account the refractive index mismatch at the interface and is ␣ϭ0 for a perfect absorber such as black delrin plastic, and approximately ␣ϭ2 for a water/ glass interface. Experimental data were acquired for a single, centrally located tomography source through the imaging chamber filled with an intralipid and ink solution. The diffuse fluid had a reduced scattering coefficient ( s Ј) of 6 cm Ϫ1 and absorption coefficients ( a ) of 0.3 and 0.6 cm Ϫ1 . The large absorption coefficients used were consistent with estimates of the bulk optical properties of mouse tissues 28 for different organs or body regions. Measurements were performed at plate separations of 1.5 cm, typical of separations used when studying mice.
E. Signal-to-noise
The signal-to-noise behavior of the instrument was measured for a subject consisting of a 3 mm diameter tube in the center of the imaging chamber containing a 2 M solution of Cy 5.5 fluorescent dye. With a single centrally located tomographic source active, 200 intrinsic and 200 fluorescence images were obtained. The mean and standard deviation of each pixel value over all 200 images was analyzed for each set, resulting in estimates of the signal and noise of the intrinsic and fluorescent measurements, dependent on fluorochrome concentration and geometry used. The normalized Born field was then calculated using Eq. ͑1͒ for each of the 200 pairs of intrinsic and fluorescent field measurements. The mean and standard deviation of each pixel of these images was also calculated, generating a signal-to-noise ratio ͑SNR͒ estimate for the composite measurement values used in the FMT reconstruction.
F. Singular value analysis
It is crucial to develop optimization schemes in order to appropriately reduce the large datasets obtained to more manageable sizes while maintaining the information content of the original dataset. Singular value analysis was applied to quantitatively optimize the detector grid sampling used in the reconstruction process. This technique has been recently shown to be a useful tool for quantitative analysis and optimization of DOT image reconstruction, with general applications in inverse problems. 23 Weight matrices were decomposed according to
WϭUSV
T , ͑4͒
where U and V are orthonormal matrices and S is a diagonal matrix containing the singular values of W. The columns of V represent the image-space modes of W, which are coupled to the detected signal weighted by the singular values in S.
The columns of U represent the detection-space modes of W. This decomposition can then be used to transform the reconstruction model U nB ϭWn into U T U nB ϭSV n T . The measurement vector U nB was represented as a linear sum of the measured signal and noise of the system. The signal measurement vector was constructed by averaging the appropriate region of the mean Born field from the previous experiment, while the noise vector by generating normally distributed random noise with a standard deviation corresponding to the average of the appropriate region of the standard deviation of the Born field. The products U T U signal nB and U T U noise nB were then smoothed with a median filter and plotted as a function of the singular value index. The singular value index where the signal and noise traces intersect represents a point beyond which singular values contribute primarily to the noise. This singular value index represents the number of ''useful'' singular values for a given weight matrix and system. Singular value thresholds were evaluated for a set of weight matrices corresponding to one-dimensional source and detector distributions and a two-dimensional mesh. Once a threshold consistent with the signal and noise behavior of these weight matrices had been determined, the singular value spectra of a range of weight matrices were analyzed to determine the detector resolution that provided the optimum balance between image resolution, noise, and computational expense.
G. Quantitation accuracy and spatial resolution
Following validation and optimization of the components of the FMT system, a series of phantoms were studied in order to determine the quantitation accuracy and spatial resolution of the instrument. All of these experiments used a plate separation of 1.5 cm. The quantitation accuracy of the FMT system was assessed by acquiring data from a 5 mm inner diameter sample tube while titrating known amounts of Cy 5.5 fluorescent dye. A single translucent plastic tube was fixed in the center of the imaging field of view, equidistant from the compression plate and the imaging window. The chamber was then filled with an intralipid and ink matching fluid with optical properties a ϭ0.3 cm Ϫ1 and s Ј ϭ6.0 cm Ϫ1 . Cy 5.5 was then added to the tube to produce concentrations of 100, 200, 300, 400, 500, 750, and 1000 nM. After each addition of dye, an FMT dataset was acquired. Reconstructions of the data yielded maps of fluorochrome concentration that were compared to the known concentrations in each of the tubes.
Spatial resolution was assessed using a series of resolution phantoms constructed using 3 mm inner diameter sample tubes. Two tubes were arranged in a parallel orientation separated by a fixed distance, then placed vertically in the center of the FMT chamber and filled with a 2 M solution of Cy 5.5. The chamber was then filled with a matching fluid identical to the one used in the quantitation experiment, and FMT data were obtained for the phantom using the acquisition procedure described above. Phantoms with spacings of 2.0, 1.7, 1.2, 0.7, and 0.3 mm were studied with the FMT system to determine the effective spatial resolution of the instrument.
H. In vivo imaging
To demonstrate use of the combined FRI/FMT instrument with murine subjects, 2ϫ10
6 HT1080 fibrosarcoma cells were injected subcutaneously in the right mammary fat pad of a nude mouse ͑nu/nu, Jackson Labs, ME͒. The HT1080 cells were obtained from the American Type Culture Collection ͑ATCC, Manassas, VA͒, and cultured in supplemented MEM medium with 10% FCS. The tumor was allowed to grow until it was approximately 3 mm in diameter. At this time, the mouse was anesthetized with an intraperitoneal injection of ketamine ͑80 mg/kg͒ and xylazine ͑12 mg/kg͒, and 2 nanomoles of a Cy 5.5-based activatable fluorescent probe sensitive for the protease cathepsin B 2 were injected via the tail vein. Twenty-four hours later, the animal was again anesthetized with the same preparation and FRI and FMT data were acquired using the combined system. A matching fluid with optical properties a ϭ0.3 cm Ϫ1 and s Јϭ6.0 cm Ϫ1 was used for this experiment.
III. RESULTS
A. Experimental agreement with diffusion theory
Comparisons of photon fields measured in the imaging chamber and those predicted by the forward model employed are shown in Fig. 2 for the measurements acquired at a plate separation of 1.5 cm. Excellent agreement between the predicted and measured fields was obtained for the range of optical properties studied here. Figure 2͑a͒ shows the correspondence between the theoretical and experimentally measured photon distributions for a medium representative of the bulk optical properties of intact mice. From Fig. 2͑b͒ it is apparent that this agreement is maintained as the absorption coefficient of the medium is increased by a factor of 2. There is a slight deviation between the predicted and measured fields for the detector points nearest the source. This is most likely attributable to increased variability of these measurements, given the expected Poisson noise distribution, and to the prevalence of measurements for data fitting at large source-detector distances. Both of these factors minimize the impact of measurements nearest the source in the data fitting process.
B. Signal to noise
Analysis of the intrinsic images of a 3 mm diameter sample tube containing 2 M Cy 5.5 dye demonstrated a signal to noise ratio ͑SNR͒ value of 116 ͑ϳ41.3 dB͒ for the pixel with the highest intensity. The corresponding evaluation of the highest intensity pixel in the fluorescent images returned a SNR value of 45 ͑ϳ33.0 dB͒. The normalized Born field calculated from these data also exhibited a peak SNR of 33.0 dB. The noise of the normalized Born field displayed a minimum in the region of the peak intrinsic and fluorescent signal intensity. This is consistent with the magnitude of the intrinsic and fluorescent fields and the variation expected by applying propagation of errors to Eq. ͑1͒. Because of the larger signals measured in the intrinsic relative to the fluorescent images, the SNR of the Born field was largely dictated by the SNR of fluorescent data. Figure 3 summarizes the results of the singular value analysis. Figure 3͑a͒ shows a representative plot of U T U signal nB and U T U noise nB as a function of the singular value index, with U computed from a weight matrix with a detector resolution of 0.36 mm ͑51 detectors over a 1.8 cm field of view͒. The intersection of the signal and noise traces occurred at singular value index 170, which corresponded to a singular value of 5.6ϫ10
C. Singular value analysis
Ϫ7 . This singular value threshold was evaluated for detector resolutions from 1.0 to 0.36 mm, and was found to be 4.7ϫ10 Ϫ7 Ϯ1.3ϫ10 Ϫ7 . Singular value spectra for weight matrices representing a range of detector resolutions are then shown in Fig. 3͑b͒ , with a dotted line marking the threshold point SVϭ4.7ϫ10
Ϫ7 . The number of singular values above this line is plotted as a function of detector resolution in Fig. 3͑c͒ . It is apparent that for small numbers of detectors ͑large detector resolution͒, an incremental increase in the number of detectors results in a significant increase in the portion of the singular value spectrum above the threshold. However, for larger number of detectors this incremental improvement is lessened, while incurring the same increase in computational expense in terms of computing time and memory required.
D. Quantitation accuracy and spatial resolution
The next set of experiments evaluated the ability of the FMT system to quantitatively image fluorescence distributions in three dimensions. Figure 4 documents the titration experiment, in which known amounts of Cy 5.5 fluorescent dye were added to a tube fixed in the imaging chamber. Average reconstructed FMT concentrations were extracted from ROIs encompassing the entire tube, and are plotted against actual dye concentration in Fig. 4͑b͒ . A set of similar validation experiments were used to determine that S 0 ϭ2.9 ϫ10 4 so that absolute Cy 5.5 concentrations can be reconstructed. Cross sections from the calibrated reconstructed FMT volumes are shown in Fig. 4͑c͒ , scaled to the maximum titration concentration of 1000 nM.
An analysis of the spatial resolution of the instrument was performed using cylindrical phantoms, as shown in Figure 6 demonstrates use of the system for in vivo imaging of mice. After initial placement of the mouse, a FRI and a reflectance image at the excitation wavelength were acquired, as shown in Figs. 6͑a͒ and 6͑b͒ , respectively, followed by a FMT acquisition. Figures 6͑d͒, 6͑e͒ , and 6͑f͒ present the reconstructed three-dimensional FMT distribution as a set of three orthogonal slices. The three-dimensional nature of the reconstructed distribution is highlighted in Fig.  6͑c͒ , in which the fluorochrome distribution is rendered and superimposed on the surface image. The fluorochrome distribution is resolved as a single focus just behind the imaging window, in agreement with the location of the subcutaneous tumor. The coincidence between the reconstructed FMT fluorescent focus and the FRI can be seen by superimposing the FMT data upon the FRI, as is shown in Fig. 6͑g͒ .
E. In vivo imaging
IV. DISCUSSION
The data presented here demonstrate the utility and performance of the combined fluorescence reflectance and tomographic imaging system. By moving to a planar detector window, we are able to image small objects with high source and detector resolution, suitable for in vivo imaging of mice. Because detection is performed through a planar glass window by a CCD camera, the intrinsic detector resolution of the system is determined by the camera magnification and is approximately 150 m for this setup. This allows conventional high-resolution surface reflectance fluorescence imaging in addition to limited-angle tomography. The experiments presented above demonstrate that this design FIG. 3 . Singular value analysis of the FMT instrument. Representative signal ͑black͒ and noise ͑gray͒ measurement vectors transformed by the decomposed weight matrix are plotted in ͑a͒. The point of intersection is identified by a dotted gray line and was used to extract a singular value threshold. The singular value spectra for a set of weight matrices of varying detector resolution are given in ͑b͒. The number of singular values above the dotted threshold line determined from analysis of the signal and noise vectors is plotted as a function of detector resolution in ͑c͒.
philosophy has resulted in substantial improvements in the spatial resolution of the FMT system relative to previous implementations.
The signal to noise of the measurement values suggest an achievable threshold of detection for FMT on the order of tens to hundreds of femptomoles of Cy 5.5. The appropriate selection of imaging parameters such as pixel binning and further optimization in laser power and camera sensitivity should further increase the detected signal in the system by a factor of 10 or more, further reducing the detection threshold. It is encouraging that these results have been obtained using surrounding media with large absorption coefficients, representative of the optical properties of living mice. 28 The results of the SVD analysis support the design strategy of moving from full 360 tomographic coverage to limited angle tomography with greater detector resolution using a planar imaging window. This design allows a scalable detector resolution and the determination of an optimal detector arrangement, without the need for hardware modification. The SVD analysis shown in Fig. 3 demonstrates the improvement in moving from detector resolutions of 2-3 mm, representative of previous FMT setups, 29 to submillimeter resolutions. Although this benefit is offset by the decrease in angular coverage, the reconstructed FMT data presented in Figs. 4 -6 demonstrate that the tomographic performance of the system remains suitable for small volumes. The singular value analyses performed were done using a twodimensional imaging setup to reduce the complexity of the problem so that individual experimental parameters could be isolated and studied. The results of Culver et al. 23 suggest that these findings can be directly applied toward the threedimensional case. The SVD analysis provides an estimate of the detector resolution that will provide optimal system performance while minimizing the computational complexity of the inverse problem. Qualitatively assessing the change in the singular value spectrum as a function of detector resolution, we find that reducing the detector resolution to values less than 0.3-0.5 mm will provide a minimal improvement in system performance given the signal-to-noise floor identified in the experiments described above, while incurring drastic increases in the memory and computation time required to reconstruct the dataset. A detector resolution of 0.5 mm in conjunction with a mesh resolution of 0.5ϫ0.5 ϫ1.0 mm results in a weight matrix with ϳ10 8 elements, which can be efficiently inverted in approximately 30 s per iteration on a modern personal computer. Typically 10-100 iterations are required for optimum solutions. Alternately, one can choose to reconstruct the data at reduced detector and mesh resolutions in order to generate lower resolution reconstructions in a shorter amount of time.
The quantitation experiments demonstrated a highly linear relationship between reconstructed FMT intensities and Cy 5.5 concentration. This is in agreement with other analyses of the ability of fluorescence tomography to quantitatively measure fluorochrome concentrations within scattering media 21 and indicates that for the biological concentrations employed no saturation or photobleaching effects occur. The spatial resolution experiments further reinforce our parallelplate transmission geometry design philosophy. The ability to resolve objects with clear distances of less than 1.0 mm suggested by the SVD analysis was confirmed by phantom measurements. The tradeoff for this resolution increase is the loss of resolution along the source-detector direction because of the limited angular projections obtained. This is evident in the elongation of the reconstructed cross section of the tube on the right in Figs. 4͑b͒ and 4͑c͒ . Because the resolution phantom was positioned slightly off-center with respect to the source grid, fewer projections sampled the right tube, leading to the geometric distortion observed. However, this compromise could be useful in many in vivo imaging situations where reduced slice resolution can be accepted in exchange for high resolution in-plane data. While this spatial resolution is dependent on the optical properties and the fluorescent excitation and emission wavelengths used, these results demonstrate that submillimeter resolving abilities can be obtained in FMT under biologically relevant conditions.
The example of in vivo fluorescence tomography and reflectance imaging presented here provides an exciting insight into future applications of this system in biomedical research. Figure 6 presents reconstructed FMT data demonstrating a three-dimensional focus of fluorescent activity coincident with the implanted tumor. The signal imaged is a fluorescent signature of cathepsin B upregulation in the tumor, leading to cleavage and dequenching of an activatable Cy 5.5 probe. While FRI presents a diffuse area of fluorescence, the reconstructed FMT distribution demonstrates a smaller focus of fluorescent activity, congruent with the actual size of the tumor observed visually. The size overestimation of FRI is typical and is the effect of illumination of and photon diffusion through the low absorbing dermal and hypodermal fat layers from the tumor fluorescence. FMT appears much less sensitive to such effects, mainly due to the use of relative transillumination measurements versus Efforts are underway to further optimize and improve a number of components of the system hardware and software. While currently the system is tailored to the excitation and emission profile of Cy 5.5, the instrument's modular design facilitates the simple incorporation of lasers at different wavelengths and other acquisition filters to study other fluorescent probes. Improvements to the system optics and increases in the source laser power will allow imaging at a higher SNR and will further reduce the instrument's threshold of detection and could allow the study of fluorescent proteins as well. Also, optimization of the acquisition filters can further reduce cross-talk between the intrinsic and fluorescence measurements, improving the accuracy of the Born field calculated from the measured data. Tomographic performance is effectively limited by the accuracy with which the propagation of photons through the chamber can be modeled. The current implementation uses a matching fluid to effectively remove the optical boundary at the surface of the mouse, allowing the entire chamber to be modeled as an optically equivalent slab. However, recent theoretical developments in modeling photon propagation through media with irregular boundaries using the Kirchoff approximation 30 will translate into more accurate models that can be implemented in the tomographic reconstruction procedure. Furthermore, iterative or nonlinear schemes that independently resolve intrinsic and fluorescence contrast may improve the in vivo FMT performance, especially in highly optically heterogeneous target regions. The combined FRI/FMT instrument presents a new opportunity with tremendous potential for high resolution, three-dimensional, quantitative, in vivo fluorescence imaging.
