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It is shown that within the scope of ordinary differential equations, the 
unknown eigenvalues of second order Sturm-Liouville systems, under various 
homogeneous boundary conditions, can be bounded from above and below in 
terms of known eigenvalues of judiciously constructed, associated Stum- 
Liouville systems and in terms of the coefficients of the underlying system. 
1. INTRODUCTION 
The principal mathematical tools used in the investigation of the oscillatory 
properties of solutions of ordinary differential equations have been comparison 
theorems of Sturm-type or generalizations thereof. The subject has a vast 
literature of which Swanson [l] and Barrett [2], both containing an extensive 
list of references, are representative works. The criteria of oscillation (or 
nonoscillation) are given, as a rule, directly in terms of the coefficients of the 
underlying equations. 
Closely related to the oscillatory nature of a differential equation is the 
problem of determining upper and lower bounds on the eigenvalues of the 
corresponding Sturm-Liouville system, cf. Theorem 1.10 in [2] for a special 
case. Variational and numerical methods are available, of course, to 
approximate the eigenvalues numerically or to determine their order of 
magnitude for large n. But apparently no comparison theorem methods have 
been used to bound the eigenvalues explicitly and analytically in terms of the 
coefficients of the system under consideration. Comparison theorems deduced 
by St. Mary [3] and Howard [4], e.g., merely compare the unknown eigen- 
values of two systems but no eigenvalue is explicitly bounded. 
In this paper we consider a second-order, self-adjoint, ordinary linear 
differential operator, and deduce upper and lower bounds on the eigenvalues 
of the corresponding Sturm-Liouville system, under a variety of homo- 
geneous boundary conditions. The central idea is to construct associated 
Sturm-Liouville systems, meeting the given boundary conditions, whose 
465 
0 1971 by Academic Press, Inc. 
409/36/3-1 
466 BREUER AND GOTTLIEB 
eigenfunctions and eigenvalues are explicitly determined. Comparison 
theorems are then used to compare, and subsequently bound, the unknown 
eigenvalues of the underlying system by means of the known, associated 
eigenvalues. The bounds are entirely in terms of the given coefficients of 
the original system. This method has already been used by the authors, in 
a different context in [5, Section 5; 6, Section 31. 
The aforementioned method, along with the classical Sturm comparison 
theorem, is used in Section 2 of the underlying paper to bound all eigenvalues 
of a regular Sturm-Liouville problem under special boundary conditions. 
Section 3 contains bounds for the smallest eigenvalues, under the most 
general homogeneous boundary conditions. A comparison theorem of 
St. Mary [3] is used in Section 4 to deduce bounds on the least positive 
eigenvalues and, finally, in Section 5, Howard’s comparison theorem [4] 
is made use of, under more stringent conditions, to determine bounds on the 
smallest eigenvalues. 
It is found that in general the various bounds are independent of each 
other, in the sense that it is not possible to determine in general which of the 
two given bounds is the sharper bound. 
2. BOUNDS ON EIGENVALUES 
In this section, we shall establish upper and lower bounds on the eigenvalues 
of the following Sturm-Liouville system, defined on the real interval 
J = [a, 4 
(PY’)’ + (Au - 4)Y = 0, x E J, (1) 
y(a) = y(b) = 0. (2) 
It is assumed that p and r are positive, that r and 4 are continuous and that 
p is continuously differentiable throughout J. 
Let m be defined by 
m = min p , 
( ) XEJ r 
and letf(x) be any continuous function on J, satisfying 
O<f<P, x E J. (4) 
Moreover, let 8 be any positive constant satisfying 
8 z rf, x E J. (5) 
Then we have the following theorem. 
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THEOREM 1. Let A, denote the n-th eigenoalue of the system (l)-(2). Let 
m, f and c2 be as stipulated in (3)-(5). Then 
(6) 
Proof. Following Breuer and Gottlieb [5, Section 51, we introduce the 
associated Sturm-Liouville system defined by 
(fd)’ + p f  x = 0, x E I, (7) 
x(a) = z(b) = 0, (8) 
whose solution is given by 
(9) 
whence z, is the n-th eigenfunction of the system (7)-(g) corresponding 
to the n-th eigenvalue p,, , which in turn is given by 
n27r2 
lh = 9 [j:e-]” . 
(10) 
Now let yn denote the n-th eigenfunction of the system (l)-(2). As is well 
known [7, p. 2331, both yn and z, vanish exactly n - 1 times in the open 
interval (a, b). In view of the condition (4) and the boundary conditions (2) 
and (S), the Sturm Separation Theorem [7, p. 2251 guarantees that there 
exists at least one point x,, E (a, b) for which 
pn c” < h,r - q, 
f 
x = xg ) (11) 
otherwise x, would vanish between any two consecutive zeros of yn , for 
a total of n times in the open interval (a, b), which is impossible. Equations 
(11) and (5) imply, however, that 
and in view of (3) it follows that 
A, > pL, + m. (13) 
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Combining (13) with (lo), we obtain (6), completing the proof. We are, of 
course, excluding the case q 3 0, pr = constant, which can be handled like 
(7) and hence solved explicitly. 
Next we obtain an upper bound for h, in a similar manner. Define M by 
and let F(x) be any continuous function on J, satisfying 
F 3~9 x E J. 
Moreover, let C2 be any positive constant, satisfying 
C= < rF, x E J. 
(15) 
(16) 
Then we have the following theorem. 
THEOREM 2. Let M, F and C2 be as stipulated in (14)-(16), and let A, be 
as in Theorem 1. Then 
(17) 
Proof. This time we construct the associated Sturm-Liouville system 
defined by 
(FZ’)‘++=O, x E J, (18) 
Z(a) = Z(b) = 0, 
whose eigenfunctions are given by 
(19) 
2, = sin [&C/IF$, n = 1, 2 ,..., 
corresponding to the eigenvalues 
n27r2 
“, = c2 [/:Fg)]2 
(20) 
(21) 
An argument strictly analogous to the one used in Theorem 1 shows the 
existence of at least one point x1 E (a, b) for which 
A, -c v, + f , x = x1 ) (22) 
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so that (14) and (22) furnish 
A, < v, + M. (23) 
Moreover, (23) and (21) imply (17), completing the proof. 
Returning to the lower bound (6) of Theorem 1, we see that it is a functional 
off and c, which in turn are governed by (4) and (5). It is natural to ask 
whether optimal f and c may be found, yielding the right side of (6) its 
greatest possible value. From (4)-(6) t i is clear that the optimal f and c are 
those which minimize the functional 
(24) 
subject to the constraints 
c2 >, rf, O<f<P, x E J. (25) 
Clearly, f (x) should attain its greatest value at each point, so that (25) yields 
f(x) = min [& , P(4], x E J. (26) 
This function is evidently continuous, and from (9) fz’ is seen to be 
differentiable, at each point of J, meeting the requirements. To determine c, 
we see from (26) that the functional (24) becomes a function of c only, i.e., 
I[f (x), c] = f(c) = c j” 
[ 
cF (27) 
a min ~‘P’“‘] ’ 
The optimal c is hence the one which minimizes (27), and, along with f 
determined afterwards from (26), f urnishes the greatest lower bound in (6). 
In a strictly analogous manner, we characterize the function F(x) and the 
constant C which furnish the least upper bound in (17). The constant C is 
the one that maximizes the function 
m=q max z[ t(X) m] ’ 
whence F(x) is given by 
F(x) = max [ 
(28) 
(29) 
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Unfortunately, it is not possible to solve for the optimal c and C analytically, 
in the general case. One may, however, choose c and determine f, or vice 
versa. The same holds for C and F. Thus one can get bounds which may be 
useful even though they need not be the best bounds. We shall briefly 
discuss three such cases. 
Case 1, Let p = minzsJ p and fi = rnaxZEJ p, with an analogous meaning 
for r and f. Choose f = p and F = p. From (5) and (16) we then have 
cs = up and Cs = $. Substitute those values in (6) and (17) to obtain 
n27r2p 
f(b - a)” +m<h,< 
n2n2F + M, 
r(b - u)” (30) 
In this case we are actually constructing a Sturm-type associated system 
(7)-(8) with constant coefficients to find a lower bound. The same is true of 
the upper bound. Hence this method is closely related to what has been 
done in connection with the location of zeros of eigenfunctions in [7, p. 2271 
and in [8, p. 2611. 
Case 2. Let k2 = minEEJpr and K2 = max,,,pr. Choose c2 = k2 and 
Cs = K2. From (26) and (29) we find f = KS/r and F = K2/r. Substituting 
these functions into (6) and (17) we reach 
n2n2k2 
2 -l-m<4%~ 
n2r2K2 
[j; r(x) dx]’ + M’ 
(31) 
Case 3. This time we choose c2 = K2 and C2 = k2, so that (26) and (29) 
furnish f = F = p. From (6) and (17) we then obtain 
n2?r2 
,-km<&< 2 + M. (32) 
It is clear that none of the bounds (30)-(32) is optimal. Moreover, it is not 
possible, in general, to state which of the bounds is best. For it is a trivial 
matter to show that whenever Case 2 (Case 3) yields a better bound on one 
side, Case 3 (Case 2) will yield a better bound on the other side. It is equally 
easy to show that if Case 1 yields a better upper (lower) bound, then both 
Cases 2 and 3 yield a better lower (upper) bound. Case 1, on the other hand, 
is not always worse than Cases 2 and 3, for if p = x4, r = x, q = 0, 
1% bl = L 21, c ase 1 yields a lower bound equal to n2G/2, whereas Cases 2 
and 3 yield (4/9)n2r2 and ( 18/49)n2P2, respectively. One does, however, get 
an idea of the order of magnitude of the eigenvalues using the above described 
method. 
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3. BOUNDS ON THE SMALLEST EIGENVALUES 
In this section we shall determine upper and lower bounds on the smallest 
eigenvalue of the system 
(PY’)’ + hYY = 0, x E J, (33) 
with the general homogeneous boundary conditions 
ar(4 + PY’(4 = 0, (34) 
YYP) + SY’(b) = 0, (35) 
where CL, 8, y and 6 are constants, and p and r are as stipulated in Section 2. 
THEOREM 3. Let A, be the smallest eigenvalue of the system (33)-(35). Let 
p1 be the smallest eigenvalue of 
(pd) + p $ z = 0, x E I, 
under the boundary conditions (34)-(35), where c2 is restricted by (5) with f  = p. 
Finally, let v1 be the smallest eigenvalue of 
(pZ’)‘+v$2=0, x E J, 
under (34~(35), C2 being restricted by (16) with F = p. Then 
I*1 < Al < v1* (38) 
Proof. We multiply (36) by y and (33) by z, subtract, and integrate from 
a to 6. The result is 
p(.zy’ - yx’)l”a = 1” (p $ - AY) yz dx. (39) a 
The left side of (39) vanishes, and hence so does the integral on the right, in 
in view of the boundary conditions (34)-(35) met by both y and z. If we put 
X = A1 and p = pFc, on the right side of (39), then y = y1 and x = a, are the 
corresponding eigenfunctions which cannot vanish in the interior of J 
[7, p. 2331 and hence their product does not change sign inside J. For the 
integral to vanish, it is therefore necessary that the quantity p1c2 - h,pr 
take on both positive and negative values inside J. In particular, there exists 
a point inside J for which kc2 < hipr. But by (5), with f = p, c2 > pr 
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throughout J. Consequently, A1 > h, and the left side of (38) has been 
proved. A strictly analogous argument, using (37) instead of (36), establishes 
the right side of (38) as well. 
Equations (36) and (37) can of course be solved explicitly like (7), and pr 
and y are given through a transcendental equation, in view of (34) and (35). 
The special case /3 = 6 = 0, ocy # 0 reduces, of course, to the result of 
Section 2, Eq. (32), with 4 = 0. 
In the case /3 = y = 0,016 # 0, in (34)-(35), it is easily verified that 
and 
b/2)2 
v1 = c2 [,ldk]2 * 
We can therefore state the following theorem. 
THEOREM 4. Let p and r be as in Section 2. Let the system 
(PY’)’ + hyy = 0, x E J, 
Aa> = y’(b) = 0, 
be given, and let AI be the smallest eigenvalue of the system. Then 
(41) 
(42) 
(43) 
where k2 = min,,pr and K2 = max,,,pr. 
Proof. Equation (44) follows directly from (38), (40) and (41), with 
c2 = K2 and C2 = k2. Moreover, since c2 and C2 must comply with (5) and 
(16), respectively, with f = F = p, it is clear that the values chosen are the 
optimal values. 
4. BOUNDS ON THE LEAST POSITIVE EIGENVALUES 
In this section we shall return to the system (42X43), where the condition 
on Y  will be relaxed. We shall deduce bounds on the least positive eigenvalues 
of the system, using a result obtained by St. Mary [3]. 
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LEMMA 1 (St. Mary). Let p’, g and h be continuous on J. Moreover, 
assume that p > 0 and that 
,l h(t) dt >, ( j:g(t) dt 1, (45) 
Let p1 and w1 denote, respectively, the least positive etgenvalues of the systems 
(PV’)’ + pgv = 0, x E J, (46) 
and 
Then w1 < pI . 
v(u) = v’(b) = 0, (47) 
(pu’)’ + whu = 0, x E J, (48) 
U(U) = u’(b) = 0. (49) 
From Lemma 1 we readily obtain the following theorem: 
THEOREM 5. Let A, be the least positive eige-nvalue of the system 
(PY’)’ + AYY = 0, x E J, (50) 
~(4 = y’(b) = 0, (51) 
where p > 0, and where p’ and Y are continuous, throughout J. (Notice that Y 
need not be positive). Let 
Then 
(53) 
Proof. We are free to define the quotient 
(54) 
to be equal to Q(b) = p(b)r(b) at x = b. Hence Q(x) is continuous throughout 
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J and it is readily seen that the number D2 defined in (52) exists. Next we 
construct the associated system 
(pu’)’ + /.l $24 = 0, x E J, 
u(a) = u’(b) = 0, 
a solution of which, satisfying ~(a) = 0, is clearly 
The eigenvalues are determined by the condition u’(b) : = Otobe 
_ b/2 + (n - l)42 
pn - D2 [f&]’ ’ 
n = 1, 2,..., (58) 
(55) 
(56) 
(57) 
the least positive of which, p1 , is evidently given by the right side of (53). 
Appealing to Lemma 1 with y = v, Y = g, A = p, D2/p = h and p = W, 
we see that (52) implies (45), so that the conclusion of the lemma implies 
(53), completing the proof. 
In the next theorem we establish an upper bound on X1 . 
THEOREM 6. Assume the conditions of Theorem 5, but replace (52) by 
i 
b 
r(t) dt 
T$ + = d2 > 0. 
I 
b dt (59) 
@P(t> 
Then 
4 < 
(7m2 
d2[s:&12 - 
V-33 
Proof. The existence of d2 in (59) is assured as was the existence of D2 in 
Theorem 5, but this time we are postulating it to be positive. Using the 
associated system 
(pv’)’ + v $0 = 0, XE J, 
v(a) = v’(b) = 0, (62) 
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and proceeding exactly as in Theorem 5, we find its least positive eigenvalue 
to be given by the right side of (60). Appealing again to Lemma 1, with 
y = u, r = h, h = W, d2/p = g, and v = p, we see that (59) implies (45) so 
that the lemma implies (60), completing the proof. 
It is readily verified that 02 < K2 and that d2 > k2, so that (53) and (60) 
yield sharper bounds than (44). 
5. ADDITIONAL BOUNDS ON THE SMALLEST EIGENVALUES 
In this final section we shall make use of a result due to Howard [4] to 
deduce further bounds on the smallest eigenvalues of certain systems. 
LEMMA 2 (Howard). Let s, S and 4 be positive functions, with s”, S” and 
4 continuous on J. Let # be a positive function, continuously dz#erentiable on J, 
such that s2(x)#( x is nondecreasing on J, and assume that ) 
j5 WhW dt < j5 W,W dt, x E (a, b). (63) a a 
Let p1 and w1 denote, respectively, the smallest eigenvalues of the systems 
(Sv’)’ + p$v = 0, x E I, (64) 
v(a) = v’(b) = 0, (65) 
and 
(su’)’ + w$u = 0, x E I, (66) 
u(a) = u’(b) = 0. (67) 
Then p1 < q . 
Lemma 2 leads us to the following theorem. 
THEOREM 7. Let A, be the smallest eagenvalue of the system 
(PY')' + ArY = 0, x E I, (68) 
y(a) = y'(b) = 0, (69) 
where p > 0, r > 0, and where p” and #’ are continuous throughout J. Then 
(7r/2)2k2 
[j”,+) dx]’ ’ A’ ’ ,;;z,2 ’ 
(70) 
where, as before, k2 = minzEJ pr, K2 = max,,, pr. 
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Proof. In Lemma 2, choose y = u, h, = w1 , s = p, S = KS/r, $ = r and 
# = (k/p)2, to see that s2# = k2 is indeed nondecreasing. Moreover, 
j; s(t)+(t) dt = j: (s)(5) dt < ,Ip% dt = j-1 s(t)+(t) dt, (71) 
so that (63) is satisfied. Accordingly, /\i > p1 , p1 be ing the smallest eigenvalue 
of the system 
k2 
( 1 
’ - v1 r + prv = 0, x E I, 
v(u) = v’(b) = 0, (73) 
which by the method used over and over again in this paper, is seen to equal 
the extreme left side of (70). The right side of (70) is proved in a similar 
manner, using y = 0, h, = p1 , s = K2/r, S = p, $ = r and $I = (K/P)~ 
in Lemma 2. 
The discussion at the end of Section 2 applies equally well here to show 
that (70) cannot be compared, in general, to either (44) or (53) and (60) (even 
if Y > 0), but the bounds have to be computed explicitly and then compared, 
for every given case. 
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