Introduction
Some investigations conducted by (1) D. Marr in psycho-physiology of human vision, (2) J. S. Lienard in speech signal processing and (3) J. Morlet in seismic signal processing led these scientists to switch from short-time Fourier analysis to some more specific algorithms better suited to detect and analyze abrupt changes in images or signals.
These algorithms are strikingly similar and in the three of them the functions e mt , which have a given frequency co, and are the building blocks of the standard Fourier analysis, are replaced by "wavelets" which are time and frequency items and are the building blocks of "wavelets analysis". Wavelets have a finite duration (which can be arbitrarily small) but nevertheless, should also possess a well defined average frequency.
The success of the wavelets theory is due to the remarkable formulation by A. Grossmann of J. Morlet's ideas. Today this theory has applications in various branches of science whenever complicated interactions between events occuring at different scales appear. This happens in astrophysics [7] or in turbulence [3, 13, 14] .
Independently of the above mentioned research, heavy constraints imposed by digital speech processing have led to the discovery of the so-called quadrature mirror filters. These filters also have some applications in image processing where they improve pyramidal algorithms [1] .
During the fall of 1986, S. Mallat discovered that some quadrature mirror filters were the key to the construction of orthonormal wavelet bases generalizing the Haar system. This program was completed by I. Daubechies (1987) and A. Cohen (1990) and culminated with the discovery (1989) by G. Beylkin, R. Coifman and V. Rokhlin of striking new algorithms in numerical analysis [6] .
Working on submarine passive detection, J. M. Nicolas set up a new hierarchical organization of quadrature mirror filters, distinct from the one proposed by S. Mallat.
R. Coifman and the speaker proved the convergence of these schemes to new "libraries of orthonormal bases" resembling the waveforms used by J. S. Lienard. R. Coifman and V. Wickerhauser are planning to improve speech signal compression substantially through new algorithms to select a most efficient representation from such libraries. This line of research might end the dispute between the advocates of Gabor wavelets and those of Grossmann since both types belong to the library [9] .
The Windowed Fourier Transform
In signal analysis one often encounters the problem of extracting the frequency content of a signal f(t) for which one has only local information. [11] ). For that reason, the definition of Gabor wavelets has been modified to
and this over complete system is currently used in signal analysis [11] .
Wavelets with Constant Shape
is an analyzing wavelet if its Fourier transform <p(£) vanishes at 0 in a precise manner, given by the convergence of the following integral If J R " |y;(x)| 2 (1 + \x\) n + a dx < oo for some a > 0, then y; G ÛQR 11 ) and c(y;) is finite iff the integral of t/; vanishes. More generally c(\p) is finite for any y; in the Hardy space if 1 (R"). We now pick an analyzing wavelet \p, the mother wavelet, and decide that the other wavelets y; g of the family (which are used in the wavelet analysis) will only differ from xp by their orientation, their position and their size. This can be formulated in terms of the group G with elements
where dg = GT" -1 dadbdç is the left-invariant Haar measure of the group G. This implies [16, 23] 
JG
Let ç) be a radial function in the Schwartz class such that $(0) = 1 and q>(Ç) = 0 when Ifl > 1. Then J. Morlet's analyzing wavelet is
and looks like a Gabor wavelet. But the other wavelets xp of the Morlet family differ from Gabor wavelets by the fact that both their size and their average frequency are modified. Indeed we have
where v is a unit vector, a > 0 and b G IR". The Fourier transform of y; g is contained in the ball |£ -Sa~lv\ < a~x which amounts to saying that the average frequency of y; g is 5a -1 v. On the other hand, the size of the support of y; g is 0(a) and Morlet wavelets unlike Gabor wavelets have the sharpest spatial resolution at high frequencies, which is consistent with the Heisenberg uncertainty principle. In other words, when y) is the Morlet analyzing wavelet, the multiscale analysis given by (3.3) also provides a multichannel analysis.
Some scientists, like D. Marr [21] , have accepted a looser spectral resolution and they impose on the Fourier transform of the analyzing wavelet the following conditions: \p(Ç) e C°°(R") and
The larger m and JV, the better the spectral resolution.
Scientists who apply wavelets to signal or image processing believe that the diagnostic given by the wavelet coefficients will not depend too much on the choice of xp as long as xp satisfies (3.6) and (3.7). This belief is supported by functional analysts who have been obtaining the same results when using either the standard Littlewood-Paley theory or one of its variants. Today it is easy to recognize that the standard Littlewood-Paley theory is a wavelet analysis based on Morlet wavelets. A. Calderón, E. Stein and G. Weiss developed a program in which a function / on IR" is analyzed by the normal derivative ^(x,t) of its harmonic extension u(x, t) to the upper half space (x G IR", t > 0). This also amounts to a wavelet analysis in which the mother wavelet is xp(x) = (|x| 2 -n 2 ) (|x| 2 + l)~^+ 3^2 . Grossmann's simple and elegant formalism has been directly used in astrophysics [7] , in experiments on turbulence [3, 13, 14] and in many other fields of science or technology. In all these applications, the role played by wavelet analysis is to provide a better localization of small scale structures. These fine details are enhanced after being extracted from a background which is either cancelled or strongly attenuated by a correctly tuned wavelet.
Discrete versions of (3.3) would be ) is onto when a and ß are small enough. The values of a and ß depend strongly on the choice of xp which should satisfy (3.6) and (3.7) [22] .
Daubechies' theorem implies that a canonical decomposition f(x) = YJàEA C WWX(X) exists in which the coefficients are given by c(X) = (f,xpx)-Unfortunately these "dual wavelets" xpx might be badly behaved in terms of size and regularity. When this happens, it prevents us from using (in G. Weiss terminology) the "atomic decomposition" f(x) = £ c(X)xpx(x) in situations other than the "trivial L 2 setting". But if one is limited to the L 2 theory, the Haar system (1909) will provide the most efficient wavelet analysis, since it uses the simplest analyzing wavelet and since it is an orthonormal basis.
All these difficulties would disappear if xpx, Xe. A, forms an orthonormal basis of L 2 QR. n ).
Pyramidal Algorithms, Quadrature Mirror Filters and Orthonormal Wavelets
We fix an integer JV > 1 and assume we are given two trigonometric polynomials m 0 (6) We next define xp e L 2 QR) by y;(x) = 2 Xo^" 1 Sk <p(2x -k) or equivalently by
It remains, for a given JV, to choose mo (9) and mi(0) carefully in order to obtain a smooth wavelet xp(x). One way to proceed is the following. There exists (F. Riesz) m 0 (6) . We then have [12] .
Theorem 3 (I. Daubechies, 1987) . There exists a constant a > 0 such that for each JV > 2, the corresponding functions <p and xp will belong to C aN .
This construction also gives orthonormal wavelet bases in several dimensions. For the sake of simplicity, we stick to n = 2. We then consider the three wavelets xpi(x,y) = xp(x)cp(y), xp 2 . When compared to Fourier series expansions, orthonormal wavelets expansions provide a much deeper insight into the local or global properties of the function to be analyzed [17, 18] .
For example, J. O. Strömberg proved in 1980 that orthonormal wavelets form an unconditional basis for the Hardy space Jï 1^" ). A suitable regrouping of the wavelet expansion of a function / in i^flR") yields its atomic decomposition [22] .
Wavelets Packets
Wavelet analysis gives its best performance when it is applied to signals with abrupt changes or to functions which have simple discontinuities on smooth surfaces and which are smooth elsewhere. On the other hand, wavelet analysis gives its worst performance on stationary signals.
The speech signal obviously contains these two components and one would like to switch freely from wavelet analysis to windowed Fourier analysis in speech signal processing. R. Coifman and his co-workers have constructed a library of orthonormal bases in which can be found I. Daubechies orthonormal wavelets, a second orthonormal basis resembling the Gabor wavelets as well as many other bases.
Let us fix some notations to describe this library. We start with two quadrature mirror filters With these notations, the library of orthonormal bases generated by the quadrature mirror filters (FQ,F\) is described by the following theorem. When «/* is the obvious collection of the dyadic intervals [2 j ,2 j+1 ), j G Z, this basis happens to be the one described in theorem 3 and when A is the collection of [/,/ + 1), / G N, the corresponding Wi(x) will be denoted by w/(x) and resemble Gabor wavelets. Moreover, if mo(£) = ^f-and m\(E) = ^f-, the orlhonormal basis wi(x -k), 1 e N, fc G Z, is the well known Walsh system which is widely used in signal processing. When JV > 2 and m^(£) is chosen following I. Daubechies, the corresponding orthonormal basis wj(x -k), l e N, fc G Z, should be compared to a smooth version of the Walsh system.
In their work in speech signal compression, R. R. Coifman and V. Wickerhauser are using this full library of bases together with an entropy criterion for selecting the specific basis among the library which provides the "best" expansion [9] .
