We show that if two fuzzy relations, representing data tables with graded attributes, are ordinally equivalent then their concept lattices with respect to the Gödel operations on chains are (almost) isomorphic and that the assumption of Gödel operations is essential. We argue that measurement-theoretic results like this one are important for pragmatic reasons in relational data modeling and outline issues for future research.
may be described as follows. Consider the following table, representing fuzzy relation I 1 between objects x 1 , x 2 and x 3 , and attributes y 1 , . . . , y 4 . corresponding to the given data table.
32
In our previous work [1] , later extended to the framework of general relational 33 structures of first-order fuzzy logic [5], we showed then with an appropriately 34 defined notion of similarity, the following claim can be proven: the degree of 35 similarity of two data tables is less than or equal to the degree of similarity 36 of the corresponding concept lattices, i.e. similar data tables lead to similar as the one shown above, with rows and columns corresponding to objects and 93 attributes, and table entries containing degrees I(x, y). For
This defines a subconcept-superconcept hierarchy on B (X, Y, I). The structure of 110 B (X, Y, I) is described by the so-called main theorem for fuzzy concept lattices.
111
We only mention that B (X, Y, I) equipped with ≤ is a complete lattice where 112 infima and suprema are given by
For more information we refer to e.g. [4, 8, 22, 26, 32] . 
Ordinally equivalent data tables and their concept lattices

115
The kind of consistency alluded to above may be formalized as follows. We
116
say that fuzzy relations I 1 and I 2 between X and Y are ordinally equivalent, in 117 symbols I 1 ≡ I 2 , if for every x 1 , x 2 ∈ X and y 1 , y 2 ∈ Y we have
We also need the following, stronger variant of ≡. I 1 and I 2 are strongly ordinally 119 equivalent, in symbols I 1 ≡ {1} I 2 , if 120 I 1 ≡ I 2 and for every x 1 , x 2 ∈ X, y 1 , y 2 ∈ Y : I 1 (x, y) = 1 iff I 2 (x, y) = 1.
Clearly, ≡ may be defined for fuzzy sets in general, by putting for
123
Then ≤ A is a quasiorder and A ≡ B is equivalent to the fact that ≤ A coincides 124 with ≤ B .
125
If I 1 and I 2 represent two expert opinions, I 1 ≡ I 2 means that the experts 126 agree on whether the degree to which the object x 1 has the attribute y 1 is higher 127 than the degree to which the object x 2 has the attribute y 2 , for every choice of 128 objects and attributes. I 1 ≡ {1} I 2 means that, in addition, the experts agree on 129 when attributes fully apply to objects. 
In what follows, we utilize the fact that ordinal equivalence of I 1 and I 2 159 means that either of I 1 and I 2 may be brought to the other one by means of 160 an increasing bijection of the degrees involved (note that this claim holds for 161 linearly as well as non-linearly ordered L). More precisely, let for i = 1, 2,
Lemma 1. I 1 ≡ I 2 if and only if there exists an increasing bijection f :
i.e. I 2 (x, y) = f (I 1 (x, y)) for every x and y. For I 1 ≡ {1} I 2 , the corresponding
Proof. If I 1 ≡ I 2 then the required f is defined by f (I 1 (x, y)) = I 2 (x, y), for ev-166 ery x ∈ X and y ∈ Y . This definition is correct because the ordinal equivalence 167 of I 1 and I 2 and the antisymmetry of the ordering of truth degrees imply that
obvious.
170
Because for I 1 ≡ I 2 the function f from Lemma 1 is uniquely determined, we call it the function corresponding to I 1 and I 2 and denote it also by f I1,I2 in what follows. Furthermore, for a function f :
where dom(f ) denotes the set of degrees for which f is defined. For a mapping h :
We first consider the stronger assumption of I 1 ≡ {1} I 2 .
172
Theorem 1. If I 1 ≡ {1} I 2 then the mapping g defined by
Indeed, for any x ∈ X we have either
Due to finiteness of X we have
Similarly we obtain A ↑ I 2 (y) ∈ L 2 , and 
186
The assumption I 1 ≡ {1} I 2 moreover implies that f
is clearly a bijection and, moreover, 
200
The facts A ≡ {1} C and B ≡ {1} D are immediate. The proof is complete.
201
Example 3. Consider the fuzzy relations J and K from Example 1.
e. the mapping f from Lemma 1, is given by
Clearly, f Proof. Let us first prove that there exist q, r ∈ L such that 211 q > r and q → r > r.
Assume the contrary, i.e. that for every q > r we have q → r = r (this is indeed the contrary because we always have q → r ≥ r). Let us recall [2] that 213 in every complete residuated lattice, p ⊗ q = {r | p ≤ q → r}. Without loss of 214 generality, assume p ≤ q. Then
contradicting the assumption that ⊗ is different from min.
216
Let now b be the largest r for which a q exists satisfying (4), and let a be Indeed, recall that every formal concept A, B is uniquely determined by 224 its intent B and that the intents are just all fuzzy sets in Y of the form C
, which is nonempty due to a = 1, we have Next, we consider the weaker assumption of I 1 ≡ I 2 instead of I 1 ≡ {1} I 2 .
242
Let thus I 1 ≡ I 2 but not I 1 ≡ {1} I 2 . Then there exist x ∈ X, y ∈ Y , and 243 a ∈ L such that either I 2 (x, y) = 1 I 1 (x, y) = a < 1, or I 1 (x, y) = 1 and 244 I 2 (x, y) = a < 1. We assume the former, i.e. assume that x, y, and a satisfy 245 a = I 1 (x, y).
Clearly, I 1 ≡ I 2 implies that for every x and y , I 1 (x , y ) = a if and only if 
and 252
Recall that the 1-cut 1 C of a fuzzy set C in universe U is the ordinary set 1 C
253
defined by
We need the following assertions. 
261
First, we show A
For x ∈ nal equivalence of I 1 and I 2 implies I 1 (x, y ) < a, hence also I + 1 (x, y ) < a.
267
Since A(x) = I + 1 (x, y ), we conclude A(x) < a. The latter fact also implies
268
A − (x) = A(x). We now get
for if I 
Now, (9) along with (10), (11), (12), and the assumption A, B ∈ B(X, Y, I
278
Next we show B
A and x ∈ 
Now observe that
Indeed, for this equality, "≤" is obvious and "<" leads to a contradiction. Namely, B
− (x) < B(y) → I 1 (x, y), (13) and the fact B − = B would imply the existence of y for which B(y ) → I 1 (x, y ) = I 1 (x, y ) < I 1 (x, y). But since I 1 (x, y) < a, we have I 1 (x, y ) < a, hence also I + 1 (x, y ) = I 1 (x, y ) which would imply (14), (13) , and the fact that for x ∈ I 1 (x, y) ).
Let us first observe that the assumption B each y ∈ Y there is x ∈ X with B(y) < A(x). Now denote n = min(|X|, |Y |).
303
If |X| ≤ |Y |, take an arbitrary x 1 ∈ X. Due to the above observation, there 304 is y 1 ∈ Y with A(x 1 ) < B(y 1 ). For y 1 , there is x 2 ∈ X with B(y 1 ) < A(x 2 ).
305
Repeating this argument we get some y n for which there should exist x n+1 ∈ X 306 such that B(y n ) < A(x n+1 ). We obtained
which is impossible since X has exactly n elements. 
Clearly, h coincides with f
.
315
One can easily observe that h is a -morphism, i.e. a morphism that preserves 
for every x ∈ X and y ∈ Y , where min(f
for which f + I1,I2 (a) = C(x) and analogously for the other cases. Observe that if (7) and (8).
354
Theorem 3. Let I 1 ≡ I 2 but not I 1 ≡ {1} I 2 , let I 2 (x, y) = 1 for some x and y.
355
Then the mapping g defined by • C) = ∅ and the same for D; and due to
361
It is easy to see that Theorem 1 and Theorem 3 may be brought into one Republic) is gratefully acknowledged.
