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Abstract
The complexity of modern software systems has been rapidly increasing. Program
debugging and testing are essential to ensure the correctness of such systems. Program
analysis is critical for understanding system’s behavior and analyzing performance. Many
program analysis tools use instrumentation to extract required information at run time.
Instrumentation naturally alters a program’s timing properties and causes perturbation
to the program under analysis. Soft real-time systems must fulfill timing constraints.
Missing deadlines in a soft real-time system causes performance degradation. Thus, time-
sensitive systems require specialized program analysis tools. Time-aware instrumentation
preserves the logical correctness of a program and respects its timing constraints. Current
approaches for time-aware instrumentation rely on static source-code instrumentation tech-
niques. While these approaches are sound and effective, the need for running worst-case
execution time (WCET) analysis pre- and post-instrumentation reduces the applicability
to only hard real-time systems where WCET analysis is common. They become imprac-
tical beyond microcontroller code for instrumenting large programs along with all their
library dependencies.
In this thesis, we introduce theory, method, and tools for time-aware dynamic instru-
mentation realized in DIME tool. DIME is a time-aware dynamic binary instrumentation
framework that adds an adjustable bound on the timing overhead to the program under
analysis. DIME also attempts to increase instrumentation coverage by ignoring redundant
tracing information. We study parameter tuning of DIME to minimize runtime overhead
and maximize instrumentation coverage. Finally, we propose a method and a tool to in-
strument software systems with quality of service (QoS) requirements. In this case, DIME
collects QoS feedback from the system under analysis to respect user-defined performance
constraints. As a tool for instrumenting soft real-time applications, DIME is practical,
scalable, and supports multi-threaded applications. We present several case studies of
DIME instrumenting large and complex applications such as web servers, media players,
control applications, and database management systems. DIME limits the instrumentation
overhead of dynamic instrumentation while achieving a high instrumentation coverage.
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In this thesis, we address the problem of dynamic instrumentation of real-time systems.
Program analysis and profiling are essential for understanding program behavior. Pro-
gram profiling tools can use instrumentation to extract required information at runtime.
Instrumentation naturally alter the program behavior especially the timing properties. We
introduce the theory, method, and tools for time-aware dynamic binary instrumentation
which respects the timing constraints of the program under analysis.
1.1 Motivation
Debugging of complex software systems is difficult and expensive. A study of major U.S.
software engineering industries in 2002 revealed that software engineers spend, on average,
70-80% of their time testing and debugging [61, 41]. According to the study’s estimation,
testing and debugging costs the U.S. economy over $50 billion annually. Thus, it is essential
to investigate more efficient and less expensive debugging techniques.
As a preliminary work, we conducted an exploratory study that investigates the de-
velopers’ behavior while debugging a real-time embedded software system [18]. The study
further confirms the complexity and the difficulty of the debugging activity, especially for
real-time systems. The study involves 14 programmers debugging semantic errors of a
familiar real-time embedded software that consists of 3085 lines of code (LOC). Debug-
ging of real-time embedded software is challenging due to (1) hardware interaction, e.g.,
loading code to the target board, (2) use of low-level language semantics, e.g., memory
management in C, and (3) the need to respect the system’s timing requirements. Also,
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the study includes seven distinct bugs categorized into incorrect-hardware-configuration
bugs and memory leaks. The primary data-collection method is the video-recording of the
computer screens during the study sessions. Afterward, multiple observers code the videos
to extract information revealing the debugging behavior of the participants. Moreover,
when a participant compiles the system, it gets copied to a separate folder that is used
later to view the edits made in-between the compilation tries. Finally, the participants fill
out multiple forms to describe their experience through the debugging sessions.
Although the participants are familiar with the system under investigation, they faced
a noticeable difficulty in locating and fixing the bugs. Only in 64% of the debugging
sessions, the participant was able to find the code location of the bug. They also spent a
long time examining the bugs regardless the bug’s type. The total time spent examining
a bug varies between 9 minutes and 1.9 hours with an average of 33 minutes. Only in 38%
of the debugging sessions, the participant successfully fixed the bug. Moreover, we noticed
two forms of indecisive behavior that can contribute to failing to fix the bugs. According to
the activity visitation pattern [18], many participants show a high frequency of transition
between debugging activities while examining a bug. The debugging activities of interest
are code browsing, code editing, document reading, compiling, and testing. The second
observed indecisive behavior is called the ping-pong behavior. It means, according to the
editing location, moving far from the bug after approaching it at least twice. In many
debugging sessions, the participant adopted this behavior decreasing his chance to fix the
bug.
Program profiling and analysis are useful for debugging and understanding the runtime
behavior of programs. Many analysis frameworks use instrumentation to extract runtime
information during program execution. Instrumentation implies the insertion of extra
instructions that collect the traces into the program. Therefore, instrumentation adds
delay to the program execution. Both, hard and soft, real-time systems must fulfill timing
constraints.
There exists research work on time-aware methods to preserve the timing properties of
real-time systems during the instrumentation process [37, 56, 55, 57]. Current approaches
for time-aware instrumentation solely rely on static and source-code instrumentation tech-
niques. Previous works require WCET analysis of the input program to guide the placement
of instrumentation code. Their instrumentation frameworks modify the source code prior
to execution. They also need WCET analysis after program instrumentation to guarantee
that timing constraints are met. While these approaches are sound and effective, the need
for running WCET analysis pre- and post-instrumentation reduces the applicability to only
hard real-time applications where WCET analysis is common. Furthermore, the previous
frameworks also operate on the source code of input programs. Hence, the developer has to
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include the source code of all library dependencies of the program that he wants to instru-
ment. Moreover, statically analyzing these library dependencies is impractical. Consider,
for instance, the VLC media player [13] v2.0.5 which has approximately 600 000 lines of
code and uses libraries with more than three million lines of code. Statically analyzing
the source code of a multi-threaded program like VLC along with its library dependencies
becomes simply impractical.
In this thesis, we present a time-aware dynamic binary instrumentation methodol-
ogy [17]. The idea is to enable dynamic instrumentation of program binaries while bound-
ing the overhead of the instrumentation process. The proposed methodology assumes
only the availability of the program executable. It requires no preprocessing or WCET
analysis of the input program. Time-aware dynamic binary instrumentation is practical
and scalable for instrumenting soft real-time applications. It also supports multi-threaded
programs.
1.2 Real-time Systems
Real-time systems are rich in extra-functional (non-functional) properties [67, 90]. Extra-
functional properties include timing, code size, memory consumption, response time, and
communication bandwidth. Various real-time systems have different extra-functional re-
quirements, but they are all time-sensitive. A real-time system must maintain, not only
functional correctness, but also timing constraints [29]. The correctness of such systems
depends on the results they produce in addition to the time at which these results are
produced. In hard real-time systems, missing a deadline can result in system-failure which
can be life-threatening in some cases. On the other hand, it is possible to occasionally
miss deadlines in soft real-time systems. Missing deadlines in soft real-time systems can
lead to performance degradation. Examples of real-time systems are the new generation
of airplanes and spacecraft avionics, the braking controller in automobiles, and the vital-
sign monitor in hospital intensive-care units. More examples include web servers, media
players, high-performance networks, and robotic controllers.
1.3 Program Analysis
Program analysis is an important debugging technique. It is critical for understanding
program behavior and optimizing system performance. Examples of program analysis
3
objectives are function call tracing, time and space profiling, and collecting runtime statis-
tics on instruction and function usage. Many program analysis and profiling tools use
instrumentation to extract the required information at runtime. Instrumentation is the
insertion of analysis code into the program code to trace the program execution. It is
mandatory to maintain the program original behavior after instrumentation so, for ex-
ample, references and pointers to displaced instructions must be updated appropriately.
In general, there exist two instrumentation approaches; hardware based, and software
based. Hardware-based tracing methods [74, 82] are known for causing significant pertur-
bation to the program being traced [77]. Also, hardware-based tracing methods collect
low-level data and, hence, require higher-level support to provide traces at a higher-level
of abstraction [75, 76]. Software-based instrumentation can occur either automatically or
manually. Manual instrumentation requires that the developer specify the instrumentation
locations [89]. The developer, in this case, to find a bug in some program code, inserts
print statements and follows the flow of control or prints the value of variables [89, 59].
This process of adding and removing print statements keeps on going until the developer
locates and eventually fixes the bug. Manual instrumentation is highly flexible, but the
induced effect of instrumentation on the timing behavior is hard to estimate by the de-
veloper. Automatic instrumentation can happen either statically before the program runs
or dynamically during program execution. Static instrumentation tools include EEL [64],
ATOM [92], Etch [84], and Morph [101]. Dynamic instrumentation frameworks insert
analysis code during program execution to extract required information. Examples of such
frameworks are DynamoRIO [22], Pin [69], Valgrind [79], and Dyninst [24].
Static instrumentation methods are based on static analysis and cannot react to changes
in application behavior at run time. Static instrumentation, generally, incur lower runtime
overhead compared to dynamic binary instrumentation (DBI). On the other side, DBI,
as opposed to static instrumentation, does not require any pre-processing of the program
under analysis. This makes DBI more practical and usable by developers for profiling
and tracing purposes. More importantly, DBI can instrument any program while static
methods are limited to the code they can analyze, and, for example, cannot instrument
dynamically generated code and dynamically loaded libraries.
Instrumentation naturally causes perturbation to the program under analysis. Instru-
mentation methods [71, 60] insert code in the original program to enable tracing, which re-
sults in modifying the programs timing behavior. Since real-time software is time-sensitive




Time-aware instrumentation preserves a program logical correctness and respects its timing
constraints. Fischmeister et al. [37] introduced time-aware instrumentation by statically
instrumenting a program’s source code only at code locations that preserve the program’s
worst-case execution time (WCET). Instrumentation of a program using time-aware in-
strumentation techniques shifts the program’s execution time profile towards its deadline.
The authors report in [37] that applying their techniques to a case study resulted in a
low instrumentation coverage. The reason was that large portions of the code were shared
with the worst-case path and, hence, could not be instrumented. Kashif et al. [56] applied
code transformation techniques to the program under analysis to increase instrumenta-
tion coverage. The idea involves creating and duplicating basic blocks in a program to
increase the locations at which instrumentation code can be inserted while preserving tim-
ing constraints. The authors in [55] develop an instrumentation framework, INSTEP, for
preserving multiple competing extra-functional properties. Such properties include tim-
ing, code size and detection latency. INSTEP uses cost models and constraints of the
extra-functional properties together with the user’s instrumentation intent to transform
the input program into an instrumented program that honors the specified constraints.
1.5 Pin Framework
DIME is implemented as an extension to Pin, which is a DBI framework developed by
Intel [69]. Pin provides a cross-platform API for building program-analysis tools. It targets
IA-32 and Intel64 architectures, and supports multiple operating systems such as Windows,
Linux, OSX, and Android. Intel architectures running any of these operations systems
is a common platform for soft real-time applications such as the case studies presented
in Sections 3.4 and 4.6. Moreover, Pin is popular and well-supported with over 300 000
downloads and 700 citations [33]. Multiple Intel commercial development tools are built on
top of Pin [4]. Intel Parallel Inspector is a memory and threading debugger that can identify
memory leaks, allocation errors, data races, and deadlocks. Another commercial tool is
Intel Parallel Amplifier, which aid in performance optimization. Additionally, Intel Parallel
Advisor is a threading prototyping tool used to analyze and tune program’s threading
design before implementation. Pin offers the following features:
• Ease-of-use: Pin’s user model allows inserting calls to instrumentation code at ar-
bitrary locations in the executable using a simple but rich C/C++ API. Pin has
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more than 450 well-documented, easy to use instrumentation APIs [100]. Using Pin,
a developer can analyze a program at the instruction level with minimal knowledge
about the underlying instruction set.
• Portability: Although Pin allows extraction of architecture-specific information, its
API is architecture-independent.
• Transparency: A program instrumented by Pin maintains the same instruction and
data addresses, and the same register and memory values compared to uninstru-
mented execution. Thus, Pin extracts information that correctly describes the pro-
gram’s original behavior.
• Efficiency: Pin uses a just-in-time (JIT) compiler to insert and optimize instrumenta-
tion code. It utilizes a set of dynamic instrumentation and optimization techniques;
such as code caching, trace linking, register reallocation, inlining, liveness analysis,
and instruction scheduling.
• Robustness: Since Pin discovers the code in runtime, it can handle statically un-
known indirect-jump targets, dynamically generated code, dynamically loaded li-
braries. Also, it can analyze mixed code and data, and variable-length instructions.
To build an analysis tool using Pin, the developer should create a pintool which basically
consists of two types of routines. The analysis routine contains the code to be inserted
in the program during execution, whereas the instrumentation routine decides where to
insert the analysis-routine calls. Pin injects to the program executable and uses a JIT
compiler to translate the executable, instrument it, and retain control of it. The unit of
compilation is the trace: a straight-line code sequence that ends in an unconditional control
transfer, a predefined number of conditional control transfers, or a predefined number of
instructions. When the program starts execution, Pin compiles the first trace and generates
a modified one. The generated trace is almost identical to the original, but it enables Pin
to regain control. Pin transfers control to the generated trace, then Pin regains control
when a branch exits the trace. Afterwards, Pin compiles the new trace and continues
execution. Whenever the JIT compiler fetches some code to compile it, the pintool is
allowed to instrument the code before compilation. Pin saves the compiled code and its
instrumentation in a code cache in case it gets re-executed [95, 86, 69].
Pin supports different granularities for the instrumentation routine; image, trace, rou-
tine, and instruction granularity. The instrumentation-routine granularity defines when
Pin should execute the instrumentation routine. For example, in instruction granular-
ity, Pin instruments the program a single instruction at a time. Similarly, Pin offers
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multiple analysis-routine granularities i.e., where to insert the analysis-routine call. The
instrumentation-routine and the analysis-routine granularities can be different. For in-
stance, a pintool can support trace granularity for the instrumentation routine using the
TRACE AddInstrumentFunction() API. That means the pintool can access the basic blocks
and the instructions inside the trace using BBL InsertCall() and INS InsertCall(), respectively.
Note that a pintool can have multiple instrumentation and analysis routines.
Most of Pin’s overhead originates from the execution of the instrumentation code (in
the analysis routines). Such overhead varies according to the invocation frequency of
the analysis routines and their complexity. On the other hand, dynamic compilation and
insertion of instrumentation code (by the instrumentation routine) represent a minor source
of the overhead [69].
The following numbers show the slow-down factors of the SPEC2006 benchmark run-
ning on top of Pin on a Windows 32-bit platform as reported by Devor in [33]:
• Instruction-counting tool (inscount): 2.45 and 1.56 for SPECint and SPECfp, respec-
tively.
• Memory-tracing tool (memtrace): 4.74 for SPECint and 3.26 for SPECfp.
• Memory-tracing tool using Pin-buffering API (membuffer): 4.64 and 3.2 for SPECint
and SPECfp, respectively.
The instruction-counting tool counts the executed instructions of every executed basic-
block. The memory-tracing tool collects the address trace of instructions that access
memory. Additionally, Luk et al. report in [69] that the application slow down due to
dynamic instrumentation by Pin [69], DynamoRIO [22], and Valgrind [79] are 2.5, 5.1,
and 8.3 times, respectively. These numbers are reported for a light-weight tool counting
basic-block using an IA32 Linux platform running the SPECint benchmark.
Multiple factors can affect the overhead of DBI frameworks such as the complexity of
the analysis tool, the application’s complexity, and the length of the application’s execution
time. For example, Intel internally uses a heavy-weight Pin analysis tool that performs
sophisticated memory analysis on Intel’s production applications to analyze memory ref-
erence behavior. As stated by the authors in [95], this tool incurs average slow down of 38
and maximum slow down of approximately 110 for SPECint. Also, Valgrind’s memcheck
tool introduces average overhead of 22.2 and maximum overhead of 57.9 for SPEC2000
benchmark [79]. Memcheck is a complicated analysis tool that detects uses of undefined
values.
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We implement DIME extensions for supporting time-aware instrumentation in Pin.
As mentioned before, Pin is easily extensible for the creation of program analysis tool.
Moreover, Pin has lower overhead compared to other similar tools which is an essential
feature to achieve time-aware instrumentation.
1.6 Rate-based Resource Allocation
DIME employs rate-based resource allocation technique to bound the runtime overhead of
the instrumentation process. Rate-based resource allocation is a widely known method-
ology for priority scheduling of tasks [53, 91, 14]. Different schemes of rate-based re-
source allocation have been proposed for various computer-system domains. Examples of
such domains are operating systems [53], real-time systems [52] including mixed-criticality
ones [15], and multimedia applications [51]. A rate-based system allows a specific task to
run according to a previously defined rate, for example, “x milliseconds per second”. The
system has a capacity (i.e., a budget) for the task to execute in each time period (T ). Once
the budget is consumed, the task is suspended until the next time period (T ) starts.
Rate-based resource allocation models are flexible in managing tasks that have un-
known or varying execution times. They can also deal with tasks whose execution times or
execution rates can significantly deviate at run-time from the expected behavior. They en-
able direct mapping of timing and importance constraints into priority values. Rate-based
resource allocation models can protect a real-time system from performance degradation.
These models guarantee full resource utilization and overload-avoidance in a resource-
constrained system.
1.7 Goals and Contributions
In this thesis, we investigate the time-aware dynamic binary instrumentation technique
for the analysis of soft real-time systems. We develop the proposed technique into a
fully-implemented analysis tool and study its ability to respect a system’s extra-functional
constraints, especially timing. Additionally, the thesis evaluates the runtime overhead and
the instrumentation coverage of time-aware dynamic instrumentation. The following is a
summary of our contributions:
• Introducing the concept of time-aware dynamic binary instrumentation by employing
rate-based resource allocation method [17]. Dynamic instrumentation relaxes the
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assumptions of time-aware instrumentation to increase its scalability and applicability
to soft real-time systems.
• Developing DIME: a tool for the proposed instrumentation technique [17]. DIME
is a fully-implemented time-aware dynamic binary instrumentation framework that
limits the instrumentation time to a pre-specified budget. DIME bounds the runtime
overhead of the instrumentation process to respect the timing properties of programs.
• Proposing a redundancy-suppression technique to increase the instrumentation cov-
erage of DIME. To promote the ability of DIME to collect quality information, it
utilizes its budget, when applicable, to only extract non-redundant traces during
instrumentation.
• Studying the optimization possibilities of DIME’s parameters. The operation of
the time-aware dynamic instrumentation is highly dependent on two parameters.
Defining the relation between the performance of DIME and its parameters offers
practical guidance for the parameter tuning of the instrumentation framework.
• Introducing the concept and the tool for quality-of-service-aware dynamic binary
instrumentation (Qdime) [19]. Being a customizable and feedback-based analysis
tool, Qdime respects the user-defined performance thresholds and constraints to
guarantee an acceptable performance during instrumentation.
1.8 Organization
This thesis is organized as follows. Chapter 2 presents an overview of the related work on
program instrumentation and analysis. Chapter 3 proposes DIME: a time-aware dynamic
binary instrumentation framework using rate-based resource allocation. Chapter 4 presents
the redundancy suppression in time-aware dynamic binary instrumentation with the goal
of increasing the instrumentation coverage. Moreover, Chapter 5 discusses the parameter
tuning experiments, along with their implications on DIME. This chapter, also, lists the
limitations, the guidelines, and the work flow of DIME. Chapter 6 presents a QoS-aware
dynamic binary instrumentation technique that respects the performance constraints of





In this chapter, we review the related work on different instrumentation methodologies.
The related research topics include both static and dynamic binary instrumentation; DBI
tools utilizing Pin, and time-aware instrumentation techniques.
2.1 Static Instrumentation Frameworks
Static binary instrumentation frameworks provide libraries and APIs to modify program bi-
naries offline before execution. Examples of such frameworks are EEL [64] and ATOM [92].
Another example is Etch [84], a binary rewriting framework for Win32 applications running
on Intel x86 processors. QPT is a program profiler, based on static binary instrumentation,
that measures the execution frequency of basic blocks and control flow [65]. Morph [101]
also is a static binary instrumentation system that optimizes program executable based
on the collected profile information. Static binary instrumentation is unable to handle
dynamic code features such as dynamically generated code, dynamically loaded libraries,
and unrestricted indirect jumps and calls [42].
2.2 Dynamic Instrumentation Frameworks
Dynamic binary instrumentation (DBI) tools use code transformation during program ex-
ecution to extract program profile. Dyninst [24] is an API that provides a library for
dynamic binary instrumentation. Dyner [98], based on Dynisnt, is a platform-independent
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interactive tool that attaches to a running program, and allows the developer to insert
and remove instrumentation. MDL is a machine-independent language for dynamic binary
instrumentation [48]. It allows specification of the instrumentation and the collected per-
formance information. SystemTAP [50], Kerninst [93] and DTrace [27] provide interfaces
for kernel instrumentation. More examples of DBI systems include GDB, Vulcan [35], and
Detours [49]. Most of these dynamic binary instrumentation systems are probe-based, and
consequently, suffer from transparency issues [23, 69]. In probe-based instrumentation,
original instructions in memory are overwritten by the instrumentation code. This leads
to modifying the native behavior of the program under analysis.
Other DBI tools preserve transparency using software code caches such as Valgrind [79],
DynamoRIO [22], and Pin [69]. DynamoRIO [22] is a powerful runtime code manipula-
tion system that dynamically instruments an executable. An unmodified application can
be monitored and controlled in DynamoRIO’s virtual execution environment. The appli-
cation’s code and the inserted code are interleaved together. DynamoRIO provides an
interface for creating customized analysis tools by abstracting away the details of the un-
derlying system. Valgrind [79] is a DBI framework for building customized heavyweight
analysis tools. It uses just-in-time (JIT) binary re-compilation to instrument code blocks.
Popular Valgrind analysis tools are Memcheck; a memory error detector, callgrind; a call-
graph generator , and CacheGrind; a cache and branch-prediction profiler. Valgrind alters
the execution of multi-threaded applications. It allows only one thread to run at a time, and
consequently, changes the application’s thread scheduling. Pin [69] provides a high-level
API for dynamic binary instrumentation. It uses a JIT compiler to insert and optimize
instrumentation code. Pin automatically embraces register reallocation, inlining, liveness
analysis, and instruction scheduling to optimize jitted code. On the other hand, Valgrind
and DynamoRIO rely on the tool writer to invoke special operations to boost performance
(e.g., inlining). The program instrumented by Pin maintains the same instruction and
data addresses, and the same register and memory values compared to native execution.
2.3 Pin-based DBI Frameworks
Due to Pin’s efficiency and ease-of-use, many research studies have utilized Pin for specific
analysis requirements, or to reduce DBI overhead in general [85, 28, 72, 68]. Wallace and
Hazelwood [97] introduce SuperPin; a parallelized version of Pin to reduce the overhead of
DBI. SuperPin executes an uninstrumented version of the application, and then forks off
multiple instrumented slices of code regions. Each slice runs in parallel to the application
in a separate processor core. The experimentation shows significant performance improve-
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ment for instrumentation tasks that are amenable to parallelization and merging. The
performance of SuperPin highly depends on the number of processor cores, and available
memory. Moreover, there exists multiple sources of delay, such as fork overhead, pipeline
delay and compilation slowdown. Moseley et al [76] use a probe-based application monitor
to fork a shadow process that is to be instrumented and profiled. The forked process runs in
parallel to the original with certain restrictions to prevent interference with the execution
of the original process. Other works as well parallelize the program profiling and analysis
process by utilizing multicore systems [102, 99]. As will be illustrated in Chapter 3, DIME
is a generic approach to time-aware dynamic binary instrumentation. Hence, DIME can
be extended to utilize these parallelization techniques.
Upton et al. [96] reduce the data-collection overhead of system profiling. They imple-
ment a buffering system for Pin to efficiently collect chunks of data and process the full
chunk at once. The buffering system optimizes the generated code for buffer writing and
reduces the cost of full-buffer detection. Kumar et al. [63] optimize the instrumentation
code to decrease the DBI overhead. They reduce the number of executed instrumentation
points and the cost of each point. These instrumentation approaches, opposed to DIME,
ignore the program’s timing and performance constraints.
Arnold and Ryder [20] introduced a framework for reducing the cost of instrumented
code. They use code-duplications combined with counter-based sampling to switch between
instrumented and non-instrumented code. Checking code is inserted at method entries and
backedges. Thus, their profiling approach is limited to intra-procedural acyclic program
paths. Also, this approach does not take into account the execution time of the instrumen-
tation code. Although event-based sampling is an effective way of instrumenting events
according to their frequency of occurrence, overhead bursts can have a negative effect on
the performance of time-sensitive applications [21]. Other sampling-based techniques have
been proposed for performance optimizations [40]. These techniques either apply opti-
mizations specific to the instrumentation objective or use compiler-specific information to
perform optimizations.
PinOS [25] is a Pin extension for instrumenting not only the user-level code but also the
kernel OS. It is built on top of the Xen virtual machine monitor, and it inherits the powerful
instrumentation Pin API. PinOS fails to provide strong isolation; although it steals the
memory from the guest OS, the instrumented process is still able to access the memory
used by the analysis routines. PEMU [100] is another Pin-compatible kernel and user-space
DBI framework. It supports out-of-VM high-level instrumentation of Kernel operations.
PEMU provides an additional software layer to maintain the isolation requirement. Again,
the techniques mentioned in this section, generally, can be used to complement DIME
approach for time-aware instrumentation.
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2.4 Static Time-aware Instrumentation
All the previously mentioned instrumentation approaches are poor at maintaining the
extra-functional properties of the program. They affect the program’s behavior especially
the temporal behavior [56]. Partial instrumentation can be used to respect timing con-
straints [88]. Fischmeister et al. [39, 37] present time-aware static source-code instrumen-
tation to honor the program’s timing, especially the worst-case execution time (WCET).
This means adding instrumentation code only to non-worst-case paths of the program.
Time-aware instrumentation shifts these paths to have higher execution times closer to the
program’s deadline. The case studies, investigated in [37], show the promise of the gen-
eral concept of time-aware instrumentation, but also, reveals new challenges. A relatively
high percentage of the program paths shares basic blocks with the worst-case path. This
prevents the instrumentation of large portions of the code to avoid the violation of the
worst-case execution time constraint.
Kashif and Fischmeister [56] apply program transformation techniques to tackle this
challenge and increase the effectiveness of time-aware instrumentation. The first program
transformation technique is branch block creation which creates locations in the program
for instrumentation. This increases the number of instrumentable basic blocks which leads
to a higher instrumentation coverage. The second technique is control-flow-graph (CFG)
Cloning that duplicates CFG sub-graphs to permit instrumenting them. CFG Cloning
adds no overhead to the worst-case path at the expense of code size. In [57], Kashif et
al. introduce a slack-based mechanism which allows conditional instrumentation of the
worst-case path of the program. The timing constraints of hard real-time systems are
usually conservative. Thus, there exists a time slack between the WCET and the actual
execution time of the program [57]. Slack-based conditional instrumentation will execute
the instrumentation code only if the program has sufficient slack at run time.
INSTEP [55] is a fully implemented static instrumentation framework that considers
multiple competing extra-functional properties such as timing and code size. The inputs of
INSTEP are the instrumentation intents, the extra-functional constraints, the cost models,
and the program source code. INSTEP derives instrumentation alternatives and applies
local search to optimize the instrumentation solution. Denil et al. [32] present an in-
strumentation framework for Simulink models that preserves extra-functional properties.
Similar to INSTEP, the proposed framework considers the instrumentation intents and the
cost models to respect the system’s constraints. The authors use rule-based model transfor-
mation techniques to instrument the model and optimize the placement of instrumentation
blocks.
Static time-aware instrumentation methods are sound and effective for hard real-time
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systems. On the other side, the mentioned methods adopt strict assumptions [94]: source-
code availability, static-analysis preprocessing, WCET analysis, and MISRA-C compliance.
The availability of the source code is needed to conduct static-analysis preprocessing and
WCET analysis. Not only the source code of the program should be available, but also
the source code of all the referenced libraries. Practically, the source code of the libraries
may not be available or accessible. Also, the source code of many libraries are large
in size; statically analyzing them is complex and may be impractical. WCET analysis
is a common, and sometimes a mandatory, practice for the development of hard real-
time systems. However, the requirement of running WCET analysis before and after
the instrumentation reduces the applicability of these methods to only hard real-time
systems. Finally, static time-aware instrumentation assumes the program source code to
be analyzable. For example, the program should be MISRA-C compliant. MISRA-C
provides a standard for the development of safety-critical real-time systems and facilitates
the computation of WCET. MISRA-C limits the use of pointers, recursion and dynamic
memory allocation.
The dynamic technique proposed in this thesis loosens the assumptions of time-aware
instrumentation to increase its applicability and scalability. Dynamic time-aware instru-
mentation only assumes the availability of the executable binary. It requires no prepro-
cessing or WCET analysis before or after instrumentation. Also, the dynamic technique
removes any restrictions on the program structure. However, dynamic instrumentation is
known to incur higher runtime overhead than static instrumentation. Therefore, Dynamic
time-aware instrumentation considers only soft real-time systems which can tolerate a few
deadline misses.
2.5 Program Sampling
Sampling is a widely used approach to reduce the runtime overhead of program tracing
by trading off the amount of extracted information [26, 16, 20, 47, 45, 70, 58, 66, 38].
Sampling extracts runtime information at a predefined rate. Mostly, sampling is triggered
by hardware interrupts, periodic software-event counters, or both.
The authors in [26] employ the timer-based interrupts on Alpha processors to collect
register contents. The performance counters interrupt the processor to record values from
the current context. They use a sampling period of fixed number of instructions in addition
to small randomization factor. Similarly, the Digital Continuous Profiling Infrastructure
(DCPI) [16] is a sampling profiler that utilizes hardware performance counters. The sam-
pling period of DCPI is based on frequent randomized periodic interrupts.
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As mentioned previously, Arnold and Ryder [20] uses instrumentation along with counter-
based sampling to collect program profile with low overhead. This method only captures
the temporal profile of intra-procedural acyclic program paths. Hirzel and Chilimbi [47] fur-
ther extend Arnold-Ryder work to sample longer program bursts allowing for low-overhead
temporal profiling. Their bursty tracing framework can span procedure boundaries, and
accordingly, can collect inter-procedural profiling information.
Adaptive bursty tracing (ABT) is a statistical profiling mechanism that aims to maxi-
mize the coverage of infrequently executed code, i.e., cold code [45]. This tracing method
samples code segments at a rate inversely proportional to their execution frequency. ABT
reduces the sampling frequency and overhead of hot code and guarantees the tracing of
cold code. Marino et al. [70] present a sampling algorithm, for multi-threaded applications,
which progressively adapts the sampling period at runtime based on the code execution
frequency. Kasikci et al. [58] propose the bias-free sampling (BFS) method which uses
breakpoints to sample instructions independently of their execution rate. BFS is an event-
based sampling approach which samples infrequently executed instructions. The proposed
approach avoids profiling hot instructions and, thus, limits the runtime overhead.
With the objective of bug isolation, Liblit et al. [66] propose a sampling framework to
gather runtime information from remote user-executions of deployed software. The authors
extend Arnold and Ryder’s work mentioned earlier to collect sample data. They randomize
the sampling period, instead of using a fixed rate, based on a geometric distribution to
guarantee a fair random sample. Contrary to Arnold-Ryder approach, this one can col-
lect inter-procedural profiling information. Finally, Fischmeister and Ba [38] introduce a
sampling-based monitoring technique for time-sensitive applications along with techniques
to statically determine sampling periods.
Both DIME and the sampling method trade off the overhead and the coverage of pro-
gram tracing. Similar to sampling, DIME defines a time period to collect runtime infor-
mation. Additionally, DIME specifies an instrumentation budget to respect the program’s
extra-functional constraints (especially timing). The budget determines the time allowed
for program instrumentation. Although the mentioned sampling techniques aim to reduce
the overhead of program profiling, none takes the program constraints into consideration.
Also, the definition of the period in DIME is different from that of the sampling approach.
The sampling period denotes the time between collecting two consecutive samples. On
the other hand, the time period of DIME defines the time between consecutive budget-
replenishment events (will be discussed later in Chapter 3). Finally, DIME is a generic
instrumentation approach that is independent of the analysis objective, e.g., call tracing,
opcode profiling, or branch profiling. In other words, the instrumentation budget of DIME
is defined with respect to the system specifications and regardless of the analysis objective.
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Chapter 3
DIME: Time-Aware Dynamic Binary
Instrumentation
In this chapter, we illustrate DIME, a time-aware dynamic binary instrumentation (DBI)
framework [17]. DIME is built as an extension to Pin [69]. The idea is to enable dynamic
instrumentation of program binaries while still bounding the overhead of the instrumen-
tation process. DIME supports multi-threading and is a practical and scalable tool for
instrumenting soft real-time applications.
3.1 Overview of DIME
DIME is a dynamic time-aware binary instrumentation tool [17]. It ensures that the in-
strumentation process respects, as much as possible, the timing properties of the program.
DIME achieves this using rate-based resource allocation [53] by limiting the instrumen-
tation time to a predefined budget B per time period T . The instrumentation budget B
is specified during the system design process. Instrumentation code executes for a total
of tins time units in every time period T . Optimally, the total instrumentation time tins
per period T should not exceed the instrumentation budget B. If the instrumentation
consumes the given budget before the end of the time period T , the framework will disable
instrumentation. At the beginning of the next period T , the budget resets to B time units
and the instrumentation is re-enabled. This process repeats until the program terminates.
Figure 3.1 describes the operation of DIME. There are two states of operation: DBI-
enabled and DBI-disabled . In the first state, DIME can insert instrumentation code and
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Figure 3.1: State-machine for DIME’s operation.
extract information from the program during its execution. Furthermore, DIME has to
measure the time consumed by the executed instrumentation code tins. In the second
state, the framework prohibits code insertion and, thus, program instrumentation. DIME
switches between the two states: DBI-enabled and DBI-disabled according to the consump-
tion of the instrumentation budget. Let tprog be the running time of the program since
the start of execution. DIME will switch from DBI-enabled to DBI-disabled when the
instrumentation consumes all its budget (tins ≥ B) and a new period T has not yet started
(tprog mod T 6= 0). At the beginning of every time period T , i.e., (tprog mod T = 0), DIME
will reset the instrumentation time, tins = 0. It would also switch states from DBI-disabled






























Program Execution Time (tprog)
Figure 3.2: Rate-based DBI.
Figure 3.2 further illustrates the rate-based DBI approach. The X-axis represents
the program’s execution time tprog and the Y-axis shows the remaining instrumentation
budget (B − tins). The program launches in the DBI-enabled state where the framework
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has full instrumentation budget. In the first time period [0, T ) of the program’s execution,
instrumentation code executes and reduces the available budget. Once the instrumentation
has fully consumed the budget, the framework will switch to the DBI-disabled state and
will prohibit instrumentation. At time T , the budget is reset and the framework returns
back to the DBI-enabled state. The negative value in the second time period [T, 2T ) is an
overshoot. An overshoot will occur, if, for instance, the remaining budget equals two time
units, but the last instrumentation (before switching to DBI-disabled state) takes three
time units. In the third time period [2T, 3T ), the total budget consumption is less than
the budget B, so the framework remains in the DBI-enabled state.
3.2 Implementation Using Pin
This section describes the implementation of DIME. We mentioned, in Section 1.5, that
instrumentation routines and dynamic compilation have a small overhead compared to the
execution of the instrumentation code in the analysis routines [69]. This means that the
main source of DBI overhead using Pin is the analysis routines. Hence, our objective is
bounding the overhead of the analysis-routine execution to the pre-specified budget. The
total instrumentation time tins, in this case, is approximately the total execution time
of the instrumentation code inside the analysis routine. The time-aware extensions can
be applied to any pintool, i.e., a pintool created by a developer for any instrumentation
objective can be modified to support time-aware DBI.
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void analysis(...){
2 time_start = get_time ();
// Execute instrumentation code
4 ...
time_end = get_time ();




10 //Do budget checking
...
12 // Switch state accordingly
...







Listing 3.1: Handling of instrumentation budget in DIME.
Listing 3.1 shows a pseudocode that abstractly describes the handling of the instru-
mentation budget in DIME. A variable budget var initially holds the maximum allowable
instrumentation budget (per period T ), B. A signal sig is scheduled to fire every T time
units. In the sig signal-handler routine, the instrumentation budget is reset i.e., budget var
is reset to B. The function get time() is responsible for reading the current timestamp
using precise timers such as the time stamp counter (TSC) or the high precision event
timer (HPET). Section 3.3 discusses the exact implementation of get time(). DIME mea-
sures the instrumentation time by subtracting the timestamps at the beginning and end
of the analysis routine. It then subtracts the instrumentation time from budget var. The
instrumentation routine performs a budget check to determine the state (DBI-enabled or
DBI-disabled). If instrumentation budget is available, then the instrumentation routine
will insert a call to the analysis routine, otherwise it does not. The instrumentation rou-
tine usually inserts calls to the analysis routine(s) based on the instrumentation objective.
Consider, for instance, a pintool that prints memory addresses of program reads or writes.
The instrumentation routine then checks for the type of instructions. If the instruction
reads or writes to memory, then the instrumentation routine will insert a call to the anal-
ysis routine and will instruct Pin to pass the memory reference’s effective address to the
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analysis-routine call.
The instrumentation routine in DIME performs the following operations:
1. Checking for instrumentation budget
2. Inserting calls to the analysis routine
3. Processing before and/or after inserting analysis routine calls
Note that budget checking is the only difference between the instrumentation routine in
DIME and that in native Pin (unmodified pintools). Optimally, the instrumentation rou-
tine should be able to:
1. Incur minimal overhead in the DBI-disabled state
2. Honor the instrumentation budget, i.e., disable instrumentation once budget var reaches
zero
3. Guarantee full utilization of the budget, i.e., re-enable instrumentation once the signal
fires
Checking for budget at each instrumentation point in the DBI-enabled state enables strictly
honoring the instrumentation budget. Budget checking at each instrumentation point in
the DBI-disabled state allows a quick transition to the DBI-enabled state, i.e., allows
instrumentation to start from the beginning of period T and, hence, full utilization of the
budget. On the other hand, continuous budget checking adds runtime overhead. Reducing
the frequency of budget Checking by performing it at a higher granularity (not at each
instrumentation point) in the DBI-disabled state, will reduce the budget checking overhead
in that state at the expense of budget utilization. Checking for budget at a higher level
in both states, will reduce the overall budget checking overhead, but will cause overshoots
beyond the instrumentation budget to often occur as a result of loosely honoring the
budget. These tradeoffs will be highlighted in the discussion of the different implementation
alternatives in Section 3.2.4.
There are three different implementations for the instrumentation routine in DIME:
Trace Version, Strict Trace Version, and Trace Conditional . From an implementation




Trace Version checks for budget at each instrumentation point and makes use of Pin’s
trace versioning APIs to enable and disable instrumentation. Pin’s trace versioning APIs
allow dynamic switching between multiple types (versions) of instrumentation at runtime.
We mentioned earlier that a trace in Pin is defined as a sequence of program instructions
that has a single entry point and may have multiple exit points. If Pin detects a jump to
an instruction in the middle of a trace, it will create a new trace beginning at the target
instruction. When Pin switches versions, it creates a new trace starting from the current
instruction.
Trace Version inserts analysis calls to check for budget and switch instrumentation
versions (if necessary) at each instrumentation point. In Trace Version, every trace is as-
signed a version ID, either V INSTRUMENT, which represents the DBI-enabled state, or
V BASE for the DBI-disabled state. Listing 3.2 shows a pseudocode outline of the Trace
Version implementation that favors readability over optimality. Pin calls the instrumen-
tation routine at every new trace. First, budget checking is performed by inlining an extra
analysis routine (budget check() routine). The budget check() routine consists of one code
statement: return (budget var > 0). Note that Pin is capable of inlining short routines that
have no control flow. If the current trace version is V BASE, the instrumentation routine
will check if it needs to switch the version to V INSTRUMENT and vice versa. The in-
strumentation routine performs this check by inserting a dynamic check using Pin’s API
InsertVersionCase(). This API will set the trace version to V INSTRUMENT if the inserted
call to budget check() returns true, and will set it to V BASE otherwise. Finally, the switch
case will insert a call to the analysis routine only if the current version is V INSTRUMENT.
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1 void instrumentation(...){
2 For each instrumentation point{
3 if(version == V_BASE) {
4 InsertCall(budget_check);
5 //check switching to V_INSTRUMENT
6 InsertVersionCase (1, V_INSTRUMENT);
7 }
8 else if(version == V_INSTRUMENT){
9 InsertCall(budget_check);














Listing 3.2: Instrumentation routine of Trace Version.
To clarify, let Trace 1 be the sequence of instructions in Listing 3.3. Assume that Trace 1
has version = V INSTRUMENT, and “For each instrumentation point” means “For each instruction”
in this example. Pin calls the instrumentation routine at every trace. The instrumenta-
tion routine inserts an inlined call to budget check() before every instruction in the trace.
According to the switch case in Listing 3.2, the instrumentation routine inserts a call to
the analysis routine before every instruction in the trace. The API InsertVersionCase() guar-
antees that the execution of the inserted analysis routine will occur, only if the output of
budget check() matches the ID of the current version (which is 1 in this case). Directly after
the execution of the instrumentation routine, budget check(), that is inserted before the first
instruction, is executed. Assume that its output is 1 which means that the budget is cur-
rently larger than zero. In this case, Pin will execute the analysis routine that is inserted
before the first instruction. Afterwards, Pin executes budget check() that is inserted before
the second instruction. Assume that the budget is now fully consumed, so budget check()
returns 0. Since the output mismatches the ID of the current trace, Pin will switch ver-
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sion to V BASE (i.e. disable instrumentation). Accordingly, Pin will create a new trace
Trace 2, with version = V BASE, starting from the second instruction. Pin will then execute
the instrumentation routine to instrument Trace 2 according to its version. Also, the anal-
ysis routine inserted before the second and the third instruction will be ignored i.e., not
executed.
1 mov eax , dword ptr [ rsp+0x30 ]
2 and eax , 0x10000000
3 mov dword ptr [ rsp+0x3c ] , eax
Listing 3.3: Example (1) of a trace.
DIME achieves low overhead by using Pin’s InsertVersionCase() API. When the instru-
mentation routine calls the API InsertVersionCase() and switches versions, Pin creates a new
trace starting from the currently-executing instruction. In the Trace Version implemen-
tation, DIME continuously calls InsertVersionCase(), forcing Pin to continuously check for
the trace version. These checks can be inserted at every instruction, at the start of every
basic block, etc. according to the instrumentation objective. Thus, the low overhead trace
version API enables DIME to always check for available budget at each instrumentation
point. This enables immediate transitions to both DBI-enabled and DBI-disabled states.
This way it guarantees full utilization of the budget by switching to V INSTRUMENT
from V BASE once budget is available for instrumentation. This also causes a high budget
checking frequency.
3.2.2 Strict Trace Version
Strict Trace Version has a similar implementation to Trace Version but with a reduced
frequency of budget checking in the DBI-disabled state. This means a lower budget check-
ing overhead and at the same time a delayed transition to the DBI-enabled state. A
delayed transition to the DBI-enabled state means a delay in enabling instrumentation
which reduces the budget utilization. The Strict Trace Version implementation of DIME
also makes use of Pin’s trace versioning APIs.
In the DBI-disabled state, Strict Trace Version checks for a budget reset in the instru-
mentation routine to switch to the DBI-enabled state instead of performing analysis-routine
calls to check for budget at each instrumentation point. Listing 3.4 outlines the implemen-
tation of Strict Trace Version. A boolean variable budget reset is introduced that is initially
set to false. This variable will be set to true when the signal sig fires every period T . The
instrumentation version is initially V INSTRUMENT and will switch to V BASE when
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the instrumentation budget runs out during the period T . In V INSTRUMENT, budget
checking happens at each instrumentation point as in Trace Version implementation. In
the version V BASE, the instrumentation routine does not insert a check for switching
versions until the budget is reset and variable budget reset is set to true. This modified
condition prevents the instrumentation routine from calling InsertVersionCase() in the DBI-
disabled state. To illustrate, DIME checks the budget in the DBI-enabled state at each
instrumentation point (e.g. at the instruction level). However, when the state changes
to DBI-disabled , the budget checking will only happen when the instrumentation routine
gets called, i.e., at the trace level. This reduces the budget checking overhead compared
to Trace Version which performs budget checks more often.
Strict Trace Version reduces the budget checking overhead at the expense of budget uti-
lization. Remember that inserting calls to InsertVersionCase() makes Pin check for the trace
version and create a new trace. Consider the scenario when one call to InsertVersionCase()
switches the version from V INSTRUMENT to V BASE. This causes the creation of a new
trace. When DIME calls the instrumentation routine for the new trace and budget reset
is false, DIME will not insert version checks or analysis-routine calls. Hence, the trace
will run to completion without any version switches even if the budget gets reset. When
Pin creates a new trace and budget reset is true, the instrumentation routine will insert a
version check that will trigger switching versions to V INSTRUMENT. In other words,
Strict Trace Version has lower budget utilization compared to Trace Version because it
postpones using the instrumentation budget till the start of a new trace.
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1 void instrumentation(...){
2 For each instrumentation point{
3 if(version == V_BASE && budget_reset == true) {
4 budget_reset = false;
5 InsertCall(budget_check);
6 // check switching to V_INSTRUMENT
7 InsertVersionCase (1, V_INSTRUMENT);
8 }
9 else if(version == V_INSTRUMENT){
10 InsertCall(budget_check);
















27 budget_var = B;
28 budget_reset = true;
29 }
Listing 3.4: Implementation of Strict Trace Version.
3.2.3 Trace Conditional
The Trace Conditional implementation aims to reduce the budget checking overhead asso-
ciated with trace versioning. It avoids calling analysis routines for either budget checking
or version switching. It, however, suffers from a delayed switching between the DBI-










Listing 3.5: Instrumentation routine of Trace Conditional .
Trace Conditional performs all its budget checking in the instrumentation routine with-
out any analysis-routine calls. Listing 3.5 presents the implementation for Trace Condi-
tional . The instrumentation routine checks the available budget using a simple if statement
at the beginning of every trace. So, in both states, DBI-enabled and DBI-disabled , budget
checking occurs at the trace level. This decreases the overhead of the instrumentation rou-
tine of Strict Trace Version. It also reduces the overhead of analysis calls for the purposes
of checking budget and switching instrumentation versions. Trace Conditional achieves
this, however, at the expense of budget utilization because switching to the DBI-enabled
state only occurs at the beginning of a new trace (similar to Strict Trace Version). Trace
Conditional also loosely honors the instrumentation budget compared to Trace Version
and Strict Trace Version. This is because switching to the DBI-disabled state only occurs
at the beginning of a new trace.
3.2.4 Qualitative Comparison
Table 3.1 provides a qualitative comparison of the different implementations of DIME.
The Trace Version and Strict Trace Version implementations are based on Pin’s trace
versioning APIs. This enables them to switch between versions based on analysis-routine
calls for budget checking. Trace Conditional works differently as it performs budget checks
in the instrumentation routine. Trace Version checks for budget before each analysis-
routine call. Hence, it immediately switches to the DBI-disabled state after a budget check
returns false (no budget available) before an instrumentation point. It also immediately
switches to the DBI-enabled state and executes an instrumentation point when a budget
check returns true. This enables Trace Version to fully utilize the budget and strictly honor
the instrumentation budget but with a high budget checking overhead (relative to Strict
Trace Version and Trace Conditional). Strict Trace Version delays the switching to the
DBI-enabled state until the beginning of a new trace. This results in a lower utilization
of the budget, strictly honoring the budget, and less budget checking overhead. Trace
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Conditional delays switching to both states but does not perform any analysis calls for
budget checking. Hence, it has a low budget utilization, does not strictly respect the
budget, and has the least budget checking overhead.
3.3 Performance Evaluation
The qualitative evaluation of Section 3.2.4 is insufficient to decide when to use each of
the three implementations. For example, a delayed switch to the DBI-disabled state can
cause overshoots beyond the instrumentation budget until a new trace starts. The severity
of the overshoots compared to the budget checking overhead depends on factors like the
complexity of the analysis routine and the program behavior. Therefore, it is important
to consider these factors to be able to decide on a suitable implementation of DIME to
use for a specific instrumentation objective. We now empirically investigate the differ-
ent implementations in terms of execution overhead, and later in Section 3.4 discuss the
instrumentation coverage and applicability domains.
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3.3.1 Experimental Setup
We experiment with the SPEC2006 C benchmark suite [46] which consists of integer and
floating point benchmarks. SPEC2006 is a common benchmark for evaluating performance
of dynamic instrumentation tools [69, 22, 79]. We run the benchmarks on an Ubuntu 12.04
operating system patched with a real-time kernel v3.2.0-23 which converts Linux into a fully
preemptible kernel. We compile the benchmarks using gcc v4.6.3 (with -O3 optimization
level) and use pintools from the Pin kit v2.12-56759. The experimentation includes four
platforms:
• An embedded target hosting a dual-Core Intel 1.66 GHz processors with 2 MB of
cache, 2 GB of RAM, and digital IOs.
• An embedded target hosting a single-core VIA NAS7040 board with a C7-D 1.8 GHz
processor and 128 KB of cache, 2 GB of RAM, and digital IOs .
• Two standard workstation hosting a quad-core i7-2600 3.4 GHz Intel processors with
8 MB of cache, and 16 GB of RAM.
We implement the function get time() as an inlined assembly instruction that queries the
processor cycles from the Intel processor’s Time Stamp Counter (TSC). We inhibit task
migration between cores and lock core speed’s to operate at their maximum frequency to
obtain accurate results from the TSC. The experiments run with a real-time scheduling
policy and priority. Note that these modifications are for the purpose of obtaining accurate
results for performance evaluation and are not required for the correct operation of DIME
as Section 3.4 demonstrates.
To evaluate the performance of DIME, we use four pintools from the Pin 2.12 kit;
dcache, inscount, regmix, and topopcode. dcache is a data-cache simulator that outputs the
number of data-cache load hits and misses, and store hits and misses. We consider the
instrumentation routine a light-weight one, since it just checks for the instruction type and
accordingly inserts a call to one of the analysis routines. The tool contains seven analysis
routines which are heavy-weight, since the routines contain nested function calls and may
also contain a loop to retrieve data-cache information. At the end of the program execution,
the tool writes the output to a file. inscount is a simple instruction counting tool that has a
light-weight instrumentation routine and a light-weight analysis routine. The instrumen-
tation routine only inserts a call to the analysis routine which increments an instruction
counter. regmix is a register profiler that prints the used registers along with the number
of read-accesses and write-accesses of each. regmix has a light-weight analysis routine that
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only increments a counter, whereas, its instrumentation routine is heavy weight. The in-
strumentation routine extracts register information, at instrumentation time, through two
calls to a function containing nested loops. The tool writes the output to a file at the end
of the program’s execution. topopcode is a profiler that prints the opcode of the executing
instructions at runtime. The instrumentation routine is a heavy-weight one that calls two
functions before analysis-routine insertion. Also, the analysis routine is heavy-weight since
it is responsible for extracting information and printing the output at runtime. Originally,
the instrumentation-routine granularity of all these tools is at the trace level, except for
dcache which operates at the level of instructions. To implement a DIME version of dcache,
we changed the granularity of dcache to operate on traces by looping over the instructions
of the trace basic blocks. For the four tools, we used a budget B of 0.1 seconds per time
period T of one second.
We empirically evaluate the performance of DIME using the following metrics:
• Slow down factor of the dynamically instrumented program: The slow down
factor is the ratio of the execution time of the instrumented benchmark running on
top of Pin to the execution time of the natively running benchmark. This metric
highlights the overhead reduction of DIME compared to native Pin execution. It
also compares the overhead of the three DIME implementations according to the
nature of the instrumentation objective. Moreover, it guides the choice of which
DIME implementation to use for a specific instrumentation objective.
• Overshoots: Recall that an overshoot will occur when instrumentation time exceeds
the budget; i.e., (B−tins < 0). The frequency of the overshoots as well as their sever-
ity measure how strictly each of the DIME implementations honors the budget. This
metric varies according to the instrumentation objective and affects the overhead. It
again helps in making an informed decision of the DIME implementation to use for
a certain instrumentation objective.
3.3.2 Experimental Results
DIME, on average, outperforms native Pin in terms of overhead in the heavy-weight
analysis-routine tools: dcache and topopcode. Figures 3.3a and 3.3d show the slow-down
factors of Pin and DIME implementations with dcache and topopcode tools, respectively.
The average slow down of native Pin with dcache is 24.3x, and with topopcode is 29.6x.
Trace Version and Strict Trace Version achieve an overage slow down of 2.8x and 1.5x,

























































































































































































































Figure 3.3: Slow-down factors of native Pin and the three implementations of DIME.
topopcode, respectively. This reflects the higher budget checking overhead of Trace Version
over Strict Trace Version. Trace Conditional has a slow down of 9.2x with dcache and 5x
with topopcode. This is due to the frequent overshoots of Trace Conditional beyond the
instrumentation budget.
Strict Trace Version has a low average slowdown of 1.1x for light-weight analysis-routine
tools, while Trace Conditional is unsuitable for usage with such tools. With inscount, native
Pin incurs a slow down of 2.3x, while Trace Version and Strict Trace Version maintain an
average slow down of 1.9x and 1.1x, respectively, as shown in Figure 3.3b. Figure 3.3c
presents the slow down with regmix, which are 2.2x, 2.2x, and 1.1x for native Pin, Trace
Version, and Strict Trace Version, respectively. A light-weight analysis routine implies
that the tool incurs minimal overhead with native Pin because analysis routines are the
main source of overhead [69]. In such case, the overhead of DIME for checking budget
and switching states is noticeable even if the instrumentation routine is heavy-weight (e.g.
regmix). The reason is that DIME only bounds the execution time of the instrumentation
code in the analysis routines. Also, frequent execution of a light-weight analysis routine,






































































































































































































































































































































Figure 3.4: Overshoots of the three implementations of DIME with the mcf benchmark
and dcache tool.
head. The results for Trace Conditional , in Figures 3.3b and 3.3c, reveal the performance
degradation caused by the overhead of the overshoots in the light-weight analysis-routine
tools. Trace Conditional has an average slow down of 4.2x with inscount and 3.8x with
regmix. On average, the slow down of Strict Trace Version is lower than that of Trace
Version, since Strict Trace Version has a lower budget-checking overhead (as discussed in
Section 3.2.4). Additionally, both Trace Version and Strict Trace Version incur lower slow
down in average compared to Trace Conditional .
Trace Version and Strict Trace Version have a very low overshoot value (order of
microseconds) compared to Trace Conditional . Figure 3.4 shows the overshoot magnitude
for the three implementations of DIME over the execution time of the mcf benchmark
while instrumenting it using the DIME version of the dcache pintool. Although Trace
Conditional has the lowest budget-checking overhead, its loose budget-respect results in
high values of overshoots as shown in Figure 3.4c. Occurrence of high-valued overshoots
depends on the structure of the program since Trace Conditional will not switch to DBI-
disabled till the start of the next program trace. Figures 3.4a and 3.4b present the values
of overshoots for Trace Version and Strict Trace Version, respectively. The values for the
most frequent overshoots lie below 2 usec for both Trace Version and Strict Trace Version.
This confirms that the two implementations strictly respect the budget since both switch
to the DBI-disabled state once the budget is fully consumed.
Summary: DIME can achieve an average slow down as low as 1.25x using Strict Trace
Version which always maintains a lower slow down compared to Pin. Both Trace Version
and Strict Trace Version maintain low magnitude overshoots but with a higher budget
checking overhead for Trace Version. Trace Conditional has a high average slow down
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compared to the other implementations due to high magnitude overshoots. This makes
Trace Conditional suitable for instrumentations with heavy-weight analysis routine that
require achieving a high raw instrumentation coverage. Raw instrumentation coverage is
the amount of information that DIME extracts as a ratio of the coverage of native Pin.
Instrumentation coverage will be discussed in more details in Section 3.4 and Chapter 4.
Both Trace Version and Strict Trace Version strictly respect the instrumentation budget.
Strict Trace Version is well-suited for applications that require very low instrumentation
overhead. Trace Version has a higher raw instrumentation coverage compared to Strict
Trace Version but with a relatively higher overhead.
3.4 Case Studies
This section presents two case studies that demonstrate the applicability and scalability of
DIME. The underlying idea relies on observations made in other work, that partial traces
are useful in many applications as full traces contain many redundancies [78].
3.4.1 VLC Media Player
This case study demonstrates that instrumenting a soft real-time application such as a
media player while playing a video requires a time-aware instrumentation approach. VLC
is a free portable open-source media player developed by the VideoLan organization [13].
As mentioned in Section 1.4, VLC v2.0.5 has approximately 600 000 lines of code and uses
libraries with more than three million lines of code. Our goal is extracting VLC’s call
context tree while VLC plays a high definition, 29.97 fps, 720x480, 1 Mbps bitrate video.
The calling context helps in understanding programs, analyzing performance, and applying
runtime optimizations [88]. We use the DebugTrace pintool, that is available as part of
Pin’s v2.12 kit, to extract VLC’s call trace. We build a tool that extracts the call context
trees from the call trace generated by native Pin and from the partial traces generated by
DIME [88]. The time period T is set to one second throughout this case study. Table 3.2
shows the results of the case study.
Only DIME implementations permit extracting the call context tree while maintaining
a continuous video playback. The video playback while instrumenting VLC using Pin and
DIME were recorded and are available for viewing1. The original video has 599 blocks that
1“https://uwaterloo.ca/embedded-software-group/projects/time-aware-instrumentation”
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Trace Version Strict Trace Version Trace Conditional
Max budget without pauses 14% 38% 22%
Coverage in one run (nodes) 93.2% 92.8% 83.4%
(edges) 90.2% 90.9% 75.0%
Runs for 98% of CC tree 4 4 5
Runs for 99% of CC tree 5 5 6
Raw coverage at min. budget 23.6% 17.6% 62.8%
Table 3.2: Results for the VLC case study.
VLC decodes for viewing frames. VLC, using native Pin, decodes only 75 blocks which
translates into an unwatchable video and errors messages for dropping frames.
All DIME implementations can recover 99% of the full call context tree with only few
re-runs. Trace Version and Strict Trace Version extract 90% of the call context tree in
one run. The first row in Table 3.2 shows the maximum instrumentation budget for each
implementation that allows a continuous video playback without dropping frames. It also
shows the coverage obtained by each implementation as a percentage of the nodes and
edges of the full call context tree. Although Trace Version runs with the least budget, it
obtains the highest coverage compared to the other implementations. Fully utilizing the
budget, in this case, translates into more coverage of the call context tree. In general,
DIME achieves a very good coverage while maintaining a continuous video playback.
When comparing the DIME implementations against each other with the minimal neces-
sary budget, Trace Conditional extracts the most information. After getting the maximum
instrumentation budget for each implementation that allows continuous video playback.
The minimal necessary budget is the minimum of all these maxima. The last row in
Table 3.2 shows the raw instrumentation coverage of each implementation at the min-
imal budget (14%). At the minimal budget, Trace Conditional extracts the most raw
information, followed by Trace Version, then Strict Trace Version. This is because Trace
Conditional loosely obeys the budget and Strict Trace Version has a delayed switch to the
DBI-enabled state.
3.4.2 Laser Beam Stabilization
DIME is also useful for instrumenting control applications. The second case study is a laser
beam stabilization (LBS) experiment developed by Quanser [10]. Laser beam stabilization
is an important technology currently used in manufacturing equipment, surveillance, air-












Original LBS 0.022 0.0002 N/A N/A
Native Pin 2.988 0.487 N/A 100
Trace Version 0.509 0.881 0.3% <1%
Strict Trace Version 0.588 0.531 0.6% <1%
Trace Conditional 0.129 0.183 9.0% 78.1%
Table 3.3: Results for the LBS case study.
at a moving mirror. The reflected beam is detected by a high-resolution position sensing
detector which measures the relative displacement of the beam from the nominal position.
The mirror is free to oscillate along one axis. These oscillations power a motor driving
an eccentric load. The turning of the motor plus an introduced disturbance voltage in-
duce the undesired vibrations in the laser beam position. A feedback control system with a
1 KHz sampling rate stabilizes the laser beam position. Instrumenting such a time-sensitive
application requires a time-aware instrumentation technique.
In this case study, we attempt to extract a memory access pattern from the LBS exper-
iment. A memory access pattern contains the following for each accessed memory location:
the effective address of the memory location, address of the instruction accessing memory,
whether the memory access is a read or write, the data read/written, and the thread id.
This information is useful in detecting memory-management problems and is used by nu-
merous memory analysis tools such as QNX memory analyzer [9] and Valgrind [79]. We use
the DebugTrace pintool, that is available as part of Pin’s v2.12 kit, to extract the memory
trace.
Only our DIME implementations can stabilize the laser beam while instrumenting. We
repeated the LBS experiment 10 times for each instrumentation type. Each experiment
runs for approximately 10 seconds. We collect the displacement (of the beam from the
nominal position) data as measured by the position sensing detector. Native Pin fails to
stabilize the laser beam which has a jittery response all over the detector. The instability
of the native Pin version of the pintool is visible from the average displacement shown in
Table 3.3 in the first column. The average displacement from the actual target is about
3mm, while the original unmodified software is about 0.02mm.
Trace Conditional is the only implementation of DIME that extracts most of the mem-
ory access pattern while allowing stabilization of the laser beam. Table 3.3 shows the
maximum budget for each implementation of DIME that allowed stabilization of the laser
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beam. Trace Conditional extracts information with the highest budget compared to the
other implementations while maintaining the lowest displacement. This demonstrates that
for this type of application, the overhead of budget checking causes more performance
degradation compared to the overhead of overshoots. Trace Conditional achieves the best
coverage for the memory access pattern while the other implementations are unsuited for
instrumenting the LBS experiment. We think that the reason is the LBS program structure
which has a very low number of branches and has successive bursts of memory accesses.
This creates long instruction traces in Pin. This allows Trace Conditional to instrument
all memory access instructions in a long trace in one call of the instrumentation routine (if
enough budget is available) without checking for budget between memory accesses. The
analysis routine calls for budget checking and version switching between memory accesses
in Trace Version and Strict Trace Version causes a degradation in the response time of
the controller. This shows that program structure can be a factor in choosing a suitable
implementation of DIME for instrumentation.
3.5 Summary
Most of the existing instrumentation tools do not consider timing properties of applica-
tions. Current time-aware instrumentation tools are both static and source-code tools that
require WCET analysis before and after instrumentation. This makes them impractical
for instrumenting library dependencies and makes them more suited for hard real-time ap-
plications where WCET analysis is commonly employed. We propose DIME; a time-aware
dynamic binary instrumentation tool. DIME has three implementations as extensions to
Pin. These implementations differ in their budget checking overhead, strictness of respect-
ing budget, overshoots beyond the budget, and instrumentation coverage. The performance
evaluation of DIME shows an average reduction in overhead by 12, 7, and 3 folds compared
to native Pin. Two case studies demonstrate the applicability and scalability of DIME to
media-playing software and control applications. They also show that the coverage ob-




Redundancy Suppression in DIME
DIME extracts partial tracing information since DIME disables instrumentation when the
instrumentation budget is consumed. This chapter discusses tracing-redundancy suppres-
sion to increase the instrumentation coverage of DIME through multiple runs.
4.1 Overview
Instrumentation frameworks, including native Pin [69] and DIME [17], may generate an
amount of runtime information that contains many redundant entries. The extracted infor-
mation can form several gigabytes of data. Many researchers have reported the complexity
of understanding software systems using the collected runtime information due to its sheer
size and complexity [43, 44]. One reason is the redundancy of extracted traces which oc-
curs due to, for example, the repetition of sequence of events [30]. The high redundancy
consumes memory and disk space. It also provides a minor contribution to the program
understanding process [30]. In [43], removing contiguous repetitions in call traces dropped
the size of the extracted information to between 5% and 46% of the original size. For
many analysis tools, instrumenting each instruction once is sufficient since the collected
information is the same regardless of the number of times the instruction is executed or
instrumented. Examples of these tools include branch profilers used for extracting code
coverage and memory profiling tools used for building memory access patterns. Cornelissen
and Moonen [31] analyzed the call traces of six different systems. The number of unique
calls reported in this work ranges from 0.01% to 6.1% of the total number of extracted calls
(geometric mean = 0.3%). The authors measured the repetitiveness which corresponds to
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the degree of information redundancy. The level of repetitiveness ranges from 93.8% to
99.9% of the call traces.
Since DIME extracts partial tracing information, it can obtain higher instrumentation
coverage through the avoidance of collecting redundant information. To respect the timing
properties of a program, DIME disables the instrumentation when the instrumentation
budget is consumed. Accordingly, DIME generates partial tracing information compared
to native Pin. In other words, there exists a trade-off between the instrumentation budget
and the instrumentation coverage. Hence, multiple runs of DIME are required to increase
the instrumentation coverage and optimally achieve full coverage. From a performance
point of view, it is preferable to minimize the number of required runs. For DIME, this
implies obtaining the maximum possible coverage from each single run without violating the
timing constraints. Accordingly, DIME should avoid tracing redundant instrumentation.
We specifically focus on the type of analysis tools that do not require tracing redundant
information. DIME should utilize the available instrumentation budget for extracting
unique (non-redundant) information.
To prohibit redundant instrumentation, DIME should be able to identify the instru-
mented code regions. In general, the minimum piece of information needed to identify a
code region is the starting address. Thus, the basic idea is to enable DIME to save the
starting addresses of instrumented code regions in a log, and DIME should then check the
log before instrumenting a new code region. For the approach to be efficient, DIME should:
• Prevent re-instrumentation of a code region in the current run and all subsequent
runs of the program under analysis.
• Avoid increasing runtime overhead.
• Avoid creating large-sized logs which increase DIME’s memory consumption. Search-
ing a large log may also result in increased runtime overhead.
Both steps, saving to the log and searching it, take place in the instrumentation routine,
so its overhead is expected to be negligible. We avoided adding these steps to the analysis
routine which is the main source of overhead in Pin [69].
In what follows, we discuss our approach for suppressing redundancies in DIME.
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4.2 Granularity of Logged Code Regions
The first design aspect that we discuss is the granularity of code regions to be recorded
in the log. We can log addresses of code regions either at the instruction or the trace
level. As mentioned in Section 1.5, a trace is a straight-line code sequence that ends in an
unconditional control transfer, a predefined number of conditional control transfers, or a
predefined number of instructions. It is inefficient to log the address of each instrumented
instruction, since
1. This requires frequent access to the log which adds to the runtime overhead.
2. This results in a large log size which consumes memory.
3. This leads to searching a large-sized log which can delay program execution and add
to the runtime overhead.
An alternative to logging instruction address is to log addresses at a coarser granularity, the
trace level. The instrumentation routine analyzes traces to insert analysis-routine calls.
If Pin detects a jump to an instruction in the middle of a trace, Pin will create a new
trace beginning at the target instruction. So, the instructions inside a trace are always
in series i.e., uninterrupted by instructions from another trace. Thus, DIME will save the
trace starting address in addition to the length of the instrumented portion in the trace
(〈Trace Address, Trace Length〉). Specifically, DIME will save the relative starting address
of the trace with respect to the trace’s image. This guarantees that saved addresses are
deterministic between successive runs (especially for the traces of shared libraries). On the
other side, as mentioned earlier in Section 3.2, trace version switching can cause Pin to
create a new trace. Thus, some trace addresses might only exist in a subset of the runs.
4.3 Efficient Log Search
The second design aspect is saving the trace addresses and the trace lengths in a manner
that allows for efficient searching of the log. In this section, we propose three approaches
for saving trace addresses and length. We compare among them qualitatively and quanti-
tatively deriving unexpected results. We choose one of these approaches to provide DIME
with the capability of suppressing redundant instrumentations.
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4.3.1 Hash-Table Log
The first approach uses a hash-table as the log for saving instrumented traces. In this
approach, DIME saves the trace address to identify instrumented traces. Whenever DIME
instruments a trace, it adds the trace’s address to the hash-table. Also, before instru-
menting any trace, DIME searches for the trace address in the hash-table. Let A be
the current trace and B be a trace in the log L; Then, DIME will only instrument
A, iff (address(A) 6= address(B))∀B ∈ L. The advantages of using a hash-table for
logging traces are:
• Fast logging (average case: constant; worst case: linear in the hash-table size).
• Fast searching (average case: constant; worst case: linear in the hash-table size).
• Low number of false negatives (as will be discussed in Section 4.4). False negatives
will occur if DIME prohibits instrumentation of an uninstrumented trace. For in-
stance, let A be the current trace, where A = 〈100, 80〉 (i.e., address(A) = 100 and
length(A)=80). If the log contains trace B, where B = 〈100, 20〉, DIME will prohibit
the instrumentation of A. Thus, instructions in address range 120 to 180 will not be
instrumented in any run.
The disadvantage of this approach is that:
• Using a hash-table enables DIME to only compare trace addresses while ignoring
the trace length. This results in false positives. A false positive will occur if DIME
allows instrumentation of a previously instrumented trace. For example, let A be the
current trace, where A = 〈150, 20〉. DIME may fail to find A in the log, although the
log contains trace B = 〈100, 80〉. This means that trace A is previously instrumented
as a part of trace B. Note that one trace being part of another happens due to the
creation of new traces through version switching as explained earlier.
Section 4.4 presents experimental results that support the listed advantages and disadvan-
tages for the three approaches.
4.3.2 BST Log
The second approach is using a binary search tree (BST) to log the addresses of the
instrumented traces along with their lengths. Being sorted, the BST facilitates jumping
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to a specific range of addresses. When DIME instruments a trace, it adds the trace to
the log such that the trace address is the key and the trace length is the value. Before
instrumenting a trace, DIME searches the BST using the trace address. If not found, DIME
will jump to the log-entry that has the first smaller trace address compared to the current
trace address. DIME will then decide if the current address lies within the trace of the
discovered log-entry. Let A be the current trace and B be a trace in the log L. DIME will
not instrument A, if ∃B ∈ L s.t. (address(B) ≤ address(A) < address(B) + length(B)).
The advantage of using a BST for logging traces is:
• Less false positives compared to the hash-table approach due to considering the
lengths of the logged traces.
The disadvantages of this approach, on the other hand, are:
• Slower than the hash-table approach in the average case; the complexity of both
saving and searching is log(N).
• Relatively high false negatives. Consider the following example. Assume the cur-
rent trace is A = 〈100, 200〉, and the log entry B = 〈50, 80〉 in the log L. This
approach will prevent instrumenting trace A since its starting address lies within the
log entry B. This, however, will consequently prevent DIME from instrumenting the
uninstrumented portion of trace A i.e., from address 130 to address 300.
Additionally, after the program execution and before saving the log to a file for use in
subsequent runs, DIME merges directly consecutive traces leading to a smaller log size.
For example, if the log contains two log entries 〈100, 50〉 and 〈150, 50〉, DIME will merge
them into one log entry 〈100, 200〉. Merging log entries decreases the log size and, therefore,
reduces the search time leading to less runtime overhead in subsequent runs of DIME.
4.3.3 Merger-BST Log
The third approach utilizes a BST as well, but it addresses the second disadvantage of
the previous approach. Using this approach, DIME will prohibit instrumentation, only
if the whole current trace is part of a log entry. Otherwise, DIME allows instrumen-
tation and merges the current trace with the log entry if needed. Let A be the cur-
rent trace and B be a trace in the log L. DIME will not instrument A, if ∃B ∈ L
s.t. (address(B) ≤ address(A) < address(B) + length(B) ∧ address(A) + length(A) <
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address(B) + length(B)). For example, let the current trace be A = 〈100, 200〉, and the
log entry contains B = 〈50, 80〉. In this approach, DIME instruments trace A. Afterwards,
DIME merges trace A and B into one log entry 〈50, 250〉 to avoid redundancies in the log.
The advantages of this approach are:
• Less false negatives, compared to the BST approach.
The disadvantages are:
• Slower than the hash-table approach in the average case; the complexity of both
saving and searching is log(N).
• Higher false positives than the BST approach since it allows re-instrumentation of
some portions of a trace.
Note that a trace address and length will be saved in the log, only if the trace is actually
instrumented i.e., the trace’s version is V INSTRUMENT.
4.4 Evaluation of the Log Search Approaches
In this section, we describe our experiments to evaluate the three log-search approaches.
For brevity and conciseness, we evaluate the approaches using only the Trace Version im-
plementation of DIME (Section 3.2.1). According to the results, we choose which approach
extends DIME with the feature of suppressing redundant instrumentation output.
We experiment with two SPEC2006 C benchmark [46] programs (lbm and mcf) for three
runs. We later, in Section 4.5, use more SPEC benchmarks to evaluate the performance of
DIME over up to eight runs. The experiments run on top of a workstation hosting a quad-
core i7 3.4 GHz Intel processors with 8 MB of cache, and 16 GB of RAM. The operating
system is an Ubuntu 12.04 patched with a real-time kernel v3.2.0-23 to convert Linux into
a fully preemptible kernel. We use the same implementation of the get time() function as in
Section 3.3.1. To obtain accurate results, we inhibit task migration between cores and lock
core speed to the maximum frequency. The experimentation environment also maintains a
real-time scheduling policy and priority. These modifications guarantee accurate results for
performance evaluation and are not mandatory for DIME correctness. The experiment uses
a branch-profiling analysis tool which has a heavy-weight analysis routine. It prints out the
jump, call, and return instructions in addition to the source address and the destination
41
address. The tool is based on the branch target addr pintool that is available as a part
of the Pin’s kit v2.12-56759. The pintool is modified to extract the branch profile of the
whole program instead of only a part of it. A branch profiler is useful for investigating
the code coverage of a program. The time-period parameter in DIME is set to one second
and the instrumentation budget is set to 0.1 seconds. Each experiment, in this section and
Section 4.5, is conducted once due to the very long execution time when instrumenting the
benchmarks on top of native Pin. For example, povray benchmark originally executes in 2.5
minutes, but on top of native Pin, it consumes four days of CPU time. The execution time
of the other benchmark programs, on top of Native Pin and DIME, will be discussed in
Section 4.5. However, the runs of each DIME experiment can be considered as repetitions
since all the runs operate identically. There exists one minor difference between the first
run and the following ones. The first run starts with an empty log while the following runs
read the log from a file before launching and instrumenting the program.
The evaluation of the proposed approaches is based on the following metrics:
1. Instrumentation Coverage: The ratio of the instrumentation output of DIME
to that of native Pin. Note that we consider only unique (non-redundant) traces.
Increasing the instrumentation coverage is the main objective of the proposed ap-
proaches.
2. False positives: A false positive will occur if DIME permits the instrumentation
of a previously instrumented trace or trace-portion. This metric measures the ratio
of false positives to the total number of instrumented traces in the current run.
The ratio of false positives indicates the efficiency of the log searching approach in
identifying previously instrumented traces. As the ratio of false positives decreases,
the budget utilization increases and the number of required runs to maintain high
coverage decreases.
3. False negatives: A false negative will take place when DIME refuses to instrument
a trace which was not instrumented before. The metric measures the ratio of false
negatives to the total number of traces that got rejected by DIME in the current run.
This value includes the trace portions as well i.e., a part of the trace is instrumented
but the other part is not. As the ratio of false negatives increases, the ability of the
approach to maintain high coverage decreases.
4. Slow-down factor of the instrumented program: The ratio of the execution
time of the dynamically instrumented benchmark to the execution time of the na-
tively running benchmark. This metric examines the ability of DIME to reduce
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runtime overhead, compared to Pin, while saving to and searching the log to sup-
press instrumentation redundancy. It also checks if the three approaches introduce
different runtime overhead. Low runtime overhead is essential for the instrumentation
of time-sensitive systems as discussed before.
5. Overshoots: An overshoot will occur when actual instrumentation time exceeds
the budget. The magnitude of the overshoots shows how strictly DIME respects the
instrumentation budget. This metric also checks the effect of the different approaches



















































Figure 4.1: Instrumentation coverage of the redundancy suppression approaches
t e s t r12 , r12
se tnz byte ptr [ rsp+0x3b ]
jnz 0 x 7 f f f f 7 d e 2 6 a 8
mov eax , dword ptr [ rsp+0x30 ]
and eax , 0x10000000
. . .
c a l l 0 x 7 f f f f 7 d f 2 8 5 0
Listing 4.1: Example (2) of a trace.
Figure 4.1 shows the instrumentation coverage of the three approaches with lbm and
mcf. The hash-table approach guarantees the highest instrumentation coverage. After three
runs, it achieves 97% of the instrumentation coverage of native Pin for lbm benchmark,
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and 98% for mcf. The coverage of BST is 83% and 80% for lbm and mcf, respectively.
Finally, BST-Merger generates 90% and 88% of the instrumentation output for lbm and mcf,
respectively. The low ratio of false negatives of the hash-table approach is one reason for
achieving the highest coverage. The hash-table approach is a conservative one which favors
re-instrumenting some trace portions over uninstrumenting them. Also, some scenarios lead
to a decreased instrumentation coverage for the BST and Merger BST approaches compared
to the hash-table approach. As mentioned previously, a trace can have multiple exits, e.g.,
can include multiple jump instructions. Listing 4.1 is an example of a trace with multiple
exits (contains jnz and call instructions). Assume the starting address of the trace is 34192
and the trace length is 62. Assume DIME encounters this trace for the first time, and
cannot find the address 34192 in the log as a key or as a part of another log-entry. Hence,
DIME allows instrumentation of this trace. Assume that enough instrumentation budget is
available to instrument all the instructions in the trace. Thus, the trace address along with
its length are saved in the log as 〈34192, 62〉. The instrumentation-routine inserts analysis-
routine calls for all the instructions in the trace. Assume that in the first run of DIME,
the first three instructions only execute and a jump (through jnz) occurs. In the second
run, DIME (BST and BST-Merger) prohibits instrumentation for the trace 34206 (starting
from the mov instruction) since it lies inside the logged trace 〈34192, 62〉. Accordingly, no
information is extracted starting from the address 34206 since these instructions do not
execute in the first run and DIME prevents their instrumentation in the following runs.
Although, the program runs with the same inputs, this can occur due to non-deterministic
execution of some shared libraries such as libc and the Linux loader. For such shared
libraries, execution can slightly change according to the processor state. In such cases, the
BST and the Merger BST approaches fail to extract some information, thus decreasing
their instrumentation coverage.
The ratio of false positives is shown in Figure 4.2a. The hash-table approach has the
highest ratio with both lbm and mcf benchmarks. The BST-Merger approach has moderate
values of false positives, whereas BST has approximately zero false positives. This means
that BST accurately identifies the previously instrumented traces and efficiently utilizes
the budget to instrument other traces. On the other hand, BST has a high ratio of false
negatives, as shown in Figure 4.2b, which is an undesirable feature. BST-Merger sustains
approximately zero false negatives, and hash-table has negligible ratios of false negatives.
The scenarios discussed in Section 4.3 explain the values in Figures 4.2a and 4.2b. Note that
the false-negatives ratio is more critical than false positives. Although false positives cause
instrumentation redundancies, it is safer. False negatives prevent code portions from being
instrumented in any run which can dramatically decrease the instrumentation coverage.




































































Figure 4.2: False-positives ratio and false-negatives ratio of the redundancy suppression
approaches
such case, we prefer the approach that maintains low ratio of false negatives even if it
has high ratio of false positives. Thus, the hash-table and the BST-Merger approaches
outperform the BST one in this regard.
Figure 4.3a presents the slow-down factors of native Pin and the proposed log-keeping
approaches of DIME with the lbm benchmark. On top of native Pin, lbm runs 68x slower
than the native execution. On the other hand, the hash-table approach of Pin achieves
a slow-down of 1.4x, 1x, and 1x for three consecutive runs. The overhead of the BST
approach is 1.5x, 1x, and 1x, while that of BST-Merger is 1.5x, 1x, 1x for three runs. In
Figure 4.3b, native Pin slows down the execution 251x with the mcf benchmark. Whereas,
the slow-down factors of the hash-table approach for the three runs are 1.7x, 1x, and 1x.
These of BST are 1.6x, 1.7x, and 1x, and BST-Merger shows a slow-down of 1.9x, 1x,
and 1x. To sum up, DIME reduces the runtime overhead by at least 45 folds for lbm
and 132 folds for mcf. These numbers reveal that the three modifications of DIME are
able to dramatically reduce the runtime overhead of native Pin. Thus, all of the three
DIME modifications are suitable for dynamically instrumenting time-sensitive systems.
Comparing the three approaches to each other, none of them shows a significant overhead-
decrease over the others. Consequently, runtime overhead is not a factor that differentiates
among the three approaches.
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Figure 4.3: Slow-down factors of native Pin and the redundancy suppression approaches
of DIME
Figure 4.4 shows the overshoots’ magnitude for the three proposed approaches of DIME
over the execution time of the mcf benchmark while instrumenting it using the DIME ver-
sion of the branch-profiling pintool. The three approaches respect the instrumentation
budget; the values for the most frequent overshoots lie below 4 microseconds. The differ-
ences in the overshoots’ magnitudes among the three approaches of DIME are insignificant.
Thus, this metric is also not a factor to favor one approach over the others.
Non-intuitively, the evaluation metrics reveal that the simplest approach, which is the
hash-table one, results in the best instrumentation coverage results. Moreover, the hash-
table approach provides low values of false negatives, maintains low runtime overhead, and
respects the instrumentation budget. Accordingly, we choose the hash-table approach to
support instrumentation-redundancy suppression in DIME.
4.5 Performance Evaluation
This section presents the experimentation of redundancy suppression in DIME and dis-
cusses its performance. In these experiments, DIME uses the Trace Version implementa-





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.4: Overshoots of the redundancy suppression approaches in the first run with the
mcf benchmark.
4.5.1 Experimental Setup
The experimental setup is similar to the one described in Section 4.4. We experiment
with the SPEC2006 benchmark suite [46] including C and C++ integer and floating point
programs. The instrumentation objective is extracting the branch-profile of the programs.
We use the Pin kit v2.12-56759 and gcc v4.6.3. The time-period parameter is also set
to one second and the instrumentation budget is set to 0.1 seconds for all the benchmark
programs. Note that the experimentation included more benchmarks, however, these extra
benchmarks are not reported since the execution time on top of native Pin exceeded twenty
days.
We evaluate the performance of DIME using the metrics: (1) instrumentation coverage
and (2) slow-down factor of the instrumented program. These metrics have already been
defined in Section 4.4.
4.5.2 Experimental Results
DIME is capable of maintaining high instrumentation coverage. Figure 4.5 shows the ratio
of the amount of the extracted instrumentation output through multiple runs of DIME
with respect to that extracted by native Pin. DIME is capable of extracting 97% and 99%
of the instrumentation output in four runs for dealII and mcf benchmarks consequently.
In five runs, DIME generates a coverage of 99% for both namd and lbm. It extracts 92%
and 97% in the sixth run for milc and povray consequently. DIME also extracts 98% when




























































Figure 4.5: Instrumentation coverage of DIME with redundancy suppression
DIME outperforms native Pin in terms of runtime overhead. It reduces the runtime
overhead of dynamic instrumentation by one to three orders of magnitude compared to
native Pin. Figure 4.6 shows the slow-down factor of native Pin, and the average slow-
down factor of the eight runs of DIME for each benchmark program. Note that the average
slow-down factor is the geometric mean. Native Pin dramatically slows down the program
execution. The average slow down of native Pin is 706x the original benchmark execution,
with maximum value of 2971x and minimum value of 67x. The benchmarks’ continuous
execution time on top of native Pin ranges from four hours to nine days with an average
of four days. On the other hand, the benchmarks on top of DIME take from three to 42
minutes with an average of nine minutes. The average slow-down of DIME is 1.5x, with a
maximum value of 8x and a minimum value of 1x.
Running a program multiple times on top of DIME is less time-consuming than native
Pin. More importantly, DIME allows the program to maintain its timing properties. Re-
specting such properties is essential for time-sensitive systems. Additionally, multiple runs


























Figure 4.6: Slow-down factors of native Pin, and DIME with redundancy suppression
4.6 Case Studies
This section demonstrates the scalability and the practicality of DIME through two case
studies.
4.6.1 VLC Media Player
This case study reveals the usability of DIME for instrumenting multi-threaded time-
sensitive software. VLC [13] is a multi-platform media player that consists of approximately
600 000 lines of code and uses dependencies of approximately three million lines of code.
Similar to the case study in 3.4.1, we aim to extract the call context tree of VLC v2.0.8
while playing a high definition, 29.97 fps, 720x480, 1 Mbps bitrate video. The tool, used
in this case study, is based on the DebugTrace pintool which is available in Pin’s v2.12
kit. We use the tool to extract the call traces, then we use the call traces to build a call
context tree. The platform is an Ubuntu 12.04 machine hosting a quad-core i7 2.6 GHz
Intel processors with 8 GB of RAM. For DIME, we set the time period to one second and
the budget to 0.1 second which enables VLC to run the video smoothly.
Table 4.1 shows the number of video blocks that VLC decodes for viewing frames. The
number of decoded blocks are shown for VLC without instrumentation, with native Pin,
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Decoded Blocks Nodes(%) Edges(%)
Original 594 N/A N/A
Native Pin 37 100% 100%
DIME (run 1) 574 95.7% 93.6%
(run 2) 594 98% 96.2%
(run 3) 594 98.2% 96.5%
Table 4.1: Results for the VLC case study (redundancy suppression)
and with DIME. The table also lists the extracted percentage of the nodes and the edges
of the call-context tree (i.e., the cumulative coverage of DIME compared to Pin).
Our conclusion is that DIME dramatically decreases the run-time overhead of dynamic
instrumentation, respects the timing properties, and maintains almost the same instrumen-
tation coverage. On top of native Pin, VLC fails to maintain a continuous video playback.
The video is unwatchable; only 37 video blocks (out of 594) are decoded. VLC generates
multiple errors of dropping video frames due to very slow processing. On the other hand,
DIME enables VLC to play the video continuously. VLC decodes 574, 594, and 594 video
blocks (out of 594) for the three runs consecutively. DIME extracts 98% of the call context
tree nodes and 96% of the edges.
4.6.2 PostgreSQL
DIME is useful for extracting sufficient analysis information while maintaining high quality
of service (QoS). PostgreSQL [8] is a powerful object-relational database management sys-
tem that supports SQL standards. PostgreSQL 9.1 consists of approximately one million
lines of code. When an application sends a database request to PostgreSQL, a connec-
tion will be established, and a parser will check the query syntax and create a query tree.
Then, an optimizer generates a query plan from the tree and sends the plan to the ex-
ecutor. Finally, the executor steps through the commands in the query plan to retrieve
the required information or to make the required updates to the database. Pgbench [7]
is a benchmarking tool for testing the performance of PostgreSQL. It runs a sequence of
transactions multiple times in multiple database sessions. The objective of this case study
is the extraction of the branch-profile of PostgreSQL while processing a total of 800 000
transactions. PostgreSQL runs 16 database sessions where each session consists of 50 000
transactions. The case study runs on an Ubuntu 12.04 platform hosting a quad-core i7 2.6
GHz Intel processors with 8 GB of RAM. We set the budget of DIME to 7% and the time
period to one second. These values enable DIME to extract sufficient information while
keeping high performance of PostgreSQL.
50
Table 4.2 shows the performance of PostgreSQL while (1) running natively, (2) running
on top of native Pin, and (3) running on top of DIME. The total time consumed to
process the 800 000 transactions is an indication of the performance. As the processing
time increases, the degradation in the quality of service (QoS) increases. The processing
time reported excludes connection-establishing time. The table also shows the coverage of
DIME with respect to that of Pin.
In this case study, DIME extracts 97% of the analysis data while reducing the runtime
overhead by 68 folds compared to native Pin. Originally, PostgreSQL processes all the
transactions in 46 seconds. Native Pin causes a slowdown of 96x; PostgreSQL executes the
same number of transactions in 1.2 hours. On the other hand, DIME maintains slowdown
of only 1.4x, 1.4x, and 1.3x in three runs, consecutively.
Total Time (sec) Coverage(%)
Original 46 N/A
Native Pin 4419 100%
DIME (run 1) 65 42%
(run 2) 65 75%
(run 3) 61 97%
Table 4.2: Results for the PostgreSQL case study (redundancy suppression)
4.7 Summary
DIME provides high instrumentation coverage, respects the timing properties, and dramat-
ically reduces the run-time overhead of dynamic binary instrumentation. DIME suppresses
logging of redundant tracing information to increase instrumentation coverage. The results
show a reduction in the overhead of the instrumentation process by one to three orders
of magnitude compared to native Pin while achieving up to 99% of the instrumentation
coverage. DIME was able to extract 97% of the call context tree of the VLC video player
while playing a high definition video. VLC fails to provide a watchable video while being
instrumented using native Pin. DIME was also used for the branch profiling of the Post-
greSQL database management system and was able to extract 97% of the instrumentation
information in three runs. DIME extracts this information in less than two minutes per run
while native Pin takes 1.2 hours to extract the information. These case studies show the
scalability of DIME and its ability to limit the instrumentation overhead while achieving
a high instrumentation coverage.
51
Chapter 5
Parameter Tuning of DIME
5.1 Overview
This chapter discusses the idea of tuning the parameters of DIME to achieve higher perfor-
mance, i.e., lower runtime overhead and higher instrumentation coverage. The operation of
rate-based dynamic binary instrumentation depends on two main factors: the time period
T and the instrumentation budget B. DIME allows instrumentation to run for a maximum
of B time units in every time period T (as illustrated in Chapter 3). The instrumenta-
tion budget B is specified during the system design phase. The experiments conducted
in Chapters 3 and 4 demonstrate the applicability of DIME for different programs at the
default time period of one second. However, it is unknown how the value of the time period
affects the performance of DIME. For instance, does changing the value of the time period
T increase or decrease the slow-down factor of the instrumented program? Does the value
of the time period T influence the coverage extracted by DIME? Is there an interaction be-
tween the value of the instrumentation budget B and that of the time period T? Defining
the relation between T and DIME’s performance provides a deeper understanding of the
internals of DIME and, accordingly, offers practical guidance for DIME parameter tuning.
5.2 Methodology and Experimental Design
This section describes the setup of the experiments which aim to understand the effect
of DIME’s parameters on the runtime overhead and the coverage of the instrumented
program. The main factors of interest are the time period T and its interaction with
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the instrumentation budget B. There are other factors that can contribute to DIME’s
performance such as the experimentation platform, the analysis tool, and the program
to be instrumented. We conduct the experiments on three different program categories
and vary the values of the time period T and the budget B. The experiments report the
slow-down factors of the instrumented programs along with the unique coverage and the
raw coverage. Finally, the analysis-of-variance (ANOVA) statistical test is used to judge
the experiment hypotheses.
The budget value B, in this chapter, denotes the percentage of the time period speci-
fied for instrumentation. Assume that the execution time of an instrumented program P
equals to 10 seconds. A budget of B = 10%, for example, means that the maximum total
instrumentation time is one second regardless of the time period T . The time-period value
T determines how the budget usage is distributed over the execution of the instrumented
program. A high time-period value forces the budget to be available in larger chunks but
less frequency than a low time period.
5.2.1 Hypotheses
The following hypotheses formulate the research questions investigated through the exper-
iments.
Hypothesis 1. There exists a negative correlation between the value of the time period T
and the slow-down factor of the instrumented program atop of DIME.
As discussed in Chapter 3, when DIME fully consumes the budget B, it turns off instru-
mentation by switching the trace version from V INSTRUMENT to V BASE. As the
time-period value decreases, the frequency of version switching in DIME increases. For
example, with a time-period value of 1 sec, DIME will switch versions twice per second in
the worst case. The first version switch occurs when the budget is fully consumed, and
the second switch is due to budget replenishment at the end of the period. Whereas, for
a 0.25 second time period, there exist eight version switches per second in the worst case
leading to a higher runtime overhead. This hypothesis evaluates the efficiency of DIME
with respect to runtime overhead.








high are the means of
the slow-down factor at the low level and the high level of T respectively. In other words,
the null hypothesis Hs0 states that the means of the slow-down factors are equal at the low
and the high levels of T . We conduct an ANOVA test to judge the null hypothesis. A
rejected null hypothesis proves the presence of a correlation between the time period T and
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the slow-down factor of the instrumented program. On the other hand, if the ANOVA test
failed to reject the null hypothesis, it suggests the absence of the mentioned correlation.
The following sections include more details on the ANOVA tests and results.
Hypothesis 2. There exists a negative correlation between the value of the time period T
and DIME’s unique instrumentation coverage.
The unique instrumentation coverage represents the amount of extracted non-redundant
information. As the time period increases, DIME is expected to collect more redundant
traces according to the instructions’ locality. The principle of temporal locality states
that recently executed instructions are likely to be re-executed in the near future [83].
Also, a program can spend about 90% of its execution time running only 10% of its
instructions [83]. For example, nested loops have a relatively high number of branch
instructions of which many are non-unique. With a high time-period value, DIME may
waste the budget extracting all the branch instructions in the nested loops. This results
in a higher total number of extracted traces but may lead to a lower number of unique
traces. Whereas, a low time-period value forces DIME to split the budget covering more
code regions and increasing the probability of collecting unique traces. This hypothesis
studies the impact of DIME parameters on collecting quality runtime information.
Given that µulow is the mean unique coverage at the low level of T and µ
u
high is that at the




high. Using ANOVA, we
test the null hypothesis Hu0 . The rejection of the null hypothesis can prove the correlation
between the time period T and the unique instrumentation coverage. Contrarily, failing to
reject the null hypothesis suggests that the means of the unique coverage at the high and
the low levels of T are equal, i.e., no correlation exists.
Hypothesis 3. The value of the time period T is positively correlated with DIME’s raw
instrumentation coverage.
The raw instrumentation coverage indicates the total amount of extracted runtime infor-
mation. As the time period increases, DIME may collect more redundant traces resulting
in a higher number of traces in total (as explained previously). This hypothesis evaluates
the impact of the time-period T on DIME’s ability to extract runtime information. This is
useful when, regardless of the uniqueness, the full output of the analysis tool is of interest.
An example of such an analysis tool is the data-cache simulator which extracts cache hits
and misses during program execution.








high denote the mean
raw coverage at the low and the high level of T respectively. We can confirm the existence
of a correlation between the time period T and the raw instrumentation coverage if the
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ANOVA test rejects the null hypothesis Hr0 . Otherwise, failing to reject the null hypothesis
implies the absence of the mentioned correlation due to the equality of the means of the
raw-coverage values at the high and the low levels of T .
5.2.2 Experimental Factors
This section describes a number of factors that contribute to the performance of DIME
and explains how the experimental setup handles these factors.
Input Factors and Levels An experiment aims to study the dependency between the
factors (or independent variables) and the response (or dependent) variables. The factors
are the input variables set by the experimenters, whereas the response variables are the
output. There exist two factors to manipulate through the experiments to understand
their effect on the performance of DIME.
• The time period T : It is the rate at which DIME replenishes the instrumentation
budget B. Studying the effect of the time period T on the slow-down factor and the
instrumentation coverage is the primary objective of the experiments.
Levels: In the experiments, the time period T has two levels: (1) low with T = 0.25 sec
and (2) high with T = 4 sec. The relatively high difference between the levels of T
can help to emphasize the impact of T on the response variables (if exists). In other
words, the effect of T will be noticeable visually and statistically.
• The instrumentation budget B: It is the percentage of the time period T in which
DIME allows the execution of the analysis routine. The value of the instrumentation
budget B is specified during the system design process. However, we are interested
in testing if an interaction exists between the instrumentation budget B and the time
period T . An interaction is the case in which one factor a produces a different effect
on the response variable at different levels of another factor b [73]. In other words,
can the budget value B alter the impact of the time period T on the performance of
DIME?
Levels: The experiments operate with two levels of the instrumentation budget B:
(1) low; B = 2% of T and (2) high; B = 25% of T . The low level of B represents a
restrictive instrumentation budget, whereas the high level demonstrates a relatively
relaxed one.
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Response variables. A response variable is the measured outcome of the experiment.
The response variables of interest in our case are as follows:
• Slow-down factor of the dynamically instrumented program: the ratio of the
execution time of the instrumented program on top of DIME to the execution time
of the natively running program. This measurement reflects the runtime overhead
of dynamic instrumentation using DIME. To get the best performance of DIME,
the experiments aim to find the value of T , with respect to B, that minimizes the
slow-down factor.
• Unique instrumentation coverage: the ratio of the number of unique traces of
DIME to that of native Pin. This value highlights the ability of DIME to provide
quality information. The objective is to define the value of T , with respect to B,
that provides the maximum unique coverage. The user of DIME should focus on this
metric along with T if the analysis tool collects non-interesting redundancies, e.g.,
for code coverage or building call-context tree.
• Raw instrumentation coverage: the ratio of the total number of traces collected
by DIME to that collected by native Pin. This metric, also, highlights DIME’s ability
to gather quality information but only when all the extracted traces are useful, i.e.,
no redundancy. The goal is to find the value of T , given B, that maximizes the raw
coverage.
The ratio of the number of unique traces to that of the total traces highly depends
on the implementation of the analysis tool and the formatting of the output traces. In
this chapter, we are solely interested in the impact of DIME parameters on the number of
unique traces and the total number of traces.
Analysis tool. To block the effect of the analysis-tool factor on the response variables,
the experiment involves only one analysis tool: the branch profiler. As mentioned in
Chapter 4, the branch profiler has a heavy-weight analysis routine. At run time, it extracts
the jump, call, and return instructions out of the whole program (and not only a part of
it). The branch profiler is a modified version of the branch target addr pintool that is
available in Pin kit v2.14-71313.
Platform. The experiments run on three workstations of the same hardware and software
specifications. Each workstation hosts a 64-bit dual 6-core Intel-Xeon CPU (E5-2620V3).
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Each workstation has 15 MB of processor cache, 256 GB of RAM, and a CPU frequency
of 3.2 GHz. The workstations are running Ubuntu 12.04 patched with the real-time kernel
v3.12.66-rt89 to convert the kernel into a fully preemptive one. To further reduce the
variability in the experimental results, we prohibit core migration such that an experiment
process runs on a single core. We also lock core frequencies to the maximum value and
increase the scheduling priority of the experiment processes. Note that we use a unified
hardware and OS specifications to block the effect of the platform factor on the response
variables [81]. Also, all the implementation aspects of DIME complies with the description
in Chapter 3. Through the experiments, we use the Trace Version implementation of
DIME without the redundancy suppression feature.
5.2.3 Benchmark Sets
To cover a wide range of software programs, the experiments include three program cat-
egories: CPU, IO, and memory intensive. We investigate whether the program category
contribute to the impact of DIME parameters on its performance. The following are the
three benchmark sets included in the experimentation to present the mentioned program
categories:
1. CPU intensive: The SPEC 2006 benchmark suite is widely used in industry and
academia to stress test a system’s processor [46]. Our experiments use the complete
SPEC C benchmarks which consist of twelve integer and floating-point programs.
The SPEC C suite covers various domains as listed in Table 5.1. For some benchmark
programs, the suite includes multiple input sets (see third column in Table 5.1).
In such cases, the experiments execute the benchmark programs with each of the
provided inputs.
2. IO intensive: IOzone is an I/O file-system benchmarking tool [5]. IOzone runs 13
tests as shown in Table 5.2. A single execution of a test runs 70 iterations, by default,
covering a file-size range of 64 KB to 512 MB and a record-size range of 4 KB to 16
MB.
3. Memory intensive: Stress-ng is a testing benchmark tool for various physical sub-
systems such as CPU and cache [12]. The experiments use the virtual-machine (VM)
Stress-ng benchmark set which exercises the system’s memory. Ten of the VM bench-
marks are able to run on our platform. The rest of the VM benchmarks are either not
implemented for the experimental platform or failed to operate with dynamic instru-
mentation (of both native Pin and DIME). Table 5.3 describes Stress-ng benchmark
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Table 5.1: CPU intensive: list of SPEC C benchmark programs
Benchmark Domain Num. of Inputs
Perlbench Programming Language 3
bzip2 In-memory compression 6
gcc C Language Optimizing Compiler 9
mcf Optimization/Scheduling 1
gobmk Artificial Intelligence/Game playing 5
hmmer Search Gene-Sequence Database 1
sjeng Artificial Intelligence/Game playing 1
libquantum Physics/Quantum Computing 1
h264ref Video Compression 3
milc Physics 1
lbm Fluid Dynamics 1
sphinx3 Speech recognition 1
programs and lists the number of operations per single execution. The numbers of
operations set in the experiments equal to these performed in a two-minute native ex-
ecution. The benchmarks execute sequentially with the option of no random seeding
(–no-rand-seed) to ensure the reproducibility of the tests. Both native Pin and DIME
run with the instrumentation option follow execv to ensure the instrumentation of
the child processes when exist.
5.2.4 Factorial Design
The experiments follow a 22 factorial design with high and low levels of both T and B.
Through the experiments, we measure the values of the response variables (slow-down
factor, unique coverage, and raw coverage). To reduce the experimental error, we run ten
replications for each benchmark set. Each replication involves the four combinations of the
levels of T and B.
An analysis-of-variance (ANOVA) statistical test analyzes the experimental results for
each benchmark set and each response variable. ANOVA is useful for examining the
significance of the input factors by testing whether the means of two or more populations
are equal [73]. For each benchmark set, a factorial ANOVA was conducted to compare (1)
the effect of the time period T , (2) the effect of the instrumentation budget B, (3) the
effect of the benchmark program P , and (4) the interaction effect between T and B on the
response variable.
Note that the benchmark program P is included in the ANOVA test as a blocking factor.
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Table 5.2: I/O intensive: list of IOzone benchmark programs
Benchmark Description
Write/Re-write writing a newfile then writing to an existing file
Read/Re-read reading an existing file then reading a recently-read file
Random read/write reading and writing to random locations within a file
Random mix Mixed reading and writing to random locations within a file
Read backwards reading an existing file backwards
Re-write record writing and re-writing a particular location in the file
Stride-read reading a file with strided access behavior
fwrite/re-fwrite writing and re-writing a file using fwrite()
fread/re-fread reading an existing file and reading a recently-red file using fread()
pwrite/re-pwrite writing and re-writing a file using pwrite()
pread/re-pread reading an existing file and reading a recently-red file using pread()
pwritev/re-pwritev writing and re-writing a file using pwritev()
preadv/re-preadv reading an existing file and reading a recently-red file using freadv()
Table 5.3: Memory intensive: list of Stress-ng benchmark programs
Benchmark Description Num. of Operations
bigheap Heap re-allocation 3,590,698
mremap calls of mmap(), mremap(), and munmap() 807
brk iterations of expanding the data segment by one page 64,860,767
msync Data synchronization between file and memory 1,241,716
mmapfork Forking 32 child processes, each allocating memory 2
stackmmap flushing dirty pages of a 2MB stack using msync() 3,540
vm mmap()/munmap() calls and writing to the allocated memory 1,592,852
vm-rw Memory transfer between child and parent processes 12,439
vm-splice data transfer from memory to /dev/null through a pipe 44,247,682
malloc repeatedly allocate, reallocate, and free memory 100,000,000
The slow-down factor and the coverage of each program are different. Thus, the program
adds to the variability of the response variables. We must account for this variability when
conducting the ANOVA test although P is not a variable of interest.
5.3 Experimental Results
This section discusses the interpretation of the ANOVA test results and reflects on the
hypotheses mentioned in Section 5.2.1.
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5.3.1 ANOVA Test Results
Recall that we use ANOVA to test the significance of the main effect of the time period T
and the interaction factor (between T and B) on the response variables. The significance is
decided based on the P-value at the 0.01 significance level. Appendix A lists the detailed
ANOVA result tables of all the conducted tests. First, we list the ANOVA test results
of the three response variables and for all the benchmark sets. Then, we discuss the
interpretation of the results in details.
1. Slow-down Factors
Figures 5.1a, 5.2a, and 5.3a summarize the distributions of the slow-down factors of
SPEC, IOzone, and Stress-ng benchmarks respectively. The x-axis shows the time-period
value T , and the y-axis represents the slow-down factors of the benchmark programs. The
data of the low budget value (2%) is plotted in green while that of the high budget (25%)
is shown in blue. Figures 5.1b, 5.2b, and 5.3b show the interaction effect between T and
B on the slow-down factors of SPEC, IOzone, and Stress-ng benchmarks in order. The
y-axes of the interaction plots show the geometric means of the slow-down factors at the
different levels of T and B. Parallel lines in an interaction plot indicate the insignificance
of interaction between factors.
The main effect of the time period T on the slow-down factor is statistically significant
for the three benchmark sets. Also, the interaction factor is statistically significant for
IOzone and Stress-ng. As the parallel lines in Figure 5.1b indicate, the interaction factor
is insignificant for SPEC benchmarks.
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Figure 5.1: SPEC slow-down factors
B: 2% B: 25%













































Figure 5.2: IOzone slow-down factors
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Figure 5.3: Stress-ng slow-down factors
2. Unique Instrumentation Coverage
Both effects of the time period T and the interaction factor on DIME unique instrumen-
tation coverage are statistically significant. Figures 5.4, 5.5, and 5.6 show the box plots
and the interaction plots describing the unique coverage of SPEC, IOzone, and Stress-ng
consecutively
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Figure 5.4: SPEC unique instrumentation coverage




























































Figure 5.5: IOzone unique instrumentation coverage
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Figure 5.6: Stress-ng unique instrumentation coverage
3. Raw Instrumentation Coverage
The ANOVA test proved the statistical significance of the time-period effect and the inter-
action factor on the raw instrumentation coverage of IOzone and Stress-ng. On the other
side, the mentioned effects are insignificant on SPEC’s raw coverage. The summaries of
the raw-coverage results are shown in Figures 5.7a, 5.8a, and 5.9a and the interactions
appear in Figures 5.7b, 5.8b, and 5.9b for SPEC, IOzone, and Stress-ng in order.
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Figure 5.7: SPEC raw instrumentation coverage
















































Figure 5.8: IOzone raw instrumentation coverage
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Figure 5.9: Stress-ng raw instrumentation coverage
5.3.2 Discussion
Hypothesis 1: Fail to reject the null hypothesis.
The runtime overhead of CPU-intensive programs is independent of the time-period value
of DIME. The ANOVA test proved the significance of the time-period effect on SPEC’s
slow-down factor (Figure 5.1). However, a deeper look into SPEC’s results reveals that
the ANOVA test was biased by the slow-down factors of one benchmark program: h264ref.
For all SPEC benchmark programs except h264ref, the time period shows no effect on the
slow down factor. By excluding h264ref and re-conducting the ANOVA test, both the
main effect of the time period and the interaction factor are insignificant.
Although the impact of the time period T on the slow-down factors of IOzone is statis-
tically significant, it is practically negligible. In all cases, the slow-down factors of IOzone
on top of DIME falls below 1.1x with a maximum of 1.07x. This implies that in practice,
the user of DIME can ignore the impact of the time period value and the interaction factor
on the runtime overhead of IO-intensive programs.
Similarly, it is practically possible to ignore the impact of the time period and the
interaction factor on the slow-down factors of memory-intensive programs. As the boxplot
in Figure 5.3a shows, the time period and the interaction factor do not impact the slow-
down factors of Stress-ng except for one benchmark program vm which appears as outliers
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in the plot. The re-conduction of the ANOVA test without the slow-down values of the vm
program results in the insignificance of the time-period effect and the interaction factor.
According to the previous observations, we fail to reject the null hypothesis Hs0 . There
exists no correlation between the time period T and the slow-down factor of the instru-
mented program on top of DIME. The low time period of T = 0.25 seconds increases the
worst-case version-switching frequency by 16 times compared to the high time period of T
= 4 seconds. However, the instrumented programs do not suffer from increased runtime
overhead in this case. This may indicate the efficiency of the version switching mechanism
of DIME.
Hypothesis 2: Fail to reject the null hypothesis.
We expect the unique instrumentation coverage to increase as the time period decreases.
A high time period keeps the budget available for longer time but in less frequency. DIME
may consume the budget extracting traces from the same code portion. The principle
of locality states that programs tend to re-execute recently executed instructions [83].
Contrarily, a low time period will force the budget to be distributed over the program
execution. This will increase the probability of DIME extracting unique traces. The
unique coverage results of SPEC complies with this scenario. As Figure 5.4 shows, there
exists a negative correlation between the unique coverage and the time period value.
The instrumentation of the SPEC benchmark results in much higher trace redundancies
than that of IOzone and Stress-ng. This is based on the unique coverage and the raw cov-
erage results of native-Pin instrumentation of the three benchmark sets. This observation
may justify the different correlations seen in Figures 5.5 and 5.6 for IOzone and Stress-ng
respectively. Infrequently executed instructions (or cold code) may benefit from increasing
the time period. An initialization function Init(), for example, may run only once during
the program execution. With a low time-period, the available budget during the execution
of Init() may be insufficient to extract all the instructions of interest,i.e., the branches in
our experiments. Whereas, a high time-period value increases the probability of DIME
extracting all the required instructions due to the availability of the budget for longer.
The unique coverage of Stress-ng, with high B, has a positive correlation with the time
period. Similarly with low B, the unique coverage of IOzone positively correlates with the
time-period value. As a result, we fail to reject the null hypothesis Hu0 .
The interaction factor is showing a significant effect on the unique coverage of IOzone
(Figure 5.5). The budget B changes the impact of the time period T such that T has
a negative correlation with the unique coverage in the case of high B, but a positive
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correlation in the case of low B. It is, also, interesting to notice in Figure 5.5b that,
with the same time period, low and high budget values result in equal unique coverage
on average. This is an example of the instrumentation budget that is wasted extracting
redundant traces.
From a different point of view, we can notice the interesting effect of the budget B on
both the runtime overhead and the unique instrumentation coverage. In general, increasing
the budget B results in a substantial increase in the unique coverage with a limited overhead
sacrifice. In the results of Stress-ng benchmark for example, changing the budget from 2%
to 25% causes an average unique-coverage increase of 47.5% with almost no added runtime
overhead.
Hypothesis 3: Reject the null hypothesis.
The raw-coverage results recommend rejecting the null hypothesis Hr0 for IO and memory
intensive applications. In other words, the time period positively correlates with the raw
coverage of Stress-ng benchmark programs. Similarly, a high value of the time period will
increase the raw instrumentation coverage of IOzone. This is useful if the user of DIME is
interested in the full output of the analysis tool. In the case of a data-cache simulator, for
instance, the user should opt for a high time period. On the other side, we observed no
effect of the time-period value on SPEC’s raw instrumentation coverage.
5.4 Guidelines and Limitations
This chapter along with the previous two introduced the concept and the design aspects of
the time-aware dynamic instrumentation tool DIME. This section discusses the usability,
the work flow, and the limitations of DIME.
DIME is a dynamic instrumentation tool that respects timing constraints. DIME is
useful through multiple stages of the software development process. The developer can use
DIME to debug the software system by collecting runtime information that describes the
program execution. Examples of such information include memory access patterns, variable
traces, and register profiles. Also, DIME is a beneficial performance-engineering tool. In
other words, the developer can collect runtime information to evaluate the performance
of the system and optimize performance bottlenecks. Moreover, DIME can contribute to
runtime monitoring and verification frameworks. The authors in [54] utilized DIME as
the system monitor to verify Linear Temporal Logic (LTL) properties of software systems.
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Being thread safe, DIME is useful for the debugging and the analysis of multi-threaded
applications. In this case, it is possible to divide the budget among the running threads
based on their priorities for example. Additionally, multiple independent instances of
DIME can run simultaneously on the same platform. Thus, the developer may use DIME




















Figure 5.10: Workflow Diagram of DIME
DIME is a fully-implemented analysis tool that requires only the availability of the
program’s executable and not the source code1. Similar to Pin, DIME requires the cre-
ation of an analysis tool (pintool) that contains the implementation of the instrumentation
and the analysis routines. Additionally, DIME needs the developer to set the values of
the instrumentation parameters (or keep their default values). Figure 5.10 shows the work
1DIME is available for download at https://github.com/pansy-arafa/DIME
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flow of using DIME to instrument a program. First, the developer can enable the re-
dundancy suppression feature to force DIME to collect only unique traces. The second
step is setting the value of the time period (T ). It is advised to keep the default value of
one second since the experiments in this chapter revealed no effect of the time-period value
on DIME’s runtime overhead. However, the developer may increase the value of T if he is
interested in increasing the raw coverage. Third, the developer should set the value of the
instrumentation budget B, according to the system design documents, or use the default
value of 10% of T . The final step is to execute the instrumentation, i.e., run the program
on top of DIME. If the performance of the program suffers during instrumentation, the
developer should reduce the instrumentation budget and re-execute DIME. Finally, since
DIME collects a partial amount of runtime information, multiple runs of DIME may be
required to collect sufficient instrumentation coverage. Turning on the redundancy sup-
pression feature can highly reduce the number of DIME runs. Note that the actions of
setting the parameters of DIME and turning on/off the redundancy suppression feature
are easily achieved through command-line parameters.
The following is the list of limitations of the time-aware dynamic binary instrumenta-
tion:
• Runtime overhead. Although DIME limits the runtime overhead of dynamic instru-
mentation, it does not guarantee zero overhead. In other words, some applications
can be highly sensitive to dynamic instrumentation. If the program’s performance
suffers on top of Pin without any pintool, then a less intrusive analysis technique can
be more suitable in this case, such as sampling or time-aware static instrumentation.
• Memory footprint. Dynamic instrumentation naturally requires the availability of
sufficient RAM memory to perform dynamic compilation during execution. Also,
there should be enough memory storage space to store the runtime information col-
lected by DIME. The size of such information can reach multiple gigabytes of data.
• Security. DIME can instrument a program only if its security specifications allow the
attachment of DIME to the program’s process. For example, the child processes of
the Google Chrome browser prohibit the attachment to DBI tools since they execute
within a restrictive environment.
• Multiple runs. The redundancy suppression feature may require multiple runs of
DIME. Although the program inputs should be the same in each run, changes in
the processor state may lead to a minor difference in program execution. A different
processor state among runs can, for example, alter the execution of shared libraries.
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5.5 Summary
This chapter discussed the conducted experiments to evaluate the impact of DIME’s pa-
rameters on its runtime overhead and instrumentation coverage. The experiments involve
three benchmark sets; CPU, IO, and memory intensive applications. ANOVA statistical
tests judges the effects of the time-period and its interaction with the budget value on the
performance of DIME. The value of the time-period has negligible effect on the runtime
overhead suggesting the efficiency of DIME’s implementation. The parameters of DIME
have significant impact on the unique instrumentation coverage. In general, unique instru-
mentation coverage is negatively correlated with the time-period value. However, there
exist exceptions due to the rate of trace redundancies in the instrumented applications.






In this chapter, we present Qdime: a QoS-aware dynamic binary instrumentation tool [19].
Qdime respects user-defined thresholds and constraints to guarantee an acceptable system
performance during instrumentation. Four case studies of Qdime running Gzip, MySQL,
Apache, and Redis , demonstrate its practicality and scalability.
6.1 Motivation
The number of businesses relying on systems with quality of service (QoS) has been rapidly
increasing. Software systems behind these businesses must meet strict performance require-
ments to satisfy the needs of both the provider and the end-users. These systems include
web servers, database management systems, multimedia applications, web browsers, and
hypervisors. QoS performance requirements refer to the extra-functional (non-functional)
aspects of the system that can affect the user’s experience [34]. These requirements in-
clude the total volume of computation, end-to-end delay, error rate, response time, and
jitter [87]. For example, the production database management system at Facebook should
be able to handle roughly 60 million queries per second [36], and its key-value store, bil-
lions of requests per second [80]. In this chapter, the term QoS denotes all extra-functional
aspects of a system which may be used by end-users to judge the quality of a service.
Instrumentation is useful to profile and debug QoS systems. Many QoS performance
requirements are time-related, for example, response time (task completion time), jitter,
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and task synchronization [87]. Instrumentation of QoS systems can alter these performance
requirements due to the timing delay introduced by instrumentation. This can result
in undesired degradation in overall system performance. Also, that delay can change
the system behavior; thus the extracted tracing data can be misleading. Consider for
example profiling a media player while playing a video, instrumentation will add delay to
the execution. The media player will fail to decode a number of frames and will drop these
frames resulting in an unwatchable video. Moreover, different code portions are executed
compared to the expected execution, and therefore, extracted traces fail to represent the
expected system behavior. Another example is profiling a web server. Instrumentation can
dramatically increase the response time, i.e., the time between sending a request by the
user and receiving a response by the web server.
A QoS-system developer should be able to profile the expected execution of the system
while maintaining the desired performance guarantees. As discussed in Sections 3.4 and 4.6,
DIME allows instrumentation of QoS systems while keeping acceptable performance level.
However, DIME requires the developer to specify the allowed amount of instrumentation
time per time period. For many QoS systems, it is complicated to map the performance
metric to instrumentation time. In other words, what value for instrumentation time
will result in acceptable performance measures? The answer to this question can vary
based on the QoS system type (e.g., web server, control application, media player) and
the system’s performance metrics. Note that QoS systems, in general, may consist of
millions of lines of code and can have a high number of libraries dependencies. Accordingly,
dynamic instrumentation is more practical and scalable than static instrumentation to
profile and debug these systems. Thus, a flexible, customizable, scalable QoS-aware DBI
tool is required.
6.2 Overview of Qdime
Qdime is a QoS-aware DBI technique that guarantees a certain QoS level to the program
under analysis [19]. As a modified version of DIME, Qdime considers customized QoS
performance constraints instead of timing constraints. Qdime allows the user to define a
QoS related metric with a threshold value. To meet the performance requirements, Qdime
periodically switches instrumentation on and off. Recall that, the instrumentation budget
is the amount of time, per period, during which instrumentation is enabled. Qdime is
responsible to periodically determines the instrumentation budget as a function of the
current QoS-metric value. The function guarantees that the budget varies with the quality
of the application and eventually falls to zero when the QoS constraints are violated. Thus,
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in every period T , the budget, B, is computed to satisfy 0 ≤B≤T.
Qdime consumes its budget by subtracting from its value the time it takes to execute
the analysis routine. Thus, it instruments as long as B> 0, with a degraded latency as a
result. Once Qdime fully consumed the budget, i.e., B≤ 0, it disables instrumentation,
which produces an increased QoS. To accurately determine the budget, the values of the
QoS metric are periodically extracted from the instrumented program and fed back into
Qdime. Ideally, this metric extraction should be transparent and unintrusive, requiring no
or little modifications to the application. Fortunately, most existing applications already
output different statistics that can directly be used by Qdime. In our experiments, we
show that this is achievable with applications such as MySQL, Gzip, Apache server, and
Redis . Qdime also utilizes the redundancy suppression feature discussed in Chapter 4 to
guarantee the unicity of the extracted information. The following summarizes the features
of Qdime:
• QoS Guarantees: Qdime takes into account the performance requirements to limit
the latency degradation of the program.
• Low Overhead: Qdime guarantees a reduced runtime overhead by switching the
instrumentation on and off.
• High Unique Coverage: The redundancy suppression feature of Qdime allows it to
extract only new information through multiple runs.
• Flexibility: The QoS metric, along with its source, is customizable by the user of
Qdime. Also, the thresholds, the time period, and the constraints are entirely de-
fined by the user. He can then tune the parameters to adjust the trade-off between
information gain, QoS, and overhead.
• Practicality: producing a high unique coverage with a significantly reduced overhead
allows Qdime to enable the instrumentation of QoS-based applications and the design
of QoS-aware analysis tools.
• Portability: Qdime is a generic technique that can be implemented on top of other
instrumentation frameworks than Pin. Further, Qdime is independent of system’s
hardware-level features.
To instrument a program atop of Qdime, the user sets the instrumentation period and
defines the QoS metric of the program. Further, the user is required to set the threshold
and the constraints that are to be satisfied by the metric to guarantee an acceptable QoS.
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6.3 Design Architecture
Qdime periodically monitors the QoS state to ensure that the quality of the instrumented
program does not degrade to violate the threshold. Thus, Qdime needs to maintain a con-
stant knowledge on the evolution of the QoS metric throughout the entire instrumentation
process. Qdime achieves this by periodically extracting the QoS data from the program
under analysis. To make this extraction process transparent and unintrusive, Qdime relies
on performance data generated by the program itself. This reliance is possible because
most, if not all, programs with QoS requirements already provide a mechanism to expose
internal performance statistics. Qdime parses and consumes this data to make its instru-
mentation decisions. Even for programs that do not propose such a mechanism, in our
experiments, we found it straightforward to add an extension that exposes QoS statistics.
Figure 6.1 shows the architecture of Qdime. The application runs on top of Qdime.
The metric analyzer periodically collects the performance statistics generated by the pro-
gram. It then parses and performs any user-defined computation on the data to generate
QoS metrics in a format accessible by Qdime. Finally, the analyzer writes the QoS data
in a memory area it shares with Qdime. Ideally, the frequency at which the metric ana-
lyzer updates the QoS metric should match the instrumentation period T , although this is








Figure 6.1: Architecture of Qdime
6.4 Budget Function
Similar to DIME, Qdime replenishes the instrumentation budget at the beginning of each
time period T . Qdime calculates the value of the budget as a function of the QoS-metric
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value, contrary to DIME which resets the budget to a constant value. Qdime’s budget
function compute Budget() maps R+ into [0,T], where T is the instrumentation period.
In general, the budget function can be built as a decreasing function using the insight that
a program produces high QoS when the budget is set to zero, i.e., when instrumentation
is disabled. Also, the QoS decreases as the budget increases.
Equation 6.1 represents the budget function of Qdime such that (1) q(t) is the QoS-
metric value of the instrumented program at time t, (2)X is the user-defined QoS threshold,
and (3) T is the time-period value. The function calculates the budget based on the QoS
slack with respect to the user-defined threshold. The QoS slack at time t is the difference
between the current QoS level and the threshold; q(t)−X. This value indicates the health
of the instrumented program and can be used to safely determine the budget value at
time t.
The budget at time t is set to zero whenever the QoS constraint is violated, i.e., QoS
below the threshold X in this case. Otherwise, the function always produces a budget
b(t) <T . Instead of zero, the user could also choose a default value to use when Qdime
fails to meet the threshold condition. To get the budget value in seconds, the function
multiplies the QoS slack by the time-period value and by a tuning factor. Since respecting
the QoS threshold is the primary objective, Qdime adopts a conservative budget function
by choosing the tuning factor of 1/(q(t) +X). As later shown in Section 6.6.3, the budget
function of Equation 6.1 enables Qdime to successfully avoid threshold violations while
providing both high unique coverage and reduced overhead.
b(t) =




The example in Figure 6.2 shows how the periodic replenishment of Qdime budget
during the extraction of system calls from Apache server. The x-axis shows the execution
time of Apache in seconds. The left y-axis represents the budget value in seconds, while
the right y-axis shows the QoS-metric value (number of requests per second). For instance
around t=10 sec, when Apache processes about 4,000 RPS, which is above the threshold
of 2,000 RPS, the budget is set to approximately 35% of the one-second instrumentation
period. Around t=55 sec, the QoS drops to 3,050 RPS forcing Qdime to adjust its budget



























































































































Figure 6.2: Apache: instrumentation budget vs. QoS metric
6.5 Implementation
The implementation of Qdime complies with that of DIME explained in Chapter 3. List-
ing 6.1 shows the core algorithm of Qdime. The mechanism of budget checking and
version switching in the instrumentation routine follows the Trace Version implementation
of DIME (Line 9). At each instrumentation point, Qdime can either allow or prohibit the
insertion of the analysis routine based on the dynamic budget check at Line 13. During in-
strumentation, the time consumed by the analysis routine is subtracted from the available
budget (Line 6). Whenever the budget falls to or below zero, Qdime turns off instrumen-
tation, i.e., prevents insertion and execution of analysis routines, leading to increased QoS
and speedup as a result.
The signal handler of Qdime (Line 36) fires periodically at T to execute the function
compute Budget(). This function reads the QoS-metric value from the shared memory
and replenishes the budget according to the equation listed in Section 6.4. The func-
tion compute budget() generates a new budget with respect to the health status of the
program. Thus, Qdime instruments aggressively when the system is healthy enough by
producing a higher budget, but also limits its intrusion by generating a lower budget as




2 time_start = get_time ();
3 // Execute instrumentation code
4 ...
5 time_end = get_time ();




10 is_new = check_redundancy_log ();
11 if(is_new){
12 For each instrumentation point{
13 InsertCall(budget_check);
14 if(version == V_BASE) {
15 // check switching to V_INSTRUMENT
16 InsertVersionCase (1, V_INSTRUMENT);
17 }
18 else if(version == V_INSTRUMENT){


















37 budget = compute_Budget(qos);
38 }
Listing 6.1: Instrumenting with Qdime
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Qdime utilizes the redundancy suppression feature described in Chapter 4 to ex-
tract unique, i.e., non-redundant run-time information. As shown in (Line 10), Qdime
searches the hash-table log before the instrumentation of a trace. If τi is the current trace
and τj is the trace already in the log L, Qdime instruments τi only if address(τi) 6=
address(τj),∀τj ∈ L. After instrumenting a trace, Qdime saves the trace relative address
to the log. Multiple runs of Qdime may be required to, optimally, achieve full coverage. In
this case, the log file is passed across runs, allowing Qdime to reveal only new information
during each run. Although useful, the redundancy suppression is an optional, and not a
fundamental, feature of Qdime.
Note that Qdime is a fully-implemented analysis tool1. It shares the same work flow,
use cases, and limitations as those of DIME (listed in Section 5.4).
6.6 Performance Evaluation
This section describes the experimental setup and discusses the results of Qdime instru-
menting four popular real-world applications. Note that all the average values mentioned
in Section 6.6.3 are geometric means.
6.6.1 Experimental Setup
The experimentation environment consists of two workstations each hosting a 64-bit quad-
core i7-2600 processor clocked at 3.4 GHz with 16 GB of RAM and 8 MB of cache. Each
workstation runs Ubuntu 12.04 patched with the real-time kernel v3.2.0-23 that converts
Linux into a fully preemptive kernel. We prevent task migration between cores, lock
each core to its maximum frequency, and run the experiments with increased scheduling
priority. Although these settings are not necessary for Qdime, they lead to less variance
in the results [81]. We used the following analysis tools taken from the Pin toolkit version
2.14-71313 and compiled using gcc 4.6.3 with -O3 optimization level. The tools are ordered
from the less to the most intrusive.
1. Sys-trace: extracts system function calls. The system-call traces are important for
debugging and discovering performance bottlenecks in a program.
1Qdime is available for download at https://github.com/pansy-arafa/qdime
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2. Call-trace: outputs the list of function calls with corresponding instruction addresses.
Call traces are used to build call-context trees, which are useful in performance
analysis and runtime optimizations [88].
3. Branch-profile: prints out the jump, call, and return instructions in addition to the
source and destination addresses. The output of this tool is useful for exploring code
coverage for example.
To evaluate its applicability and scalability, we run four real-world applications on top
of Qdime. We repeated each experiment ten times (1) natively, (2) with Pin, and (3) with
Qdime. Since Qdime aims to maximize the coverage while respecting the QoS threshold
and minimizing the overhead, our experiments empirically evaluate the following metrics:
• QoS performance metric: the values of the user-defined QoS metric over time. This
metric measures the ability of Qdime to respect the user-defined threshold during
instrumentation.
• Slowdown factor of the instrumented application: the ratio of the execution time of
the instrumented application to its native execution time. This metric evaluates the
runtime overhead of Qdime.
• Unique instrumentation coverage: defined as the ratio of the amount of non-redundant
information extracted by Qdime to that extracted by Pin. To illustrate, a 100% cov-
erage means that Qdime extracts the same number of non-redundant traces as Pin.
This metric highlights the ability of Qdime to extract quality information.
Based on the above, our experiments are to verify that (1) instrumenting with Pin
highly degrades the quality of the application, (2) Qdime always maintains a higher QoS
w.r.t. that of Pin, (3) Qdime is able to meet the defined QoS threshold, (4) Qdime
reduces the application’s slow-down factor introduced by DBI, and (5) Qdime is capable
of extracting sufficient information, i.e., provide high unique coverage.
6.6.2 Benchmark Applications
This subsection describes the benchmarks and the experimentation objectives. In general,
Qdime can instrument QoS applications whose security permits the attachment of a DBI
framework. For example, the child processes of the Google Chrome browser execute within a
restrictive environment and accordingly prohibit the Pin attachment. The instrumentation
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period in the experiments is set to T = 1sec for all the applications. Different values of
the QoS threshold will be discussed later in Section 6.6.3.
Gzip Compression Utility Gzip is a widely used data-compression application of
about 59,000 lines of code adopted by the GNU project [3]. Our experiments aim to
instrument Gzip v1.4 while maintaining a compression rate threshold of 1 MB/sec. Gzip
compresses the Linux kernel 4.1.1 file whose size on the hard disk is 569 MB and generates
a compressed file of size 121 MB using the default compression flags. Qdime’s metric
analyzer periodically monitors the size of the output file to compute the compression rate.
MySQL Server MySQL is a popular, fast, scalable, and reliable relational database
management system. MySQL is a multi-threaded system of over 1.5 million lines of code [6].
For the experiments, we installed MySQL 5.5.43 and SysBench 0.4.12, a benchmarking tool
for databases [62]. We configured SysBench to run an OLTP test with a MySQL database
of 1 000 000 records. The test simulates 10 users performing a total of 100 000 requests.
This setup results in the execution of a total of 2 100 000 database queries. The goal of
the experiments is to instrument MySQL server, under the above-mentioned workload, and
keep a QoS threshold of 1000 transactions per second (TPS). The metric analyzer utilizes
MySQL APIs to access the server status variables and compute the number of TPS.
Apache HTTP Server Apache [2] is a powerful and popular web server of about
1 700 000 lines of code that implements the latest HTTP protocols. The experiments intend
to instrument an active Apache server, i.e., version 2.4.16 in this case. The workload
consists of 200 000 HTTP requests from 10 concurrent users generated with the Apache
benchmarking tool ab 2.3 [1].
Although Qdime is capable of handling an application’s child processes, the Apache
child processes refused the attachment of both Pin and Qdime. Therefore, the experiments
run Apache in debug mode, which forces the server to run as a single process. To respect a
QoS threshold of 3000 requests per second (RPS), the metric analyzer monitors Apache’s
log files to determine the number of requests executed per second.
Redis Data Structure Server Written in ANSI C, Redis is an in-memory, NoSQL
database management system, with optional persistence capabilities [11]. Redis consists
of roughly 20 000 lines of code. Many well-known projects such as Twitter, GitHub, and
Pinterest, rely on Redis .
We installed Redis server 3.0.3 and used redis-benchmark to generate load on the server.
Redis-benchmark is configured to run a series of 10 tests with 50 parallel connections, each
with a maximum of 200 000 queries. The QoS performance threshold is set to 30 000 queries
per second (QPS). The metric analyzer uses Hiredis, a C client library for Redis , to access
run-time statistics from the server.
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Figure 6.3: Gzip: QoS performance metric over time

















































































































































































Figure 6.4: MySQL: QoS performance metric over time
6.6.3 Experimental Results
Qdime respects the QoS performance threshold of the application, while Pin drastically
alters the QoS of the application. Figures 6.3, 6.4, 6.5, and 6.6 show the QoS metrics
over time for Gzip, MySQL, Apache, and Redis , respectively, for each analysis tool. The
execution time in seconds is on the x-axis, while the y-axis represents the QoS metric. The
higher the QoS values, the better it is for the overall performance of the application. We
repeated each experiment ten times natively, with Pin, and with Qdime. For increased
readability, the mentioned figures show only the first experimental repetition for each ap-
plication and tool. Moreover, the box-plots in Figures 6.7a, 6.7b, 6.7c, and 6.7d summarize
the QoS values for the ten repetitions and, if applicable, for all Qdime runs. The y-axis
represents the QoS metric values during native execution, instrumentation on top of Pin,
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Figure 6.5: Apache: QoS performance metric over time































































Figure 6.6: Redis: QoS performance metric over time
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Figure 6.7: Summary of QoS-metric values
Gzip: While Pin maintains a high average compression rate of 7 MB/sec with the
lightweight Sys-trace, it degrades the average QoS down to 646.7 KB/sec with Call-trace,
and 73.6 KB/sec with Branch-profile. However, as seen in Figures 6.3 and 6.7a, Qdime
always respects the threshold of 1 MB/sec with an average compression rate of 7.3 MB/sec
with Sys-trace, 5.9 MB/sec with Call-trace, and 2.8 MB/sec with Branch-profile. Natively,
Gzip has an average compression rate of 8.2 MB/sec.
MySQL: The uninstrumented execution of MySQL server maintains an average of
2544 TPS as shown in Figures 6.4 and 6.7b. Pin produces only an average of 868, 161,
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and 128 TPS for Sys-trace, Call-trace, and Branch-profile, respectively. On the other side,
Qdime respects the threshold of 1000 TPS with an average of 1310, 1165, and 1158 TPS
respectively for the three analysis tools.
Apache: Figures 6.5 and 6.7c show that the native execution of the Apache server
along with its workload has an average of 8302 RPS. Pin cannot respect the server’s
QoS and produces only an average of 2343 RPS with Sys-trace, 689 RPS with Call-trace,
and 452 RPS with Branch-profile. Qdime maintains an average QoS of 3514 RPS with
Sys-trace, 3009 RPS with Call-trace, and 3014 RPS with Branch-profile.
Redis: Natively, Redis maintains a QoS of about 177 667 QPS on average as in
Figures 6.6 and 6.7d. The QoS remains below threshold with Pin and drops from 21 448
QPS on average with Sys-trace to 9859 QPS with Call-trace and 7461 QPS with Branch-
profile. Contrarily to Pin, Qdime meets the defined threshold of 30 000 QPS with all the
analysis tools by maintaining an average QoS of 41 811 QPS with Sys-trace, 34 918 QPS
with Call-trace, and 36 440 QPS with Branch-profile.
As for the slowdown factors of the instrumented applications, Qdime always outper-
forms Pin. On average, Qdime reduces the runtime overhead by 1.41× with Sys-trace,
5.67× with Call-trace, and 10.26× with Branch-profile. Figure 6.8 presents the average
slowdown factors of the instrumented applications on top of Pin and Qdime w.r.t. the
application’s native execution time. The x-axis lists the analysis tools, whereas the y-axis
shows the average slowdown factors. Qdime reduces the slowdown of Pin with Sys-trace
from 2.96×, 4.14×, and 8.47× to 1.96×, 2.81×, and 4.97× for MySQL, Apache, and Re-
dis , respectively. Similarly, Call-trace’s overhead drops from 12.20×, 15.07×, 13.09×, and
18.56× with Pin to 1.19×, 2.20×, 2.87×, and 5.74× with Qdime respectively for Gzip,
MySQL, Apache, and Redis . With Branch-profile, Pin slows down Gzip by a factor of
102.03×. Thanks to the adaptive budget function and redundancy suppression of Qdime,
this slowdown is reduced to 2.56×. Similarly, the slowdown factor of Apache with Branch-
profile on top of Qdime is only 2.84× compared to 19.96× atop of Pin.
Although Qdime with Branch-profile requires multiple runs to achieve high coverage
with MySQL and Redis (Figure 6.9b), the total execution times of Qdime runs remains
lower than that of Pin. Pin introduces slowdown factors of 20.09× and 24.56× for MySQL
and Redis , respectively. Qdime reduces these values to 2.22× and 5.63× for one run. The
instrumentation of MySQL atop of Pin consumes 785 sec on average, whereas the combined
execution times for the two runs with Qdime is 175 sec at most. Similarly, Redis runs
three times on top of Qdime for a total of 147 sec, while Pin takes 209 sec on average.
Qdime, not only, respects the QoS thresholds and reduces the runtime overhead, but
also provides high unique instrumentation coverage in a low number of runs. Qdime, on
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Figure 6.8: Slowdown factors of the instrumented applications.
average, conveys 92% of the unique runtime information compared to Pin. Figure 6.9a plots
the average Qdime coverage for each analysis tool. The x-axis lists the applications, while
the y-axis shows the instrumentation coverage of Qdime w.r.t. that of Pin. In general,
Qdime maintains high coverage by being able to extract up to 100% coverage in a single
run with some applications and tools. In our experiments, the lowest coverage of Qdime
is with Redis , as only 78% of the Branch-profile information is extracted. Figure 6.9b
highlights the number of runs required by Qdime to reach the coverage of Figure 6.9a.
Only Branch-profile, the heaviest analysis tool, consumed two runs for MySQL and three
runs for Redis to extract 93% and 78%, respectively.
Table 6.1 summarizes the experimental results. As shown earlier, Qdime always re-
spects the QoS threshold of the instrumented application leading to a higher overall system
performance as compared to Pin. Even with highly intrusive analysis tools like Branch-
profile, Qdime provides the application under instrumentation with a guaranteed QoS.
Also, Qdime reduces the application’s slowdown factors introduced by DBI while extract-
ing high instrumentation coverage. Using Qdime, the slowdown factors of the instru-
mented applications dropped by 1.41× with Sys-trace, 5.67× with Call-trace, and 10.26×
with Branch-profile on average w.r.t. Pin. The unique runtime information collected
by Qdime represents an average of 92% of that of Pin, with a minimum of 78% and a
maximum of 100%.
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Figure 6.9: Qdime coverage
Threshold Values. Another set of experiments evaluate the performance of Qdime
with various threshold values to identify the highest possible in our settings. Increasing
the threshold value limits the instrumentation budget of Qdime, and accordingly, results in
a lower coverage. Table 6.2 lists the maximum possible thresholds along with the respective
coverage values for the four benchmark applications. Beyond these values, Qdime starts to
violate the thresholds. With higher thresholds, Qdime extracts from 70% to 100% of the
unique coverage for all the applications. The only exception is MySQL with Branch-profile
where the highest threshold of 1200 TPS restricted the coverage to 55.5%. Such a trade-off
between the QoS level and the extracted coverage is expected especially for a heavy-weight
analysis tool.
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Table 6.1: Summary of Qdime experimental results
Applications Gzip MySQL Apache Redis
Analysis Tools Sys Call Branch Sys Call Branch Sys Call Branch Sys Call Branch
QoS: Qdime > Pin? X X X X X X X X X X X X
Threshold 1 MB/sec 1000 TPS 3000 RPS 30000 QPS
Threshold Qdime X X X X X X X X X X X X
Satisfied? Pin X × × × × × × × × × × ×
Slowdown
Qdime 1.13× 1.19× 2.56× 1.96× 2.20× 2.22× 2.81× 2.87× 2.84× 4.97× 5.74× 5.63×
Pin 1.17× 12.20× 102× 2.96× 15.07× 20.09× 4.13× 13.09× 19.96× 8.47× 18.56× 24.57×
# Runs Qdime 1 1 1 1 1 2 1 1 1 1 1 3
Coverage Qdime 100% 99.40% 79.34% 99.23% 90.82% 92.86% 95.26% 96.46% 82.42% 100% 90.34% 77.96%
Table 6.2: Maximum Qdime threshold values with respective unique coverage
Applications Gzip MySQL Apache Redis
Analysis Tools Sys Call Branch Sys Call Branch Sys Call Branch Sys Call Branch
Max. Threshold 7.5 7.5 7 MB/sec 1500 1200 1200 TPS 4000 3400 3400 RPS 48000 44000 44000 QPS
Coverage 78.5% 69.7% 81.1% 94.5% 92.5% 55.5% 93.1% 95.9% 82.3% 100% 89.2% 71.5%
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6.7 Summary
This chapter discusses the concept of Qdime, a QoS-aware DBI technique that guarantees
a certain QoS to the application under analysis. Qdime accepts a QoS metric with a
designated threshold and constraints to be satisfied for an acceptable overall performance.
Qdime periodically collects performance data from the instrumented program and decides
the instrumentation budget accordingly. The evaluation on four popular real-world appli-
cations shows the practicality, scalability, and effectiveness of Qdime. Qdime respects the
user-defined QoS threshold while maintaining an average unique coverage of 92%. Also,
Qdime reduces the slow-down factors of the instrumented applications. These results make
Qdime a useful tool for instrumenting QoS-based applications and enable the design of
dynamic analysis tools with QoS guarantees. This is the first work that considers QoS
specifications during program instrumentation.
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Chapter 7
Conclusion and Future Work
Program analysis using instrumentation is widely used for understanding program behavior
and identifying performance bottlenecks. Instrumentation naturally introduces perturba-
tion to the program under analysis. Such perturbation can alter the timing behavior of
the program. Real-time systems must respect extra-functional constraints especially the
timing properties. Thus, real-time systems require specialized program instrumentation
techniques. Time-aware instrumentation preserves a program’s logical correctness and re-
spects its timing constraints. Current approaches for time-aware instrumentation rely on
static and source-code instrumentation techniques. They require the availability of the
source code of the program including all libraries dependencies. Moreover, a WCET anal-
ysis is performed before and after instrumentation. Static time-aware instrumentation is
sound and effective for hard real-time systems, but impractical for soft real-time systems
due to its restrict assumptions.
In this thesis, we introduce the theory, method, and tools for time-aware dynamic
binary instrumentation technique realized in DIME tool. DIME bounds the runtime over-
head of the instrumentation process to respect the program’s timing constraints. Chapter 3
discusses the design of DIME along with its three implementations of DIME. These im-
plementations differ in their budget checking overhead, strictness of respecting budget,
and overshoots beyond the budget. The evaluation of DIME shows an average reduction
in overhead by 12, 7, and 3 folds compared to native Pin. Two cases studies of DIME
instrumenting a media player and a control application demonstrate the scalability and
applicability of DIME.
DIME aims, not only to limit the instrumentation overhead, but also to maximize the
instrumentation coverage. Instrumentation frameworks, in general, may extract an amount
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of runtime information that contains many redundancies. In Chapter 4, we propose a
redundancy suppression technique to increase the unique instrumentation coverage. DIME
avoids collecting redundant information and prohibits the instrumentation of previously
instrumented code regions. DIME was able to extract 97% of the call context tree of the
VLC video player while playing a high-definition video. DIME was also used for the branch
profiling of the PostgreSQL database management system and was able to extract 97% of
the unique instrumentation information in three runs.
Moreover, Chapter 5 examines the relation between the operation parameters of DIME
and its performance. A set of experiments is conducted to evaluate the impact of the time
period and the instrumentation budget on the runtime overhead and the instrumentation
coverage of DIME.
Chapter 6 presents the method for QoS-aware dynamic instrumentation technique and
its tool. Qdime satisfies user-defined performance thresholds and constraints to maintain
an acceptable QoS level to the program under analysis. The evaluation of Qdime revealed
its practicality and scalability to instrument complex applications.
The proposed tools and approaches, in this thesis, can be further extended to increase
the effectiveness of time-aware dynamic instrumentation. The following is some of the
potential improvements and future work in this area:
1. Further investigation on increasing the unique instrumentation coverage: the test re-
sults of the unique coverage in Chapter 5 are inconclusive. Thus, further experiments
are required to consider additional input factors such as the program structure.
2. Adapting redundancy suppression to different definitions of unique coverage: Using
the redundancy suppression feature, DIME prohibits the extraction of repeated run-
time information. Some program-comprehension techniques may benefit from the
suppression of consecutive repetitions for example.
3. Reconstruction of program execution using the extracted information by DIME: An
interesting research objective is the reconstruction of program execution path using
the partial traces for the goal of program comprehension or bug detection.
4. Combining program sampling algorithms with DIME: It is possible to use the frame-
work of DIME to implement sampling techniques for time-sensitive systems. At a
periodic rate, DIME may allow a sampling algorithm to collect information only if the
budget is not consumed. For example, using adaptive bursty sampling can increase
the ability of DIME to instrument cold code. This research direction can allow the
program-sampling work to be transferred safely to the world of real-time systems.
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This appendix lists the analysis of variance (ANOVA) tables of the experiments discussed in
Chapter 5. An ANOVA tests the equality of the means of the data populations associated
to different levels of the input factors. The probability of the equality of the means is
called the P-value. The first column of an ANOVA table lists the sources of variation
including the residuals. The residuals denote the variability in the response variable that
is unexplained by the input factors. Column 2 shows the degrees of freedom (DF) of each
factor. Note that the summation of the degrees of freedom of all sources of variation
should equal to the number of input data points minus one [73]. The third and the fourth
columns calculate the sum of squares (SS) and the mean square (MS) respectively. The
sum of squares represents the total variation in the response that can be attributed to the
associated input factor. The mean square (MS) is the division result of the sum of squares
(SS) by the associated degrees of freedom (DF). The F-ratio column, which is the fifth,
shows the ratio of the mean square to the residual mean square. The P-value, in column 6,
is calculated based on the F-ratio and the degrees of freedom (DF). The last column of the
ANOVA table concludes the significance of the the associated input factor by comparing
the P-value to the significance level. A P-value that is lower than the significance level of
0.01 confirms the significance of the effect of the input factor.
The number of input data points to each ANOVA test equals to the product of (1) the
number of benchmark programs/inputs, (1) the number of replications, and (2) the number
of levels’ combinations of T and B. As mentioned before in Section 5.2, the experiments
run ten replications for each benchmark set such that each replication includes the four
combinations of T and B levels. Also, the number of programs and inputs per each
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benchmark set is mentioned in Section 5.2. To sum up, SPEC’s ANOVA tests have 1320
input data points (recall that some of the 12 SPEC programs have multiple inputs). The
experiments of IOzone and Stress-ng include 13 and 10 benchmark programs respectively.
Thus, the number of the input data points to IOzone’s ANOVA tests is 520, whereas there
are 400 input data points to Stress-ng’s ANOVA tests.
Tables A.1, A.2, and A.3 are dedicated for the slow-down factors of SPEC, IOzone, and
Stress-ng programs in order. The second three tables A.4, A.5, and A.6 show the results
of the unique instrumentation coverage of the three benchmark sets, while the last three
tables A.7, A.8, and A.9 present these of the raw coverage of the same benchmarks.
Slow-down Factors








F Ratio P Value Significant?
Time Period (T ) 1 70 70.1 18.782 0.0000158 Yes
Budget (B) 1 2076 2075.7 556.243 < 2× 10−16 Yes
Benchmark Program (P ) 11 9796 890.6 238.654 < 2× 10−16 Yes
Interaction Factor (T :B) 1 3 2.8 0.753 0.386 No
Residuals 1305 4870 3.7








F Ratio P Value Significant?
Time Period (T ) 1 0.00360 0.003605 36.48 2.99× 10−10 Yes
Budget (B) 1 0.00013 0.000133 1.35 0.24580 No
Benchmark Program (P ) 12 0.07682 0.006401 64.79 < 2× 10−16 Yes
Interaction Factor (T :B) 1 0.00132 0.001323 13.39 0.00028 Yes
Residuals 504 0.04979 0.000099
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F Ratio P Value Significant?
Time Period (T ) 1 0.0 0.05 13.33 0.000298 Yes
Budget (B) 1 0.1 0.07 19.14 0.0000157 Yes
Benchmark Program (P ) 9 769.5 85.50 23051.36 < 2× 10−16 Yes
Interaction Factor (T :B) 1 0.0 0.05 12.52 0.000452 Yes
Residuals 387 1.4 0.00
Unique Instrumentation Coverage








F Ratio P Value Significant?
Time Period (T ) 1 7897 7897 122.7 < 2× 10−16 Yes
Budget (B) 1 147001 147001 2283.5 < 2× 10−16 Yes
Benchmark Program (P ) 11 101159 9196 142.9 < 2× 10−16 Yes
Interaction Factor (T :B) 1 7466 7466 116.0 < 2× 10−16 Yes
Residuals 1305 84010 64








F Ratio P Value Significant?
Time Period (T ) 1 1247 1247 134.833 < 2× 10−16 Yes
Budget (B) 1 89266 89266 9649.446 < 2× 10−16 Yes
Benchmark Program (P ) 12 325 27 2.923 0.000617 Yes
Interaction Factor (T :B) 1 87863 87863 9497.821 < 2× 10−16 Yes
Residuals 504 4662 9
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F Ratio P Value Significant?
Time Period (T ) 1 2344 2344 313.08 < 2× 10−16 Yes
Budget (B) 1 231142 231142 30871.88 < 2× 10−16 Yes
Benchmark Program (P ) 9 3737 415 55.46 < 2× 10−16 Yes
Interaction Factor (T :B) 1 2974 2974 397.25 < 2× 10−16 Yes
Residuals 387 2898 7
Raw Instrumentation Coverage








F Ratio P Value Significant?
Time Period (T ) 1 0.008 0.008 0.420 0.517 No
Budget (B) 1 21.810 21.810 1107.781 < 2× 10−16 Yes
Benchmark Program (P ) 11 31.448 2.859 145.212 < 2× 10−16 Yes
Interaction Factor (T :B) 1 0.004 0.004 0.209 0.647 No
Residuals 1305 25.693 0.020








F Ratio P Value Significant?
Time Period (T ) 1 15.54 15.54 1052.36 < 2× 10−16 Yes
Budget (B) 1 72.14 72.14 4884.66 < 2× 10−16 Yes
Benchmark Program (P ) 12 3.28 0.27 18.53 < 2× 10−16 Yes
Interaction Factor (T :B) 1 11.77 11.77 796.89 < 2× 10−16 Yes
Residuals 504 7.44 0.01
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F Ratio P Value Significant?
Time Period (T ) 1 2089 2089 22.93 2.4× 10−6 Yes
Budget (B) 1 5559 5559 61.02 5.36× 10−14 Yes
Benchmark Program (P ) 9 29638 3293 36.15 < 2× 10−16 Yes
Interaction Factor (T :B) 1 1401 1401 15.38 0.000104 Yes
Residuals 387 35256 91
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