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A B S T R A C T
The electronic properties of one -dimensional
disordered square-well arrays are studied. A theorem
concerning the existence of spectral gaps in the mixed
binary-alloy case is proved with which the well known
counter-examples of kerner are shown to be spurious.
The theorem is then generalized and applied and applied to several
disordered models.critical degrees of disorder before
gaps disappear are derived for cach model and compared
the wave-function is calculated by the monte-carlo
method and features peculiar to each model are explained.
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Energy-Band theory has been well-articulated for
a wide class of solids where high structural order may
reasonably be assumed. For this class of solids, the problem
presents itself in a very simplifying form since, by virtue
of their regularity, the characteristic quantities of the
system repeat themselves in every unit cell and the problem
can be reduced to the study of one of its unit cells. The
usual line of approach is to obtain the E-k dispersion relation
from which the density of states and all the other important
quantities of the system are derived. With slight modifications,
the method can also be applied to solids with small deviations
from regularity by treating the irregularities as a perturbation
in an otherwise ordered system. However, in systems where the
deviations are large, the E-k dispersion relation for one cell
can no longer be representative of that of the whole solid,
since the quasi crystal-momentum, k, is not now a good quantum
number.
If the problem in disordered systems cannot be
reduced to that in one unit cell, we are once again confronted
with what seems to be a hopelessly complicated quantum mechanical
problem. The present state of the problem in three dimensions
may be regarded as 'pre-paradigm1. Several approximate methods
have been put forward, but none can be established with accep¬
table mathematical rigour; and indeed most have been revealed
to be either incorrect or extremely crude. The recent Mott-
CFO Model (see for example Mott (197, 1971) Cohen (I9?0a, b))
is more successful though as Mott himself quipped in 1972:
so in Amorphous theory, as in theology, one must declare one's
faith. Much of the trouble lies in the complexity of the
subject-matter, but the problem is actually not so inaccessible
that a few general theorems cannot be proved and indeed as we
shall demonstrate, at least in one dimension, it may even
lend itself to fairly detailed and rigorous analyses. The
corresponding one-dimensional problem is less complicated but
unfortunately devoid of the more interesting features of the
real three-dimensional one. It would appear then that by
confining ourselves to one dimension, we have avoided the
main issue by taking an easy exit into an unreal world. The
rationale behind an undertaking such as the present one is
that in one dimension the problem can often be solved more
exactly, and the results may then be used as tests and gauges
for the corresponding three-dimensional approximate mathematical
methods. Recently, with the discovery of a new class of
psuedo one-dimensional conductors, one-dimensional models
actually find themselves in direct physical application.
Our investigation here is made with the underlying
question in mind of the movement of electrons in a system of
see for example Bloch et al (1972, 1973), Epstein (1972),
Zeller and Beck (l97f).
random scatterers. Our interest is focused on two problems:
the distribution of the electronic states; and their nature
as regards mobility.
The language in which our analysis is made and the
necessary theoretical methods are laid down in Chapter two.
Chapter three, the 'heart' of this work, begins with an
investigation of the band-structure of a regular square-well
array. Its relation to the distribution of states in a mixed
binary array is then explored, and a theorem concerning this
is proved. The more general disordered systems are then
treated by a generalization of the theorem. The results are
compared with that of Monte-Carlo calculations. In Chapter
four, the nature of the electronic states is investigated by
means of the Monte-Carlo Method. The results are explained
in terms of the ones established in Chapter three.
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2.1 DEFINITION OF THE MODELS
Consider a unit cell.containing one symmetric square
well as shown in Fig.(2.1)
where the parameters V, h, 1
are respectively the attractive
potential depth, arm length
and width of the well.
A square-well array
is formed when a series of these
unit cells have their arms linked
together. The array is disordered




Note: Throughout this work we shall be keeping the width of
the well, 1, constant. As we shall see this simplification
will not affect most of the results obtained.
Several examples of random systems which will be studied
are new introduced
(i) The Liquid Model
This consists of an array of identical wells with
random separations. A schematic illustration is given by Fig.(2.2).
An ambiguity may.arise with the symbol denoting the number 'one.
The two cases may be distinguished from the context.
Fig.(2.2) The Liquid Model
We shall assume the random variables, h., to be1
statistically independent of each other and equally distributed
about some h centred on some interval, 2Ah, to be defined. See
o
Fig.(2.3)
Fig.(2.3) Probability distribution of fcu
The rectangular distribution has been adopted for convenience.
A Gaussian distribution is probably more physical.
This model may be used to represent a liquid, glass,
or a solid whose interatomic distances vary randomly about some
interval owing to thermal fluctuations. It may also represent,
in an effective-mass approximation, the impurity-atoms in a
host solid. In the liquid model, long-range and short-range
order are destroyed together.
(ii) The Anderson Model
This consists of a periodic array of square wells






The parameters h, 1 are identical for all the cells.
The random variable is defined to have statistical properties
similar to the random variable, h_, discussed in the liquid
model above.
This model may be used to represent, in an effective-
mass approximation, a deformation potential owing to thermal
displacements of atoms from their equilibrium positions.
The Anderson Model was first considered by Anderson
(1958) in a three-dimensional version.
(iii) The Mixed Binary-Alloy Model
This model, illustrated in Fig.(2.5), is a special
case of the Anderson model.
Fig.(2.5) The Mixed Binary-Alloy Model
The random variable V. is discrete and restricted to one of two
1
possibilities: with probability P; and with probability
1-P, see Fig.(2.6)
Fig.(206) Probability distribution of and
(iv) The General Amorphous model
This consists of an array of square wells with
randomly-varying arm-length and well-depth. and h are con¬
tinuous and they have statistical properties similar to those
discussed in the Liquid model. This model is probably more
realistic than the idealized Liquid model in describing glassy
substances, since the identical atoms, being a function of their
environment, may have different effective potentials.
The examples introduced here represent the simplest
disordered systems. Each model is so constructed that the
linear arrays may be conveniently divided into a sequence of
unit cells each with a symmetric square well. This division is
necessary for the assignment of the transfer-matrices discussed
in Section 2.3»
By considering each model in turn, we hope to be able
to discern the properties associated with each type of disorder.
2.2 FORMALISM OF THE PROBLEM
2.2.1 The One-Electron Schrodinger Equation
Some examples of one-dimensional systems were given
in the last section. The electronic behaviour of such systems
will now be considered within the framework of the one-electron
approximation. Physically, the problem is really a many-body
one, but owing to the short screening length of the electron,
it is a good approximation to neglect electron-electron inter¬
action and therefore each electron moves independently in a
Hartree-Fock type of potential. Furthermore, since the electrons
are light compared to the massive ion-core, the latter may be
assumed to be stationary (adiabatic approximation). Therefore,
the motion of the electrons and that of the ion-core may effec¬
tively be considered separately. Both problems can be approached
by the formalism given below, although we shall be concerned
only with the electronic part in this work.
The behaviour of an electron in an arbitrary potential
is governed by the Schrodinger equation.
H(xMx)= E¥(x) (2.1a)
where
0 :x: L (the extent of the array)
This is a linear second-order differential equation
(~ (E- V(x)) (x)= 0 (2.1b)
dx il
and the solution-space is spanned by two linearly independent
bases:¥ 1 (E,x) and¥2(E,x) so that
(x)= a(x)¥ x(x)+ b(x)¥2(x) (2.2)
This solution will satisfy eqn.(2.l) if a(x), b(x) are
given. They may be uniquely determined for a given point xq if
both Y(x) and'(x) are given. Furthermore, given a(x), b(x)
and requiring¥ (x),¥ (x) to be continuous everywhere in 0; x L,
a(x), b(x) are also completely specified for all x at a given
energy.
2.2.2 The Transfer-Matrix Formalism
The last property mentioned above may be elegantly
expressed by means of the Transfer-Matrix Formalism. (See also
Appendix I). In this formalism, the interval 0 4x4 L is divided
into N unit cells each containing a random potential well in the
manner described in 2.1.__
The Sohrodiager's equation
H (x)¥ (x)= EY (x)
n 11 n
is solved in each unit cell where x is now a discrete parameter and
its origin is taken at the centre of each cell. The solutions for
each cell
¥ (x)= a (x)¥ -(x)+ b (x)¥~
n n nl n n2
are connected together by requiring them and their first der¬
ivatives to be continuous at the cell boundaries, viz.,
where the matrices T ,T -,...,T- which effect the connexion are
n n-17 7 1
the 2x2 transfer-matrices corresponding to n,n-1,... ,1th cells.
2.2.3 General Properties of the Transfer-Matrix
In the transfer-matrix formalism, the characteristics
of the Harailtonian are embodied in the T-matrix, therefore
symmetries in the Hamiltonian will also manifest in the T-matrix.
We have shown in Appendix I that:-
a) Time-reversal invariance implies
(u v where u, v are complex andv uJ denotes complex conjugates
b) Conservation of probability across a unit cell implies
det T= 1
i.e. T is an unimodular matrix.
c) Symmetric potential well implies
= T21~ v to be purely imaginary.
Note: We have, for simplicity, adopted symmetric potential-wells
and all our results are derived with this assumption.
Nevertheless, the method used in this work is also capable
of treating the more general asymmetric wells. In any
case, it is physically reasonable to assume the well-
potential to be symmetric- at least for smaller disorder.
2.2.J+ The Transfer-Matrix for a Unit Cell
It was shown in sub-section 2.2.2 that each unit cell
can be associated with a transfer matrix. To find the explicit
form of the matrix for a unit cell
illustrated in Fig.(2.7), it is
more convenient to consider the
T-matrix as a product of another
three of its kind, each
corresponding to a region of
constant potential in the unit
cell. Referring to Fig.(2.7) Fig.(2.7)
The solutions of the Schrodinger Equation, eqn.(2.3)
in the three regions are given by the following:-
By requiring ¥(x) and (x) to be continuous over all
regions of the cell, the explicit form of T is found to be
2 2 2 2
where X== coshA» and Y== sinh A
2kq 2kq
and A= ln()= g In.E
Writing this more compactly by putting
$= 2kh©= ql





It can easily be checked that eqn.(2.7) indeed possesses
all the symmetries discussed in sub-section 2.2.3
For convenience, we shall also denote the real part and
the imaginary part of the T-matrix elements by the following
assignment:
2.2.5 Application to a Periodic Array
Consider a periodic array consisting of N identical
cells. Since all the T-matrices are identical, eqn.(2.5) becomes
In order to simulate the translation symmetries of an
infinite array, a periodic boundary condition may be used and
it requires
Consider the eigen-value equation of T
zLks
where we have denoted the eigen-value of T by e, then it is
easy to see that eqn.(2.10) requires
ihNs. f_ _,N
e= 1. (2.11)
Eqn.(2.10) is satisfied if e is complex, or
equivalently if k is real. At the energies which lead to k being
iks
imaginary (or e being real) the wave-functions will increase
exponentially along the array. These energies are called
'forbidden energies' since the corresponding wave-functions are
unphysical. To determine the forbidden energies, we may consider
the characteristic equation of T, given by
where t is an eigen-value of T.
In terms of the matrix-elements in eqn.(2.8), eqn.(2.12)
becomes
solving for t we get
It is clear that if
t is real (2.13a)
t is imaginary. (2.13b)
Therefore, the energies corresponding to |w| 1 are
forbidden. This is in fact the well-known Kramers' condition.
2.3 the density of states
One of the simplest and most important properties
of crystalline solids is the electronic density of states, p (E).
It is an important factor in the phenomena of electronic
conduction, specific heat, optical absorption, photo-emission,
tunnelling etc. In one dimension, p(E) dE is the number of
energy eigenstates per unit length of the system in the interval
E, E+dE. When a solid deviates from regularity we would still
expect to get the same total number of states if the number of
unit cells remains unchanged. Only now the states may have
redistributed themselves into different energy levels. It is
therefore reasonable to expect the concept of density of states
to be equally applicable to disordered systems.
A closely related, and often more directly calculable,
quantity is the integrated or cumulative density of states, N(E).
2.3.1 The Node-Counting Method
This method of calculating the cumulative density of
states is based on a well-known theorem; see for example James
and Ginzbarg (1953)1 Schmidt (1957)» Halperin (1967)
Let-( x) be the solution of the Schrodinger Equation
with a given set of initial conditions. Then the number of
eigen-values of the Schrodinger Equation with energy less than
E is equal to the number cf zeros of the function¥ (x) in the
interval 0xL (except for a possible error of ±1, depending
on the boundary condition at L). Thus, except for a possible
error of order (lL), the cumulative density of states is equal
to the expectation value of the number of zeros per unit length
in Y(x).
Note: The energy eigen-value spectrum is in general discrete,
and at those energies which do not correspond to an
energy eigen-function (i.e. where the boundary conditions
are not satisfied) no new nodes would appear.
2.k MONTE-CARLO CALCULATIONS
A random-number generator is used to simulate on the
computer sample arrays for the disordered models of section 2.1;
exact calculations axe then performed on them. The calculations
may be regarded as exact as far as the finite sample array's are
concerned although they are often taken as surrogate for the
ensemble-averaged calculations of an infinite array.
In this work, typically sample arrays of 2000 cells
axe used and calculations are made on the University's ICL 190+A
computer.
2.J+.1 The Node-Counting Algorithm
Consider the wave-function in one of the unit cells
where
m t ikx,, -ikxy (x)= ae+ be
Since a, b are generally complex, we can write them
in modulus-argument form, viz.,
and using eqn.(1.3) in Appendix I
therefore
where (kx+ 6) is the phase.
Thus the logarithmic derivative is just
where
k- k for the arm region of the cell
q for the well region of the cell.
With this simple relation between the logarithmic
derivative and the phase of the wave-function, the procedure for
node-counting may be reduced to a very simple algorithm. (See
the computer programs given in Appendix III).
Referring to Fig.(2.8), suppose we begin on one edge
of the unit cell, x, with initial phase 6. The phase advanced
We now find the logarithmic derivative
and this must match that of the other
side, i.e.
therefore the initial phase at xn in the well is now given by
In similar fashion, phase advanced at will be (b+ arid
so repeats the procedure of matching the logarithmic derivative
and hence finding the initial phase at the next region across
the boundary. Since the initial phase after each boundary is
given in Mod we must count the number of nodes in each
separately. This is easily done by counting the number of
integral 71 contained in the phase advanced by ¥(x) in the region.
Fig.(2.8)
Phase advanced in each region.
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3.1 INTRODUCTION
A major interest in the study of electronic spectra
in disordered systems has been the question whether or not the
forbidden energy gaps of the regular systems persist as disorder
is introduced. In ordered systems, energy levels are highly
degenerate because of the high symmetry; as disorder is introduced,
degeneracies are split and allowed bands broaden so that with
sufficient disorder bands may overlap and the gaps in between
vanish. The problem of gap persistence has an important bearing
on the conductivity of the system. For example, in insulators
and intrinsic semiconductors, the Fermi level lies in the spectral
gap and hence the conductivity is extremely low at low temperature.
In the amorphous state however, or when the crystal is molten into
liquid, the forbidden gaps may have shrunk and vanished altogether
so that the Fermi level is generally in the allowed band. Con-
duction is then possible and even if the states are localized,
we may have conduction by the mechanism of thermally-assisted
hopping (see for example: Mott and Twose (1961), Mott (1967, 1971)).
The effect of the different types of disorder on gap
persistence for several models of delta-function well has been
investigated by various workers. Here, we shall restrict our¬
selves to square-well models with the Anderson type and the liquid
type of disorder.
they are also broadened by the crystsl-field splitting.
3.2 THE SAXON-HUTNER THEOREM
Concerning the Anderson type of disorder, Saxon and
Hutner (199) proposed an interesting conjecture, namely:
Forbidden energies that are common to the pure A
crystal and the pure B crystal (with the same lattice constant)
will always be forbidden energies in any arrangement of A and
B atoms in a substitutional solid solution,.
Note: To avoid confusion, we shall refer to an alloy with
regular sequence as a 'simple' alloy and that with random
sequence as a' mixed' alloy.
They proved their conjecture for the special case of
a simple-diatomic chain using the Kronig-Penney model. The
general mixed-alloy case was proved by Luttinger (1951), again
for the delta-function wells. Since then a number of theoretical
and numerical studies have been made on the problem of gap per¬
sistence, in particular on the question of whether the S~H theorem
is valid for the more general potential wells. Laudauer and
Helland (I95f), in their numerical study of square well systems,
suspected that the theorem was untrue for arbitrary well shapes0
A counter-example from square-well system was soon produced by
Kerner (195+). Much later, Hori and Matsuda (196), using Phase
Theory, obtained a very general theorem of which the S-H theorem
may be regarded as a special case. Their theorem can provide
general criteria for the validity of statements of S-H type
for any kind of one-dimensional systems which can be described
by the transfer matrix formalism. However, their illuminating
results are too general to be of immediate application. Tong
(1968) presented sufficient conditions of the S-H theorem for
general simple binary-alloy systems. The sufficient conditions
were given in terms of the elements of the transfer matrix. It
was conjectured then that some particular sufficient conditions
would also hold for the more general mixed alloys. This was
subsequently proved by Tong and Tong (1968) who showed that the
sufficient conditions indeed satisfied the criteria given by the
Hori-Matsuda theorem. More recently, these sufficient conditions
were extended into the relativistic domain by Subramanian (1973)•
The study of binary-alloy systems may be regarded
as the first step towards the problem of multi-constituent
alloys which in turn may be viewed in the context of general
disordered systems. The problem of gap persistence in a general
disordered system can therefore be tackled by a suitable generali¬
zation of results obtained in the binary-alloy case. In view
of such possibilities the S-H theorem is of larger import than
its statement would suggest.
However, up to now there is still no clear physical
interpretation of the various criteria for the S-H theorem
to be true. It seems Tong's approach, like that of Dworin
(1965), is more amenable to physical interpretation. It is the
purpose of this section to investigate what physical attributes,
if any, of a square-well system correspond to sufficient conditions
for the S-H theorem to hold.
3.2.1 Notation
The transfer-matrix formalism described in 2.1 will
be used in our analysis.
We shall denote the real and imaginary part of the











We have already shown in 2.2 that the condition for
forbidden energy in a regular array is
|a)(E,V,h, 1)| 1
We now recast the S-H theorem in this language©
Proposition I
Suppose we have a binary alloy made up of atoms A
and B, then the S-H theorem states: if for some range of energy
|wA({Eg})]1 and |a)B({Eg})|l
then this {E} will be contained in the energy gap of the alloy.
S
( b) 03 correspond respectively to T., T of atoms A and B).
A B A o
Note: We are more concerned with the Saxon-Hutner type of
question rather than the exact statement of the original
S-H theorem. Unless otherwise stated, we shall relax the
requirement that pure A and pure B have the same lattice
constant.
3.2.2 Sufficient Conditions for the S-H Theorem
Lemma I
If the potential of well A and well B are symmetric,
a sufficient condition fcr the S-H theorem to hold is
sign (oA wB)= sign (nA 1g)
or its equivalent
sign (wA nA)= sign (ujg rig)
Proof
(a) General mixed alloy
Tong and Tong (198) have given a proof for this
general case by means of Hori's Phase Theory. This proof is
also capable of generalization to multi-constituent alloys.
(b) Simple alloy
Given the proof of the general mixed-alloy case, the
proof for this case is unnecessary, nonetheless we present it
here for illustration.
We consider the simplest case where we have a regular
sequence of ABABAB For this case, Proposition I is
equivalent to IWAB whenever I I I 1
(where corresponds to T= TT).
By direct multiplication of (3ol) we have
WAB WA UB ?A ?B+ nA nB
We now find the conditions under which Proposition I is true.






By Eqn.(3»7)» when|w|l we must have ri2 £2
or simply| ri| |C|• Similarly, we must have
wiienever Using this
fact in Eqn.(36) it is clear if 3 i-s to be 1, we must
have
sign (ooA uB)= sign (nA nB)
or sign (aA nA)= sign (uB nB)
3.2.3 Band Structure of Regular Squares-well Array
We now investigate the band structure of the square
well and its relation to Lemma I.
Lemma II
For a square-well array( 1h 0 )f the band-edges
cross each other at crossing points in the E-V plane given by
E' E +I«0Ti9«
where L- 42 q 51192» ana n m are integers.
Proof
To locate the crossing points we may derive the
equation of the line defining the band-edge (i.e. where |w|= 1
identically) in the E-V plane. Thus the crossing points are
given by (E, V) which simultaneously satisfy the band-edge
equations on both side of a forbidden zone (see for example
Allen (1953)).
Actually, it is both easier and more illuminating to
find (E, V) by direct inspection of oo as follows: from Eqn.(3»2a)
c
we have
a)= cos0 cos(- X sin0 sinj)
where X(9»|)1
This can be rewritten in a most useful form in terms
of their double angle, viz.,
a)= (1+-|) cos(0+J)- 7£ cos(0-|) (3e8)
where A= X-l 0
First note that when 0+ 4= Pit (p= 0,±l,±2)f
0)| cannot be less than one. Therefore the crossing points must
lie along the line 9+ 4= PTT. Now, if in addition
(9-M is an even number of71 away from (9+£), we have
| a)| =1. Thus crossing points must lie along the intersection
of the lines
0+ j= pir
where p, s- 0,±1,±2
0- 4= pir+ 2stt
See Fig.(3.1), Solving Eqns.(3.9) we get
(4,9)c= (nn ,mTr)
wheie n, m=
We see that a change of representation from the E-V
plane to the (f-0 plane greatly simplifies the problem. It
is now a simple matter to transform Eqn.(3.10) back to the E-V
representation Using Relation (3•3) (310) becomes
f-Q xr= I ni T2_ n2 IT2 m2 it2









The set of lines 9+cJ)=pu is represented by
the solid diagonal lines, and the set with
0-=sn is represented by the dotted ones.
Itt 2tt 3tt
Corollary II.1
The E-V plane may be partitioned into parallelograms
each with its corners at the crossing points. The forbidden
regions are disjointed, each bounded by a parallelogram (since
10)| at the boundary can at most be one). In particular, within
an energy interval E, bounded a set of disjointed







i n 1 11 1 2 E eV
Fig.(3.2)
Band-structure of a regular array with h=2A, 1=5_A. The shafted
regions have |io|1. The dotted lines have |w|=0.
Corollary II.2
From Eqn.(38) we see that when (9+l)= niT f
and is an odd number of n away from (0+ cf) we
have oj= a)= 1+A= X• This occurs at
max.
AN_ nIT mir N
)0) C 2 9 2 (3.12)
Remark II.1
It is clear from Lemma II that the forbidden zone in
each parallelogram lies at or about the line 0+$= pir in
the(— 0 plane, or the curve hE2+ 1(E+V)2= 5119
(approx. the longer diagonal of the parallelogram) in the E-V
plane.
The width of each forbidden strip is related to A.
When E~V the width is narrow (A 0) and approaches to zero
slowly (A- 0) as. Vhen— 1
the width may be large but never large enough to cross the
bounds defined by the parallelogram as explained in Corollary
II. 1
With this neat partition of the forbidden regions, we
are now in a position to investigate implication of the above
regarding Lemma I.
Lemma III,
Each disjointed forbidden region in the j-0
plane (or the E-V plane) is bounded by a region in which the
polarity of a) and n do not change.
Proof
Since u= (1+|) cos(0+(j)- cos(8-(f))







It is, therefore, clear that sign (co) alternates as
we cross the set of 8+ J)= nm lines, and it is an oscillatory
function. Since u) only changes sign at U)= 0 (i.e. in an
allowed region) and not at| a)| 1, each forbidden region about
a given line 8+ 4= pm (see Remark 111) must be bounded by
a region with a) of the same sign.










Thus sign(n) also alternates as the set of lines, 0= mm,
is crossed. By Lemma II and in particular Eqn.(3H)i each
forbidden region is bounded by the interval 0,: hence








Let the forbidden strip in the unit square defined by
(n-l)TT J niT and (m-l)ir 0 mn in the (p-9 plane
be labelled by (n,m), then the sign (go) and sign (ri)associated
with it are given by Table (31)
For example, consider the unit square
labelled by (2,3). See Fig.(33).
This square contains one disjointed
forbidden strip which is bounded by
it (p 2tt and 2tt 0 3tt.
From Table (31) we find the go and
n associated with this forbidden
strip are such that sign (go)= +ve.






From Eqn.(3.13) and Eqn.(3.1f), we see by enumeration
that Table (3.1) is correct.
With the foregoing analysis of the band structure of
a regular square-well array, it is now a simple matter to see
when the S-H theorem is satisfied by a binary square-well array.
3.2.If The S-H Theorem for Square-Well Systems
Theorem I
A mixed binary alloy represented by a random sequence
of Square-well A with parameters (E, V, 1 h) and Square-
well B with parameters (E, V0, 1, h )(see Fig. (3.3)) will
satisfy the sufficient condition (Lemma I) for the general
Saxon-Hutner theorem if and only if the following condition is
satisfied:
if (nA-l)7T 2kh. n.ir and (n-l)!! 2kh nirA7 AA vBy BB
then n. and must both simultaneously be either odd
A B
or even.
(Here= 0, ±1, ±2m•• and k=)
Proof
The proof amounts to showing





We know from Lemma II and Corollary II.1 that there
exists a set of disjointed forbidden regions in the (—0 plane
such that each may be partitioned by lines of constant j= 2kh.
Lemma III establishes the fact that 0) and r) have unique
polarity in each disjointed forbidden region. We now use
Corollary III.l to show that the j-0 plane may be divided into
two domains according to whether sign(tori) is positive or
negative.







This property is schematically illustrated
in Fig.(3.4). Note Fig. (3.+) may be
misleading: the assigned polarity should
strictly apply only to the forbidden
rBsxons•
Thus Lemma I is satisfied iff.
and come from regions of the
same polarity, i.e. iff. and ng
are simultaneously either even or odd. Q.E.D.
1 2 3 it
Fig.(3.4)
Corollary
A sufficient condition for the general Saxon-Hutner
theorem to hold for a mixed binary square array is
hA= hB
This is illustrated in Fig.(3.5)•
The proof is obvious since for a given
energy, fA= if h= f therefore
f and 4g lie in the same domain and






Theorem I is rather interesting and somewhat un¬
expected- gap persistence depends entirely on the well arras.
The S-H theorem will always hold for symmetric square wells as
long as Well A and Well B have the same arm length.
The original S-H theorem is consistent with this
result if we remember that a delta-function well has no width,
and so the requirement that the pure A and pure B array have the
same lattice constant is equivalent to the condition of the
corollary to Theorem I. Furthermore, it is easily seen from
our approach that the S-H theorem must hold for delta-function
wells- they may be treated as the limiting case of square wells
eis -g+ 0. Referring to Eqn.(3ll) and Fig.(32), it
can be seen that in this limit the crossing points in the E-V
plane are all at V= 0 and V s=. Therefore, within each
interval E, ®n+i b°unded only one disjointed forbidden
region and Lemma I is consequently always satisfied.
The corollary to Theorem I is unexpected because of
~ the counter-examples given by Kerner (195+), Literature in the
field often refers to these as evidence against the applicability
of the S-H theorem to the square-well case. It so happens that
the two counter-examples produced by Kerner have hA= h whichA Jd
by the corollary to Theorem I is precisely the sufficient con¬
dition for the S-H theorem to hold. The contradiction is
glaring; however, on closer examination, his results are found
to be spurious In our language, his fabrication amounts to
finding a set of( J B'BB Such that
for some energies the mixed alloy exhibits no gap while
cjaI, I| 1- with the proviso that a)2+ £2-r)2= 1
(the unimodular relation of eqn.( 3.7)) be satisfied by both
A and B. With hindsight, it can be seen that he concocted the
situation where sign( oA T]) f sign( (i)g Tig) thereby
ensuring the sufficient condition for Lemma I not be satisfied
However, according to our analysis, in particular the corollary
to Theorem I, sign(o)A r)) always equals sign(u)g rig)
whenever h.= h. Thus he failed to take into account the signA D
correlation between (Dand r]; and in this respect, the consistency
equation, eqn.( 3.7), is not sufficient in ensuring the correct
signs for (a) and r since all terms entered in it squared.
3»2.6 Application of the Square-Well S-H Theorem
Some numerical results will now be examined in the
light of Theorem I. They will serve as illustration for the
application of Theorem I.
(i) In one of the Monte-Carlo calculations of Landauer
and Helland (l95f)» a mixed binary square-well array where
A WSLS consere (their Case 8a), and it was found that
no gap existed in the mixture despite the closeness of gap A and
B. This example led them to doubt the general validity of che
S-H theorem. From their Fig.10, it is found that 3tt 2kAh(l47r
A A
and 2tt 2kghg 3tt This means Theorem I is not satisfied and
therefore consistent with the lack of a gap,
(ii) Tong and Tong (1968) also presented a series of
Monte-Carlo calculations on mixed alloys represented by square
wells. In one of the binary arrays~ 0.8, 3 6 and their
Diagram 2(a) shows that the S-H theorem is not valid for gap (a)
(k2-2.5) nor gap (a)( k2~ 9) It is readily checked, in
agreement with Theorem I, that in both these cases and ng
are not simultaneously even or odd. Also in their Diagram 2(a)
are Gap (b)( k2-6) and Gap (e)( k2-34) where the S-H
theorem is valid. A quick calculation shows that and rig
are both even or both odd for these gaps, which is, again,
consistent with Theorem I.
(iii) The cumulative density of states for a mixed binary
alloy represented by square wells is presented in Fig.(3.10).
The A well and B well have identical parameters except for the
potential depth. It is clearly seen that the S-H theorem is
valid for all mixtures of A and B. This result corroborates
the corollary to Theorem I. Indeed, in all the binary arrays
considered by Landauer and Tong (loc. cit.), where= hg,
no counter-example for Theorem I is found.
3.3 GAP PERSISTENCE IN GENERAL DISORDERED SYSTEMS
In the last section we found that for a mixed binary
square-well array, the sufficient conditions for the Saxon-Hutner
theorem corresponded to a simple condition on a physical parameter
of the wells. Since the disordered systems we are studying in this
work are characterized by randomness in such physical parameters,
it is possible, by a generalization of the results from the preceding
section, to obtain physically meaningful sufficient conditions for
gap persistence in such systems.
In a general disordered system, the physical parameters
of each unit-cell well are random variables, so that for an array
with N (N may be infinite) unit cells, there are in general N
distinct constituent unit cells- barring accidental co-incidence.
Under this scheme, a binary system may be regarded as having only two
distinct constituent unit cells and therefore a special case of
the N-constituent system. In the binary-alloy case, we have already
seen the important role played by Lemma I in deriving sufficient
conditions for gap persistence. The corresponding problem in the
N-constituent system may likewise be approached by a generalized
Lemma I. This could be achieved by means of the Phase Theory of
Hori-Matsuda (1960 and Hori (1968) as Tong and Tong (loc. cit.)
have done; and a generalized Lemma I for a N-constituent system
now reads:
with the rest of the unit cells in the array being co-incident
with either one of the two distinct unit cells.
Consider a given disordered system where ABCD N
label the constituent unit cells along the array. If there exists
an energy E which lies in the spectral gap of every constituent
regular-arrays, AAAA BBBB....., NNNN....., i.e.
|«A(E)|, |wB(E)|, are a11 1
then a sufficient condition for this particular E to be found
also in the spectral gap of the disordered system is
sign(ciAnA)= sign((oBnB) sign(wNnN)
where N is infinite.
The above statement essentially amounts to first presuming
a common gap and then giving sufficient condition for its survival
in the N-constituent array. In a binary-alloy (two-constituent)
system, we can always initially choose two regular arrays with
suitable unit-cell parameters such that they have a common gap
(i.e. I a). 1 and I u)D I 1), so that we may then proceed to ask questions1 A B
of S-H type (i.e. whether this common gap will survive in a mixed
array). However, in the N-constituent system, a common gap among
every constituent regular-arrays cannot always be taken for granted.
Before questions of the S-H type are asked, we must first ask
whether such a common gap exists, otherwise questions of the S-H
type will be meaningless. For the N-constituent systems we must,
therefore, actively consider both of the following:
Only applies to symmetric potentials.
Condition I





As we shall explain later in 35» Condition I is
actually a necessary condition, and together with Condition II
constitutes a set of necessary and sufficient conditions for gap
persistence.
The physical implications of these two conditions for
each of the disordered models defined in 2.1 will now be examined
in the light of the results established in the last section.
3.3.1 The Anderson Model
The essential feature in this type of disordered system is
that each unit-cell square well has identical physical parameters
but the potential depth varies from one cell to another. In parti¬
cular, the arm length, h, of each well is the same. This implies,
by a self-evident generalization of the corollary to Theorem I in
3.2.f that Condition II is always satisfied whenever Condition I is.
Therefore, as far as the Anderson model is concerned, we need only
consider whether or not Condition I is satisfied.
Imagine a regular array gradually acquiring the Anderson-
type of disorder. The N unit cells in the array, originally identical,
will gradually become distinct. When the degree of disorder exceeds
a critical value, the set of constituent regular-arrays will no
longer share a common gap and Condition I will be violated. Clearly,
Condition I poses the problem of finding for a given degree of
disorder,the distribution of the set of forbidden-energy intervals
arising from the set of constituent regular-arrays. An idea of
the situation may be gained by resorting to the band-structure of
the original regular array. Fig.(36) gives the B-V plot of a
regular array with parameters 1= h= lA
Band-sturcture of a regular array with
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In general, different potentials correspond to different forbidden-
energy intervals Suppose the potential about Vq= 20 eV is varied
by amount ±AV, and AV is not too large, there will be a common
forbidden energy range for the two periodic arrays having potentials
Vq- AV and Vq+ AV respectively Moreover, if the boundary
curves (where I col= 1) defining the forbidden region are monotonic
functions of energy, the set of periodic arrays with unit-cell
potential depths in the range Vq- AV, Vq+ AV will share a finite
common forbidden energy range. If we now identify this set of
potential depths with the set of potential depths arising from all
the constituent unit cell in the disordered system, Condition I
will be satisfied- provided AV does not exceed a critical value.
The critical AV may be found by considering the equation of the
boundary-curves (where |w| =1) enclosing a given forbidden region.
Allen (1954) has derived equations for these curves, but here,
we shall merely show schematically how AV may be found. Let
B~(V,E)= 0 and B+(V,E)= 0 be the equations of the boundary-
curve at the lower and higher-energy side respectively. Then at
the points A and B (see Fig.(37))» the boundary equations becomes
B+(V +AV,E+)= 0 and B (V -AV,E)= 0 respectively. As AV- AV,
o o c
E and E will approach each other; and at AV, E= E• With
c










The problem of gap persistence in the Anderson model
may now be summarized as follows:
Forbidden gaps of a regular system will persist in
the Anderson model if Condition I is satisfied; this means that
the maximum possible deviation from the original regular potential
depth must not exceed a critical value.
3.3o2 The Liquid Model
In the liquid model, we assume that each well has
identical parameters except the symmetric well-arras vary from one
unit cell to another. To consider sufficient conditions for gap
persistence in this type of disordered systems we must again
require both Condition I and II be satisfied.
The situation here is rather subtle and in our discussion
we shall be switching to ar.d fro between the E-V plane and the
cj)- 9 planec Fig. (36) shows the band-structure of a regular
array with well-parameters 1= 1A f h= 1A. Consider a regular
array with potential Vq =-20 eV. It can be seen from Fig.(36)
that a forbidden-gap exists in the energy range E —E+= 10.6—11.9
eV. However, another regular array with identical V, 1 but a
different h will generally have a gap elsewhere. For this reason
it is more convenient to consider the problem in the $-0 plane.
The corresponding forbidden interval, j) -t+ in the j)-0 plane
is shown schematically in Fig.(38a).
Fig.(3.8a) Fig.(3.8b)
If we set ho =lA, the interval j)-| will correspond to the
energy interval E —E= 10.6—11.9 ©V in the E-V plane. If h
is a little less, i.e. h- Ah, the interval p -p will
correspond to an interval E— E in the E-V plane slightly shifted
to the right. Similarly, for hQ+ Ah, f will correspond to
an interval E-—E+ shifted to the left of the interval 10.6—11.9
eV. See Fig.(38b).
Clearly, there exists a Ah such that the upper gap-edge of the
c
regular array with h= hQ+ Ah coincides with the lower gap-edge
of the one with h= h- Ah.
o
Employing the same type of argument used in the
preceding sub-section, we can say that Condition I is not satisfied
by the liquid model if the maximum Ah in any of its unit cells
exceeds Ah• This critical value is easily found to be
c
(3.10
where E, E are respectively the lower and upper gap-edge of the
regular array with h= h.
To ensure gap persistence, we must require Condition
II be satisfied as well as Condition I. In the Anderson model,
since all wells have the same arm-length Condition II is automati¬
cally satisfied. The same is not obvious for the liquid model and
Condition II may place an extra restriction on Ah.
By the results of Theorem I, Condition II will be
satisfied if all the j (E2kh) associated with each of the constituent
unit-cells of the disordered system come from regions of the same
polarity. Referring to Fig.(3)» the regions of same polarity
are alternate columns, Tt apart, in the j)-0 plane. Now by
Remark II.l a forbidden interval in the J—© plane cannot be
wider than 71. It is easy to see from Fig. (38b) that the
common-gap interval bounded by the upper gap-edge and the lower
gap-edge corresponds to t coming from the same column in the
$-9 plane. In other words, like the Anderson case, Condition
II is also always satisfied whenever Condition I is. Therefore, in
similar fashion, we may summarize the condition for gap persistence
in the liquid model as follows:
Condition I is a necessary and sufficient condition
for energy gap to exist in the liquid model; this means that the
maximum possible deviation from the original regular arm-length
must not exceed a critical value.
0
J.k MONTE-CARLO CALCULATION OF CUMULATIVE DENSITY OF STATES OF
DISORDERED SYSTEMS AND GENERAL DISCUSSION
The cumulative density of states for the various
disordered models discussed in this chapter are presented here.
Of primary interest to us will be the spectral gaps exhibited
by these Monte-Carlo results and we shall compare them with our
theoretical results.
A. Binary Alloys
Three cases are considered; in each case, 1= lg
and h=•
(i) See Fig.(3.10). Pure A and pure B array have a common gap
at the energy range 10.6—11.1 eV. The cumulative density
of states, N(E), for mixed alloys of different proportions
are shown. It can be seen that the common gap of pure A
here, it has been normalized with respect to the number
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Fig.(3.12)
and pure B is always contained by the forbidden gap of each
alloy. The Saxon-Hutner theorem is therefore valid here
as predicted by the corollary to Theorem I since h= h.
See Fig. (3.11). Pure A and pure B arrays do not share a
common gap, but their gaps are close to each other. It is
interesting to note that all their alloys have a definite
gap. This seems to contradict Condition I since we maintain
it is a necessary condition for gap persistence. We shall
give reason for this discrepancy in 3»3+»
See Fig.(3.12). Pure A and pure B array do not share a
common gap, and their gaps are far apart. It can be seen
that gaps do not persist in their alloys except when the
alloy is almost a pure array.
Note the N(E) for the alloys are very jagged- the corres¬
ponding density of states must be highly discontinuous. Borland
(1960 and Matsuda (1960 were among the first to note this
feature. Similar discontinuities have been observed in the
phonon spectra of a diatomic chain by Dean (see for example
Dean (1972)). Previously, this feature was attributed to
the small size of the array used in the calculations;
however, Hori (1960, Matsuda and Okada (1965) and Wada (1966)
showed that each valley appearing in the spectra was really
a narrow spectral gap. They pointed out that the density
of states vanished at an infinite set of special energy in
the spectra if the difference between V. and V was greater
than a critical value. Recently, Gubernatis and Taylor
(1973) performed accurate machine calculations of the
density of states of a mixed binary-alloy and found results
in agreement with the theory of special energies
In Fig.(3.12) a sharp rise in the N(E) of the alloy
corresponds to a peak in the density of states Such a
peak corresponds to contributions from clusters of wells
with a particular configuration (for example, BAB forms a
cluster where the A well is flanked by two deeper B wells
so that the modes in it are essentially localized and well
defined). For a finite array, it is possible to identify
each fine structure in the spectral density as contribution
from a particular set of •island1 or cluster of wells
Dean (loc. cit.) has done a great deal of work in this
area for the phonon spectral density of a diatomic chain.
B The Anderson Model
Fig. (3.14) shows the cumulative density of states, N(E),
AV
for various degrees of potential fluctuation. At—= 0.2, there
is a definite gap although a rough estimate from Fig.(3.6) shows
this value of AV already exceeded AV for Condition I to be
c
satisfied In fact it can be seen from Fig.(3.14)that the gap
persists until~- 0.5
The value of AV for which the gap vanishes will












10.5 11.0 11.5 12.0 eV
Fig.(3.15)
30%
Rh=0% 5% 10% 15%
h o= 1= 1 A
V.= -2 0 eV
Rh=% fluctuation in ho
h= 1= 1A
V0='20 eV.
RV= X fluctuation in Vq
concerns the 'gradient1 of the forbidden strip of the regular
array in the E-V plane. It is implicit in Lemma II that this
gradient' will depend on the ratio 1h of the regular well.
1 h corresponds to a gentler 'gradient' and therefore its
AV is smaller than the one with a steeper 'gradient' corresponding
to hl. 3©© Fig.(3.13). In this respect, gap persistence for
the Anderson model represented by square wells may be much more
critical than that represented by delta-function wells since the
latter always has' h 1 For instance, in the binary-array
example given earlier, Array A and Array B no longer have over-
lapping gap when their potential depths differs by more than 20%.
However, in the example given by Wong and Tong (1972) where the
binary array is represented by delta-function wells, V. and V_
may differ by as much as 300% and still have gap overlap. The
other factor affecting AV is the width of the forbidden gap.
Generally, gaps will be. wider in regions where V E.
C. The Liquid Model
The N(E) for the Liquid model is shown in Fig.(3.15).
It is seen that the spectral gap disappears quickly as disorder is
increased. No gap remains when the arms fluctuate by more than
15%. In our theory, Condition I requires, for the given set of
Ahc
parameter,—=? 0.03 (3%) as calculated by equation (310
which is well within the 15% mark. Again, this result is in















It is apparent from Fig.(3.10 and Fig.(315) that the
liquid type of disorder has a greater effect than the Anderson
type on the disappearance of the spectral gap. This is under¬
standable when we remember the forbidden strips in the E-V plane
are usually almost vertical (as long as h 1) and since the
gaps shift horizontally in the liquid case whereas they move along
the length of a forbidden strip in the Anderson case, there is a
greater margin for the degree of disorder in the latter before
Condition I is violated.
An unexpected feature in Fig.(315) is that the point
where the spectral gap vanishes completely does not lie at the
centre of the regular gap- it is shifted slightly to the right.
An examination of the corresponding forbidden interval in the
J— 0 plane reveals this gap to lie at about the f= I.Itt line.
Therefore a 10% fluctuation will generally bring in contribution
of({ from the region( 0 cf n) of opposite polarity. It is
conjectured here that this effect will enhance gap disappearance.
Thus we see that gap on the left hand side erodes more quickly as
disorder is increased.
3.5 CONCLUSION
In section 3-3 we maintained that Condition I and
Condition II were respectively necessary and sufficient for gap
persistence in a general disordered system. Both of these
conditions impose restrictions on the degree of disorder, although,
See Fig.(3.6)
as we have argued, Condition II is always satisfied with Condition
I as far as the Anderson and the Liquid model are concerned.
For such cases, Condition I is both necessary and sufficient.
We have also discussed the critical degree of disorder before
Condition I is violated for each of the disordered systems.
However, the Monte-Carlo results of section 3 abundantly
demonstrated the possibility of gap persistence without Condition
I being satisfied. See for example: the binary-alloy case in
Fig. (311) t the Anderson model in Fig.(3»l+); and the Liquid
model in Fig. (315)• In the last two examples, the expected
critical degrees of disorder as required by Condition I are
fairly below that found from the Monte-Carlo results. In view
of such numerical 'evidences', Condition I should be dismissed
on two counts: it is neither 'necessary' nor is its 'sufficiency'
useful.
On the other.hand, Condition I may be defended
theoretically by invoking a theorem proved by Halperin (196?)J
The energy E cannot lie in an energy gap of the
random system unless it falls in an energy gap for every periodic
lattice whose unit cell is one of the possible unit cells of the
random systems.
The proof of this theorem is reproduced in Appendix II.
This theorem clearly establishes Condition I as a necessary though
not sufficient condition for gap persistence. In this work, we
have furnished the sufficient part with Condition II and went on
to show it redundant for the disordered models under consideration.
Theoretically, therefore, Condition I is expected to be both
necessary and sufficient. The discrepancy with the numerical
results can be explained away if we remember the size of the
array used in the Monte-Carlo calculations. In every case,
an array of 2,000 cells was used (we would have liked to use
more, but the computing time involved was already prohibiting!)
It can be shown, by employing Phase Theory (see Hori 1968), that
the density of states in the vicinity of the forbidden-energy
intervals is very low. In an array of a few thousand cells,
Monte-Carlo calculation will probably give zero state in such
regions. The wider gap observed is therefore only apparent.
%
It would be most interesting (given the computing time) to see
if states began to register in these regions when a much longer
sample-array was used
Borland (1961) has derived sufficient conditions for
gap persistence in a Liquid model represented by delta-function
wells. According to Halperin (loc. cit.), these sufficient
conditions can be shown to just correspond to Condition I.
He therefore concludes that Condition I is both necessary and
sufficient for gap persistence in the Liquid model as well as
the binary-alloy model represented by delta-function wells.
From the remarks in the last paragraph, we have come to a similar
conclusion tor the Liquid and the Anderson model represented by
square wells. Cur results also lend support to Halperin's
conclusion, insofar as the delta—function wells may be treated
as the limiting case of the square wells.




4.3.1 The Liquid Model
4.3.2 The Anderson Model
4.3.3 The General Amorphous Model
k.l INTRODUCTION
In elementary theory of D.C, conductivity, the electrical
current arises from the electrons drifting along the crystal in
response to an externally applied electric field. The mobility
of the electrons depends essentially on the extendedness of the
electronic wave-functions. Ordinarily, each electron is bound to
its atom. When these atoms form a regularly-spaced lattice,
however, the symmetry of the system requires the wave-functions
to be highly degenerate with respect to spatial exchange. By
virtue of this quantum effect, the wave-functions of the electrons
are extended throughout the crystal,
It was mentioned in the last chapter that the density
of states near the Fermi level has an important bearing on the
conductivity of the system. We saw that if the Fermi level
originally resided inside the gap, it might, with disorder,
coincide with regions of non-zero states as the bands •invade1
the gaps. Even so, D.C, conductivity cannot be assured- for
disorder also entails asymmetry which in turn implies localization
of the states and lack of mobility. Therefore the investigation
of localization must necessarily accompany that of gap-persistence
in the study of conduction in disordered systems.
Anderson (1958) presented the first important paper
on localization in which the three-dimensional Anderson model
was considered. The critical values for complete localization
were estimated by means of the Green-function method. For an
infinite one-dimensional disordered array, Mott and Twose (1961)
argued intuitively that all states would be localized with the
slightest disorder, Roberts and Makinson (1962) gave further
support to this proposition with numerical results and arguments
that wave-functions must be localized at least in the neighborhood
of any energy gaps, Borland (1963) considered the behavior of
the phase as it progressed through the cells in a liquid model
He proved rigorously that in any given energy range the expecta¬
tion value of the fraction of eigen-states that were not localized
must approach zero as the length of the system approached infinity
Since then, much theoretical work has been done on this subject
In one dimension, the problem of localization has mainly been
approached from three fronts: that from Phase Theory (e,g
Roberts and Makinson, Mott and Twose, Borland (loc cit.),
Hori (1968), Tong (1970), Mott (1971) etc.); that from group-
theoretical arguments (e,g Matsuda and Ishii (1970), Ishii (1973);
and that from the Green's function method (e.g. Kikuchi (1970),
Economou and Cohen (1971)) It is now generally agreed that
all states are localized in a general one-dimensional disordered
system.
We have performed Monte-Carlo calculation of localization
for the various models discussed in 2.1• Our effort in this
chapter will mainly be confined to qualitative explanations of
these results.
+•2 LOCALIZATION PARAMETER
It is clear from chapter 2 that the amplitude of the
wave-function in the Nth cell is related to that of the 1st cell
by a succession of transfer-matrices.
In the case of a regular array, all the T are identical
and eqn.(.l) becomes
Now the periodic boundary condition requires the
wave-function amplitude in the (N+l)th cell to equal that of the
1st cell but for a phase factor of modulus one. If we denote the
eigen-value of T by A
then the periodic boundary condition will be satisfied if k is
real. This implies as we have shown in 2.2.5 that co|l.Hori
(196, 1968) referred to T:| CO| 1 as 'elliptical and T:| a| 1
as 'hyperbolic. He also showed, by means of Phase Theory, that
the phase of the wave-function increased through cells with am
elliptical transfer-matrix and remained stationary at the
hyperbolic ones. Since the number of states depends on the number
of nodes in the wave-function as it progresses along the array,
'hyperbolic' cells will make no contribution to the total, density
of states at a given energy. This delineation explains why the
density of states is zero at those energies (forbidden energies)
not satisfying the periodic boundary condition (since at those
energies all the T are hyperbolic).
The situation is slightly more complicated in the
disordered system. The T are generally distinct, and at a given
energy some T may be hyperbolic while others are elliptical.
Under these circumstances, the periodic boundary conditions will
not be satisfied (since some T are hyperbolic) though the density
of states is non-zero (since the phase can increase at the
'elliptical1 cells). We mentioned in the last section that
regularity gave rise to extendedness; we would therefore expect
those wave-functions violating the periodic boundary condition
to be localized.
We shall be using log(|A|) as a measure of localization.
It is not difficult to see that a large percentage of hyperbolic
matrices in eqn.(f.l) will result in a large log(| A|) whereas
a very small percentage implies log(|A|)- 0. Accordingly, the
first case corresponds to strong localization and the latter to a
The periodic boundary condition is an artificial device to confer
the translational symmetries of an infinite array onto a finite
one. It is uncertain whether this boundary condition is meaning¬
ful in a disordered system. If it is inapplicable, more general
boundary conditions will have to be used; e.g. the requirement
that the wave-function be finite everywhere. We shall be using
the periodic boundary condition with these qualifications.
weak one (and when log(|A|)= 0, the wave-functions are extended).
It should be pointed out that this is only a relative measure,
since| A(E)| will generally be different for different array-sizes.
The discussion in the preceding paragraph makes it clear that
localization and density of states are closely related. Strong
localization implies small density of states and vice versa.
J+.3 MONTE-CARLO CALCULATIONS
In each of the cases considered below- unless otherwise
stated- a sample chain of 2000 cells is used. Various types of
disorder axe introduced into the regular array whose parameters are:
h= 1= lA, and V= -20 eV. The wave-function amplitude is set
as (A,B)= (1,1) initially and the amplitude in the 2000th cell is
calculated and its logarithmic value plotted against energy.
•31 The Liquid Model-
The localization for various degrees of liquid-type
disorder is shown in Fig.(+.2). The shaded regions correspond to
the forbidden-energy intervals of the regular array (see also
Fig. (J+.'+a)). It can be seen that the energy-states near the
band-edges become highly localized with 3% disorder. This is in
agreement with the results of Roberts and Makinson (1962) and Borland
(1963) As disorder is increased, the states in the middle of the
bands become more and more localized.
Notice that the region near E= 17.7 eV is practically
extended for any amount of disorder. This feature has already
been pointed out by Wong and Tong (1972b). They showed that the
transmission coefficient for each well is determined only by
the product of the potential depth and width and is therefore
unaffected by the liquid type of disorder. E= 177 eV corresponds
to$ql= m 71 which gives perfect transmission (11| =1), and hence
the states must be extended. In fact our analysis in 32 forestalls
this result. We have shown that the}- 0 plane is partitioned
by the sets of lines= n it and 0= m tt. Along these lines go
cannot exceed one and therefore the sets of transfer matrices
associated with these lines cannot be hyperbolic. We therefore
expect the wave-functions to be extended irrespective of the
degree of disorder at those energies which yield




This is illustrated in Fig. (+.3)
Consider the line 0= it•
Each point along this line is
given by the same set of (V, 1)
but a different h. At a certain
energy, the N transfer-matrices
of the liquid model will each have
parameters (V, 1 ,h.) such that a5.1
Fig.(4.3) Forbidden
Regions in the j-0 Plane
(schematic)
lie along the line, ql= it. Since the corresponding transfer-matrices
along this line cannot be hyperbolic, periodic boundary condition is
satisfied and the states are extended.
In general, these special extended regions are given
by
We note, in passing, that from our approach it is easy to see
that a liquid model represented by delta-function wells will not
possess these special energies except in the trivial cases of
V= 0 or E= 00.
As remarked before, the density of states is intimately
related to the degree of localization in a disordered system.
It can be seen from Fig.(.2) that at RH= 50%, log(| A|) has
come down to the value of about ten in the second gap. This
implies that the density of states in the gap is non-zero- in
agreement with the results of the last chapter. It can also be
seen that log(|A.|) comes down more readily at the'higher gaps.
This feature is consistent with the fact that the forbidden
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Fig.(4.2)
f»3»2 The Anderson Model
See Fig.(Jf.l). Just as in the liquid case, localization
is more prominent near the band-edges than in the middle of the
band. Unlike the liquid case, non-localized regions corresponding
to 0= mn no longer exist since the transfer-matrices generally
correspond to different potentials. However, non-localized
regions independent of the Anderson-type of disorder do exist and
they correspond to energies such that 4 E2kh=nn. Again, this
feature is evident from the 4) -0 plane of Fig. (f.3)» Consider
the line J= n.. The set of points lying along this line corres-
0
ponds to the set of parameters( V, 1, k, h) which is
isomorphic to that of the transfer-matrices in the Anderson model.
Now we have already said several times before that the tranfer-
matrices corresponding to 4= n 71 cannot be hyperbolic. Therefore
at energies corresponding to
4)= 2kh= n it n— 0, 1, 2,...
we have extended states. The energies are easily found to be
It can be seen from Fig.(+.2) that log(| A|) is indeed
•pinned on the log(|A.|)= 0 line at E= 9+ eV and E= 37-6 eV.
In contrast to the liquid model, we note that delta-function wells
will also exhibit these special energies.
Comparing Fig.(.l) and Fig. (+.2), gap-structure is
generally found to be better preserved in the Anderson model
than in the liquid one. The reasons- have already been given in 3.3
4.33 The General Amorphous Model
In this model, both the Anderson-type and the liquid-
type of disorder are present. The localizations for various degrees
of disorder are.sbown in succession from Fig.(A.4a) to Fig.(4.4e).
As the set of transfer-matrices is now unlikely to lie entirely
on the lines= nir or 0 =miT for any given energy, no special
extended region is evident. To show the effect of cell number
on log(|A|), an array of 2000 cells is compared to one with
10,000 cells- for the same degree of disorder- in Fig. (4.3)
It can be seen that log(|A|) is greater for the 10000-cell
array at all energies. The final conclusion is therefore similar
to that of Mott and Twose (1961), Borland (1963) and Economou
and Cohen (1971)» that is: all states are localized in a general
infinite one-dimensional disordered system.
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The method employed in this work can provide, via
Tong's approach, physical interpretations of the powerful
Hori-Matsuda Theorem, Although we have only studied arrays
represented by symmetric square-wells, our method is equally
applicable to more general potential wells.
Our results apply strictly to infinite arrays
since the Hori-Matsuda theorem is stated with such an assumpt¬
ion. As we have seen, the results are at variance from those
of the finite arrays in our numerical examples. The discrepan-
cies will probably vanish if sample arrays of macroscopic size
(N 10 cells) are used. For arrays of microscopic size, a
more sophisticated statistical theory will be required.
Disordered systems represented by delta-function
wells have mostly been studied in the past because of their
simplicity. Some of the results from these studies, which
have remained intuitive, is now proved insofar as we have
proved the corresponding more general square-well cases
We shall not iterate the results discussed in the
closing sections of each chapter. Summarizing briefly, with
disorder bands 'tail' into the well-defined forbidden gaps of
the regular array; at the same time, states become increasingly




SYMMETRIES OF THE TRANSFER MATRIX
(i) Time Reversal Invariance
For a time-dependent Schrodinger equation, time
reversal amounts to ¥(x, t) Y (x, -t).
If Y (x, t) and P(x, -t) both satisfy the same
Schrodinger equation then we have time reversal invariance.




Now since all the potentials are real in our case
eqn.(l.lb) becomes
Comparing with Eqn.(l.la) we can see that the Hamiltonian is
invariant under time reversal and
Consider the unit cell of Fig.(l.l)»
the wave amplitude at x is related
to that of x




Consider time reversal at x
Similar time reversal at x
and using eqn.(1.2) we have
(1.3)
giving
Thus the transfer matrix has the general form
(ii) Probability Conservation
The general solution of the Schrodinger equation in an
array of unit cells may be regarded as a linear combination of two
plane waves: one travelling in the +ve x direction with complex
amplitude a, and the other in the -ve x direction with complex
amplitude b. As no wave is created or annihilated inside each
unit cell, the probability of the in-going waves must equal that of






using eqn.(l.3)» eqn.(l.if) implies
i.e. T has det= 1 or is unimodular.
References for the Transfer-matrix formalism
may be found in James(19k9) Saxon and Hutner( 199)» Tong
(1968), Merzbacher(1970).
APPENDIX II
A SPECTRAL THEOREM PROVED BY HALPERIN
This proof, found in Halperin (1967), is reproduced
here for easy reference.
Let X, denote the set of random parameters characterizing
the i'th unit cell of a general disordered system. It is assumed
to be a set of discrete parameters for simplicity. Suppose that
the energy E lies within an energy band of a periodic lattice with
a unit cell characterized by the parameter X= A• In a random
lattice of infinite length there will be an infinite number of
regions where we find n successive unit cells with ?A, if n is
any finite number, no matter how large. Let£ be any positive
number. Then in each region of a sufficiently large number of
successive unit cells, with X =A, we can always construct a wave
packet, i)(x), which vanishes outside the region, and such that
If we expand the wave packets in terms of the eigen-
functions of the Hamiltonian, we find that there must be an infinite
number of eigenfunctions whose energies differ from E by less than£.
Thus E cannot fall inside an energy gap of the random solid. (Note
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PROGRAM TO CALCULATF THE WAVE FUNCTION FOR A LINEAR RECT. WELL LATTICE
WITH RANDOM ARMS AND POTFNTIALS. (GENERAL AMORPHOUS MODEL)
PROGRAM TIME- ARPROX. 250 MlLtSEC. PER 100 ENERGY PTS. PER 1 000 CELLS
AT TRACE u DEBUGGING MODE. TRACE 2 IS A TIMES SLOWER
p H= FRACTIONAL DEVIATION FPCH WELL ARM
P V= FRACTIONAL DEVIATION FROM WELL POTENTIAL
REAL Lr L A F, if if, «2
COMPLEX M(4), HC(A), M1(4) MC1 P EP
DATA rw 0.0 5, 0.1 0.15,0.2,0.3,0.5
DATA DV0.O50.1,O.15fU.2f0.30.5





FORMAT(' NO. OF UNIT CFLLS s,,I5,» ARM OF WELL H
2 1 WELL POTENTIAL =»F7.2' EVS'
RANDOM NUMBERS GENERATION
PRESET DEGREE OF RANDOMNESS
SEE DATA STATEMENT DH(JH)DV(JP)100= X FLUCTUATION OF ARMSPOT.
DO 40 JP=1V
SET RANDOM POTENTIAL FOR F.AC« CELL
DVC JP)SDV(JP')V
DO 40 JH=4a












mi Though the n cflls
nO 18 J:1,N
P= r,Pi X 0.0. «2(H+ nH JH (1 .-2. I fcANDOMC IRANV 8363 607) 83d607.
RP= CPXP(P)
0= u. 511 USQRT E (I) -vnv( JP) n. -2, MkANDOMC LRANV, 53646 0 7) S3S8607,
1)
0 0= 0 U
SKQL=SIN(G1)(K2Q)





(CFLL MftTPlX)(RF.St»LT4NT MATRIX) CT
M( 1)= M r. (T)M1(1)+MC(3)M1C2)
M( 2)= .C(?) (1 )+KC(4) (2)
AFsr4tS(rm) +coujg(4(2)))
CHFCK overflow










125 c 0 p m a T( f• LOG. OF THE UAVP FUNCTION FOR A 1-D ARRAY OF RECTANGUL
1AK W c L LS LATTICE WITH RANDOM FLUCTUATION OF WELL POT, -'F5,1
U9TTE(2f130) (FCI),LAF(I),1=1,NE)
130 FORMAT(,Ly,•FkPRGY EV LOG(WAVE FN.)•
1(Fl0.1ttX,F8.3)
STORE results in card READER file
URIT£6,500) OVfJP), D H(J h), (E(I) LAF(I) I=1N£)
500 FORMAT(2F10.2(F10.2,4X,F10.4)
GRAPH PLOT
URi TF(2,303)DV(JP) D H( .1H)
303 FORMATC1H125X,'PLOT OF LOG. OF ABSOLUTE VALUE uF WAVE FUNCTION AG
1AINST ENERGY IN E V. S• 1 0 5X,• R V=+- VF5.11 X1
2105X,»RH=+- F 5. 1' X»)
CALL GPLOT(ELAF,WE,50.0,0.018.0,-2.000)
WKITF(2310.















JR HYP-WTC.-16IP,:CHYR S E J
J T 2 u 0 h I M S







T K A C E 0
fcNf)
MASTER
P P 0 b R AM To CALCULATE DENSITY Of STATES FOR A LINEAR RECT,ARRAY LATTJCE(A)
MIT h PANDOM REPLACEMENT 0 F LATTICFCB) AS A MODEL EOF AN IMPURITY CHAIN,,
MMewSJON FC5U1), N D C 301)
DIMENSION Rwn(501)
DIFFUSION PFPOO)
R F A L N$ L
PAPAMFTFRS SPECIFICATIONS
N= 2l»0u







1?0 FUPMAT( WO. OE UNJT CFLLS =115 ARM OF WELL a H
ARMSTROMS'1 WIDTH OF WELL= L s'fFA.I ARMS1R0MS1
2 r 1 WELL A POTENTIAL =0c7m?§ EVS»,» WELL 8 POTENTIAL =',F7.2







DO AO J P= 2 r A
SF1 ENFKGY RANGE
DO 20 1=1,NE







RUN THOUGH THf N CELLS
DO 20 J=1N
SELECTOR FOR A OR P WELL
PAN= JRANDOM(LRAN,Ki6R607)8388607.






c CALCULATE phase ADVANCED and no. of nodes for one unit cell
3 cunt j nup
CALl NODFPIfKH,Pl,WNiC1?
CALL NOnE(PTfcG,CL,Pl,WNQ,2)









R N D( J)= N D( J) R N
1?!
p ti s, V b 1 (I 0 R N
WRITE(2,125PB
FORMATC 1 CUMULATIVE nFNSlTY OF STATES FOR A 1-D ARRAY OF RECTA
1C,ULAR WPLLS LATTCECA; W»T TH•, F6.1,• X RANDOM Sl'BSTlT. OF LATTI CE(R
2) 1)
UKJTC(2,!30)( E f I), RNi( T), I= 1, NF)'
1 3 w FORVAT (5K»'EUPPCY cV. 0 rt r H L I S E D D E N S I IY 1( FI U. 1, 9X, F9. 5)
UITE(2,3U3)
format(1H1r25X,•PLOT OF NUR«ALISFD CULUMATIVE DENSITY OF STATES AG



















SUBKOUTINP TO COUNT NO. uc NODES
-JGECINITJAL PHASE, FINAL DhASFr rX» NO. OF NODES, L)
selector l:-,-'-•'
L= 1 CASE WITH PI B PF AS PHASE IN ARGUMENT
L= 2 CASE WITH PL A PE AS -TAM(PHASE) IN ARGUMENT-;-
PIE=3.1A15926536
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