Abstract. We refine the mass and environment dependent spherical collapse model of chameleon f (R) gravity by calibrating a phenomenological correction inspired by the parameterized post-Friedmann framework against high-resolution N -body simulations. We employ our method to predict the corresponding modified halo mass function, and provide fitting formulas to calculate the enhancement of the f (R) halo abundance with respect to that of General Relativity (GR) within a precision of 5% from the results obtained in the simulations. Similar accuracy can be achieved for the full f (R) mass function on the condition that the modeling of the reference GR abundance of halos is accurate at the percent level. We use our fits to forecast constraints on the additional scalar degree of freedom of the theory, finding that upper bounds competitive with current Solar System tests are within reach of cluster number count analyses from ongoing and upcoming surveys at much larger scales. Importantly, the flexibility of our method allows also for this to be applied to other scalar-tensor theories characterized by a mass and environment dependent spherical collapse.
Introduction
The abundance of galaxy clusters depends on the growth rate of cosmic structures as well as on the expansion history of the universe. This makes it a powerful probe of cosmology as a function of redshift, and particularly suited to investigate the nature of dark energy and deviations from General Relativity (GR) [1, 2] . Current and upcoming galaxy cluster surveys, such as the Dark Energy Survey (DES) [3] , the extended Roentgen Survey with an Imaging Telescope Array (eROSITA) [4] , the South Pole Telescope Third-Generation survey (SPT-3G) [5] , the Large Synoptic Survey Telescope (LSST) [6] and Euclid [7] , will detect an unprecedented number of these objects covering two orders of magnitude in mass (M ∼ 10 13.5 − 10 15.5 M /h) for redshifts z 2, with accurate calibration of the massobservable relations down to a few percent. In order to take full advantage of this wealth of data, numerical and theoretical predictions of the mass distribution of virialized structures (also known as halo mass function) must reach a similar level of precision. Extensive effort has gone into modeling and calibrating this fully nonlinear observable in the standard cosmological constant plus Cold Dark Matter (ΛCDM) paradigm (e.g. [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] ), and some work in this direction has been carried out for alternative dark energy models and gravity theories (e.g. [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] ).
In this paper, we focus on the class of scalar-tensor theories known as f (R) gravity (for reviews see e.g. [36, 37] ), where the standard Einstein-Hilbert action is replaced by a general nonlinear function of the Ricci scalar R. The function f (R) can be adjusted to mimic the ΛCDM expansion history, which in turn limits deviations from the standard model only to the growth of structure on both linear and nonlinear scales due to the fifth force mediated by the new scalar degree of freedom, known as scalaron [38] [39] [40] [41] [42] [43] . Constraints from local experiments [44] are only consistent with functional forms that display the so-called chameleon screening mechanism [45] . This ensures that force modifications are suppressed and GR is recovered for structures with deep potential wells, as the Solar System and the Galaxy [46, 47] . However, the same coupling between the scalaron and the standard matter fields responsible for the chameleon mechanism may lead to catastrophic particle production in the early universe prior to Big Bang Nucleosynthesis (BBN), which can only be alleviated through fine tuning of the scalaron initial conditions [48, 49] . In addition, the scalaron amplitude has been strongly constrained on small scales and late times using unscreened local dwarf galaxies, with allowed values in the range |f R0 | 10 −7 at 95.4% confidence level [50, 51] . It is also worth noting that this relatively recent technique would still greatly benefit from further investigation on various relevant astrophysical systematic uncertainties. All in all, these results further support the observation that f (R) theories are unlikely candidates for a fundamental theory of gravity. Nevertheless, they can still be regarded as effective theories at low redshifts and on cosmological scales, with measurable deviations from GR predictions of the large scale structure.
The first studies designed to test f (R) gravity with cluster number counts constrained the allowed region of parameter space to |f R0 | 10 −4 at 95.4% confidence level [52, 53] . More recently, from the abundance of X-ray selected massive galaxy clusters and utilizing the conservative halo mass function (HMF) predictions of [30] , Cataneo et al. (2015) [54] improved this upper bound by an order of magnitude. Upon accurate modeling of the nonlinear chameleon mechanism, and employing the same cluster abundance data, weak lensing mass calibration and cluster analysis [55] this constraint could be further reduced by about a factor of two. An even more interesting prospect comes from including lower mass objects (M ∼ 10 13.5 M /h) at low redshift (z ∼ 0.1) along with an improved mass calibration down to 5%, which could further strengthen the upper limit to |f R0 | 10 −6 . Thus, cluster count constraints have the potential to be competitive with those set by astrophysical and local tests of gravity but on much larger scales [56, 57] .
To this end, we present a phenomenological modification of the spherical collapse model of Lombriser et al. (2013) [32] , which we calibrate against high-resolution N -body simulations to predict the relative abundance of halos in f (R) gravity with respect to GR within a 5% precision (see [31, 34, 35] for alternative approaches; for recent applications of the theoretical mass function presented in [34, 35] see [58, 59] ). This is the first in a series of two papers dedicated to accurately modeling, robustly analyzing and tightly constraining chameleon f (R) gravity from the abundance of massive clusters. While here we develop an accurate model of the f (R) mass function, observational constraints will be presented in the second paper of the series. In Sec. 2 we review the main aspects of f (R) gravity including the chameleon screening. Sec. 3 summarizes the spherical collapse approach of Lombriser et al. (2013) [32] and introduces our new parametrization to correct for residual inaccuracies in that model. The dark matter only cosmological simulations that we use to calibrate the new model are described in Sec. 4, and we present our halo mass function predictions in Sec. 5. We conclude in Sec. 6 with an outlook on possible extensions and applications of our results.
Chameleon f (R) gravity
The f (R) gravity model is a simple extension of GR, in which the Einstein-Hilbert action in the Jordan frame is generalized to include an arbitrary nonlinear function of the scalar curvature R,
Here κ 2 ≡ 8πG, S m is the action of the ordinary matter fields ψ m , g is the determinant of the metric tensor g µν , and throughout c = = 1. Obviously, GR with a cosmological constant is restored for f = −2Λ. In metric f (R) gravity, the modified Einstein field equations can be derived by varying the action in Eq. (2.1) with respect to g µν . In particular, in a matter dominated universe with a flat, spatially homogeneous and isotropic cosmological background, the Friedmann equation reads 2) and the Ricci scalarR 4) which together with the continuity equatioṅ
gives the equation of state for the effective fluid
Although our screening refinement method presented in Sec. 3.2 is applicable to any viable f (R) or generalized chameleon model [43, 45, 46, [60] [61] [62] , in the rest of this work we shall use the popular Hu-Sawicki functional form [46] 
where Λ > 0, µ 2 and n > 0 are free parameters. Upon defining f R0 ≡ −2nΛµ 2n /R n+1 0 and R 0 ≡R(z = 0), in the high-curvature regime, R µ 2 , Eq. (2.7) simplifies to
with Λ = κ 2ρ Λ . For |f R0 | 1 this approximation is valid at all redshifts z 0 owing to the very different curvature values set by Λ ∼ O(R 0 ) and µ 2 . For this model, the authors in [46] showed that Eq. (2.6) presents O(|f R0 |) deviations from a cosmological constant. Considering that the abundance of galaxy clusters currently provides an upper bound of |f R0 | 10 −5 [54] , and that upcoming improvements could potentially bring this down to |f R0 | ∼ 10 −6 , we restrict our predictions to the range 10 −6 |f R0 | 10 −4 . In this regime the background evolution closely mimics ΛCDM, and we can safely adopt w eff = −1.
The trace of the modified Einstein field equations gives the Klein-Gordon equation for the scalaron
with the effective potential
Interestingly, V eff depends on the matter density ρ m , and for viable f (R) models it presents a minimum at the GR expectation of R = κ 2 (ρ m + 4ρ Λ ). Limiting our analysis to this class of models, for which |f R | 1 at all redshifts and |f /R| 1 in the early universe [43, 46] , in the quasi static approximation [39, 63, 64] Eq. (2.9) reduces to the Poisson-type equation 11) where coordinates are comoving and fluctuations are obtained removing the background, i.e.
, δR = R −R, and δρ m = ρ m −ρ m . We also define the potential Ψ as the time-time metric perturbation 2Ψ ≡ δg 00 /g 00 in the longitudinal gauge. The evolution of Ψ is coupled to the matter density and curvature fluctuations through the modified Poisson equation
The system of Eqs. (2.11)-(2.12) controls the growth of structure, with modifications with respect to GR sourced by how differently curvature responds to matter due to the nonlinear term δR(f R ). This effectively corresponds to an additional fifth force with a range given by the inverse mass of the scalaron, as we shall show in the next section.
Large-and small-field regimes
For viable f (R) models, we can approximate the mass of the scalar field as
where we also introduce the Compton wavelength λ C . The latter defines how far the field can propagate from the source. To gain valuable insight into the solutions to Eqs. (2.11)-(2.12), we use a spherically symmetric top-hat overdensity embedded in the cosmological background with constant radius r th and mass M = 4πr 3 th δρ m /3. Following [46] , we also define the effective mass 14) where r denotes the physical distance from the center of the overdensity. By inspection of Eq. (2.11), M eff can be interpreted as the mass sourcing the exterior scalar field fluctuations responsible for the fifth force. For a given overdensity, two limiting cases bracket the family of interior solutions for the scalar field: (i) the low-curvature solution, for δR κ 2 δρ m ; and (ii) the high-curvature solution, for δR ≈ κ 2 δρ m . A necessary condition for (ii) is that the density must change on scales much longer than the local Compton wavelength implied by the high-curvature solution [46] . For our top-hat profile, this condition is always violated at the boundary with the cosmological background, consequently part of the exterior must be at low curvature. In addition, Birkhoff's theorem no longer applies (see e.g. [65] ) and the exterior low-curvature solution can enter the overdensity, even if the condition above is satisfied. The thickness of this region inside the overdensity depends upon the size of the overdensity itself, its density contrast and the amplitude of the cosmological scalar field. Therefore, the field does not always locally minimize the potential, rather it minimizes the total energy of the system which also includes the gradient kinetic energy associated with the field profile.
In terms of Eq. (2.14), if the entire overdensity is in the low-curvature regime, then M eff ≈ M . The opposite is true if the high-curvature solution holds everywhere within the overdensity except close to the boundary, i.e. only a thin shell of mass M eff M contributes to the field gradients outside the overdensity. Applying Gauss's theorem to Eq. (2.11) and using the definition of Eq. (2.14), we can write an implicit solution for the field fluctuations at r th [46] δf R (r th ) = 2 3
Hence, the low-curvature solution provides the upper bound 16) where |Ψ N | = κ 2 M/8πr th defines the Newtonian potential at the surface of the sphere. This gives us a method to predict qualitatively the interior field profile for an isolated object and at a fixed background value. In fact, since δf R |f R | we have that
which we shall refer to as large-field regime and small-field regime respectively. The mechanism responsible for recovering the high-curvature solution in the small-field regime is called chameleon screening [45] . First, let us consider the case of a background scalar field |f R | |Ψ N | ∼ 10 −5 , where Ψ N now refers to the typical depth of the Newtonian potential for galaxy clusters, which are the objects that we are interested in here. In this scenario field fluctuations are relatively small and curvature fluctuations can be linearized as [66] δR 
On scales k m f R a gravitational forces exhibit 1/3 enhancements compared to GR. In this limit, the nature of the additional interaction becomes even clearer for a point-mass with density δρ m (r) = M δ D (r)/2πr 2 , where M is the mass, δ D (r) denotes a Dirac delta function, and r is expressed in physical coordinates. This system is equivalent to that of a top-hat overdensity of constant radius r th , for distances r > r th . For this particular case, Eq. (2.20) in real space takes the form (29) and (30) in [45] .
In the small-field regime, |f R | |Ψ N | ∼ 10 −5 , and the scalaron is close to the minimum of the effective potential everywhere inside the overdensity except for a negligible thin-shell at the boundary. This case is characterized by curvature perturbations approaching the GR limit δR = κ 2 δρ m , implying small field gradients, |∇ 2 δf R | κ 2 δρ m , that highly suppress force modifications. Hence, the interior solution for the scalar field will be For |f R | ∼ |Ψ N | ∼ 10 −5 , the exterior high-curvature solution can penetrate within the overdensity for a depth ∆r r th , effectively screening the interior and recovering GR at radii r < r th − ∆r. In the next section, we shall estimate the thickness of this shell for our spherical top-hat overdensity with a method that includes the large-and small-field regimes as limiting cases, for ∆r r th and ∆r r th respectively.
Intermediate regime
In this section we follow the treatment presented in [45] for the estimation of the radial profile of a chameleon field φ in a compact object of radius r th with constant matter density ρ in embedded in a background of homogenous density ρ out . Using the conformal equivalence between f (R) gravity and scalar-tensor theories (see e.g. [43] ), the authors in [32] derive the thinkness of the shell required for the transition between the exterior and the interior fields both minimizing the effective potential of Eq. (2.10). Denoting these two values f R,out and f R,in respectively, the extent of this region within the spherical top-hat overdensity is well approximated in the thin-shell regime ∆r/r th 1 by
where we also assumed r th λ C . For a flat ΛCDM background, the interior and exterior values of the scalar fields minimizing V eff (f R ) are obtained directly from Eq. (2.24) as
, Ω m is the mean matter density today in units of the critical densityρ cr (a = 1), and Ω Λ = 1 − Ω m . Combining Eqs. (2.25) and (2.26) we obtain the thickness of the thin-shell in terms of the background cosmology and the physical properties of the overdensity 27) where H 0 denotes the present-day Hubble constant. Throughout, we will also use the equivalent dimensionless quantity h = H 0 /100 km/s/Mpc. In the thin-shell limit, the approximate interior solution for the scalaron is
with r 0 = r th − ∆r. Therefore, the magnitude of the additional fifth force F for a unit mass at the surface of the overdensity is given by [32, 45] 29) where F N = GM/r 2 th is the Newtonian force. Although Eq. (2.29) is strictly valid only in the thin-shell limit, we extend it to include also the thick-shell regime, where ∆r/r th 1 and F = F N /3, by defining the ratio 30) which provides an interpolation between the small-field regime F = 0 and the large-field regime F = 1/3. Spherical collapse dynamics in f (R) gravity is complicated by a breakdown of Birkhoff's theorem, inducing shell crossing where the low-curvature exterior solution enters the overdensity. In general, departures from GR lead to the dependence of structure formation on the environment, the halo substructure and the initial density profile [31, 32, 34, 65, 67, 68] . Nevertheless, we adopt a simplified approach built on the assumption that the initial density profile also evolves as a spherical top-hat. In Secs. 3.1 and 3.2 we will explain our method to fully account for nonlinear structure formation in f (R) gravity within the spherical top-hat scenario, which also corrects for the inaccuracy of Eq. (2.30) in the thick-shell regime.
Spherical collapse in chameleon f (R) gravity
In Sec. 3.1 we first briefly summarize the spherical collapse model for f (R) gravity presented in [32, 33, 68, 69] , and subsequently in Sec. 3.2 we implement a novel correction into this formalism to account for the departures between the calculations in this simplified picture and those in fully non-linear cosmological N -body simulations.
Mass and environment dependent spherical collapse
We adopt the spherical collapse model to describe halo formation in f (R) gravity by approximating overdensities with spherically symmetric top hats that we evolve with the nonlinear continuity and Euler equations from an initial time to that of their collapse. The chameleon screening effect can be incorporated in the spherical collapse calculation following Li & Efstathiou (2012) [68] (cf. [67] ) by accounting for the mass and environment dependent gravitational force modification using the thin-shell thickness estimator of [45] described in Sec. 2.2. Further developments on the chameleon spherical collapse model and its applications to f (R) gravity, the halo mass function, and the halo model have been developed in [32, 33, 69] . A review of these applications and a comparison to different approaches in modeling the nonlinear structure of chameleon models can be found in [70] .
We define the physical radius of the top-hat overdensity as ζ(a). At an initial scale factor a i 1 this is given by ζ(a i ) = a i r th , but it deviates from this simple linear relation when a > a i due to its nonlinear evolution. More specifically, the equation of motion of the spherical shell is given by [30, 32, 68] 
where the gravitational force modification F is given in Eq. (2.30) and we replace ∆r/r th → ∆ζ/ζ. We define the dimensionless variable y ≡ ζ(a)/(ar th ), and conservation of mass enclosed in the overdensity,ρ m a 3 r 3 th = ρ m ζ 3 , yieldsρ = ρ m /ρ m = y −3 . The evolution equation for y h =ρ −1/3 in follows from Eq. (3.1),
where the force enhancement is given by Eqs. (2.30) with
3)
The environment y env =ρ
out is assumed to evolve according to ΛCDM with
which follows from Eq. (3.1) in the limit ∆ζ/ζ → 0, or equivalently F → 0. We solve the system of differential equations (3.2) and (3.4) with the initial conditions set in the matterdominated regime, Figure 1 . Probability distributions of the Eulerian environment from Eq. 3.7 at three different redshifts, z = 0 (blue), z = 0.2 (red) and z = 0.5 (green). In our spherical collapse calculations, at a given collapsing redshift we select the environmental density at the peak of the corresponding distribution.
for an initial scale factor a i 1. We define the effective linear overdensity 6) which is extrapolated from the initial overdensity to late times using the linear growth function of ΛCDM, D(a). In particular, we use Eq. (3.6) to define the linear collapse and environmental densities, δ f (R) c and δ env , respectively. In practice, we evolve Eq. (3.2) from δ h,i to the scale factor where it produces a singularity, to which we then use Eq. (3.6) to linearly extrapolate δ h/env,i and define δ f (R) c and δ env . This effective approach evades complications from the scale-dependent growth in f (R) gravity.
As can be seen from Eq. (3.3), the spherical collapse density, and therefore structure formation in chameleon f (R) gravity, is dependent on both the mass of the halo formed, through r th , and its environmental density δ env or δ env,i . To correctly reproduce the abundance of halos for a given mass measured in N -body simulations and to perform consistent tests of chameleon f (R) gravity against observations, we determine the halo mass function averaged over the different environments. Following [32, 33, 71] , we define the size of the environment as an Eulerian (physical) radius of ζ = 5h −1 Mpc and approximate the probability distribution of an Eulerian environmental density δ env as [69, 72] 
where
with σ 8 being the present-day linear r.m.s. density perturbation in spheres with radius 8h −1 Mpc, δ Λ c is the linearly extrapolated ΛCDM spherical collapse threshold, and = δ Λ c γ with
We use the Lagrangian (or initial comoving) radius ξ = 8h −1 Mpc with S ξ = σ 2 8 ,ñ s is the slope of the matter power spectrum on large scales at a i 1 in the matter era after turn over, and we assume that the environment evolves according to ΛCDM.
The distribution P ζ (δ env ) is shown in Fig. 1 for three different redshifts. We will use the peak of the environmental distribution at a given redshift to approximate the environmentally averaged linear collapse density δ c env and with that the observed average halo mass function. More detailed discussions on alternative averaging procedures, comparisons between them, and further details on the role of the environment in chameleon modifications can be found in [32, 33, 69, 71] .
Chameleon screening refinement
In [32, 33, 70] it was shown that at z = 0 the spherical collapse model extended to incorporate a dependence on the environment gives a good description of the number density of virialized objects as a function of mass, i.e. of the halo mass function. However, for our purposes this approach is too simplistic, in that as described below it cannot capture in full detail the complex nonlinear dynamics of structure formation in f (R) gravity.
Due to the breakdown of Birkhoff's theorem spherical top-hat overdensities cannot be treated as close FRW universes, since their evolution also depends on the external matter distribution. Because of this, an initially homogeneous spherical overdensity will evolve a profile resulting from the Yukawa-like fifth force in regions where the chameleon mechanism is not in action [34, 67] . A possible solution to this problem consists in evolving the full set of field equations for an average initial density profile [34] .
On the other hand, the fact that dark matter halos possess higher-density internal substructures increases the chameleon efficiency in suppressing modifications of gravity [31] . Moreover, departures from the spherical collapse approximation in f (R) gravity might also impact the growth of nonlinear structures to a greater extent than in GR. In fact, as it was first noticed in [73] and further investigated in [74] , the shape of extended objects affects the chameleon screening reducing its effectiveness with increasing ellipticity. This also introduces "chameleonic" torques that might have a measurable impact on the halo mass accretion history. In addition, the authors in [75] found that back-reaction effects can boost the chameleon efficiency in minor mergers depending on the mass of the infalling halo.
The complexity of the various physical processes involved, the extent of their individual contributions, as well as their interplay, make this problem amenable to semi-analytical modeling. In this work we opt for a correction of the spherical collapse predictions presented in Sec. 3.1 that is inspired by the phenomenological parameterized post-Friedmann (PPF) approach employed in Li & Hu (2011) [31] . Here, instead of applying this prescription to the variance of the linear density field while fixing the spherical collapse threshold to the ΛCDM value, we incorporate the PPF-inspired modifications through an effective collapse threshold δ eff c , and use the same ΛCDM mass variance σ(M ) both for GR and f (R) gravity. More specifically, for each background cosmology and collapse redshift z c we define 
The quantities M (1) th , M (2) th , η, ϑ and χ are free parameters that we will obtain by fitting our halo mass function model to the halo abundance measured from high-resolution cosmological simulations (see Secs. 4 and 5). Before this, however, we can simplify the derivation of these parameters on the basis of theoretical and heuristic considerations. Similarly to Li & Hu (2011) [31] , we consider M (1) th and M (2) th threshold masses controlling the transition between the δ f (R) c and δ Λ c . As noted in [70] , in the original PPF approach [31] one can derive the scaling M th ∼ |f R0 | 3/2 from Eq. (3.3) . Here, we apply this result to our threshold masses, and also include the dependence on Ω m and n. By interpreting M th as the mass of an isolated halo with an interior scalaron profile approaching the minimum of the effective potential at its center, Eq. (3.3) implies
where we have usedρ in (z c ) ≈ ∆ vir (Ω m , z c ) 1 andρ out = 1, with ∆ vir denoting the virial overdensity in GR as a function of cosmology and collapse redshift. Assuming that we know the threshold massM th (z c ) for some particular set of parameters {Ω m ,f R0 ,ñ} and redshift z c , we can then employ Eq. (3.11) to map this mass to any other combination of parameters as
(1 +z c )
Note that Eq. (3.12) simply reduces to M th ∼ |f R0 | 3/2 for Ω m =Ω m and n =ñ. In this work we useΩ m = 0.281, |f R0 | = 10 −5 andñ = 1. We do not impose any sign on η, ϑ, and only require M
th , M
th > 0. Although we expect relatively small corrections to the spherical collapse solution, the domain over which the free parameters can change allows for rather generic deviations from the baseline δ f (R) c . These will push δ eff c either further away from or closer to the ΛCDM prediction. The remaining parameter χ controls how rapidly δ eff c approaches the ΛCDM threshold at high masses. This depends somewhat on the background scalaron field, and we found that the empirical relation
works well for our suites of simulations.
In Fig. 2 we compare the spherical collapse predictions of Sec. 3.1 (blue lines) with the effective thresholds (red lines) from Eq. (3.9) that we calibrate using the suite A of highresolution simulations listed in Table 1 . As we explain in detail in Sec. 5, we incorporate Eq. (3.9) into the mass function model that we then fit to the halo abundances obtained from these simulations. For illustrative purposes, the effective thresholds shown in Fig. 2 correspond to those for the resulting best-fit values of the parameters in Eq. (3.9). Despite the visible differences, the corrected, effective thresholds remain within a few percent from the original spherical collapse thresholds, which justifies our approach of introducing higher-order corrections. In principle, these effective quantities could be seen as averaged solutions to Eqs. (3.3)-(3.4) over a suitable, yet unknown, environmental density distribution different from that of Eq. (3.7). Here, however, we refrain from giving any profound physical interpretation to such deviations, and remark that they can also be partly attributed to the difference between the virial overdensity ∆ vir (dependent on redshift, mass and cosmology) and the fixed overdensity at which we define dark matter halos in our study (see Sec. 5) [22, 30] . Nevertheless, they hint to the possibility that the initial density profile, and the geometry and substructure of dark matter halos might leave a mass-dependent imprint on the averaged mass function unaccounted for in the spherical collapse treatment of Lombriser et al. (2013) [32] .
Simulations
The simulations used to calibrate the theoretical HMFs in this work were run with the ecosmog code [40] , which is an extension to the publicly available ramses N-body and hydro code [76] for cosmological simulations in modified gravity theories. The code employs the particle-mesh technique with adaptive mesh refinement to compute the (modified) gravitational force. In short, it starts with what it is called a domain grid which is a regular mesh with N 3 cell = 1024 3 cells covering the cubic simulation box of size L box (expressed in units of h −1 Mpc). A number of N 3 p particles are evolved on this mesh from an initial redshift z ini . The density field on the mesh is obtained by a cloud-in-cell (CIC) or triangular-shaped cloud (TSC) interpolation to its cells; this is then used to compute the gravitational forces at the cell centres, which are next used to move the particles. To achieve higher force resolution in high-density regions, the code adaptively refines a cell if the effective particle number inside it exceeds some pre-defined criterion N ref -this has proved to be critical to ensure accuracy when solving the modified gravity force, which has a smaller amplitude in these regions due to the chameleon screening. The code is efficiently parallelized using mpi, with domain decomposition achieved through a standard Peano-Hilbert space-filling curve. For more details on the ecosmog code please refer to the original code paper for f (R) gravity [40] and its subsequent extensions to other models [77] [78] [79] [80] [81] .
Two suites of simulations are used in this work. Suite A was run using a flat cosmology with WMAP 9-year best-fit parameters where n s is the scalar spectral index of the primordial power spectrum. We also use suite B (see details in [82] ) with older, WMAP 3-year best-fit parameters As described in Sec. 5, we use suite A for the actual calibration of the theoretical HMF, and then compare this with simulation results from suite B to test how our fit works for this other cosmology.
In both suites, we simulated three variants of Hu-Sawicki f (R) gravity with n = 1 and different values of f R0 : −10 −6 (hereafter dubbed F6), −10 −5 (F5) and −10 −4 (F4). To quantify the modified gravity effects and compare them with our model of the ratio of f (R) to GR, we also run a GR case for each suite. All simulations within a suite or realization started . In all panels, blue curves are obtained with the method described in Sec. 3.1, and red curves correspond to the effective spherical collapse thresholds obtained after we correct them with Eq. (3.10) calibrated with the high-resolution simulations of suite A in Table 1 . Dashed lines mark the ΛCDM threshold. To avoid confusing notation, we define masses at an overdensity ∆ = 300 with respect to the background matter density for both δ c and δ from the same initial redshift z ini = 49.0 and were evolved until today (z = 0). The initial conditions were generated using the publicly available mpgrafic code [83] , which employs the standard Zel'dovich approximation to calculate the initial particle displacement and velocity fields. We used the same initial conditions for GR and f (R) simulations within the same suite because at z = 49 the effect of this modified gravity model on the particle distributions is negligible. Note that the σ 8 values quoted above are the z = 0 linear-theory results for GR (they would be different for different variants of f (R) models), and as such they should be considered as a characterisation of the initial conditions rather than of the large-scale matter clustering today. Further simulation specifications are summarised in Table 1 .
Halo mass function
In this section we present our main results on the modeling of the f (R) gravity halo mass function. Compared to previous works, we devote particular care to the mass binning used to derive halo abundances from simulations (see Sec. 5.1), as well as to estimate the corresponding uncertainties. We also use our results to forecast approximate constraints from cluster number count data (see Sec. 5.3).
Binned mass function from simulations
We identify dark matter halos in our simulations using the rockstar halo finder [84] , which by default obtains spherical overdensity (SO) masses from initial friends-of-friends (FOF) groups neglecting unbound particles. However, masses are defined observationally within spherical apertures of arbitrary size enclosing an overdensity that might not be entirely virialized. Since our goal is to have mass function predictions calibrated for X-ray, SunyaevZel'dovich (SZ) and optical cluster surveys, we enable rockstar to calculate strict SO masses including unbound particles, as well as particles that may reside outside of the FOF group associated with the halo. Here, we choose an average overdensity ∆ = 300 such that the mass inside a sphere of radius r ∆ is
Winther et al. (2015) [85] showed that, even for ΛCDM, different modified gravity N -body codes produce mass functions that differ by as much as 10%. It was also noticed that these discrepancies are approximately independent of the particular value of f R0 . Thus, taking the ratio of the HMF in f (R) to that in GR reduces this scatter to a more competitive 1-4% (for z 0.5). In addition, the effects of baryonic physics on the f (R) mass function can be potentially neglected when considering instead the ratio of this HMF to that of GR [42, 54] . For this, departures from pure dark matter predictions could be incorporated with the same level of accuracy through a baseline GR mass function calibrated with hydrodynamical simulations (see e.g. [23] ). Initially, one might think that mass function ratios may exhibit larger uncertainties compared to those of the individual mass functions. Nonetheless, halo abundances in GR and f (R) are presumably strongly correlated, and it is reasonable to expect that on average such correlation reduces the errors on the ratios to the level of those on the corresponding mass functions (see Eq. (91) in [77] ). For these reasons, we consider the HMF ratios
our fundamental observables from the simulations. In Eq. (5.2) · JK denotes the jackknife average, and N f (R) h,i
and N GR h,i are the number of halos in the i-th mass bin for f (R) and GR, respectively. Also, we implicitly used the fact that volume and mass bin size are identical for the particular pair of simulations examined. We employ the unbiased jackknife average
where N JK is the number of simulation subvolumes, R i is the standard sample mean over the N JK subvolumes, and the resampled jackknife estimates are
For our suite A of simulations in Table 1 we divide each box in octants and remove one octant at a time from the full simulation volume to compute Eq. (5.5). We proceed similarly for our suite B, although in this case each jackknife subvolume corresponds to a different realization. Following Tinker et al. (2008) [14] , and supported by results in [16, 86] , we also adopt the jackknife method to estimate the error contributions on Eq. (5.2) from both sample variance and Poisson noise. For each mass bin i we have 6) where the jackknife sample variance is
On top of this error, we should also include the 1-4% scatter found between N -body codes in [85] , as well as the error introduced by assigning the HMF ratio in each mass bin to the center of the bin [20] . The former is comparable to the error from Eq. (5.6) for masses up to M ∼ 10 14.5 M /h, and dominates over the bin center error in the same range for mass bins ∆ log 10 M = 0.15. For larger masses the contrary is true. For simplicity, however, we neglect both of these contributions since adding them would not considerably alter our best fits, and a full statistical analysis of the new HMF parameters is not within the scope of this paper. Note also that for the mass range of interest here, 10 13 −10 15.5 M /h, we adopt a bin size for which we expect our results of the HMF ratios to be converged within the errors (see e.g. [27, 86] ). Furthermore, previous works showed that in this mass range bins are mostly uncorrelated [86, 87] , with none or very marginal impact on the best fitting values of the model parameters [86] . Hence, in what follows we ignore all covariances between mass bins, the effect of which should be negligible for our results.
Mass function ratios are also suitable to alleviate the consequences of other numerical inaccuracies. Numerical transients related to Zel'dovich initial conditions (1LPT) are responsible for a deficit of massive halos compared to results obtained from second order initial conditions (2LPT) [16, 19] . However, assuming that the same correction applies to the HMF's of both f (R) and GR obtained with 1LPT at z ini = 49, for final redshifts in the range z fin ∈ [0, 0.5] we estimate a conservative average difference between 1LPT and 2LPT HMF ratios of 1%, which is well within our jackknife errors [88] . As a final note, Knebe et al. (2013) [89] found a 10% scatter among mass functions derived using different halo finders. Also in this case, HMF ratios are expected to contain these differences safely within our estimates from Eq. (5.6).
Modeling and fits
We derive our predictions for the ratios of the mass function in f (R) over the mass function in GR from the prescription given by Sheth & Tormen (1999) [12] . In this framework, the comoving number density of halos in a logarithmic mass bin around a mass M is
where ν = δ c /σ(M, z) is the peak height, with
Here, P L (k, z) is the linear power spectrum 1 at redshift z andW R (k) is the Fourier transform of the top hat window function of radius R that encloses a mass M = 4πR 3ρ m /3. We use δ c = δ Λ c (z) for GR, which we evaluate as [91] 
where (a, p, A) are free parameters defining the high-mass cutoff, the low-mass shape and the normalization of the mass function, respectively. For these, we employ the recent fits from Despali et al. (2015) [22] , where they extended the previous ST fits to be function of a generic overdensity ∆. For easy reference, we report these results here, where x = log 10 [∆/∆ vir (z)]. In our approach all the modifications of gravity are encoded in δ eff c , thus Eq. (5.12) is used both in GR and f (R), and we approximate the virial overdensity as [92] 
A similar argument applies to the mass variance of the linear density field. In GR the statistics of collapsed objects at any redshift is fully determined by the initial linear density field
where δ i (z c ) represents the density contrast at an initial redshift z i that will eventually produce a halo at a formation time z c . Considering that the initial conditions are set such that σ f (R) (M, z i ) = σ GR (M, z i ) for all scales of interest, then enforcing Eq. (5.14) also in f (R) effectively implies σ f (R) (M, z) = σ GR (M, z) at all redshifts [32, 34] . We define our theoretical mass function ratios using Eq. (5.8) together with Eq. (5.11) as 15) which depend on the set of free parameters M
th , η and ϑ introduced in Sec. 3.2. For our fitting analysis, we employ the suite A of high-resolution simulations in Table 1 , and consider each redshift snapshot z c ∈ {0.0, 0.1, 0.2, 0.3, 0.4, 0.5} separately. We obtain the best-fit values by minimizing 16) where the sum is over mass bins with at least 20 halos to limit the effect of Poisson noise at high masses, and M i denotes the mass at the bin center. We first fit the F5 simulations to findM (1) th (z c ) andM (2) th (z c ), which we then rescale to the other values of f R0 using Eq. (3.12). Hence, in the F4 and F6 cases we only fit for η and ϑ. Below, we provide fitting functions for the relevant free parameters entering Eq. (3.10). To achieve enough flexibility without including a large number of terms, for η and ϑ we opted for 2-dimensional surfaces described by cubic polynomials in redshifts with coefficients depending quadratically on log 10 |f R0 |:
th (z) = 13.9720 − 0.9003z Note that all the expressions above are only valid in the redshift range 0 z 0.5, for 10 −6 |f R0 | 10 −4 and ∆ = 300.
Based on Eqs. (5.17)-(5.19), the left panel of Fig. 3 shows our predictions for the f (R) to GR HMF ratios (lines), and how these compare to the corresponding ratios measured Table 1 were run for a sufficiently different background cosmology from the one we used to calibrate our relations (cfr. Eq. (4.1) and Eq. (4.2)) to provide a good test bench in which to assess the validity of these results for other background cosmologies. In the right panel of Fig. 3 , we illustrate the predictive power of our fits for the F4, F5 and F6 f (R) cosmologies in suite B (top to bottom panels), as well as for snapshots at redshift z = 0 (blue), and two other redshifts somewhat different from those in suite A, z = 0.25 (red) and z = 0.44 (green). Once again, the agreement with simulations is very good for M 10 14 M /h, although discrepancies are visible for smaller masses. Obviously, one possible reason for such behavior is a lack of 'universality' in our fitting parameters, especially for quite distinct cosmologies, such as WMAP3 and WMAP9. However, another plausible explanation is that the lower mass and force resolutions in suite B, together with a different density interpolation method and a less stringent refinement criterion, might affect the low-mass halo abundance in GR and f (R) differently.
Indeed, particle-mesh codes with coarse domain grids suppress the abundance of lowmass halos [20, 93] . As mentioned in Sec. 4, ecosmog employs adaptive mesh refinement to improve force resolution, with the refinement criterion being a rather important parameter for the code performance. O 'Shea et al. (2005) [93] recommend a domain grid twice as fine as the mean interparticle spacing, as well as a low refinement threshold to achieve enough force resolution and capture small density peaks at early times. Although the size of our domain grid cells ∆ cell = L box /N cell is equal to or larger than the mean interparticle separation [20] proposed a criterion for the minimum number of particles required to accurately resolve a halo that at z = 0 reads
Recalling that for this work ∆ = 300, and using the information in Table 1 together with Eqs. (4.1) and (4.2), we have that M min halo ≈ 10 13.5 M /h and M min halo ≈ 10 14 M /h for suites A and B respectively. Interestingly, this is consistent with our findings in Fig. 3 for the lower-resolution simulations of suite B.
Approximate forecasts
We can now use our fits to make approximate forecasts of the maximum background scalaron field amplitude allowed by cluster abundance data from existing and ongoing surveys. Our fiducial cosmology is ΛCDM in standard GR with the parameters set to the mean values obtained from the full statistical analysis carried out in [54] for the data combination dubbed there Clusters+Planck+WP+lensing+ACT+SPT+SNIa+BAO, namely (Ω m , Ω Λ , h, n s , σ 8 ) = (0.3, 0.7, 0.683, 0.963, 0.82).
(5.21)
We opt for a Tinker et al. (2010) [15] fiducial mass function, which we calculate using HMFcalc 2 [94] with the model parameters fitted at ∆ = 300. Also, for the current purpose we assume that the only observational error is the uncertainty on the weak lensing mass calibration [95] [96] [97] [98] [99] [100] [101] [102] [103] [104] since this is presently the dominant source of error in measurements of the cluster mass function. We then estimate the uncertainty MF on the observed cluster number counts by propagating the lensing calibration error cal as 22) where n Tinker ln M represents the fiducial mass function. First, based on results from the Weighing the Giants (WtG) project we consider a mass calibration error of 7% [102] . This data , which matches the mass calibration cal = 7% from WtG (grey shaded area) and represents a factor of 2 improvement over the current result of the red line using the same data. Right: using upcoming DES data down to lower mass objects with a low redshift limit of z = 0.1 and cal = 5% (grey shaded area), our new model promises an improvement of the upper bound on f (R) gravity at cluster scales of an order of magnitude, |f R0 | = 10 −6 (blue line).
was used in [54] together with a conservative mass function model [30] to determine the upper bound |f R0 | < 1.62 × 10 −5 at 95.4% confidence level. The left panel of Fig. 5 shows the corresponding mass function model at z = 0 for the cosmological parameters given in Eq. (5.21) and this upper limit of |f R0 | (dashed red line). The grey shaded area in this panel is the region allowed by the mass calibration uncertainty. Matching simply by visual inspection the expected likelihood of our new model (solid blue line) to that of the previous, conservative model promises a potential improvement over our current constraints of a factor of ∼ 2, i.e. |f R0 | 8 × 10 −6 . Looking a bit further ahead, the ongoing Dark Energy Survey (DES) [3] should achieve a mass calibration precision of at least 5% in the coming years (Joerg Dietrich, private communication; see also [105] ) and be able to provide a sample with objects down to masses ∼ 10 13.5 M /h and redshifts z ∼ 0.1. The right panel of Fig. 5 suggests that with this data we could potentially reduce the current upper limit from Cataneo et al. (2015) [54] by an order of magnitude, reaching a background Compton wavelength λ C ≈ 2 h −1 Mpc or equivalently |f R0 | ≈ 10 −6 . Remarkably, this forecast at cluster scales is competitive with current constraints from local gravity tests. Assuming a galactic Navarro-Frenk-White halo density profile [106] embedded in the cosmological background, these tests require an active chameleon screening inside the Galaxy from the center out to the location of our Solar System [33, 46] to suppress unobserved modifications above |f R0 | ∼ 10 −6 .
Conclusions
The abundance of galaxy clusters is sensitive to the growth of the large scale structure, and as such can effectively test departures from GR on cosmological scales. Upcoming and future cluster surveys will provide exquisite data, requiring accurate percent level theoretical predictions to realize the full potential of these measurements. In this work we have presented a novel semi-analytical approach that combines the advantages of the spherical collapse model of Lombriser et al. (2013) [32] with the information available in fully nonlinear cosmological simulations. Taking GR as a baseline theory of gravity, we have calibrated mass function ratios in the context of f (R) gravity and obtained fitting functions for our additional parameters able to predict these ratios within a 5% precision for the ranges 10 13.5 M 300m (M /h) −1 10 15.5 , 10 −6 |f R0 | 10 −4 and 0 z 0.5. This corresponds to about a 50% improvement on the purely spherical collapse results of [32] . A similar level of accuracy can be achieved for the full f (R) mass function on the condition that the modeling of the reference GR halo abundance is accurate at the percent level. Although in Eqs. (5.17)-(5.19) we provide fits only for halo masses defined by mean matter densities ofρ = 300ρ m , our relations can be readily refitted using other mass definitions (e.g.ρ = 500ρ cr ) bearing in mind the resolution limitations imposed by Eq. (5.20).
Our method can also be straightforwardly applied to calibrate theoretical mass functions of other scalar-tensor theories characterized by a mass and environment dependent spherical collapse threshold. This is for example the case of the dilaton and symmetron models investigated in [77] . Note also that baryonic physics is likely to currently be irrelevant for the HMF ratios [42, 54] , and that any departures from DM-only predictions due to baryons could be included through a baseline GR mass function calibrated against hydrodynamical simulations (see e.g. [23] ). Analogous considerations might hold as well for the impact of massive neutrinos on the f (R) to GR halo mass function ratio. It would be interesting to test the performance of our method on cosmological simulations incorporating massive neutrinos in both GR and f (R) (see e.g. Baldi et al. (2014) [107] ). If the accuracy of our predictions remains unchanged when allowing a varying effective sum of the neutrino masses, then it would be sufficient to implement the prescription of Castorina et al. (2014) [108] on the baseline GR mass function. Finally, in addition to Poisson noise it will be necessary to account for the uncertainty due to sample variance in order to unbiasedly constrain the low mass end of the HMF with forthcoming cluster number count data [109] . For the specific cosmological models of interest, this will require the calculation of the linear bias parameter, which in itself depends on the spherical collapse threshold [12, 15] . For f (R) gravity, we should be able to use our effective linearly extrapolated overdensity (see Eq. (3.9)) to evaluate the linear bias and hence the sample variance contribution (Cataneo et 
