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GENERAL INTRODUCTION 
1 Introduction 
In many applied science problems, the variables of interest represent underh ing con­
cepts or theoretical quantities, and are not directly observable. To measure such vari­
ables. observable scales are constructed and used as indicators of the underlying concepts. 
These types of measurement problems occur in arezis such as the social and behavioral 
sciences, education, economics, management, marketing, and family studies. In these 
areas, a subject matter theory can be expressed in terms of relationships among several 
unobser\'abie variables or concepts. Given measurements on observable indicators, the 
researchers are interested in verifying a hypothesized latent relationship, and in devel­
oping a model suitable for describing conceptual relationships. The standard statistical 
method used for such data anaJysis has been the structural equation modeling procedure 
designed for fitting a linear model to the underlying relationship. .As a result, the tra­
ditional data analysis has almost exclusively addressed linear relationships among the 
latent concepts. However, the researchers in the applied fields may be interested in hy­
pothesizing particular nonlinear relations or in describing certain departures from linear 
relationships. The void of good and general methodologies for fitting nonlinear latent re­
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lationships has limited the scope of the data analysis in practice. Some researchers have 
resorted to disregarding the measurement error inherent in the problem, and to using 
procedures known to be statistically unsound. Other researchers have developed ad-hoc 
procedures that lack statistical validity and wide applicability. The topic of this dis­
sertation is to develop statistically sound procedures for fitting and assessing nonlinear 
relationships among concepts. 
2 Dissertation organization 
This dissertation consists of two papers. Both papers deal with fitting a nonlinear 
structural equation model consisting of two parts: a linear measurement model relating 
observed variables to unobserved concepts or factors, and a nonlinear structural model 
where one particular factor is a polynomial in other factors. Each paper presents a new 
statistical procedure that can be used widely in practice. 
The first paper addresses the ad-hoc approach that has been used in some applica­
tions. .\ major statistical limitation is pointed out for the existing procedure, and a new 
general method called the generalized appended product indicator (GAPI) procedure is 
introduced. The GAPI procedure uses products of observed indicators to create new 
indicators for nonlinear terms in the structured model. Then, a proper model is fitted 
to the combined set of indicators by minimizing a discrepancy function. The resulting 
estimators are consistent without assuming any distributional form for the underlying 
factors or the errors. The G.API procedure is a complete model fitting method with as­
sociated proper inference procedures. Issues regarding identifiability and standard error 
3 
estimation are also discussed. In addition, a simulation study is reported addressing a 
number of statistical issues including the comparison of discrepancy functions and the 
choice of product indicators to append. One advantage of the G.A.PI procedure is the 
fact that it can be implemented using existing software packages. 
The second paper introduces another new method for fitting nonlinear structural 
models. The two-stage method of moment (2SMM) procedure utilizes the two-fold 
nature of the overall model, and is applicable for virtually any polynomial structural 
modeling problem. In the first stage, the measurement model is fitted, and factor score 
estimates are obtained along with estimated moments of the measurement error asso­
ciated with the factor score estimation. In the second stage, the nonlinear structural 
model parameter is estimated, using the factor score estimates from the first stage and 
using a method of moment procedure similar to the one used in the errors-in-variables re­
gression. The asymptotic properties of the 2SMM estimator are derived, and a modified 
estimator with better small sample properties is introduced. The asymptotic covariance 
matri.x of the estimator incorporating the variability due to the first stage estimation 
is presented. The versatility of the 2SMM procedure is described and demonstrated 
by considering various practical models. .A. number of simulation studies are reported 
to show the usefulness of the 2SMM procedure, and its superiority over other meth­
ods in cases for which other methods are possible. .An exaxnple from a family study in 
substance-abuse prevention is used to illustrate the practical impact of having a proper 
statistical method, such as the 2SMM procedure, for fitting a polynomial structural 
model. Two appendices are included for this paper, .\ppendix .A. describes higher order 
4 
moments estimation that may be required in the procedure and Appendix B contains 
technical lemmcLS used in deriving the asymptotic properties. 
GENERALIZED APPENDED PRODUCT INDICATOR 
PROCEDURE FOR FITTING POLYNOMIAL 
STRUCTURAL MODELS 
A paper to be submitted to Psychometrika 
Melanie Wall and Yasuo Amemiya 
Abstract 
Interest in considering nonlineax structural equation models is well documented in 
the social and behavioral sciences as well as in the business literature. This paper 
considers estimation of polynomial structural models. .\n existing method is shown 
to possess a deficiency that the produced estimator is inconsistent for most practical 
situations. .A new procedure is introduced and defined for a general model using products 
of observed indicators. The resulting estimator is consistent without assuming any 
distributional form for the underlying factors or errors. Identification assessment and 
standard error estimation are discussed. A simulation study addresses statistical issues 
including comparisons of discrepancy functions and the choice of appended product 
indicators. 
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1 Introduction 
Structural equation analysis is one of the most widely used statistical methods in the so­
cial and behavioral sciences, marketing, and education. The analysis expresses a model 
for observed measurements in terms of latent \-ariables representing concepts that are 
not directly observable. The model consists of two parts: a mezisurement model relating 
observed indicators to latent variables, and a structural model explaining relationships 
among latent variables. For the <-th individual, let Zt be a vector of observed measure­
ments related to a latent variable vector f°. The standard measurement model is a 
linear factor ajialysis model 
Z t  =  I X  +  X f °  +  U t ,  ^ = 1.2 n. (1.1) 
where is a vector of measurement errors. For simplicity, consider one structural 
relationship among the components of f° = [gt, ft)' as given by a linear model 
= 7o + 7'/f + C( • t = \ . 2  n .  (1.2) 
where (,"t is an equation error. The standard application of the structural equation 
analysis uses the linear measurement model (1.1), and the linear structural model of 
the form (1.2). See, e.g.. Joreskog and Sorbom (1989), Bentler (1993), and Bollen 
(1989). While the linear measurement model with the factor analysis interpretation is 
generally considered reasonable, some nonlinear structural models may be needed to 
assess or represent certain types of relationships among latent variables. In particular, 
a structural model with a cross product of two components of or the square of a 
component of /, added to (1.2) is meaningful and has been used in applications. 
Kenny and Judd (1984) introduced a method for fitting latent interaction terms and 
latent quadratic terms using product indicators, and their method hcis attracted much 
attention in recent years. Their article has been referenced in applied journals over 
80 times since its publication. The Kenny-Judd procedure has been used to analyze 
data sets in a wide variety of fields. For example. Cole and Turner (1993) in the Jour­
nal of .Abnormal Psychologj' used the Kenny-Judd procedure to fit a cross product or 
"interaction" model where depression is related to stress, cognitive ability, and their 
cross product. Lusch and Brown (1996) in the Journal of Marketing is another example 
where the Kenny-Judd procedure was used for fitting a cross product model. In addi­
tion to papers applying the Kenny-Judd method for particuleir data analysis, there have 
been at least seven other articles specifically addressing the method itself, namely, Hay-
duk (1987), Ping (1995. 1996), Jaccard and Wan (1995.1996), and Joreskog and Yang 
(1996,1997). 
Despite the frequent citations, discussions, and applications, some important method­
ological issues concerning the Kenny-Judd procedure have not been fully investigated. 
This paper addresses such issues. We will point out a major deficiency of the Kenny-Judd 
procedure in that it produces an inconsistent parameter estimator for most practical sit­
uations. We will then introduce a new model fitting procedure that is a generalization of 
the Kenny-Judd procedure. The new method, termed the generalized appended prod­
uct indicators (G.A.PI) procedure, is shown to produce a consistent parameter estimator 
under virtually any condition. Several statistical issues associated with this type of 
procedure will be addressed in the context of the GAPI procedure. The issues that 
s 
are covered here are the comparison of different discrepancy functions, proper standard 
error estimation, testing relevant hypotheses, identification, and the choice of appended 
product variables used in the analysis. 
The paper's aim is to address the statistical issues carefully and comprehensively, and 
to present recommendations for practical implementation. To this end. a description 
of the Kenny-Judd procedure is given in Section 2 and a simulation is performed to 
demonstrate its limitation. Section 3 introduces our new GAPI procedure, and gives 
a precise description of the procedure. The choice of discrepancy function, standard 
error estimation, and testing problems are discussed in Section 4. Section 5 addresses 
issues related to identification and the choice of appended product variables. A thorough 
simulation study is presented in Section 6. 
2 The limitation of the Kenny-Judd procedure 
Kenny and Judd (1984) proposed a method for fitting a structural model with a cross 
product term or with a square term using appended product variables. In this section, 
we describe the Kenny-Judd method with a cross-product model, and illustrate the 
method's major practical and statistical drawback using a simulation. 
For individuals t  =  1.2 n. consider a simple structural equation system (2.1 )-
(2.2) with a cross product structural model for latent variables, gt, fit- and f2f 
gt = 7o + 7i/u + 72/21 + 73/u/2t + (2.1) 
and a linear measurement model for five observed variables and x u ,  i  =  1.2.3.4. 
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'  y t  ^ / 0 \ 
0
 
0
 ( ° ) 
0 0 1 0 { \ "u 
= 
-^ 20 + 0 J21 0 f u  +  U 2 t  
•^31 0 0 0 1 I  h t  J  
\ } V -^ 40 ) 0 0 3^2 ! I ) 
where 70, 71, 72. 73, J201-^21, and 3^2 a^re unknown coefficients. In the model. 
Uit, U2t, U3t, and U4t represent the measurement errors, and Q is the structural model 
equation error. We write (2.2) with no measurement error for j/t. the only indicator for 
gt. since the mecisurement error in yt is confounded with the equation error ((. This 
is the simplest cross-product model, and is the one that was considered by Kenny and 
Judd (1984). If the endogenous \'ariable gt also has multiple indicators, the measure­
ment errors and the equation error can be distinguished. E.xtensions to such a Ccise 
and to cases with additional indicators for fn and fn or additional latent variables are 
straightforward. 
In order to form indicators of the cross product term in (2.1). appropriate 
products of observed variables in deviation form are constructed as 
(2.3) 
where = x,£ — x, and x,- = x,tln. i = 1.2.3.4. The Kenny-.Judd method can be 
developed using any number of these created product indicators. Here, we present the 
method using all four indicators in (2.3). The Kenny-Judd procedure then combines the 
new product indicators with the original indicators, and considers fitting a model 
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/ ( 72 73 
I 0 0 
-^21 0 0 
0 1 0 { 
— 0 J42 0 /I. 
•joC —J 0 0 1 \ /u/lt 
0 0 J42 
x l ^ x ^ t  0 0 •^21 
\ ^ 2 f ^ 4 t  t  I 0 0 -^21^42 ) 
+ 
( c \ 
"u 
U 2 t  
^ 3 t  
U4t 
"St 
urt 
\ "8t / 
(2.4) 
where y'^ = - y = yt - yt/n. f-^ = fjt - E{fjt}. J = 1.2. and 
"5t 
"6t 
u-t 
U8( 
•^42/2i"U + /u"4t + "U"4«i 
+ f2t^2t + "2£"3i? 
•^2l/uU4f + •3A2f2t^2t + "2l"4f-
Notice that model (2.4) is not precisely correct under the original model (2.1 - 2.2) 
because x, is not exactly E{xu} and y is not exactly E{yt}. Notice also that " i and 72 
in (2.4) differ from 71 and 72 in (2.1) as a direct result of centering x,t in creating new 
indicators, and that the intercept and mean terms do not appear in (2.4). These points 
have been often ignored by the users of the Kenny-Judd method. We will address these 
points when we develop the G.A.PI procedure in Section 3. 
In fitting model (2.4), the Kenny-Judd procedure formulates the model covariance 
m a t r i x  f o r  ( 2 . 4 )  u n d e r  t h e  f o l l o w i n g  d i s t r i b u t i o n a l  a s s u m p t i o n s  f o r  =  { f n ,  f i t ) ' -  =  
(uit. iL2t^ uzt-"4f), and Q-
1. ffUt. and c,'t are mutually independent. 
2. the elements of Ut are mutually independent. 
3. /, and Ut are both normally distributed. 
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Assumptions 1 and 2 are standard in the structural equation analysis, although some 
relaxation of Assumption 2 can be incorporated easily, .\ssumption 3 which simplifies 
the expression for S was assumed by the original Kenny and .Judd (1984) as well as 
by all others using or discussing the procedure in the literature. We will show that 
-Assumption 3 contributes to the major limitation of the Kenny-Judd procedure. 
To write down the model covariance matri.x. S. for the cross product model (2.1)-
/ \ 
Oil *^12 
(2.2). let v ,  = V'ar{u,f}. i  = 1.2.3.4. and V a r { f ^ }  =  
Oi2 O22 
Then, under .Assumptions 1. 2. and 3. 
S = A# A' + 
where 
(2.5) 
A = 
/ ' f l  7-1 73 \ 
1 0 0 
-^ 21 0 0 
0 1 0 ( Oil 012 0 \ 
0 J42 0 ^ = 012 022 0 
0 0 1 I 0 0 Oi O2 0\2 / 
0 0 J42 
0 0 3^1 
v 0 Oii2l,^42y 
(2 .6 )  
and 
^ = 
0 0 0 0 0 0 0 0 \ 
0 D'l 0 0 0 0 0 0 0 
0 0 V 2  0 0 0 0 0 0 
0 0 0 t'3 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 t.'5 ^65 t'75 0 
0 0 0 0 0 ^65 V 6  0 -^'86 
0 0 0 0 0 t'rs 0 u'7 '.'87 
0 0 0 0 0 0 00 I
) 1^87 t'8 / 
t'5 = O22VI -T Ollt'3 -T C'lt'3. 
L'6 = "T OiiL'4 T '-'I(-'4. 
U7 = JfnjOiiC-'3 -r 022<''2 "T '-'2'-'3-
t'8 = J i i O l i t ' 4  T J42022L'2 + ' ' ' 2 < r ' 4 -
V 6 5  = -^-12<?22ir'l? 
C'75 = '^21<?ll'r'3-
f-'86 = 
L'87 = -^42<?22t'2-
(2.7) 
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The expression for # in (2.6) used the normality of f^. i.e.. 
= OnOi2 + i2.S) 
CovUt,. f'ufi,] = Cot,{fl. = 0. 
Let 9  denote the vector of parameters appearing in S. i.e.. 
9  — (7i . 72 - 73^-^21-*^42-©12iii'c- '-'2- ^^'3. 
Once the model covariance matrix S has been specified, the Kenny-.]udd procedure then 
obtains, as a parameter estimate, the value of 9 minimizing some distance between S 
and S = S(fl) as measured by a discrepancy function, where S is the sample covariance 
matrix of the vector {y,. Xj^, xi^x^t, xj^xijj'. 
The Kenny-Judd procedure as it has been applied and discussed in the literature, i.e.. 
as we have described above, has a deficiency leading to an incorrect or misleading result 
in practice. The source of this deficiency is the use of .\ssumption 3. the normality 
of ft and Ut. in specifying S(d). It has been widely noted that structural equation 
analysis is very often applied to non-normal data. Thus, the standard recommendation 
for the linear model case is to use a procedure that can be justified without specifying 
a particular distributional form of the factor and error terms (although the normality 
may often be recisonable for the error terms, based on their meaning). For a nonlinear 
structural model such as (2.1). there is an additional distributional difficulty that the 
observed indicator yt and the factor /j can not be both normal. Thus, the observational 
consequence of assuming the normality of is not straightforward. Hence, the practical 
usefulness of a procedure for fitting a nonlinear structural model should be considered 
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limited unless it performs well without specifying a particular distributional form of the 
factor terms (and possibly the error terms). From this point of view, the Kenny-Judd 
procedure is not considered practical. With the use of the normality assumption on /j in 
forming the model matrix S. the Kenny-Judd procedure is. in fact, using a misspecified 
S when the underlying factor has any distribution other than normal. Thus, the 
resulting estimators of model parameters are generally inconsistent unless /j happens 
to be normal. Here, we demonstrate the inconsistency using a simulation. 
Consider the cross product model (2.1-2.2) with the following true parameter values: 
gt — ~ + fit -r f2t -r 2 f i t f 2 t  Cj • (--9) 
'  y t  ^  / 0 \ M 0 0 \ / 0 \ 
Xit 0 0 1 0 i  \  "u 
X 2 t  = 2 -r 0 .7 0 f u  -r U 2 t  
0 0 0 1 K f2t / 
V ) I ] 0 0 ) 
Here. fi and /2 were generated as linear functions of uniform random \'ariables with 
fj.fl = —0.5. iJ.f2 = 0.5. Var(fi) = Var(f2) = 1. and Cov{fi,f2] = O.S. The error terms 
I," and Uit's were independent normal random v-ariables with l arjc,",} = 0.1 and \ ar{u,j} 
chosen so that the reliability for each observed x.t is 0.65. Note that the factors are non-
normally distributed but the error terms are normal. To illustrate the inconsistency, we 
considered a large sample size of 2000. We generated 1000 simulated samples of size 2000 
each, and applied the Kenny-Judd procedure to each sample. For the discrepancy func­
tion, we used the normal maximum likelihood (ML) and the asymptotically distribution 
free (.A.DF) generalized least squares. 
Boxplots of the 1000 estimates of 73, the coefficient of the cross product term in (2.1), 
14 
are shown in Figure I, where the horizontal line indicates the true value ~;3 = 2. The first 
two boxplots are for the Kenny-Judd method with the two choices of the discrepancy 
functions. It is clear that the Kenny-Judd procedure estimators have large bias, and 
that the estimates are well below the true value for essentially all 1000 samples. This 
indicates an undesirable feature of the Kenny-Judd estimator. Considering the large 
sample size, n = 2000. we can conclude that the Kenny-Judd estimator is inconsistent 
whether the ML or .ADF discrepancy function is used. We note that the inconsistency 
of the Kenny-Judd procedure is not due to the choice of the discrepancy function but 
is associated with the use of an incorrect model covariance matrix. That is. the sample 
covariance matri.x S of (t/f. converge 
to the model covariance matrix S as it has been specified by the Kenny-Judd procedure 
in (2.5). 
For comparison, we also applied the new G.-\PI procedure (to be introduced in the 
next section) to the same set of 1000 samples. The last two boxplots in Figure 1 are 
for the G.\PI estimates of 73 using the ML and .A.DF discrepancy functions. Ue see 
that the GAP I estimators are nearly symmetrically distributed around the true value 
and are nearly median unbiased. It should be pointed out that the G.-\.PI procedure 
did not use the knowledge of the actual distributional form of the factors or the er­
rors. In fact, the samae G.\PI procedure yields consistent estimators for any unspecified 
distribution of the factors and errors. Thus, this simulation study has shown that the 
Kenny-Judd method has practical limitation, and that the G.API procedure can remedy 
the undesirable property of the Kenny-Judd procedure. 
15 
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KJ-ML KJ-ADF GAP(-ML GAPI-ADF 
Figure 1 Boxplots of estimated \-alues for coefficient of /1/2 in model (2.9) 
based on sample size of 2000. Each plot represents 1000 samples. 
KJ-.\IL and KJ-.A,DF are the Kenny-Judd estimates. G.A.PI-.\IL 
and G.-\PI-.A.DF are the proposed consistent estimates 
16 
3 The GAPI procedure 
We now formally introduce the generalized appended product indicator I GAPI) proce­
dure for fitting polynomial structural equation models. Consider a polynomial structural 
m o d e l  f o r  a  l a t e n t  v e c t o r  { g t - f ' t )  
gt = 70 + t'I ft + l2fii /t) + Cf • (3.1) 
where the elements of h { f , )  are pure and mixed powers of the elements of and c,"( 
is the equation error. We write the measurement model for observations with possibly 
multiple indicators for gt as 
/ \ / \ / N 
V t  
— /3o + /?! 
g t  
-f 
K  J  \ ) I / 
In (3.2). vve cissume that /3, is in the simple structure or block diagonal form specifying 
the correspondence between each observed measurement and a factor, e.g.. consists of 
the indicators for gt- If y, contains only one indicator, u, is treated as zero. We assume 
that the measurement model (3.2) with unrestricted gt is identified. 
.•\s in the Kenny-Judd procedure, given a sample of size n. we form additional in­
dicators using the powers of the elements of the centered observations xj" = a;, — x = 
Xt — irr=i ^t/n- With the block diagonal (3^, we can identify indicators corresponding 
to each element of /,. In order to form indicators for each element of /i(/j. we can 
form products and powers of all possible corresponding indicators in a:,. Thus, for each 
element of at least one new product indicator using is created. Section 5 gives 
the discussion on the number of new indicators to be used in terms of identification and 
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of the efficiency of the resulting parameter estimators. 
Let a(Xf) denote the vector of product indicators that are actually used. Then, the 
new observation vector 
W t  =  { y \ , x \ , a ' ( x \ ) ) '  (3.3) 
is formed by appending the product indicators to the original observation. We obtain 
the sample covaricince matrix 
1 " S = y"(tUt -  w ) ( w t  -  w ) '  .  
where w = W(/"-
The ne.xt step is to obtain an approximate expression for £"{8} by computing \ ' ' a r { w t }  
as if X( in a(xj') were Xt — E{xt}. That is. the approximate £"{5} is 
S = (3.4) 
where tyf = (y'f.x'f.a'ixt — E{xt})y. In computing S = Varji/jj"), the G.A-PI procedure 
does not assume any distributionai form of Vt, Ut, or i,'(, but assumes only the basic 
structural equation assumptions: 
1. /,. and Q are mutually independent, 
2. the elements of are mutually independent. 
.Assumption 2 can be related in some applications with correlated errors, but is assumed 
to hold here to simplify our presentation. Since the appended indicators alaCj) involve 
pure and mi.Ked powers of order at least 2, S contains unrestricted 3'"'^ or higher order 
moments of /, and Ut in general. 
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In addition to S. the GAPI procedure uses the sample mean vector 
z  =  { y ' . x ' ) ' .  i3.5) 
Note that we do not include the sample mean of a(a5() since it is already included 
in S for most useful applications of this procedure. Combining z and S. we write 
m = (z'. (vechSyy. where vechA is the vector of all distinct elements in any symmetric 
matrix A. L'sing only Assumptions 1 and 2. we compute ix = E{[y[.x\)y. Let 77 = 
[n'. [vechT,]')' and let B be the vector of all parameters appearing in 77. so that we can 
write TJ{9) = [FI'{0).{vechll{9))')'. Then, the GAPI estimator d of 0 is obtained by 
minimizing some distance between m and r]{d) as mecisured by a discrepancy function 
F(m.Ti{9)). A large class of discrepancy functions F{m,rj{9)) including those used 
in practice satisfies the property that 9 minimizing F[m.Tj(9)) is consistent for the 
true value ^0 of ^ if ^^nd only if m A 77(^0) under the true model. See. e.g. Browne 
(1982) and Browne and Shapiro (1988). In the G.API procedure. TJ(6) is formed using 
.Assumptions 1 and 2 only and thus has a valid form for the original model (3.1-3.2) 
with any distribution of /(. t>t. Uf. and Therefore, the G.API procedure produces a 
consistent estimator ^ of ^ for any unspecified distribution of /(. Vt. M(. and On the 
other hand, the the Kenny-Judd procedure uses S that is valid only under the normality 
of /( and Ut. producing an inconsistent estimator whenever this normality does not hold. 
Recall that 9  includes estimators of model pcirameters including intercepts. This 
process of estimating all paxajneters in the original model (3.1-3.2) allows proper con­
struction and interpretation of estimators of 70 and 7i in model (3.1). It is generally 
important to estimate model (3.1) in its complete form including 70 and 7i. because 
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the interpretation and description of a nonlinear model requires a connplete specifica­
tion. By contrast, the Kenny-Judd nriethod disregards estimation of many of the model 
parameters, leading to incomplete or misleading description of a fitted model. 
It turns out that, for many discrepancy functions including ML and \-arious forms 
of the generalized least squares, the GAPI estimator d based on m = (2'. (rec/iS)')' 
can be obtained in two steps: the first step using only S. and the second step using 
z and the first steps estimators. That is. vve can find a one-one reparameterization. 
G ^ 9' = so that T}(9) can be written as (FI'{9'),(vech'S{9l))'y, and that the 
dimension of 9 '  is the same as /x and 2. Then. ^2 t)e obtained based only on S by 
minimizing the relevant part of the discrepancy function, and 9•^ can be obtained in an 
explicit form in terms of 9^, z and the discrepancy function weight. The G.API estimator 
9 is obtained through the one-one relationship to 9 . This two step estimation procedure 
is illustrated below using an example. The purpose of performing the GAPI procedure 
in two steps is to facilitate the use of existing software packages such as LISREL or S.'\S 
C.ALIS to perform the optimization. 
To illustrate the GAPI procedure, we first consider the cross product model (2.1-2.2) 
that was also discussed in the previous section. 
gt = 7o-r 7i/u + 72/2£ + 73/u/2i + C«i (3.6) 
f  y t  ( ° ^  0 0 / 0 \ 
X i i  0 0 1 0 ( \ U l t  
•r2f — '^20 + 0 J21 0 f i t  +  U 2 t  
0 0 0 1 \  h i  J  U3t 
V -^40 / 
0
 
0
 \ fJ-At ) 
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We incorporate all possible relevant products (2.3) of in a(Xi), that is. 
(3.S1 
For this model, the Kenny-Judd method uses S given in (2.5-2.7). where the last ro%v 
of # in (2.6) relied on the normality assumption of /(. For the general unspecified 
distribution of f^, the three moments in (2.S) cannot be written in terms of On, 012. and 
022, and need to be estimated as unrestricted parameters in the G.API procedure. That 
is. the G.A.PI procedure S(0') is S in (2..5-2.7) but with an unrestricted 3 x 3 covariance 
matri.x Note that because of the particularly simple form of the cross product model. 
^ in (2.7) is valid for any distribution of and Ut. .Also. = E{z} can be written in 
the form 
= J20 + -^21^/1 
M h  
J40 -h J42^/2 J 
:3.9) 
where n'y = E { y t } -  f J - j i  = E { x i t } ,  and j s j ^  = EfxaJ. Here, the parameters are already 
in a repaxameterized form, and 
9' = (ll'j,  fJ. /2, Ao, Ao, 7l% 721 73; ^^42! Olli 012, (->13. 022, C?23- O33- L'l. C'2, t.'3. L'4 ) • 
where the one-one relation is 
To = f^'y - 73<?/i/2 - 7i>/i - 72/"/2 + 73/^/1/^/2 
71 =  "f i  -  73/^ /2  .  
72 = 7l - 73/^/1 • 
(3.10) 
Note that d\={fi'y, /i/i, /i/2, ^20- -^-to) does not appear in I)(0') and has the same di­
mension as z. Thus, the two step procedure can be used to obtain based on S, to 
obtain bcised on z and On using /J. in (3.9) with J21 and f^nd then to obtain 9 
for the original model parameters based on the relation (3.10). In this way. the G.-\PI 
procedure produces proper parameter estimates for all model parameters including ~o-
7i, and 72-
.•\nother illustration of the G.A.PI procedure is given for a simple quadratic model. 
For observed measures (j/t, Xu. X2t). consider a structural equation model 
gt = 7o + " l i f t  +  1 2  f t  +  C -
y t  \ 
X i t  
)  
0 \ 
0 
•^ 20 / 
1 0 
+ I 0 1 
0 J21 
9t 
f t  + 
/ O N  
f'u 
\ "2t / 
(3.11) 
(3.12) 
.\11 possible product indicators for term axe and append 
all of these, i.e.. if a(a:f) = x \ ^ x ^ ^ y .  then W t  = { y t . x u - X o t . a ' i x ^ ) ) '  and 
S = Var{Wf} is the covariance matrix of 
/ 71* 72 \ 
1 0 
-^21 0 
0 1 
0 
\ 0 J 2 1  ) 
i f f ) '  + 
f  c \ 
"u 
U 2 t  
V / 
!3.13) 
where 
U z t  = - f t ^ u  + "u • 
-t- "2£ • 
Ug{ = f i U i t  + - r  U i t U 2 t -
Then, the GAPI S is A#A' + where A is the coefficient matri.x in (3.13). 
$ = 
( I-'C \ 
0 
Ou <^12 \ 9 = 0 0 11^2 O12 O22 J 0 -Ai 0 + .A3 
0 0 ••12 0 + -^4 
V 0 0 0 2^2101 it'i -32l<Pll^'2 cTee / 
0-66 = -r O i i L ' 2  + i ' i f 2 .  and A \ .  .42, .-I3. A 4 .  O u -  and O22 are new parameters 
associated with the higher order moments of ft, un. and For this model fi is given 
by 
Note that even with the additional six parameters S  = { 0 1 2 .  0 2 2 - .  -la, ••l3. ) that 
need to be estimated, the model is still identified in the sense that all parameters can 
be estimated. This identification issue will be discussed in Section 5. The Kenny-
Judd procedure expresses S in terms of Ou, t-'i, Vn under the normality. Thus, for 
the quadratic model, the Kenny-Judd procedure produces an inconsistent estimator if 
either ft or (Uit, U2t) is nonnormal. The G--\PI procedure is consistent for any unspecified 
distribution of ft and (uit.ujt). 
with 
9' — (/i*. /i/. J2O' Tl « 72, On, O12, O22, -4l, .42, .43. .44. C'(;. C'l, t'o ) • 
The one-one reparameterization relation is 
To — My ~ 72O11 + 72A^/ • 
7l = 71* - • 
4 The ML and ADF estimators and standard errors 
In this section, we discuss issues related to discrepancy functions and associated 
statistical inference procedures. The choice of discrepancy function should be based 
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on the efficiency of the resulting estimator and on the usefulness of the resulting large 
sample inference procedures. These issues are meaningful provided at least consistent 
point estimation is possible. Thus, our discussion here is presented in the context of using 
the G.API procedure. .A similar discussion would apply to the Kenny-Judd procedure if 
the restrictive normality assumption for the factor (and errors) happens to hold, and if 
only a part of the parameter vector 9 is of interest. 
Consider the generad model (3.1-3.2). Note that a {  X t )  is nonlinear in the original 
Xf Thus, all the elements of Wt in (3.3) (or its approximate version lU;) cannot be 
jointly normally distributed. This implies that the Wishart distribution is not a good 
approximation to the distribution of the sample covariance matri.x S of W;. For the 
linear structural equation modeling, there are two standard approaches to nonnormal 
data model fitting. One approach is to use a discrepancy function appropriate for normal 
data, and to make necessary adjustments. .Another approach is to use a so-called asymp­
totically distribution free discrepancy function. For our nonlinear problem (3.1-3.2). we 
can also consider using these two general approaches. Recall that the G.API procedure 
u s e s  a  d i s c r e p a n c y  f u n c t i o n  f o r  m  =  ( z ' .  ( I ' e c / i S ) ' ) '  a n d  T ] { 6 )  =  { F J . ( 0 ) ' . i L ' e c h Y l { & ) ] ' ) ' .  
where z and fx(9) are p x 1. S and S(0) sse (p + q) x (p 4- q). and q is the number of 
appended indicators in a{Xf). 
.A commonly used discrepajicy function under the pseudo normality is the one cor­
responding to the normal case ma.ximum likelihood (ML) given by 
^v/L(Tn.t7(0)) = [z — ^(0)|'S7i'(0)[z - y-(9)\ -r log [11(0)| -i- <r[SS~'(0)] . (4.1) 
where Su(^) is the upper left p x p corner of S(0). Let 9ml denote the estimator 
obtained by minimizing (4.1). There are other generalized least squares type discrep­
ancy functions that give eisymptotically equivalent estimators as the ML function (4.1). 
Our description here concentrates on (4.1) which is used in most linear model software 
packages. Note that the asymptotic weight effectively used for the estimator minimizing 
(4.1) does not correspond to the most efficient one for the nonlinear model (3.1-3.2). 
But. the resulting estimator is still consistent, and the function (4.1) depending on the 
data only through z and S is relatively simple to deal with. .Another consequence of 
using (4.1) for the polynomial model (3.1-3.2) is that the standard formula for the es­
timated covariance matrix for ^.v/l is not valid in general. Such a standard estimator 
developed under the pseudo normality is 
KV{^.V/L} = -(A'v,in"'AMI.)-^ (4.2) 
n 
where fi = 
' 0 ^ 
y 0 S7o J 
. Sio = ml) and A,v/l = 
. Here, for anv r x r matri.x A. vecA denotes the r* x 1 vector of all elements 
ad 
obtained by stacking the columns of A. vechA denotes the x I vector of ail 
distinct elements of a symmetric A stacking the elements on or below the diagonal. 
Kr is the known matrix satisfying I'ecA = KrvechA for any r x r symmetric A. and 
= (KlKr)~^Kl. See. e.g.. Browne (1982). 
For the linear model case, the so-called asymptotic robustness studies showed that 
parts of (4.2) corresponding to some elements of 9\fL are. in fact, v^lid for nonnormal 
data. See. e.g.. .Anderson and .Amemiya (1988) and Browne and Shapiro (1988). This 
result contributed to the wide use of the normality based discrepancy function such as 
(4.1) and associated inference procedures for analyzing nonnormal data. L'nfortunately. 
such an asymptotic robustness result does not carry over to the nonlinear model case. 
For a nonlinear model of form (3.1), the obserx'ation vector Wt with appended product 
indicators does not satisfy the condition needed for the asymptotic robustness, because 
Wt can be written only as a linear combination of dependent latent vectors. In fact, the 
asvmptotic standard errors computed using (4.2) for the structural model parameters 
7o-"ir and 72 can be quite incorrect giving very poor coverage probabilities of cisymptotic 
confidence intervals. See the simulation study in Section 6. Thus, for model (3.1-3.2) 
and for all elements of 6. we need to use an asymptotically correct estimate of the 
approximate covariajice matrix 
^ m l )  ^ '  .  ( 4 . 3 )  
n 
where Aa/£, and t l  are defined in (4.2), and F is a distribution free estimator of va t{m] 
given by 
f = -^Eb.b;, (4.-I) 
b, = 
— z 
vech[{wt — w)(wt — w)'  — S] 
The second approach is the asymptotically distribution free (.ADF) method using the 
generalized least squares discrepancy function 
FADF(m.r}(d)) = n{Tn - rj(G))'r '(m- T 7 (0)), (4.5) 
where F is defined in (4.4), and is assumed to be nonsingular at this point. This is an 
extension of the .A.DF function introduced by Browne (1984). .\ote that F is consistent 
for the covariance matrix of the limiting distribution of y^{m — rj(0)) for any unspecified 
distribution of observations. Let 6adf denote the estimator obtained by minimizing 
(4.5). -An estimator of the approximate covariance matrix of 9adf is 
ADF{0adf) = -\ ^ADF^ ^ADF)~^ • t4.6) 
n 
where 
: drjiOADF) 
= ae' • 
For the linear model case, the .ADF approach is known to perform rather poorly in 
terms of the efficiency and the usefulness of inference procedures, unless the sample size 
is very large. See, e.g.. Chou et. al (1991) and Muthen and Kaplan (1992). This is 
partly due to the large variability in the estimated weight matrix F. For the nonlinear 
model (3.1-3.2). the appended indicator a(a;^) are the 2"'^ or higher order products 
of original observations a;,. Thus, bf in (4.4) involves the 4"^ or higher order sample 
moments, and F includes the or higher order sample moments. In this way. for 
the nonlinear model, the problem associated with the large variability of higher order 
sample moments appearing in F is even more severe than the linear case. An additional 
difficulty in using the .ADF approach for the nonlinear model (3.1-3.2) is that F in (4.4) 
is  necessari ly ( i .e . .  a lgebraical ly)  s ingular  if  many new indicators  are included in a(xj).  
This happens because Wt in (3.3) with many created product indicators satisfy certain 
exact relationships. One way to deal with a singular F is to use the .Moore-Penrose 
generalized inverse F^ in place of F ' appearing in both (4.5) and (4.6). still giving valid 
asymptotic generalized least squares weight and proper asymptotic covariance matrix. 
But, many software packages can perform the generalized least squares only with a 
non-singular weight, and the computation of the Moore-Penrose generalized Inverse is 
often unstable or imprecise numerically. As an alternative, we suggest using a certain 
non-singular generalized inverse of F in place of F .or equivalently adjusting F itself 
without affecting the v'alidity of the generalized least squares principle and the validity 
of the estimated covariance matrix. Given a singular F. let the spectral decomposition 
of F be written as 
f = (Pl,P2) 
/ \  f \  
' Ai 0 ^ ' 
V 0 0/ \ 
P\ 
P'  
where Ai is a diagonal matrix containing positive eigenvalues, and (Pi. Pjj is the matrix 
of orthonormal eigenvectors. Define 
f '  = PiA.P; + P2L2P'2- (4.7) 
where £2 is any nonsingular symmetric matrix. Then. F is invertible. and using F 
in (4.5) and (4.6) produces appropriate generalized least squares results. The validity 
of the asymptotic covciriance matrix using F follows, because the singularity of F is 
necessarily present in ^adf as well. The use of F is useful because it is nonsingular 
and because the numerical determination of the rank of F. i.e.. the dimension of Ai, 
has little consequence in the actual results. .Although the .\DF approach is supposed to 
produce a more efficient estimator than the ML approach in large samples, the efficiency 
comparison in finite samples is not clear due to the high variability associated with F. 
In the linear model analysis, some measure of the overall model fit is often computed. 
For the nonlinear model (3.1-3.2), the .ADF minimum value FADF{m.T](d^ti)) and an 
appropriate \- cut-ofT can be used to measure the overall model fit. at least in large 
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sample theory. However, the approximation here is very poor even in large samples 
due to the use of higher order moments. Our approach for checking nonlinear model fit 
differs from the use of an overall fit meaisure in the linear model case. In practice, the fit 
of linear model can be checked using the existing approaches. Then, the only practically 
relevant issue in checking the fit of a nonlinear model is whether or not a nonlinear 
term is necessary, i.e.. whether or not some or all elements of 72 model (3.1) can be 
considered zero. This issue can be addressed by performing the standard normal or 
test using the GAPI estimator 6ml or Oadf and a corresponding appropriate estimated 
covariance matrix or standard error. In using 9\[[, with the discrepancy function F.v/z. in 
(4.1) for this test of zero nonlinear term coefficients, a rather interesting and practically 
useful comment can be made. For testing the whole 72 being zero at once. i.e.. testing 
the fit of a proposed nonlinear model against the linear model, the test (normal 
test if 72 is a scalar) using the 72 part of the generally incorrect estimated covariajice 
matrix Vin (4-2) is valid in the sense of having an appropriate asymptotic 
size or p-value. Thus, in the ML approach of the GAPI method, either Vs{9\ji) or 
^a{6ml) in (4.3) can be used for testing the whole 72 being zero. This phenomenon and 
comparison are addressed by a simulation study presented in Section 6. We emphasize 
that Vs[9ml) is invalid and Va{6ml) should be used for any other inferences, e.g.. 
any confidence intervals, test for a part of 72, and inferences for parameters other than 
72-
In the context of the Kenny-Judd method, Joreskog and Yemg (1996. 1997) suggest 
the use of an ADF approach based on the augmented sample uncorrected sum of squares 
29 
matrix. Their approach can be extended to define an alternative .ADF discrepancy func­
tion for the GAPI procedure. But. our definition of the GAPI procedure uses the sample 
mean z of only the original measurement and and not the sample mean of the ap­
pended indicators a{x\). .\s a result, our .A.DF discrepancy function (4.5) giv^es a rather 
natural form. In general, slight advantages of the augmented moment matri.x approach 
over the mean-covariance matrix approach are its straightforward implementation using 
the new LISREL S and some conceptual simplification in obtaining the ADF weight of 
the form (4.4). However, for the polynomial model (3.1-3.2), the sample mean of a(Xf) 
generally duplicates some elements of S, introducing additional singularities in F. .Also, 
the inclusion of the mean of a(Zj) in the augmented matrix approach makes the dimen­
sion of the .ADF weight matrix unnecessarily large. In addition, our G.API approach 
using the .ADF discrepency function Fadf in (4.5) with only z simplifies the estimation 
or minimization process using the two step reparameterization method described in the 
previous section. Therefore, for the polynomial model (3.1-3.2), the .ADF approach us­
ing F\df in (-i-5) is simpler in implementation than a possible extension of the .ADF 
augmented matrix approach to the GAPI procedure. 
5 Identifiability and the choice of appended product indicators 
The GAPI procedure defined in Section 2 estimates relevant higher order moments 
of the factor and possibly the error terms using appended product indicators. Thus, 
there is a question regarding the choice and number of product indicators necessary for 
identifying the model (i.e.. being able to fit the model). .Another issue is how to decide 
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which set of product indicators should be used among those allowing proper estimation 
(identification) of the model. For model (3.6-3.7). we suggested in (3.S) the use of all 
possible product indicators of /1/2. In (3.13K we also appended all possible product 
indicators. It is possible, however, that the model can be fitted by the G.APl procedure 
using only a subset of all possible product indicators, and that the procedure may even 
perform better in some way with a smaller number of product indicators. These issues 
are disscussed in this section. 
It is not trivial to dev'elop a general identification condition for the choice of product 
indicators to be used in fitting the general polynomial structrual model. Consider the 
single-equation polynomial structural equation model (3.1-3.2), where (3^ is block diag­
onal. at least two observed indicators in Xt correspond to each element of /.. and all 
components of the error terms i,'t, V[, and Ut are assumed to be independent. For this 
model, a rule of thumb is that any polynomial model (3.1) can be fitted using the G.A.PI 
procedure if all possible product indicators of each term in /i(/J are appended and if 
the measurement model (3.2) is identified. The question of identifying the model using 
only some of all possible product indicators can not be addressed easily in general terms. 
Instead, we present detailed identification discussion of two specific models, namely, the 
cross product and quadratic structural models, (3.6) and (3.11). 
Each of these two models can be estimated using only one appended product indi­
cator, although the choice of the one used matters for the quadratic model. For these 
models with only one nonlinear term each, the use of any additional product indicators 
does not change the identification. Recall that in the G.'\PI procedure, the sample means 
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of only the original indicators are used, and that, after a simple reparameterization. the 
dimension of z is the same as the number of the unknown parameters in /i not appearing 
in S. Thus, provided a discrepency function of the type given in the previous section is 
used, the GAP! procedure identification reduces to the identification of the parameters 
in S  (after  some reparameterizat ion) bcised on the ( p - t  q )  x (p-f  (?)  S. 
First consider the cross-product model (3.6-3.7). where all possible product indicators 
a r e  g i v e n  i n  ( 3 . S ) .  S u p p o s e  w e  u s e  o n l y  i . e . .  a i x i )  =  x ' i i X g j .  T h e n ,  t h e  6 x 6  
S(d;) is 
(^il) 
I <y\i \ 
(T21 Oil + 
<'•31 J21O11 •321^11 + ^2 
^41 O21 •^21021 O22 "i" t^'3 
0-51 J42O21 ^21^^42021 -^42<?22 -^42*222 ~t" ^^'4 
\ 0-61 O31 32l03l O32 -^42032 "^66 / 
[5.r 
where 
<Tii = + ";2^022 + 73<^3 + -7172"-7i73<2>3i -r '2-fl^20z2 -r .  
<^2l = 7it5ll + 72*^21 + 73^1 • 
C3I = -H ^2172*^1 "f" ^2173 • 
<'•41 = ')'021 + 12^22 + 73O32 -
O'Si = -^427I'<321 + -^4272^^22 + '^4273<?32 • 
CTqI = 7l'c>31 -r 72^^32 + 73O33 • 
(^66 — <^33 + Ollli'3 + 0221^'! + 'i'lti'3 • 
Here, the parameters appearing in "^{0^) are 
Q'2 = (/^21- -^42^ 7l • 72- 73, Oil- G321. <^22? <^32? <->335 'i'l- ^'2-. 1^3. '-'4). 
where (o,j) = Var{fl^. • The GAPI procedure can properly fit the model if 
Ol can be uniquely determined from S(^2)- Clearly O21, O31, and O33 are identified since 
they stand alone. Using 0-43 and (T32 along with the already identified O21. we can obtain 
J21 and J42, respectively. Substituting into 0-43 we obtain Ou. Likewise, substituting 
J42 into 0-54. we obtain 022- Then, we can use /T22. C23, o"44- and to obtain c'l. t'j. t'3. 
and f4, respectively, and gives O33. The three terms. 0-21. <741. and contain - j'. 7 ] ,  
and -3. and are not redundant. Therefore, we can solve three equations for and 
7 3 .  Finallv. can be obtained from c t h  by subtraction. Thus, the G.-\PI procedure 
with only appended can be used to estimate the cross product model (3.6-3.7). 
-Alternatively, only one of the three other product indicators in (3.S). or any subset of 
all four can be used to estimate the model by the GAPI procedure. 
Next, the simple quadratic model (3.13) is considered, where all possible product 
indicators are (x^\)^. (xoj^. and To consider different choices of appended indi­
cators. we first write down 2(^2) appending all 3 indicators. Thus. 
S(6>;) = (a,,)  
(CTII \ 
£721 Oil + ^'l 
C31 JcPii 3^011 -|- (i'2 
<741 O2I -f" -"ll 3021 022 "1" •^'^l l^'l "i" -43 
<751 3^021 3^021 -h .42 3'^022 3^022 "T "l'^'C'iiC'2 -i" -A4 
\0-61 3021 3^021 3022 + 20011 t'l 3^022 '~3011 V2 ^66/ 
w /here 
(Til  = 7r^<^n + -7i72^'2i + 72*^22 + • 
C21 = 7l C)il -I- 72©21 • 
C31 = 7iOii/3 + ~/2<p2l3 . 
(741 = 7l C)2I + 72?>22 • 
f.il = 021,3^ + 72^'22,'^^ r 
<761 = ll02i. '3-r 72O22.3'  
<766 = 3^022 + OllV-^2 + + 'i'1^'2 
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We first explain why the model is not identified if only i j" or (Ti/)- is appended. To 
see this, we examine only the first four rows and columns of (5.2) corresponding to the 
case with only (XiJ* appended. Then, there are only 10 distinct elements in S. while 11 
parameters (J. On. O21,022. 7i. 72---ia. (-'c-'-'i-*^'2) be estimated. Thus, the model 
cannot be estimated with only the appended. This fact can be generalized to 
the quadratic model with any number of indicators in Xt for ft. That is. the quadratic 
model cannot be fitted using only one squared measurement as the appended indicator. 
On the other hand, the quadratic model can be fitted by the G.A.PI procedure using 
only one cross product term, e.g.. from (3.13). Consider only the elements of S(0) 
that axe associated with appending the term i.e., the elements after deleting the 
4"^ and o"' rows and columns. For this case, the parameters to be estimated in 2(^2) 
axe (J, Oil, O21, O22,. 72-1'(;, c'l, c'2). First. J can be obtained from <762 and (Tea- I'sing 
J in <732 and cr^s we obtain On and O12, respectively. Then, <722 and (T33 give l'i and 
respectively. .\ow, using 3.0ii,vi, and i:'2, we can obtain O22 from <766. The two terms 
<721 and (761 involve 7^ and 72. and can be solved for 7' and 72. Finally, an gives 
-•Mso, this quadratic model can be estimated when any two out of three possible product 
indicators are appended, including ((x^\)'^, (x^,)*). 
.•\s seen in these two simple examples, the G.API procedure can be used to estimate 
the model with very few or all possible product indicators. .A.ny additional product 
indicator increases the number of distinct statistics in S, but can also increase the 
number of parameters to be estimated. In the quadratic example, (XiJ^ introduces 
O12, O221 -"ill and .43, while XjjX^j adds only O12 and O22 to the list of parameters to be 
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estimated. Generally, the gain in the number of new statistics exceeds the number of 
newly introduced parameters. However, this does not necessarily mean that the efficiency 
or the usefulness of the procedure (e.g.. the coverage probability for the asymptotic 
confidence inter\'al) always incresise with additional product indicators, .-Mso the effect 
of additional indicators depends generally on the choice of a discrepancy function, e.g.. 
the ML or .ADF. 
Consider the ML discrepancy function Fv/£, in (4.1). Since S does not actually have 
a Wishart  distr ibution,  the F .ul  does not  give an optimal weighting of  the elements of  S 
in obtaining and the weight corresponding to the a{xf) of S is e.xpected to be even 
less optimal. However, the relatively simple form of using only S is expected to 
produce rather stable estimators. Thus, we expect the efficiency of the G.A.PI estimator 
using F\il to increase generally with additional product indicators, unless the sample 
size is small. 
For the .^DF discrepancy function Fadf in (4.5). the .ADF covariance matrix F in 
(4.4) needs to be obtained. When the number of appended product Indicators increases, 
the dimension of F. the number of very high order sample moments in F. and the 
possible singularity of F all increase. Thus, with additional product indicators, the 
difficulty associated with the high variability of F increases, and we may not expect the 
finite sample efficiency of the GAPI estimator 0adf to increase. 
Note that F is used in estimating the covariance matrix of both 9ml and Oadf as 
in (4.3) and (4.6). Hence, the use of more product indicators and the resulting higher 
variability in F can have some adverse effect on the accuracy of the asymptotic inference 
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procedures in finite samples. The issue related to the nuniber of product indicators to 
append is addressed in the next section using a simulation study based on the discussion 
given here. 
6 A simulation study 
-A. simulation study was conducted to address the statistical issues discussed in the 
previous sections for the GAPI procedure. The issues are the comparison of ML and ADF 
discrepancy function, the choice of product indicators, and the effects of the distribu­
tional form of the factors and errors as well as the sample size. We consider two models, 
one involving a cross-product structural model and the other involving a cjuadratic struc­
tural model. Each model was simulated for three different sample sizes (n=200. 500. 
LOGO) using three different distributions for the factors and errors (normal, uniform, and 
\5). Thus, for each of the two models, there are 9 different situations. For each model 
and each situation, the GAPI procedure was applied in four different ways: using .\IL or 
.\DF discrepancy functions, and using all possible product indicators, or only one. We 
denote these four estimation procedures by ML-all. ML-one. .A.DF-all. and .ADF-one. 
The cross product structural model used here is 
gt = To + 7i/it + 12/21 T" ' lzf i t f2t -r Cc • (6.1) 
where 70 = 2, 71 = 1 ,  72 =  1 .  and 7 3  = 2. along with the measurement model 
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( ( ^ \ / I 0 0 \ 
y2t 5 .5 0 0 ' '2t  
yjt  6 .4 0 0 '•'34 
X i t  0 0 1 0 ( 9t \  "i t  
^2t — 1 + 0 .7 0 f i t  -r "2£ 
2 0 .3 0 \  f2t U3t 
X ^ t  0 0 0 1 U4t 
3 0 0 .4 ' t^t  
I 4 \  0 0 .S )  \  "6t } 
(6.2) 
For all three distribution types (normal, uniform, and \^). the first two moments of 
[fIt, f2tiC,t) and the reliability of each measurement were kept constant. For each dis­
tribution type, fit and f2t were generated with fiji — —0.5. ixj2 = O.o. Var{fit) = 
Var{f2t) = 1. and Cov{fu'f2t) = 0.5. The error terms Vf Ut were independent 
random variables from each distribution type, where rar{C(} =0.1. and rar{U(} and 
l'ar{t;(} were chosen so that the reliability for each observed y,t and s,c is 0.75. With 
the measurement model in (6.2). there are 9 possible product indicators that can be 
appended; 
.•\11 of these 9 indicators are appended when we use ML-all or .ADF-all. For .ML-one and 
.•\DF-one. we append only 
The second model used for simulation is the quadratic structural model 
Qt — 7o + I'l/t + ~l2it T" Ct • 
where 70 = 3. 71 = 10, and -,2 = —2. along with the measurement model 
( yt \  
x\t 
I2t 
\  } 
I 0 \ 
0 
2 
V 3 j  
/ I  0  \  
0 I 
0 O.S 
V 0 0.6 ) 
gt 
f t  + 
/ 0 \ 
"u 
U2t 
\ "3f ) 
(6.3) 
(6.4) 
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For each distribution type, f t  vvas generated with jj-j = 3 and \ ' a r { f t )  =  1. The error 
terms c," and Ut were independent random variables from each distribution type with 
and V'ar{w(} chosen so that the reliabilities for yt and r,, are all 0.75. With 
the measurement model in (6.4). 6 product indicators are possible: 
These 6 product indicators are appended in ML-all and .\DF-all. For .VIL-one and 
.A.DF-one. only is appended. 
For each of the two models, and for each of 9 situations with three distribution types 
(normal, uniform. Xg), and sample sizes (200. 500. 1000), we generated 1000 simulated 
scunples. For each sample, the four G.A-PI estimation methods (ML-all. ML-one. .A.DF-
all. .\DF-one) were applied to obtain the model parameter estimates and their standard 
errors. For ML-all and ML-one, we computed two different types of standard errors using 
V.v in (4.2) and Va (4.3), where Vx is not generally a valid asymptotic covariance 
m a t r i . x .  F o r  . A . D F - a l l  a n d  . A . D F - o n e .  t h e  s t a j i d a x d  e r r o r s  w e r e  c o m p u t e d  u s i n g  V i n  
(4.6). To simplify our presentation, we concentrate on estimation of the cross product 
coefficient 73 for model (6.1) and the quadratic coefficient 72 for model (6.3). For these 
two parameters. Tables 1-S present the empirical biases, standard deviations and mean 
square errors of the four procedures as well as the empirical coverage probabilities of 
the 95% asymptotic confidence intervals formed by taking the estimated \3,lue plus or 
minus 1.96 times the estimated standard error. .-Mso, the empirical root mean square 
error and coverage probability axe plotted in Figures 2-5. 
.As seen in Figures 2 and 4, the ML estimators tend to be more efficient than the .\DF 
3S 
estimators, and the ML-all method outperforms the three other methods in almost ail 
cases. -As expected, the .ADF methods do not perform well if the sample size is small or if 
the true distribution has skewness and heavy tail. For the ML discrepancy function, the 
use of all possible product indicators provides better efficiency than using only one for all 
sample sizes. For the .ADF method, the large variability of the estimated weight in small 
sample decreases the efficiency using all product indicators. The empiricai moments of 
the ML estimators stay reasonably constant over different distributional forms for all 
sample sizes. 
.•\.s can be seen in Tables 1.3,5. and 7. the use of the incorrect covariance matrix ^.v 
for the ML estimators generally give lower confidence interval coverage probabilities than 
V.4. Thus, in Figures 3 and 5. only the coverage probabilities using ^".4 are depicted 
for ML-all and ML-one. .-Ml procedures produce confidence inter\-als that are too small 
with coverage probabilities below the nominal 95% level. But. the empirical coverage 
probabilities are still reaisonable. except for .ADF-all with small sample size. Recall that 
the estimation of F was also used in V .As a result. ML-one and .ADF-one with smaller 
dimensional F tend to give accurate confidence interx'als over \-ajious different situations. 
.A. practically relevant inference procedure in this type of data analysis is to test 
whether the coefficient of a nonlinear term can be considered significant. To address 
the performance of such test procedures, model (6.1) with 73 = 0 and model (6.3) with 
72 = 0 were simulated in the same manner as before. The empirical probability of Type 
I errors of the nominal size 0.05 two-sided tests of the zero coefficients using various 
procedures are given in Tables 9 and 10. The procedures based on .ADF-all and .ADF-
39 
one tend to give inaccurate Type I error probabilities. As stated in Section 4. the use 
of Vy for ML procedure is justified for testing the zero coefficient of the only nonlinear 
term. As seen in Tables 9 and 10. the use of V\ with ML-all and ML-one gives very 
accurate Type I error probabilities. 
It can be concluded that the performance of ADF-ail procedure is rather poor in 
finite samples, and that ADF-one estimator may not be as efBcient as the ML methods 
especially with small samples and nonnormal distributions. The ML-all and ML-one 
methods produce efficient and practically useful procedures, provided appropriate stan­
dard errors are used. In building a nonlinear structural model through obtaining efficient 
parameter estimates and testing for zero coefficients. .VIL-aJl procedure seems to be most 
suited. 
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Table 1 ML with ALL appended - Cross-product model 
n=200 500 1000 
normal bias 0.01iS7 -0.00169 -0.00037 
std 0.21240 0.13210 0.09095 
mse 0.04525 0.01745 0.00827 
CI-V.4 88.4% 92.4 % 92.6% 
CI-V.v 82.3% 82.4 % 81.9% 
uniform bieis 0.00069 0.00104 0.00545 
std 0.20934 0.13214 0.09373 
mse 0.04382 0.01746 0.00882 
CI-V.4 89.9% 92.3% 93.4% 
CI-V,v 85.9% 85.5% 86.0% 
\2 bias 0.01192 0.00960 0.00849 
std 0.24988 0.15328 0.10857 
mse 0.06258 0.02359 0.01186 
CI-V.A 80.6% 86.2% 89.4% 
CI-V.v 73.6% 77.7% 76.0% 
Table 2 ADF with ALL appended - Cross-product modei 
n=200 500 1000 
normal bias 0.08814 0.03718 0.02250 
std 0.58540 0.17698 0.10597 
mse 0.35046 0.03270 0.01174 
56.4% 84.6% 89.3% 
uniform bias 0.10141 0.03366 0.01745 
std 0.49489 0.16872 0.10611 
mse 0.25520 0.02960 0.01156 
CI-V.,i3F 52.5% 82.9% 88.3% 
\2 bicLS 0.09435 0.03693 0.0352S 
std 0.67651 0.23653 0.12022 
mse 0.46657 0.05731 0.01570 
53.8% 80.4% 88.7 % 
-u 
Table 3 ML with ONE appended - Cross-product model 
n=200 500 1000 
normal bias -0.000S4 -0.01144 -0.00647 
std 0.26161 0.17129 0.12165 
mse 0.06S44 0.02947 0.01484 
CI-V.4 85.3% 88.1% 90.2% 
CI-V.v 85.8% 86.7% 86.9% 
uniform bias -0.02008 -0.00775 -0.00178 
std 0.25430 0.16430 0.11646 
mse 0.06507 0.02706 0.01357 
CI-K.A 88.5% 90.2% 92.0% 
CI-V.v 91.7% 93.3% 94.0% 
bias -0.00572 -0.00800 -0.00043 
std 0.31373 0.19784 0.14979 
mse 0.09846 0.03920 0.02244 
CI-VA 78.9% 83.3% 86.2% 
CI-V.v 80.7% 79.9% 80.0% 
Table 4 ADF with ONE appended - Cross-product model 
o
 
o
 
II c
 500 1000 
normal bias 0.11614 0.03548 0.02217 
std 0.33710 0.18469 0.12727 
mse 0.12713 0.03537 0.01669 
CI-V 4£)f 86.7% 90.5% 93.2% 
uniform bias 0.08555 0.03439 0.02001 
std 0.32518 0.17476 0.12256 
mse 0.11306 0.03172 0.01542 
CI-V 87.8% 92.0% 93.9% 
\2 bicLS 0.07107 0.03626 0.03046 
std 0.44056 0.23879 0.14301 
mse 0.19915 0.05834 0.02138 
CI-V . ,d f  85.3% 91.1% 91.9% 
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Figure 2 Empirical root mean squared errors for the 73 estima­
tor-Cross-product model 
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Figure 3 95% empirical coverage probabilities for 73 estima-
tor-Cross-product model 
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Table 5 ML with ALL appended - Quadratic model 
n=200 500 1000 
normal bias -0.034S9S -0.015344 -.0033319 
std 0.2923S 0.17694 0.12462 
mse 0.086706 0.031543 0.015541 
CI-V.1 86.0% 91.5% 93.1% 
CI-V.v 74.2% 74..3% 74.3% 
uniform bias -0.037887 -0.010559 -.0027319 
std 0.35631 0.22140 0.15543 
mse 0.12839 0.049130 0.024167 
CI-V.4 92.1% 92.4% 93.5% 
CT-V,v 89.8% 88.0% 88.4% 
V2 bias -0.033155 -0.017104 -.0054226 
std 0.2S762 0.18951 0.13772 
mse 0.08.3825 0.036206 0.018996 
CI-VA 79.8% 85.5% 89.3% 
Cl -Vx  71.8% 66.7% 64.4%. 
Table 6 ADF with ALL appended - Quadratic model 
n=200 500 1000 
normal bias -0.074.324 -0.046752 -0.023662 
std 0.44236 0.19853 0.12633 
mse 0.20120 0.041601 0.016518 
CI-V ADF 84.8% 91.7% 93.5%. 
uniform bias .00016952 -.0013490 .00040708 
std 0.37384 0.20829 0.14204 
mse 0.13975 0.043385 0.020177 
CI-Vadf  87.7% 91.6%. 94.1% 
bias -0.13416 -0.056696 -0.045375 
std 1.41199 0.93533 0.138.52 
mse 2.01171 0.87806 0.021247 
Cl -V , ,d f  85.3% 92.1%. 92.6% 
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Table 7 ML with ONE appended - Quadratic model 
n=200 500 1000 
normal bias -0.065572 -0.029831 -0.010317 
std 0.32086 0.19815 0.13695 
mse 0.10725 0.040154 0.018863 
CI-V.4 S9.6% 90.8% 92.0%. 
CI-V.4 91.3% 89.9% 88.9% 
uniform bias -0.1272 -0.043233 -0.019019 
std 0.53360 0.30384 0.20632 
mse 0.30092 0.094190 0.042929 
CI-V.4 92.5% 92.5% 91.6% 
CI-V4 94.8% 95.7% 95.8% 
\2 bias -0.088242 -0.035872 -0.017929 
std 0.33037 0.21028 0.15146 
mse 0.11693 0.045506 0.023263 
CI-Va 86.9% 89.3% 89.0% 
C I - V A  SS.5% 86.2% 83.3% 
Table 8 ADF with ONE appended - Quadratic model 
0
 
0
 
II c
 500 1000 
normal bias -0.12241 -0.057998 -0.024288 
std 0.38070 0.20656 0.13S49 
mse 0.15992 0.046032 0.019769 
CT-V,4df 93.9% 93.3% 94.2% 
uniform bias -0.15940 -0.050731 -0.021437 
std 0.58830 0.30909 0.20751 
mse 0.37151 0.098111 0.043521 
CI-Vadf  93.5% 93.8% 94.1% 
x'i bias -0.16090 -0.075856 -0.033633 
std 1.33833 0.4727 0.14068 
mse 1.81702 0.22927 0.020922 
Cl -V  ad  f  92.4% 92.0% 93.9% 
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Table 9 Empirical Type I errors-Cross-product model 
n=200 500 1000 
normal all ML-V.4 0.093 0.061 0.068 
ML-Vy 0.043 0.037 0.061 
ADF-V 4£)f 0.3S3 0.141 0.082 
one ML-V.4 0.054 0.065 0.054 
ML-V.v 0.045 0.045 0.045 
ADF-V^£)f 0.080 0.065 0.050 
uniform ail ML-V., 0.090 0.0S2 0.066 
ML-F.v 0.062 0.064 0.055 
ADF-V 0.406 0.156 0.102 
one ML-V,4 0.064 0.074 0.064 
ML-V.v 0.056 0.056 0.056 
ADF-V 4£)f 0.103 0.082 0.066 
\2 all ML-V,4 0.127 0.091 0.0S3 
ML-Vy 0.073 0.064 0.063 
ADF 0.373 0.142 .085 
one ML-V.4 O.OSo 0.087 0.0S5 
ML-V.v 0.069 0.061 0.069 
! 
ADF-V 0.083 0.079 0.072 
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Table 10 Empirical Type I errors-Quadratic model 
n=200 500 1000 
normal all ML-V .^  
ML-V.v 
ADF-V.4£)f 
0.100 
0.068 
0.094 
0.084 
0.065 
0.075 
0.05S 
0.058 
0.067 
one ML-V.4 
ML-V.v 
ADF-V.4DF 
O.OSo 
0.061 
0.078 
0.067 
0.061 
0.075 
0.054 
0.054 
0.052 
uniform all ML-V.4 
ML-V.v 
ADF-V.4£)f 
0.071 
0.063 
0.113 
0.058 
0.070 
0.079 
0.04S 
0.056 
0.061 
one ML-V.4 
ML-V.v 
ADF-V.4DF 
0.046 
0.038 
0.051 
0.054 i  0.041 
0.057 j 0.045 
0.060 0.036 
Vf all ML-V.4 
ML-V.v 
ADF-V^Df  
0.107 
0.059 
0.113 
0.071 
0.054 
0.055 
0.069 
0.064 
0.057 
one ML-V.4 
ML-V.v 
ADF-V.4£)f 
0.091 
0.060 
0.06S 
0.065 
0.051 
0.056 
0.060 
0.052 
0.054 
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ESTIMATION FOR POLYNOMIAL STRUCTURAL 
MODELS 
A paper to be submitted to Journal cf the American Statistical Association 
Melanie Wall and Yasuo Amemiya 
Abstract 
Structural equation analysis is one of the most widely used statistical methods in 
social and behavioral sciences ais well as business. Subject-matter needs for considering 
nonlinear structural models hcis been well documented. However, only rather ad-hoc 
procedures for fitting a Umited class of models are currently available. In this paper, 
a systematic and complete statistical approach is developed for polynomial structural 
equation analysis. The new procedure applies a method of moments procedure similar 
to the one used in the errors-in-variables regression to the factor score estimates from 
the measurement model fit. The asymptotic properties of the estimator are derived, 
and a modified estimator with better small sample properties is introduced. Simulation 
studies are reported to show the usefulness of the procedure, and its superiority over 
other methods. .A^n example from a substance-abuse prevention study is also discussed. 
1 Introduction 
Structural equation modeling is a commonly used statistical method for quantifying 
the relationships among variables that cannot be observed directly. Data are taken on 
multiple observable indicators of the unobser\'able or latent variables of interest. Thus, 
the overall model for the observed variables consists of two parts: the measurement 
model relating the observed indicators to the latent variables or factors, and the un­
derlying structural model expressing a relationship among the unobserN'able variables. 
Structural equation modeling with linear measurement and linear structural models has 
been developed and used e.xtensively in applications, especially in social and behavioral 
sciences. The standard linear measurement model assumes that a p x 1 observed vector 
Zt and a k X I unobservable factor /( satisfy 
Z t  =  f X - r  C t .  t  =  1 . 2  n .  ( 1 - 1 )  
where £/ is a vector of meeisurement errors, and the parameters ^ and A contain some 
known or restricted elements . The linear structural model among the elements of the 
latent vector is 
7 o ^ r / ,  = C r  t  =  l . 2  n. (1.2) 
where is an equation error. .A typical equation in (1.2) can be written as 
f i t  = 7o + j '  f 2 t  + (1.3) 
where = [ f i t -  f i t ) ' -  --Mthough the linear structural model of the form (1.2) or (1.3) has 
traditionally been used, the need for considering nonlinear structural models has been 
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extensively discussed in the applied literature in recent years. A nonlinear structural 
model can represent a curved or non-monotone relationship between latent variables, and 
can include terms representing some interaction among the explanatory latent variables. 
For example, assessing the existence of a cross-product term in a structural model is a 
major issue in marketing and management research. See. e.g.. Lusch and Brown (1996) 
and Podsakoff et al.(1995). The cross-product and quadratic structural models also play 
important roles in social and behavioral science research. See. e.g.. King et al.(1996). 
Krause (1995), and Cole and Turner (1993). 
.A. method for fitting a structural model with a cross-product model or quadratic 
term was proposed by Kenny and Judd (1984). The method based on sample moments 
involving products of observed indicators became a standard technique used in applica­
tion. See. e.g.. Lusch and Brown (1996) and Cole and Turner (1993). The technique also 
attracted methodological discussions by a number of papers including Hayduk (19S7), 
Ping (1995. 1996), Jaccard and Wan (1995,1996), and Joreskog and Yang (1996.1997). 
The method introduced by Kenny ajid Judd (1984) and discussed by others relied on 
the normality of the latent factor and the error terms. Wall and Amemiya (1998) 
observed that the method produces inconsistent parameter estimators in most prac­
tical situations. They proposed the generalized appended product indicator (G.A.PI) 
procedure that extends the Kenny-Judd procedure to more general situations and that 
produces consistent estimators for virtually any practical situation. They also discussed 
standard error estimation and other methodological issues associated with the G.-^PI 
procedure. Their method can be applied using the existing computer packages such 
as LISREL and SAS PROC CALIS. although rather tedious model specification and 
sophisticated fine-tuning are required for each proposed model. Disadvantages of this 
type of model fitting procedure includes the ad-hoc nature based on the rather arbitrar­
ily created moments possibly leading to inefficiency, its applicability only for a limited 
class of measurement models with simple structure, and the considerable difficulty in 
obtaining good standard error estimates necessary for accurate asymptotic inferences. 
.\nother technique for fitting quadratic and cross-product structural models vvzis 
introduced by Bollen (1995. 1996) using the instrumental variables technique, where 
instruments are formed by taking products or powers of the observed existing indicators. 
This technique does not require the normality assumptions for and the error terms, 
but its extension to more general cases is not straightforward. .Also, the method uses 
limited information, and can be quite inefficient. 
Assuming the normality of /( and the error terms. Wittenberg and Arminger (1997) 
considered a fully Bayesian approach, and. Klein. Moosbrugger. Schermelleh-Engel and 
Frank (1997) proposed the use of the EM algorithm for maximum likelihood estimation. 
In addition to the heavy reliance on the normality of all terms, the computational burden 
and difficulty have limited the applicability of these procedures to simple models. 
This paper considers a general polynomial structural model, and introduces a new 
estimation procedure. The procedure is based on an approach that differs from those 
used in the literature. The new method produces consistent estimators for any general 
polynomial model without specifying a distributional form for the latent vector and 
the error terms. Despite its generality, the new approach utilizes an explicit form of an 
estimator, leading to straightforward implementation and fine-tuning as well as to proper 
development of standard error estimators. We present theoretical and numerical results 
justifying the efficiency of the estimator and the accuracy of the associated inference 
procedures. Section 2 describes the general model and approach. The new model fitting 
procedure is explained in Section 3. Asymptotic properties of the estimator are derived in 
Section 4. and simulation studies are reported in Section 5. Section 6 presents an example 
using data from a substance-use prevention study, .\ppendix .A. describes higher order 
moments estimation that may be required in the procedure and Appendi.x B contains 
technical lemmas used in Section 4. 
2 Model and approach 
To define our model, we assume that the linezu- measurement model (1.1) holds and 
rewrite it in the standard identifiable form 
— 
( \ 
/3o 
0 ) 
+ 
/ \ 
/j-hCf, i = 1.2 n. (2.i; 
where the [{p — k) x 1] 13q  and [{p — k) x k] (3^ may contain known elements or restrictions. 
The form (2.1) for a measurement model, possibly after re-ordering the elements of 
2t, is widely used in practice. The factor vectors can be treated as either random 
or fixed. The measurement errors St are assumed to be independent and identically 
distributed with E{et} = 0 and V''ar{e(} = 'S'. and to be independent of /(. .\lthough 
our method and theory can be extended to include some non-diagonal we assume 
for simplicity that the p elements of are independent and thus is diagonal. The 
measurement model (2.1) is assumed to be identified in the sense that 3q . f3y. and ^ 
can be meaningfully estimated. Model (2.1) also applies to situations where a particular 
factor has only one observed indicator, or where some observed variable such as a dummy 
variable is measured without error. In those cases. (2.1) holds with some elements of Cf 
being zero (or some diagonal elements of '3? being zero). Thus, we include such cases 
in model (2.1). and do not assume the nonsingularity of However, we assume that 
there is no redundancy or exact relationship among the elements of z,. .\ special case 
with one zero element in £< is treated as one of the examples in Section 5. 
where is 
\ f 2 t }  
To express the structural model for the factor /(. let /j = 
[k — I) X 1. We consider a general polynomial structural model. 
f i t  = ol ' h { f  
where /i( / 2 f )  is an / z  x  I  vector with each component being a pure or mi.xed power of the 
elements of a is an x 1 vector of unknown coefficients, the (,Vs are independent 
and identically distributed equation errors with mean zero, and i,', is independent of 
the factor and the measurement error £(. The intercept term or the value one is 
typically included as an element of and that the form (2.2) allows inclusion of 
any combination of mi.xed power terras of /jj in /i(/2()-
We consider estimating and making inferences about the structural model coefficient 
vector a based on observations Zt in model (2.1-2.2). One of our goals is to develop 
a procedure that can be justified and useful without strong distributional assumptions, 
and in particular, without specifying the distribution of the factor vector This goal is 
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consistent with the conventional linear structural equation modeling approach of using 
statistical procedures that are applicable for a wide range of factor distributions. A 
nonlinear model is considered most often for nonnormal data, since fn and /.2( cannot 
be both normal if (2.2) is any polynomial with at least one term of order two or higher. 
Thus, it would be useful to develop a procedure that is applicable without worrying 
about the distributional form of f^. 
•Another of our goals is to present an approach that is logically consistent with the 
data analysis practice for developing a structural equation system consisting of a mea­
surement model and a structural model. In practice, we should first assess and model 
the measurement relationship for observed indicators using a factor analysis model of 
the form (1.1) or (2.1). For this, the well-developed linear factor analysis techniques are 
appropriate and useful. It is often desirable to be able to develop a good meaisurement 
model without completely specifying or without being influenced by uncertainty associ­
ated with the structural model. Once a reasonable measurement model is established, 
it would be useful to be able to fit and assess various structural models for latent fac­
tors without re-e.xamining the measurement model. To achieve this goal, we suggest a 
two-stage approach where the first stage is the lineax factor analysis of the measurement 
model with an unrestricted k x 1 factor vector ft, and the second stage is an analysis 
of the structural model for /, based on a fitted measurement model. 
To motivate how the fitted measurement model can be utilized in estimating the 
structural model in the second stage, we will first examine the problem assuming that the 
measurement model parameters /3q. [3^, and ^ in (2.1) are known. For this motivation. 
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we also assume that £( is normally distributed, but do not assume anything regarding 
the distribution of /;. Under these assumptions, we will derive sufEcient statistics for 
the structural model parameters as well as the distributional parameters of 
We first apply a one-to-one transformation to the p x I obser\'ation r, to obtain 
/ \ 
Vt  
I  
= T 
/ \ 
/3o 
V 0 /J 
•2.3) 
where 
T = 
/ 
\ 
l (p-k)  -01  
-r (ifc + r/3i) 
(  ^  \  
\ 
/ 
r = (O.it)'®' 
- I3 \  
( \ 
/ J  
-1 
:2.41 
An alternative form of /, for nonsingulax ^ is 
/. = -1 
I' /J 
^ -1 
1/3;. -1 
\ 0 /J 
which is the so-called factor score for /.. Note that the form of /, in i2.3) does not 
require ^ to be invertible. Note also that 
f t  =  f t  
where rj = (0. It) £( — FUf. 
Since r. and Vt are uncorrelated, and since is assumed independent of e,. it follows 
that /, and Vt are independent under the normality of Cf. Thus, for any distribution 
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of ff's (including possible dependency among //s and non-identical distributions I. the 
joint density for Zt. t = 1.2 n. can be written as 
U Z i . Z 2 . . . . Z r , )  = c Li{Vi . V 2 . . . .Vn)  / l  • /o - • • •  /ni  • 
where c is a constant depending on T in (2.3). Note that v ,  does not involve and 
that all paranneters associated with the structural relationships among the elements of 
/( and with the distribution of /j are contained in L2 but do not appear in £i. Hence. 
given the measurement model parameters. (3^. /3j. and (/,. fn /^) is a sufficient 
statistic for the structural model and the distribution of //s. 
This sufficiency of suggests that we have found a proper combination of the 
original observed p-dimensional Zt vector that should be used in the second stage to fit 
the structural model. That is. we combine = {fn with (2.2) to write 
f i t  = fu^ru  = a '~  ~ r^ .  (2 .6)  
f  2t  ~  f  2t  ~  
where = iru. r'21)'• If f i t  and observed. (2.6) is a nonlinear measurement error 
(errors-in-variables) model. Genercdlv, the estimation of a nonlinear measurement error 
model is not straightforward. See. e.g.. Fuller (19S7) and Carroll. Ruppert and Stefanski 
(1995). However, for a polynomial model (2.6) with information on the measurement 
errors and r2t- a method of moment type estimation procedure is possible and. in 
fact, produces a consistent estimator of a without specifying the distributional form of 
/.,( and Qt. We utilize emd extend one such procedure described for a simple special case 
by Fuller (I9S7. Section 3.1.1). 
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For our structural equation problem, the estimation of the measurement model pro­
vides the necessary information regarding the moments of rj. and r-.( in (2.6). However, 
for our problem, = (fit. ^21)' (2.6) are not observable, and some estimated version 
of /(, /(, from the measurement model needs to be used. Then. /[. - • - /„ ^.re functions 
of estimates of 3^. and ^ obtained from the same sample. Because of this, the 
/j"s are not independent across t even if the underlying //s are. This fact distinguishes 
our structural model fitting procedure from the standard nonlinear measurement error 
model problem. 
3 The estimation procedure 
Based on the two-stage generai approach described in the previous section, we de­
fine our estimator of a in the polynomial structural model (2.2). For the first stage 
where we fit the measurement model (2.1). we can use any existing linear factor analy­
sis estimation procedure to obtain y/n-consistent estimators of the measurement model 
parameters. For e.xample. the maximum likelihood estimator under the normality of /j 
and Ct is a standard method that is known to produce -y/n-consistent estimators with 
good properties for virtually any type of /( and any distribution of €(. See. e.g.. .An­
derson and .Amemiya (1988) and Browne and Shapiro (1988). We denote the resulting 
estimators by /Sq, and Then, by utilizing Pi, and ^ in (2.3). we can obtain 
/ \ 
V t  
J ' J  \ 
I(p-fc) -^1 
-f (it + r^i) 
' ( ' \ 
/3o 
Z t  -
, 0 , 
(3.1! 
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where 
/ \ 
V / 
/ \ 
I(p-fc) 
\ 
-1 
i3.2) 
We combine the mezLSurement modei parameters used in obtaining into B\=i^Q. 
{vec(3•^) ' .  ( veer) ' ) ' .  
In addition, we need to estimate certain moments of rt = defined in (2.6). 
Let a denote the order of the polynomial in (2.2). i.e.. a is the order of the highest order 
element of h{f2t)- Our second stage structural model estimation requires estimators of 
moments of r^t up to order 'la ajid of cross moments of type E{ru7-n\ i • 
Ci  <  a .  where r2 t .t is an element of r^f. For many practical measurement models 
with separate indicators for /u and ^he cross moments are all known to be zero, 
and need not be estimated. Let denote the vector of all such necessarv moments of 
t k  and T2f One part of O-i is the second moment of Tt. 
Srr = V' ar{rt} = [(0.It) — r(Ip_i., —/3i)] ^ i3.3) 
which can be estimated bv 
v ' ' /  
(3.4) 
.\'ote that Tt is a linear function of £<. Thus, if the mecisurement error e, is assumed to be 
normal, all necessary moments for rt can be estimated as functions of elements of Stt-
If the distribution of e, is not normal or is unspecified, we need to obtain a v^-consistent 
estimator of the remaining part of 82 other than Srr. i-e., the necessary higher order 
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moments of Tf We will denote these higher order moments by the vector firr-
estimator of can be obtained by utilizing Vt in (3.1). The estimation procedure 
using ordinary least squares on sample moments of Vt is described in .-Vppendix A. We 
denote such a y^-^onsistent estimator of by jxrr-
Define 
d  =  ( e \ .  e \ y . (3.5i 
e = [d[. e\)'. (3.6) 
Si  = (/3o,(t'ec;3i)'.(uecf)')'. 
02 = ((t'cc/iSrr)'. Arr)'• 
To obtain an estimator of the structural model coefficient ct in the second stage, u-e will 
use and 02 from the first stage. The estimator 9^ was used to obtain in (3.1). For 
the standard error estimation, as well as other quantities will be used. 
.A.S moti\'ated in the previous section, we first consider a method of moment type 
consistent estimator of ct in (2.2) treating fu and f2t (2-6) as observations and 
assuming d^. contciining all necessary moments of Tj, is known. Under the polynomial 
model (2.2). 
h { f 2 t ) f u  =  h ( f 2 t ) h ' [ f 2 t ) a  + h i f ^ t K t  •  (3.7) 
Thus, a consistent method of moment estimator of a based on and 02 can be obtained 
as 
.t=i 
• At-^2), (3.S) 
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where M and m are chosen such that 
E \ m ( f u .  f 2 f  ^ 2 }  \  f t  \  =  h ( f 2 t ) f u .  
(3.9) 
for any fixed /, = (/i,, f'^J. 
Section 5 contains the exact expressions M and m for several practical polynomicd 
structural models. Here, we describe a technique for developing M and m for a gen­
eral polynomial structural model. First, we need to unbiasedly estimate relevant cross 
product terms. 
h { f 2 t ) [ h ' i f 2 t ) .  f u ]  .  (3.10)  
based on ft and 9^, where is treated fixed at this point. Recall the form (2.6), and note 
that 02 contains all appropriate moments of T2t up to order 2a. and E{rit r.jj j 
for Yl'tZi c. < a. Since the elements of h{f 2t) pure and mi.xed powers of the elements 
of f^t of order at most a. and since £'{/( — /(} = 0. 
.4i(/,0o) =  E \ h ( f 2 , )  [ h ' { f 2 t ) - f i t ]  I  /e }  -  h { f 2 , ) [ h ' { f 2 , )  .  f u ]  
is a linear function of powers of the elements of /.,( with order at most (2a — 2). and 
cross products of fu and powers of vvith order at most (a — 1). with the coefficients 
being linear in ^2- Similarly. 
f ,  -
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is a linear function of powers of the elements of f2t with order at most ( 2 a  —I), and 
cross products of fn and powers of /2, with order at most (a — 2). with the coefficients 
being powers of 9^ up to second order. Repeating this process a times, we can obtain 
the following function which will yield an unbiased estimator for (3.10) 
[ M ( f , . 9 . ] . m ( f , . / , . $ . ) ]  =  h i f , } [ h ' i f ^ } .  f i ] - A a f . 9 2 )  +  A , { f . 9 , )  
- . . .  +  ( - i r .4,(/. 0o). (3.11) 
By construction. M  and m  in (3.11) satisfy (3.9), and so can be used in (3.S) to obtain 
a consistent method of moment estimator. 
For our structural equation modeling problem. is not observable and 02 is not 
given. Instead, we can use /( and 9^ from the estimation in the first-stage. Hence, once 
we have found M and m satisfying (3.9). we define our two-stage estimator of a in 
(2.2) to be 
a  —  M  ^ r h  . (3.12) 
where 
M  = (3.13) 
rh = m(/u . /2t • ^2) • (3.14) 
" f=i 
We call d the two-stage method of moment (2SMM) estimator of a. 
Unlike in the measurement error regression problem (2.6) for which (3.S) can be 
used, our "observations" . t  =  i / 2  n, are not independent, and axe all functions 
of an v^-consistent estimator 9i. This fact distinguishes our problem from a regular 
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measurement error problem, and contributes to the considerable difficulty in developing 
asymptotic properties of a in (3.12). However, considering the general difficulties of 
nonlinear measurement error problems and the consistency of (.3.S) for the polynomial 
model, our estimator a possesses considerable appeal. 
In the errors-in-v^riables literature, an estimator of a form similar to (3.12) is known 
to have a heavy-tailed sampling distribution in small samples due to a positive proba­
bility that a matrix of the type M to be inverted may not be positive definite or may 
be near singular. For a class of linear measurement error regression estimators. Fuller 
(1980.1987) suggests a certain type of modification. .A.lthough our problem and estimator 
differ from those of the linear errors-in-variables, we can consider a similar modification 
to improve small sample properties of the 2SMM estimator d in (3.12). We present a 
modification to a that can be used in all types of models covered by our general model 
(2.1 - 2.2), including those with confounded measurement error and equation error (i.e.. 
Jit is related to only one observed variable in (2.2)). In (3.4), Srr defined to be an 
estimator of Srr = Var{rt] for rt in (2.6) including = fu — /u. The (1.1) element 
(Trrii of Srr was included in 62 but was not actually used in the definition of d. Our 
modification to d uses <Trrn. In dealing with (Trrii, recall that, for the case with only 
one observed variable corresponding to fn, we treated the measurement error for such 
a variable to be zero. In this case, the estimated factor score /u equals the observed 
variable. .-Mso, in such a case, the form of Srr gives cTrrn = 0. and the fact that the 
first row of Srr is zero, is used in obtaining m and M in (3.11). 
With this understanding, we develop our smail sample modification to d. First, 
recall the way ( M . m )  was constructed in (3.11). For in (3.13)-(3.i4). define 
(Ml. mi) = 
n "  '• •'  
( i V f 2 . m 2 )  =  ( M . f f i )  —  { M i . f h i ) .  
Q i  =  - t f l  
t=i 
For two matrices 
R,  = 
Qi  rn[  
mi Ml 
1 
= -E 
\ 
fu  
I  
(/u./i'f/.f)) 
R.  = 
(Trr 11 TTlj 
/ —rrt i  —M2 \ 
_ l  
let 7  be the largest eigenvalue of R^ ^ R2R1 ^ • Note that Ri is positive definite but R2 
may not even be nonnegative definite. .N'ote also that 
/ 
R - i  — Ro — 
\ / 
Ql — O'rr l l  
fh M 
is positive definite if and only if 7  < I. See .\memiya (19S5) for the motivation behind 
this type of argument. Thus, to modify (M.m). to confirm more with the model 
structure, and to stabilize M ^ we follow the steps used by Fuller (1987. p.172) for a 
different problem, and define 
(Ml.mi) + [1 - (Mj.ma). 
(M.m) = < 
if 4 > I + 
(3.15)  
(Ml.mi) + 1 1 (M-2.m-2). if :r < I + i. 
where r is a positive constant (much smaller than n). Then, both 
I  - \ 
Q l  m'  
^  m  M J 
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and A/ are always positive definite. Our modified estimator of a in model (2.1 - 2.2) is 
dc  =  M ^rh .  (3.16) 
For the value of r used in the modification, we follow the result obtained by Fuller (1987. 
p. 174) in a different context to suggest a constant satisfying 0 < r < /? -f- 5. where h is 
the dimension of h{f2t) in model (2.1). Note that this modification of [M.rfi) in (3.15) 
is of order K and a and a share common large sample properties. Therefore, all the 
asymptotic properties derived for a in the next section apply also to d. However, in 
finite scunples. a with the proper parameter space modification (3.15) is expected to give 
better statistical and numerical properties than d. Thus, for the actual implementation 
in practice, the use of d is recommended. The simulation study in Section 5 uses d. 
and reports on the choice of r value in (3.15). 
4 Asymptotic properties 
In considering the consistency and asymptotic normality of the 2SMM estimator 
o f the structural model parameter oc. we consider two caaes. In the first. ft.t = 
1.2 n. are assumed to be independent and identically distributed (i.i.d.) but with an 
unspecified distribution. This corresponds to amy situation where data can be considered 
a random sample from a population. To cover all other types of ff including those with 
possible dependency over t. f 2t s are treated as fixed in the second case. The results 
and derivation for the first case are presented in detail, and the results for the second 
case with fixed f2t are presented only in a summary form later. 
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Throughout, model (2.1 - 2.2) is assumed to hold where the measurement model is 
identified and a denotes the highest order term in h(f2t)- For the measurement error Cf 
and equation error c,'(, we assume 
(i) are i.i.d. with mean zero, and are independent of f , :  
IS independent of £( and has variance <t„, 
(ii) Edctp"} < oo. 
For the case with i.i.d. /( = (/n, /^j'- noting that fu is a function and i,"; in model 
(2.2). we assume 
(Hi) are i.i.d.. 
(iv) < DC. 
The second stage estimator ex. uses a x/rT-consistent estimator 0 of the measurement 
model parameter d from the first stage. Recall that 9 = [d\,d',^)' in (3.5) consists of the 
s tandard  measurement  model  parameter  di  and the  necessary  h igher  moments  62.  . \ s  
mentioned in Section 3, the maximum normal likelihood estimator of the measurement 
model parameter Bi possesses good properties. We also introduced a method of moment 
OLS estimator of 9^ as described in .Appendix .A. VV'e present the results for these 
estimators 9i and ^2 in the form of a theorem. 
* f - / 
Theorem 1 Let model (2.1 - 2.2) hold with assumptions (i}-(iv}, and let 9 = (flj . O^) 
be as defined in (S.o) constructed with the maximum normal likelihood estimators ^q. 
and and the OLS estimator 02 described in Appendix .4. Then. 
9 - 9  =  o , { l ) .  (4.1) 
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//. in addition. 
{ i l Y  <  D C .  
then 
d - d  =  i v A ,  +  O p ( - L i  
= Op(-^). (4.-J) 
y/n 
where At are i.i.d. with mean zero and EdAfj"^} < zc. 
Proof: The theorem follows from the standard result for the maximum normal likelihood 
estimator as applied to unspecified distributions of and €« [see. e.g.. .Amemiya. Pan-
tula. and Fuller (1987). Anderson and .Amemiya (1988). and Browne and Shapiro (1988)] 
and from the argument described in .Appendix .A for the OLS estimator of 82- Note that 
the part of At corresponding to 82 is a linear function of powers of Vt = 1 
with highest power '2a. •  
Observe that the result in Theorem 1 holds for 6 obtained by \-arious methods other 
than the one specified in Theorem 1. In deriving the properties of the second stage 
estimator we need only the Theorem 1 result for 9 but not the actual form. Thus, from 
now on. we use 9 to denote any estimator of & satisfying the result of Theorem 1. 
Xow. we derive asymptotic properties of the structural model parameter estimator 
d defined in (3.12). Since the adjustment term in the modified estimator in (3.16) is of 
order n~'. all asymptotic results given here for a also hold for a. Four lemmas needed 
in the derivations are contained in .Appendix B. The ne.xt theorem shows that d given 
in (3.12) is a consistent estimator of or. 
Theorem 2 Let model (2.1 - 2.2} hold ivtth assumptions (i)-'ivi. In addition, assume 
( v )  M  =  E { h l  f 2 t l }  n o n s i n g u l a r .  
Then, as n "X. 
-  p  
a —> a. 
Proof: We write 
6t -o t  = M~' -T^ i f t '02) -  (4.3) 
where 
= •"^(/tT^2) — -^(/or ^ 2)0: • l"!--!) 
and M is given in (3.13). Under the stated assumptions. (4.1] in Theorem 1 and Lemma 
3 in -Appendix B apply. Thus. 
I 4.5) 
By construction of AI  and m in (3.11). 
E  { [ M i U  - 0 2 ) -  h ( f , , ) h ' { f 2 , )  .  U f , .  e . ) ]  I  / ,  } = 0 
for any fixed and thus the unconditional e.xpectation is also zero. Hence, by the 
s t r o n g  l a w  o f  l a r g e  n u m b e r s  a n d  a s s u m p t i o n  ( ? )  —  { i v ) ,  
n   ^ '' 
a.3. .  
" s 
Combining these with l4..5|. we have 
M = ^  hi  f  2 t )h . ' {  f j t )  Op(  11  
= M — Opi 1). I 4.6') 
= o,(l). 
" 7^ 1 
Hence, the result follows from (4.3) and assumption (r). • 
Note that assumption (r) is similar to the standard model identification condition. 
For our polynomial structural model (2.2). with the identification condition for the 
mecisurement model (2.1). assumption Iv) should hold for nearly any distribution of f 
The consistency of or in Theorem 2 is significant because a consistent estimator does 
not generally e.xist for a nonlinear measurement error problem. It is the nature of the 
polynomial structural equation system (2.1-2.2) that has allowed the construction of a 
consistent estimator in an e.xplicit form. 
The development of a in (3.12) was moti%'ated by considering the measurement error 
regression problem (2.6) for Instead of unobservable /,. a actually uses obtained 
from the first stage. .As noted earlier. /,. t = 1.2 n. are not independent, being 
functions of Also, do appearing in and m in (3.13)-(3.14) is estimated from the 
same sample of n observations. Because of these reasons, the estimator of a based on 
fi differs considerably from the standard measurement error regression estimator, and 
the asymptotic distribution of a is rather involved incorporating the variability due to 
the estimation error 0 — 9. To express the dependency of on 6 and its departure from 
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/( in a convenient form. Lemma I in Appendix B shows that 
/,-/, = B,(0-0), i 4. i) 
where 
Bt = \ t. ffa;', 3 . -(Uj 3 U) • 0| i4 .S)  
with Xf = (0 . Ifc) -f. Vt  in (2.3). and F in (3.2). The partitioning of Bt corresponds to 
the elements of 0 = (^g. (rec/3,)'. (recr)'.02)'- ^^so define 
B, = [ r. re®; 3 i(p_,)). -(v: .31^). o]. 
The following theorem gives the limiting distribution of d. 
(4.9) 
Theorem 3 Let model (2.1-2.2} hold with assumptions (i). (Hi), and (v). Also assum,e 
{ H y  £{|e,|-"'} < 3c. 
( ' t ' ) '  E{ \ f ,< oc. 
Then, as n ^ oc. 
v/TTid - a) 4 .V(O.M 'nM ') 
where 
n = Var{ d t }  .  
d t  = i { f , . e 2 )  +  C A t .  
' d £ { f , . e 2 )  d i i f . ^ e . ]  
c  = E< 
• I  
d f :  d d \  f . . e .  
(  \  
Bt  
I 
(4.10) 
(4.11) 
(4.12) 
\ / ) 
is defined in (4-4)- Bt is defined in (4-9), At is as given in (4-2), and M is 
given in assumption (v). 
Proof: Under the stated assumptions. (B.4) of Lemma 2 in .A.ppendi.x B holds for any 
element of M and m. Hence, the same result of form (B.4) holds for any element of 
in (4.4). and 
t=i £ = I  n t=i 
_1_ 
n 
where 
^ _ (d i[h .e2)  d iCf .M)  
V df\ dOn 
I  \  
Bt  
\ / 
•A. typical element of C( is a polynomied in f2t a^d Ct of order at most '2a. Thus, by the 
law of large numbers.  ^517=1 c.  Combining this  with Theorem I .  
f=l f=l 
I 
\/n 
(4.13) 
where dt is given in the theorem. By construction (3.11) for M and m. under model 
(2.2). i{ fi. 02) can be written as a polynomial in and e< with the highest power 
of fot being 2a — 1. the highest power of £( being 2a. and E{i{f^.d]} = 0. Hence, it 
follows from Theorem 1 and assumptions (i). {ii)\ (Hi), and {ivY that dt in (4.11) is 
i.i.d. with mean zero and finite covariance matrix Q. Hence. 
4=i:^(/,,02)-^.v(o. n). 
V" t=:l 
(4.14) 
The result now follows by combining (4.3). (4.6), and (4.14). • 
In many applications, assuming the normality for the error e« in the measurement 
model is not unreasonable. In such cases, the estimator of the large sample covariance 
matrix of a can be obtained easily. As shown in the proof of the next theorem, with 
normal et . and At in dt of (4.11) in Theorem 3 are independent, and 
n = Var{£{ft.02)} + CVar{A.t}^ . (4.15) 
[f we use a standard estimator of 6 in the mecisurement model (e.g.. the maximum 
normal likelihood), a standcird estimator of (i.e.. the approximate l'ar{^}) 
is also readily available. For example, for the mciximum normal likelihood estimator of 
9. the estimator T of V'ar{At} obtained assuming normal et satisfies 
t A Var{A(} (4.16) 
for virtually any unspecified distribution of ft (.A.memiya. Pantula. and Fuller 1987). 
.•\lso. an estimated large sample approximate covariance matrix can be obtained 
straightforwardly using the output from standard software packages such as LISREL 
and SAS CALIS. In addition, a simple consistent estimator of Var{l( f,, 02)} in (4.15) 
can be constructed without assuming any distributional form of /j. The expression for 
a consistent estimator of the limiting covariance matrix of d is given after the next 
theorem. 
If we use the knowledge of normal et in the estimation process, there are two possible 
estimators of 9-2 that can be considered, and thus two possible a. Note that for normal 
£(, all higher order moments of Vt are functions of the elements of Err in (3.3). Thus. 
92 appearing in m and M can be expressed in terms of Srr- and 92 is the same 
function of Srr- Since Srr and F are functions of the mecisurement model parameters 
and V'ar{At} can be expressed in terms of the limiting covariance matrix of the 
measurement model parameter estimator, .\lternatively, vve can also consider d obtained 
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without using the knowledge of normal e, and with the OLS estimator of higher order 
moments in 82. The next theorem applies to either of these two estimators, because the 
on ly  d i f f e r ence  occu r s  i n  how 6^  i s  ob t a ined ,  i . e . .  i n  V a r {At} .  
Theorem 4 Let model (2.1 - 2.2} hold with assumptions (i). (Hi), and (v). Assumt 
(ii)" £( is normally distributed. 
i ^v)"  E { \ f 2 t r }  <  
.Assume also that T satisfies (4-16). Then as n oc . 
n A12. 
where 
n  =  +  c ' .  ( 4 . 1 7 )  
^ t=i 
h f f < ^ 2 )  =  r n {  ' f  6 2 )  -  M {  ' f  2 1 / 9 2 ) ^ -
C  = i  V 1-^  
_ r(xi sip.,). 0, 
I .e .  ' 
is defined tn (4.4). 12  has the form (4.15) Xt = (0 .  I fc )Zf ,  and t  is given in 
(3.2). 
Proof: Note that Vt in (2.3) and Vt - - f, in (2.6) are linear functions of e^, and 
are uncorrelated. Thus, under the normality of ei in [ii)"~ Vt and Tt are independent. 
It can be shown that A, in (4.2) is a linear function of the elements of Vtr[. v,v[. and 
possibly higher powers of Vf See .A.memiya, Pantula, and Fuller (19S7). Thus, by the 
independence of (/^rt) and u,. ^(/,,^2) and At are uncorrelated. and Q has the form 
(4.15). 
In considering the first term in (4.15). observe that 
^(/j-^2) = rn{ ' f i .92)  -  M{' f2 f ' ^2)OC -  -  O^) 
t=i  :=l  
1 A 
f=i 
^ i=l 
1 
+-Y.  -  ot)(6c  -  <xyM'{ f , , .d ) .  (4.18) 
•Applying Lemma 4 of Appendix B element-wise to each of the terms in (^4.18). and using 
d — a = Op{^), we obtain 
-  t .hh-h}e \ f , . i2 )  = - '£ t{ f , . e - ! )e ' ( f , .» , }  + 
"  "  s /n  7=1 n t=i 
Hence, by the strong law of large numbers and assumptions (/). { i i ) " .  { H i ) ,  and (u-)". 
(4.19) 
" 7^ 1 
For the second term in (4.15). we first note that C in Theorem 3 can be written as 
d£t \  
r. 
di t  _ di t  
^  T lx , -51 , - , ) .  [3 f : \ f , . e ,  •  d f  
By the independence of (/j;r,) and Vt 
di  
. (4.20) 
f j  [ ~ V t  3 Ifc) > = 0. 
(4.21) 
For the first and last terms in C. by applying Lemma 2 in .Appendix B. 
1 1 A dit 
" h 9 f t  
1 A di t  
"  hi  dd-2  
f ^ , e ,  
1V — 
+ Opi-y=} .  
^ /n  
+ <^p(~7=)-
V"  
(4.22) 
(4.23) 
,s 
For the second term in C which involves Xt. Lemma "2 does not apply directly, but, by-
observing that Xt is a linear combination of and £«, the argument used in the proof 
of Lemma 2 applies directly and shows 
I A 1 A 
. ip-fc) — { X t  3 Ip-fc) -f Op(^). (4.24) 
Recall that F = F + Op(-^). Therefore. (4.20)-(4.24). the law of large numbers, and 
assumptions and {iv)" imply 
V ^ C .  ( 4 . 2 5 )  
Hence, the result follows from (4.16), (4.19), and (4.25). • 
Noting (4.6), under the assumptions of Theorem 4. we can use 
V  { d t )  = - M ~ ' (4.26) 
n 
as an estimator of the appro.vcimate covariance matrix of oe. for making inference regarding 
a. Likewise, if the modified estimator for a is used, that is. a described at the end of 
Section 3. then the associated appro.ximate covariance matrix is computed as 
V{D} = I'4.27) 
where M is given in (3.15) and is computed as in (4.17) but using M. m. and d 
when constructing t. 
.Vote that Theorem 4 does not require any particular distributional form of Thus, 
the asymptotic covariance matrix V{q:} in (4.26) and V{q:} in (4.27) can be used for 
any unspecified distribution of /jf Our experience with simulation studies hais shown 
that V{d} derived for normal Et is also a good estimator of the asymptotic covariance 
matrix of d with higher order moments in $2 (i.e.. d without the normality of et) for 
a variety of distributions for Cf Thus, d and V^jd} can be used in a wide range of 
practical situations. 
We now consider the second case where the /^j's are treated cls fixed constants 
instead of i.i.d. random variables. Such a ccise is applicable when n individuals in 
a sample cannot be considered as a random sample from some population. With the 
independence between f2t and other terms, the case with fixed f2t can also be considered 
as a conditional model given the set of /j/s in a sample. Thus, the inference procedures 
developed for fixed apply as proper conditional inference procedures for situations 
where /jt s are random but not considered i.i.d. (e.g.. seriaJly correlated). 
Let model (2.1-2.2) hold with assumptions (i) and (u)'. .\ssume that 
1  1  
_  ro i  rai 
" : = 1 
exists for Qi + Q2 + • • • + oc{k-i) < 4a — 2. .•\lso assume that 
M = lim -y:/i(/2,)/i'(/.J (4.2S) 
"-+00 a ^ 
is nonsingular. Then, the result of Theorem 3 holds with m given in (4.28) and 
= plim — S^dtd'i . (4.29) 
n ^  
where dt is defined in (4.11). Therefore, the estimated covariance matrices (4.26) and 
(4.27) for d and d can also be used to mcike large sample inferences for a even when 
/2t"s are considered fixed. 
so 
5 Model examples and simulations 
This section illustrates the actual implementation of the "iSMM procedure using spe­
cific examples of model (2.1-2.2). and presents simulation studies. The first sub-section 
includes a detailed description of the steps needed to carry out the 2SMM procedure. 
The first two sub-sections consider two simple second order polynomial structural mod­
els along -.vith the so-called simple structure or block diagonal measurement model. In 
such a measurement model. /3, in (2.1) is block diagonal with only one nonzero element 
in each row. i.e.. each observed variable is related to only one factor. For such simple 
situations, the existing procedures mentioned in the introduction are available. In fact, 
it is only with this simple block diagonal measurement model that the other existing 
methods can be applied. The simulation studies for these models demonstrate the supe­
riority of the 2SMM estimator over the existing ones. .As noted earlier, the 2SMM caji 
be applied to any polynomial structural model (2.1) and any measurement model (2.2) 
without the block diagonal (3^. That is. the 2SMM procedure can be used for many 
polynomial structural equation problems for which the existing methods cannot be used 
or have considerable difficulty. To illustrate this point, the third sub-section presents 
the formulas needed for implementing the 2SMM estimator in various models which are 
not covered by other existing procedures. .An additional simulation study is included in 
the third sub-section. 
SI 
5.1 A simple quadratic model 
We first illustrate the 2SMM procedure in detail using the quadratic structural model 
for two latent variables fu and /2t. 
f i t  — ao + Qi/ j t  + (^2/21 • f5 .n  
We consider a situation with four observed variables Zt  =  -24.- 3 t .-4f} where one 
indicator directly measures fu and the remaining three are related to /a/. With only 
one indicator for fit, the measurement error in that indicator and the equation error c,'r 
cannot be distinguished. Following our convention to express the measurement model 
in the general form (2.1), we act as though fu is measured without error, and write 
/ -H ^ 
~2t  
-3t 
\ -4t } 
( -^01 \ 
io2 
0 
V 0 ) 
/ 0 \ 
32 0 
1 0 
\ 0 1 / 
/2£ 
/U 
(  \ 
( -21  
^3t 
\ 0 / 
(5.2) 
where the coefficients have identifiable block diagonal form, and = (tit. t2£. £34)' con­
sists of mezisurement errors with 
\^ar{e,} = 
( vx 0 0 
0 U2 0 
V 0 0 ii'a 
It is assumed that /at, <^t, (•2t, £34 are independent, but no assumptions are made 
about the distributional form. The measurement model (5.2) with an unrestricted 
Var{(f2t, fit)'} can be fitted using a standard method such as the maximum normal 
likelihood to obtain 3oi, 3o2, X, 32, Ci, V2, and c's- Then, the factor score estimator in 
(3.1) gives 
f i t  — ~4t  •  
h t  = -3« — r V2t  
where 
j^'U — -It ~ -^01 ~ • 
= ~2t ~  -^02 — J2-3J •  
r = —li'a [ i3 i  .  j^) 
/ - ^ 
c'l 0 
LV 0 IL'2 j \ / 
t.'3 (i?l • -^2) 
-1 
Recall that for the second stage we will need estimates of the moments of 
T ,  =  
V ^2^ j  
(  \  
fu 
\ ^2' } 
Since there is no error associated with /it. = (0,r2»)'. and Srr in (3.3) is 
/ \ 
0 0 
Stt = 
0 a-.., 22 / 
where 
rr22 — *^'3 " (-^1 - ^2 ) 
0 ^ 
L\ 0 
+ 
\ / 
C'3 ( J l  .  J2)  
-I 
V -^2 / 
t'3 
Since the structural model (2.2) is quadratic with a = 2. and since no distributional 
assumption is made, the 3'"'' and 4''*' moments of r^t also need to be estimated. VVe 
describe the use of the OLS procedure given in .Appendix .A. for obtaining £'{r2j} and 
E{r.2j}. We first estimate the 3'"'' and 4''' moments of £< = (tit, £21? ^sr) based on l'u ajid 
Forming all possible 3'"'^ and 4''" sample moments of (i'u, i'2t)- and taking appro.ximate 
expected values, we can write 
S3 
1 " 
-E 
/ '-u \ ^ 1 0 
0 0 
i - i t r l  0 0 
\ / lo 1 - j? / 
E{4)  
) 
-r u'^t. 
/ 
^•u  ]  ' 6jfc-il.'3 \ (1 0 
n ^3\32V\V2 0 0 i?j2 
E — ViC- j  J^'-'2'-'3 "t" L-l l-'3 = 0 0 •^1^2 t=i i3 i32V2 fr'3 0 0 in jl 
\ 
• 4 
V 6i|r2f3 1 io ) 
! 5.3) 
(£{<} 
E{c^} ] — u4f 
V  E { c l }  
where uS, and ti4f represent error terms. The OLS estimators £'{e?}. E{(-2}- ^{^3}-
E{ei}. £"{£0}. and £"{£3} are obtained by applying OLS to (5.3). In applying the OLS 
procedure, the moment inequalities need to be incorporated. Thus, if any l\ is estimated 
to be zero (i.e.. a boundary case), then we set E{c^} = E{c'}} = 0. .A.lso. to make sure 
that V'arUe, . ef)'} is non-negative definite.we need to have ^ — L'f. If 
'•"1 
a value of does not satisfy this. £'{ef} is set to be the right hand side of the 
inequaiity. 
Once the estimator of the and 4"* moments of St are obtained, ^{roj} and E{ri.} 
can be estimate by noting that rjj in (2.6) can be written as a linear combination of £( 
^2t = C [(l:, '2l: '3,Jl )£i( + (l:. ' lt- '3^^2)£2J "i" (!- 'l '- '2)^3«i .  
where c = [v2i-'33^ + + t'iL'2] '. Therefore. 
[ ( £ " { £ ? }  +  ( C ' i t ' 3 , J 2 ) ^ £ ' { t 2 }  +  •  
E{r^} = c*  [(r2C'3,Ji)"^£'{£i} + (l-'li.;3,^2)^£'{t2} + ('''I'''2)^£'{£3} 
4-6(t'iL'2t'3)^U3 + 6(Ui f2^3)^L'i'^2 + 6( L-'i L'2i.'3)^L'2^f 
S4 
where c = . VVe point out that the same method and ar-
t J 
gument also works if there are three instead of four observed Zt variables with only two 
related directly to f2f With f, and 9^ = {arr22- E{rf}. E{rf]) from the first stage, we 
can now proceed with the second stage. 
We write the structural model (5.1) as 
/u = (Qq. 0:1, 02) / I \ +017) h{f21)-r • 
f2t 
V fi / 
and follow the procedure described in (3.11) to develop functions Af and m satisfying 
(3.9). With fu = fit = -4t- we first form .4i in (3.11) as 
[h'{h,).fu] I /, } - . fu] 
= Et .  
1 {fi-rJ'2t) (/«-r^2t)^ fit 
ift-'rrot) [ft+T2t)^ ift-rrot)^ /ui/z+ro^) 
, \(ft+J'2t)^ (ft+^lt)^ /lt(/f+^2£)^ 
/ 1 f2t fl fu \ 
- f2t fl fl fuf2t 
\ f l  f l  f l  f u f l J  
0 cr rr22 
<^rr22 3/2jCrrr22 + CTr^ 
0 
0 
0 
0 
w 
^rr22 ^f2t(^rr22 ''t 6/|jO"rr22 "T fltO'rrl2 
here and ct^h = The next step is to form .42 as 
.421/,,02) = E \ A i { f , . d 2 )  f, - .4I(/,.02) 
0 0 0 0 
0 0 0 0 
0 0 6cr;, 0 
Since the quadratic model is of order 2. no more .4 matrices are needed. Thus, by (3.11! 
[M(/2£ . 92), rn{fu, f2t-: ^2)] = h{f2t) [ h'{f2t] • fit] - --^li ft • ^2) + M i f t -  ^ 2). (5.4) 
S5 
and d in ( 3.12) can be formed as 
a = M 'm. 
where 
1  "  . . .  
m = -y m(/n,/2i. 02) • 
" 7^ 1 
The modified estimator d in (3.16) can be obtained using M and fn in (3.15) based on 
(0.4). 
These estimators d and d have been derived without assuming any particular distri­
butional form for £(. or 0 in (5.1-5.2). The procedure simplifies considerably if the 
normality for the mezLSurement error Cf is assumed. In such a case, the OLS estimation 
of higher order moments of r^t are not necessary, and and cTr-i in 62 can be estimated 
by 0 and 'Za^22- respectively. 
A simulation study wcis conducted to compare the 2SMM estimation procedure to 
three existing procedures that were briefly discussed in the introduction. The simple 
structure of the quadratic structural model (5.1) and the specific mecisurement model 
(5.2) allows the use of the generalized appended product indicator (GAPI) procedure 
introduced by W'all and .Amemiya. instrumental variable (B-I\'') procedure of Bollen 
(1995. 1996). and the so called Kenny-Judd (K-J) procedure given by Kenny and .]udd 
(1984). In the simulation. 1000 data sets with sample size 500 each were generated from 
the quadratic structural equation model (5.1-5.2), where the true parameter values were 
3i = O.S, J2 = 0.6, 7o = 3. 7i = 10. and 72 = -2. The factor f2t and the errors e, and 
86 
were generated as scaled and shifted uniform random variables. We set \ ar{f2t} = 1. 
and the variance of each element of (ef.Ct ) was chosen so that the reliability for each of 
the observed v^ariables. r,/s. i = 1.2.3.4. was 0.75. The four procedures were applied 
to each of the 1000 data sets. Figure 1 displays the bo.xplots of the estimators of the 
quadratic coefficient Q2. and Table 1 presents the empirical biases, standard deviations, 
and mean square errors of the estimators for all structural model coefficients. Even 
with the laige sajnple size of 500. the Kenny-Judd estimator is far off from the true 
value, indicating that the Kenny-Judd procedure fails for nonnormai data. Compared 
to the 2SMM and G.API procedures, the instrumental variable estimator by Bollen has a 
larger bias and a much larger variance, giving rather poor efficiency. For this model, the 
performance of the 2SMM and GAPI procedures are similar, but the 2SMM estimator 
gives the smallest bias and the smallest variance among the four procedures for all 3 
coefficients, as can be seen in Table 1. 
Table 1 Empirical bias, standard deviation, and mean square error of 4 
estimators over 1000 samples 
2SMM GAPI B-[V KJ 
bias -0.02S64 -0.05240 0.37860 3.16933 
std 1.70528 1.70937 2.55348 1.15817 
mse 2.90880 2.92468 6.66361 11.3860 
bias 0.03265 0.05341 0.24404 -2.52399 
std 1.26717 1.28945 2.01365 0.84790 
mse 1.60679 1.66553 4.11434 7.08945 
Q2 bias -0.00708 -0.01056 -0.04335 0.41757 
std 0.21838 0.22140 0.34462 0.14722 
mse 0.04774 0.04913 0.12064 0.19604 
S7 
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2SMM GAP! B-IV KJ 
Figure 1 Boxplots for four estimators of the quadratic coefficient Q2 over 
1000 samples for the quadratic model 
5.2 A simple cross product model 
This sub-section deals with a simple version of the cross product structural model and 
the block diagonal measurement model, for which the existing methods can be applied. 
Consider the model 
fit = QO + Ckl/2t + + Q • 
(5.5) 
ss 
( ]  ( Joi ^ / Jii 0 0 \ f £lf ^ 
~2t 3O2 J21 0 0 i-2t 
-3t 3O3 0 J32 0 (-3t 
-4t 3O4 
0
 n 
0
 ( \  £4f 
= Jo5 + 0 0 i,3 f2t + 
-^06 0 0 3^3 \  h t )  cet 
~rt 0 1 0 0 
-8i 0 0 1 0 
V -9« y I 0 l o o  I ) \ £9< / 
Because of the simple structure of (3^ and of the diagonality of ^ = V'ar{ef}. Srr in 
(3.3) h£LS the form 
/ <Til 0 0 \ 
^7*7* — 0 "^22 0 
\ 0 0 0r33 / 
Also. (5.5) has another nice feature that no higher order moments of Tt (other than 
Srr) need to be estimated. Hence. O2 = (ciir^7'22,<^33) for a-^y unspecified distribution 
of the errors in the meaisurement model. For this model. M and m in (3.11) with 
h-(f2t-fzt) = f2t-, f2tfzt)' are 
M{f2tj3t.92) = h(f2tj3t)h'if2t,f3t)-
T T l ( / f ^ 2 )  =  h { f 2 t , f 3 t )  f i t -
/ 0 0 0 0 \ 
0 <T22 0 /3i<^22 
0 0 (T33 f2tO'33 
\ 0 f31(^22 f2t<^33 f21^^33 + f3t^l2 ~ cr22<''33 / 
For simulation, we used the model (5.5) with ao = 2. ai = 1. Q2 = I. and as = 
2. The true measurement model parameters were Jq, = i. i = 1.2 6. Jn = 0.5, 
J21 = 0.4, i32 = 0.7. J42 = 0.3. J53 = 0.4, and 3^3 = O.S. We generated J2t and f3t as 
normal random variables with fif2 = —0.5, pi/3 = 0-5. VaT{f2t) = V'ar(/3,) = 1. and 
Cov{f2tj3t) = 0-5. The error terms Q and e,t . i = 1 •. • 9, were independent normal 
random variables with V''ar{(,"t} = 0.1 and V'ar{c.t} chosen so that the reliability for each 
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observed was a constant R. For the common reliability R. we considered three levels 
R= 0.45. 0.75. and 0.90. We also considered three sample sizes n=200. 500. and 1000. 
For each of the 9 factor combinations of 3 reliabilities and 3 sample sizes, we generated 
1000 samples. Since the Bollen's instrumental \'ariable and the Kenny-Judd procedures 
are much less efBcient. our report here concentrates on the GAPI and 2SMM procedures. 
For each sample, the parameter estimates and standard errors were obtained. For the 
GAPI procedure, we used the normal likelihood discrepancy function with all possible 
product indicators appended. For the description and the standard error formula, see 
Wall and Amemiya (1998). For the 2SMM approach, we considered d in (3.12) and a 
in (3.16) with r = 1.4.9. The performances of the four 2SMM estimators were very 
similar, but a tended to have a heavier tailed empirical distribution. For the modified 
estimator d. the mean squaxed error decreased with larger r. although the bias increased 
slightly. Here, vve report only on the modified estimator d with r = 9. The asymptotic 
standard errors for d were obtained by taking the square root of the diagonal elements 
of (4.27) 
We concentrate on the comparison of the GAPI ajid 2SMM estimates of the cross-
product coefficient 03 in terms of root mean square error and the coverage probability of 
the nominal 95% asymptotic confidence interval. The coverage probability was obtained 
cLS the proportion of times in 1000 samples that the true value of the parameter falls 
within the 95% two-sided asymptotic confidence interval formed by taking the estimate 
plus or minus 1.96 times the estimated standaxd error. Figure 2 reports the results for 
sample size 200. 500. and 1000 where the reliability was fixed at 0.75, and Figure 3 
90 
presents the results for reliability 0.45. 0.75, and 0.9 where the sample size was fixed to 
be 1000. Similar conclusions can be drawn from the two Figures as well as from other 
cases not reported here. .\s in the quadratic model case in the previous sub-section, the 
2SMM estimator had uniformly better efficiency than the G.A.PI estimator as measured 
by the root mean square error. The superiority of the "iSMM procedure over the GAPI 
approach is more pronounced in the coverage probability plots. .As seen in Figures 2 
and 3, the asymptotic confidence interval using a and its estimated standard error has 
an actual coverage probability that is nearly equal to the nominal level for all samples 
sizes and reliability levels considered, .•\lthough the coverage probability for the G.-\PI 
confidence interval should not be considered particularly poor, the actual coverage was 
consistently below the nominal level. In fact, only in the case with reliability 0.90 and 
sample size 1000 was the GAPI coverage probability not significantly different from 
the nominal level of 0.95 as measured by simulation variability. Thus, the asymptotic 
inference procedure based on the 2SMM estimator can give very accurate results in most 
situations, and is more preferable for practical use thaxi the G.API even when both can 
be applied. 
5.3 Some models not covered by other methods 
In this section we present three models that should be of practical interest, but that 
cannot be fitted using the other existing estimation procedures. The 2SMM can be 
used for these models, because it does not rely on a special form for the measurement 
model, and because any polynomial structural model can be fitted as long as and 
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1000 
Figure 2 Root-MSE and coverage probability for the cross-product coeffi­
cient 73 by sample size. The solid line in each plot represents 
2SMM estimates ajid the dotted line represents GAPI estimates. 
KelMbtlity K«jMbiJiry 
Figure 3 Root-MSE ajid coverage probability for the cross-product coeffi­
cient 73 by reliability. The solid line in each plot represents 2SMM 
estimates and the dotted line represents GAPI estimates. 
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9  can be obtained from the measurement model. The three models considered here 
are: the cross-product model with unrestricted (3•^ in the measurement model, the cubic 
model assuming normal measurement error, and the quartic model assuming normal 
measurement error. For each model. iVf and m in (3.11) needed for the 2SMM estimators 
Q: or d are given explicitly. Also, we report on a simulation study for the cubic model 
with fixed f^t, showing the practical usefulness of the 2SMM procedure. 
First, consider the cross-product model 
fit = Q!0 + 01/24 + + 013/21/31 + Ct • 
with the general measurement mode! (2.1) with unrestricted I3i. For this situation. Srr 
in (3.3) is not diagonal, and we write 
•rr = 
( (Til cri2 <^13 
(T21 (T22 <723 
\ C31 <732 ""33 
With h{/2t,/3t) = (l./2t,/3«,/2t/3f)'. M and m for this model are given as: 
M{/2t-,/3t,92) — h.{/2t,/3l)h'{/2t-, f3t) — 
a^2 
('•A3 
Q44 
/ 0 0 0 0-23 \ 
0 1T22 <'"23 *^42 
0 (723 ^33 ^^43 
V (T23 042 ^43 CI44 / 
~}2l<723 + /3t<^22 + ^{''"2t^3t} • 
-f3t<7-23 + /2(<733 + } • 
'^i2t/3t(723 + /2t'^33 + /3t^22 + '-/2tE{rjfr2t} + -f3t ^ {''2t^3t} 
+ E{r2ir2t} — -if23 ~ 2(T22C33 . 
m { f i , e 2 )  =  /l(/2t,/3f,02) /u -
0 
(Ti2 
"•13 
V /lf<'"23 +/2t<7l3 + /3«0'l2 + / 
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Xext. consider the cubic structural model 
f i t  —  Q o  - t -  C i i f z t  - r  0 1 2 / 2 1  ^ ^ f 2 t  •  I 5.61 
with the general measurement model (2.1). where the measurement errors are assumed 
to be normal. For this case, r, is also normal, and the higher order moments have simple 
form. Write 
V 2jrr — (Til <^12 CT21 (^22 (0.7) 
Then, with h { f 2 t )  = (1./2t,/Ir/It)'- ^ 
M{f2t^<^22) — h(f2t)h'{f2t) — 
/ 0 0 (T22 ^f2t(^22 \ 
0 Cr22 21^22 ^f2t^22 3(722 
<722 3/2£<T22 6/2f<T22 — 3(702 10/2!'^22 ^of2t'^22 
\ 3/2:0-22 6/1,0-22 - 30-^2 IO/2V22 - l0/2t0-^2 1-5/2^22 - -l-^/li'^22 ~ ^^<^22 / 
i  0.81 
/ 0 \ 
^21 
2/2x0-21 + /iiO-22 
\ /2j<^21 + /2iO'22 + 2O-2I<7ii / 
Tn(/,, £721, 0-22) = h ( j 2 t ) f u -
For the third example, we consider the quartic structural model 
(5.9) 
fit = CtQ -f- Qif2t -r Oi/lt + <^3/2t + ^ -iftt Ct -
with normal mecisurement errors ej in the measurement model. .As in the cubic model, 
we use the notation (5.7). The M and m for the quartic model can be obtained from 
the case (o.S) by adding an e.xtra row and column in AI and an extra element in m. 
With hif2i) = {I- f2i-: fit- fit' f^t)'- similarly, column) of the matrix 
subtracted from h[f2t)h'{f2t) to form M consists of 
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0,51 — 6_f2/<^22 So'22 • 
(I52 ~ ^5/21^22 • 
<253 = 15/2t<^22 ~ •^^121^22 + 15<T22 • 
<154 = 2I/2V22 - 105/2fCr52 -T 105/2£<Tf2 • 
as5 = 28/2tCr22 — 210/2tCr22 + '^~^f2t<^22 ~ 1-I"0cr22 • 
and the .o"* element of the vector subtracted from h( f2t)fu to form m is 
•^51 = 6/2(/u<T22 +4/2jO-21 — - ^ f  1 1 ^ ^ 2 2  ^  f 2 t < ^ 2 2 ^ ^ 2 1  •  
For a simulation, we use the cubic model (5.6) with qq = —1. Qi = 1. 02 = —1. and 
Q3 = 1. and the measurement model (5.2) described in subsection 5.1 (for the quadratic 
model). We considered three different sample sizes (200. 500. 1000) and generated 1000 
data sets for each. Unlike the previous two simulations. f2t here is not generated as 
a random variable, but is treated as fixed. For each given sample size n. a set of n 
i.i.d. uniform random x'ariables with mean zero and variance equal to 1 was created. 
Then, this same set is used as the values of f2t for all 1000 samples. The error terms 
Et ajid Ct were generated as normal random \'ariables with the v'axiance of each element 
(et.c,"t) chosen so that the reliability for each of the observed variables r./s was 0.75. 
For each sample, the 2SMM procedure was applied, and the modified estimator 6c with 
r -= 9 in (3.15) was obtained. Figure 4 displays the bo.xplots of the estimates of the 
cubic coefficient 03, and Table 2 presents the empirical biases, standard deviations, mean 
square errors, and 95% confidence interval coverage probability for all structural model 
coefficients. The estimator is nearly unbiased for all parameters and sample sizes. The 
coverage probability is remarkably close to the nominal level of 95% for all parameters 
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even with sample size 200. This simulation confirms that the 2SMM performs well for 
higher order polynomial and fixed factor \^lues. 
Table 2 Empirical bias, standard deviation, mean square error and coverage 
probability for cubic structural model over 1000 samples for sample 
size n=200.500.1000 
n=200 500 1000 
Qq bias .0042381 .0088392 0.014106 
std 0.35281 0.20128 0.148888 
mse 0.12449 0.040590 0.022363 
cov. prob 95.7% 94.3% 94.3 % 
Qi bias -0.15771 -0.095156 -0.059599 
std 1.05766 0.60269 0.41532 
mse 1.14351 0.37229 0.17604 
cov. prob 95.2% 96.4% 95.9 % 
Q2 bias -.0086979 -.0053256 -0.014166 
std 0.36223 0.22512 0.16168 
mse 0.13129 0.050707 0.026341 
cov. prob 97.1% 94.4% 94.0 % 
a3 bias 0.10606 0.05S676 0.033675 
std 0.62837 0.36959 0.26132 
mse 0.40609 0.14004 0.069424 
cov. prob 93.9% 94.7 % 95.4 % 
6 An example 
We use the 2SMM procedure to address a research question raised in a substance 
abuse prevention study at the Institute for Social and Behavioral Research, Iowa State 
University. .An intervention program called Iowa strengthening families program (Spoth 
et. al (1998)) was introduced to families with a child in the fifth or sixth grade. .Among 
several research questions addressed in this study, we will focus on how certain parent­
ing skills are related to different child behaviors. Using a portion of the data set, we 
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Figure 4 Boxplots for estimator of cubic coefficient Q3 over 1000 samples at 
three different sajnple sizes, n=200,500.1000. 
examine the relationship between particular parenting skills and self-restraint problems 
in children. 
The parenting skills construct used here is called Intervention-Targeted Parenting 
Behaviors (ITPB). This latent construct represents the overall parenting skills that are 
specifically aimed at improving with the intervention program. The ITPB latent con­
struct has 4 indicators: substance related rules, involvement with child, anger manage­
ment, and intervention-specific communication. These indicators are obtained from a 
self-report questionnaire that was administered to the families in the program. Each in­
dicator is the average of questionnaire items that are recorded on a five-point Likert-type 
scale. The scale is coded such that high \'alues indicate positive parenting skills and low 
values indicate parenting skills that need improvement. Both fathers and mothers were 
given the questionnaire and asked to answer with regard to their own skills and feelings. 
For the purpose of this example, we use only the scores reported by the mothers. 
The measure that is used for self-restraint problems in children is also obtained from 
a self-report questionnaire. The target child in each family is asked to answer yes or 
no to a list of actions that he or she has done in the last 6 months. The questions 
cover a wide range of topics that are related to self-restraint, e.g.. "I yell when 1 am 
angry", and "I have stolen something fiom a store". The responses are coded as 0.1 
such that 1 corresponds to a self-restraint problem. The questions are then grouped into 
school specific self-restraint problems and general self-restraint problems. The counts in 
these two groups axe averaged to form the self-restraint problem measure (SRP). The 
relationship of interest is that between the SRP measure and the latent construct ITPB. 
First, we examine the fit of the measurement model. Let ITPB1-ITPB4 represent 
the four indicators for ITPB described above. Then, the measurement model is 
(  S R P  ^  
I T P B l  
I T P B 2  
I T P B Z  
\  [ T P B A  )  
( 0 \ 
-^01 
Jo2 
-^03 
V 0 ) 
/ I  0  \  
0 Jt 
0 3i 
0 
v o l /  
S R P  
I T P B  -h 
/ 0 \ 
^ i t  
(•It 
^3C 
\ / 
(6 .10)  
The V a r { S R P .  I T P B ) '  is left unrestricted, and the Var{eit, (-At)' is assumed to 
be diagonal. The p-value associated with the chi-square goodness of fit test obtained by 
fitting this linear measurement model to 189 observations is 0.23S. suggesting that the 
model fits well. .Although the data are non-normal, this chi-square test is asymptotically 
valid. See .Amemiya and .Anderson (1990). Given a reasonable measurement model, we 
can obtain the estimated factor score /j, and consider fitting several plausible polynomial 
structural models using the 2SMM procedure. 
9S 
The researchers" overall theory is that there should be an inverse relationship between 
how well parents exhibit the intervention targeted skills and the number of problems 
their child is having in a variety of areas including, self-restraint. For our problem, their 
theory suggests a curved relationship with a distinctive pattern. They hypothesize that 
parents with very limited skills tend to have children with disproportionally more self-
restraint problems than parents with average or above average skills. .-MSG. because it is 
not possible for a child to have less than a zero count for problem behaviors, there is a 
lower bound at zero. Moreover, the theory suggests that the child self-restraint problems 
should level off at a vaJue above zero as parenting skills increase. In practice, a linear 
structural model is fitted to a problem such as this, usually resulting in a poor fit. an 
incomplete description, or a contradictory interpretation. 
For this data, we used the 2SMM procedure with the modified estimator a in (3.16) 
to fit a linear, quadratic, cubic, and quartic structural model to SRP and the latent 
variable ITPB. That is. we considered SRP as 4 different polynomial functions of ITPB 
plus equation error. In Figure o, the four different fitted models are plotted over a 
scatter plot of SRP versus the factor score estimate of ITPB. 
Using the standard errors developed for the 2SMM procedure, we can test the coeffi­
cients of each fitted model. The coefficient of the quadratic term in the quadratic model 
is significeuit, although the quadratic is not flexible enough to depict the type of curve 
suggested by the theory. In fact, the quadratic fit shown in Figure 4 does not describe 
the underlying structure in a sensible way. because it shows the SRP increasing for large 
values of ITPB. and because the fit fails to capture the steep increase of SRP for small 
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Figure 5 Reading from left to right. linear, quadratic, cubic, and quartic 
fitted structural models overlayed on scatter plot of SRP versus 
factor score estimate of ITPB 
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values of ITPB. Therefore, we fitted the more flexible cubic and quartic models. Both 
of these two fitted models in Figure 4 seem to describe the theory well, as the lines 
level off for large ITPB values and increase steeply for decreased ITPB. We find that the 
coefficient of the fourth order term in the quartic model is not significant suggesting that 
the cubic model fits the data sufficiently well. Because the fitted cubic model describes 
and matches well with the researchers" theory in a way that the linear and quadratic 
models cannot, this e.xample demonstrates the usefulness of having a method for fitting 
polynomial structural models with order greater than two. 
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APPENDIX A Higher order moments estimation 
This appendix describes a >/n-consistent estimator of the elements of 62 other than 
Srr. i-e.. all necessary higher order (greater than 2) momentsof in (2.6) and moments 
of type E{Tit r2j,i • • when the distribution of £( is unspecified. .Mote that Vt is 
a linear combination of the elements of with coefficients being functions of /3i and 
and that the elements e,£, i = 1.2 p. were assumed independent. Thus. Qi is a 
linear combination of the moments of e,t. With /3j ajid available for estimating the 
coefficients, vve can estimate any moments of T2t if estimates of the necessary moments 
of e.t's are obtained. Hence, to estimate all necessary moments of T2t up to order 2a. we 
only need to consider estimating moments of the form E{c\^} for 6 = 3.4 2a. 
For a particular 6. we obtain all sample moments of the p — k elements of Vt (i.e.. 
uncorrected sum of pure and mixed powers over n). For example, when b = 3. there are 
p  — k + 2  
/ \ 
p — k 
V 
(  \  
p — k 
+ 
/ v 3 
:A.r 
distinct sample moments of Let Sb denote the vector of the distinct sample 6"* 
moments of Vt, and let <Tb be the vector of the corresponding true moments of Vt in 
(2.3). Since Vt is a linear function of Cj, and since e./s axe independent, o-j is a linear 
combination of E{cff} c = 3,4 ,6. and the diagonal elements of where the co-
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efficients of the linear combination are functions of /3i. Hence, a method of moments 
estimator of the vector of all £"{£(£} b = 3.4 2a. i = 1.2 p. can be obtained 
by applying the ordinary least squares (OLS) estimation minimizing the squared Eu­
clidean distance between (s^. .... )' and ^2a)'- where and ^ are 
substituted in place of /3i and ^ appearing in <Tf,. Because <r(, depends sequentially on 
£"{£^(1 c = 3.4 b, because the dimension of Sj is increasing in b. and because the 
number of 6"' order moments of £< is p for all 6. it follows that this OLS estimator of 
all necessary higher order moments of £( is well defined if the number (A.l) of 3'"'^ order 
moments of Vt is larger thaji or equal to p. This condition is automatically satisfied for 
neajrly all identified measurement models (2.1) including any exploratory (unrestricted) 
factor analysis model and any "block-diagonal" measurement model with each indicator 
being related to only one factor. There are few impractical but mathematically possible 
identified measurement models (2.1) with small p — k ajid unusual restriction on /3,, for 
which (.A..1) is smaller than p and for which the OLS estimation of higher order moments 
of St with unspecified distribution can not be carried out. 
Once the OLS estimators of 6 = 3.4 2a. i = 1.2 p. are obtained, the 
necessary moments of r2t up to order 2a and moments of type £'{rur^j, • - • up 
to c = a can be obtained as lineax combinations with and used in the coefficients. 
Since and ^ are ^/n-consistent, and since the moments of Vt are y^-consistent for 
<Tj,, the OLS estimator 02 is x/rT'^onsistent for 02 under a suitable moment condition. 
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APPENDIX B Lemmas used in Section 4 
In this appendix we will present and prove four lemmas used in deriving the Theorems 
of Section 4. 
Lemma 1 For/, defined in (3.1). /, defined in (2.3). and 9i defined in (3.5). we can 
mrite 
h - f ,  =  
=  B t ( d - d ) .  (B.l) 
where 
= -(u'.S I a:) 
Bt = . 0) 
Xt = (0 . Ifc) zt . 
vt = (Ip-fc , -/3i)et 
and r is defined in (3.2). 
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Proof: It follows that 
f t - f t  =  f [i^o - /?o(/^t -/3i)'x«] -  (r -  r)u( 
= r(^o - (3q )  +  r (a;; 3  I(p- f c ) )  i'ec(^i -  /3i) -  [t?; 3  I k ]  i'ec(f - T) 
/ - \ 
^0 ~ .^0 
veci^i - /3i) 
yec(r — r) ^ 
. ( 1 )  
= B t i e - e ) .  
Lemma 2 Let model (2.1 - 2.2) hold and assume that 9 = {6^ . On)' in (3.5) satisfies 
9  —  0  =  O p ( l ) .  L e t  g i f t , 9 2 )  =  g { f u - i ^ t )  b e  a  p o l y n o m i a l  i n  f n ,  a n d  U t  =  ( f n t - ^ ' i )  
that the maximum order of fn is b and the maximum order of the mixed or pure powers 
of the elements of Ut is c. .Assume also that /jj, £(, Q i.i.d. and £'{l/2ri''^"''*'''} < ^c. 
< cc. and £'{jOi''} < oc. where a is the order of f^t the polynomial 
structural model (2.2). Then, for - (/u,/2t)' (3-1). and /, = (fit-f 21)' (2.3), 
and Bt in (4-9). 
(B.2) 
£=1  t=l 
If. in addition, 9 — 9 = Op(^). then 
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"  t= l  
— —'f^.giff^2) + Op(—7=) 
t=i \/ n 
£ = 1  " :=i \ d f t  d o ^ j  f ^ . e  
/ \ 
s, 
V I / 
iB.3) 
1 { e - e ) ^ o j - ) .  
n 
(B.4) 
Proof: Let g { f t i ^ 2 )  be polynomial in f ,  and 6 2  of order d .  We can re-write g { f f ^ 2 )  
as a polynomial in /, — and 02 — ^2 by taking the exact Taylor expansion up to the 
degree term with all deriv'B.tives evaluated at and 02-
5(/,.02)^-'> 
represent the 7'^ partial derivative of g with respect to and ^2 and denote 
A '3) • • • 3 A for any matrix A. Then. 
9 ( f r - 0 2 )  =  9 { f ^ . 0 2 ) +  ( ^ .  %  
\ d f t  9 9 . ^  f j .  On — ^2 
d'. Va(/,.«2)w, 
j=i J-
~frd. 
/ - .. \ 
f t  - f t  
O-j — Oi 
0<i 
where 
= 
A f f d 2 V ' l  
/ \ 
Bt 
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and (B.l) in Lemma 1 Wcis substituted for /j — f^. Thus, the equalities (B.2) and (B.3) 
follow if we show 
-Ek'"! = Op(l), J = 1-2 d. (B.5) 
:=l  '  
Since, in g i f f d n ) .  the maximum power of fit is b and the maximum power of any 
combination of elements in i/f is c. it follows that d. the order of the polynomial, is less 
than or equal to 6 + c. Thus. 
"J (B.6) 
is a polynomial in /u and /jt vvith the highest order term being d — j  which is necessarily 
less than or equai to 6 + c — j. Under model (2.2), fu is a polynomial in of order a 
plus an equation error Thus. (B.6) is a polynomicd in f2t and Ct of maximum order 
(c + ba — j) and polynomial in of maximum order 6. By (.A..I), a typical element of 
-O-' 
Bt^ is of the form 
n+^(x,)^(r,)^\ {7i +  72 + 1 3 =  J  .  7. > 0}. 
Therefore, a typical element of lo; j is bounded by 
< C2 {\/2, + 
< C3 {cUi.i'*'"+C3i£,r'°+C6i/2,t,r''') loi'irp. 
Being a part of 6. t satisfies f = F + Op(^) i[ 0 - $ = Op(^). Thus, the moment 
conditions in the statement of the lemma ajid the law of large number imply (B.5) and 
thus (B.3). 
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To show (B.4). note that the elements of Bt — St has the form (F — r)[l.  X t ] .  Thus. 
the argument used above shows that 
/ ~ \ 
d e j  1 . 0 ,  0 \ / 
and (B.4) follows, a 
Lemma 3 Let model (2.1 - 2.2) hold with Assumptions ( i )  — ( l u ) .  Let g be an element 
of Af or m as defined in (3.11). Then, g satisfies (B.2). If in addition .Assumption (li)' 
holds, then g satisfies (B.3) and (B.4). 
Proof: A typical element of M is a polynomial where each term is of the form 
Recall that, under {ii) ajid (lu), < oc ajid < oc. and that under (n)' 
moment conditions. • 
Lemma 4 Let model (2.1 - 2.2) hold with .Assumption (i), {ii)'. (Hi), and [iv]". Assume 
E\f2tr < oc. E\et\'^°' < oo. and £"10P < oc. If g is an element of MM' or mm' or 
Mm as defined in (3.11) then g satisfies (B.3) and (B.4) where M and m are defined 
in (3.11). 
5 , + S 2 < 2 a .  
.A. typical element of m is a polynomial where each term is of the form 
h t f ^ t  ^ 2  '  + <^2 < a .  
E\et\*'^ < oc. Hence, Theorem 1 holds for 6. and Lemma 2 applies with the appropriate 
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Proof: A typical element of M M ' .  m m ' .  and Mm. is a polynomial where each term 
is of the form, respectively. 
f 21 ^2 ' <^2 ^ 
6 ,  +  6 ^ < 2 a .  
fit fit ^2 • <^i + ^ 2 £ 3a. 
Recall that E\ei\*°' < oo under {ii)' and that El/od"*" < oo under (iv)". Thus, by 
Theorem I, 6 — 6 = Op{-^). Hence, Lemma 2 applies to obtain the result. • 
I l l  
GENERAL CONCLUSION 
The aim of these papers was to present statistically sound methodologies for fitting 
polynomial structural models. Statistical analysis using such methods can be facilitated 
with cissociated graphical diagnostic procedures. Similar to the types of residual di­
agnostics that are done in ordinary regression, residual diagnostics can be useful here 
for assessing model fit. Because of the measurement error inherent in these problems, 
determining what to define as a residual and how to plot them in the most meaningful 
way is not trivial. .A. number of useful graphical diagnostic techniques were developed in 
the course of this study, but were not included in the papers focusing on the inference 
procedures. 
Two methods developed in this dissertation, the GAPI cmd the 2SMM procedures 
recognize and take into account the existence of measurement errors. The 2SMM also 
uses the principle of sufficiency (or pseudo sufficiency). Perhaps due to a lack of well 
developed techniques for fitting nonlinear structural models, ail too often in the ap­
plied literature one sees measurement error disregarded when a nonlinear relationship 
is being fitted. Given a general polynomial structural model with a simple structure 
measurement model, often researcher calculate '"observations" of the endogenous latent 
variable and "observations'^ of the exogenous variables by taking the simple means of 
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the corresponding observed indicators. In general, these simple means are not sufficient 
for fitting the parameters of the structural model. Moreover, these simple means are 
then treated as observed variables measured without error, and a polynomial regression 
is performed using ordinary least squares. The disregard of measurement error as well 
as the disregard for statistics with good properties should diminish as new sound tech­
niques for fitting nonlinear structural models axe developed. The papers presented here 
axe expected to serve as a good start. 
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