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ABSTRACT To obtain the open or closed time interval distributions of patch clamp signals, several workers have used a
half-amplitude minimum time interval criterion. Within this framework, no transition between states of different
conductance levels is considered to have taken place if it leads to a time interval smaller than a certain critical value.
This procedure modifies substantially the open or closed time interval distribution of the random signal to be analyzed,
since time intervals well above the time resolution of the recording system may be interrupted by short gaps that may or
may not satisfy the minimum time interval criterion. We present here a general theoretical framework by means of
which the effect of time interval omission on time interval distributions can be taken into account. Based on the
mathematical formalism provided by the Kolmogorov forward equation, special matrix operators are first defined. The
general solution to the time omission problem in its integral form is then derived. In view of the poor computational
feasibility of the resulting solution, a first-order approximation is also presented. This approximation consists essentially
in neglecting the contribution of the undetected gaps to the total length of the resulting time interval. The exact and
approximate solutions are then applied to two special kinetic schemes commonly found in single-channel studies, namely
the O-C and C-O-C models. The applicability of the proposed formalism to the time interval distribution problem of a
damped random signal is finally discussed.
INTRODUCTION
Since the introduction by Neher et al. (1978) of the
extracellular patch clamp method (see also Hamill et al.,
1981), electrophysiological studies of excitable and nonex-
citable cells can now be carried out at the single channel
level. There are essentially two basic parameters one can
obtain from patch clamp experiments. For instance, an
analysis of the amplitude of the current jumps can provide
valuable information on the ionic permeability associated
with a specific channel conducting state. However, this
parameter alone does not enable one to relate the channel
random openings and closings to a particular kinetic
scheme. What is required then is to measure for a given
random signal the distribution of open and closed time
intervals, and to use the mathematical formalism provided
by the continuous time Markov chain theory as a means to
interpret the resulting distributions in terms of a specific
kinetic model (see for example Conti and Wanke, 1975;
Neher and Stevens, 1977; Colquhoun and Hawkes, 1977,
1981; De Felice, 1981).
There are, however, several problems related to the
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exact measurement of open or closed time intervals. Due to
the finite time response of the recording system, it should
be clear that very short intervals cannot be accurately
measured. Some time intervals will simply remain unde-
tected, whereas others will reflect more the time response
of the recording system than the actual time interval
distribution of the open or closed channel (see for instance
the analysis of Colquhoun and Sigworth, 1983). It should
also be clear that missing short time intervals will bias the
overall estimate of the time interval distribution. For
instance, if a channel opening is interrupted by a short gap,
an undetected transition at this point will result in an
apparent longer open time interval and thus in an overesti-
mation of the channel open time interval probability
density. This problem becomes especially important in
cases where the signal-to-noise ratio is small, since low-
pass filtering at low frequencies has then to be used to
minimize the contribution of the background noise to the
time interval distribution estimate.
To circumvent this particular problem, several workers
have proposed a half-amplitude minimum time interval
criterion (Sachs et al., 1982; Dionne and Leibowitz, 1982;
Methfessel and Boheim, 1982; Moczydlowski and Latorre,
1983; Bechem et al., 1983, Sakmann and Trube, 1984).
Within this framework, time intervals measured at half-
amplitude and smaller than a predetermined value are
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simply neglected. Consequently, no transition is considered
to have taken place if it leads to a time interval smaller
than a certain critical value. It is assumed in most cases
that this procedure will affect mostly the kinetic pathways
corresponding to fast transitions (flickering) leaving undis-
turbed those pathways related to slower current fluctua-
tions.
To our knowledge, there is in the literature no systematic
analysis of the effect of time interval omission on the open
or closed time interval distributions. Sachs et al. (1983)
and Neher (1983) have discussed in detail the effect of
time interval omission for the simple two-state open-closed
kinetic scheme, but proposed no general treatment of this
problem. One would like, however, to use for the purpose of
analysis, independently of how complex the kinetic scheme
related to a given channel may be, mathematical equations
that take into account as accurately as possible the condi-
tions under which the experimental data were obtained or
selected for analysis. Therefore, we present here a general
theoretical framework by means of which the effect of time
interval omission on time interval distributions can be
taken into account. The present approach should, in princi-
ple, lead to a more accurate estimation of the kinetic
parameters associated with a particular kinetic scheme,
since the computational problems coming from applying
mathematical equations derived for an ideal signal to
nonideal experimental data can be partly resolved.
We will first present the mathematical framework we
intend to use to compute time interval distributions. Spe-
cial matrix operators will be defined and known solutions
to time-interval related problems will be derived. Second,
the exact solution to the general time interval omission
problem will be presented. In view of the complex mathe-
matical form of the general solution, a first-order approxi-
mation procedure will also be introduced. This procedure
will consist essentially in neglecting the contribution of the
undetected gaps to the total length of the resulting time
interval. Numerical calculations will then be used to
validate the proposed approximation. Finally, the general
formalism we obtained will be applied to two special
kinetic schemes commonly found in single-channel stud-
ies.
GENERAL FORMULATION
It is now well established that the random openings and closings of a
single ionic channel can satisfactorily be described in terms of a Markov
process with discrete states in continuous time (Neher and Stevens, 1977;
Colquhoun and Hawkes, 1977, 1981). The basic matrix equation for the
conditional probability P(,(t) is thus given by the Kolmogorov forward
equation, namely,
d P(t) = P(t) Q,
where Pj(t) = probability (statej at time [t + s]/state i at time s), and
where Qv, represents the rate of transitions from the ith to jth state. It is
now standard result that the formal solution of Eq. 1 can be expressed
as'
(p(t) = (p(O) P(t) = (p(O) eQ, (2)
where (p(t) is a row vector equal to [p,((t), p(t), . . . p,,(t)l in which pi(t)
is the probability for the system to be in state i at t given that the initial
probability vector was [PI(O), P2(O) ... p,(O)], and
eQ'= I + Qt + (Qt)22! (3)
If we restrict ourselves to the special case of an ionic channel with only
one possible nonzero conductance level, it is convenient in our case to
express the matrix Q, sometimes called the microscopic generator of the
process, as a sum of two distinct matrices, namely,
Q= T+A, (4)
where T is a matrix formed by all the elements of Q leading to transitions
between distinguishable (i.e., by amplitude) states and A, the matrix that
contains all the remaining entries of Q.
These matrices can easily be obtained using the projector matrices Pro
(open) and Prc (closed) defined as
Pre = E si) (si |, (e = o, c)
kiel
(5)
where {el = set of all the open or closed states, (s; the ith state row vector
given by
(SiIj = (&li, 62i.* - * '6,,) (5a)
with
b,,= Oifij
= 1if i=j (Sb)
and IsS) = (s5 ' = the associated transposed column vector (see the
Appendix for an example of how projector matrices can be calculated).
Note that the {e} will refer to the set of all the open states, if {el is defined
as the set of all the closed states and vice versa. The matrices Tand A can
now be expressed as
T = Pr°QPrc + PrCQPro (6a)
and
A = Pr°QPro + PrCQPrc, (6b)
with o = open, c = closed. The entry (i, j) of the matrix eAl will thus
correspond to the probability that the system starts at t = 0 in state if {el
and ends at a time t in state jE{e} without any transitions to one of the
states in (e} in the interim.
Within the framework provided by this formalism, it is possible to show
that p0(T), the probability density of having an open (e = o) or closed
(e = c) time interval of length r, r + dr is given by
(p,TPr'eArTI U) (7)
where (p., is the steady state solution of Eq. 2 and U) is a summation
column vector with all its entries equal to 1 (see also Colquhoun and
Hawkes, 1981). The expression in Eq. 7 was obtained by considering the
conditional probability that a system stays for a period of time t only
within the states e{e} (the term eA" in Eq. 7) with at re[T, T + dr] a
'Throughout this paper the following notation will be used: row vectors
will be represented by (vII and column vectors by v ). The product of a
row vector by a column vector will thus be written as I VI ) ( V2 |, whereas
(v, v2 ) will represent the scalar product of v, and V2.
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transition from {el to {e) (the term Tdr in Eq. 7), knowing that a
transition from one state in {el to a state in efel took place at t - 0
((pql TpfIU) in Eq. 7).
Omission Problem: The Exact Solution
The time interval omission problem we intend to resolve is
not totally equivalent to the time interval distribution
problem of a damped random two-state signal. The latter
problem includes, obviously, some aspects of the timer
interval omission problem, since very short time intervals
will also not be detected due to filtering. A general solution
to this problem has not yet been worked out; so far, only the
special case of a symmetrical two-state channel has been
resolved exactly (Rickard, 1977; see also FitzHugh, 1983,
for a discussion of the asymmetrical case).
Here we will be concerned solely with how the open or
closed time interval distribution of an ideal signal will be
modified due to the omission of time intervals shorter than
a minimum value Tm. What is required in that case is to
compute the probability density pe(T, Tm), the probability
density of having an open (e = o) or closed (e = c) time
interval of length [i,r T + dr] for a minimum time interval
resolution Tm
The probability density pe(T, Tm) can be expressed as a
conditional probability
p,(T, Tm)dT = P,(B2/B,), (8)
where B, is the event after a stay longer than Tm in the set
{Ie, there is in the interval [to, to, + dto] an observable
transition to one of the states E{e}; to = 0; and B2 is the event
after to, the first observable transition leading to a stay
longer than Tm in the set {-e} occurs at a time T, T + dT (see
Fig. 1 ).
Within the proposed framework, time intervals asso-
ciated with states in {el and shorter than Tm will also be
taken into account (Ti, iodd in Fig. 1). Such an approach was
chosen since it simplified the computational procedure of
Pe (T, Tm) without invalidating the final conclusions of the
present study. It remains nevertheless possible, once
p,(T, Tm) has been correctly estimated, to use for computa-
tional purposes only those intervals in {el longer than Tm
(see Neher and Steinbach [1978] for a discussion of this
problem).
It thus follows from the definition of a conditional
probability that
P,(B, and B2)p,(r, Tm) dT = P-(BI)
us define B2(n) as one particular realization of B2 in which
exactly n stays in the subset {e} have occurred during the
time interval (0, T). Thus
( m PJ[B and B2(n)]
p,(Tr, -r.) dr = ET(I11-0 P;(B,)
where Pe [B, and B2(n)] is given by
(P."I T Pr" eAI (-A-')
TR(n, T, Tm) eAr, (-A-l) TlU)
(p,qITPrEIU) s
(11)
(12)
in which R (n, T, Tm) is a restricted transition matrix
expressed as
R(n, T, Tm) = fdt, . . . fdt211+,eAf T* . . TeA12A+ T
I-_<2 t _ T + di-
[ (13)
t, even _Tm J
The element (i, j) of R (n, T, Tm) thus corresponds to the
probability that a system starting in state i at t = 0 with i e
{el will undergo n transitions into the subset {e}, with each
stay in {e} shorter than Tm and will end in the interval
[T, T + dT] in statej, je{-eW. The constraint T - YTi - T + dT
can be taken into account by using a Dirac delta function,
namely,
b(T - 2 ti)dT= I e=( I) du dT.27r e d (14)
The restriction on T, even _ Tm can be directly included in
the integral Eq. 13. It thus follows that Eq. 13 can be
written as
R(n, T, Tm) = e--fJe' e(A+i"u)t dt T
e(A+I"u)l dtTT e(A+iu)1 dt T] du dT, (15)
where I is the identity matrix. Eq. 15 may now be incorpo-
rated into the summation term in Eq. 11, and the probabil-
ity density pe(T, Tm) reads after lengthly algebra
p.(T, Tm) = (initial, F(T, Tm) final) (16a)
where
(initiaI | (pq T Pr' eAr- (-A-') T
where
(PB T Pr-eTr(eA(-A-l) T|U) (10Pi (BI) = (Pql TPrI|U) ( )
The result in Eq. 10 was obtained by integrating Eq. 7 from
STm to infinity for {e}.
The event B2 can be realized in many different ways. Let
(16b)
F(T, m) = 2f e-ir - (A + iul)-' T
[l -(I-e(A+iuI)vr)(A + iul)-' T(A + iul)- F] du,
(16c)
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and
|final) = eAt- (-A-') T|I U) (16d)
Eqs. 16 constitute the general solution to the omission
problem. However, the matrix function F(r, Tm) needs,
even for the simplest cases, to be computed numerically. A
fast Fourier transform (FFT) program can be used for that
particular purpose, but the computational feasibility of this
integral formalism remains, nevertheless, quite limited.
First-order Approximation
Let us consider the more restrictive case in which 2 t
even <<2tiodd (see Fig. 1). Physically, this inequality implies
that the mean lifetime of the gaps is much smaller than the
mean value of the time intervals in {el. Under this condi-
tion
6(T - . ti) c-(T - Z tiodd) (17)
and the function F(r, Tm) in Eq. 16c reduces, by using the
equality
eMT =-+f eiur (M + iul)-'du
to a more tractable expression, namely
F(T, Tm) = e T,
where
M= A+T(I-eeAT)(-A-l) T.
(18)
case consists merely in multiplying matrices and vectors.
Expressions such as eATm and emTr can be calculated
furthermore using standard methods of linear algebra (see
for instance Moler and Van Loan, 1978).
The exponent in Eq. 19 has several interesting proper-
ties. It should first be clear that for a critical time Tm = 0
the matrix M becomes equal to A. Under this condition,
Eq. 20 reduces to the expression in Eq. 7 as it should be
expected. For Tm = 0 new transitions that were previously
forbidden can now occur. This particular aspect is intro-
duced by the operator - T(l - eAT")(A -') T, where
(I - eA7) is simply the probability operator of having an
interval smaller than Tm. An analysis in which Tm is not
explicitly taken into account may thus lead to erroneous
conclusions since a systematic omission of time intervals
introduces new transition rates that connect states that
were previously disconnected. This problem can be avoid-
ed, however, by using the operator M instead of A while
computing the time interval distribution for a particular
kinetic scheme.
Examples of Analysis
Let us consider as examples two special kinetic schemes
commonly found in single channel studies. The simplest
kinetic model one can use to describe the stochastic
behavior of a single ionic channel remains the two state
open-closed kinetic model, namely,
(19)
The probability density pe(T, Tm) can now be written as
Pe(T, Tm) = (initial, F(T, Tm) final) , (20)
where F(T, Tm) is now given by Eq. 19.
Although the Eqs. 16b, 16d, and 20 appear as complex
expressions, the computational procedure involved in each
{e) t2 t4
K,
C 0.
K2
(21)
The exact solution for Pe (T, Tm) obtained from 1 6a reads in
this particular case
pe(&T, m) = e-K2rm I J '14[ a(u) du27r [1 - a(u) b(u)]
t6
(22a)
t2n
(e) tl t3 t5 t2n+l
F ~~~~~~~~T 0
T~~~~~~~T
FIGURE 1 Schematic drawing of a random two state signal with brief intervals in {el. The time intervals t2, t4 . . . 2W, refer to time gaps of
length smaller than the critical time, Tm. The resulting time interval in {e} will be equal to r.
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with
a(u) = K1(K1 - iu)
b(u) = (K2 (1 - e-(K2-iu)Tm). (22b)
The probability density p0(T, Tm) can easily be derived
from Eq. 22a by substituting K1 by K2 and vice versa. We
show in Fig. 2 the results of numerical calculations in
which Eq. 22a was computed using an FFT algorithm. The
value of K, and K2 was set to 1 in this particular case and
p¢(T, Tm) was estimated for values of Tm ranging from 0 to
1.0. As seen, an increase in Tm results, for time intervals
>2.0, in an overestimation of the time interval probability
density. This corresponds to the expected behavior of a
random signal in which short time intervals have been
systematically omitted. We note also that the time interval
probability density for times smaller than Tm is not equal to
zero. This particular point arises from the approach we
used to compute probability density pe(T, Tm), the restric-
tion in Eq. 13 being applied only to ti,even the time intervals
of the gaps. Such a procedure does not rule out that ti,d
may be smaller than Tm, and thus predicts a nonzero
80*
0
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probability density for the tiWd intervals (see Fig. 1). In
cases where Tm is comparable to or greater than Kj l or
Kj1-, it should also be apparent that the probability density
pe(T, Tm) does not remain a single exponential function (see
Fig. 1 e). This particular point is especially important since
it may lead to an erroneous conclusion concerning the total
number of states to be associated with a time interval
distribution function p,(T, Tm). This problem can, however,
be avoided by taking only values of T greater than Tm. A
more useful expression can be obtained using the approxi-
mate formulation proposed in Eq. 19. It may then be shown
that (see Appendix I) the probability density p-(T, Tm)
reduces to
PA(T, Tm) = K1 e-K27m e-(Kle-K2.),r (23)
with Po(T, Tm) = ?c(T, Tm) K1 * K2.
As seen when Tm = 0, c(T, 0) = Kle-KlT, which is a
standard result for the kinetic scheme proposed in Eq. 21.
It should also be clear from Eq. 23 that bc(T, Tm) and
?0(T, Tm) will remain single exponential functions as long as
the approximation in Eq. 17 is valid. The values of K, and
K2 can, in principle, be obtained from ?,(T, Tm) and
p0(T, Tm) by computing for various values of Tm the semi-
logarithm slope of Pe(T, Tm), (e = o, c) vs. Tm.
Similar expressions have already been reported in the
literature using a different mathematical approach (Neh-
er, 1983; Sachs and Auerbach, 1983). The expression
proposed by Neher (1983) can be reconciled, if one takes
into account in our computational procedure the mean
duration of the interruptions. This is in essence equivalent
to replacing Eq. 17 by
b(T - z ti) 1J_ du e iu( 2t1 (1 + iUt2k)], (24)
where e'"ut has been approximated by (1 + iut,,,). The
first-order terms will yield directly the expression proposed
in (23), whereas keeping the second-order terms will lead
to the results found by Neher (1983) for the two-state
model. It will be shown by comparing the exact and
approximate solutions for a more complex kinetic scheme
that the approximation proposed in this work should, for
most experimental cases, be adequate.
Let us consider as an example of a more elaborate
kinetic scheme the following model:
K, K3
C 0 ' C
K2 K4
(25)
ODOO 1.200 2400 3.600 4.800
NORMRLIZEO TIME
FIGURE 2 Results of numerical calculations in which tl
(Eq. 22) for a two state model was computed using an FFT algorithm.
The time constants K, and K2 were set to 1 s-'. The value of the critical
time Tm was varied from 0 to 1 s. An increase in the probability density for
normalized times (K Tm) greater than 2 can be observed as the value of Tm
is increased.
, Detailed calculations presented in Appendix show that
6.000 7.200 within the limits provided by approximation discussed
previously, the probability densities p0(T, Tm) and P,(T, Tm)
he exact solution now read
Po(T, Tm) = -Xo eXO (26a)
=[K, K4+X) KKK4
=AIM 4"' K e2)e + (X - 2 1 eX27 (26b)
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where
=oZ -((K2 e-Kl7m + K3 e-K4m)
A1/2= 2(-[K, + K4+ (Q -1)k
± {[K, + K4 + ( -I)K]2 - 4KIK40I1/2)
=
K2 K+K31K2+K K2 +K3
and
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The results obtained in Eqs. 26a and 26b illustrate again
more clearly that the omission of time intervals shorter
(26c) than Tm does not lead, as long as the limits expressed in Eq.
17 are valid, to time interval distribution functions contain-
ing additional time constants not present in the standard
formalism obtained by assuming Tm = 0. The number of
(26d) states related to a particular kinetic scheme can thus be
always correctly estimated within the limits provided by
Eq. 17. However, the time constants will be substantially
(26e) modified and a correct evaluation of the rate constants
does not appear to be possible without taking into account
explicitly the effect of Tm on pc(r, Tm) or p0(r, Tm). If one
assumes furthermore that the value of Tm is selected so that
(26f) K4rm >> 1 and KlTm << 1, then the resulting probability
1.0 RS
2.5 MS
0
lo:
*n
0
0
o0
if
>-N
znl
W O
O
<: O
CD n -
a
or
U)
p
0
3.000 6.000 9.000 12.000 15.000 18.000
TIME (IS)
5.0 "S
0.000 3.000 6.000 9.000 32.000 15.000 18.000
TIME (MS5
FIGURE 3 Comparison between the exact (continuous line) and approximate (discontinuous line) solution for the closed time interval
distribution pc (r.rT) for the three-state model C-O-C. The value of pc (r, Tm) was computed using Eq. 16a in one case and Eq. 26b in the
other. The value of K,, K2, K3, and K4 were equal to 75, 25, 100, and 500 s-', respectively. The value of Tm was varied from 0 to 5 ms. Both
solutions were found to be equivalent for values of Tm smaller than 2 ms.
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density for the open state intervals becomes
p(-T, Tm) K2 e-K2 (27)
Under such conditions, it is thus possible by means of a half
amplitude minimum time interval procedure to systemati-
cally remove the "flickering" component of a random
signal from the slower kinetic pathways. It should also be
clear from the Eq. 26c that the four rate constants K,, K2,
K3, and K4 can be obtained by considering the variations of
Xo as a function of Tm. The value of Xo can be easily
measured since the open time interval distribution in this
particular case corresponds to a single exponential func-
tion. The solution expressed in Eqs. 26a-26f was obtained
assuming the condition in Eq. 17. In Fig. 3 we compare the
exact solution of p,(r, Tm) as computed from Eq. 16a for
the C-O-C model and the approximate solution proposed in
Eq. 26b. As seen both solutions will agree rather well for
values of Tm smaller than 2.5 ms. This result is interesting
since the value of 1/K3 and 1/K4 in this particular case
were equal to 10 and 2 ms, respectively. It thus appears
that the approximate formalism proposed in Eq. 20 can be
applied even if the rate constants involved are comparable
to I/m.
Application of the Proposed Formalism to
the Damped Random Signal Problem
We mentioned previously that the time interval omission
problem is not totally equivalent to the time interval
distribution problem of a damped random signal. Addi-
tional effects, such as the finite rise time of the transitions
between open and closed states, must be included. Since
filtering procedures are common in patch-clamp experi-
ments, numerical calculations were undertaken to deter-
mine how well the approximate formula proposed in Eq. 19
could be used to describe the effect of filtering on the open
or closed time interval distribution of a patch clamp signal.
An exact solution to the damped random signal problem
exists only for the symmetrical open-closed kinetic scheme
(Rickard, 1977). The formal solution proposed by Rickard
has the following form:
p0(r) = E q(oj) e'r7/",
j-I
where
time constant of the filter and ai the roots of
r(j) r(o + a + 2 + r(o) + 2 r(au + a) = O, (28d)
where r refers to the usual gamma function. As expressed
in Eq. 28a, the time interval distribution po(r) corresponds
to a sum of exponential functions.
We present in Fig. 4 a numerical evaluation of Eq. 28a
for various value of a. In general, for t >> RC the resulting
curves decline exponentially as one of the exponential term
in Eq. 28a becomes more dominant. It should be obvious
that the approximate solution for the open-closed model
expressed in Eq. 23 cannot properly describe the time
interval probability density for time intervals shorter than
RC. If, however, one compares the dominant exponential
decay shown in Fig. 4 with the prediction of Eq. 23 for Tm =
RC ln(2), the resulting time constants will be almost
identical as shown in Fig. 5. In this figure the value of the
time constant of the exponential decay shown in Fig. 4 was
estimated for various values of a with K = 1. This time
constant was then compared to K' = (1/2)0, which was
0
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(28a)
4K
q(aj) = a O(o)- o(aj + a)
+ )+a+ - i + (28b)
{(x) ± ln[r(x)] (28c)dx
for K the transition rate and a = KRC, where RC is the
U,
N
0
o.ooo
TRACE a
A 0.0
B 0.1
C 0.2
0 0.5
E 1.0
F 1.5
0.600 1.800 2.400
NORMALIZED TIME
3.000
FIGURE 4 Exact solution for the time interval distribution of a damped
symmetrical two state random signal. The parameter a is equal to KRC
where K is the rate of transitions and RC the time response of the filter.
Calculations were carried for K = 1 s-'. The normalized time corresponds
to Kr where T is the length of the time interval. As seen for normalized
times> 1, the probability density decreases exponentially. This portion of
curves can be reproduced using the approximate solution we found for the
time interval distribution of a two-state signal (Eq. 23).
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FIGURE 5 Comparison between the rate of transitions as determined
from the exponential decay of the exact solution shown in Fig. 4, and that
predicted from Eq. 23 with K, = K2 = 1 and Tm = RC ln(2). The true rate
should be equal to 1. As the time of response (RC) of the filter is
increased, the apparent rate computed from the exponential decay shown
in Fig. 4 decreases. The approximate solution Eq. 23 predicts that the
apparent rate should be equal to (lA)', which is closed to the exact solution
for values of a < 1.2.
obtained from Eq. 23 with Tm corresponding to the critical
time for half amplitude [Tm = RC ln(2)] and K, = K2 = 1.
Interestingly, the approximate formulation proposed in Eq.
23 for the simple two state model constitutes an excellent
asymptotic solution to the damped random signal problem.
The half-amplitude minimum-interval criterion is thus like
to be a valuable approach to take into account the effect of
filtering on the time interval distribution of patch clamp
signals. By using the general framework proposed in this
work with Tm = RC ln(2), one can thus take into account
explicitly the effect of filtering on po(T, Tm) and pc(T, Tm)
for any particular kinetic scheme.
CONCLUSION
The main purpose of this work was to present a general
solution to the time interval omission problem. The main
result of our analysis is expressed in Eqs. 16a through 16d
and in an approximate form in Eq. 20. The latter formula-
tion does not require the evaluation of the integral in Eq.
16c and can easily be implemented in a standard curve-
fitting procedure. In this regard, the equations associated
with a specific kinetic scheme can explicitly include the
minimum time interval Tm and thus describe more accu-
rately the time interval distribution measured experimen-
tally. This procedure does not result in additional curve-
fitting parameters but in a more elaborate mathematical
form for the time interval probability density. It was also
shown that a more accurate estimate of the transition rates
associated with a given kinetic scheme could be obtained
through an analysis procedure focused mainly on how the
different experimentally measured time constants vary as a
function of Tm. The formalism proposed here can thus be
regarded as a general tool by means of which analytic
expressions relating each time constant to Tm can be
derived. These expressions can afterwards be used in a
curve fitting procedure to obtain transition rate values. The
proposed formalism should thus lead to a better discrimi-
nation among equivalent kinetic schemes by allowing more
precise estimates of the transition rates.
Although the general solution we propose was derived
without including directly the effect of damping on the
time interval distribution, we found by comparing the
exact solution of Rickard (1977) for the symmetrical
open-closed model to the approximate solution we obtained
for this particular kinetic scheme, that our formalism can
serve, with Tm given by RC ln(2), as an asymptotic
approximation by means of which the time interval distri-
bution of a damped signal can be expressed. This also
represents an improvement over the prevailing theories on
damped random signals, since the formula that we derived
can be applied to any kinetic scheme with a single nonzero
conducting state. It is worth mentioning in this regard that
the general mathematical framework discussed here can
easily be extended by introducing specific projectors to
multiple nonzero conducting state kinetic schemes, each
projector being associated with a given conductance level.
Finally, it was shown that the omission of time intervals
did not lead to mathematical expressions for pe(T, Tm) and
po(T, Tm) containing additional time constants, as long as
the approximation expressed in Eq. 17 was satisfied. It was
also concluded that an analysis of open or closed time
interval distributions based on a formalism in which Tm is
not explicitly included may result in erroneous conclusions,
since one consequence of using a time interval criterion was
to connect channel states that were previously disconnected
(Eq. 19). This problem may, however, be circumvented
through an analysis of the effect of Tm on the time interval
distributions measured experimentally. The minimum
time interval criterion appears then as a computational
procedure through which distinct kinetic pathways can be
isolated and thus analyzed. By taking into account the
effect of Tm, the proposed formalism serves therefore as a
general tool for single-channel analysis.
APPENDIX
We present in the Appendix the detailed calculations of p(Tr, T.) and
p,(r, Tm) for the three-state kinetic scheme
K, K3
C 0' C.
K2 K4
(Al)
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The solution for the two-state model can be derived by following a similar directly computed. Lengthly algebra leads to
procedure. To obtain for p(Tr, Tm) and pc(T, Tm) closed form solutions, we
will use the approximate Eq. 20. For the three-state models presented in -(K2e K-7M + K3eK47M)
Eq. Al, the microscopic generator matrix Q reads r
--
(K2 + K3) K2 K3
Q KK -K1 O0
K4 0 - K4_
and the vector (sI |, (s2l and (S3 I are given by
(SII= (1,0,0)
(S2 1 = (0, I,0)
(S31 = (0, 0, 1)
0
(A2) 0
[K2 + K3 J
K2 + K3
0
K2 + K3 1 (A7)
[K2 + K (1 ) I]K4
(A3)
where
and
(u = (1, I, 1).
The projector matrices Prc and Pr' can be obtained by substituting the
vector (sRi, (s2 ,and (S3 in Eq. 5. The final result is
I 0 0
Pr°= 0 0 0
O
Pr' (e =o, c) = 0 1 0 .(4
O 0 1
~ = e-(+X)
To compute the operator eM', it is advantageous to use the expression in
Eq. 18. One needs in that case to invert the matrix (M + iul) and to
integrate each entry of the resulting matrix. It can be shown that the
operator F(T, Tm) defined as eMTT is given then by
F(T, Tm)
0
K,(K4 + XI)e - KJ(K4 + X2)eA2r
(XAl X2)
K4(KI + XI)eX? - K4(KI + A2)eA2r
L (XI A2)
K2e-Pc(K2+K3)r
0
0
0
0
The matrices A and T can now be computed uisng the Eqs. 6a and 6b. A
simple calculation gives
-(K2 + K3) o o
A= O -K 0 (A5a)
L o0 0 - K4J
and
0 K2 K3
T= K1 0 0 . (A5b)
[K4 0 0]
Since the matrix A has all its nondiagonal entries equal to zero, it can be
easily shown that the operator eAvm reduces in that case to
.
1L
e-(K2+K3)?., 0 0
0
0
(A8)
with XO, XI, and X2 are the roots of
(X XO){X2 + [K + K4+ K(4- 1)] X + KIK441 = 0 (A9)
and
Pc= K > (K2e + K3eK4Tm)PI fnK2 + K3
The final expression for p&(T, Tm.) can now be obtained from Eq. 20 with
(initial,,, I = (1, O, 0)
(initialcic,.d = (0, K2, K3) +KI
Ke2K
~e-(K2 +KOtm
final) = e1-K,7
e-K4?m
(AIO)
(All)
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The matrix M defined as M = A + T (I eA,m) (-A-') T can now be 1985.
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