Appliance event detection is an elementary step in the NILM pipeline. Unfortunately, several types of appliances (e.g., switching mode power supply (SMPS) or multi-state) are known to challenge stateof-the-art event detection systems due to their noisy consumption profiles. By stepping away from distinct event definitions, we learn from a consumer-configured event model to differentiate between relevant and irrelevant event transients. We introduce a boosting oriented adaptive training, that uses false positives from the initial training area to reduce the number of false positives on the test area substantially. The results show a false positive decrease by more than a factor of eight on a dataset that has a strong focus on SMPS-driven appliances. To obtain a stable event detection system, we applied many experiments on different parameters to measure its performance on two publicly available energy datasets.
INTRODUCTION & RELATED WORK
Appliance events play an essential role in NILM since these events are the time points where the energy consumption significantly changes. Regarding NILM, an appliance event is often defined as the transition between two steady states of a time series [14] . These time series are mostly in the form of current, real or reactive power, and voltage distortion [11] . Other metrics, such as admittance or derivation of current, allow identifying appliance events as well, but Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s seem to be not considered for now. Event detection algorithms are often using a rule-based system with hand-crafted and empirically selected sets of rules [5, 8, 13] .
Three categories of event detection approaches are introduced by Anderson et al. [2] .Expert heuristics describe mostly rule-based approaches that consider prior knowledge to define sets of parameters and thresholds [3, 6] . Probabilistic models consider statistical metrics, including variance and standard deviation, to estimate the probability of a change in a time series [4, 9] . Approaches of the matched-filter category try to find a universal event pattern in the signal by exceeding a likelihood threshold [10, 12] .
From a certain point of rule complexity and due to the presence of manually labeled data, a supervised learning approach is worth to consider [7] . The high noise and variances in the current waveform of SMPS-driven appliances is hardly processable with rule-sets. Therefore, for our approach, we replace hand-crafted rules with a multivariate, binary classification to distinguish between unrelated event-like transients and actual user relevant appliance events. The event detection performance can be improved with our adaptive learning approach. The full technical report can be accessed under https://arxiv.org/abs/1904.11580. 
MULTIVARIATE EVENT DETECTION
Event segments that are known in advance can be used to identify significant event characteristics, which are a major advantage compared to hand-crafted rules. But, in practice, we explicitly know from examples how an event looks like, but we don't explicitly know how a non-event looks like. To overcome the problem of not having training samples for the non-event class, we make use of the fact, that statistically the majority of the time, no event occurs in the signals time domain. We cut short, randomly positioned regions of the temporal signal from the training area, to use them as samples for the non-event class (implicitly-known non-events), see Figure 2 .
Adaptive Training. An observed issue with the above mentioned approach lies in a high number of event false positives. The randomly selected non-event samples stem mostly from areas of a steady consumption. A more heterogeneous set of non-event training samples with unsteady event-like transients would be necessary to improve the classification performance of transients from SMPSdriven appliances in favor to non-events. Our adaptive training is a so called boosting approach that runs the event detection algorithm on the whole training area to find all ground truth labeled events but also a certain number of non-labeled, event-like transients. These transients are obvious false positives, based on the provided ground truth (see Figure 1 ). Since these false positives are found inside the training set, we can freely adding these edgy transients to the non-events class of the training set to improve the border between events and non-events. This technique can be seen as a training data selection or as a more efficient usage of the training set. 
EXPERIMENTS
To compare our event detection performance with state-of-the-art, we applied our algorithm on the BLUED dataset by using crossvalidation for our performance evaluation. For BLUED we use the provided ground truth information which stems from hand-crafted annotations. The appliance ON and OFF events for the BLOND-50 dataset are being collected by visual observation of an instructed person with the help of a self-implemented annotation tool. There are no studies regarding event detection on BLOND-50 yet. The experimental evaluations in this paper are not performed on the (non-existing) absolute truth but rather subjectively chosen time series segments of the human observation that always contain an individual degree of uncertainty. Figure 3 : The main step of the common machine learning pipeline includes the evaluation of six event features, three types of feature space normalization, two training approaches and two different classifiers with its optimal parameters, evaluated with a cross-validation.
RESULTS
For events of the BLUED dataset, an F-Score of 0.78 could be achieved, which lies in a range of the state-of-the-art. It allows a reduction of more than eight times of false positives for BLOND-50. We could achieve an F-Score of 0.67, which means that a found event is more likely relevant than irrelevant for the user. 
CONCLUSIONS
We propose a multivariate event detection that learns from a user designed event model. The challenge to distinguish between relevant and irrelevant events is tackled by multiple runs of an introduced adaptive training process. The multivariate event detection in combination with the introduced way of adaptive training is an appropriate algorithm for the increasing number of SMPS-driven appliances in residential and office environments.
