Abstract-In this paper the Perturbation-Analysis-Robbins-MonroSingle-Run algorithm is applied to estimating the optimal parameter of a performance measure for the GI=G=1 queueing systems, where the algorithm is updated after every fixed-length observation period. Our aim is to analyze the limiting behavior of the algorithm. The almost sure convergence rate of the algorithm is established. It is shown that the convergence rate depends on the second derivative of the performance measure at the optimal point.
As pointed out in [4] , [5] , and [13] , the analysis of the convergence rate of the PARMSR algorithm with fixed-length observation period is an interesting and difficult problem and has been lacking. The difficulties lie in the fact that the standard conditions for the convergence rate established in the literature on stochastic approximation are not quite verifiable in the special context of SDES's. In this paper, we establish the convergence rates of the PARMSR algorithms with a fixed-length observation period for the GI=G=1 queueing systems. It is shown that the convergence rates of the PARMSR algorithms depend on the second derivative of the performance measure at the optimal point. It is worth noticing that our analysis of the convergence rates takes advantage of the regenerative structure of the system, but the implementation of the algorithm does not depend on the regenerative structure. Thus, the PARMSR algorithm with fixed-length observation period may be applicable to much more general SDES's.
The rest of the paper is organized as follows. For simplicity of exposition, we give the PARMSR algorithm, updated every customer, in Section II. The proofs of the main results are presented in Section III. In Section IV the obtained results are extended to the case where parameter updates are performed after every fixed number of customers per period. Finally, a concluding remark is given in Section V.
II. THE PARMSR ALGORITHM UPDATED EVERY CUSTOMER FOR THE GI=G=1 QUEUE
Let us consider a special regenerative system, the GI=G=1 queueing system, with service in order of arrival, where the ith customer that enters the system is denoted by C i ; 8 i 1: The interarrival times fAn;n 1g and the service times fxn();n 1g are i.i.d. sequences and are mutually independent with the first moments EA1 where D is a compact set.
Let T n () be the system time of the customer C n ; 8 n 1: We discuss the performance measures of the type
where J(t; ) is a differentiable function with respect to (t; ); 8 t 0; 2 D: For example, we can choose J(t; ) = t + C(); where C() is a known function; see, [4] , [5] , [7] , [13] , [18] - [20] , etc.
Formally, our problem under consideration is to search 0 such that J( 0 ) = min 2D J():
We now define our recursive procedure. Set f () 1 = dJ()=d: We use the following projected RM algorithm to update the parameter estimate n+1: n+1 = n 0 a n f n+1
where fn+1 is the (n + 1)th step derivative estimate by infinitesimal PA. Let Q n denote the queue length at the time instant when the customer C n leaves the server. By the perturbation propagation rule, the (n + 1)th step estimate for dTn+1()=d is given by
where dxi()=d; 8 i 1 can be computed by the "inversion" method. Let F (; x) be the distribution function of x i () and let 0018-9286/97$10.00 © 1997 IEEE fu i ; i 1g be an i.i.d. sequence with a uniform distribution on (0, 1]. Define xi() = F 01 (;ui) = inf fx: F(; x) uig; 8 i 1; from which the derivatives dx i ()=d;8i 1 can be obtained; see, e.g., [8] , [10] , and [19] . Thus the (n + 1)th step estimate for f() is given by fn+1 = Jt(Tn+1; n)n+1 + J (Tn+1; n) (3) where T n+1 is the system time of the customer C n+1 ; and J t (1; 1) and J (1; 1) denote the partial derivatives of J(1; 1) with respect to its first and second component, respectively. Then we obtain the PARMSR algorithm updated every customer by combining (1) with (2) and (3) . The observation noise is expressed as
For our results, let us introduce the following conditions. Notice that A3) and A4) are exclusive. A1) 0<a n an 0 for some a > 0; 2 
where EW 4 0 < 1:
We have the following. a) There are two positive constants 0 and such that P ft1 A1 t1 + tg 0t ; 8t; t1 0. Conditions A1) and A5) on the step sizes are standard; for example, we can choose an = an 0 ; 8 2 (1=2;1]: Since our main concern is with the convergence rate of the algorithm, Condition A2) is reasonable, i.e., J() has a unique minima 0 in (a; b): Condition A3) requires that J() has positive second derivative at 0 ; while Condition A4) says that the second derivative of J() at 0 is zero. It will be shown that, roughly speaking, the convergence rate of jn0 0 j is o(a n ) and O((log a 01 n ) 01= ), respectively, under Conditions A3) and A4).
The bounds in Condition A6) are not essential for the convergence analysis, since 0 ; 1 ; and 2 are arbitrary. If J(t; ) = t + C(); then 0 = 1 = 2 = 0 and B 2 = B 3 = 0: This performance function has been widely discussed; see, e.g., [4] - [5] , [7] , and
[18]- [20] . Additionally, we need the Lipschitz condition on f() in A6). Assumption A7) holds if, for F (;x); either is a location parameter or is a scale parameter. In this case, we can set p = 1;W 0 = 0; see [19] . If A 1 has a bounded probability density function, then we can choose = 1 in A8)-a). Comparing it with that used in [5] and [6] , where the distribution of A1 is assumed to have a bounded hazard rate, our condition is rather weak. Since the distribution of A 1 is independent of ; the convergence of the PARMSR algorithm should not depend on the distribution of A1:
This is proved in [20] . Some moment conditions on the service times and the interarrival times are required in Condition A8)-b) and c).
The main results of this paper are as follows. 
Before proving our main results, we need several lemmas. Proof: For all i 0; 1 j m+i+1; by (5) and (7) it follows that
Noticing that a k am 0 ; 8 m 1; by (2), (3), (8), (9), and Condition A6) we get 
By A8)-b) and c) it follows that (see, e.g., [9] and [20] )
By (11) 
2): The proof is similar to that of 1). The proof of Lemma 3.2 goes through if, instead, we use the conditional probability version. 
By Condition A7) and the mean value theorem, we then obtain
where
By the Hölder inequality and Lemma 3.2, it follows from (7) that 
where f k +i () is defined by f k +i () =Jt(T k +i ();) k +i () + J (T k +i ();)
To prove the lemma, it suffices to show that each term on the right-hand side of the equality in (19) converges, a.s. 
By (8), (9), and Condition A6) it follows from (2)- (4) that
By (21) and (22) 
Combining (23) and (24) with the local convergence theorem of martingales (see, e.g., [16] ) yields that the first term on the right-hand side of the equality in (19) converges a.s.
2): By Conditions A6)-A8) and the dominated convergence theorem, the IPA derivative estimates are strongly consistent (cf. [8] and [20] ), i.e.,
Then it is seen that
is a m.d.s. By the treatment similar to that used in (22)- (24), we can show
from which we get 1 m=1 a 2(10)
Then by the local convergence theorem of martingales (see, e.g., [16] ), the second term on the right-hand side of the equality in (19) converges a.s.
3): By A6) and (15), we have
Then the third term on the right-hand side of the equality in (19) converges a.s., by the local convergence theorem of martingales (see, e.g., [16] ). 4): Using A6), A7), and (15), it follows from (20) that
and similar to (17) it is seen that
where W (1) m+1 is defined by (18) . By (3) and (20) we have
By (8), (9), (15), (25), (26), and Conditions A6) and A7), we derive
Using (11) 
The PARMSR algorithm updated every L-customers period is composed of (1), (28), and (29); see, e.g., [18] - [20] .
Theorem 4.1: The assertions of Theorem 2.1-2.3 hold in the present setting, if the conditions of the theorems are satisfied, respectively.
Proof: The key step is to verify that 6 1 n=1 ab 10 n " n converges, a.s. The observation noise of the algorithm is (4), where fn+1 is defined by (28). Along the same lines as in [20] , we first introduce the following notations:
(n) = n L ; n = (n) ;ã n = a (n)
(n01)L+j = n;j ; j= 0;1;1 11; L 0 1
"n = Jt(Tn; n01)n + J (Tn; n01) 0 f(n01) 8 n 1:
By (29) and (31) The proof of the convergence of 6 1 n=1ã 10 n "n+1 works the same way as in Lemma 3.1 and Lemmas 3.3-3.5 if, instead, we replace n ; n ; " n ; a n by n ; s n ; " n ;ã n ; respectively. Details are omitted, for the brevity of the paper.
V. CONCLUDING REMARK
We have established the convergence rates of the PARMSR algorithm with fixed-length observation period for the GI=G=1 queueing systems. Along the same lines of the research, more precise convergence results for the PARMSR algorithms, such as a central limit theorem and a law of the iterated logarithm, could be derived.
