Introduction
Let f ∈ S 2 (p) be a newform of weight two, prime level p. If f (z) = It will be convenient to also allow D = 1 as a fundamental discriminant, in which case we write simply L(f, s) for L(f, 1, s).
In this paper we consider the question of computing the twisted central values {L(f, D, 1) : |D| ≤ x} for some x.
It is well known that the fact that f is an eigenform for the Fricke involution yields a rapidly convergent series for L(f, D, 1). Computing L(f, D, 1) by means of this series, which we call the standard method, takes time very roughly proportional to |D| and therefore time very roughly proportional to x 2 to compute L(f, D, 1) for |D| ≤ x. We will see that this can be improved to x 3 /2 by using an explicit version of Waldspurger's theorem [W] ; this theorem relates the central values L(f, D, 1) to the |D|-th Fourier coefficient of weight 3 / 2 modular forms in Shimura correspondence with f .
Concretely, the formulas we use have the basic form (1.1) L(f, D, 1) = ⋆ κ ∓ |c ∓ (|D|)|
Quaternion algebras and Brandt matrices
A quaternion algebra B over a field K is a central simple algebra of dimension 4 over K. When 2 = 0 in K we can give B concretely by specifying a K-basis {1, i, j, k} such that i 2 = α, j 2 = β, and k = ij = −ji, for some non-zero α, β ∈ K. If K = Q we typically rescale and assume that α, β ∈ Z. A general element of B then has the form b = b 0 + b 1 i + b 2 j + b 3 k, with b i ∈ K and multiplication in B is determined by the above defining relations and K-linearity.
The conjugate of b is defined as
We define the ( Let B be a quaternion algebra over K = Q. For ν a rational prime we let Q ν be the field of ν-adic numbers and for ν = ∞ we let Q ν = R. We call ν, a rational prime or ∞, a place of Q.
The localization B ν := B ⊗ Q ν is a quaternion algebra over Q ν . It is a fundamental fact of Number Theory that B ν is either isomorphic to the algebra M 2 (Q ν ) of 2 × 2 matrices, or a division algebra, which is unique up to isomorphism. (A division algebra is an algebra in which every non-zero element has a multiplicative inverse.) The two options are encoded in the Hilbert symbol (α, β) ν , defined as +1 if B ν is a matrix algebra, −1 if it is a division algebra. In the first case we say that B is split at ν, in the second, that B is ramified at ν.
For example, if ν = ∞ so Q ν = R then (α, β) ∞ = −1 if and only if α < 0, β < 0 in which case B ∞ is isomorphic to the usual Hamilton quaternions. A quaternion algebra B is definite if it ramifies at ∞ otherwise it is indefinite (this notation is consistent with the nature of the quadratic form on B ∞ determined by the norm N ).
A quaternion algebra B is ramified at a finite number of places and the total number of ramified places must be even (e.g. the Hilbert reciprocity law says that ν (α, β) ν = 1). The set of ramified places determines B up to isomorphism (the local-global principle). For any finite set S with an even number of places there is a (unique up to isomorphism) B which ramifies exactly at places in S.
Let B be a quaternion algebra over Q. An order in B is a (full rank) lattice R ⊆ B which is also a ring with 1 ∈ R. As for number fields, an element of an order must be integral over Z, i.e., must satisfy a monic equation with coefficients in Z (or even more concretely must have integral trace and norm). Unlike in the commutative case, however, the set of all integral elements of B is not a ring. The best next thing is to consider maximal orders (which always exist), i.e., orders not properly contained in another order. But maximal orders are not unique. In fact, if B is definite, a maximal order is in general not even unique up to isomorphism though there always is only a finite number of isomorphism classes of maximal orders in B.
As an illustration consider the classical case α = β = −1 of the Hamilton quaternions. The algebra is definite and hence ramifies at ν = ∞. It must ramify at a least one other prime, which turns out to be only ν = 2. To see this note that
There always is a non-trivial solution to the congruence b
If p is odd we can lift this solution to a solution in Z p by Hensel's lemma obtaining a non-zero quaternion in B p of zero norm. This implies that B p cannot be a divison algebra and hence (−1, −1) p = 1 for p odd. We must necessarily have then that (−1, −1) 2 = −1.
If we want to study the representation of numbers as sum of four squares it is natural to consider, as Lipschitz did, the arithmetic of the quaternions with b i ∈ Z. These quaternions form an order R ′ , but, as it turns out, it is not maximal. Indeed, as Hurwitz noted, ρ := 1 2 (1 + i + j + k) is integral (N ρ = 1 and Tr ρ = 1) and R := R ′ + Zρ is also an order of B strictly containing R ′ . Moreover, R is maximal and hence its arithmetic is significantly simpler than that of R ′ . Hurwitz showed, for example, that there is a left and right division algorithm in R, from which it follows that every positive integer is a sum of four squares.
Fix a prime p and let B be the quaternion algebra over Q ramified precisely at ∞ and p. Let R be a fixed maximal order in B. A right ideal I of R is a lattice in B that is stable under right multiplication by R. Two right ideals I and J are in the same class if J = bI with b ∈ B × . The set of right ideal classes is finite; let n be its number. Chose a set of representatives {I 1 , . . . , I n } of the classes. (We should emphasize here that contrary to the commutative setting there is no natural group structure on the set of classes.)
Consider the vector space V of formal linear combinations
(here [I] denotes the class of I). For each integer m there is an n × n matrix B m acting on V . Pizer [P] gives an efficient algorithm for computing these Brandt matrices: its coefficients are given by the representation numbers of the norm form for certain quaternary lattices in B.
The Brandt matrices commute with each other and are self-adjoint with respect to the height pairing on V (see §1 and §2 of [G] for an account of this.) From this it follows that there is basis of V consisting of simultaneous eigenvectors of all B m .
It follows from Eichler's trace formula that there is a one to one correspondence between Hecke eigenforms of weight 2 and level p (cf. [G, §5] ) and eigenvectors in V of all Brandt matrices (up to a constant multiple).
If f is the Hecke eigenform we let e f be the corresponding eigenvector (well defined up to a constant). Then B m e f = a m e f where T m f = a m f and T m is the m-th Hecke operator.
3. Construction of g − and g + Let e f be the eigenvector for the Brandt matrices for R corresponding to f as in the last section. One can use linear algebra to find its coefficients
by computing the Brandt matrices, and from the knowledge of a few eigenvalues (i.e. Fourier coefficients) of f .
We will describe below the construction of certain generalized theta series Θ l * ([I i ]) corresponding to each ideal class [I i ], and then define
Here l * is a fundamental discriminant for which we will consider three cases: l * = 1, which is Gross's construction of g − ; l * = l for an odd prime l = p such that l ≡ 1 (mod 4), which will generalize Gross's construction of g − ; and l * = −l for an odd prime l = p such that l ≡ 3 (mod 4), which will give a construction of g + .
Furthermore, for any fundamental discriminant D such that Dl * < 0, the following formula holds
is a positive constant independent of D or l * . Here e f , e f is the height of e f , and f, f is the Petersson norm of f (cf. §4 and §7 of [G] .) For l = 1, it was proved by Gross in [G, Proposition 13.5] . The proof of this formula for the case l = 1 will be given in a later publication.
Note that, as a corollary, we have Θ l * (e f ) = 0 if and only if L(f, l * , 1) = 0, and this happens for infinitely many l * > 0 and for infinitely many l * < 0, as follows from [BFH] .
3.1. Gross's construction of Θ 1 . Let R i := {b ∈ B : bI i ⊂ I i } be the left order of I i . The R i are maximal orders in B, and each conjugacy class of maximal orders has a representative R i for some i.
We let S 0 i := {b ∈ Z + 2R i : Tr b = 0}, a ternary lattice, and define 
i with values in {0, ±1}. There is a choice of sign in the construction, and some care is needed to ensure that the choice is consistent from one ideal to another. It will be the case that ω l (I i , b) = 0 unless l | N b, and thus we define a generalized theta series
a modular form of weight 3 / 2 and level 4p with trivial character. In addition, Θ l ([I i ]) is already a cusp form whenever l = 1, although it might be zero.
Here χ l is the quadratic character of conductor l, and
Note that there are, for different choices of v, two different weight functions for each L, opposite to each other; the definition above singles out the one for which ω l,v (v) = +1.
We will apply the above definition to the ternary lattices S
where ω l,bi is the weight function of the pair (S
3.3. Odd weight functions and Θ −l . When l ≡ 3 (mod 4) the weight functions ω l (I i , ·) are odd, since χ l is odd. Therefore, we will have Θ l = 0. To address this problem, we will construct a different kind of weight functions ω p (I i , ·), and then define
which will be a modular form of weight 3 / 2 , this time of level 4p 2 . Again, Θ −l ([I i ]) is a cusp form, which might be zero. Note that we could have used the product of two odd weight functions ω l1 and ω l2 , but this construction would only lead us to the same g − . By using the weight functions ω p we get a construction of g + instead.
Definition 3.2. Given a triple (L, v, ψ) where L is an integral Z p -lattice of rank 3 with level p and determinant p
Clearly, the weight function ω ψ,v will be odd if and only if ψ itself is odd. From now on we assume that ψ is a fixed odd periodic function such that (3.2) |ψ(t)| = 1 for t ≡ 0 (mod p).
to be the weight function for the triple (S
In practice, one can use the same b 0 and b i for the definitions of both ω l (I i , ·) and ω p (I i , ·).
Note that different choices of ψ will, in general, yield different forms Θ −l ([I i ]), but as long as (3.2) holds their coefficients will be the same up to a constant of absolute value 1; thus formula (3.1) will not be affected. Moreover, given two such odd periodic functions is not difficult to produce another periodic function χ with the property that the ratio of the m-th coefficients of the respective theta series will be χ(m).
The case when ψ is actually a character of conductor p is of particular interest, since the generalized theta series Θ −l ([I i ]) will be a modular form of level 4p 2 and character ψ 1 , where ψ 1 (m) = −1 m ψ(m). From a computational point of view, however, it will always be preferable to choose a real ψ, whose values will be either 0 or ±1, and so that the coefficients of Θ −l ([I i ]) will be rational integers. Only in case p ≡ 3 (mod 4) it is possible to satisfy both requirements at the same time, by taking for ψ the quadratic character of conductor p.
Examples
4.1. 11A. Let f = f 11A , the modular form of level 11, and consider B = B(−1, −11), the quaternion algebra ramified precisely at ∞ and 11. A maximal order, and representatives for its right ideals classes, are given by
By computing the Brandt matrices (see §6 of [G] for this example), we find a vector
of height e f , e f = 5 corresponding to f . Since L(f, 1) ≈ 0.25384186, Gross's method works, and it's easy to compute
as the difference of two regular theta series corresponding to the ternary quadratic forms (4.1) and (4.2). 4.1.1. Real twists in a case of rank 0. Let l = 3. One can compute L(f, −3, 1) ≈ 1.6844963, and thus expect Θ −3 (e f ) to be nonzero. We can choose b 0 = i + k ∈ S 0 with norm 12, and let ψ = χ 11 be the quadratic character of conductor 11.
Clearly we can take x 1 = 1 and x 2 = 2, so that n 1 = 1, n 2 = 2 and b 1 = b 2 = i+k. Bases for S 
The norm form in the given bases will be
This information is all that we need to compute Θ −3 . As an example, we show how to compute Θ −3 ([I 1 ] ). A simple calculation shows that (x 1 , x 2 , x 3 ), b 1 = 4x 1 + 24x 3 ≡ x 1 (mod 3), and thus ω 3 (I 1 , ·) can be computed by
Similarly, ω 11 (I 1 , ·) will be given by Table 1 shows the values of c −3 (d) and L(f, d, 1), where 0 < d < 200 is a fundamental discriminant such that
is satisfied, where
Note that when
37A. Let f = f 37A , the modular form of level 37 and rank 1, and consider B = B(−2, −37), the quaternion algebra ramified precisely at ∞ and 37. A maximal order, and representatives for its right ideal classes, are given by
with N I 2 = 2,
By computing the Brandt matrices, we find a vector 
otherwise. Table 2 shows the values of c 5 (d) and L(f, −d, 1), where −200 < −d < 0 is a fundamental discriminant such that Table 3 . Coefficients of Θ −3 (e f ) and central values for f = f 37A is satisfied, where
Note that in the case
Real twists in a case of rank 1. Let l = 3, since L(f, −3, 1) ≈ 2.9934586. Keep b 3 as above, and let ψ be the odd periodic function modulo 37 such that
Using again (4.3), we have that
otherwise.
and ω 11 (I 1 , ·) will be given by Table 3 shows the values of c −3 (d) and L(f, d, 1), where 0 < d < 200 is a fundamental discriminant such that
4.3. 43A. Let f = f 43A , the modular form of level 43 and rank 1. Let B = B(−1, −43), the quaternion algebra ramified precisely at ∞ and 43. A maximal order, and representatives for its right ideals classes, are given by
with N I 3 = 3,
By computing the Brandt matrices, we find a vector Table 5 . Coefficients of Θ −3 (e f ) and central values for f = f 43A 4.3.1. Imaginary twists in a case of rank 1. We can use l = 5, since L(f, 5, 1) ≈ 4.8913446 is nonzero; again, we find Θ 5 (e f ) = Θ 5 ([I 4 ]). Table 4 shows the values of c 5 (d) and L(f, −d, 1), where −200 < −d < 0 is a fundamental discriminant such that
Real twists in a case of rank 1. We can use l = 3, since L(f, −3, 1) ≈ 3.1481349, and let ψ = χ 43 be the quadratic character of conductor 43. Table 5 shows the values of c −3 (d) and L(f, d, 1), where 0 < d < 200 is a fundamental discriminant such that
389A. Let f = f 389A , the modular form of level 389 and rank 2. Let B = B(−2, −389), the quaternion algebra ramified precisely at ∞ and 389. A maximal order, with 33 ideal classes, is given by
There is a vector e f of height e f , e f = 5 / 2 corresponding to f . otherwise, and we have h 1 (z) = q 3 − q 12 − q 27 + q 39 + q 40 + q 48 − q 83 − 2q 92 + O(q 100 ).
Finally, we combine all of the theta series in 
