Abstract. We prove that the first eigenvalue of the Dirichlet Laplacian for a triangle in the plane is bounded above by
Introduction
The purpose of this paper is to prove the following theorem. Theorem 1.1. Let T be a triangle in a plane of area A and perimeter L. Then the first eigenvalue λ T of the Dirichlet Laplacian on T satisfies
The constants 9 and 16 are optimal.
The lower bound was proved in a more general context in [3] . In Section 6 we show that for "tall" isosceles triangles there is an asymptotic equality in the lower bound. Hence it is impossible to decrease the constant 16.
The upper bound was recently stated as a conjecture in [2] and numerical evidence for its validity are given in [1] . Bounds of this form but with different constants have been the subject of many papers in the literature. The eigenvalue of any doubly-connected domain is bounded above by the same fraction but with the constant 4, see [6] and remarks in [5] . There is also a sharper upper bound due to Freitas ([2] ) which is not of this form but it seems that in the worst case ("tall" isosceles triangle) it gives the constant 6, in the best (equilateral) 9. It is worth noting that the constant 9 may not be improved since equilateral triangles give equality in the upper bound of the Theorem 1.1.
The spectral properties of a Dirichlet Laplacian on an arbitrary planar domain are important both in physics and in mathematics. Unfortunately, it is almost impossible to find the exact spectrum even for some simple classes of domains. Except for rectangles, balls and annuli, not much can be said in general. In the case of triangles the full spectrum is known only for equilateral and right triangles with smallest angles π/4 or π/6. For more information about these we refer the reader to [4] . For all other triangles, the best we can hope to do is to give bounds for the eigenvalues, such as those given above.
Even though Theorem 1.1 gives sharp bounds in the sense that the constants are the best possible given the form of the bound, there is certainly room for improvements. In fact, sharper lower bounds are already known, see [2] . One of these bounds is good for both equilateral and "tall" triangles. It gives the constant 9 for the first and 16 for the second. The upper bound good in both cases is still unknown. To the best of our knowledge it is also not clear what is the correct bound for the isosceles triangle with base almost equal to the half of the perimeter, but we think it should be 16.
By comparing our numerical results with the numerical studies contained in [1] , Section 5.1, we conjecture that Conjecture 1.2. Let T be a triangle in a plane of area A and perimeter L. Then the first eigenvalue λ T of the Dirichlet Laplacian on T satisfies
Here both bounds are of the form
The lower bound, with θ = π 2 /16, is the best bound we can expect given this particular form. Indeed, this is the only bound which is sharper then the lower bound of Theorem 1.1 and which might be true for "tall" triangles. The upper bound from our main result is also of this form, but with θ = π 2 /9. Hence the conjectured upper bound is sharper (θ = π 2 /12), and it is the best in the sense that the bound with θ = π 2 /13 is not valid. But, since only the constant 16 can give a good upper bound for "tall" triangles, it is not possible to find a bound of the form E 3 which is good for both equilateral and "tall" triangles.
Our proof of the upper bound from the Theorem 1.1 contains two main parts. The first deals with an "almost equilateral" triangles. That is, with the triangles for which the longest side is comparable to the shortest side. For these our strategy is to find a suitable test function ψ. That is, we try to find a function which is 0 on the boundary of the triangle T and apply the Rayleigh quotient to get the upper bound for λ T . We get
This part of the proof is contained in Sections 2 to 5. Included in Section 2 are also some preliminary results. The second part of the proof, contained in Section 6, deals with "tall" triangles. These can be approximated by a circular sections for which the eigenvalues can be found explicitly.
Eigenfunctions and notation
An arbitrary triangle T ′ can be rotated and rescaled to obtain a triangle T with vertices (0, 0), (1, 0) and (a, b) . This, together with the fact that the bound in the main theorem is invariant under translations, rotations and scaling allow us to restrict our attention to the triangles with such vertices. We can also assume that the side contained in the x-axis is the shortest. Hence we have that a 2 + b 2 ≥ 1 and a ≤ 1/2 for our triangles. We will denote the length of the other two sides by M and N , with N denoting the longest. We start with the first eigenfunction of an equilateral triangle, and we will proceed as in [2] . Such function is given by
We can compose f with a linear transformation to obtain a function φ which is equal to 0 on the boundary of T . Namely consider
This function was used in [2] to obtain the upper bound from the Rayleigh quotient. Since the function f is the first eigenfunction of the Dirichlet Laplacian on an equilateral triangle and its eigenvalue gives equal sign in the main bound, it is reasonable to expect that by taking any linear transformation we can only decrease the constant 9 in the Theorem 1.1.
Hence we want to find another eigenfunction of some other triangle. We will use the eigenfunctions of the equilateral triangle to find a test function for the right triangle with angles π/3 and π/6. In the recent paper [4] the author constructs two families of eigenfunctions of the equilateral triangle. The antisymmetric mode has the property that it is 0 on the altitude. Thus, such a function is also the eigenfunction for the right triangle. We can then take the antisymmetric eigenfunction corresponding to the smallest eigenvalue as our test function. A calculation leads to the following function
This function, as can be easily checked, is in fact the eigenfunction of the Dirichlet Laplacian on the triangle with the vertices (0, 0), (1, 0) and (0,
The corresponding eigenvalue gives the better bound than the one in the Theorem 1.1, the constant is about 9.6. Therefore, a linear transformation of this function should give a correct bound at least for the neighborhood of the point (0, √ 3). By applying a suitable linear transformation we get the second test function
Similarly, we can obtain the last two test functions. One will be a linear transformation of the eigenfunction of the triangle with vertices (0, 0), (1, 0) and (1, √ 3) . The other a linear transformation of the eigenfunction of the triangle with the vertices (0, 0), (1, 0) and (0, 1/ √ 3). We get:
Now we can take a linear combination of these test functions. That is, we consider (2.6) ψ(x, y) = αϕ 1 (x, y) + βϕ 2 (x, y) + γϕ 3 (x, y) + εφ(x, y), and we can calculate the Rayleigh quotient for this function. After optimizing over all possible values of α, β, γ and ε, this will give an appropriate bound for the first eigenvalue. To prove Theorem 1.1 we have to check that
for some α, β, γ and ε (possibly depending on T ). The last inequality is equivalent to
Since the function ψ is given explicitly and is a trigonometric function, it is possible to find the exact values of this integrals but calculations are very cumbersome. For this reason we will do the long calculations in Mathematica. However, we wish to emphasize the fact that all the calculations are done symbolically.
By our assumptions we have L = 1 + √ a 2 + b 2 + (a − 1) 2 + b 2 and A = b/2. As a result of running Mathematica we get that to prove the inequality (2.8) we have to find α, β, γ and ε such that the inequality
is valid. This expression clearly shows that it would be very difficult to do the calculations by hand. Notice that this expression depends only on b 2 and a. Also note that the "building" blocks for the expression are exactly equal to the length of the sides of the triangle T . Hence we make the substitution M 2 = a 2 + b 2 and N 2 = (a − 1) 2 + b 2 . As a result we get a polynomial of degree 2 in M and N , where N ≥ M ≥ 1. For further simplification (and to improve our chances of finding the appropriate coefficients) we divide all triangles into 4 classes. Each class will be handled in a separate section whose number corresponds to the case:
3) The triangles with N ≥ 2 and M ≤ 15, 4) 1 ≤ N ≤ 2 and (N + 1)/2 ≤ M ≤ 2, 5) 1 ≤ N ≤ 2 and 1 ≤ M ≤ (N + 1)/2, 6) M ≥ 15. The method used to handle the last case will be totally different than the previous ones.
Case: N ≥ 2 and M ≤ 15
Let us take ε = β = 0, α = 1 and γ = −1/6. This simplifies (2.9) to
To show this inequality we first find all the critical points of the right side and later check the values on the boundary. Both ∂ M P and ∂ N P are linear with respect to M and N , therefore we have exactly 1 critical point with N ≈ −42.2. Hence it is enough to check this inequality on the boundary.
The boundary conditions are given by M = N , M = 15, N = 2 and M = N − 1. For each of these P is a quadratic equation and we just have to check that the roots are outside of the bounds for M or N and that the inequality is true at the endpoints. We have
• P (M, M ) = 0 for M ≈ 1.6 and M ≈ 15.15; P (2, 2) < 0 and P (15, 15) < 0, • P (15, N ) = 0 for N ≈ 14.97 and N ≈ 42.5; P (15, 15) < 0 and P (15, 16) < 0, • P (M, 2) = 0 for M ≈ 0.96 and M ≈ 2.61; P (1, 2) < 0 and P (2, 2) < 0, • P (N − 1, N ) = 0 for N ≈ 1.97 and N ≈ 20.56; P (1, 2) < 0 and P (15, 16) < 0. This shows that the desired inequality is true on the boundary and therefore everywhere. In the next 2 sections we will have to deal with cases for which an equilateral triangle (N = M = 1) is one of the possible triangles. We take ε = 1, since only the eigenfunction of the equilateral triangle can give the constant 9 in the Theorem 1.1. We also need for all the other coefficients to vanish near the equilateral triangle. Let us take γ = 0 and α = β. We just have to choose the common value for α and β. Due to the nature of the already very complicated calculations we cannot afford to pick a very complicated coefficient, thus we take α = (N + M − 2)/2. This choice has one additional advantage. In this case we are working with the eigenfunctions of the following triangles: One equilateral and two right triangles with shortest side (0, 0) − (1, 0). Hence we have a symmetry about a = 1/2, or in terms of M and N , about M = N . Therefore it is natural to introduce the rotated coordinates U = (M + N )/2 − 1 and V = (N − M )/2. Note also that α = β = U . This also moves the equilateral triangle to the origin.
After applying these transformations the inequality (2.9) becomes
This is a polynomial of degree 4 in U and of degree 2 in V . Hence we expect to be able to solve ∂ V P (U, V ) = 0. (In fact ∂ V P is equal to V times irreducible quadratic polynomial in U .) Therefore we have exactly one solution V = 0, or N = M . But this is a boundary of the region, so we only have to check the boundary values. This time the boundary conditions are: M = N , M = (N + 1)/2 and N = 2. After changing variables to U and V these become V = 0, U = 3V and U + V = 1, respectively. Each time we get a polynomial of degree 4. Thus we proceed as in the previous section.
• P (U, 0) = 0 for U = 0 (double root), U ≈ 5.65 and U ≈ −0.24; P (0, 0) = 0 and P (1, 0) < 0, • P (3V, V ) = 0 for V = 0 (double root), V ≈ 0.55 and V ≈ −0.04; P (0, 0) = 0 and P (3/4, 1/4) < 0, • P (1 − V, V ) = 0 for V ≈ −0.52 and V ≈ 0.29 (2 complex roots); P (1, 0) < 0 and P (3/4, 1/4) < 0.
Hence the inequality is true on the boundary and so also inside of the region. Here we take ε = 1, β = 0 and α = γ = (N +M −2)/ √ 2. Even though the symmetry described in the previous section does not exist here, we will still use the same rotated coordinates U = (M + N )/2 − 1 and
This time the inequality (2.9) becomes:
Note that this is still a polynomial of degree 2 in V and therefore we proceed as in the previous section. Unfortunately this time the only solution of ∂ V P = 0 is V equal to a rational function of U with an irreducible denominator of degree 2. Hence, by plugging this into ∂ U P = 0 we get a rational equation with squared irreducible polynomial of degree 2 in the denominator. Thus, this equation is equivalent to the numerator being 0. Fortunately the numerator is a solvable polynomial of degree 7 with 4 imaginary roots and 3 real roots (0, ≈ −0.18 and ≈ 1.8).
Here we have the following bounds U = 3V (equivalent to M = (N +1)/2), U + V = 1 (N = 2), and U = V (M = 1). So this is a triangle with vertices (0, 0), (3/4, 1/4) and (1/2, 1/2). Hence neither critical point is inside of this region. Therefore we have to check the boundary values and like before this means we have to find the roots of certain polynomials of degree 4 and values at the endpoints.
• P (V, V ) = 0 for V = 0 (double root), V ≈ −0.27 and V ≈ 0.64; P (0, 0) = 0 and P (1/2, 1/2) < 0, • P (3V, V ) = 0 for V = 0 (double root), V ≈ −0.06 and V ≈ 0.51; P (0, 0) = 0 and P (3/4, 1/4) < 0, • P (U, 1 − U ) = 0 for U ≈ 0.48 and U ≈ 0.79 (2 complex roots); P (1/2, 1/2) < 0 and P (3/4, 1/4) < 0. Thus inequality is true.
Case: M ≥ 15
For this case we will use a method different than all other cases. Since we are dealing with the triangles for which two sides are long and almost equal, we will estimate the eigenvalue by the eigenvalue of a circular sector contained in the triangle T .
Let us denote the angle between the sides of length N and M by γ. First we take the isosceles triangle with angle γ between the sides of length M .
We can certainly put this triangle inside the triangle T . Since the shortest side of this isosceles triangle has length no larger than 1, the altitude h satisfies h ≥ M 2 − 1/4.
Let us denote a circular sector with angle α and radius r by S(α, r). It is known (see [7] ), that the first eigenvalue of the sector S(α, r) is j 2 π/α r −2 , where j ν is the first zero of the Bessel function J ν (x) of order ν.
It is clear that we can put a sector S(γ, h) inside the triangle T . Hence, by domain monotonicity we have
We need to prove that
We have L T = 1 + M + N ≥ 2N and A T = sin(γ)N M/2 ≤ γN M/2. Therefore, it is enough to prove that 9j 2 π/γ (γN M/2) 2 (M 2 − 1/4) 2 (2N ) 2 ≤ 1, (6.3) or that 9j 2 π/γ γ 2 M 2 16π 2 (M 2 − 1/4) 2 ≤ 1. (6.4) To find the bound for j ν we will use the estimate obtained in [8] This last expression is increasing with γ as can be easily verified by differentiating. Given M , the angle γ is maximized for the isosceles triangle, hence γ ≤ 2 sin −1 (1/2M ). In order to arrive at (6.4) , it is enough to show 1 + 2 2 sin −1 (1/2M ) π 6.8) It is easy to check that the function on the left side is decreasing with M , and that for M = 15 inequality is true. Hence this is true for any triangle with M ≥ 15. Note also that if M −→ ∞, then the whole expression tends to 9/16. This shows that the constant 16 in the lower bound in Theorem 1.1 is optimal.
Script in Mathematica
Here we give the script written in Mathematica to handle all the cumbersome calculations included in Sections 2 to 5. It is important to note that all the calculations are done symbolically. Only the exact values of the roots of all the polynomials are at end converted to numerical form.
