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Abstract 
Ervin, V.J. and E.P. Stephan, Collocation with Chebyshev polynomials for a hypersingular integral equation on 
an interval, Journal of Computational and Applied Mathematics 43 (1992) 221-229. 
A collocation method for a first-kind integral equation with a hypersingular kernel on an interval is analyzed. 
Chebyshev polynomials of the second kind are used as the basis functions for the approximation, and the 
collocation points are chosen to be Chebyshev quadrature points. In our analysis we introduce Sobolev norms 
that reflect the singular structure of the exact solution at the endpoints of the interval. Numerical experiments 
are presented which underline the theoretical estimates. 
Keywords: Collocation method; hypersingular integral equation; Chebyshev polynomials. 
0. Introduction 
The hypersingular integral equation on an interval 
dY=g(x), XE [-I, 11, (1) 
for g suitably smooth, has a solution with endpoint behavior of the form (x + l)‘/*(x - l)l/* 
(see [5]). Here the integral is understood as a Hadamard finite-part integral. The collocation 
method for the above equation to be considered here, based on Chebyshev polynomials of the 
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second kind, is perhaps the easiest method of obtaining a numerical solution. It correctly 
represents the endpoint behavior of the exact solution and yields faster-than polynomial 
convergence if g is smooth. Numerical experiments given at the end of the paper underline our 
theoretical results. We do not claim that the method is new. It has, for example. been suggested 
in [2]. Our emphasis in the present work is on proving optimal rates of convergence in suitable 
Sobolev spaces, by means of an analysis closely related to that used in [4] for collocation with 
Chebyshev polynomials for Symm’s integral equation on an interval. The given analysis is also 
similar to that used in [1,3] for spline collocation on smooth closed curves. One point of interest 
of our paper is the definition of the Sobolev norms, defined in such a way as to respect he 
singularity structure of the exact solution. The method and the analysis that follows are based 
on the following special property of the operator D (see [2]1: 
D(oLs_)=(j+l)U;-, if j>O, (2) 
where 
to= (1 _ x’)*/‘, x+-l, l), 
and Uj is the Chebyshev polynomial of the second kind of degree j defined by 
(3) 
q(X) = 
sin(( j + 1) cos-lx) 
sin(cos- lx) ’ 
j> 0. (4) 
Due to property (2) it is natural to apgruximate the solution u of (1) by o times a polynomial 
21, of degree <n - 1, 
n-l 
L’n =o C a,& a,ER, k=!l, . . . . n-l. (5) 
k=O 
We choose for the collocation points 
j 
xi = cos -T, n+l j=l,..., n, (6) 
the n zeros of U’(x). Thus our collocation scheme is: Find P, E oP, _ I such that 
DL’n(Xj) =g(Xj), j = I,..., n. (7) 
Here P, _ 1 denotes the space of polynomials of degree G n - 1 on [ - 1, 11. Now, with the aid of 
(2), 
n-l 
DC,(X) = c (k + I)a,U’. (8) 
k=O 
Thus (7) represents a set of linear equations for a,, a,, . . . , a,_ 1, with easily computed matrix 
elements. One may even obtain explicit expressions fcr a,, a,, . . . , a,, _ 1, by exploiting the 
discrete 
product 
K J. Erc in, E. P. Stephan / Collocation for a hypersingular equation 223 
orthogonality of the Chebyshev polynomials of the second kind. Let us define an inner 
incorporating the weight o by 
(u, w) = /’ u(x)w(x)o(x) dx, 
-1 
and a corresponding discrete inner product (obtained by using the Gauss-Chebyshev 
ture rule with xk as in (6)) 
(u, w>, = i @,U(X,)W(X,), 
k=l 
with 
r 
Ok 
=- 
n+l 
sin2 
Pi 
quadra- 
(10) 
(11) 
Then, as the n-point Gauss-Chebyshev quadrature rule is exact for all polynomials of degree 
< 2n - 1, we have, for j, k = 0,. . . , n - 1, the discrete orthogonality property 
It then follows from (7), (81, (12) that the coefficients in (5) have the explicit form 
ak =$&(& Uk),,, k=O ,..., n-l. (13) 
In particular, if g E P, _ 1, then the method yields the exact solution, i.e., v, = v. 
2. The convergence result 
Firstly we define some norms by which the error will be described. We begin by writing the 
solution of (1) as 
V =OU. 
It is well known that if 
~lull~*:=(u) u)‘/2<m, 
then u has a Chebyshev polynomial expansion 
00 
U = c ii(k)U,, 
k=O 
where 
2 
4kJ = -(u, Uk>, k E Z+u(O), T 
and convergence is in the sense that 
I 00 \ l/2 
(14) 
(15) 
(16) II u II i, = 
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This leads to the definition of the Sobolev-type norms for arbitrary s E If2 as 
IiqO)l’+ i lk12w(q12 I 
10 
u 11 #.p := , (17) 
k=l 
and we introduce H” as the closure of the set of all polynomials with respect o this norm. 
Further, we define norms directly in terms of v. We can say that if 
l~(x;;‘(l -x2)-“’ dx 
l/2 
<m, 
1 
(18) 
then v has an expansion of the form 
L’=o i E(k)&, 
k=O 
where 
(19 
and 
II u Ii tz = 
Similarly, a Sobolev-type norm for arbitrary s E 08 is d&c& by 
l/2 
II iY 11 jp = $ii(0)12+ 2 lkl’“la(k)12 
\ 
. 
k=l 
Hence 
(21) 
(22) I 
II u II FP = II u II his. 
Now we can easily state the existence and regularity of the solution of (1). 
Thewem 1. For arbitrary .q _ E if& the operator D defined by (1) is a bijection from H” to I?“-? 
Proof. Since for L’ = WA there holds u E H” is A~ and only if u E I?, the assertion follows from the 
b~~ect~~ gf the mapping DO : fi” -j fisD1, where DWU := Dv. Let g E I?-* and Dwu = g. 
Then 
g = i g(k)U,. 
k=O 
Setting u = Xy ,+X k Wk, a straightforward calculation which uses 
Do e i?(k)U, = e (k + l)ii(k)t;. = i g(k)U, 
. 
k=O k=O k=O 
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yields g^( k) = (k + 1)iXk) for k 2 0. Hence, with = denoting equivalence of norms we have 
II&$= c lk12’-ilg(k)12+ 19^(O)l’ 
k#O 
= c Ik12”-2(k+1)21fi(k)12+ Ii;(O)l’= Ilull& 17 
k>@ 
There holds the following convergence result for the solution of the collocation scheme (7). 
Theorem 2. Let D be as in (I) with g E fit - ? Then for any n E h + there exists a solution 
c,, E oPn__: of (7). Moreover, if t > 5, t 2 s, then for the solution v E n’ of (1) there holds 
11 v, - v ii 2s < Cl! -mW-s-t- 1) II g II fi,_I, (24) 
where the constant C is independent of n. 
Proof. The approximation scheme (7) is equivalent to 
(Dv,, L$),=(Dv,~),, j=O ,..., n-l. 
Now, from (2) and (Is), with v = WU, we have 
Du = i (k + l)G(k)U,(x). 
k=O 
Thus 
(25) 
or 
(DC q)n = i (k+ l);(k){&, U;-),, j=O ,..., n-l, 
k=O 
I 
I +(O) + i (k + l);(k)& &,>,, 
j = 0, 
(DO, l$),, = 
k=2n 
,‘T(j+l)fi(j)+ i (k+l)fi(k)(Uk, qh,, j = l,...,n - 1. 
k=2n-j 
(26) 
A similar result can be written for (Dun, U,.),, with the difference that, because u,, = v,/w is a 
polynomial of degree < n - 1, ii(k) = 0 for k >, n. Hence 
UW,, q>, = 
;pfi,(o), j = 0, 
&r(j+l)ii,(j), j=l,..., n-l. 
Using the defining equations (25) we obtain 
O” 2 
h(O) + c -(k + l)d(k)(& u,),, j = 0, 
fin(j) = 
k=2n ‘TT 
l”2 
(28) 
i;(j) + - j+ 1 =x -(k + l)fi(k)(li,, u$+. I’ j= I,..., n - 1. 
k 2n-j T 
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ext 1~42 estimate the error U, - u in the @ norm. Since ii,(k) = 0 for k > n, we obtain 
4 $=Iii,(O)-i(O) i k*+?,(k)-i(k 
k=l 
n-1 
=Iii,(O)-ri(O)l’+ c k*“li’i,(k)-ii(k)l*+ i kzslG(k)l’. 
k=l k=n 
With (28) we can estimate the first term as follows: 
(29) 
(k + l)fi(k)(U,, &>n * 
The first factor of this is smaller than or equal to C/n *‘A This can be seen as follows. We . 
for k = 0, 1,. . . , m = 1, 2,. . . . This yields 
+, I = (2n + 2)m - 2, 
CV,, Qj>n= +T , 1=(2n+2)m, 
0, otherwise, 
for m E Z+. Hence, 
= cv,, u,>: 32 c [Zt-1 = 4 %T* c 
I=217 m=l 
! 1 1 
[ [(2n + 2)m - 2]*‘-’ + [(2n + 2)m]*‘-’ 
+* i 
m=l [(2n + 2)l m - 2]*‘-’ ’ 
fort>+, 
x 
,< J-d r, 2 
m=l 
< Cn’-2t, 
Thus, 
1 ii,(O) - G(0) 1’ < Cn1-2t II __ 
1 
_T2nlIri0 l 
c 
(2nm)‘t-’ 2*’ - mn=l m2t-1 
for 01. 
(30) 
(31) 
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Next, we estimate the third term in (29): 
i k2qqq*= i k*s-*r-lk*r+‘lti(k)I*~n*s-*r-lIIUIIA,+,,~, 
k=n k =I: 
provided s < t + $. Finally we consider the second term in (29). With (28) we have 
(32) 
1 . 
Using (30) we have 
5 (k+l)ii(k)(U,,~),=$~ i (-[(2n+2)m-j-l]ii((2n+2)m-j-2) 
k=2n-j tn = 1 
+ [(2n + 2)m + j + l]i;((2n + 2)m + j)). 
Hence, 
i (k+ l)G(k)(U,, q)n * 
k=2n-j ) 
<C 
[i 
i [(2n+2)m-j-l]Iii((2n+2)m-j-2)1 * 
m = 1 ) 
i [(2n+2)m+j+l]Iii((2n+2)m+j)l . 
1?1 = 1 
Now, 
1 
m 2 
x [(2n + 2)m -j - l] I ii((2n + 2)m -j - 2)l\ 
\ nr = 
< 
But, 
x) 
c 
m = 1 
Thus, 
/ a: 
1 1 
[(2n + 2)m -j - l]*‘-I 
<i 
,n=l (nm)2f-1 ’ Cn 
lsZt, for t > 1. 
\* 
\ 
C [(2n + 2)m -j - l] I ii((2n + 2)m -j - 2) 1 
111 = 1 1 
< Cdw2’ i [(2n + 2)m -j - 1]2r+’ 1 ii((2n + 2)m -j - 2) I *, 
nt = 1 
( 
m 
c 
m = 1 
1 
- 
[(2n + 2)m -j - 11”-’ I 
x i [(2n+2)m-j-1]2’+1~B((2n+2)m-j-2)12 . 
i l?I = 1 I 
228 VJ. Errin, E. P. Stephan / Collocation for a hypersingulat equation 
and similarly, 
I x 
I 
* 1 C [(2n + 2)m +j + l] 1 G((2n + 2)m +j) 1 111 = 1 
m 
< ctpt C [(2n + 2)m +j + l] *‘+l li;((2n + 2)m +j) I*. 
m=l 
Therefore, 
n-l 
i,(j)-;olZ~~n~'(j+1)2s~2nl_2t 
j=l j=1 
X i {[(2n+2)m-j-l]2t+*~li((2n+2)m-j-2)~2 
n,=l 
+[(2n+2)m+j+1]2t+1~li((2n+2)m+j)~2}. 
If s 2 1, we have (j + l)‘“-’ < n2s-2, whereas if s < 1, we have (j + 1)2s-2 < 1. Thus we obtain 
n- 1 
4(i) -WI* G 
i 
*tr- l/*1 11 u lI&+,/ ) 
j=l 
~r,t_s+,,,, s< 1, 
11 u )I$+w, S&l. 
(33) 
Combining the three terms (31)-(33), we obtain for u E I?, 
1% - u II fiS < Cn-mi”(‘-s*t- ‘1 II u II fir. (34) 
Hence (34) gives the desired estimate (24) since due to Theorem 1 there exists a constant c > 0 
such that 
H” < c II g II fir-t. 0 
umerical results 
The following numerical results were performed on the CDC 855 at the University of 
Hannover. In Table 1 we give the weighted L2-error 11 e I] RU for the collocation approximation 
of the hypersingular integral equation (l), and present the associated experimental convergence 
rates a,. For g listed in Table 1 we approximate the unknown solution v of (1) by taking 
f I = otr& where u& solves the collocation scheme (7) for n = 200. Then, instead of the actual 
error u - u, where u = 1*/o and u,, 
L’-error for e = Ic:*lw, - iln, i.e., 
= L~,/o and P, solves (7), we give in Table 1 the weighted 
i e 11 ~7” := (35) 
In evaluating (35) we use the respective Chebyshev polynomial expansions (5) for u.& and u, 
and perform the integration by an adaptive integration rule. Note that (1 -x2)- ‘I’* E @‘2-E, 
(1 -x’)~/’ EH’/‘-‘, for any E > 0, and eX E fi” for any S, which can be seen by computing 
the Chebyshev coefficients (15). Therefore Theorem 2 gives the theoretical convergence rates 
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Table 1 
Weighted L*-error for collocation scheme (7) 
n 
6 
11 
16 
21 
26 
31 
36 
g(x)=(l- x*)-l’* g(x) = (1 - x2J3’* g(x) = eex 
II e II k” arr II e II tp a, I1 II e II fiu a” 
0.648. lo- ’ 0.571. 1o-3 3 0.699.13-* 
1.37 5.82 8.06 
0.283. lo- ’ 0.168. 1O-4 4 0.688. 1o-3 
1.39 5.02 11.18 
0.168.10-l 0.256lO-’ 5 0.568.10-’ 
1.46 5.52 14.51 
o.113lcl-’ 0.575 * lo- 6 6 o.40310-5 
1.47 5.18 18.01 
0.525.10-* 0.189.10-6 7 0.251-10-6 
1.51 5.49 21.67 
0.633. lo-’ 0.720. lo-’ 8 0.139. lo-’ 
1.52 5.26 25.45 
0.504. lo- 2 0.328. lo-’ 9 0.692. lo-’ 
a* 3 2 II i 
(x * listed in Table 1, since for g E fiS the solution u of Dv = g satisfies u := o/o E &+ ‘. For 
g = emx, Table 1 shows exponentially fast convergence. 
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