We give a classification of all the cycle types occurring in the automorphism groups of countable homogeneous graphs.
The corresponding property which characterizes Γ n is then as follows: ( * n ) if α is a map from a finite subset of Γ into {0, 1}, such that the set of all y ∈ dom α with α(y) = 1 does not embed K n−1 , then there is x ∈ Γ − dom α such that for all y ∈ dom α, F {x, y} = α(y).
An immediate consequence of ( * n ) which will be used throughout is that the witness may be chosen outside any specified finite set (by suitably extending α by extra zero values).
To make thing easier to visualize, for a function α from a finite subset of Γ n into {0, 1} we shall refer to the set of all y ∈ dom α such that α(y) = 0 or 1 as its 0-set (1-set respectively) and say that α is allowable if its 1-set does not embed K n−1 .
By a cycle-type we understand a sequence R = (R ∞ , R 1 , R 2 , R 3 , . . .) where, for each m, 0 ≤ R m ≤ ∞. In practice this is written ∞ R∞ .1 R1 .2 R2 . . ., and terms in which R i = 0 may be omitted, and the order of the terms varied. If σ is a member of a permutation group, we say that σ has cycle-type R if for all m, R m is the number of cycles of σ of length m.
We often view a natural number m as the von Neumann ordinal {0, 1, . . . , m − 1}.
Results for graphs not in Henson's list
In this section we recall the classification from [5] for cycle-types arising in the automorphism group G of the random graph, and also give the possible cycle-types for the sporadics, and the complete and 'imprimitive' graphs in the classification. The former classification gives rise to some of the features for Aut Γ n . Before we can state the list of possible cycle-types, we have to introduce a crucial integer associated with certain cycle patterns. Let M be a positive integer, and R m non-negative integers for 1 ≤ m ≤ M , and let X = X(M, (R m )) = {Z m × {1, 2, . . . , R m } : 1 ≤ m ≤ M }.
Note that it is possible for M to be 0, or for all R m to be 0; in either of these cases, X is just the empty set. It is intended that X be naturally identified with the union of the finite cycles of an element σ ∈ G, so we let σ act on X by σ(i, j) = (i + 1, j) where i + 1 is evaluated modulo m if i ∈ Z m . Let Φ be the set of functions α from X into {0, 1}, and let H(M, (R m )) be the number of orbits of Φ under the action of σ, where σ(α)(y) = α(σ(y)). In terms of this number, the classification given in [5] is then as follows: In outline this is proved as follows. First one shows by use of the property ( * ) that no cycletypes outside this list can arise. For the simplest example, there is no automorphism of cycle-type ∞ 1 1 1 , since a fixed point would have to be joined in the same way to all the other vertices since the automorphism must respect the edge relation, and this is clearly contrary to ( * ). In the other direction, for each cycle-type in the list, one has to show that there is an automorphism having that cycle-type, and the way this is done is to start with the cycle-type, acting just as a permutation on a countably infinite set X, and then to construct the graph structure on X which will make it (isomorphic to) the random graph. This is done in stages so as to verify that all required witnesses exist. Essentially the same strategy is used throughout this paper to deal with the generic K n -free graphs.
To conclude this section, we remark on the cycle-types exhibited in the automorphism groups of the other countable homogeneous graphs. This is solely for completeness, as they are not at all as interesting as the 'generic' types.
The two 'sporadics' are P 5 , the pentagon, and K 3 × K 3 , which for some purposes is easiest to regard as the line graph of a complete bipartite graph K 3,3 . The automorphism groups here are the dihedral group of order 10, and the wreath product of symmetric groups of order 3 and 2 (which has order 72), and the cycle-types arising are as follows:
in Aut(P The other homogeneous graphs not covered elsewhere in the paper are K m [K n ] and K m [K n ] for 1 ≤ m, n ≤ ℵ 0 . Since these graphs are complementary, so have (essentially) the same automorphism groups, it suffices to give the cycle types occurring in K m [K n ]. Here the best we can do is as follows. If {R k : k ∈ K} is a family of cycle-types (K finite or infinite), then their sum R = k∈K R k is given by R i = R k i for each i ∈ {1, 2, . . .} ∪ {∞}. Then R arises as the cycle-type of a member of Aut(K m [K n ]) if and only if R i = mn and R may be written as a sum k∈K R k where for each k, i R k i = jn for some j, and R k i = 0 ⇒ j divides i. Here R k just represents the cycle-type of a j-cycle of the action on K m , so this characterization is immediate and uninformative (though it does enable us to list the possible cycle-types quite quickly in given instances). We can however establish the following result.
Theorem 2.2. Let ∆ 1 and ∆ 2 be countable homogeneous graphs. Then Aut(∆ 1 ) and Aut(∆ 2 ) exhibit the same cycle-types if and only ∆ 1 and ∆ 2 are equal or complementary, or if they are both of the form Γ n or its complement for some n ≥ 4.
Proof: If graphs do not have the same numbers of vertices, their automorphism groups cannot exhibit the same cycle types, so we can restrict attention to graphs having equal numbers of vertices (finite or ℵ 0 ). First look at the graphs having 5 vertices, which are just P 5 and K 5 (up to complements) and here Aut(K 5 ) has an element of cycle-type 1 3 .2 and Aut(P 5 ) does not. Next when there are 9 vertices, we have to consider K 3 ×K 3 , K 9 , and K 3 [K 3 ]. This time, Aut(K 3 [K 3 ]) has an element of cycle-type 1 7 .2 and Aut(K 3 × K 3 ) does not, and Aut(K 9 ) has an element of cycle-type 1 5 .4 and the others do not, so this completes the sporadics. For the general finite case we need to consider K k [K l ] and K m [K n ] where k < m and kl = mn, and these may be distinguished by means of the cycle-type 1 kl−n−1 .(n + 1), which arises as a cycle-type in Aut(
, provided n > 1, and if n = 1 we consider instead the cycle-type 1 kl−l−1 .(l + 1). This completes the finite case. Now looking at the infinite homogeneous graphs, the following have to be considered:
We observe that K ∞ [K n ] exhibits m.1 ∞ for m ≤ n, but not (n + 1).1 ∞ provided n > 1, K ∞ exhibits all possible cycle types, and
for m, n ≥ 2, note that the former exhibits 1.∞ 2 but the latter does not. To distinguish these from the random graph and Γ n we note that (by the results of the next section), the automorphism groups of all of K m [K ∞ ] (for finite m), K ∞ [K n ] (for finite n), and K ∞ [K ∞ ] have non-identity elements of finite support, whereas this is false for Γ and Γ n . Finally, the comparisons between the cycle types in Aut(Γ) and Aut(Γ n ) are given in the next section. For instance, it follows from Theorem 3.9 that Aut(Γ 3 ) exhibits the cycle-type 1 2 .∞ 2 but Aut(Γ) does not, Aut(Γ) and Aut(Γ 3 ) exhibit the cycle-type 1.∞ 2 but Aut(Γ n ) for n ≥ 4 does not, and that all Aut(Γ n ) for n ≥ 4 exhibit the same cycle-types. 2 3 Classification of possible cycle-types in G n = Aut Γ n Before we can state the main theorem we introduce the integer associated with certain cycle patterns corresponding to H(M, (R m )) given for the random graph in the previous section. This is defined in exactly the same way as before, except that now we have to take into account the possible graph structures X allowed on X, which have to be K n -free. More formally, let M and R m for 1 ≤ m ≤ M be non-negative integers, and let
where the permutation σ acts on X by σ(i, j) = (i + 1, j), and we consider K n -free graph structures X on X which are preserved by σ. For each such X we let Φ be the set of functions α from X into {0, 1} such that the 1-set of α is K n−1 -free, H(X , σ) be the number of orbits of Φ under the action of σ, and let H = H(M, (R m )) be the least value of H(X , σ) as the graph X varies.
For example, using the example given in [5] , if n = 3, M = 3, R 1 = 0, R 2 = R 3 = 1 (so Γ 3 is the generic K 3 -free graph and X consists of just one 2-cycle and one 3-cycle) we have three possible graphs X to consider: Case 1 None of the vertices are joined. Case 2 The vertices in the 2-cycle are joined, with no other edges present. Case 3 Both vertices in the 2-cycle are joined to all vertices in the 3-cycle, with no other edges present.
(Note that these are the only three possibilities preserved by σ which omit triangles.) For Case 1, |Φ| = 32 and representatives of the orbits of Φ are giving H(X , σ) = 6. So for this example we have H = H(M, (R m )) = min H(X , σ) = 6 (whereas in [5] the value was 12).
We now move towards the main theorem characterizing the cycle-types in G n through a series of lemmas dealing with particular cases which can arise. Lemma 3.1. If σ ∈ Aut(Γ n ) = G n has no infinite cycles, and for each m, R m cycles of length
Proof: Suppose for a contradiction that {R m : L divides m} < ∞, and let x 1 , x 2 , x 3 , . . . , x N be representatives of distinct finite cycles of σ of lengths l 1 , l 2 , l 3 , . . . , l N respectively chosen so that L = LCM {l i : 1 ≤ i ≤ N }. We shall inductively define a sequence of functions (α i : 1 ≤ i ≤ N ) from a finite subset of Γ n into {0, 1} and points w i , for 1 ≤ i ≤ N as follows.
For the basis case,
For the induction step, assuming that w i has already been chosen lying in a cycle of length l wi , we let
As part of the induction we shall ensure that
By property ( * n ) such a w i exists provided that the 1-set of α i does not admit a K n−1 . For the basis case the 1-set of α 1 is {x 1 } which clearly does not admit a K n−1 as n ≥ 3. Otherwise the 1-set of α i+1 is {x i+1 , w i } and by choice of w i at the ith stage we have F {x i+1 , w i } = 0. So the 1-set does not admit a K n−1 . Thus w i may be chosen as required for each i. Moreover, since there are only finitely many elements in a finite cycle of length a multiple of L, the w i may be taken outside any such cycle.
It follows that l i divides l wi (the length of the cycle containing w i ). Similarly l wi divides l wi+1 . Now since l i divides l wi and l wi divides l wi+1 it follows that l i divides l wj for 1 ≤ i ≤ j < N , and thus l i divides l w N for 1 ≤ i ≤ N , and L divides l w N . This is contrary to the choice of w N , and we conclude that
. .) where 0 < R ∞ < ∞ and {R m : 1 ≤ m < ∞} = ∞, then the following condition holds: (A) if the infinite cycles of σ are A 1 , A 2 , . . . , A R∞ , then there are distinct finite cycles C 1 , C 2 , . . . , C R∞ such that for 1 ≤ i ≤ R ∞ some point of A i is joined to some point of C i .
Proof: (If A i is an infinite cycle, and C i is a finite cycle, such that some a i ∈ A i is joined to some c i ∈ C i , we shall say that A i and C i satisfy (A), or we may also say just that A i satisfies (A).)
We shall prove by induction on k ≤ R ∞ that there are k infinite cycles A 1 , A 2 , . . . , A k say, for which (A) holds.
Suppose for a contradiction that (A) does not hold for any infinite cycle of σ. Choose a ∈ A 1 , and c in some finite cycle C. Then the assumption tells us that a and c are not joined. By ( * n ) there is a w such that F {a, w} = F {c, w} = 1 (noting that as n ≥ 3, the 1-set of the relevant α is K n−1 -free). Since c and w are joined, by our assumption, w must lie in a finite cycle. But now w is joined to a, which is a contradiction. This gives the basis case. Now we assume inductively that (A) holds for k infinite cycles A 1 , A 2 , . . . , A k , where 1 ≤ k < R ∞ . Let C 1 , C 2 , . . . , C k be corresponding (distinct) finite cycles, so that some a i ∈ A i is adjacent to some c i ∈ C i . It suffices to show that some point of an infinite cycle in {A k+1 , . . . , A R∞ } is joined to an element of a finite cycle different from each C i so far chosen. Suppose for a contradiction that this is false, and choose a ∈ A k+1 . Choose c lying in a finite cycle C distinct from any C i so far chosen. By assumption, c is not joined to any member of A k+1 . By ( * n ) we may find w such that F {a, w} = F {c, w} = 1, F {x, w} = 0 for all x ∈ 1≤i≤k C i (since once more, the 1-set of the relevant α is K n−1 -free). By its choice, w ∈ 1≤i≤k C i , and by our assumption, it cannot lie in any other finite cycle. Therefore w lies in an infinite cycle. Again by its choice, it cannot lie in a 'new' infinite cycle, so lies in A i for some i between 1 and k. Then w = σ r a i for some r. By choice of a i and c i , F {a i , c i } = 1, and therefore F {σ r a i , σ r c i } = 1. This gives F {w, σ r c i } = 1, but w was chosen so that F {w, x} = 0 for every x ∈ C i , and as σ r c i ∈ C i , this gives the desired contradiction. This contradiction shows that there is some infinite cycle not in {A 1 , . . . , A k }, A j say, containing an element joined to an element of some finite cycle, C j say, not in {C 1 , . . . , C k }, which gives the induction step, and proves the lemma. 2 Corollary 3.3. If σ ∈ G n is as in Lemma 3.2, then for each infinite cycle of σ there are infinitely many finite cycles satisfying (B).
Proof: Let A 1 , A 2 , . . . , A R∞ be the infinite cycles of σ and C 1 , C 2 , . . . , C R∞ finite cycles such that (A) holds for each pair A i and C i . Suppose for a contradiction that some infinite cycle A i has only finitely many corresponding finite cycles C i1 , C i2 , . . . , C iM for which A i and C ij satisfy (A). Let a i ∈ A i . By ( * n ) there is w such that F {a i , w} = 1 and F {x, w} = 0 for x ∈ 1≤k≤R∞ C k ∪ 1≤j≤M C ij .
If w lies in a finite cycle, then this cannot be any C ij , as there would be an additional finite cycle corresponding to A i , which contradicts the assumption. Therefore w lies in an infinite cycle so is of the form σ r a j for some j. The same argument as in the lemma now shows that this too is impossible. 2 Lemma 3.4. Suppose that σ ∈ G n has cycle-type R = (R ∞ , R 1 , R 2 , . . .) where 0 < R ∞ < ∞ and
Proof: Choose representatives x 1 , x 2 , . . . , x M of distinct finite cycles of σ of lengths l 1 , l 2 , . . . , l M respectively so that L = LCM {l i : 1 ≤ i ≤ M }, and let X be the union of these cycles. Let Y be the union of distinct finite cycles C 1 , C 2 , . . . , C R∞ chosen by Lemma 3.2 such that A i and C i satisfy (A), for 1 ≤ i ≤ R ∞ , where A 1 , A 2 , . . . , A R∞ are the infinite cycles of σ. By Corollary 3.3 we may also assume that X ∩ Y = ∅.
We inductively define a sequence of functions α i from a finite subset of Γ n into {0, 1} and choose witnesses w i , as in the R ∞ = 0 case, as follows. For the basis case,
and for the induction step,
where l wi is the length of the cycle containing w i and i < M . We also add in the following constraints, for some
and α i (y) = 0, for 1 ≤ i ≤ M, and for all y ∈ Y.
The final constraint on the α i forces any witness w i such that w i / ∈ dom α i and (∀z ∈ dom α i )α i (z) = F {w i , z} to come from a finite cycle of σ. So as in the R ∞ = 0 case w M lies in a finite cycle of length a multiple of L.
We now define a function α as follows, where K ≥ 1 is arbitrary:
for all y ∈ Y,
By ( * n ) there is v / ∈ dom α such that (∀z ∈ dom α)α(z) = F {v, z}. Since α(y) = 0, for all y ∈ Y , v must come from a finite cycle, whose length is a multiple of L. Moreover this length must be greater than K, since if σ r v = v, where 1 ≤ r ≤ K, then
Since K was arbitrary, {m : L divides m and R m = 0} is infinite as required. 2
Now we give a lemma which just applies in the one 'exceptional' case.
Lemma 3.5. If n = 3 and R = (R ∞ , R 1 , R 2 , . . .) is the cycle-type of a member of G n having just finitely many finite cycles, then
Proof: Since there are only finitely many finite cycles there must be M such that (∀m > M )R m = 0. Let X be the union of these cycles. If Φ is the set of all functions α with domain X such that the 1-set of α has no edges then, by ( * n ), for any α ∈ Φ there is x α / ∈ X such that (∀x ∈ X)F {x α , x} = α(x). We let σ act on Φ by (σα)(x) = α(σx).
Suppose that x α1 and x α2 lie in the same cycle of σ, so that σ r x α1 = x α2 for some r. Then if x ∈ X, (σ r α 2 )(x) = α 2 (σ r x) = F {x α2 , σ r x} = F {σ r x α1 , σ r x} = F {x α1 , x} = α 1 (x), so σ r α 2 = α 1 and α 1 , α 2 are in the same orbit of Φ. Also as x α / ∈ X, each x α lies in an infinite cycle, and so there are at least as many infinite cycles as orbits of Φ. As H = H(N, (R n )) is the minimum number of orbits X can have, H ≤ R ∞ . 2
Now for n > 3 we shall show that there is no σ ∈ G n such that {R n : 1 ≤ n ≤ ∞} < ∞. We first consider σ with no finite cycles. The case where σ has a finite non-zero number of finite cycles will follow by a small modification in the argument. If elements a 1 and a 2 lie in the same infinite cycle of σ, we write d(a 1 , a 2 ) (the 'distance' between them) for the non-negative integer d such that
Suppose then that σ ∈ G n where n > 3 and that σ has cycle-type (R ∞ , R 1 , R 2 , . . .) where {R n : 1 ≤ n < ∞} = 0 and R ∞ is finite and non-zero, and we shall derive a contradiction. This is done using Lemma 3.7 below, but first we need a definition.
A configuration is a family ( (2) for distinct a 1 , a 2 in A i , i ≺ a 1 or i ≺ a 2 , and for any j for which
(3) If d i and d j are both defined, and i ≺ j, then |d j | ≥ 2|d i |, and also |d j | is at least twice the greatest distance between any two points a 1 , a 2 of A i satisfying a 1 , a 2 ≺ j.
, and if a 1 ∈ A i and a 2 ∈ A j are distinct, then
where these are defined (that is, expressions involving d i , d j only apply when A i or A j is of type III respectively).
where these are defined.
If (A i ) and (B i ) are configurations then we say that (B i ) is an extension of (A i ) if there are integers p i such that A i ⊆ σ pi B i for each i, and there is i such that either |B i | > |A i | or A i is of type II and B i is of type III, their values of d i agree when both defined, and the ordering ≺ for (B i ) is an extension of that from (A i ) (after translation by σ pi ), in which all new points are adjoined at the end. (In other words, in extending, we can add elements to the sets, move them along a cycle, or if A i is of type II we can choose a value for d i to make it of type III. Furthermore, the role of ≺ is to tell us in what order these actions were performed.) We say that (A i ) is full if all A i are of type III and 
Lemma 3.7. Any non-full configuration has an extension.
The point of this lemma is that by applying it repeatedly starting from the trivial (all empty) configuration we arrive after finitely many steps at a full configuration (Z i : 1 ≤ i ≤ c) say. The significance of this configuration can be seen by considering just one Z i , which consists of a set of n − 2 points together with an integer d i such that |d i | > 2 nc and 3.6(4) holds. This is shown in figure 1 .
By 3.6(4) and the fact that Z i only consists of n − 2 points we see that the 1-set of α does not admit a K n−1 . This is because, since n 4, any set of n − 1 points must contain z 1 and σ di z 2 where z 1 , z 2 ∈ Z i and z 1 = z 2 and these are not joined. Thus, by ( * n ), there is a point w such that w / ∈ dom α and (∀z ∈ dom α)F {w, z} = α(z). Suppose w lies on the same infinite cycle C i as Z i , and consider the finite subset Z i ∪ {w, σ −di w}. It is clear from the definition of a configuration and of α that F {z 1 , z 2 } = F {z 1 , w} = 1 for distinct z 1 , z 2 ∈ Z i . Since w is on the same infinite cycle as z 1 we have w = σ l z 1 for some l and hence F {w,
by definition of α. So we see that if w lies on the same infinite cycle as Z i we are forced to create a K n and this gives a contradiction.
For example, if n = 4, a typical member of a full configuration, Z i say, would be of the form Figure: 2 shown in figure 2 , where
Then, since the 1-set of α does not admit a K 3 , there is w / ∈ dom α such that (∀z ∈ dom α)F {w, z} = α(z). Now suppose that w lies on the same infinite cycle C i as Z i . Then the situation is as shown in figure 3 . Figure: 3 If we look at the encircled points, a 1 , a 2 , σ −di w and w, we see that they form a K 4 , which leads to a contradiction. 
So let (Z i : 1 ≤ i ≤ c) be a full configuration. Since whenever i = j and z 1 ∈ Z i , z 2 ∈ Z j , by 3.6(4) we have
, and all i, with 1-set not admitting a K n−1 by the earlier argument. Thus, by ( * n ), there is w such that w / ∈ dom α and (∀z ∈ dom α)F {w, z} = α(z). This w will have to appear on one of the infinite cycles C i and hence, by the above, create a K n .
So from Lemma 3.7 it will follow that for n > 3 there is no σ ∈ G n having just finitely many infinite cycles and no finite cycles.
Proof of Lemma 3.7. Given a configuration (A i : 1 ≤ i ≤ c) we extend it by finding a witness corresponding to the map α given as follows for a ∈ A i , 1 ≤ i ≤ c:
for a ∈ A i and i = j α(σ −dj +di±β a) = 0, for a ∈ A i , and i = j (where these exist, that is, A i or A j as the case may be is of type III, and 2 q−1 ≤ β ≤ 2 nc −2 q−1 +1). The idea of the conditions involving β is to ensure that for each point a in the configuration there is sufficient 'space' surrounding a, on the infinite cycle it lies on, to manoeuvre. This is because during the construction we shall effectively be 'sliding' points down their infinite cycles and these conditions prevent any possibility of accidentally creating a K n .
First we check that α is well-defined, that is, we must be sure that there is no clash between its 1-set and 0-set. The 1-set of α is Since there are no finite cycles, w must lie on an infinite cycle C k say, for 1 ≤ k ≤ c. There are three possible cases to consider:
Case 2. A k is of type II. to members of A i and putting w greater than all of these (and greater than any i such that d i is defined). There is no change in the choices of d i , or in which ones are defined.
We check that (B i : 1 ≤ i ≤ c) satisfies Definition 3.6 and is therefore a configuration. 
q−1 a 2 , and we have by a similar calculation,
Now suppose that i or j is equal to k, i = k say (still with i = j), and we only need to check the first two equations as d k has not yet been defined. Then b 1 = w, and so
and
by choice of w.
, and we must first show that for
Now, as in the verification of (4), let i = k so that b 1 = w, and we check that the first two equations hold. 
then the desired equations follow from those for (A i ), so there remains the case in which i = k = j, b 1 = a 1 ∈ B k , and b 2 = σ −2 q−1 a 2 ∈ B j . Since (A i ) is a configuration, by Definition 3.6(5), F {a 1 , σ ±β a 2 } = 0, for 2 q−1 ≤ β ≤ 2 nc − 2 q−1 + 1 and so
is of type III and
A k is of type II we again have q = q + 1, so let 2 q ≤ β ≤ 2 nc − 2 q + 1. For i = j different from k the required property follows as in Case 1, so suppose that i = k = j and b 1 = a 1 ∈ B k and
, and F {a 1 , σ ±β a 2 } = 0 for 2 q−1 ≤ β ≤ 2 nc − 2 q−1 + 1 by Definition 3.6(5) for the configuration (A i ). Similarly
by choice of w. Thus, for Case 2, the family (B i ) is a configuration. Thus, for case 3, the family (B i ) is a configuration. It is clear that in each of the three cases, (B i ) is an extension of (A i ) and therefore the lemma is proved. 2 Corollary 3.8. If n > 3, there is no σ ∈ G n having just finitely many cycles. Proof: If so, then 0 < R ∞ < ∞. By Lemma 3.7 there is a full configuration (Z i : 1 ≤ i ≤ c) where c = R ∞ . We modify the argument given in the discussion before the proof of Lemma 3.7. Let α be defined by α(z) = α(σ di z) = 1 for all z ∈ Z i and all i, and also α(t) = 0 for all t lying in a finite cycle of σ. Then as before, a witness w corresponding to α exists, and lies in an infinite cycle, and this creates a K n , giving a contradiction. 2 Theorem 3.9. R = (R ∞ , R 1 , R 2 , R 3 , . . .) is the cycle-type of a member of G n (n ≥ 3), if and only if one of the following holds. Finally dealing with (iv) (so we are just considering G 3 , the automorphism group of Γ 3 ) suppose that there are only finitely many finite cycles, with union Z, and that with H as defined above, H ≤ R ∞ . Choose a K 3 -free graph structure on Z having H orbits on the corresponding value of Φ, and let β 0 , β 2 , . . . , β H−1 be representatives of these orbits of Φ under the action of σ, and choosing y 0 , y 1 , . . . , y H−1 from distinct infinite cycles, let F {σ r y i , x} = β i (σ −r x) for each x ∈ Z. Then F {σ(σ r y i ), σx} = F {σ r+1 y i , σx} = β i (σ −(r+1) σx) = β i (σ −r x) = F {σ r y i , x}, so F is preserved by σ so far, and if σ r β i is an arbitrary member of Φ, F {σ −r y i , x} = β i (σ r x) = (σ r β i )(x)
for every x ∈ Z. Thus σ −r y i is such that σ −r y i / ∈ Z and (∀x ∈ Z)F {σ −r y i , x} = (σ r β i )(x).
For ease, we let F {x, y} = 0 for any x ∈ Z and Y lying in any other infinite cycle of σ. Thus all edges and non-edges having at least one endpoint in Z are already decided, so it remains to decide edges and non-edges between members of the infinite cycles. Suppose that the choices y 0 , y 1 , . . . , y H−1 already made from the first H infinite cycles are extended to choose y i from the rest too, and let us say that the 'distance' between points σ r y i and σ s y j is |r − s|. (Thus 'distance' is now defined even for points in different infinite cycles.) Letting L be the lowest common multiple of the lengths of the finite cycles of σ, σ aL β i = β i , for all a ∈ Z, so it follows that σ aL−r y i / ∈ Z satisfies (∀x ∈ Z)F {σ aL−r y i , x} = (σ aL+r β i )(x). Now let {α m : m ∈ N} enumerate all finite partial maps from X into {0, 1} whose domain contains Z. To arrange that X fulfils ( * n ) it is clearly sufficient to incorporate an x m such that x m ∈ X − dom α m and, if α m is allowable, (∀x ∈ dom α m )F {x m , x} = α m (x) for each m. We choose x m inductively as before. Assume x l chosen for all l < m, and suppose that so far σ preserves F , and there is a bound on the distance between y and y lying in infinite cycles of σ such that F {y, y } has been defined. If the domain of α m is already known not to be allowable, which means that it embeds K n−1 , then we take no action (and let x m be undefined). If however α m is so far allowable, then we make decisions on any pairs in its domain which have not yet been decided as edges or non-edges, and make them all non-edges (so that now dom α m is definitely known to be allowable). This will not alter the assumption on distances, even when we close up under the action of σ, since α m is finite. Since dom α m ⊇ Z, α m Z ∈ Φ and for some r, i, α m Z = σ r β i . We choose x m to be of the form σ aL−r y i for an appropriate a such that x m is at a greater distance from all members of dom α m − Z than the bound. Then if x ∈ Z, F {x m , x} = (σ r β i )(x) = α m (x) by the above argument, and in addition, since by choice of the distance we have avoided any danger of clashes with previously defined values, we can let F {x m , x} = α m (x) for x ∈ dom α m − Z. Then we also close up under the action of σ. The result is still well-defined, since the distances from x m to points of dom α m on the same infinite cycle are all distinct.
At the end, if there are any x, y for which F {x, y} has still not been defined, then we give all of these the value 0.
We check that F is K 3 -free as follows. If K 3 embeds, then for some least m, the K 3 is formed during the choice of x m (since by choice it certainly didn't exist at the start as the graph on Z is specifically chosen as K 3 -free). It it arises from an image of x m under a power of σ, then as σ preserves the graph at each stage, it would also arise from x m itself. Suppose then that {x m , z 1 , z 2 } is a copy of K 3 . Not both of z 1 , z 2 can lie in dom α m , since α m is allowable. If neither of them lie in dom α m , then all three edges of the K 3 must have been decided at an earlier stage, contrary to the choice of m. Hence one of z 1 , z 2 is in dom α m and the other not, z 1 / ∈ dom α m , z 2 ∈ dom α m say. But now the distance between z 1 and x m is below the bound which was meant to have been exceeded by the choice of x m , and so this is also impossible. 2
