Abstract: Radial basis function networks (RBFNs) have gained widespread appeal amongst researchers and have shown good performance in a variety of application domains. They have potential for hybridization and demonstrate some interesting emergent behaviors. This paper aims to o er a compendious and sensible survey on RBF networks. The advantages they o er, such as fast training and global approximation capability with local responses, are attracting many researchers to use them in diversi ed elds. The overall algorithmic development of RBF networks by giving special focus on their learning methods, novel kernels, and ne tuning of kernel parameters have been discussed. In addition, we have considered the recent research work on optimization of multi-criterions in RBF networks and a range of indicative application areas along with some open source RBFN tools.
Introduction
Multi-layer perceptron (MLP) network models are the popular network architectures used in most of the application areas [1] . In an MLP, the weighted sum of the in-D i= w i x i , where x is an input vector of dimension D, w i , i = , , . . . , D are weights, w is the bias weight, and fs(o) = +e −ao , a is the slope) and the units are arranged in a layered feed-forward topology called Feed Forward Neural Network [2] . The network is then trained by back-propagation learning scheme. An MLP with backpropagation learning is also known as Back-Propagation Neural Networks (BPNNs). In BPNNs a common barrier is the training speed (i.e., the training speed increases as the number of layers, and number of neurons in a layer grow) [3] . To circumvent this problem a new paradigm of simpler neural network architectures with only one hidden layer has been penetrated to many application areas with a name of Radial Basis Function Neural Networks (RBFNs) [4, [6] [7] [8] [9] [10] [11] [12] [13] [14] . RBFNs were rst introduced by Powell [15] [16] [17] [18] to solve the interpolation problem in a multi-dimensional space requiring as many centers as data points. Later Broomhead and Lowe [19] removed the 'strict' restriction and used less centers than data samples, so allowing many practical RBFNs applications in which the number of samples is very high. An important feature of RBFNs is the existence of a fast, linear learning algorithm in a network capable of representing complex non-linear mapping. At the same time it is also important to improve the generalization properties of RBFNs [20, 21] . Today RBFNs have been a focus of study not only in numerical analysis but also in machine learning researchers. Being inherited from the concept of biological receptive eld [19] and followed, Park and Sandberg prove, "RBFNs were capable to build any non-linear mappings between stimulus and response" [22] . The growth of RBFNs research have been steadily increased and widespread in di erent application areas (c.f., Sections 5, 6 , and 7 for more detailed discussion along with a number of indicative cited works). The research in RBFNs are grouped into three categories [23] : i) development of learning mechanism (include heuristics and nonheuristics), ii) design of new kernels, and iii) areas of application.
Recently, Patrikar [24] has studied that RBFNs can be approximated by multi-layer perceptron with quadratic inputs (MLPQ). Let the MLPQ with one hidden layer consist-ing of M units and the output unit with linear activation function. Let w (o) be the bias weight for the output unit and let w i (o) be the weights associated with the connection between hidden unit i and output unit o. the output of the MLPQ can be computed as: (1) where for each hidden unit i, w io is the bias weight, w Lij are the weights associated with linear terms x j , and w Qij are the weights associated with quadratic terms x j . For an RBFN with same hidden units, the output is given by:
where w i are the weights of unit i, µ i is the center vector of unit i, and β is the parameter. Using approximation, Equation (2) can be approximated as
where H, c, and d are constants. This paper is set out as follows. Section 2 gives overview RBFN architecture. Section 3 of this paper is devoted to the multi-criteria issues of RBFNs and discussed some potential contributions. Di erent RBFN tools are discussed in Section 4. Sections 5-7 discusses the various application of RBFNs. Summary along with future research direction are discussed in Section 8.
RBFNs architecture
The idea of RBFNs is derived from the theory of function approximation. The Euclidean distance is computed from the point being evaluated to the center of each neuron, and a radial basis function (RBF) (also called a kernel function) is applied to the distance to compute the weight (inuence) for each neuron. The radial basis function is so named because the radius distance is the argument to the function. In other words, RBFs represent local receptors; its output depends on the distance of the input from a given stored vector. That means, if the distance from the input vector x to the center µ i of each RBF φ j i.e., || x − µ j || is equal to 0 then the contribution of this point is 1, whereas the contribution tends to 0 if the distance || x − µ j || increases. RBF networks broadly consist of three layers (see Figure 1) [26] Input layer -The input layer can have more than one predictor variable where each variable is associated with one independent neuron. The output of the input layer neurons, then feed the values to each of the neurons in the hidden layer. 2) Hidden layer -The hidden layer can have multiple numbers of neurons. The selection of neurons in this layer is a challenging task. Mao and Huang [25] , have suggested a data structure preserving criterion technique for selection of neurons in the hidden layer.
Each neuron in the hidden layer consists of an RBF centered at a point, depending on the dimensionality of the input/output predictor variables. The hidden unit activations are given by the basis functions φ j x, µ j , σ j (e.g., Gaussian basis functions), which depend on the parameters { µ j , σ j } and input activations { x} in a non-standard manner.
The spread (radius) of the RBF function may be di erent for each dimension. The centers and spreads are determined by the training process of the network. 3 . Summation layer-Each neuron is associated with weights (w , w , . . . , w N ). The value coming out of a neuron in the hidden layers is multiplied by the weight associated with the neuron and passed to the summation which adds up the weighted values and presents this sum as the output of the network. A bias value is multiplied by a weight w and fed into the summation layer.
It is interesting to note that RBFNs are closely related to Gaussian Mixture Model (GMM) if Gaussian basis functions are used [? ] . RBFNs with N hidden units with one output neuron in the output layer can be represented as (Equation (2) 
with mean vector µ i and covariance matrix i . 
. Learning in RBFNs
Learning or training a neural network is a process by means of which the network adapts itself to a stimulus by making proper parameter adjustment, resulting in the production of desired response. Hence, in order to achieve the similar approximation/classi cation accuracy and in addition to the required number of RBF units, the following parameters are determined by the training process of RBFNs [27] : 1. The number of neurons in the hidden layer. [Ideally the number of neurons (M) in the hidden layer should be much less than data points (N)]; 2. The coordinates of the center of each hidden-layer RBF, determined by the training algorithm; 3. The radius (spread) of each RBF in each dimension, determined by the training algorithm; and 4. The weights applied to the RBF outputs as they are passed to the summation layer.
. Kernels in RBFN
The Gaussian kernel is a usual choice for kernel functions. Equation (5) is the most generic form of Gaussian kernel. The inverse of the covariance matrix is used to capture the correlations between di erent features, providing to each kernel an n-dimensional ellipsoid shape. It is generally more versatile than using the simple distance to kernel centroid that assumes strict variable independence. However, if the covariance matrix is singular or very ill conditioned, the use of the inverse can produce meaningless results or strong numerical instability. Therefore, a spectral decomposition suggested in [28] can be applied to covariance matrix, producing the Eigen system = PΛP t in which P is the matrix composed of the eigenvectors and Λ the respective Eigen values in a diagonal matrix format [125] .
Equations (6) and (7) have larger tails than Equation (4) i.e., their activations for patterns far from the centroid of the RBF which is greater than the activation of the standard form (Equation (4)) for these patterns. For su ciently large distance norm, the decay of the Equations (6) and (7) is very slow. In addition, Equations (4), (6) , and (7) do not fall asymptotically to zero. Authors have presented qGaussian RBFs as an alternative to Gaussian RBF [29] . The q-Gaussian RBF for the i th unit is de ned as:
where q is a real valued parameter. The q-Gaussian RBF allows di erent RBFs to be represented by updating the new parameter q. In [30] the di erent properties of Gaussian functions have been discussed. In addition to standard Gaussian kernels, a range of other basis functions can be used in RBFNs. The commonly used RBFs are expressed in Table 1 .
In multi-quadric function the matrix representation of basis function has an important spectral property: it is almost negative de nite. Franke [31] has found that this radial basis function provides the most accurate interpolation surface in two dimensions. Also he found that the inverse multi-quadric basis function can provide excellent approximations, even when the number of centers is small. However, author presents that sometimes a large value of σ can be useful [32] . In contrast, there is no good choice of σ known at present in the case of multi-quadric basis function.
The thin plate spline basis function has more global nature than the Gaussian function i.e., a small perturbation of one of the control points always a ect the coefcients corresponding to all other points as well. Similarly, the polynomial basis functions like cubic and linear has some degree of in uence in certain applications. An overview of RBFs and its corresponding models are described in [4] . The use of above list of kernels along with 
Name of the Kernel
Mathematical Representation
Gaussian kernels can be obtained in [5, [33] [34] [35] [36] . However, we observe in most of the neural network literature that the Gaussian RBFs is widely used in diversi ed domain like medical/biological science, computational nance, defense systems, engineering, etc.
. Learning of kernel parameters and weights
One major advantage of RBF networks of choosing suitable hidden unit/basis function parameters without having to perform a full non-linear optimization of the whole network. The coordinates of center of each hidden-layer in RBF function can be calculated by using any of the following unsupervised methods:
. . Fixed centers selected at random
This is a simple and fast approach for setting the RBF parameters, where the centers are kept xed at M points selected at random from the N data points. Speci cally, we can use normalized RBFs centered at {µ j } de ned by
where
. . Clustering
Clustering techniques can be used to nd a set of centers which more accurately re ect the distribution of the data points. The K-means clustering algorithm [37] selects the number K of centers in advance, and then follows a simple re-estimation procedure to divide the data points {X p } into K disjoint sub-sets S j and N j data points in order to minimize the sum of squared clustering function.
where, µ j is the mean/centroid of the data points in set S j given by the Equation (11):
There are, however, two intrinsic disadvantages associated with the use of K-means. The rst is due to its iterative nature, which can lead to long convergence times, and the second originates from its inability to automatically determine the number of RBF centers, thus resulting in a timeconsuming trial-and-error procedure for establishing the size of the hidden layer. A multitude of alternative techniques have been proposed to tackle these disadvantages. One way is to use some improved unsupervised methods [38] such as: fuzzy clustering [39] [40] [41] [42] [43] , self organizing map (SOM) [44] , particle swarm optimization (PSO)-based subtractive clustering [45, 46] , dynamic K-means clustering algorithm [47] , improved K-means algorithm [48] , K-harmonic clustering [49] , and self-additive clustering [50] , have been used for center selection in RBFNs.
The other way includes a signi cant portion of these methodologies use a constructive approach, building the hidden layer incrementally until a criterion is met. Within this context, the application of the orthogonal least squares algorithm has been thoroughly explored [51] [52] [53] [54] .
. . Orthogonal Least Squares (OLS)
One of the ne tuned approaches to selecting a sub-set of data points as the basis function centers is based on the technique of orthogonal least squares. OLS is a forward stepwise regression procedure, where OLS sequentially selects the center that results in the largest reduction of sum-of-square-error at the output. OLS constructs a set of orthogonal vectors Q for the space spanned by the candidate centers. In this orthogonal subspace, computation of pseudo-inverse is avoided since Q ′ Q becomes diagonal. OLS construct a set of orthogonal vectors Q for the space spanned by basis vectors ϕ k such that Φ = QA where, A is an upper triangular matrix. Using this orthogonal representation, the RBF solution is expressed as:
and the LS solution for the weight vector G in the orthogonal space is given as:
The above discussions are restricted with center and spread selection mechanism except the one in respect to Gaussian kernel. However, there are abundant of proposals developed with their own merits and demerits such as constructive decay [29] , resource allocating networks [55] , and the minimum description length principle [56] . Recently, Alexandridis et al., [57] , introduced a nonsymmetric approach for partitioning the input space. Their experimental outcomes have shown that the nonsymmetric partition can lead to the development of more accurate RBF models, with a smaller number of hidden layer nodes. More elaborate methods have been suggested [58] [59] [60] [61] for optimizing the RBF widths in order to improve approximation accuracy. Taking advantage of the linear connection between the hidden and output layer, most training algorithms calculate the synaptic weights of RBF networks by applying linear regression of the output of the hidden units on the target values. Alternative approaches for calculating the weights include gradient descent methods [62] , fuzzy logic [63] , and the expectation-maximization algorithm [64] .
A few algorithms aspiring to determine all the RBF training parameters in one step have also been proposed in the literature. In [65] , a hierarchical Bayesian model is introduced for training RBFs. The model treats all the training parameters as unknown random variables and Bayesian calculation is performed through a reversiblejump Markov chain Monte Carlo method, whereas the networks are optimized using a simulated annealing algorithm. In [66] , RBF parameters are determined in a one-step algorithm in interpolation problems with equally spaced nodes, after replacing the Euclidean norm associated to Gaussian RBF with a Mahalanobis norm. In [67] , all the RBF network parameters, including input weights on the connections between input and hidden layers, are adjusted by a second-order update rule.
It should be noted, however, that calculating optimal values for all the RBF parameters is a rather cumbersome task. Viewing the RBF network training procedure as an optimization problem, one realizes that the objective function usually presents some rather unwelcome properties including, multimodality, non-di erentiability and high levels of noise. As these characteristics make use of standard optimization methods ine cient, it is no surprise that a signi cant number of studies have focused on optimizing the RBF training procedure through the use of alternative approaches, such as evolutionary-based computation techniques [68] . The resulting methodologies include a genetic algorithm for optimizing the number and coordinates of RBF centers [69] , a hybrid multi-logistic methodology applying evolutionary programming for producing RBFs with simpler structures [29] , a multi-objective evolutionary algorithm to optimize RBF networks including some new genetic operators in the evolutionary process [71] , and an evolutionary algorithm that performs feature and model selection simultaneously for RBF classi ers in reduced computational times [72] . Similarly, PSO is a powerful stochastic optimization algorithm that has been used successfully in conjunction with other computational intelligence tools [73, 74] . A PSO-aided orthogonal forward regression algorithm based on leave-one-out criteria is developed in [75] to construct parsimonious RBF networks with tunable nodes. A recursive orthogonal least squares algorithm has been combined with PSO in a novel heuristic structure optimization method for RBF probabilistic networks [76] . The architecture of k-means clustering-based polynomial RBFNs has been introduced in [77] , using PSO and di erential evolution (DE) [78] .
In most practical applications, especially in medical diagnosis, the complete training data describing the inputoutput relationship may not available a priori. For these problems, classical batch-learning algorithms are rather infeasible and instead sequential learning is employed. In a sequential learning framework [79] , the training samples arrive one-by-one and the samples are discarded after the learning process. Hence, it requires less memory and computational time for the learning process. In addition, sequential learning algorithms automatically determine the minimal architecture that can accurately approximate the true decision function described by stream of the training samples [80] . Radial basis function (RBF) networks have been extensively used in a sequential learning framework because of their universal approximation ability and simplicity of architecture [81] [82] [83] . Recently, there has been renewed interest in single hidden-layered RBF networks with least-square error training criterion, partly due to their modeling ability and partly due to the ex-istence of e cient learning algorithms such as extreme learning machine (ELM) [84] , and second-order training methods [67] . In recent years, researchers have been focusing on sequential learning algorithms for RBF networks through streams of data.
Taking into consideration of learning weights, spreads, and centers, Table 2 summarizes few more proposals for training RBFNs.
Multi-criteria optimization in RBFNs
Generally, an RBFN has a problem of model complexity. If a model is complex, then it can t well to the input data. Because, it has low bias error and high variance error, hence, the model generalization ability becomes worse. Moreover, a complex model is not desirable as it is not very easy to handle. On the other hand, if a model is simple then variance error is less. Such a model can prevent overlearning and then can be corrected easily. The automatic optimization of an RBFN model from a given set of samples is a problem of recent studies-in which two identi ed competing objectives must be satis ed [70] . The model's prediction error must be minimized in order to achieve a well tted model, while the number of RBFs should be as low as possible to obtain a reliable interpolator/regressor or a classi er/approximator [71] . The problem of optimization of these two objectives simultaneously is known as multi-criteria optimization problem in RBFNs. They are con icting because improving one of them will worsen the other. Their solutions are usually sub-optimal for each objective in particular but acceptable taking all the objectives into accounts, where acceptable is totally subjective and problem dependent. In this connection Subsection 3.1 discusses de nitions and some basic concepts of multiobjective optimization problem (MOP). Subsection 3.2 discusses various approaches for solving MOP in RBFNs.
. De nitions and basic concepts of MOP
A multi-objective optimization problem can be stated in the following general form: bounds. These bounds constitute a decision variable space D, or simply the decision space. Associated with the problem are J inequality and K equality constraints and the terms g j (x) and h k (x) are called constraint functions.
In multi-objective optimization, the M objective func-
T can be either minimized or maximized or both. Many optimization algorithms in particular RBFNs are developed to solve only one type of optimization problems, such as e.g., minimization problems [85] . When an objective is required to be maximized by using such an algorithm, the duality principle can be used to transform the original objective for maximization into an objective for minimization by multiplying objective function by -1. It is to be noted that for each solution x in the decision variable space, there exists a point in the objective space, denoted by
There are two goals in a multi-objective optimization: rstly, to nd a set of solutions as close as possible to the Pareto-optimal front; secondly, to nd a set of solutions as diverse as possible. Multi-objective optimization involves two search spaces i.e. the decision variable space and the objective space [86] . Although these two spaces are related by a unique mapping between them, often the mapping is non-linear and the properties of the two search spaces are not similar. In any optimization algorithm, the search is performed in the decision variable space. However, the proceedings of an algorithm in the decision variable space can be traced in the objective space. In some algorithms, the resulting proceedings in the objective space are used to steer the search in the decision variable space. When this happens, the proceedings in both spaces must be coordinated in such a way that the creation of new solutions in the decision variable space is complementary to the diversity needed in the objective space. Figure 2 illustrate a typical scenario of decision versus objective space.
Most multi-objective optimization algorithms use the concept of domination [87] . In these algorithms, two solutions are compared on the basis of whether one dominates the other solution or not. The concept of domination is described in the following de nitions (assuming, without loss of generality, the objective functions to be minimized). one i ∈ { , , . . . , M} (i.e., the solution x is strictly better than y in at least one objective).
De nition 1. Given two decision or solution vectors x and y, we say that decision vector x weakly dominates (or simply dominates) the decision vector y (denoted by x ≤ y) if and only if f i
(x) ≤ f i (y)∀i = , . . . , M (i.e.,
the solution x is no worse than y in all objectives) and f i (x) < f i (y) for at least

De nition 2. A solution x strongly dominates a solution y (denoted by x < y ), if solution x is strictly better than solution y in all M objectives.
Figure 3 illustrates a particular case of the dominance relation in the presence of two objective functions. However, if a solution x strongly dominates a solution y, the solution x also weakly dominates solution y, but not vice versa. Pareto optimal front-the solution C is strictly better than B and then B is strictly better than A (source: [85] ).
De nition 3. The decision vector x ∈ P (where P is the set of solution or decision vectors) is non-dominated with
The non-dominated set P' of the entire feasible search space P is the globally Pareto-Optimal set.
De nition 7. All Pareto-Optimal solutions in a search space can be joined with a curve (in two-objective space) or with a surface (in more than two-objective space). This curve or surface is termed as Pareto optimal front or simply
Pareto front. In other words, PF = {f (x)|x ∈ P ′ }. Figure 4 illustrates a particular case (e.g., when the feasible region is an uncountable set) of the Pareto front in the presence of two objective functions and is a nonincreasing curve in R and some arbitrary function may contain non-convex intervals and discontinuities. It is to be noted that in practice, the complete Pareto Optimal set is not normally desirable (e.g., it may not be desirable to have di erent solutions that map to the same values in objective function space) or achievable. Thus a preferred set of Pareto optimal solutions should be obtained from practical point of view.
. Multi-objective problem solving approaches in RBFNs
A multi-objective problem can be handled as a single objective optimization problem by using various classical methods such as weighted sum approach, ϵ-constraint method, weighted metric methods, value function method and goal programming methods [88] . In the weighted sum approach, multiple objectives are weighted and summed together to create a composite objective function. Optimization of this composite objective results in the optimization of individual objective functions. Goal programming methods suggest minimizing a weighted sum of deviations of objectives from user-speci ed targets. These conversion methods result in a single-objective optimization problem, which must be solved by using a single-objective optimization algorithm. These classical multi-objective optimization algorithms are having some di culties particularly if the user wants to nd multiple Pareto-optimal solutions [87] . First, only one Pareto-optimal solution can be expected to be found in one simulation run of a classical algorithm. Second, not all Pareto-optimal solutions can be found by some algorithms in non-convex MOPs. Although only one solution is needed for implementation, the knowledge of such multiple optimal solutions may help a designer to compare and choose a compromised optimal solution. A multi-objective optimization is, in general, more complex than a single-objective optimization, but the avoidance of multiple simulations runs, no articial x-ups, availability of e cient population-based optimization algorithms, and above all, the concept of dominance helps to overcome some of the di culties and give a user the practical means to handle multiple objectives. Nevertheless, evolutionary algorithms (EAs) [87, 88] and swarm intelligence (SI) [89] approaches maintain a pool of potential solutions for the problem, thus making it easier to adapt them to solve MOPs. The authors in [71, 90] have presented a multiobjective evolutionary algorithm for function approximation by optimizing the size, shape, and position parameters of RBFNs. While minimizing the bi-objectives such as model's prediction error and number of RBFs, a set of new mutation operators specially designed to evolve RBFNs. These new operators are based on two well-known matrix transformations: singular value decomposition (SVD) and orthogonal least squares (OLS), which have been used to de ne new mutation operators that produce local or global modi cations in the radial basis functions (RBFs) of the networks (the individuals in the population in the evolutionary procedure). The authors in [91] have proposed a multi-objective structure selection method for RBF networks based on multi-objective genetic algorithm. The structure of RBF networks is encoded to the chromosomes in GA then evolves towards Pareto optimum for multiobjective functions concerned with model accuracy and complexity.
Methods aimed at e ciently controlling the greenhouse climate environment and optimizing the crop must take into account the in uences of the outside weather, the actuators and the crop, which is achieved by the use of models. Improving prediction performance while reducing model complexity easily becomes con icting, and giving rise to a multi-objective optimization problem. Ferreira et al. [92] , have used a multi-objective genetic algorithm for the identi cation of RBFNs coupled models of humidity and temperature in a greenhouse.
Yen [93] has developed a model of hierarchical rank density genetic algorithm to evolve topology and parame-ters of RBFN and then optimize two criteria like prediction error and RBFs in the hidden layer for e ectively prediction of chaotic time series.
Guillen, et al. [94] , have presented a parallel multiobjective GA that designs RBFNs to approximate functions by simultaneously minimizing network with the smallest number of neurons along with smallest error. The results con rm that the specialization on the di erent aspects of the design of RBFNs through the parallel approach could lead to obtain better results.
Ensemble learning has been an area of active research in machine learning community for improving the performance of classi er. In this context, Kondo et al. [95] have presented a method in which RBFNs ensemble has been constructed from Pareto-optimal set obtained by multiobjective evolutionary computation. Further, they have extended this idea [96] and applied to solve nonlinear dynamic system identi cation problem.
Despite of high capabilities of evolutionary multiobjective optimization certain multi-objective problems can be e ectively solved in a deterministic way, taking advantages of non-linear programming. Two such works of Kokshenev and Braga [85, 97] are indeed e ective approaches for the problem of inductive supervised learning within the context of multi-objective optimization. Two objectives such as empirical risk and model complexity have been optimized to get a harmonious RBFN. In particular, the work proposed in [97] is the idea of decomposition of the multi-objective problem into a set of convex sub problems led to a development of the multi-objective algorithm for nding Pareto-optimal solutions within a small class of hypotheses of RBF networks. Such an approach allows to approximate Pareto sets arbitrary well with the numbers of exact solutions of convex subproblems. However in [85] , a deeper study of the previous results [97] has been presented and extends their application to larger classes of hypotheses. However, the computational complexity of these algorithms is high in comparison with other state-ofthe-art machine learning methods.
Although there are few studies on the implementation of multi-objective RBF network training, but research on training of RBF network with multi-objective swarm intelligence is still new. In this direction, the work by [98] presents an adaptive evolutionary radial basis function (RBF) network algorithm to evolve accuracy and connections (centers and weights) of RBF networks simultaneously. The problem of hybrid learning of RBF network is discussed with the multi-objective optimization methods to improve classi cation accuracy for medical disease diagnosis. Here authors have used time variant multiobjective PSO to optimize objectives such as: i) accuracy:
where N is the number of training samples, t j is the actual output, and o j is the desired output; and ii) complexity: (f = / M j= w j , where M is the number of hidden neurons). Further, a few hybrid (mixture of local and global) learning strategy has been developed by [99] , speci cally memetic Pareto particle swarm optimization, memetic elitist Pareto non-dominated sorting genetic algorithm, and memetic elitist Pareto non-dominated sorting di erential evolution to achieve compact RBFN model with both good prediction accuracy and prominent structure simultaneously. Table 3 summarizes an attempt of RBFNs from the multi-objective perspective. To obtain Pareto set the approaches they have adapted vary from deterministic to non-deterministic. However, the criteria they are optimizing are same in number (i.e., two) with a minor variation in terminology. The application domain considered to evaluate their methods is also catering to the demand of present scenario.
RBFNs tools
In this Section, we have highlighted some state-of-the-art tools for implementing RBFNs. Except MATLAB, all other tools discussed here are open source.
KEEL¹: Knowledge Extraction based on Evolutionary Learning (KEEL) is an open source (GPLv3) Java software tool which empowers the user to assess the behavior of evolutionary learning and soft computing based techniques for di erent kinds of DM problems: regression, classi cation, clustering, pattern mining, and so on [100] . Table 4 illustrates the di erent versions of RBFNs implementations along with their reference.
WEKA²: In this open source software a normalized
Gaussian radial basis function network has been implemented in Java. It uses the k-means clustering algorithm to provide the basis functions and learns either a logistic regression (discrete class problems) or linear regression (numeric class problems). Symmetric multivariate Gaussians are t to the data from each cluster. If the class is nominal it uses the given number of clusters per class. It standardizes all numeric attributes to zero mean and unit variance. 
MATLAB³:
Two functions have been implemented in MATLAB for radial basis networks. The function newrb adds neurons to the hidden layer of a radial basis network until it meets the speci ed mean squared error goal. The syntax and meaning each argument has been described below. net = newrb(P,T,goal,spread,MN,DF). The larger spread is, the smoother the function approximation. Too large a spread means a lot of neurons are required to t a fast-changing function. Too small a spread means many neurons are required to t a smooth function, and the network might not generalize well. Call newrb with di erent spreads to nd the best value for a given problem.
Similarly newrbe function of MATLAB very quickly designs a radial basis network with zero error on the design vectors. The syntax and meaning of arguments are described below. net = newrbe(P,T,spread) The larger the spread is, the smoother the function approximation will be. 
RBFNs in approximation and interpolation
Approximations and interpolation is inevitable in science, engineering, and medical; indeed all around us in day-today life [101] . As we can see, the applications of general purpose methods for function approximations are manifold and important. The Weierstrass approximation theorem states that a continuous function f (x) over a closed interval [a, b] can be approximated by a polynomial φn(x) of degree n, such that:
where, ε > is a small quantity and n is su ciently large [102] . However, RBFNs are particularly interesting when functions to be approximated: i) depend on many variables or parameters, ii) are de ned by possibly very many data points, and iii) the data are scattered in their domain.
Interpolation of a given set of points is an important problem especially in higher-dimensional domains. Although polynomials are very powerful tool for interpolating a given set of points in one dimension, the use of these functions leads to di culties in higher-dimensional domains. When we employ these functions, the arrangement of the points in the domain of the problem should have a certain form. However, this limits us when interpolation of a scattered set of points is needed. Radial basis functions are very e cient instruments for interpolating a scattered set of points which have been used in the last 20 years [103] [104] [105] . The interpolation problem is the construction of a curve y(x) which passes through a given set of data points (x i , y i ), for i = , , . . . , n where the data points are such that a = x < x < . . . < xn = b. The constructed curve y(x) can then be used to estimate the values of y at positions x which are between the end points a and b (interpolation) or to estimate the value of y for x exterior to the end points (extrapolation). Let us discuss some of the contributions under these two categories. In [106] , RBFNs for polynomial approximation in term of 1-D and 2-D function approximation have been used and done a comparative study among Beta wavelet, classical wavelet, and polynomial network. Their simulation result shows a good generalization ability. In [107] , authors have studied the properties of RBF approximation near the ends of an interval in 1-D and towards edges of 2-D. Lendasse et al. [108] , have proposed a method of function approximation by RBFN. The improvement they have made consists of weighting of inputs by the coe cients obtained through a linear model. These methods have then been tested for the determination of the price of a call option. The weighted RBFN gives 97% where as the classical RBFN gives 93% accuracy. Chen et al. [109] have explored representation capability of RBFNs. The capability of approximation to nonlinear functional and operators by RBFNs is revealed using sample data either in frequency domain or in time domain. Dyn and Ron [110] have provided a general tool for extending approximation schemes that use integer translates of a basis function to the non-uniform case. They introduce a single, relatively simple, conversion method that preserves the approximation orders provided by a large number of schemes. Ron [111] devoted his work towards L approximation orders with principal spaces generated by an RBF with a thorough analysis of least-squares approximation orders. He has applied the results in di erent functions like polyharmonic splines, multiquadric, Gaussian kernel, and other functions. He has shown that Sobolev space can be approximated to a better rate.
Fasshauer [112] has proposed the use of smoothing operation at each step of multilevel approximation algorithm to improve the convergence rate of algorithm. In his work he suggested a di erent approach to smoothing, i.e., the use of a pre-computed hierarchy of smooth function by which the cost of smoothing reduces to zero. Li and Micchelli [113] , have studied approximation by radial basis functions including Gaussian, multiquadric, and thin plate spline functions, and derive order of approximation under certain conditions.
Golberg et al. [114] have given information on the use of RBFs in dual respiratory method (DRM), particularly in thin plates splines. They have pointed out that the omission of the linear terms could have biased the numerical results. They also showed that a full understanding of convergence behavior of the DRM requires one to consider both interpolation and BEM errors [115] , since the later can o set the e ect of data approximation [116] . Karur et al. [117] have used DRM in their work. The DRM is a class of boundary element techniques where the domain integral resulting from the non homogeneous terms in Poisson type equations is transferred to equivalent boundary integral by suitable approximation function. They have used RBF as approximating functions for interpolation techniques. In their work they examined convergence property of RBF for two dimensional problems. Then they have used RBF for approximation in DRM to solve non-linear Poisson type equations.
Hua et al. [118] have presented a new no-reference perceptual blur metric by using the RBFN which is based on orthogonal least squares learning algorithm. In their work they transform the problem of quality estimation to a problem of function approximation and then solve the problem by using OLS-RBF network. OLS-RBF network uses an orthogonal least squares learning algorithm to select suitable centers for the RBF, which makes the training pro- Name Description P R-by-Q matrix of Q input vectors T S-by-Q matrix of Q target class vectors Spread Spread of radial basis functions (default = . ) cedure simpler. The performance obtained from experiment is consistent with subjective evaluation. Iske [119] in his work provides a new approximation scheme which achieves to combine well known features from RBF interpolation with developments concerning scattered data ltering. He has provided an e cient algorithm for the purpose of selecting a suitable basis of approximation space automatically. The methodology of calibration based on the use of cubic B-splines for total least-squares approximation of forward static characteristics of measurements channels and on the use of RBFNs for approximation of the inverse static characteristics is developed and examined by Kluk et al. [120] . Li and Micchelli [113] , have studied approximation by RBFs including Gaussian, multi-quadric, and thin plate spline functions. Schaback [121] , in his work compares RBF interpolants on di erent spaces. The spaces are generated by other RBFs. The result gives new idea for further research. Zhou et al. [122] have investigated an approximation method based on a class of RBFNs for solving the regulator equations. They have shown that the RBF neural networks can solve the regulator equations up to a prescribed arbitrarily small error, and this small error can be translated into a guaranteed steady-state tracking error for the closed-loop system. Some of the pioneering works in the context of interpolation is summarized as follows. For solving interpolation equations an iterative procedure can be used [123] . In this work k th iteration calculates the element in a kdimensional linear subspace of radial functions that is closest to the required interpolant, the subspace being generated by a Krylov construction that employs a selfadjoint operator A. Foley, et al. [124] presented a localized approach by decomposing the domain into an arbitrary triangulation that forms overlapping regions. For each region, a radial basis method is applied to a much smaller number of points and the local interpolants are blended using C ′ rational hybrid cubic Bezier triangle functions. [126] gave a theoretical justi cation for combining the compactly supported RBF with numerical technique in space decomposition, which is based on Schwarz domain decomposition. The method overcomes the illconditioning problem resulted from using RBF as a global interpolant.
Wu et al. [127] have introduced a suitable variation formulation for the local error of scattered data interpolation by RBFNs, the error can be bounded by a term depending on the Fourier transform of the interpolated function f and a certain "Kriging function", which allows a formulation as an integral involving the Fourier transform of OE. Jackson [128] proved that maximum di erence between a su ciently smooth function and its quasi-interpolant is bounded by a constant multiple of (hn+1). This is shown that such a quasi-interpolation formula can reproduce polynomials of degree n.
Wendland [129] has combined the theory of RBF interpolation with a partition of unity method to solve largescale, scattered data problems. Further, Wendland [130] has given an overview on numerical aspects of multivariate interpolation and approximation by RBFNs. It is well known that for some basic functions Φ, hierarchical and fast multipole-like methods can greatly reduce the storage and operation counts for tting and evaluating RBFs. Beatson et al. [131] , have developed the mathematics required by methods of these types for polyharmonic splines. For faster evaluation of RBFN many authors like Beatson, et al. [132] , have used domain decomposition methods for solving the RBF interpolation equations. In their work they have discussed di erent problems in three sections. First section provides e cient ways of setting up and solving small-to-medium sized RBF interpolation problems. The second section describes a natural domain decomposition method for the interpolation equation. And nally last section describes some algorithmic details and numerical results of a domain decomposition interpolatory code for polyharmonic splines in 2 and 3 dimensions. Oliveira, et al. [133] and Rippa [134] have discussed about the accuracy of interpolating scattered data with RBFs. The accuracy depends on a shape parameter c of the RBF. They have shown numerically that, the optimal value of c (the value of c that minimizes the interpolation error) depends on the number and distribution of data points, on the data vector, and on the precision of the computation. They present an algorithm for selecting a good value for c.
RBFNs in classi cation and prediction
Classi cation and prediction are two methods of data analysis that can be used to extract models describing classes or to predict future trends of underlying data. Such analysis can help provide us with a better understanding of the data at large. Broadly, classi cation predicts categorical (discrete, unordered) labels (that uses training data to generate a single complex rule or mathematical equation that assigns data items to one of several distinct categories), prediction models continuous-valued functions. For example, we can build a classi cation model to categorize bank loan applications as either safe or risky, a patient has cancer (yes, no) based on various medical data, whereas a prediction model to predict the expenditures in dollars of potential customers on computer equipment given their income and occupation. Furthermore, classication and prediction have numerous applications, including fraud detection, target marketing, performance prediction, manufacturing, and medical diagnosis. Many classi cation and prediction methods [137] have been proposed by researchers in neural networks community [135, 136] . However, RBFNs has attracted a lot of attention in last couple of years [138, 139] . Some of the proposals in this direction are discussed below.
For monitoring the drinking water quality Bouamar [140] has used RBFNs and support vector machine (SVM) and then evaluated their performance on real data, corresponding to the criterions recognition rate, the training time, and robustness. Geuzouri, et al. [141] , have presented an extended form of RBFN called temporal-radial basis function, which can be used for decision rules and classi cation in spatio-temporal domain e.g., speech recognition, robotic applications, economic uctuations, etc. Wang et al. [142] , have presented a modular neural classier for protein sequences with improved classi cation criteria. The architecture of the proposed model is a modular RBF neural network with a compensational combination at the transition of output layer. The connection weights between the nal output layer and the transition output layer are optimized by delta rule, which serve as an integrator of the local neural classi ers. To enhance the classication reliability, they have presented two heuristic rules to apply to decision making. Experimental results with performance comparisons are carried out between single neural classi ers and the proposed modular neural classier. Bruzzone et al. [143] have proposed a supervised technique for training RBFNs classi ers. Their experimental results con rm that the overall classi cation error made by the classi er is reduced and have shown a more stable behavior of the classi cation error versus variations in both the number of hidden units and the initial parameters of the training process. Krzyzak et al. [144] have considered two approaches: the selection of the RBF classi er via nonlinear function estimation and the direct method of minimizing the empirical error probability. Oliveira et al. [133] , have suggested a dynamic decay adjustment algorithm for training RBFNs and probabilistic neural networks (PNNs). They have argued that parameters of their algorithms will not heavily in uence classi cation performance. Chang et al., [145] have proposed a Self-Organizing Map (SOM) neural network to select more appropriate centers for RBFN and he has also proposed a Modular radial basis function (MRBF) neural network to improve the classi cation rate and speed up of the training time. Daqi et al., [146] have proposed a cascade RBF-LBF networks for classi cation problems which is able to optimally determine the structures and parameters of the RBF-LBF networks with the characteristic of sample distributions. It has higher convergence rate and classi cation precision compared to feed-forward two-layered LBF and RBF networks. Dybowxi [147] ,has described the use of RBFNs with Gaussian basis functions to classify incomplete feature vectors. The method lies on the basis that any marginal distribution of a Gaussian distribution can be determined from the mean vector and covariance matrix of the joint distribution. A novel paradigm has been proposed by ElZooghby et al. [148] where data information is encapsulated in determining the structure and initial parameters of the RBFN classi er before learning takes place. A hybrid learning algorithm [149, 150] is used to train the RBFNs so that the dimension of the search space is drastically reduced in the gradient paradigm. Fu et al. [151] , have proposed a modi cation to the training algorithm for the construction and training of the RBFN on unbalanced data [152] by increasing bias towards the minority classes. The weights inversely proportional to the number of patterns of classes are given to each class in the mean square error function. Their experimental results show that the proposed method is e ective in improving the classi cation accuracy of minority classes while maintaining the overall classi cation performance.
Training technique can be formulated as an optimization problem that is used to minimize prediction error [153] . An evolutionary algorithm such as DE has been used for optimizing the parameters of RBFN as discussed in [154] . They have used di erent kernels of RBFN for classifying UCI data sets. They have shown that DE-RBF gives better result than GA-RBFN and simple RBFNs. Further, Dash et al. [155] have used DE-RBFN for classifying weblog dataset. In their work they have shown that DE-RBFN gives better result than simple RBFN. Furthermore, Dash et al. [156] have developed a novel DE+RBFNs classi er with a special attention to removal of irrelevant features and data inconsistency [157] during the process of building the model.
Nagabhushan et al. [158] have presented two simple novel approaches for the classi cation of symbolic data. In their rst step, they show the representation of symbolic data in binary form and then use a simple hamming distance measure to obtain the clusters from binaries symbolic data. This gives the class label and the number of samples in each cluster. In the second part they pick a speci c percentage of signi cant data samples in each cluster and use them to train the adaptive auto-con guring neural network. Pulido et al. [159] have described how to apply a neural network based on RBFNs to classify multivariate data. The classi cation strategy was automatically implemented in a sequential injection analytical system. RBFNs have some advantages over Counter Propagation Neural Networks (CPNNs). In their work they have reduced the classi cation error from 20% to 13%. Qin et al. [160] have presented a PSO learning algorithm to automate the design of RBFNs, to solve pattern classi cation problems. Baragada et al. [161] have contributed a work based on the combination of polynomial vector with Fisher's discriminant function using the information of bit-plane and radial basis function. Each set of pixel is preprocessed to obtain interpolated pixels using PVD. This is further trained by Fisher's discriminant method that transforms once again into 2-D vector. A processing of training the RBF is adopted to obtain set of nal weights. During implementation, the nal weights are used to classify the presence of hidden information. Kurban and Besdok [162] , have made a comparison of training algorithms of RBFNs for classi cation purposes. For training they have used Arti cial Bee Colony (ABC) algorithm, Genetic algorithm, Kalman ltering algorithm, and gradient descent algorithm. Their experimental results show that the use of ABC algorithm results in better learning than those of others. Li and Tufts [170] have presented the concept of structures and algorithms of principal feature classi cation (PFC) based on RBFNs. PFC is intended to solve complex classi cation problems with large data sets.
For Tibetan speech recognition, Pan et al. [163] have designed classi er based on RBFN with the property of supervised learning based on gradient descent. Niranjan et al. [164] have compared three non-linear pattern classi ers in the recognition of static speech patterns. Two of these classi ers are neural networks (MLP and the modied Kanerva model). The third one is the method of RBFNs. The class boundaries generated by the di erent methods are compared on simple two-dimensional examples.
Shan [165] has presented a new method based on the vehicle license location. The segment method of vertical projection information with prior knowledge is used to split characters, and extract the statistical features. Then the RBFN is used to recognize characters with the feature vector as input. The results show that this method can recognize characters and improve the ability of license plate character recognition e ectively. Sitamahalakshmi et al. [166] , have proposed two classi cation methods, RBFN and probabilistic neural network to recognize hand written Telugu characters. They have shown that RBFN is better technique than PNN. Lee [167] has demonstrated RBFNs, BPNNs and k-nearest-neighbor (KNN) classi ers for large handwritten digit database. All provide similar low error rates. BPN is overall superior in memory usage. The RBF classi er requires more memory and more classi cation time, but less training time. The simple KNN classi er can also perform handwritten digit recognition, but requires a prohibitively large amount of memory and is much slower at classi cation. Hwang et al. [168] described a method to construct RBFN classi er e ciently and e ectively. The method determines neurons of middle layer by a fast clustering algorithm and computes the optimal weights between middle and output layers. The authors applied the proposed method to construct an RBFN classi er for unconstrained handwritten digit recognition. Baboo et al. [169] have reported the results of recognition of handwritten Tamil characters. They have experimented with two di erent approaches. One is SOM based method wherein the interactions between the features in the classication are done using unsupervised learning. In the second approach, a combination of RBFN and SOM has been taken to investigate its dynamic training principles in their classi cation network. The classi cation ability of RBFN-SOM is compared to SOM network.
Li and Tufts [170] , have presented the concept of structures and algorithms of principal feature classi cation (PFC) based on RBFNs. PFC is intended to solve complex classi cation problems with large data sets. Subashini et al. [171] have compared the use of polynomial kernel of SVM and RBFNs in ascertaining the diagnostic accuracy of cytological data obtained from the Wisconsin breast cancer database. Their research demonstrates that RBFNs outperformed the polynomial kernel of SVM for correctly classifying the tumors. Chu [172] has applied a novel RBFNs for cancer classi cation. He has taken three data sets and the results shows that RBFN is able to achieve 100% accuracy with much fewer genes.
Kumar et al. [173] have extended their work on the application of RBFNs for the unsupervised classi cation of images. An RBF like a spherical Gaussian, is a function that is symmetrical about a given spread or center point in a multidimensional space. The RBFN has been implemented on IRS 1C LISS-3 image of Kanpur and adjoining regions of India. Thakur et al. [174] have presented an efcient method for face recognition using principal component analysis (PCA) and RBFNs. PCA reduces the dimensionality of the image, and also retains some of the variations in the image data. After performing PCA, the hidden layer neurons of the RBFNs have been modeled by considering intra-class discriminating characteristics of the training images. Dhanalaksmi et al. Dhanalaksmi et al. [175] , have used SVM and RBFNs algorithms to automatically classify audio clips into one of the six classes: news, sports, music, movies, advertisement, and cartoon. For these categories a number of acoustic features such as linear predictive coe cient, mel-frequency cepstral coe cients are extracted to characterize the audio content. Rosenblum et al. [176] have developed an RBF architecture that learns the correlation of facial feature motion patterns and human expressions. Each expression network was trained by viewing a set of sequences of one expression for many subjects. The trained neural network is then tested for retention, extrapolation, and rejection ability. Success rates are 88% for retention, 88% for extrapolation, and 83% for rejection. Using only 2-D face images and a small number of anchor points, Arad et al. [177] have shown that the method of RBFNs provides a powerful mechanism for processing facial expressions.
The performance of RBFNs with its variants on UCI data sets is listed in Table 7 . Tables 8 and 9 present a summary of algorithms which are performing better and worst with respect to di erent datasets.
As a summary note we provide the simple statistical analysis of the performance of classi ers. The motivation behind the statistical analysis is to provide a kind of road map by which one can compare the performance of his or her own proposed classi er with the algorithms so far been developed. Classi cation results are summarized in terms of the classi cation accuracy with respective datasets. We provide the range of the classi cation accuracy (i.e., maximum and minimum classi cation accuracy so far reported) with respect to di erent UCI datasets. Also we compare each classi er based on mean and standard deviation which is listed in Table 10 .
Fanhui et al. [178] have presented a prediction model based on RBFNs for a time sequence data, then RBFN model and BP model is applied to the prediction of container handling capacity at Sanghai port. The result shows that prediction through RBFN model is faster and more accurate than BP model. Leonard et al., have presented a novel network called the validity index network (VI net) [179] . The VI net, derived from RBFNs, ts functions and calculates con dence intervals for its predictions, indicating local regions of poor t and extrapolation.
RBFN in di erential equations
Many problems of science and engineering can be mapped to a set of di erential equations (DEs) through a process of mathematical modeling. It is not easy to obtain their exact solutions, so numerical methods must be resorted to. Usually, in practice, only lower order approximations are employed resulting in a continuous approximation of the function across the mesh but not its partial derivatives. The discontinuity of the approximation of the derivative can adversely a ect the stability of the solution. While higher-order schemes are necessary for more accurate approximations of the spatial derivatives, they usually involve additional computational cost. To increase the accuracy of the low-order scheme, it is required that the computational mesh be re ned with a higher density of elements in the regions near the contours. This, however, is also achieved at the expense of increased computational cost. Alternative method to nd an approximate particular solution is achieved by using radial basis function (RBF) [180] .
Since [181] , derived a modi ed RBFs method suitable for solving parabolic, hyperbolic, and elliptic partial differential equations (PDE), the method has been successfully applied for solving PDEs of various types. Later, Franke and Schaback [31] , Wendland [130] , Wu (1998) and Wu and Schaback [182] , contributed some theories on the solvability and error bounds in applying the RBFs to solve the PDEs. The advantage of RSFs is that they involve a single independent variable regardless of the dimension of the problem. They prove particularly attractive when the domain cannot be expressed as product domains of lower dimensions. In all the interpolation methods for scattered data sets, RBFs outperforms all the other methods regarding accuracy, stability, e ciency, memory requirement, and simplicity of the implementation. In a similar study, Stead (1984) examined the accuracy of partial derivative approximations over scattered data sets, also concluding that RBFs performed more accurately compared to other considered methods. [183, 184] dealt with the numerical solution of di erential equations by RBFs by two di erent experiments, namely 1) the solution of a two-point boundary value problem, 2) the solution of a two-dimensional Poisson equation. In the second method a multilevel collocation algorithm based on locally supported basis function is applied. Frank et al. [31] studied meshless collocation methods using RBFs to approximate regular solution of system of equations with linear di erential equations or integral operators. Power et al. [185] have presented a thorough numerical comparison between unsymmetric and symmetric RBF collocation methods for the numerical solution of boundary value problems for partial di erential equations. Schaback et al. [186] have used RBF for solving partial di erential equation and also they have generated sparse and well conditioned matrices.
Wendland [129, 130] has combined the theory of RBF network with the eld of Galerkin methods to solve partial di erential equations. Galerkin method helps to solve elliptic partial di erential equations. This approach can be seen as mesh-less method. He restricted his work to second order partial di erential equations. Jianyu et al. [187] used neural network for solving di erential equations. In their work a new growing RBF-node insertion strategy is used in order to improve the net performance. The learning strategy is able to save computational time and memory space, resulting improved approximation results. A recent survey of the application of RBFNs in di erential equations is presented in (Kumar and Yadav). In [16] authors have presented a novel method i.e., known as DE-FLANN.
In addition to the aforementioned tasks, RBFNs have been applied in diversi ed domain, which are enlisted in Table 11 .
Discussion and future research directions
This paper presents a focused survey on the attempt of designing RBFNs over decades by researchers along with its numerous usage in interdisciplinary elds. First we presented the architecture of RBFNs, where the central problem is based on the selection of an appropriate kernel (or basis function), number of hidden neurons (or RBFs), and the optimization of weights associated between hidden and output layer neurons. As far as the selection of kernels is concerned, Gaussian kernel has been used widely for solving problems from approximation to classi cation. However, RBFNs using Gaussian kernel is highly sensitive to center and spread. Hence, many proposals under the umbrella of unsupervised learning have been developed to select the parameters appropriately. Similarly, there are lots of independent proposals have been discussed for x- ing the problem of selection of hidden layer neurons. Since RBF expansions are linearly dependents on the weights, therefore, a globally optimum least squares interpolation of non-linear maps can be achieved. However, singular value decomposition (SVD) is widely used to optimize the weights. Secondly, we have exhaustively discussed the multicriteria problem of RBFNs. In contrast to single objective optimization of RBFNs, the multi-objective formulation provides exibility to user for choosing a solution of his/her interest from a pool of Pareto optimal set in one execution. In other words, when the algorithm completes, it returns a complete set of solution with di erent compromises between the two objectives (empirical risk and number of RBFs), while other approaches, which obtain only one solution per execution have to be executed several times with di erent con gurations to obtain separate solution.
Thirdly we have highlighted many open source software tools for testing RBFNs. However, we found that no tools have been addressed the multi-criteria issues of RBFNs. To the best of our knowledge, there is no such report/document has been reported for a fair comparison of tools in connection to the successful application of RBFNs.
Finally we have discussed the potential use of RBFNs in classi cation, prediction, interpolation, approximation, and for solving partial di erential equations. Additionally some domain speci c usage of RBFNs is presented. In speci c, RBFNs demonstrated to be competitive alternative for many approximation and classi cation problems. However, RBF networks still open avenues for new kernels along many issues still remain unsolved. In addition RBF networks need to be systematically evaluated and compared with other new and traditional tools. We believe that the multidisciplinary nature of RBF networks will generate more research activities and bring about more fruitful outcomes in the future.
