Resource provisioning in cloud computing is typically coarse-grained. For example, entire CPU cores may be allocated for periods of up to an hour. The Resource-as-a-Service cloud concept has been introduced to improve the efficiency of resource utilization in clouds. In this concept, resources are allocated in terms of CPU core fractions, with granularities of seconds. Such infrastructures could be created using existing technologies such as lightweight virtualization using LXC or by exploiting the Xen hypervisor's capacity for vertical elasticity. However, performance models for determining how much capacity to allocate to each application are currently lacking. To address this deficit, we evaluate two performance models for predicting mean response times: the previously proposed queue length model and the novel inverse model. The models are evaluated using 3 applications under both open and closed system models. The inverse model reacted rapidly and remained stable even with targets as low as 0.5 seconds.
I. INTRODUCTION
The widespread adoption of Infrastructure as a Service (IaaS) cloud computing has partly been driven by one of its defining features: elasticity. Elasticity is the ability to automatically provision and release computing resources, which are usually packaged as Virtual Machines (VMs), rapidly and on-demand. There are two types of elasticityhorizontal and vertical. Horizontal elasticity involves adding or removing VMs to or from an application, e.g. based on its number of end-users. This requires relatively support from the application, e.g. to clone and synchronize states among VMs, but requires no extra support from the hypervisor. It has therefore been widely adopted in public clouds.
Vertical elasticity involves adding or removing resources such as CPU cores and memory to or from a VM. It requires little support from the application, which in essence only needs to be multi-threaded; the elasticity is primarily supported by the hypervisor and the guest operating system's kernel. Horizontal elasticity is generally coursegrained. For example, a whole core may be exclusively allocated to a VM for a comparatively long period such as an hour. Conversely, vertical elasticity is fine-grained: individual fractions of a core may be allocated to a VM for as little as a few seconds. Vertical elasticity could thus be a key enabling technology for resource-as-a-service clouds [6] , infrastructures that lease resources at CPU-cycle and second granularities. Such infrastructures would benefit cloud users by allowing them to pay only for the resources they actually use, and cloud providers by allowing them to use their resources more efficiently and serve more users. In fact, the technological cornerstone of the resource-as-a-service concept has arguably already been laid by the development of lightweight virtualization frameworks such as LXC [7] and commercial offerings such as dotCloud.
However, the practical exploitation of vertical elasticity will require the creation of methods for determining how much capacity (e.g. how many cores or core fractions) should be allocated to a given application. For example, it is well-known that users are sensitive to response time [15] and that response times of 4 seconds or more may cause them to abandon an application. Much research has been done on resource allocation in horizontally elastic systems. However, the resulting solutions are not directly applicable in the vertical case due to their coarse-grained approach. Other works have examined the vertical case but suffer from various deficiencies; among other things, they may require long training periods of up to 20 minutes [14] , [16] (see Section II). We argue that given the accelerating pace of deployment for new versions of cloud applications [18] , significantly faster performance models will be required to truly enable the envisioned resource-as-a-service cloud. These models should require only minimal training or knowledge about the hosted applications while simultaneously reacting as quickly as possible to environmental changes such as sudden increases in user numbers.
In this paper we present an empirical study of two mean response time performance models (Section III). The queue length based model was proposed in a previous publication and works by measuring the queue length and then applying Little's law. Conversely, our novel inverted response time model works by inverting the response time of the M/M/1 queue. We validate both performance models in open-and closed-system models for target response times of as low as 0.5 seconds (Section IV). We show using three popular prototype cloud applications that our inverse response time model outperforms the queue length based approach: it maintains response times around the target value in the absence of environmental changes and reacts within 40 seconds (or 8 control intervals) when changes do occur while it requires less information from the application. We present our initial findings here in the hope of receiving early feedback from the research community that will facilitate the development of still faster performance models.
II. RELATED WORK

Guitart et al. have extensively surveyed technologies for
Internet application performance management [12] . According to their taxonomy, the models examined in this work would be best classified as dynamic resource management technologies on virtualized platforms that use combined approaches in decision making. We gather run-time response time and queue length measurements to fit a queuing model and use a control theoretic approach to filter potential noise and modeling errors. The cited authors noted that comparatively few existing technologies in this area use combined approaches even though such methods arguably show the greatest promise. Our study aims to fill this gap.
We also note two further shortcomings of existing methods for Internet application performance management that were cited in the above survey. First, many have only been validated using simulations or a single application. Second, some proposed methods base their decisions on CPU usage, which is not a reliable measure of spare capacity in vertically elastic systems due to hypervisor preemption of virtual machines, or steal time [9] . In contrast our model bases its decisions on response times and queue lengths, both of which can be measured reliably.
Some more recent approaches to the problem considered herein require up to 20 minutes of training [14] or off-line profiling [16] . As businesses embrace the lean movement, several versions of a given application may be deployed on a daily basis [18] , which makes such approaches cumbersome. The development of a method that requires no training and reacts rapidly to changes was thus one of the key objectives of our work. The authors in [10] presented an applicationagnostic model-driven autoscaler that tries to ensure performance to be below a certain threshold. However, the approach may lead to resource over-provisioning.
III. RESPONSE TIME PERFORMANCE MODELS
This section begins with a description of our constraints and assumptions. We then present two models for predicting the capacity requirements of a cloud application based on its past behavior and a target response time.
A. Assumptions
Performance models need to satisfy several constraints. First, due to the heterogeneity of hosted applications, the performance models need to be as generic as possible and should require no knowledge of application internals. Second, they should predict average behavior and ignore sporadic noise observed in the past. Such noise may be caused, for example, by variation in data retrieval: some data may be cached in memory, while other information may have to be fetched from disk. Third, these performance models should quickly adjust to variations in workload and capacity requirements. For example, an increase in the number of users or a change in request distribution may necessitate model parameter refitting.
Ideally, when given an input Key Performance Indicator (KPI) value, a performance model should return the exact capacity that must be allocated to an application to achieve that KPI value. Since this is difficult to achieve in practice, a performance model should at least drive capacity allocations towards the correct value. That is to say, the model parameters used to estimate capacity requirements should be updated periodically so that the application eventually achieves the desired performance.
The load of a cloud application can be of three types: open, closed or partly-open [19] . In an open-system model, which is typically described using a Poisson process, requests are issued with an exponentially-random inter-arrival time characterized by a rate parameter, without waiting for requests to actually complete. Conversely, in a closedsystem model, a number of users access the application, each executing the following loop: issue a request, wait for the request to complete, "think" for a random time interval, repeat. The resulting average request inter-arrival time is the sum of the application's average think-and response times; it therefore depends on the application's performance. A partly-open system model is an intermediate between the open and closed models: users arrive according to a Poisson process and leave after some time, but behave in a closed fashion while in the system. As with the closed model, the inter-arrival time depends on the performance of the evaluated system.
When developing our performance models, we start by assuming an open system. The response time in such a scenario increases more rapidly as the system approaches saturation [19] . Therefore, vertically elastic capacity allocation must be done very carefully. Section IV describes evaluations of the proposed performance models in closed system models to assess their suitability in cases where our assumption of openness does not hold.
B. Response Time Models
End-users of interactive applications are sensitive to response times; several studies have shown that increased response times reduce revenue [15] . It is therefore desirable to maintain a given target response time for each application. Unfortunately, it is difficult to model response times due to their non-linear relationship with capacity. We present two different response time models: the queue length model, which has previously only been tested using simulations [8] , and our novel inverse model. 1) Queue Length Model: Starting from Little's Law, the relationship between the average response time R and capacity c for an application can be represented as:
where q is the average queue length, i.e. the number of requests that have entered the application but have yet to exit, and λ is the arrival rate. Besides, the mean response time given by the M/M/1 queuing model is:
where μ is the application's average service rate. The relationship between capacity and response time can be modeled as μ = c/α, where α is a model parameter. By replacing the λ term in Eq. (2) with the expression for λ from Eq. (1) and rearranging, one obtains the following expression for the mean response time:
where α is a model parameter and q is the number of requests waiting to be serviced. The parameter α can be estimated online from past measurements of the average response time, average queue length and capacity, thus compensating dynamically for small non-linearities in the real system. However, to reduce the impact of measurement noise, we decided to use a Recursive Least Square (RLS) filter [13] . In essence, such a filter uses past estimates of α and the current ratio (Rc)/(q + 1) to output a new value that minimizes the least-squares error. A forgetting factor is used to trade the influence of old values for upto-date measurements. The model has previously only been validated using simulations [8] and has yet to be tested in a real environment. 2) Inverse model: We model the inverse relationship between an application's mean response time R and the capacity allocated to it as:
where β is a model parameter. As in the queue length model, the parameter β can be estimated using past measurements of capacity and average response time using Eq. (4). As before, to reduce the influence of measurement noise, we use an RLS filter. Note that the inverse model needs less information from the application than the queue length.
In our experiments, we recompute the capacity allocated to the application periodically, with a control interval of 5 seconds. This is short enough to make the system reactive and long enough to observe the effects of the new capacity allocation on the application's performance [17] and the overhead of reallocation is negligible. Besides, we use a forgetting factor of 0.2, which was determined experimentally, for both models.
IV. EVALUATION
In this section, we evaluate our contribution. First, we describe the experimental setup. Next, we present time series and cumulative analyses of the performance models under different configurations.
A. Setup
Experiments were conducted on a single Physical Machine (PM) equipped with a total of 32 cores 1 and 56 GB of memory. To emulate a typical cloud environment and easily enable vertical elasticity, we used the Xen hypervisor [5] . Each tested application was deployed with all of its components such as web servers and database servers inside its own VM as is commonly done in practice [21] , e.g. by using a LAMP stack [1] . Since we were primarily interested in evaluating CPU allocation strategies, we configured each VM with 6 GB of memory, enough to avoid disk activity.
To test our contribution's applicability to a wide range of application types, we performed experiments using three applications: RUBiS [3] , RUBBoS [4] and Olio [2] . These applications are widely-used cloud benchmarks (see [11] , [20] , [23] , [22] ) and represent an eBay-like e-commerce application, a Slashdot-like bulletin board and an Amazonlike book store, respectively.
To emulate the users accessing the applications, we used our custom httpmon workload generator 2 , which supports both open-and closed-system model client behavior. For open clients, we changed the arrival rate during the course of the experiments as required to stress-test the system. For the closed case, the think-time of each client was fixed at 1 second and the number of users was varied. The change in arrival rates or number of users was made instantly. This made it possible to meaningfully compare the system's behavior under the two client models. As the application's response time decreases, the throughput of closed clients approaches the value seen for open clients.
Metrics: The response time of a request is defined as the time that passes between sending the first byte of the request and receiving the last byte of the reply. We are mostly interested in the mean response time over 20 second intervals (4 control intervals), which are long enough to filter out measurement noise but short enough to reveal an application's transient behavior.
B. Time series analysis
Experiments were performed using variable loads to characterize the performance models' responses to sudden workload spikes under the open-and closed-system models. The target response times used in the experiments ranged from relatively high to quite low in order to assess the performance models' behavior in each case. Figs. 1a to 1d show the performance of the two models when configured with different target response times under open-and closed-system models for the RUBiS application. In general, both performance models are stable with higher target response times under both system models. Moreover, both models converge to the target values quite quickly (see Section IV-D) after detecting a sudden increase or decrease in workload (manifested as a rapid increase or decrease in the response time).
It should be noted that both models correctly detect and adapt to the capacity requirements of both open-and closed-system models. At higher target response times, the open-system model requires more capacity than the closedsystem model when using comparable arrival rates and user numbers, respectively. For lower target response times, the capacity requirements for the two system models become almost identical. These situations are properly dealt with by both performance models, as shown in Fig. 1a and Fig. 1c for higher targets, and Fig. 1b and Fig. 1d for lower targets.
We also performed experiments with Olio and RUBBoS. Due to space constraints, we only present time series plots generated using a target response time of 0.5 for these applications. As shown in Figs. 2 and 3 , the queue length model does not behave well for lower target values with these applications but the inverse model remains stable.
In general, the inverse model remains relatively stable irrespective of the target value under both system models. Conversely, the queue length model is less stable for lower target values under both system models.
The time series results show that the models behave as intended. In the following sections we analyse their cumulative behaviors such as the aggregate errors over the span of the experiment (Section IV-C) and the total time it takes each model to reach a stable state after a change in load (Section IV-D).
C. Aggregate Analysis
The performance models' aggregate behavior over the course of each experiment was assessed using two control theoretic metrics that measure the total error observed during the system's life span. These metrics are Integral of Squared Error (ISE) and Integral of the Absolute Error (IAE), which are computed as shown below: Tables I and II show the aggregate errors of both performance models for the three applications with different target response times and system models. Under the open system model, both the ISE and IAE for the queue length model are smaller than those for the inverse model when the target value is relatively high. The opposite is true for lower target values. This implies that in an open system, the queue length model is slightly preferable for higher target response times while the inverse model is preferable for lower target values. Under the closed system model, the inverse model's ISE and IAE error values are lower than those for the queue length model irrespective of the target response time. The inverse model is thus preferable for closed systems.
D. Adaptation Period
The adaptation period is the amount of time required for each model to converge to the target response time in a worst-case scenario following a change in the state of the system (i.e. in the number of users). The system was considered to have converged if the deviation of the measured response time was within 10% of the target value. Table III shows the adaptation periods of each performance model for different applications. At higher target values, the system always converges within 10 to 30 seconds. With lower targets, the queue length model does not converge according 
E. Discussion
Our experiments showed that both models perform well with relatively high response time targets under both closedand open-system models. However, the inverse model performs better for lower response time targets. More specifically, our results yielded the following key findings: 1) Both performance models properly predict the capacity required for both open-and closed-system models. 2) Both performance models are more stable when the response time target is relatively high. However, the inverse model is more stable than the queue-length model for lower targets.
3) The inverse model is more stable under closed system
model than under open system model for lower targets. 4) Both models reach stability very quickly (i.e. within 40 seconds) after detecting a change in the system.
V. CONCLUSION
We have presented two generic mean response time performance models that map performance to capacity in order to provide performance guarantees for interactive applications deployed in the cloud. Both models were tested in an extensive set of experiments using different applications with workload mixes that varied over time under both closed-and open-system models. We also varied the target response times of each application to see how this affected the models' behavior. Our results demonstrate that both performance models are stable for higher response time targets. However, our new inverse model is more stable than the queue length model for lower targets. Furthermore, our inverse model converges within 40 seconds, which is substantially less than the 20 minutes required by state-ofthe-art alternatives. Our contribution thus paves the way to effective capacity allocation for vertical elasticity, enabling the future Resource as a Service (RaaS) cloud.
Future work in this area will focus on improving the stability and reaction time of our inverse model and extending it to handle the response time tail.
