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A Bayesian approach to system identification for structural control and health monitoring
contains three main levels of inference, namely model assessment, joint state/parameter
estimation and noise estimation. All of them have individually, or as a whole, been studied
extensively for offline applications. In an online setting, the middle level of inference (joint
state/parameter estimation) is performed using various algorithms such as the Kalman filter
(KF), the extended Kalman filter (EKF), the Unscented Kalman filter (UKF), or particle
filter (PF) methods. This problem has been explored in depth for structural dynamics.
This dissertation focuses on the other two levels of inference, in particular on developing
methods to perform them online, simultaneously to the joint state/parameter estimation.
The quality of structural parameter estimates depends heavily on the choice of noise char-
acteristics involved in the aforementioned online inference algorithms, hence the need for
simultaneous online noise estimation. Model assessment, on the other hand, is an inte-
gral part of many engineering applications, since any analytical or numerical mathematical
model used for predictive purposes is only an approximation of the real system. An on-
line implementation of model assessment is valuable, amongst others, for structural control
applications, and for identifying several models in parallel, some of which might be of deteri-
orating nature, thus generating some sort of alert. The performance of the proposed online
techniques is evaluated using simulated and experimental data sets generated by nonlinear
hysteretic systems.
Upon completion of the study of hierarchical online system identification (diagnostic
phase/estimation), a system/damage prognostic analysis (prognostic phase/prediction) is
attempted using a gamma deterioration process. Prognostic analysis is still at a relatively
early stage of development in the field of structural dynamics, but it can potentially pro-
vide useful insights regarding the lifetime of a dynamically excited structural system. The
technique is evaluated on a data set recorded during an experiment involving a full-scale
bridge pier under base excitation, tested to impending collapse.
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CHAPTER 1. INTRODUCTION 2
Chapter 1
Introduction
A Bayesian approach (i.e., all unknown/uncertain quantities are treated as random variables
and are updated through measurements) to system identification for structural control and
health monitoring contains three main levels of inference, namely
• model assessment
• joint state/parameter estimation
• noise estimation
All the above levels of inference have individually, or as a whole, been studied extensively for
offline applications. In an online setting, the middle level of inference (joint state/parameter
estimation) is performed using various algorithms such as the Kalman filter (KF), the
extended Kalman filter (EKF), the Unscented Kalman filter (UKF), or particle filter (PF)
methods. The choice of filter (online inference algorithm) is dictated by the system structure
and the nature of the random variables involved. This problem has been explored in depth
for structural dynamics. Online identification is relevant when the response to such events is
monitored in order to study the evolution of time-varying (degrading) structural parameters
or when an active (or semiactive) control scheme is in use.
This dissertation focuses on the other two levels of inference, in particular on how these
could be performed online, simultaneously to the joint state/parameter estimation. The
quality of structural parameter estimates depends heavily on the choice of noise charac-
teristics involved in the aforementioned online inference algorithms, hence the need for
CHAPTER 1. INTRODUCTION 3
simultaneous online noise estimation. Model assessment, on the other hand, is an inte-
gral part of many engineering applications, since any analytical or numerical mathematical
model used for predictive purposes is only an approximation of the real system. An on-
line implementation of model assessment is valuable, amongst others, for structural control
applications, and for identifying several models in parallel, some of which might be of deteri-
orating nature, thus generating some sort of alert. The performance of the proposed online
techniques is evaluated using simulated and experimental data sets generated by nonlinear
hysteretic systems.
Upon completion of the study of hierarchical online system identification (diagnostic
phase/estimation), a system/damage prognostic analysis (prognostic phase/prediction) is
attempted, using a data set recorded during an experiment involving a full-scale bridge pier
under base excitation, tested to impending collapse. Prognostic analysis is still at a rela-
tively early stage of development in the field of structural dynamics, but it can potentially
provide useful insights regarding the lifetime of a dynamically excited structural system.
Instead of ’prognosis’, the terms ’time-dependent reliability’ or ’life-cycle performance as-
sessment’ may be encountered in the mechanics-related literature when dealing with this
topic.
The dissertation is structured as follows; Chapter 2 deals with the development of a
methodology for online noise estimation, under certain distributional assumptions for the
unknown/uncertain noise processes; Chapter 3 deals with the development of a technique
for online Bayesian model assessment, using the online filtering output to sequentially up-
date the evidence/marginal likelihood (which is a fundamental quantity of all Bayesian
approaches to model assessment) of each candidate model; and Chapter 4 explores the per-
formance of a prognostic method using the gamma deterioration process, evaluated on a
data set recorded during an experiment involving a full-scale bridge pier subjected to a se-
quence of nine base excitations. All aforementioned chapters include an introductory section
discussing the motivation, scope and relevant literature review, sections on the theoretical
background required to understand and apply the proposed techniques, a section dedicated
to numerical applications, and finally a section where the main findings/conclusions of the
corresponding chapter are presented.
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Chapter 2
Online Noise Estimation
This chapter is based on the journal paper of [Kontoroupi and Smyth, 2015].
2.1 Introduction
2.1.1 Motivation & Literature Review
The identification of nonlinear dissipative systems has been of significant interest in the
structural dynamics field because of the cyclic and severe nature of many loads to which
structures are subjected (e.g., earthquake, wind, sea wave loading). Online identification be-
comes relevant when the response to such events is monitored in order to study the evolution
of time-varying (degrading) structural parameters or when an active (or semiactive) control
scheme is in use. Online structural parameter identification for nonlinear systems based on
vibration response measurements using the Unscented Kalman Filter (UKF) has been in-
vestigated in the work of [Chatzi and Smyth, 2009] and [Wu and Smyth, 2007]. The former
explored the advantages of the UKF, involving only a small set of deterministically cho-
sen (sigma) points, over the Particle Filter (PF), involving sampling in a high-dimensional
(particle) space, for online structural parameter identification, while the latter attempted a
comparison to the Extended Kalman Filter (EKF), highlighting the superior performance
of the derivative-free UKF.
The quality of structural parameter estimates depends heavily on the choice of process
and observation noise characteristics, which in the work referenced above are assumed
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to be known a priori. An incorrect choice of noise characteristics leads to deterioration
in the performance of these Bayesian estimators and, in the worst case, the estimators
may diverge. The effect on the estimator performance is illustrated in Figure 2.1, where
the plots of online parameter identification -of the same simulated system- are presented
for two different noise levels. Under both noise assumptions the parameter values seem
to be converging; however, only one is correct. A commonly used assumption is that of
zero-mean Gaussian noise, thus the problem of noise identification is reduced to that of
noise covariance estimation. Information on the observation noise characteristics might
be available beforehand, since they are related to the sensors and measurement systems
(accelerometers, strain gauges, etc.). On the other hand, there is no prior information
at all on the process noise accounting for modeling errors (which are inevitable, since no
mathematical model can perfectly represent the true physical system). Reliable online
parameter estimation is important in structural health monitoring applications, in order to
assess whether or not there is damage in a structure.
Figure 2.1: Online parameter identification -of the same system- for two different noise
levels.
There exist several ways to go about the problem of offline covariance estimation, es-
pecially in the case of the linear Kalman Filter (KF). The literature is exceptionally rich
and spans 50 years (roughly the age of the KF), since [Kalman, 1960] himself indicated the
problem of unknown noise statistical properties and the need for methods to tackle it. A
review of the methods developed early in the 1970s to handle the problem for the linear
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Kalman Filter can be found in the study of [Mehra, 1972]; some of the methods mentioned
have the potential of online application and have been the starting point for the current
work.
An iterative procedure, which employs the Expectation-Maximization (EM) algorithm,
has been extensively applied to the problem of simultaneously estimating the unknown pa-
rameters and hidden states by various researchers; [Ghahramani and Hinton, 1996] used
Kalman Smoothing, [Ghahramani and Roweis, 1999] and [Bavdekar et al., 2011] used Ex-
tended Kalman Smoothing, [Kokkala et al., 2014] used Unscented Kalman Smoothing, while
[Kokkala et al., 2014] and [Schön et al., 2011] used Particle Smoothing for the expectation
step (E-step). A smoother consists of the combined forward and backward recursions, thus
it is inappropriate for online application. For structural identification in particular, [Cara
et al., 2012] applied the EM algorithm to Operational Modal Analysis as an alternative to
Subspace Identification for linear structural systems. Note that only if the parameters ap-
pear as linear coefficients inside the nonlinear state and measurement equations, then each
step of the EM algorithm is given by a closed form, and hence is computationally efficient;
otherwise, if the parameters enter the equations nonlinearly (e.g., as exponents), numerical
optimization is required. As expected and noted by the aforementioned authors, the EM
algorithm is quite sensitive to the choice of initial guess.
A Bayesian probabilistic approach, still offline, to structural identification (or structural
model updating) has also been implemented, where both parameters and noise (or prediction
error) are updated either through MCMC sampling or through asymptotic approximation
([Beck, 2010; Beck and Katafygiotis, 1998; Papadimitriou et al., 2001]). [Papadimitriou and
Lombaert, 2012] and [Simoen et al., 2013] have investigated the effect of noise (prediction
error) correlation in Bayesian model updating. The focus has been on assessing different
noise correlation models, rather than on noise quantification itself.
The author has not encountered any work that encompasses online noise identification
in a nonlinear structural system context which could be potentially applied to structural
monitoring.
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2.1.2 Scope
Assuming that both noises (in the state and observation equations) are additive zero-mean
Gaussian processes, this work investigates how their variances could be estimated/adapted
online during the joint state and parameter identification. The proposed method is extended
to account for online estimation of the mean value of the noise as well. By introducing
certain distributional assumptions for the unknown mean value and variance of the noise
process (in particular that the prior of the unknown noise parameters and the likelihood
function form a conjugate pair), computations are simplified and online updating becomes
possible. The sample used to update the observation noise is the residual between the
actual measurement and the predicted response by the UKF. For the process noise, it is
not as straightforward due to the lack of direct measurements. Computations are based
on residuals between estimates only. Two different data sets are used to test the efficiency
of the proposed method for noise identification: 1) a synthetic data set generated through
numerical simulation of a 3-degree-of-freedom chain-like system exhibiting hysteresis in
the 1st degree-of-freedom ([Chatzi and Smyth, 2009]), and 2) the experimental data set
referenced in [Chatzi et al., 2010].
At first, joint state/parameter estimation using the UKF is reviewed. Then, the pro-
posed online noise identification (or estimation) procedure is outlined, while the last section
contains the numerical applications to verify the efficiency of the method. In the following,
the terms variance and covariance might be used interchangeably, with covariance being
preferred, since it refers to the more general case of full covariance matrix identification.
2.2 Joint State/Parameter Estimation
2.2.1 Inference in the State-Space Model
The stochastic dynamical model, equivalently state-space model (SSM), as a probabilistic
graphical model is illustrated in Figure 2.2.
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Figure 2.2: The state-space model as a probabilistic graphical model with hidden states zk
and observables (shaded nodes) yk. Each vertical slice represents a time step k.
The arrows in the graph define:
transition model: zk = f(zk−1,uk−1,υk−1) where
process noise︷ ︸︸ ︷
υk ∼ (0, Rυ) (2.1)
observation model: yk = h(zk,uk,ηk) where ηk ∼ (0, Rη)︸ ︷︷ ︸
observation noise
(2.2)
The vertices in the graph define:
transitional density: p(zk|zk−1) (2.3)
likelihood function: p(yk|zk) (2.4)
The inference problem for the SSM is that of calculating the posterior probability den-
sity of the hidden states (latent variables) given a sequence of observed states. Note that the
hidden states form a Markov Chain, while each observed state is conditionally independent
from the previous one given the corresponding hidden state, i.e., yk ⊥⊥ yk−1|zk. In particu-
lar, we would like to recursively estimate the hidden states zk considering all measurements
up to yk - more precisely to estimate the density p(zk|y1:k):











p(zk|zk−1) p(zk−1|y1:k−1)︸ ︷︷ ︸
previous step
dzk−1 (2.6)
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Eq. (2.5) is known as the measurement update equation, where the current hidden state
zk is updated using the likelihood function of Eq. (2.4) involving the current measurement
yk, while Eq. (2.6) is known as the time update equation, where the hidden state zk−1 is
propagated through time to zk using the transitional density of Eq. (2.3).
If f and h are linear, the initial state p(z0) and noise variables are Gaussian, then the in-
ference algorithm is the Kalman Filter (KF), as defined above by the time and measurement
update recursive equations.
If f and/or h are/is nonlinear, but we still want to approximate p(zk|y1:k) with a
Gaussian density, there are two popular choices:
• Either linearize f and/or h (1st order approximation) leading to the Extended Kalman
Filter (EKF).
• Or propagate a set of deterministically chosen points (sigma points) through the
nonlinear function(s) f and/or h and then fit a Gaussian to those points by mo-
ment matching (2nd order approximation) leading to the Unscented Kalman Filter
(UKF). Amongst its other advantages, it is generally faster than the EKF, since it is
a derivative-free method, not involving calculation of Jacobian matrices.
If f and/or h are/is nonlinear and we do not wish to approximate p(zk|y1:k) with a
Gaussian, then we propagate a set of discrete samples of the state through f and/or h and
re-weight them using the likelihood function. This approach, known as Sequential Monte
Carlo or Particle Filter (PF), is computationally demanding and thus less suitable for online
estimation.
2.2.2 Joint State/Parameter Estimation using the UKF
To perform joint state/parameter estimation using a nonlinear filter, the state vector is
augmented to comprise the original hidden state vector zk and the (structural) parameter





The choice of the UKF for nonlinear structural identification, as opposed to the EKF or
the PF, is justified by the findings of [Chatzi and Smyth, 2009] and [Wu and Smyth, 2007].
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Since parameters (time-invariant variables) and original hidden states (time-variant vari-
ables) interact, even for linear dynamic systems, this joint approach can result in nonlinear
dynamics over the augmented hidden states. Probabilistically speaking, the objective is to
find a maximum in the joint probability space of parameters and hidden states. This ap-
proach directly models uncertainties and correlations between parameters and states (since
both are treated completely symmetrically) and can be thought of as iteratively implement-
ing a Gaussian approximation to the recursive Bayes’ rule computations for the joint poste-
rior density p(zk,θk|y1:k). Alternatively, there is the dual estimation approach, where two
interacting, but distinct, filters operate simultaneously. One computes a Gaussian approx-
imation of the state posterior given a parameter estimate and observations p(zk|θ̂k,y1:k),
while the other computes a Gaussian approximation of the parameter posterior given an es-
timate of the hidden states and observations p(θk|ẑk,y1:k). The two UKFs interact by each
feeding its estimate (i.e., the posterior means ẑk and θ̂k) into the other. As pointed out by
[Ghahramani and Roweis, 1999] for the EKF, but this applies to the UKF case as well, one
can think of the dual UKF as performing approximate coordinate ascent in p(ẑk, θ̂k|y1:k)
by iteratively maximizing p(zk|θ̂k,y1:k) and p(θk|ẑk,y1:k) under the assumption that each
conditional is a Gaussian. Note that estimates of random variables will be denoted by ˆ
throughout this study.
2.2.3 The Unscented Kalman Filter
Consider the following discrete state and observation equations:
xk = f(xk−1,υk) (2.8)
yk = h(xk,ηk) (2.9)













Note that this is a further augmentation of the state vector that is taking place here,
associated with the particular implementation of the UKF, according to [Wan and Van
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Der Merwe, 2000], used by the author. xk includes both zk and θk in the case of joint
estimation. The effective dimension of this augmented state is now L = Lx + Lυ + Lη,
i.e., xα ∈ RLx+Lυ+Lη , where Lx is the original state dimension, Lυ is the process noise
dimension and Lη is the observation noise dimension. In a similar manner, the augmented















, Pαx0 = E[(x
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• For k = 1, ..., N :














2. Time update equations:



















































































































λ = α2(L+ κ)− L (2.28)
2.2.4 Noise Model Assumptions
By way of background for our objective of noise statistics estimation, it is useful to under-
stand the inherent noise assumptions of the linear Kalman Filter. They are discussed in
this section, along with how they could be relaxed when the Unscented Kalman Filter is
used. Having said this, most of them will be kept unchanged for this work.






l ] = Rυδk−l
E[ηkη
T
l ] = Rηδk−l
(2.29)
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The zero-mean assumption is not limiting at all. The only modification is that the noise









If the noise is colored instead of white, and provided that the noise dynamics are known,
then the procedure outlined by [Simon, 2006] can be implemented, which requires further
augmentation of the state vector to obtain an equivalent higher order system with white
noise.
KF assumption 2: The process and observation noises are uncorrelated with each other
at any time step, i.e.,
E[υkη
T
l ] = 0 (2.31)
The correlation structure can be accounted for by modifying the state covariance as follows,
provided that the cross-covariance terms are known:
Pαx0 = E[(x
α






KF assumption 3: The process and observation noises are additive (linear), i.e.,
zk = f(zk−1) + υk−1 (2.33)
yk = h(zk) + ηk (2.34)
There is no such limitation in the way the UKF is implemented.
KF assumption 4: The process and observation noises are Gaussian processes, i.e.,
υk ∼ N (0, Rυ) (2.35)
ηk ∼ N (0, Rη) (2.36)
Again, the UKF can deal with any distributional assumption for the noise processes, but
only their first two moments will be propagated.
So far, the process and observation noise characteristics were assumed known. In reality,
they are rarely known a priori, but rather are tuning parameters affecting the quality of
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the state and parameter estimation. The next section focuses on the primary goal of this
work, which is online noise covariance estimation, under certain assumptions about the
noise characteristics (e.g., whiteness and additivity of noise processes). Online estimation
of the noise mean value will be included as well.
2.3 Online Bayesian Noise Estimation
2.3.1 Online Covariance Only Estimation
This section deals with online noise variance estimation assuming zero-mean, white and
additive Gaussian noise processes (KF assumptions 1, 2 and 3 ). It should be noted here
that a further implicit assumption has been made in order for the estimation to be feasible,
that of the noise processes being stationary. This is necessary because the procedure outlined
below is based on the statistical processing of residuals; unless the mean value and variance
of the noise stay constant, reliable identification is impossible. The probabilistic graphical
model corresponding to the problem of simultaneous estimation of the hidden augmented
state xk (local hidden variable), process and observation noise variances (global hidden
variables), σ2υ and σ
2
η respectively, given an observed output sequence y1:k is illustrated in
Figure 2.3.
An estimate of xk that minimizes the mean squared error


































where ω denotes the unknown quantity we try to update, i.e., the process or observation
noise scalar variance or covariance matrix, p(xk|ω,Yk) = N (xk; x̂k|k(ω), Pk|k(ω)) is the












Figure 2.3: The probabilistic graphical model for the problem of simultaneous estimation of
the augmented hidden state vector (including the time-invariant parameters) and the noise
variances.
posterior Gaussian density obtained by the recursive equations of the UKF (or any other
applicable filter) for a given ω and Yk = {y1,y2, ...,yk} is the measured data up to time
instant k.
There are two difficulties to overcome with respect to the last integral in Eq. (2.38).
The first, regarding the integrand and in particular the update of ω in the p(ω|Yk) term, is
resolved by introducing a distributional assumption for ω to exploit conjugacy. Introducing
priors for the parameters (here denoted generically as ω) of the Gaussian noise random
variables and using Bayesian inference fits the online estimation framework well. The use of
conjugate priors, i.e., prior distributions in the same family as the likelihood function, allows
all results to be derived in closed form, since the posterior has the same algebraic form as
the prior, and hence only parameter updating is required for posterior computations. For
the case examined here, the density of ω is assumed to be Inverse Gamma, defined on the
positive real axis, because this is the conjugate prior of a Normal likelihood with known
(zero) mean and unknown variance. The Inverse Wishart distribution, defined on the space
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of real-valued positive-definite matrices, is the generalization for the multivariate case, i.e.,
the conjugate prior for a multivariate Normal likelihood with known (zero) mean vector
and unknown covariance matrix. For further details, the interested reader is referred to
the relevant chapter on Bayesian inference for the Gaussian of [Bishop, 2006]. Then, the
calculation of p(ω|Yk) for a scalar ω, is performed as follows





= N (·; 0, ω)IG(ω;α0, β0)
= IG(ω;αpost, βpost)
(2.39)
The second difficulty, regarding the actual computation of the last integral in Eq. (2.38),
where x̂k|k(ω) is integrated over all posterior ω values, is resolved by approximating p(ω|Yk)
with a point estimate (as if all the density was concentrated at one point); here it is recom-
mended to use the mode of the Inverse Gamma or Inverse Wishart distribution to evaluate
x̂k|k. The result of this detour, which avoids an integral computation, could still be con-
sidered reliable for the reason explained in the following. The noise covariance probability
density p(ω|Yk) is highly concentrated in a narrow region around its mode (in particular
the mode due to the Inverse Gamma distributional assumption). In fact, as more samples
are processed, the peak around the mode becomes steeper (the variance of the covariance
distribution is reduced), hence the integrand takes up significant values only for ω’s in the
vicinity of the mode, while for the rest it is negligible. The same observation applies for the
case where both the noise mean value and covariance are adaptive.
Table 2.1 summarizes all the formulae needed to compute x̂k|k of Eq. (2.38) depending
on whether we deal with the scalar variance or the covariance matrix case. At each time step
k of the filter, we first update the posterior parameters of the noise variance (or covariance)
prior according to Eq. (2.39), and then use a point estimate of the posterior variance (here
the mode) to run the filter with and compute the estimate of the augmented state x̂k|k of
Eq. (2.38).
To update the posterior parameters of the noise variance (or covariance) prior at each
time step k, a Gaussian noise sample is required for the likelihood function (’x’ term in
the formulae of Tables 2.1 and 2.2). For the observation noise, this is obtained by the
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Table 2.1: Likelihood functions, corresponding conjugate priors and formulae for posterior
parameter update and mode calculation for the known (zero) mean and unknown variance
case.
ω likelihood prior posterior parameters mode
σ2
Normal Inverse Gamma αpost = α0 + 1/2
βpost
αpost+1
with known mean µ = 0 IG(α0, β0) βpost = β0 + (x− 0)2/2
and unknown σ2
Σ
Multivariate Normal Inverse Wishart νpost = ν0 + 1
Ψpost
νpost+p+1
with known mean µ = 0 IW(ν0,Ψ0) Ψpost = Ψ0 + (x− 0)(x− 0)T
and unknown Σ
Table 2.2: Likelihood functions, corresponding conjugate priors and formulae for posterior
parameter update and mode calculation for the unknown mean and unknown variance case.
ω likelihood prior posterior parameters mode
κpost = κ0 + 1




& with unknown NIG(µ0, κ0, α0, β0) αpost = α0 + 1/2 &







0 − κpostµ2post + x2)
Multivariate κpost = κ0 + 1




& with unknown NIW(µ0, κ0, ν0,Ψ0) νpost = ν0 + 1 &







difference between the measured and estimated observed response, x = yk − ŷk, while for
the process noise, it is obtained by the difference between two unobserved state estimates
x = x̂k|k − f(x̂k−1|k−1).
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2.3.2 Online Mean and Covariance Estimation
The zero-mean assumption is not required to implement online noise estimation. The previ-
ous procedure is minimally modified to accomodate the mean update as well. The conjugate
prior for a Normal likelihood with unknown scalar mean and variance is the Normal Inverse
Gamma distribution, while for a Multivariate Normal likelihood with unknown mean vector
and covariance matrix it is the Normal Inverse Wishart distribution. Table 2.2 summarizes
all the formulae needed to compute x̂k|k of Eq. (2.38) when simultaneously adapting both
noise statistics. The required steps to estimate the augmented state x̂k|k are identical to
those outlined above, i.e., first update the noise posterior parameters and then use a point




The mathematical model used to generate the synthetic measured dataset is described in
[Chatzi and Smyth, 2009]. It is a 3-degree-of-freedom system with the first degree-of-freedom
associated with a nonlinear hysteretic component described by Bouc-Wen’s formula. For
the measured data simulation, the following values were chosen: m1 = m2 = m3 = 1,
c1 = c2 = c3 = 0.25, k1 = k2 = k3 = 9, β = 2, γ = 1 and n = 2. The input excitation was a
scaled ground acceleration record (äg) from the Chi-Chi (1999) earthquake with duration
of 20 s sampled at 250 Hz (T = 0.004 s). The simulated measured response was obtained
through fourth order Runge-Kutta integration. The augmented state-space formulation for
joint state and parameter estimation is presented again here for clarity
states z : [z1, z2, z3, r1, ż1, ż2, ż3]
parameters θ : [k1, k2, k3, c1, c2, c3, β, γ, n]
(2.40)















































x5 − x14|x5||x4|x16−1x4 − x15x5|x4|x16
(−x8x4 − x9x1 + x9x2 − (x11 + x12)x5 + x12x6)
m1














where υ is the process noise vector accounting for modeling errors. Displacement of m1 and




















































where η is the measurement noise vector.
The initial values assumed for the time-invariant state variables (parameters) for the
UKF runs are identical to those in [Chatzi and Smyth, 2009].
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2.4.1.2 Adaptive variance only - diagonal covariance matrix
First, the case of zero-mean and uncorrelated noise vectors is considered, leading to diagonal
noise covariance matrices. A process noise of 1% RMS noise-to-signal ratio was added
to state variables x5, x6 and x7, while an observation noise level of 5% RMS noise-to-
signal ratio was introduced. In order to assess the efficiency of the method to identify the
diagonal terms of the process and measurement noise covariance matrices, three seperate
cases are considered; one with fixed, but considerably overestimated values of variance
(orders of magnitude higher noise level); one with adaptive variance (the initial values are
equal to those of the previous fixed, but false case), according to the procedure outlined
in the previous section; and one with fixed, but optimal values of variance, equal to those
identified by the previous adaptive case. Optimality is defined in a mean squared error
sense as discussed in the previous section.
Parameter convergence to the true values (i.e., values used to generate the synthetic
measured data) over time is depicted in Figure 2.4. As expected, for the ’fixed false’ case, the
convergence is quite slow, while the other two cases perform significantly better displaying
similar behavior. The comparable performance of the ’adaptive’ and ’fixed optimal’ cases
indicates that allowing the noise to change during the UKF run, does not affect negatively
the parameter identification efficiency. Figure 2.5 demonstrates in semilogarithmic axes the
noise variance convergence from the initially severely overestimated false value to the true
value added to the synthetically generated response. Note that, especially for the case of
observation noise, only a few iterations are required for the noise to converge to its final
’optimal’ level. On the other hand, Figure 2.6 demonstrates convergence to the true value
for the case of initially assumed value severely underestimated. In certain plots, the process
noise variance converges with a little slower rate to values below the true added value. Less
accuracy for the process noise estimation, compared to measurement noise estimation, is
not surprising, since the residual used in the computations is formed by two filter estimates.
Having said that, the values obtained are within a reasonable margin of error (same order
of magnitude) and do not interfere with parameter estimation.
CHAPTER 2. ONLINE NOISE ESTIMATION 21



























































Figure 2.4: Parameter estimation results with diagonal covariance matrix for different noise
assumptions: fixed false variance (dashed), adaptive variance according to the online esti-
mation framework outlined previously (dashed-dotted) and fixed optimal variance (dotted).
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Figure 2.5: Adaptive noise variance terms (dashed-dotted) from the initially severely over-
estimated false value (dashed) to the true value added to the generated response (solid) for
the case of diagonal covariance matrix.
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Figure 2.6: Adaptive noise variance terms (dashed-dotted) from the initially severely un-
derestimated false value (dashed) to the true value added to the generated response (solid)
for the case of diagonal covariance matrix.
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2.4.1.3 Adaptive variance only - full covariance matrix
This section explores the case of a zero-mean, but correlated measurement noise vector,
leading to a full covariance matrix for the measurement noise. The process noise level is
identical to the previous case. The covariance matrices of the correlated noise added to
the measured response, the initial noise level assumed, as well as the identified covariance
matrix according to the procedure outlined in the relevant section, are the following (the
diagonal terms of the added noise are identical to those in the previous case examined,
corresponding to 5% RMS noise-to-signal ratio)
R addedη =

6 · 10−4 1 · 10−4 1 · 10−4
1 · 10−4 0.175 2.2 · 10−2










18 · 10−4 7 · 10−4 6 · 10−4
7 · 10−4 0.203 2.4 · 10−2
6 · 10−4 2.4 · 10−2 0.209

(2.43)
Figure 2.7 demonstrates in semilog axes the measurement noise covariance convergence
from the initially assumed false values to the true values added to the simulated response.
Only the measurement noise was considered for the full covariance matrix demonstration,
since it was established in the previous ’diagonal covariance matrix’ case that it is usually
estimated with greater accuracy. In this numerical example, where measurements of differ-
ent type are considered (displacement of m1 and accelerations of m2 and m3), the elements
of the covariance matrix to be identified are of different orders of magnitude and this may
lead to discrepancies in the estimation accuracy. In particular, from Eq. (2.43), as well
as from Figure 2.7, it is observed that the proposed method is generally more accurate in
identifying diagonal acceleration terms, and the off-diagonal term correlating acceleration
measurements, possibly because they have significantly larger values than the rest of the
elements. However, the order of magnitude of the identified values is that of the added ones
for all terms and is adequate for parameter identification.
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Figure 2.7: Adaptive measurement noise variance terms (dashed-dotted) from the initially
assumed false value (dashed) to the true value added to the generated response (solid) for
the case of full covariance matrix.
2.4.1.4 Change in measurement noise covariance
In this section, the potential of the algorithm to identify changes in the measurement noise
level is investigated. This may seem contradictory given the assumption of noise process
stationarity mentioned previously. The method is indeed more generally applicable, but
limited in cases where the sudden change of noise level remains constant for at least as long
as needed by the algorithm to converge to the new values. In other words, stationarity is
required in each segment of different noise level. A zero-mean, uncorrelated measurement
noise vector is assumed (diagonal covariance matrix). For this example, 80 s of excitation
were simulated (4 times in a row the original Chi-Chi ground acceleration record); during
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the first 20 s, 5% RMS noise-to-signal ratio was added to the measurement vector, while
for the rest, 10% RMS noise-to-signal ratio. The process noise level is kept the same as
before. As demonstrated in Figure 2.8, the change can be identified, even if the parameters
have already converged to their final value. The parameter convergence figure for this case
has been omitted for space considerations, but as illustrated in Figure 2.4, the parameters
have already converged within the first 20 s of excitation. Of course there is a significant
time-lag, but that is generally not critical in long-term structural monitoring. Theoretically,
when the UKF is used, a substantial change in the measurement noise level could induce
a change in the parameter estimates (if the noise level is assumed fixed), even though they
appear to have converged. This can be explained from the fact that the estimation accu-
racy of the filter (state covariance matrix) depends on the measurements (unlike the linear
Kalman filter, where it does not, and hence it can be computed offline, even before the filter
is applied). Fortunately, the method presented herein provides robust parameter estimates
even for changes of the (stationary) measurement noise.
2.4.2 Experimental setup and data
The data set used in this section was taken from a test apparatus designed to simulate the
behavior of a nonlinear non-conservative dissipative 2-degree-of-freedom (coplanar trans-
lational and rotational degrees-of-freedom) joint element [Tasbihgoo et al., 2007]. Pho-
tographs and detailed description of the experimental setup and data acquisition system
can be found in [Chatzi et al., 2010]. The example presented below deals with the case of
external force (broadband random excitation) exciting the translational degree-of-freedom
only, assumption justified from the figures presented in the references work, i.e., a single-
degree-of-freedom system was considered for the identification.
2.4.2.1 State-space formulation
The aim is to determine the parameters of the hysteretic law that best captures the observed
behavior, according to [Chatzi et al., 2010], while adapting the process and observation noise
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Figure 2.8: Adaptive measurement noise variance terms (dashed-dotted) from the initially
assumed false value to the true value added to the generated response (solid) for the case of
sudden change of measurement noise level from 5% to 10% RMS noise-to-signal ratio and
diagonal covariance matrix.
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levels, since they are considered unknown. Using the response velocity, displacement and
restoring force as input data, the state space equation for the particular system can be
written as
ż1 = vm + υ1
ż2 = ṙ + υ2
(2.44)
where vm is the measured velocity, υ is the process noise vector which accounts for modeling
errors and r is the hysteretic component (restoring force), which is chosen to be
ṙ = Avm − β|vm||z2|n−1z2 − γvm|z2|n + c1|z1|2vm
sgn(z1vm + 1)
2
+ c2 sinh(α2z1 sgn(vm))vm
(2.45)
and the parameter vector to be identified is hence
θ : [A, β, γ, n, c1, c2, α2] (2.46)
In order to apply the UKF for joint state and parameter estimation, the augmented












Both displacement and restoring force are measured, hence the measurement equation





 x1 + η1
x2 + η2
 (2.48)
where η is the measurement noise vector.
In all cases, the covariance matrices were assumed to be diagonal (there are no cross-
covariance terms), hence the Inverse Gamma and Normal Inverse Gamma distributional
assumptions are implemented.
In the identification results presented below, the initial values assumed for the time-
invariant state variables (parameters) for the UKF runs are identical to those in [Chatzi et
al., 2010].
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2.4.2.2 Adaptive variance only
First, the case of known mean (zero)/unknown variance for the process and observation
noises is considered. The results are summarized in Figures 2.9 and 2.10. In order to estab-
lish the significance of the appropriate choice of process and measurement noise level for the
purpose of online parameter estimation, again three separate cases are considered and com-
pared. Figure 2.9 illustrates the parameter estimates over time for fixed but considerably
overestimated values of variance (orders of magnitude higher than the values to which they
end up converging), for adaptive variance (the initial values are equal to those of the previ-
ous fixed but false case), according to the procedure outlined in the relevant section, and for
fixed but optimal values of variance, equal to those identified by the previous adaptive case.
The latter two seem to search the space more effectively and eventually converge to the
optimal parameter values, while for the first case (’fixed false’), the parameter estimates,
in certain cases, hardly move away from their initially assumed values. This behavior is
anticipated, since the assumed noise is not only false, but it is kept fixed throughout the
analysis. To assess the validity of the parameter estimation, the final parameter estimates
were used to reproduce the relative displacement-axial restoring force hysteretic loops for
each case presented in Figure 2.10. The loops corresponding to the adaptive variance and
fixed optimal (identified) variance are almost identical and very close to the experimental
data, indicating the effectiveness of the method proposed. The variance convergence figure
is omitted for reasons of brevity; the process noise diagonal variance terms, initially as-
sumed [0.1 0.3]T converge to [2.7E− 06 1.15E− 04]T, while the observation noise diagonal
variance terms from [0.1 0.3]T converge to [1.5E− 06 2.03E− 04]T.
2.4.2.3 Adaptive mean and variance
The case of both unknown mean and variance for the process and observation noises is con-
sidered and the results are illustrated in Figures 2.11 and 2.12. Again three seperate cases
are considered and compared. Due to space limitation, only the observation noise mean
value and variance convergence plots are included. The conclusions to be made are quali-
tatively the same as previously. Adapting the mean along with the variance, does not seem
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Figure 2.9: Parameter estimation results for different noise assumptions when only the
variance is adaptive: fixed false value of variance (dashed), adaptive value according to the
online estimation framework outlined previously (dashed-dotted) and fixed optimal value
(dotted).
to interfere with parameter identification; the parameter convergence plots, omitted here,
are very similar to those in Figure 2.9. This is confirmed by the loops of Figure 2.11 which
are effectively the same as those generated for the adaptive variance only case. Figure 2.12
depicts the observation mean and variance convergence in linear and semilogarithmic axes
respectively. It is interesting to notice that both the variance and the mean converge to
their final values in the first few iterations (this is more evident in the linear plot), hence
they do not interfere with parameter estimation.
2.5 Conclusions
A method for online process and observation noise identification during joint state and pa-
rameter estimation of nonlinear systems was introduced. The numerical examples verified
the robustness of the method, even in cases where the initially assumed values are unrea-
sonably overestimated, i.e., when the noise level is effectively unknown. The opposite case,
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Figure 2.10: Validation loops for different noise assumptions when only the variance is
adaptive: fixed but false value of variance (dashed), adaptive value according to the on-
line estimation framework outlined previously (dashed-dotted) and fixed but optimal value
(dotted).
where the initial values are severely underestimated, has also been verified. The estimation
accuracy for the noise characteristics was the same regardless of their initial values being
underestimated or overestimated. In particular, the synthetic example demonstrated that
the observation noise level can be more accurately estimated; this was expected since a
direct measurement is used, unlike the case of process noise, where calculations are based
on filter estimates only. Having said that, the process noise is still estimated adequately
(correct order of magnitude) in order for the parameter estimation to be reliable. The noise
level converges very fast, at the early stages of simulation, thus not negatively affecting state
and parameter estimation (assuming that the smaller the number of unknowns, the better
the performance of the UKF). The latter was demonstrated through the inclusion in the
plots of the results of the analysis with fixed noise equal to the identified one (referred to as
optimal throughout this paper) and comparing it to the adaptive case. The method can per-
form both diagonal-only and full covariance matrix estimation. It was observed that, when
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Figure 2.11: Validation loops for different noise assumptions when both mean and variance
are adaptive: fixed but false value of variance (dashed), adaptive value according to the
online estimation framework outlined previously (dashed-dotted) and fixed but optimal
value (dotted).
CHAPTER 2. ONLINE NOISE ESTIMATION 33
Figure 2.12: Adaptive noise variance terms (dashed-dotted) from the initially assumed false
value (dashed) to the optimal (solid) for the case of both adaptive mean and variance.
the elements of the covariance matrix to be identified are of different orders of magnitude
(e.g., for heterogeneous sensing), then the larger values are estimated with greater accuracy.
With a slight modification, the mean can also be adaptive, without a negative effect on the
parameter estimation performance as illustrated by the experimental data. Figure 2.9 es-
tablishes the significance of the appropriate choice of process and measurement noise level
for the purpose of parameter estimation. Last but not least, if the variance of the stationary
noise suddenly changes (e.g., due to a defective recording device), given adequate amount of
time, the method will identify the new value, even if the parameters seem to have converged.
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Chapter 3
Online Model Assessment
This chapter is based on the journal paper of [Kontoroupi and Smyth, 2016].
3.1 Introduction
Model assessment (the term favored in comparison to model selection, because a model could
be relatively more plausible within a set of models, but not exactly true), is an integral part
of many engineering applications, since any analytical or numerical mathematical model
used for predictive purposes is only an approximation of the real system.
A key issue for which model assessment methods need to account is the bias-variance
tradeoff (also encountered as the tradeoff between data-fit and complexity). The model
should balance simplicity (low variance) against accuracy (low bias). A simpler model is less
prone to overfitting, but more likely to have been misspecified. This problem is commonly
addressed using the principle of parsimony (often referred to as Ockham’s razor), i.e., if data
is explained equally well by two models, then the simpler should be preferred. Generally
speaking, model assessment methods incorporate the principle of parsimony either by a
penalization approach with an explicit penalty term that makes adding more parameters
expensive, or by a Bayesian approach involving a built-in Ockham’s razor (the Kullback-
Leibler divergence) as discussed later on. Often the two approaches are closely related,
especially in the way the former are derived (based on asymptotic approximations of full
Bayesian updating). A brief review of some popular penalization methods will follow based
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loosely on [Claeskens and Hjort, 2008], but the main focus of this study is on the Bayesian
approach presented in the next section.
Akaike’s information criterion (AIC) ([Akaike, 1974]) is a log-likelihood penalized with
the number of parameters of each model, the Bayesian information criterion (BIC) ([Schwarz,
1978]) is a log-likelihood penalized with both the number of parameters of each model and
the number of data points. The latter is often used as an approximation to the value of
the evidence (a fundamental concept in Bayesian model assessment introduced in the fol-
lowing section) given a large number of observations. When Markov Chain Monte Carlo
samples from the posterior distribution of the parameters of each model are available, the
deviance information criterion (DIC) ([Spiegelhalter et al., 2002]) is an alternative, other-
wise it is challenging to obtain an explicit formula. The focused information criterion (FIC)
([Claeskens and Hjort, 2003]) differs from the previously mentioned criteria in the sense
that the performance of each model is evaluated not globally, but locally by focusing on one
parameter at a time using a mean squared error estimator. The above criteria have been
developed as tools to select the appropriate model order in the context of general statistical
modeling.
Having said that, the scope of this work involves combining Bayesian model assess-
ment with an efficient identification scheme for parameter estimation within each candidate
model. This hierarchical modeling approach involves two inference levels, namely model as-
sessment and parameter estimation. There is the possibility of adding another level within
the hierarchy for noise estimation ([Kontoroupi and Smyth, 2015]). For further details on
this hierarchical modeling idea in a sequential data environment the reader is referred to
[De Freitas et al., 2000]. Given a specific model, many online identification techniques have
been developed (in general and for applications specific to structural dynamics) and their
strengths and flaws have been demonstrated, including the least squares estimation (LSE)
([Smyth et al., 1999; Smyth et al., 2002]), the extended Kalman filter (EKF) ([Yang et al.,
2006; Zhang et al., 2002]), the unscented Kalman filter (UKF) ([Julier and Uhlmann, 1997;
Chatzi and Smyth, 2009; Wan and Van Der Merwe, 2000; Wu and Smyth, 2007]) and se-
quential Monte Carlo (SMC) or particle filter (PF) methods ([Chatzi and Smyth, 2009;
Arulampalam et al., 2002; Chen et al., 2005]).
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Very few authors in general ([Raftery et al., 2010]), and hardly any in the field of
structural dynamics, have investigated online application of model assessment and of this
hierarchical approach in general, e.g., [Chatzi et al., 2010] suggested a deterministic criterion
comprising an accuracy and a smoothness part and implemented it for the identification of a
highly hysteretic response produced by an experimental setup, and very recently [Yuen and
Mu, 2015] proposed a Bayesian real-time approach utilizing an EKF and implemented it to
identify stiffness reduction in linear systems. The current work explores how Bayesian model
assessment and an online identification scheme for joint state and parameter estimation, in
particular the UKF, whose computational efficiency has been widely recognized, could be
integrated into a single method, and differs significantly from [Yuen and Mu, 2015] in the
approach followed to compute each model’s probability/plausibility among others. The
applicability of the proposed procedure is demonstrated through an illustrative example
involving several hysteretic candidate models.
3.2 Bayesian Model Assessment
In the Bayesian framework, the problem of model assessment is straightforward. One need
merely put a prior over the space of models, and then assess their plausibility based on their
posterior probabilities computed with Bayes’ theorem.
Let M =
{
M j : j = 1, 2, ..., NM
}
be a finite set of candidate models (or candidate
model classes). The superscript j will always relate the corresponding variable to model j
throughout this chapter. In the literature, the term ’model class’ may be used instead of
just ’model’; the former encompassing all possible values of the parameter vector, which is
treated as a multivariate random variable, while the latter being an instance of the model
class for one set of values. To avoid confusion, keep in mind that the term ’model’, which
is used for brevity’s sake throughout this study, really corresponds to ’model class’. The
posterior probability P (M j |D,M) of a model M j is then defined from Bayes’ theorem as
P (M j |D,M) = p(D|M
j)P (M j |M)
p(D|M)
=
p(D|M j)P (M j |M)∑NM
m=1 p(D|Mm)P (Mm|M)
(3.1)
where P (M j |M) is the prior probability of modelM j , and p(D|M j) is the evidence/marginal
likelihood given model M j .
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Let θj ∈ Θj ⊂ RN
j
p be the parameter vector of dimension N jp of model M j . The
posterior probability density function (PDF) p(θj |D,M j) of θj is then defined as
p(θj |D,M j) = p(D|θ
j ,M j)p(θj |M j)∫
Θj p(D|θ
j ,M j)p(θj |M j)dθj
=
p(D|θj ,M j)p(θj |M j)
p(D|M j)
(3.2)
where p(D|θj ,M j) is the likelihood given parameter vector θj and model M j , and p(θj |M j)
is the prior PDF of θj given model M j .
The main issue here is the calculation of the evidence p(D|M j) of each model considered.
The often high-dimensional integral of the denominator may be analytically intractable, as
for instance in the case of non-conjugate priors and/or in the presence of latent variables. If
so, there are several ways to go about it. Availability of computational resources has led to
extensive use of stochastic simulation methods. Alternatively, when stochastic simulation is
prohibitively expensive, one could resort to analytical approximations such as the Laplace
approximation or variational methods.
3.2.1 Stochastic Simulation
3.2.1.1 Sampling from the prior
An intuitive, yet inefficient, way to approximate the intractable integral of the evidence
would be by generating S number of samples from the prior distribution using standard
Monte Carlo and then obtain an estimate by averaging
θj(s) ∼ p(θj |M j) (3.3)





The region of high probability density of the prior distribution p(θj |M j) is often very
different from the region where the likelihood p(D|θj ,M j) obtains its largest values, result-
ing in a poor estimator with high variance ([Cheung and Beck, 2010]). Therefore, we resort
to Markov Chain Monte Carlo (MCMC) methods to generate samples from the posterior
distribution and then compute the evidence by using the identity of Bayes’ theorem for
some value of θj .
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3.2.1.2 Sampling from the posterior
The need to generate samples using MCMC emerges from the fact that the posterior dis-
tribution is usually highly concentrated in narrow regions. Once a sample is drawn from
such a region of interest, we would like to continue sampling from its vicinity. This is only
possible if each sample depends on the location of the previous one, hence a Markov Chain
is constructed. As with all sampling algorithms, the target posterior distribution need only
be known up to a constant, thus only the product of likelihood and prior distribution need
be known beforehand. Then the idea is to compute the log-evidence through the identity
of Bayes’ theorem evaluated at some value of θj . The reason for applying the logarithm
is solely to avoid numerical overflow. In [Murphy, 2012] this procedure is referred to as
the Candidate Method, mentioned along with its flaws in case the Markov Chain has not
reached its invariant distribution. It is also documented in detail in [Cheung and Beck, 2010;
Beck, 2010; Muto and Beck, 2008] with emphasis on structural dynamics applications (both
on linear and nonlinear systems). In particular, the following equations are employed
θj(s) ∼ p(θj |D,M j) ∝ p(D|θj ,M j)p(θj |M j) (3.5)
ln p(D|M j) = ln p(D|θj ,M j) + ln p(θj |M j)− ln p(θj |D,M j) ∀ θj (3.6)
After some manipulation ([Muto and Beck, 2008]), the log-evidence ln p(D|M j) can be
expressed as
ln p(D|M j) = E
[









where both expectations are computed with respect to the posterior PDF p(θj |D,M j).
The first term in the right-hand side is a measure of the posterior average data-fit of model
M j , while the second term is the Kullback-Leibler (K-L) divergence between the posterior
and prior PDF of the parameters, which in this context acts as a penalty term (Ockham’s
razor). The K-L divergence is a similarity measure between two PDFs (for the continuous
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with the properties
D(f1||f2) ≥ 0 ∀ f1, f2 (3.9)
D(f1||f2) = 0 only if f1 = f2 (3.10)
Hence, the larger the K-L divergence between posterior and prior, the more different
they are (equivalently the larger the information gain from the data), which is interpreted
in [Muto and Beck, 2008; Beck and Yuen, 2004] as the posterior PDF being more complex,
resulting in a larger penalty term.
3.2.2 Laplace Approximation (Deterministic)
The Laplace approximation is obtained by finding the mode of the posterior distribution and
then fitting a Gaussian centered at that mode ([Bishop, 2006]). In practice, a mode will typi-
cally be found by running some numerical optimization algorithm. If any of the distributions
encountered is multimodal, then there will be different Laplace approximations according
to which mode is being considered. This issue is addressed in [Beck and Katafygiotis, 1998;
Papadimitriou et al., 1997; Papadimitriou et al., 2001] as the globally identifiable and
unidentifiable case respectively. Note that the normalization constant of the true distri-
bution need not be known in order to apply the Laplace method. As a result of the central
limit theorem, the posterior distribution for a model is expected to become increasingly
better approximated by a Gaussian as the number of observed data points is increased, and
so we would expect the Laplace approximation to be most useful in situations where the
number of data points is relatively large. As well as approximating the distribution itself,
we can also obtain an approximation to the normalization constant. According to [Beck,
2010] for the globally identifiable (unimodal) case
p(D|M j) ≈ p(D|θ̂j ,M j)p(θ̂j |M j)(2π)d/2 det(H(θ̂j))−1/2 (3.11)
where θ̂
j
is either the MLE or MAP estimate, d is the dimension of the parameter vector
and H(θj) is the Hessian matrix of either − ln[p(D|θj ,M j)p(θj |M j)] or − ln[p(D|θj ,M j)]
depending on the point estimate for θj .
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3.2.3 Variational Methods (Deterministic)
A much broader class of deterministic approximate algorithms is based on variational in-
ference. The basic idea is to pick an approximation to the distribution from some tractable
family, and then try to make this approximation as close as possible to the true posterior,
using the K-L divergence as a similarity measure. This reduces inference to an optimization
problem. By relaxing the constraints and/or approximating the objective function, we can
trade accuracy for speed. For more details on the mean field method, refer to [Murphy, 2012;
Wainwright and Jordan, 2008]. To the best of the authors’ knowledge, there has been no
implementation of variational inference in structural dynamics.
All aforementioned techniques are de facto offline, hence not suitable for real-time ap-
plications. The authors have not encountered any online application of Bayesian model as-
sessment in the structural dynamics-related literature. Stochastic simulation using MCMC
can be unreasonably expensive for several reasons: (a) because of the time required by the
Markov Chain to reach its invariant distribution (especially in the case when the initial
guess for the structural parameters is far from the target), (b) because of the time required
to generate an arbitrarily large sample (note that to generate one sample from the pos-
terior, the entire measured data set is used), (c) part of the generated samples may need
be discarded to achieve low sample autocorrelation. The numerical optimization required
for the deterministic approximations can be considerably time-consuming as well, in the
absence of simplified assumptions for the distributions involved.
3.3 Online Bayesian Parameter Estimation
For a review of online joint state/parameter estimation the reader is referred to the previous
chapter, in particular to Section 2.2, where the notation is introduced that is used in the
proposed methodology for online Bayesian model assessment outlined in the following.
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3.4 Online Bayesian Model Assessment
Online Bayesian model assessment using the UKF (or any other applicable nonlinear fil-
ter), where posterior model probabilities are computed resursively, is outlined in the fol-
lowing steps (i)-(vi). The general idea is that the UKF readily provides the posterior
PDF of the parameters, hence we can compute the likelihood (approach with param-
eter validation) and solve for the evidence using Eq. (3.6). Alternatively, one can use
the evidence simultaneaously generated by the filter as indicated in [Raftery et al., 2010;
Murphy, 2012] (approach without parameter validation); however, in certain cases this ap-
proach might produce misleading results as discussed below. Several filters equal to the
number of candidate models considered need to be run in parallel.
(i) Include the time-invariant parameter vector θjk to be identified in the state-space
formulation by augmenting the state vector of each model M j as in [Chatzi and





(ii) Assume an initial prior p(xjo|M j) = N (xjo;µjx,o, P jxx,o) for xjo for each model M j .
(iii) Run an UKF for each model M j with augmented state vector xjk
p(xjk|D,M















With respect to the selection of process and observation noise covariance matrices,
it is assumed that they are constant (stationary processes) and have been properly
chosen based on engineering judgment. For implementation details on online noise
estimation during joint state and parameter identification using nonlinear filters refer
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to [Kontoroupi and Smyth, 2015]. Get the posterior density of the parameters by
marginalizing out the time-variant states
p(θjk|D,M





(iv) Compute the evidence of each model either with parameter validation or without.
In the approach with parameter validation, run each model (time integration) with
parameter vector θjk equal to the identified µ
j




and then compute the log-evidence from the identity of Eq. (3.6) for θjk = µ
j
θ,k. If
µjθ,k of the last time step and the entire data set is used to compute the evidence,
then it is obviously an offline implementation, while if the evidence is computed over
a smaller batch b (e.g., every 20-50 samples; the length of the batch Lb is a user-
defined parameter, the choice of which may depend on the sampling frequency and
the dynamic system properties) and the corresponding µjθ,k = µ
j
θ,b is used (i.e., µ
j
θ,b
estimated at the end of the batch), then it can be considered an online implementation.
The likelihood over the current batch of data Db is computed considering the Gaussian
measurement error with known covariance Rη, i.e., the difference between the actual




θ,b) of model M
















Regarding the online implementation, there are two variants, depending on whether
one is interested in the local or global (cumulative) behavior of the models exam-
ined. To study the local model performance one needs to evaluate the log-evidence
of each batch from Eq. (3.6) and then plug it into Eq. (3.1) to compute each model’s
probability. Alternatively, one can consider the cumulative log-evidence (sum of log-
evidence of all batches of data collected so far) in Eq. (3.1) and thus observe a global
pattern. The former option alone may lead to a rapidly fluctuating result, from which
it is difficult to draw conclusions. At the same time, the latter option alone is inade-
quate, since a locally bad performance may propagate to next time steps, leading to
unreasonably conservative conclusions.
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There is the need to re-run the model (time integration) for the current value of
µjθ,b to get the value for the evidence (and not use the one simultaneously generated
as a byproduct of the UKF) in order to partially validate the identified parameters.
Otherwise, in many cases misleading results may be obtained, since it is a common
phenomenon that good tracking of measurements is achieved without complete pa-
rameter convergence [Smyth et al., 1999]. This is especially true for applications
where all time-variant states are measured (not common, but possible). In fact, in
the numerical application presented in the next section, both cases are considered and
compared. If the output of the filter at time step k is directly used to compute the
evidence of each model (approach without parameter validation), then the following
relation is employed
ln p(Dk|M j) = ln p(y1:k|M j) =
∑
k
ln p(yk|y1:k−1,M j) (3.18)
where the posterior predictive distribution is





where ŷjk is the predicted observation obtained by the applicable filter and P
j
yy,k is the
covariance of the innovation signal (yk − ŷ
j
k), which again depends on the applicable
filter (the UKF in the application presented later). No other calculations are needed
for the calculation of the evidence, because during joint state and parameter estima-
tion using the UKF, states and parameters are treated equivalently, hence the entire





T is marginalized out in Eq. (3.18). The instantaneous
value of p(Dk|M j) at time instant k, or the cumulative value up to time instant k, can
be used depending on whether one is interested in observing a local or global behavior
of the candidate models.
(v) Compute the probability of each model P (M j |D,M) from Eq. (3.1), using D = Db or
D = Dk depending on the approach implemented. In this recursive implementation,
the prior model probability in the current batch b (or time step k) is the posterior
model probability computed in the previous batch b − 1 (or time step k − 1). To
overcome the problem of the system being brought to machine precision, an extra
CHAPTER 3. ONLINE MODEL ASSESSMENT 44
regularizing step for the computed posterior probabilities (as in [Raftery et al., 2010])
is introduced as follows
P (M j |D,M) = P (M




In Eq. (3.20), c is a small positive number, while the exponent α is a forgetting factor,
typically slightly less than 1. Eq. (3.20) increases the uncertainty by flattening the
distribution over the model space. Furthermore, this extra step moderates the effect
of deviant observations, and allows for recognition of patterns in later stages of the
identification (e.g., in case the physical system changes and some different model, than
the current best, is more plausible).
(vi) Optionally, one can compute the K-L divergence between the posterior and prior
parameter PDFs at each time step k (or preferably between the posterior of the current
time step k and the initial prior at k = 0) to visualize the evolution of parameter
convergence over time. The K-L divergence between two multivariate Gaussian PDFs
is given by a closed-form expression. Let f1(x) = N (x;µ1,Σ1) be the posterior and








− d+ tr(Σ−12 Σ1) + (µ2 − µ1)




Consider the two degree-of-freedom (2-DOF) structural system depicted in Figure 3.1. The
first degree-of-freedom is suspected of exhibiting hysteretic behavior. Given measurements
of the acceleration response of both m1 and m2 and of the excitation itself, the objective
is to perform online parameter identification and assessment of several candidate models
possibly capable of capturing the observed behavior using the methodology presented in
Section 4. The equation of motion governing the system response can be formulated as
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Figure 3.1: Model of the 2-DOF structural system used in the numerical application. Note
that the first degree-of-freedom is associated with a nonlinear hysteretic component.
Four candidate models exhibiting non-linear hysteretic behavior in the first degree-of-
freedom are considered here (they differ in the expression of the hysteretic component r1).
These four models, adapted to the aforementioned problem, are described in detail below.
3.5.1 Modeling of hysteresis
3.5.1.1 Modeling of hysteresis without degradation.
For the simplest case of hysteresis without degradation, the differential model initially
proposed by [Bouc, 1967] and extended by [Wen, 1976] was used





where β, γ and n control the hysteresis shape. Parameter A determining the tangent
stiffness is fixed and assumed equal to 1 in all cases considered herein.
3.5.1.2 Modeling of hysteresis with degradation.
[Baber and Wen, 1981] introduced degradation functions which allow the model to account
for strength deterioration and stiffness degradation. The differential model for stiffness
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where η(t) is the degradation shape function. Generally, degradation depends on the re-
sponse duration and severity, one convenient measure of which is
ε̇1 = r1ż1 (3.25)
Then η(t) is expressed as
η(t) = 1 + δηε1(t) (3.26)
where δη is a constant determining the desired rate of degradation. The shape function is
assumed to depend linearly on the response severity measure ε1 for practical considerations;
other functional relations are possible.
3.5.1.3 Modeling of hysteresis with pinching.
The differential model to describe hysteresis with pinching slip is given by [Baber and Noori,
1985]


















z1 = u1 + u2
(3.27)



















· [1− (β sgn(ż1)|r1|n−1r1 + γ|r1|n)]
· ż1 (3.28)
where s(t) is the pinching slip magnitude computed as a linear function of the response
severity measure, i.e., s(t) = δσε1(t), and σ is a constant determining the sharpness of the
peaks of the hysteretic loops.
3.5.1.4 Modeling of hysteresis with degradation and pinching.
The differential model to describe hysteresis with degradation and pinching is found in
[Baber and Noori, 1985] as well, effectively the pinching only case being a special case of






















z1 = u1 + u2
(3.29)



















· [1− (β sgn(ż1)|r1|n−1r1 + γ|r1|n)]
· ż1 (3.30)
An alternative generalized model capturing all the important characteristics observed
in real structures can be found in [Baber and Noori, 1986], but is not considered here due
to the substantially larger number of parameters involved.
3.5.2 State-space formulation for system identification
The detailed state-space equations used for system identification with the UKF are presented
in Appendix A. To summarize, the number of parameters to be identified varies per model
as indicated by the time-invariant parameter vectors θj below
θj :

[k1, k2, c1, c2, β, γ, n] , j = 1
[k1, k2, c1, c2, β, γ, n, δη] , j = 2
[k1, k2, c1, c2, β, γ, n, σ, δσ] , j = 3
[k1, k2, c1, c2, β, γ, n, δη, σ, δσ] , j = 4
(3.31)
3.5.3 Simulated measured data
For the measured data simulation, the excitation used is a ground motion acceleration
from the Chi-Chi (1999) earthquake with duration of 35 s and sampling frequency of 250
Hz. The measured response (acceleration of both m1 and m2) is generated using fourth
order Runge-Kutta integration of the state-space equations of Model 4, i.e., the model that
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Table 3.1: Initial guess, true values and final identified parameter estimates per candidate
model.
Model k1 k2 c1 c2 β γ n δη σ δσ
#1 3.188 8.577 0.240 0.202 0.648 0.623 2.895 – – –
#2 7.500 8.811 0.198 0.217 3.338 -3.095 2.026 1.290 – –
#3 8.741 8.984 0.248 0.255 1.370 1.358 1.924 – 0.136 0.502
#4 8.581 8.973 0.240 0.252 2.143 0.773 2.134 0.384 0.104 0.352
true value 9 9 0.25 0.25 2 1 2 0.4 0.1 0.4
initial guess 6 6 0.4 0.4 3 2 1.1 0.2 0.2 0.2





































[−k2y1 + k2y2 − k1y3 − (c1 + c2)y5 + c2y6] /m1 − äg
[k2y1 − k2y2 + c2y5 − c2y6] /m2 − äg

(3.32)
The values of the parameters were m1 = m2 = 1, k1 = k2 = 9, c1 = c2 = 0.25, β = 2,
γ = 1, n = 2, δη = 0.4, σ = 0.1, and δσ = 0.4.
3.5.4 Online parameter identification results
The measurement noise level added to the response is of 5% RMS noise-to-signal-ratio, while
the process noise level added to states x4 and x5 (or x5 and x6 depending on the model)
is of 2% RMS noise-to-signal-ratio. The parameter estimation is presented in Figures 3.2,
3.3 and 3.4. Table 3.1 summarizes the initial guess, true values and the final identified
parameter estimates for each candidate model considered.
Figure 3.2 presents the results of online estimation for the stiffness and damping param-
eters, common for all four models considered. They all seem to converge to the their true
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Figure 3.2: Online parameter estimation for the stiffness and damping parameters.
values, except for the stiffness parameter k1 of model 1, which is the simplest model, not
accounting for stiffness degradation. It is interesting to notice that initially k1 obtains the
true value, but after t = 10 s, when the input signal becomes stronger, it starts deteriorat-
ing, reflecting that stiffness degradation is taking place. Figure 3.3 presents the results of
online estimation for the classic Bouc-Wen parameters, common for all four models consid-
ered. Models 3 and 4 converge adequately to their true values, while models 1 and 2 exhibit
a divergent behavior, which is not surprising, since they are under-parameterized and are
unable to identify the observed behavior. Finally, Figure 3.4, presents the results of online
estimation for the degradation and pinching parameters. The degradation parameter δη
converges for model 4, which can fully capture the observed behavior (it was the one used
to generate the measured data), but diverges for model 2. The pinching parameters exhibit
satisfactory convergence for both models 3 and 4, indicating that in this measured data set,
the pinching effect was prevalent compared to the degradation effect, i.e., a model incorpo-
rating only pinching effects is preferable to one encompassing only degradation effects for
prediction purposes.
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Figure 3.3: Online parameter estimation for the classic Bouc-Wen model parameters.



































Figure 3.4: Online parameter estimation for the degradation and pinching parameters.
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Figure 3.5: Hysteretic loops generated (a) during the identification (by the UKF), and (b)
after the identification using the final parameter estimates (by 4th order Runge-Kutta time
integration) for each model considered. The relative displacement - hysteretic restoring
force time histories are plotted against the simulated measured data set (solid blue line).
The instantaneous relative displacement z1 - hysteretic restoring force r1 loops produced
during the UKF identification are presented in Figure 3.5(a). Models 3 and 4 almost coincide
with the true loop, model 1 is completely off, while model 2 looks sufficiently close as well.
The final parameter estimates were used to reproduce the hysteretic loops for each candidate
model and are illustrated in Figure 3.5(b). The validation loops generated from models 3
and 4 are still almost identical to the true one, unlike those from models 1 and 2; the
discrepancies are now aggravated (the scale is deliberately kept the same to highlight the
differences). In a real application, where only acceleration is measured, we would not have
access to such plots, as in Figure 3.5, but they are helpful here for demonstration purposes.
3.5.5 Online model assessment results
The results of the online Bayesian model assessment with the approach involving parame-
ter validation, where the evidence is computed using Eq. (3.17) and (3.6), are presented in
Figures 3.6. Two cases are presented in Figure 3.6, namely (a) the evidence of each batch
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of 25 samples is considered individually for the assessment, and (b) the cumulative evidence
up to the batch considered is used for the calculations. Figure 3.6(a) gives an assessment
of the local performance, while Figure 3.6(b) results in a more general pattern of behav-
ior. As manifested in both posterior probability plots, the models containing the pinching
parameters, i.e., models 3 and 4 perform better, with model 4 being outstanding. Model
1 exhibits the poorest performance; it is unable to capture the complicated nature of the
loop and therefore its probability is effectively zero almost from the beginning of the sim-
ulation. Model 2 takes on significant probability values at the beginning of the simulation
only (before parameter convergence); eventually it is outperformed by models 3 and 4. The
posterior model probability plot effectively expresses at every time instant, how plausible
each model is, allowing for model averaging to obtain more robust predictions of observed
and unobserved quantities of interest. The predictive distribution of these quantities will
be a weighted sum of the predictive distributions of the candidate models considered at
each time instant (the weights being the posterior model probabilities) [Beck, 2010]. Model
4 performs better overall, not only because it happens to obtain higher probability values
more often, but because this happens towards the end, after parameter convergence. For
the calculation of regularized posterior model probabilities according to Eq. (3.20), α = 0.99
and c = 10−5 are used.
Parameter convergence can be monitored either by the individual parameter plots pre-
sented in the previous section, or by inspecting the K-L divergence over time presented in
Figure 3.7. The K-L divergence has been computed considering the parameter posterior
PDF at each time step (UKF estimate of the parameter vector) and the initial parameter
prior PDF. Only the curves for models 3 and 4 seem to flatten out, indicating parameter
convergence; models 1 and 2 never really converge (model 2 is clearly diverging instead),
since they do not contain enough parameters to capture the observed hysteretic behavior.
Online model assessment, using the filter output directly for calculation of the evidence
according to Eq. (3.18), is considered in Figure 3.8 (approach without parameter valida-
tion). Again, two cases are presented in Figure 3.8, namely (a) the evidence of each time
step is considered individually for the assessment, which in this case is nothing but the
instantaneous value of the posterior predictive PDF given by Eq. (3.19), and (b) the cumu-
CHAPTER 3. ONLINE MODEL ASSESSMENT 53

























Figure 3.6: Online model assessment with parameter validation: posterior model probabil-
ities (a) when the evidence of each batch (25 samples) is considered individually, and (b)
when the cumulative evidence is considered.

















Figure 3.7: Online model assessment with parameter validation: Kullback-Leibler diver-
gence for each model considered.
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Figure 3.8: Online model assessment without parameter validation (using the filter output
directly): posterior model probabilities (a) when the evidence of each time step is considered
individually, and (b) when the cumulative evidence is considered.
lative evidence up to the current time step considered is used for the calculation of model
posterior probabilities. Comparing Figures 3.6 and 3.8, i.e., the approach involving param-
eter validation and the one without validation respectively, it is obvious that the results are
consistent (models 3 and 4 perform the best, the latter being outstanding), with Figure 3.8
exhibiting generally a more fluctuating pattern.
3.6 Conclusions
Bayesian model assessment and an online identification scheme for joint state and parame-
ter estimation, in particular the unscented Kalman filter, are combined into a single method
for potential use in structural health monitoring applications. This hierarchical Bayesian
modeling approach involves two inference levels, namely model assessment and parameter
estimation. For the parameter estimation level, the indisputable advantage of the unscented
Kalman filter is that it can be used for online nonlinear model assessment thanks to its re-
cursive character, but it comes at the price of the Gaussian state approximation. However,
this is quite a reasonable assumption for identifiable systems and physical quantities, which
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are unimodal. In the case where posterior inference is carried out offline through stochastic
simulation (MCMC), there is no limitation with regard to the shape of the state condi-
tional distribution. A possible online counterpart to this could be the particle filter, which
theoretically, at least, is an online method, since the required sampling is i.i.d., hence can
be extensively parallelized. An illustrative example involving several hysteretic candidate
models demonstrated the applicability of the proposed procedure. Different variants were
examined depending on whether one is interested in the local or global performance of the
candidate models. The evidence was computed in two different ways; the first involving pa-
rameter validation and the second without parameter validation, but rather using directly
the nonlinear filter output. A further development would involve letting the noise parame-
ters be adaptive as well, adding a third level of inference within the hierarchy, according to
the work referenced.





This chapter deals with the online parameter identification of the moment-curvature relation
of a full-scale bridge pier tested at the George E. Brown, Jr. Network for Earthquake
Engineering Simulation’s shake table facility of the University of California, San Diego.
Besides the parameter identification, which established a stiffness degradation pattern given
the recorded dynamic data, a further analysis involving deterioration prognosis was carried
out using a gamma process model. Prognostic analysis in a structural dynamics context is
a relatively unexplored field ([Farrar and Lieven, 2007]), in contrast to fatigue, for instance,
where the literature is rich. The parameter identification belongs to the diagnostic or
estimation phase (Section 4.3), while the study of deterioration evolution belongs to the
prognostic or prediction phase (Section 4.4) of the probabilistic analysis.
This is the first full-scale reinforced concrete bridge column, designed to current US seis-
mic design provisions, to be tested under dynamic conditions on a shake table. More details
on the experiment, including design of the experiment, material properties, instrumentation
drawings and illustrations of the recorded signals, can be found in the report by [Schoettler
et al., 2015]. A Southwest perspective of the experimental setup is depicted in Figure 4.1.
Uni-axial shake table excitation subjected the test specimen to loading in the East-West
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direction only. Boundary conditions, fixed at the base and free at the top, corresponded to
a pier subjected to ground excitation in the transverse direction of the bridge deck. The
test specimen was intended to respond in the nonlinear range with a predominantly flexural
behavior. A capacity design aimed to preclude other failure modes.
To the best of the author’s knowledge, there has been no attempt for online identification
of this system reported in the literature to date. However, a few authors have used the
aforementioned data set for different purposes, e.g., [Aguirre et al., 2013] implemented
a wavelet-based damage detection approach using output-only information (acceleration
time histories), while [Aguirre and Montejo, 2014] investigated the damping and frequency
changes induced by increasing levels of inelastic seismic demands.
Figure 4.1: Experimental setup at UCSD (illustration taken from Schoettler et al., 2015).
4.2 Experimental Data
The test/loading protocol described in [Schoettler et al., 2015] involved a sequence of ten
earthquakes (six in the initial phase and four with the intent to induce failure). The response
records from the first nine earthquake excitations are used in this study, because, during the
tenth test, the superstructure mass impacted the East safety column distorting the signals.
CHAPTER 4. BRIDGE PIER APPLICATION: IDENTIFICATION & PROGNOSIS 58
Table 4.1: Ground motions selected for identification and prognosis.
Test Earthquake Station Target µ Scale factor Table PGA (g)
EQ1 Loma Prieta Agnew 090 1.0 1.0 -0.199
EQ2 Loma Prieta Corralitos 090 2.0 1.0 0.409
EQ3 Loma Prieta LGPC 000 4.0 1.0 0.526
EQ4 Loma Prieta Corralitos 090 2.0 1.0 0.454
EQ5 Kobe Takatori 000 8.0 -0.8 -0.533
EQ6 Loma Prieta LGPC 000 4.0 1.0 -0.512
EQ7 Kobe Takatori 000 N/A 1.0 0.646
EQ8 Kobe Takatori 000 N/A -1.2 -0.829
EQ9 Kobe Takatori 000 N/A 1.2 0.819
The ground motions that generated the recorded response used for parameter identification
and deterioration prognosis are presented in Table 4.1.
The online parameter identification scheme implemented here uses two intermediate
quantities; the base moment M (derived from other directly measured global quantities,
namely string potentiometer and accelerometer measurements at the center of mass), and
the curvature φ (derived from LVDT measurements at the column base). The detailed
derivation of signals M and φ, using the unprocessed recorded data obtained through the
Network for Earthquake Engineering Simulation (NEES) website, is outlined in Appendix B.








A− |M |nψ(φ, φ̇,M)
]
(4.1)
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where Ṁ is the time derivative of M ; A is related to the initial stiffness and scaling of the
hysteresis loop; n controls the sharpness of the hysteresis loop; and ψ(φ, φ̇,M) is a nonlinear
function controlling other shape features. Listed here in order of increasing complexity are
the three ψ functions considered (resulting in three different models)
ψBW = γ + β sgn(φ̇M) (4.2)
which corresponds to the symmetric Bouc-Wen model ([Wen, 1976]),





which corresponds to the model by [Wang and Wen, 2000] and adds an extra term µ to
capture asymmetric hysteresis, and
ψSDerK = β1 sgn(φ̇M) + β2 sgn(φφ̇) + β3 sgn(φM)
+ β4 sgn(φ̇) + β5 sgn(M) + β6 sgn(φ)
(4.4)
which corresponds to the model by [Song and Der Kiureghian, 2006] with great level of
flexibility in modeling highly asymmetric loops.
The slope of the hysteresis loop in the M − φ plane
dM
dφ
= A− |M |nψ(φ, φ̇,M) (4.5)
suggests that the shape of the loop is determined by the signs of the combinations of φ,
φ̇, and M . Figure 4.2 shows the values of function ψ for the above three models within
all phases in the M − φ plane (plane denoted by z − x in the illustration). The original
Bouc-Wen model has only two independent values for the shape control function ψ, namely
γ + β and γ − β, while the model by Wang and Wen has three; γ + β+ 2µ, γ + β− 2µ, and
γ−β. Finally, the model by Song and Der Kiureghian has six degrees of freedom and is the
one selected for identification. To justify this choice qualitatively, consider the fitting of the
three models to the response data of EQ3 and EQ7 as illustrated in Figures 4.3 and 4.4.
4.3.2 Identification of best model
The aim is to determine the parameters of the hysteretic law that best captures the observed
behavior. Using the curvature φ, curvature time derivative φ̇, and base moment M as input
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Figure 4.2: Values of shape control function for (a) original Bouc-Wen model; (b) model by
Wang and Wen; and (c) model by Song and Der Kiureghian (illustration taken from Song
& Der Kiureghian, 2007).




where φ̇m is the measured curvature time derivative (really computed by finite differentia-
tion of the curvature measurements), and Ṁ is chosen according to the [Song and Der Ki-
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Figure 4.3: Comparative plot of the fitting of the three different models to data recorded
during EQ3.
Figure 4.4: Comparative plot of the fitting of the three different models to data recorded
during EQ7.
ureghian, 2006] model
Ṁ = φ̇m [ A− |z2|n ( β1 sgn(φ̇mz2) + β2 sgn(z1φ̇m) + β3 sgn(z1z2)+
β4 sgn(φ̇m) + β5 sgn(z2) + β6 sgn(z1) ) ]
(4.7)
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and the parameter vector to be identified is hence
θ : [A,n, β1, β2, β3, β4, β5, β6] (4.8)
In order to apply the UKF for parameter estimation, the augmented state vector x is

















where υ is the process noise vector which accounts for modeling errors.






 x1 + η1
x2 + η2
 (4.10)
where η is the measurement noise vector.
The online parameter identification results are presented in Figures 4.5 - 4.8. In order
to ensure that the parameter space is adequately explored, two cases are considered. In the
first case (solid black line), the state covariance matrix Pxx evolves freely over time, while
in the second case (red dashed line), at the beginning of each ground motion, the value of
the diagonal element of Pxx that corresonds to the stiffness A is amplified by 1%. It is quite
noticeable in Figure 4.5, that changing the state covariance by that small amount leads to
significantly lower stiffness estimates. This raises the issue of state covariance depletion if
the filter is run for a long time. No further action is taken though, since it is out of the
scope of this study.
4.3.3 Validation of best model
This section contains the validation results for the input ground motions that generated
highly nonlinear response (EQ5 - EQ9 corresponding to Figures 4.9 - 4.13); the model is
run with parameter values equal to those identified at the end of each earthquake and the
results are plotted against the measured data. Two cases were considered as discussed
previously; in the first case (solid black line), the state covariance matrix Pxx evolves freely
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Figure 4.5: Parameter identification for A (parameter related to rotational stiffness) and n
in the 9-earthquake sequence.
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Figure 4.6: Parameter identification for β1 and β2 in the 9-earthquake sequence.
Figure 4.7: Parameter identification for β3 and β4 in the 9-earthquake sequence.
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Figure 4.8: Parameter identification for β5 and β6 in the 9-earthquake sequence.
over time, while in the second case (red dashed line), at the beginning of each ground motion,
the value of the diagonal element of Pxx that corresonds to the stiffness A is amplified by
1%. The comparative plot of error factors of Figure 4.14 summarizes the results. The error
factors by [Sprague and Geers, 2003] are as follows (MSG stands for magnitude error factor,





















where ck is a validated time-history value, and mk a measured time-history value. Compre-
hensive error factors CSG < 0.2 are considered good agreement according to the literature.
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Figure 4.9: Validation for EQ5 with parameters obtained from ID with the 9-earthquake
sequence.
Figure 4.10: Validation for EQ6 with parameters obtained from ID with the 9-earthquake
sequence.
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Figure 4.11: Validation for EQ7 with parameters obtained from ID with the 9-earthquake
sequence.
Figure 4.12: Validation for EQ8 with parameters obtained from ID with the 9-earthquake
sequence.
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Figure 4.13: Validation for EQ9 with parameters obtained from ID with the 9-earthquake
sequence.
4.4 Deterioration Prognosis
During the identification process (which is the diagnostic phase of the analysis), a deteriora-
tion pattern has been established with respect to parameter A, which relates to the stiffness
of the system. Hence, this section is dedicated to an attempt for a prognostic analysis, the
outcome of which would be, e.g., a distribution of the lifetime of the system.
4.4.1 A closer look at the identified sequences
Figure 4.15 summarizes the findings of the identification with respect to parameter A, which
relates to the stiffness of the system. Figure 4.15(a) illustrates the evolution of normalized
stiffness A/A0 over time (the vertical white and gray stripes define the limits of sequential
ground motions - nine in total), while Figure 4.15(b) illustrates the evolution of dissipated





It is clear in Figure 4.15(b) that in the first two earthquakes (EQ1 and EQ2) no hysteretic
energy is dissipated, which is expected, as the pier responds in the elastic range. Then,
EQ3 is the first to force the system into the nonlinear range. EQ4 is a repetition of the
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Figure 4.14: Comparison of error factors for: (a) validation without, and (b) validation
with amplification of the state covariance Pxx at the beginning of each seismic event (the
dashed-dotted line indicates the limit for acceptable behavior according to the literature).
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ground motion of EQ2, hence hardly any dissipation takes place. From EQ5 on, all ground
motions generate nonlinear response. Figure 4.15(c) plots the normalized stiffness A/A0
versus the dissipated energy ε(t), but only at one characteristic point per earthquake (at
the end of each earthquake), and Figure 4.15(d) plots the normalized deterioration X(t)
versus the dissipated energy ε(t) at this characteristic point. This last relation X(t)− ε(t)
will be used for the prognostic analysis.
Figure 4.15: Summary of identified deterioration pattern: (a) normalized stiffness over
time, (b) dissipated energy over time, (c) normalized stiffness Vs. dissipated energy, and
(d) normalized deterioration Vs. dissipated energy.
The concept of time needs to be addressed at this point. The vast majority of publi-
cations in prognosis (other equivalent terms would be ’life-cycle performance prediction’ or
’time-dependent reliability assessment’) deal with fatigue, a well studied phenomenon. In a
fatigue application, deterioration is a function of time, e.g., of the number of loading cycles.
In this experimental application though, deterioration is a function of dissipated energy.
So, instead of asking ’When will the system fail?’, the question of interest is rather ’How
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However, in the following synopsis of different stochastic models for deterioration, time
is preserved as is, to avoid confusion with the existing literature. To introduce actual time,
one could assume random occurrence of (e.g., earthquake) loads according to a Poisson
process, and then a probabilistic model for these loads.
4.4.2 Stochastic modeling of deterioration
The literature is rich in models to characterize deterioration in a probabilistic manner. A few
options are discussed in this section based on [Frangopol et al., 2004] and [van Noortwijk,
2009]. This is not an exhaustive list.
• Failure-rate function
Failure rate functions are especially useful in mechanical and electrical engineering
applications, where one often considers equipment which can assume at most two
states: the functioning and the failed state. A structure, on the other hand, can be in
a range of states depending on its degrading condition. Furthermore, a serious disad-
vantage of failure rates, is that they cannot be observed or measured for a particular
component, but rather a population is needed.
• Random deterioration rate
The simplest stochastic process is defined as a time-dependent function for which
the average rate of deterioration per unit time is a random quantity. An example of
this type of stochastic processes is the cumulative amount of deterioration at time t,
defined as X(t) = Dt for all t ≥ 0, where the average deterioration rate D is randobly
distributed. Reliability models on the basis of a random deterioration rate have been
developed by, amongst others, [Ellingwood and Mori, 1993]. However, the sample
paths of such models are straight lines and a single inspection thus fixes the future
deterioration beforehand ([Pandey and Yuan, 2006]). For the purpose of inspection
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and maintenance modeling, we therefore have to rely on other stochastic processes
(such as Markov processes, with gamma processes as special case) which properly
capture the temporal variability associated with evolution of deterioration.
• Brownian motion with drift
The Brownian motion with drift is a continuous-time stochastic process X(t), t ≥ 0
with drift parameter µ and variance parameter σ, σ > 0, having the following prop-
erties: X(t) is normally distributed with mean µt and variance σ2t for all t ≥ 0, X(t)
has independent increments, X(0) = 0 with probability one, and X(t) is continuous
at t = 0. This stochastic process has been used for modeling the exchange value of
shares and the movement of small particles in fluids and air. A characteristic feature of
this process -in the context of structural reliability- is that the value of the resistance
would alternately increase and decrease, similar to the exchange value of a share. For
this reason, the Brownian motion is inappropriate for modeling deterioration which is
monotone.
• Gamma process
The gamma process is suitable for modeling gradual damage monotonically accumu-
lating over time in a sequence of tiny increments, such as fatigue, corrosion, crack
growth, creep, degrading health index, etc. Other examples of the application of
gamma processes, as presented in [van Noortwijk, 2009], are found in the theory of
water storage by dams and in the theory of risk of ruin due to aggregate insurance
claims. Damage accumulation is the unifying property which connects the models of
dam storage, ruin risk, and deteriorating systems. A subsection especially dedicated
to the gamma process follows.
4.4.3 Gamma process
A gamma process is a stochastic process with independent, non-negative increments (e.g.,
the increments of stiffness deterioration) having a gamma distribution with an identical scale
parameter. An advantage of modeling deterioration processes through gamma processes is
that the required mathematical calculations are relatively straightforward.
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Let X(t) be a random variable at time t (in this application denoting deterioration),
then its probability density function is given by






where v(t) > 0 is the shape parameter, and u > 0 is the scale parameter. Furthermore,
v(t) is a non-decreasing, right-continuous, real-valued function for t ≥ 0, with v(0) ≡ 0.
Figure 4.16 illustrates the gamma probability density function for various shape and scale
parameters.
Figure 4.16: Gamma probability density function for (a) constant shape parameter v(t) and
varying scale parameter u, and (b) constant u and varying v(t).
The non-stationary gamma process with shape function v(t) and scale parameter u is
a continuous-time stochastic process {X(t), t ≥ 0}, illustrated in Figure 4.17(a), with the
following properties
(1) X(0) = 0 with probability one;
(2) X(τ)−X(t) ∼ Ga(v(τ)− v(t), u) for all τ > t ≥ 0;
(3) X(t) has independent increments.
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Figure 4.17: Illustration of (a) gamma process deterioration X(t) with gamma distributed
increments, and (b) resistance R(t) model with gamma process deterioration X(t).








The cumulative distribution function is then






γ(v(t), u · x)
Γ(v(t))
(4.16)
where Γ(·) is the gamma function, and γ(·) is the lower incomplete gamma function.
A component is said to fail when its deteriorating resistance, denoted by R(t) = r0 −
X(t), drops below a level s, as illustrated in Figure 4.17(b). We assume both the initial
resistance r0 and the threshold s to be known. Define y = r0 − s and let the time at which
failure occurs be denoted by the lifetime Ty (also called the first hitting time of level y).
Due to the gamma-distributed deterioration, the lifetime distribution F (t) can then be
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written as
F (t) = Pr {Ty ≤ t}
= Pr {X(t) ≥ r0 − s}





= 1− γ(v(t), u · (r0 − s))
Γ(v(t))
(4.17)
Note that Eq. (4.17) suggests a duality between space (deterioration) and time (lifetime). It
is repeated here for clarity that, in the following bridge-pier application, time t is replaced
by the dissipated energy ε.
4.4.4 Trend evaluation
Under the assumption of modeling the temporal variability in the deterioration X(t) with a
gamma process, the question to be answered now is how its expected deterioration E(X(t))
increases over time. Hence, the application of the gamma process requires the use of statis-
tical methods for estimating the parameters v(t) and u from the available measurements.
In general, the expected deterioration E(X(t)) can be linear, concave, convex, or any
combination of these. The power law function is discussed in detail in [van Noortwijk, 2009],








In this case, the gamma process is linear and stationary if b = 1, non-stationary concave if
b < 1, and non-stationary convex if b > 1. However, this law cannot describe a deterioration
trend that is at first concave and later towards failure becomes convex (a behavior that might
be observed when nearing collapse). Such degradation pattern would follow a hyperbolic





c(sinh(ab) + sinh(a(t− b)))
u
(4.19)
The two aforementioned functions are illustrated in Figure 4.18. In this figure, the ex-
perimental stiffness (solid curve) is derived with an unmodified state covariance (i.e., it is
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not artificially amplified at the beginning of each ground motion). The dashed curves rep-
resenting the power and hyperbolic law in Figure 4.18 serve only a demonstration purpose;
they are fitted properly to the data in the next section. Other functions can be used to
model the expected deterioration as well, as long as they do not violate the requirements
of the definition of the gamma process. These functions could have directly been included
in the online identification scheme. However, the results of direct online identification of
the degradation function parameters were not satisfactory, so it was preferred to let the
stiffness parameter change during each ground motion (Figure 4.15(a)), and then evaluate
the degradation trend (topic of this subsection).
Figure 4.18: Functions to model the deterioration trend: (a) a power law, and (b) a hyper-
bolic law.
A typical data set consists of inspection times ti, i = 1, ..., n, where 0 = t0 < t1 <
t2 < ... < tn, and corresponding observations of the cumulative amounts of deterioration
xi, i = 1, ..., n, where 0 = x0 ≤ x1 ≤ x2 ≤ ... ≤ xn. The estimators for the scale parameters
u and c for the power law and hyperbolic law deteriorations can be derived, e.g., using the
method of moments, using maximum likelihood estimation, both described in [Çinlar et
al., 1977], or using Bayesian estimation ([van Noortwijk, 2009]). The method of moments
leads to attractive and simple formulae for the parameters, but it requires knowledge of the
parameter values of the power law b and hyperbolic law a and b deteriorations, which could
be inferred numerically by least-squares optimization.
For instance, for an expected deterioration following a power law, the method of mo-
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ments would be implemented as follows (analogous implementation for the hyperbolic law).
When the exponent b is known, the non-stationary gamma process can be easily transformed
to a stationary gamma process by performing a monotonic transformation from the calendar
time t to the transformed or operational time z(t) = tb. This results in a stationary gamma
process with respect to the transformed time z. Similarly, the transformed inspection times
are zi = t
b
i , i = 1, ..., n. Let us further define the transformed times between inspections
as wi = t
b
i − tbi−1 and, for mathematical convenience, Di = Xi −Xi−1 for i = 1, ..., n. The
deterioration increment Di has a gamma distribution with shape parameter cwi and scale
parameter u for all i = 1, ..., n, and the increments D1, ..., Dn are independent. Note that
Xi and Di denote random quantities and xi and di the corresponding observations. Then,
































This section contains the results of the prognostic study when the expected deterioration
follows a power law or a hyperbolic law model. Figures 4.19 and 4.20 show the experimen-
tally measured/identified deterioration trend (black dots) and its estimates (green curves)
provided by the power law and the hyperbolic law models respectively. The estimated green
curves are obtained at different stages, e.g., for the case of the hyperbolic deterioration law,
when the dissipated energy equals ε6 = 0.225, ε7 = 0.336, ε8 = 0.477, ε9 = 0.591, at the
end of earthquakes EQ6, EQ7, EQ8 and EQ9 respectively. Because cumulative amounts of
deterioration are measured/identified, the last measured/identified point contains the most
information.
For the gamma process, the expected deterioration at the last measured point εn equals
xn; that is E(X(εn)) = xn. Figures 4.21 and 4.22 illustrate the dissipated-energy-at-failure
cumulative distributions, computed using Eq. (4.17), for the aforementioned trends evalu-
ated using first nonlinear least-squares (for parameters a and b) and then the method of
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Figure 4.19: Deterioration trend: experimental points (black dots) and corresponding esti-
mates provided by the power law at different stages (green curves of different shade).
Figure 4.20: Deterioration trend: experimental points (black dots) and corresponding esti-
mates provided by the hyperbolic law at different stages (green curves of different shade).
moments (for c and u). The different cumulative distributions correspond to gamma pro-
cesses fitted at different stages, as already explained. Each cumulative distribution gives
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Figure 4.21: Dissipated energy-at-failure: cumulative distribution function provided by the
power law at different stages (green curves of different shade).
Figure 4.22: Dissipated energy-at-failure: cumulative distribution function provided by the
hyperbolic law at different stages (green curves of different shade).
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Figure 4.23: Dissipated energy-at-failure: probability density function provided by the
power law at different stages (green lines of different shade).
Figure 4.24: Dissipated energy-at-failure: probability density function provided by the
hyperbolic law at operational stages (green lines of different shade).
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the probability of the system failing when having dissipated a certain amount of energy
(value of horizontal axis). Notice how the dissipated-energy-at-failure is severely under-
estimated (very conservative), when considering only earlier measured/identified points;
this observation holds for both the power law and the hyperbolic law model. Figures 4.23
and 4.24 display the corresponding probability density functions, which have been computed
by numerical differentiation of Eq. (4.17). It is important to repeat here that the gamma
processes have not been fitted recursively (i.e., without Bayesian updating of a prior be-
lief), but rather each time a new point was added, nonlinear least-squares and the method
of moments were employed. It is therefore why we do not necessarily observe a narrowing
pattern in the probability density functions (green curves) as we are nearing failure.
4.4.6 Further development
The results of this preliminary prognostic analysis, using identified stiffness values in place
of direct measurements and relating them to dissipated energy through a gamma process
model, are encouraging. The are several directions towards which this approach could be
further developed. Regarding the fitting of the gamma process parameters c and u, one
could resort to Bayesian updating ([van Noortwijk, 2009]), instead of employing the method
of moments adopted in this study. A Bayesian approach could illustrate the evolution of
the gamma process in a more intuitive way as more inspections are integrated, since a prior
belief would be recursively updated.
In order to introduce actual time in the problem, one could assume a stochastic process
for occurence of random loads, such as the Poisson process, and then model the variability
of these random loads with a peaks-over-threshold distribution (generalized Pareto distri-
bution). For implementation details, refer to [van Noortwijk et al., 2007].
When it comes to the definition of failure threshold, an altervative option would be to
consider a randomly distributed failure threshold Y , instead of a deterministic value y. In
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this case, the lifetime distribution is given by [Nystad et al., 2012]













This online identification and prognosis study using the recorded data from a full-scale
bridge pier subjected to a sequence of nine base excitations has a twofold utility; first, the
identification study (estimation) provides useful input for finite element model updating
and provides insights into/validation for nonlinear hysteretic laws that capture the rein-
forced concrete cyclic behavior; and secondly, the prognostic study (prediction) provides an
indicator of future deterioration, dependent on the dissipated energy.
As illustrated in the online parameter identification and hysteretic loop validation plots,
the highly assymetric hysteretic model adopted for this study is able to capture efficiently a
wide range of hysteretic responses. In order to ensure that the parameter space is adequately
explored, two cases are considered. In the first case, the state covariance matrix evolves
freely over time, while in the second case, at the beginning of each ground motion, the value
of the diagonal element of state covariance matrix corresponding to the stiffness is amplified
by a small amount. The stiffness estimates are indeed affected; no further action is taken
though, since it is out of the scope of this chapter.
During the identification process, a deterioration pattern is established with respect
to the parameter related to stiffness. A prognostic analysis of the stiffness deterioration
is therefore attempted, which is still a relatively unexplored topic in structural dynamics.
The outcome of such analysis, given a user-defined failure threshold, is a distribution of the
lifetime. In fact, in this experimental application, deterioration is not a function of time,
but rather of dissipated energy, hence, the distribution of interest is that of dissipated-
energy-at-failure. This distribution is constructed with a gamma process model considering
two different scenarios for expected deterioration; a power law (exhibiting either a convex
or a concave trend), and a hyperbolic law (capable of exhibiting both behaviors).
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Chapter 5
Conclusions
This chapter summarizes the main findings of this dissertation as a whole, and includes
certain recommendations for future research.
A Bayesian approach to system identification for structural control and health monitor-
ing, contains three main levels of inference, namely model assessment, joint state/parameter
estimation and noise estimation, all of which have been extensively studied for offline ap-
plications. In an online setting, the middle level of inference (joint state/parameter estima-
tion) is performed using various algorithms such as the Kalman filter (KF), the extended
Kalman filter (EKF), the Unscented Kalman filter (UKF), or particle filter (PF) methods.
This problem has been explored in depth for structural dynamics.
This dissertation focused on the other two levels of inference, in particular on how these
could be performed online, simultaneously to the joint state/parameter estimation. The
quality of structural parameter estimates depends heavily on the choice of noise character-
istics involved in the aforementioned online inference algorithms, hence the need for simul-
taneous online noise estimation. Model assessment, on the other hand, is an integral part of
many engineering applications, since any analytical or numerical mathematical model used
for predictive purposes is only an approximation of the real system. An online implemen-
tation of model assessment is valuable, amongst others, for structural control applications,
and for identifying several models in parallel, some of which might be of deteriorating na-
ture, thus generating some sort of alert. The performance of the proposed online techniques
was evaluated using simulated and experimental data sets generated by nonlinear hysteretic
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systems. Upon completion of the study of hierarchical online system identification (diagnos-
tic phase/estimation), a system/damage prognostic analysis (prognostic phase/prediction)
using a data set recorded during a full-scale bridge pier experiment was attempted. Prog-
nostic analysis is still at a relatively early stage of development in the field of structural
dynamics, but it can potentially provide useful insights regarding the remaining useful life
of a dynamically excited structural system.
In Chapter 2, a method for online process and observation noise identification during
joint state/parameter estimation (UKF) was introduced. The numerical examples verified
the robustness of the method, even in cases where the initially assumed values are unrea-
sonably overestimated, i.e., when the noise level is effectively unknown. The opposite case,
where the initial values have been severely underestimated, has also been verified. The
estimation accuracy for the noise characteristics was the same, regardless of their initial
values being under- or overestimated. In particular, the synthetic example demonstrated
that the observation noise level can be more accurately estimated; this was expected since
a direct measurement is used, unlike the case of process noise, where calculations are based
on filter estimates only. Having said that, the process noise is still estimated adequately
(correct order of magnitude) in order for the parameter estimation to be reliable. The noise
level converges very fast, at the early stages of simulation, thus not negatively affecting
state/parameter estimation (assuming that the smaller the number of unknowns, the better
the performance of the filter). The proposed methodology can perform both diagonal-only
and full noise covariance matrix estimation. It was observed that, when the elements of
the noise covariance matrix to be identified are of different orders of magnitude (e.g., for
heterogeneous sensing), then the larger values are estimated with greater accuracy. With
a slight modification, the mean can also be adaptive, without a negative effect on the pa-
rameter estimation performance as was illustrated by the experimental data. Last but not
least, when the variance of the stationary noise process suddenly changed (e.g., due to a
defective recording device), given adequate amount of time, the method identified the new
value, even though the parameters seemed to have converged.
In Chapter 3, Bayesian model assessment and an online identification scheme for joint
state/parameter estimation (UKF) were combined into a single method for potential use in
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structural health monitoring applications. This hierarchical Bayesian modeling approach
involves two inference levels; model assessment and parameter estimation. For the param-
eter estimation level, the indisputable advantage of the unscented Kalman filter is that it
can be used for online nonlinear model assessment thanks to its recursive character, but it
comes at the price of the Gaussian state approximation. However, this is quite a reasonable
assumption for identifiable systems and physical quantities, which are unimodal. In the case
where posterior inference is carried out offline through stochastic simulation (MCMC), there
is no limitation with regard to the shape of the state conditional distribution. A possible
online counterpart to this could be the particle filter, which theoretically, at least, is an on-
line method, since the required sampling is i.i.d., hence can be extensively parallelized. An
illustrative example involving several nonlinear hysteretic candidate models demonstrated
the applicability of the proposed procedure. Different variants were examined depending
on whether one is interested in the local or global performance of the candidate models.
The evidence was computed in two different ways; the first involving parameter validation
and the second without parameter validation, but rather using directly the nonlinear filter
output. A novel way to present overall parameter convergence (instead of providing each
individual parameter’s convergence plot over time) was introduced employing the Kullback-
Leibler divergence. A further development would involve letting the noise parameters be
adaptive as well, adding a third level of inference within the hierarchy, according to the
methodology developed in Chapter 2.
The online parameter identification and prognosis study of Chapter 4 using the recorded
data from a full-scale bridge pier subjected to a sequence of nine base excitations has a
twofold utility; first, the identification study (estimation) provides useful input for finite
element model updating and provides insights into/validation for nonlinear hysteretic laws
that capture the reinforced concrete cyclic behavior; and secondly, the prognostic study
(prediction) provides an indicator of future deterioration, dependent on the dissipated en-
ergy.
In particular, the highly assymetric hysteretic model adopted for this study was able to
capture efficiently a wide range of hysteretic responses, in contrast to the simple Bouc-Wen
type of hysteresis. In order to ensure that the parameter space was adequately explored,
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two cases were considered. In the first case, the state covariance matrix evolved freely over
time, while in the second case, at the beginning of each new base excitation, the value of
the diagonal element corresponding to the stiffness was amplified by a small amount. It was
observed that the stiffness estimates were indeed affected, and this raised the issue of state
covariance depletion if the filter runs for a long time. No further action was taken though,
since it was out of the scope of this study.
A degrading pattern was identified with respect to the parameter related to stiffness,
therefore a prognostic analysis of the stiffness deterioration was attempted. The outcome
of such analysis, given a user-defined failure threshold, is a distribution of the lifetime. In
fact, in this experimental application, deterioration was not a function of time, but rather of
dissipated energy, hence, the distribution of interest was that of dissipated-energy-at-failure.
This distribution was constructed with a gamma process model considering two different
scenarios for the expected deterioration; a power law (exhibiting either a convex, or a con-
cave trend), and a hyperbolic law (capable of exhibiting both behaviors). There are several
directions towards which this approach could be further developed, including Bayesian es-
timation of the gamma process parameters, or a ramdomly distributed failure threshold.
Furthermore, in order to introduce actual time in the problem, a stochastic process for the
occurence of random loads could be assumed, and then a probability distribution to model
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Appendix A
State-space formulation for system
ID
The state-space formulation for online parameter identification of the four models considered
in Chapter 3 is presented here.
A.1 Non-linear hysteretic model
The augmented state-space formulation for joint state and parameter estimation is
states z : [z1, z2, r1, ż1, ż2]
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where υ(t) is the process noise vector. Acceleration of both m1 and m2 are measured, hence





























where η(t) is the measurement noise vector.
A.2 Non-linear hysteretic model with degradation only
The augmented state-space formulation for joint state and parameter estimation is
states z : [z1, z2, r1, ε1, ż1, ż2]




















The observation equation is identical to Equation (A.3).
A.3 Non-linear hysteretic model with pinching only
The augmented state-space formulation for joint state and parameter estimation is
states x : [z1, z2, r1, ε1, ż1, ż2]
parameters θ : [k1, k2, c1, c2, β, γ, n, σ, δσ]
(A.6)




























The observation equation is identical to Equation (A.3).
A.4 Non-linear hysteretic model with both degradation and
pinching
The augmented state-space formulation for joint state and parameter estimation is
states z : [z1, z2, r1, ε1, ż1, ż2]





























The observation equation is identical to Equation (A.3).
APPENDIX B. CALCULATION OF BASE MOMENT AND CURVATURE 99
Appendix B
Calculation of Base Moment and
Curvature
The unprocessed data can be downloaded from https://nees.org/warehouse/project/987.
B.1 Calculation of Base Moment
The column base moment is calculated considering three contributing mechanisms
• inertial effects
• rotational inertial effects
• P −∆ effects
For the ’inertial effects’ contribution, the superstructure mass M = 2.32 MN/g =
236.5 Mg is multiplied by the horizontal acceleration recorded at the center of mass level
(average of two signals obtained from accelerometers AM05E and AM06E, depicted in Fig-
ure B.1, located on the South and North faces respectively) times the height of the center
of mass H = 24 ft.
For the ’rotational inertial effects’ contribution, the superstructure rotational inertia
IR = 1000 Mg m
2 is multiplied by the rotational acceleration computed using the two
vertical accelerometers, AM13V and AM12V, located at the West and East edges of the
top face of the superstructure, as depicted in Figure B.1.
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Figure B.1: Horizontal and vertical accelerometers used for the moment calculation (illus-
tration taken from Schoettler et al., 2015).
For the ’P − ∆ effects’ contribution, the superstructure weight W = 2.32 MN is mul-
tiplied by the horizontal displacement recorded at the center of mass level (average of two
signals obtained from string potentiometers S8E and S9E, depicted in Figure B.2, located
in between the West supporting tower and superstructure). After EQ3, two new string
potentiometers SM8E and SM9E are placed in series with S8E and S9E respectively, hence
their readings are added.
B.2 Calculation of Curvature
The curvature at the base of the column is computed using the LVDT measurements
LCSW01, LCSW02 and LCSE01, LCSE02 from the SouthWest and Southeast sides of the
column, as depicted in Figure B.3, as well as those from the North side, which are omitted
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Figure B.2: String potentiometers used for the moment calculation (illustration taken from
Schoettler et al., 2015).




Figure B.3: LVDTs on the South side of the column used for the curvature calculation
(illustration taken from Schoettler et al., 2015).
here for the sake of brevity. The final value for curvature is the average of the four LVDT
pairs. The curvature calculation is further illustrated in Figure B.4. For instance, for the









where lE01 = 7.8” and lW01 = 7.9” are the gauge lengths retrieved from the relevant
instrumentation drawing I3.2 of [Schoettler et al., 2015], and dN01 = 29.5” is the horizontal
distance of this pair of LVDTs.
B.3 Column Response in terms of Base Moment and Cur-
vature
This section contains the base moment M - curvature φ response of the column to the nine
earthquakes (Figures B.5 - B.9) computed as indicated above. The idealized backbone curve
in gray included in the plots is taken directly from [Schoettler et al., 2015].








d N01 = 29.5”
Numbers retrieved from 
instrumentation drawing I3.2: 
“North face Curvature LVDTs”.
l E01 = = l W01
Figure B.4: Example of curvature calculation for LVDT pair 01 on the North side.
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Figure B.5: Column response in terms of base moment and curvature for EQ1 and EQ2.
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Figure B.6: Column response in terms of base moment and curvature for EQ3 and EQ4.
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Figure B.7: Column response in terms of base moment and curvature for EQ5 and EQ6.
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Figure B.8: Column response in terms of base moment and curvature for EQ7 and EQ8.
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Figure B.9: Column response in terms of base moment and curvature for EQ9.
