We propose a hierarchical method for learning temporal structures for the recognition of complex human activities or actions in videos. Low level features (HOG, HOF, MBH x and MBH y ) are first computed from video snippets to form concatenated feature vectors. A novel segmentation algorithm based on K-means clustering is then used to divide the video into segments, with each segment corresponding to a sub-action with uniform motion characteristics. Using low level features as inputs, a many-to-one encoder is trained to extract generalized features for the snippets in each segment. A second many-to-one encoder is then used to compute higher-level features from the generalized features. The higher-level features from individual segments are then concatenated together and used to train a third many-to-one encoder to extract a high-level feature representation for the entire video. The final descriptor is the concatenation of higher-level features from individual segments and the high-level feature for the entire video. Using the proposed descriptor and a mutli-class linear support vector machine (SVM), we achieved state-ofthe-art results on datasets Olympic Sports and UCF50, and beat the state-of-the-art result on the challenging HMD51 dataset by a wide margin of 17%.
Introduction
Human action recognition in videos is one of the most studied topics in computer vision [1, 19] with applications in video surveillance, video annotation and retrieval, sports action recognition, etc. Despite recent advances, action recognition remains a challenging problem. This is especially true when it comes to recognizing complex actions that consist of multiple sub-actions. For example, the action long jump as shown in Fig 1 consists of the sub-actions run, jump and slide. In fact, sub-action run can be further decomposed into smaller subactions speed up, run at even pace and slow down.These sub-actions and their temporal ordering together define the action.
In this paper, we propose a hierarchical method for learning temporal structures for the recognition of complex human activities or actions in videos. A video is automatically divided into segments, with each segment corresponding to a sub-action with uniform motion characteristics. In each segment, we compute low level features from video snippets that are made up of a short sequence of consecutive frames. Higher level features are then generated from the low level features using two layers of many-to-one encoders. A third many-to-one c 2017. The copyright of this document resides with its authors. It may be distributed unchanged freely in print or electronic forms. encoder is then used to generate a global representation from the higher level features of individual segments.
Automatically decomposing a complex action in a video into segments is a difficult task due to the inherent ambiguity in defining sub-actions and the segment boundaries between them. Using fixed-sized segments is not a viable approach since actions and sub-actions have variable lengths (number of frames) in different videos. We propose an unsupervised segmentation method to decompose videos into segments, based on K-means clustering of low-level features extracted from video snippets.
In Section 2, we give a review of related work. In Section 3, we give background information on the many-to-one encoder architecture. Section 4 gives details of our unsupervised temporal segmentation algorithm. Section 5 describes our method for high-level feature extraction using many-to-one encoders. In Section 6, we describe our experimental results, and in Section 7, we give our conclusion. The contributions of our paper are:
• We have developed an unsupervised temporal segmentation method to decompose complex actions in videos into segments.
• We have developed a hierarchical method to learn higher level features from individual segments and the video as a whole, and then combine them to form a global representation.
• Our video representation is compact and discriminative, achieving state-of-the-art recognition accuracy on benchmark datasets Olympic Sports and UCF50, and beating the state-of-the-art result [11] on the challenging dataset HMDB51 by over 17%.
Related Work
Video representation is arguably the most important part of any action recognition method.
Hand-crafted representations such as Bag-of-Words or Fisher vector combined with spatialtemporal interest points or dense trajectories have demonstrated strong performance in action recognition [8, 27, 28] . However, they ignore the decomposition of complex actions into subactions and therefore do not perform well in real world videos with complex actions. For example, recognition accuracy on one of the most challenging datasets HMDB51, dominated by real and complex actions, using iDT+fisher vector is less than 60% [27] . Encouraged by the successes in the use of deep learning techniques (e.g. Convolution Neural Networks (CNN)) for object detection and classification in 2D images, researchers have tried to extend deep learning to the video domain [3, 21, 32 ]. However, a major challenge for applying deep learning methods to videos is their big GPU memory requirements.
Although some work [11, 13, 31] have addressed this problem, the marginal advantages gained by using deep learning methods are offset by the computational complexity.
Comparing to CNNs, many-to-one encoders are less training-intensive. First proposed in [35] , a many-to-one encoder learns high-level features in a supervised manner by reducing intra-class variances. More specifically, the encoder is a feed-forward network where input instances of large intra-class variations are mapped to the same target output. Encouraged by its successes in producing compact and discriminative features in pose-invariant face recognition [35] , 3D object retrieval [2] and cross-dataset action recognition [34] , in this work, we adopt the many-to-one encoder to cope with the high intra-class variations in human action recognition. In our proposed method, a set of many-to-one encoders are arranged hierarchically to extract generalized and high level features at different temporal scales: snippets, segments, and then the video as a whole.
Hierarchical feature representation has been used to model motion dynamics at different levels of temporal granularity. Some works build hierarchy with layers of latent states [10, 18, 22, 24, 30] . [30] proposed to model complex actions using a latent hierarchical tree-like model. Bag-of-words representation is used to represent video segments and the entire video in a bottom-up manner. In other approaches, hierarchy is captured explicitly by using spatial-temporal context or video segmentation [4, 17, 23, 25, 26, 29] . The pioneer work of [33] approached temporal segmentation by detecting 'rest states', which are temporal locations where one action finishes and another begins, under the assumption that the rest states correspond to little or no motion. Although this approach may work for multi-action sequences generated in a controlled setting, it is not clear how it could adapt to complex actions in the real world when the assumption for rest states (little or no motion) between sub-actions no long holds. More recently, [31] incorporated temporal segments with CNN to address the limited usage of temporal information in deep neural network based approaches. They evenly partitions a video into fixed-length segments whereas, in our method, we perform temporal segmentation and generate segments of variable lengths and each with similar motion characteristics. Another key difference between our method and [31] is that the latter uses RGB and optical flow features whereas we use HOG, HOF, MBH x and MBH y , which are more discriminative for action recognition. [23] proposed to decompose and encode videos in an unsupervised manner. However, low-level features are extracted at the frame level and, as a result, the video representation contains no temporal information.
Many-to-One Encoders
In this section, we present background on the many-to-one encoder and its training procedure. We will describe details on the encoder inputs in Sections 4.1 and 5.
Many-to-one encoder is a feed-forward neural network that is trained to map multiple inputs to the same target output. A typical many-to-one encoder has three layers: an input layer, a hidden layer and an output layer. As demonstrated in [2, 34, 35] , when forced to map instances from the same class to the class signature, it can extract high level and discriminative features in the hidden layer. The encoder learns to reduce the variances between instances of the same class while maintaining the differences between different classes. In this work, we use the class centroid (in truncated form) as the class signature.
Let layer. The network parameters are learned by minimizing the following loss function:
where h(·) = f 2 ( f 1 (·)), W and b are the weights and biases of the network, λ is the parameter of the regularization term, and N is the number of training instances. The regularization term prevents over-fitting by penalizing large l2 norm of the weights of the network. Training is done via stochastic gradient descent, where the objective function is minimized by iteratively updating the weights and biases [9] . After training, the encoder part (input layer to hidden layer) can be used to generate generalized features of the input samples.
Unsupervised Temporal Segmentation
We propose an unsupervised temporal segmentation method based on K-means clustering. The objective is to produce K non-overlapping temporal segments so that motion within each segment is homogeneous.
Low-level features
Instead of using frames as the basic units for segmentation, as in many previous works, we use snippets of consecutive frames as basic units. The rationale being that low level features computed from snippets of frames contain richer temporal information. Given a video, a set of overlapping snippets are produced by sliding a fixed-sized temporal window, using a certain step size, over the video. Low-level features are then computed from each snippet. In this work, we use the widely-used features HOG, HOF, MBH x and MBH y [27] . These features are extracted in dense non-overlapping spatial-temporal blocks that cover the entire snippet. The four features, computed from individual blocks, are then concatenated to form a single feature vector for representing the snippet.
Clustering and forming segments
Our unsupervised segmentation procedure is summarized in Algorithm 1 below. We first perform K-means clustering on the set of snippets in the feature space and then assign each snippet a label based on the cluster it belongs to. The video is initially divided into K equalsize segments with K − 1 segment boundaries. The segment boundaries are iteratively adjusted such that each segment is dominated by one of the cluster labels through majority vote, while maintaining the constraint that there is at least one snippet in each segment. This process is illustrated in Fig 2. Algorithm 1: Unsupervised temporal segmentation.
Input
Decrease p k by one In this section, we describe our method of using many-to-one encoders to extract high-level features from low-level features computed from video snippets. High-level features are generated for individual segments (corresponding to sub-actions) as well as for the video as a whole (corresponding to the action as a whole.) Since we are dealing with human action recognition, we spatially divide the video into the upper and lower partitions, loosely corresponding to the upper and lower body of the actor. This allows us to capture the motion of the upper and lower body separately for a more refined representation. Our method does not divide the video into smaller spatial partitions as in the spatial-pyramid-based approach [8] because smaller partitions are not necessarily semantically meaningful. For example, a 2 × 2 spatial partition is meaningful when the person is facing the camera so that each partition contains one of the limbs, but the partitioning may not be meaningful when the camera is looking at the person on the side.
As a result of dividing the video into two partitions, the snippets will also be spatially divided into two sub-snippets (upper half and lower half). We compute the four types of low-level features (HOG, HOF, MBH x and MBH y ) for each sub-snippet. We then train a set of many-to-one encoders to generate high-level features for the individual segments and a high-level feature to represent the video as a whole.
In each video segment, we use the low-level features computed from the sub-snippets to train a set of many-to-one encoders. For each feature type, a many-to-one encoder is trained for each of the two spatial partitions. After training, the encoder part of the network is used to generate generalized features from the low-level features of individual sub-snippets. This is represented as layer 1 in Figure 3 . The generalized features are of size H 1 where H 1 is the size of the hidden layer of the many-to-one encoder in layer 1.
The generalized features from layer 1 are then used to train a second many-to-one encoder in layer 2. We concatenate the generalized features of two consecutive sub-snippets to form the input to the many-to-one encoder in layer 2. The network in layer 2 therefore encodes over a sequence of frames that is twice as long as that in layer 1. After training, the encoder part of the network is used to generate higher-level features from the generalized features from layer 1. We compute the average of the higher-level features of the sub-snippets and use the average to represent the video segment. The higher level representation of each segment consists of two feature vectors, one for each spatial partition. The dimensions of the feature vectors are H 2 , where H 2 is the size of the hidden layer of the encoder in layer 2.
High-level features from the K temporal segments are concatenated to form the input to a third many-to-one encoder in layer 3. Segment features computed from a set of training videos are used to train the third many-to-one encoder. After training, the encoder part of the network can be used to generate a high-level feature for the video as a whole.
For each of the four low-level feature types, we concatenate the high-level features from individual segments and the high-level feature for the video as a whole. Finally, we con-catenate the high-level features from the four feature types to form the final video descriptor. The final descriptor is a vector of length 4 · 2 · (KH 2 + H 3 ) where K is the number of temporal segments, H 2 and H 3 are the size of the hidden layers of the encoders in layers 2 and 3, respectively. Using the video descriptors generated from the training videos, we train a multi-class linear SVM for classification.
Experiments and Results

Datasets
The Olympic Sports dataset [14] contains 16 actions with a total of 783 videos. The videos were taken from YouTube and each video shows an athlete performing a sport. This is a challenging dataset where videos are subject to varying viewpoints, scale, background and lighting conditions. We followed [14] and evaluate on the videos using a train/test split of 649 and 134 videos and report the mean average precision.
The UCF50 dataset [20] features 50 real-life activities, including sports as well as daily life exercises. They contain consumer videos taken from YouTube and have significant intraclass variance in the background, viewpoints, and lighting conditions. The videos are divided into 25 groups. Each group contains 50 actions with at least 4 videos per action. There is a total of 6,618 videos. We use the leave-one-group-out evaluation scheme as suggested by the authors and report the average class accuracy.
The HMDB51 dataset [5] is a challenging large-scale action dataset with 51 classes and 6,766 video clips. Actions in this dataset is very diverse, ranging from daily activities (brush hair) to sports (golf ) and human interactions (hug). This dataset consists of movie clips as well as consumer video clips. We follow the three-way train/test split evaluation scheme recommended by the authors, with each action having about 70 training videos and 30 testing videos. We report the average class accuracy in our results. For all datasets, we use the bounding box information provided by authors of [27] at the provided url 1 .
Experimental set-up
In our experiments, we use a snippet length of 7 frames and a step size of 1 frame. Frames are cropped and reduced to a size of 128 × 64 pixels using the bounding box information provided by the authors of [27] . We adopt the same low-level feature extraction parameters as in [27] . The raw snippet features are reduced to 100 via PCA dimensionality reduction. We tried different hidden layer sizes and the following setting consistently produces the best recognition accuracy: H 1 = 100, H 2 = 50 and H 3 = 50. The input dimensions for the three networks are 100, 200 and 50 * K, respectively. The output dimensions are set to 50. In training, the learning rate is 0.001, the momentum is 0.9 and λ is 0.0001. Training is done over 50 iterations. We initialized the weights and biases in the networks with random numbers that range from 0 to 1. We used the tanh function as the activation function. We experimented with different values of K for temporal segmentation and report the results in Section 6.3. Our implementation of the many-to-one encoder training procedure can be found at the provided url 2 . (a) Olympic Sports (b) HMDB51 Figure 5 : Recognition accuracy vs. number of temporal segments for the Olympic Sports and HMDB51 datasets. Accuracy measure used for Olympic Sports dataset is mean average precision and measure used for HMDB51 is average class accuracy.
Results and analysis
Visual appearance of the segments We present temporal segmentation results on three videos from the Olympic Sports dataset in Fig 4. For clarity, only the first five frames in each segment are shown. It can be seen that our method can form segments of distinct visual appearances: javelin throw is decomposed into lift arm to throw, throw and done throw; discus throw is decomposed into rotate body, prepare to throw and rotate to throw and tennis serve is decomposed into walk, take position and serve. As will be shown below, our temporal segmentation algorithm contributes to the superior recognition results of our method.
Number of segments Fig 5 illustrates the change in recognition accuracy versus number of temporal segments for the Olympic Sports and HMDB51 datasets. For both datasets, performing temporal segmentation and encoding video at multiple temporal granularity drastically improves recognition accuracy. However, increasing the number of segments beyond a certain point does not necessarily improves performance, likely due to the underlying dynamics of the actions. We observe that accuracy flattens out at K = 3 for both datasets. This is inline with the findings in works such as [30, 31] . We also experimented with using fixed Figure 6 : Accuracy for selected actions from the HMDB51 dataset with no temporal segmentation (blue), fixed partitioning (green) and proposed segmentation (yellow). Accuracy measure used is average class accuracy. partitioning as in [31] . While the accuracy is comparable to using the proposed temporal segmentation on the Olympic Sports dataset, a 7% decrease in accuracy is observed on the HMDB51 dataset. This suggests that complex real world datasets such as the HMDB51 would benefit from temporal segmentation. Comparing the effects of temporal segmentation on the Olympic Sports dataset and the HMDB51 dataset, we observe a much larger performance boost on the HMDB51 dataset from K=1 to K=2. We conjecture that this is because videos in Olympic Sports dataset are less complex than those of HMDB51, which makes them easier to classify even without temporal segmentation.
Effect of temporal segmentation Fig 6 shows the recognition accuracy on five actions from the HMDB51 dataset using video descriptors constructed from (1) no temporal segmentation, where the video descriptor is the average snippet features from layer 2, (2) fixed partitioning, where each segment has the same length, and (3) the proposed segmentation scheme. On all actions, both fixed partitioning and the proposed segmentation scheme result in higher recognition accuracy than no temporal segmentation. For brush hair and hug, fixed partitioning and the proposed segmentation scheme have about the same accuracy. This is probably due to the fact that these two actions have little temporal structures, which also explains the relatively smaller improvement over no segmentation. On the other hand, for actions with distinct stages, such as punch, somersault and swing baseball, the proposed segmentation scheme has much better accuracy than the other two methods. It is also worth noting that the fixed partitioning scheme has reasonably good performance, which proves the effectiveness of our proposed hierarchical encoder architecture and also confirms the findings in [31] .
Evaluate various architectural settings We evaluated the performance change on the Olympic Sports dataset using the following architectural settings: without snippet concatenation in the input to layer 2, using layer 2 features alone and layer 3 features alone, and using the four types of low-level features separately. With K = 3, using layer 2 and layer 3 features alone reduce the recognition accuracy by about 2% and 5%, respectively. Removing snippet concatenation in the input to layer 2 reduces the accuracy by about 7%. This demonstrates the effectiveness of the proposed hierarchical architecture for extracting features at multiple temporal granularity. Table 1 shows the recognition accuracy using the four types of low-level features separately as well as combined. Evidently, as the four types of features capture complementary appearance (HOG) and motion (HOF, MBH x , and MBH y ) characteristics, combining the four results in a more discriminative representation than using [7] 91. 4 Oneata et al. [15] 90.0 Lan et al. [7] 65.1 Peng et al. [16] 93.8 Narayan and Ramakrishnan [12] 89. 4 Wang et al. [31] 68.5 Li et al. [11] 96. 6 Lan et al. [7] 94. 4 Lan and Hauptmann [6] 75.0 Ours with K = 3 99.1 Ours with K = 6 96.8 Ours with K = 6 92.3 Table 2 : Comparison of our results to state-of-the-art methods. The best accuracies are highlighted in bold. Our results beat the state-of-the-art methods on all three datasets, most notably by over 17% on HMDB51, one of the most challenging benchmark datasets (mAP = mean average precision and mAcc = average class accuracy.) the features separately. This is consistent with the finding in previous work such as [27] . Table 2 compares our results against the state-of-the-art on all three datasets. Our method beats the state of the art on the Olympic Sports and UCF50 datasets by 2-3%. This is already quite significant since the state-of-the-art results on both datasets are already quite high (above 94%). The most significant gain is on HMDB51, where our result beats the state-of-the-art by over 17%. Notably, most of the state-of-the-art methods on HMDB51 are CNN-based. Our method is much less training intensive because different spatial partitions, feature types, and temporal segments can be trained in a parallel manner. For example, it only takes around 16 minutes to finish training on the HMDB51 dataset, comparing to 9 hours training time as reported in [31] . Another advantage of our method over CNN-based methods is the low dimensionality of the video descriptor: 1,600 versus thousands or tensof-thousands in deep neural networks.
Comparison to state-of-the-art
Conclusion
We have presented a novel temporal segmentation method and hierarchical architecture, consisting of an ensemble of many-to-one encoders, for learning generalized features from action videos at multiple temporal granularity. Our video descriptor is highly compact and discriminative and beat the state-of-the art results on challenging datasets. While the proposed method achieves superior performance comparing with CNN-based methods, it is possible to extract more powerful features by combining the two; for example, train many-to-one encoders on features extracted by CNNs.
