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ON THE MULTIPLICITIES OF THE IRREDUCIBLE HIGHEST
WEIGHT MODULES OVER KAC-MOODY ALGEBRAS
SERGEY MOZGOVOY
Abstract. We prove that the weight multiplicities of the integrable irre-
ducible highest weight module over the Kac-Moody algebra associated to a
quiver are equal to the root multiplicities of the Kac-Moody algebra associated
to some enlarged quiver. To do this, we use the Kac conjecture for indivisible
roots and a relation between the Poincare´ polynomials of quiver varieties and
the Kac polynomials, counting the number of absolutely irreducible represen-
tations of the quiver over finite fields. As a corollary of this relation, we get
an explicit formula for the Poincare´ polynomials of quiver varieties, which is
equivalent to the formula of Hausel [7].
1. Introduction
Let (Γ, I) be a finite quiver without loops, where I is the set of vertices. The
underlying graph of Γ defines a symmetric generalized Cartan matrix C with cij
being equal to minus the number of edges connecting the vertices i and j if i 6= j and
cii = 2. Let g(Γ) be the corresponding Kac-Moody algebra [10]. We will identify
ZI with its root lattice. Define the quadratic form T on ZI , called the Tits form,
by the matrix 12C. For any ν = (νi)i∈I ∈ N
I , we define ν :=
∑
i νiωi, where (ωi)i∈I
are the fundamental weights (which are in general not unique). Our purpose is to
relate the multiplicities of the integrable irreducible highest weight module L(ν)
with the root multiplicities of the Kac-Moody algebra associated to some enlarged
quiver.
We define this enlarged quiver Γ∗ by adjoining to Γ a new vertex ∗ and νi arrows
from ∗ to i, for each i ∈ I. Its set of vertices is I∗ = I ∪ {∗}. As before, we may
consider the Kac-Moody algebra g(Γ∗) associated to the quiver Γ∗. For any α ∈ ZI
and any k ∈ Z, we consider the pair (α, k) as an element of ZI∗ . Our main result
is the following
Theorem 1. For any α ∈ NI , we have dimL(ν)ν−α = dim g(Γ∗)(α,1).
For example, it allows to perform an explicit computation of the multiplicities
of L(ν) using the Peterson recursive formula for the root multiplicities, see [17, 14].
It also allows to write down the character formula for the part ⊕αg(Γ∗)(α,1) of
the Kac-Moody algebra g(Γ∗) and one can conjecture that similar formulas for the
other parts of g(Γ∗) exist as well.
To prove the theorem, we use quiver varieties. Let T∗ be the Tits form of the
quiver Γ∗ and let d = d(α, ν) := 1−T∗(α, 1) = α ·ν−T (α), where α ·ν =
∑
i αiνi. It
is known that dimL(ν)ν−α equals h
2d
c (M), whereM =M(α, ν) is a quiver variety
having dimension 2d, see [16, 18]. Using the trick of Crawley-Boevey [3] one can
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consider the quiver varietyM(α, ν) as a certain moduli space of representations of
the double quiver Γ∗ of the quiver Γ∗ (obtained by adjoining reverse arrows for all
arrows in Γ∗). This allows us to relate the Poincare´ polynomial of M (and thus
h2dc (M)) to certain invariants of the quiver Γ∗.
Namely, for any quiver (Γ, I) and any α ∈ NI , let aα(Γ, q) be the number of abso-
lutely indecomposable representations of Γ over Fq of dimension α. It is proved in [9]
that aα(Γ, q) are polynomials in q with integer coefficients. Moreover, aα(Γ, q) 6= 0
if and only if α is a root of g(Γ) and aα(Γ, q) = 1 if and only if α is a real root. We
call these polynomials the Kac polynomials of the quiver Γ. It was conjectured by
Kac [9] that aα(Γ, 0) = dim g(Γ)α. This conjecture was proved for indivisible roots
in [4]. The proof of the full conjecture was announced by Hausel [7]. We derive
Theorem 1 from the Kac conjecture for indivisible roots and our second result,
which is
Theorem 2. We have
∑
i h
2i
c (M)q
i = qda(α,1)(Γ∗, q) and h
2i+1
c (M) = 0 for i ≥ 0.
The proof of the theorem is based on the paper [4]. In the course of the proof we
additionally show that the polynomial p(M, q) :=
∑
i h
2i
c (M)q
i counts the number
of points in M(Fq) for a finite field Fq of a sufficiently large characteristic.
Notice, that the Poincare´ polynomial (of cohomologies with compact support)
of M equals p(M, t2). Theorem 2 allows to calculate the Poincare´ polynomial of
M using a formula for aα(Γ, q) for arbitrary quiver (Γ, I), see [8, Theorem 4.6] or
[14, Theorem 2]. Following [20], we define the function rα(Γ, q) by the formula
1
#GLα(Fq)
#{(g, x) ∈ (GLα×R(Γ, α))(Fq) | gx = x, g is unipotent},
where GLα and R(Γ, α) are defined in Section 2. There is an explicit formula for
rα(Γ, q) and an easy relation between the generating functions
a(Γ, q) :=
∑
α∈NI
aα(Γ, q)x
α and r(Γ, q) :=
∑
α∈NI
rα(Γ, q)x
α,
see Section 5. Using the relation between a(Γ, q) and r(Γ, q) we obtain from Theo-
rem 2
Theorem 3. We have
∑
α
q−d(α,ν)p(M(α, ν), q)xα = (q − 1)
∑
α r(α,1)(Γ∗, q)x
α
r(Γ, q)
.
This formula is equivalent to the formula of Hausel [7, Theorem 5]. As well as
Theorem 2 it gives an effective way to calculate the Poincare´ polynomials of quiver
varieties.
In the second section we recall the definition of the moduli spaces of quiver
representations according to [11]. In the third section we recall the basic properties
of quiver varieties. Section 4 is devoted to the proof of Theorem 1 and Theorem 2.
In Section 5 we recall the relation between Kac polynomials and function r(Γ, q)
and then prove Theorem 3.
2. Moduli spaces of quiver representations
In this section we follow closely [4]. Let Γ be a quiver and I be its set of vertices.
For any arrow h ∈ Γ, we denote by h′ and h′′ its source and target respectively.
We denote by Γ the double of Γ, obtained from it by adjoining reverse arrows for
3all arrows in Γ. For any h ∈ Γ, we denote by h the opposite arrow from Γ. For any
α, ν ∈ ZI we define α · ν :=
∑
i∈I αiνi.
Let R be a commutative ring. For any I-graded free R-module V of finite rank,
we define dimV := (rkVi)i∈I ∈ NI . Given two I-graded free R-modules V and W ,
we denote the module of I-graded morphisms between them by HomI(V,W ).
Let α ∈ NI and let V be an I-graded free R-module with dimV = α. Define the
scheme over R
R(Γ, α) :=
⊕
h∈Γ
Hom(Vh′ , Vh′′ ).
Then we can identify R(Γ, α) with R(Γ, α)⊕R(Γ, α)∗. There is an obvious action
of the group
GLα :=
∏
i∈I
GLαi
on R(Γ, α) and therefore on R(Γ, α) (this action can be factored through Gα =
GLα/Gm, where Gm is considered as a diagonal subgroup in GLα). There is a map
(which is a moment map if R is a field)
µ : R(Γ, α)→ g∗α →֒ gl
∗
α
defined by
(xh)h∈Γ 7→
∑
h∈Γ
[xh, xh],
where glα =
∏
iMαi×αi is a Lie algebra of GLα and gl
∗
α is isomorphic to glα by the
trace pairing; gα is a Lie algebra of Gα and g
∗
α →֒ gl
∗
α can be identified with such
matrices (ξi)i∈I that
∑
i tr ξi = 0.
Definition 2.1. We call an element x ∈ R(Γ, α) nilpotent, if there exists some
N ≥ 1 such that for any path h1 . . . hN in Γ (i.e. h′′i = h
′
i+1, 1 ≤ i < N) it holds
xhN . . . xh1 = 0.
Now we recall some facts from the paper of King [11] about the moduli spaces of
semistable representations of quivers. In his paper King uses the geometric invariant
theory over an algebraically closed field. According to Seshadri [19] this can be
done also over Z. The quotients obtained by Seshadri are categorical quotients but
in general not universal categorical quotients. This problem was overcome in [4,
Lemma B.4], where it was shown that after base change from Z to some Zf , f ∈ Z
the quotients are universal categorical quotients. This implies that we can consider
these quotients over C and over finite fields of a sufficiently large characteristic. In
what follows, we will avoid all this formalities and describe the constructions over
an algebraically closed field, but we will bear in mind that everything can be done
over Zf . This will be used later.
Let F be an algebraically closed field. For any θ ∈ ZI with θ · α = 0, we define
a character χθ : GLα → Gm by the formula χθ(g) =
∏
i∈I det(gi). This character
defines an action of GLα on the trivial line bundle L over R(Γ, α).
Definition 2.2. A point x ∈ R(Γ, α) is called θ-stable (respectively, θ-semistable)
if for any I-graded, x-invariant subspace 0 6= V ′ ( V it holds θ · dimV ′ > 0
(respectively, θ · dimV ′ ≥ 0).
It is proved in [11] that the stable part R(Γ, α)s (respectively, semistable part
R(Γ, α)ss) of R(Γ, α) with respect to the GLα-line bundle L consists precisely of
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θ-stable (respectively θ-semistable points). By the geometric invariant theory (see
[11] for details) there exists a geometric quotient R(Γ, α)s/Gα and a categorical
quotient R(Γ, α)ss//Gα. Moreover, the inclusion R(Γ, α)ss →֒ R(Γ, α) induces a
projective mapR(Γ, α)ss//Gα → R(Γ, α)//Gα. In the same way one defines stability
conditions and the corresponding moduli spaces for the representations of Γ.
Lemma 2.3. The moment map µ : R(Γ, α)s → g∗α is smooth.
Proof. Stability condition implies that the stabilizer in Gα of any stable point is
trivial. This implies that µ is smooth at any stable point. 
Corollary 2.4. If µ−1(0)s is nonempty then the map µ : R(Γ, α)s → g∗α is surjec-
tive.
Proof. It is known that the smooth morphisms are open, so the image of the map
µ : R(Γ, α)s → g∗α is open. As this image contains 0 and is stable with respect to
the multiplication by scalars, it coincides with g∗α. 
Lemma 2.5. Assume that R(Γ, α)s = R(Γ, α)ss and there exists some Gα-invariant
element ξ ∈ g∗α with µ
−1(ξ)s 6= ∅. Then the map µ : R(Γ, α)s → g∗α is surjective and
for finite fields F of a sufficiently large characteristic we have #µ−1(ξ)s//Gα(F) =
#µ−1(0)s//Gα(F).
Proof. We have to prove just the second statement. It is a consequence of [4,
Appendix by Nakajima]. Let L be a line through 0 and ξ in g∗α, X := µ
−1(L)s and
Y = µ−1(L). Let X = X//Gα and Y := Y//Gα. There is a commutative diagram
X ⊂ ✲ Y
X
❄ π
✲ Y
❄
✲ L,
where π is projective. Let Gm acts on R(Γ, α) by multiplication of all the matrices
by scalar. This action induces the action of Gm on X, Y, X , Y. There is also an
action of Gm on L s.t. the maps in the above diagram are Gm-equivariant. We
claim that for any x ∈ X there exists limt→0 tx. First of all, the map Gm → Y,
t 7→ tπ(x) can be extended to A1 by 0 7→ 0. Now it follows from the projectivity of
π that the map Gm → X , t 7→ tx can also be extended to A1 → X . This proves the
existence of the limit. We apply now the result of [4, Appendix by Nakajima] to the
smooth family X → L with the above Gm-action and get the second statement. 
3. Quiver varieties
We assume that F is an algebraically closed field. Let ν ∈ NI be fixed and let
W be an I-graded vector space of dimension ν. Let Γ∗ be the quiver defined in
Introduction; that is, we adjoin to Γ a new vertex ∗ and νi arrows from ∗ to i for
each i ∈ I. We identify Wi with
⊕
h:∗→i F · h. Let as before V be an I-graded
vector space of dimension α. As in Introduction, a pair (α, n) with α ∈ NI and
n ∈ N will be considered as an element from NI∗ .
There is an obvious identification
M(α, ν) := R(Γ∗, (α, 1)) = R(Γ, α)⊕HomI(W,V )⊕HomI(V,W ).
5The elements of this space will be represented as triples (x, p, q). Note that G(α,1) =
(
∏
i∈I GLαi ×Gm)/Gm ≃ GLα. Therefore the moment map may be considered as
a map µ∗ :M(α, ν)→ gl
∗
α. It is given by the formula
µ∗(x, p, q) = µ(x) + pq.
We fix once and for all θ ∈ ZI∗ , θ = (−1, . . . ,−1,
∑
αi) and consider stability
and semistability conditions in M(α, ν) with respect to θ.
Lemma 3.1. Stability and semistability conditions in M(α, ν) are equivalent. An
element (x, p, q) ∈M(α, ν) is stable if and only if any I-graded, x-invariant subspace
V ′ ⊂ V s.t. q(V ′) = 0 is zero.
Proof. Assume that (x, p, q) is semistable and there exists an I-graded, x-invariant
subspace V ′ ⊂ V s.t. q(V ′) = 0. Then V ′ may be considered as an I∗-graded,
(x, p, q)-invariant subspace of V ⊕ F of dimension (dim V ′, 0). From semistability
condition we get − dimV ′ ≥ 0, thus V ′ = 0. It follows that the last condition of
the lemma holds.
Conversely, assume that the last condition of the lemma holds. Let V ′ ⊕ V∗
be some proper, I∗-graded, (x, p, q)-invariant subspace of V ⊕ F. If V∗ = F, then
dimV ′ < α and therefore θ · (dimV ′, 1) =
∑
i αi −
∑
i dimV
′
i > 0. If V∗ = 0, then
q(V ′) = 0 and by our assumption V ′ = 0. This implies that (x, p, q) is stable. 
Remark 3.2. For any subscheme X ⊂M(α, ν) we write respectively Xn, Xs, Xns
to denote the subschemes of X consisting respectively of nilpotent, stable, nilpotent
and stable elements.
Definition 3.3. We define the quiver variety M = M(α, ν) to be the quotient
µ−1∗ (0)
s//GLα. Define L = L(α, ν) := µ−1∗ (0)
ns//GLα.
Remark 3.4. It is easy to see that L(α, ν) is the preimage of zero under the
projective morphism µ−1∗ (0)
s//GLα → µ−1∗ (0)//GLα. It is known that an element
(x, p, q) ∈M(α, ν)s is nilpotent if and only if x is nilpotent and p = 0, see e.g. [15,
Lemma 5.9] or [12, Lemma 2.22].
Let T denotes the Tits form of the quiver Γ and T∗ denotes the Tits form of the
quiver Γ∗. As in Introduction, we define d = d(α, ν) := 1− T∗(α, 1) = α · ν −T (α).
Theorem 3.5 (Nakajima [16, Section 3]). Variety M is smooth and variety L is
projective. The complex manifold M(C) is symplectic and its subvariety L(C) is a
Lagrangian subvariety homotopic to M(C). The dimension of M equals 2d(α, ν).
For a scheme X of finite type over Zf , we define
hi(X) := dimHi(X(C),Q), hic(X) := dimH
i
c(X(C),Q).
Note that hic(X) can also be defined as dimH
i
c(XFp ,Ql) (for large enough prime p)
by the base change theorem [5, Thorem 1.8.7] and comparison theorem [5, Thorem
1.11.6].
Lemma 3.6. dimL(ν)ν−α = h
2d
c (M).
Proof. It is well-known (see e.g. [16] or [18]) that dimL(ν)ν−α equals the number
of irreducible components of L i.e., h2dc (L). We note that
h2dc (L) = h
2d(L) = h2d(M) = h2dc (M),
where the last equality follows from the Poincare´ duality. 
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4. Main results
Recall from Introduction that for any α ∈ NI there is a polynomial aα(Γ) ∈ Z[q]
such that for any finite field Fq, aα(Γ, q) is the number of absolutely indecomposable
representations of Γ over Fq of dimension α. As before M = M(α, ν) is a quiver
variety.
Proposition 4.1. For a finite field Fq of a sufficiently large characteristic it holds
#M(Fq) = qd(α,ν)a(α,1)(Γ∗, q).
Proof. We are going to apply [4, Proposition 2.2.1]. Let α′ := (α, 1) ∈ NI∗ . Note
that θ = (−1, . . . ,−1,
∑
αi) is α
′-generic in the sense that for any 0 < γ′ < α′ it
holds θ · γ′ 6= 0. Indeed, let γ′ = (γ, k), where γ ∈ ZI and k ∈ {0, 1}. If k = 0 then
clearly θ · γ′ = −
∑
i γi < 0. If k = 1 then γ < α and θ · γ
′ =
∑
i αi −
∑
i γi > 0.
We identify θ with an element of glα′ consisting of diagonal matrices. Then all
the points of µ−1∗ (θ) are stable. Indeed, assume that some (x, p, q) is not stable
i.e., there exists an I-graded, x-invariant subspace 0 6= V ′ ( V with q(V ′) = 0.
Then it follows that
∑
h∈Γ[xh, xh]
∣∣
V ′
= (− IdV ′
i
)i∈I . Adding the traces we get
0 =
∑
i dim V
′
i , which is impossible. Applying now [4, Proposition 2.2.1], we get
aα′(Γ∗, q) = q
−d(α,ν) ·#µ−1∗ (θ)//GLα(Fq) for a finite field Fq of a sufficiently large
characteristic. By Lemma 2.5 we have #µ−1∗ (θ)//GLα(Fq) = #M(Fq). 
It follows that there exists a polynomial p(M) ∈ Z[q] such that for finite fields
Fq of large enough characteristic it holds #M(Fq) = p(M, q).
Proof of Theorem 2. According to [4, Lemma A.1] and [4, Proposition A.2] it holds
p(M, q) =
∑
i h
2i
c (M)q
i and h2i+1c (M) = 0 whenever we show the existence of a
Gm-action on M s.t. for any x ∈ M there exists limt→0 tx and s.t. MGm is
projective. This action was described in Lemma 2.5. Note that the Gm-invariant
part of M is mapped to zero under the map π :M→ µ−1∗ (0)//GLα. This implies
that MGm ⊂ L and therefore MGm is projective. 
Proof of Theorem 1. By the Kac conjecture, proved for indivisible vectors in [4],
it holds dim g(Γ∗)(α,1) = a(α,1)(Γ∗, 0). By Proposition 4.1 it holds a(α,1)(Γ∗, 0) =
q−d(α,ν)p(M, q)
∣∣
q=0
. So, we have to prove dimL(ν)ν−α = q
−d(α,ν)p(M, q)
∣∣
q=0
.
From the facts that M is homotopic to L and that L is projective of dimension
d(α, ν) we get that hi(M) = hi(L) = hic(L) = 0 for i > 2d(α, ν) and therefore
hic(M) = 0 for i < 2d(α, ν) by Poincare´ duality. It follows that h
2d(α,ν)
c (M) =
q−d(α,ν)p(M, q)
∣∣
q=0
and we apply Lemma 3.6. 
5. Poincare´ polynomials of quiver varieties
In this section we recall the explicit formula for the functions rα(Γ, q) defined
in Introduction and the relation between r(Γ, q) and a(Γ, q), see [8, 14]. From this
relation and Theorem 2 we derive then Theorem 3.
Let (Γ, I) be a finite quiver. Let P be the set of partitions (see e.g. [13]) and
let λ = (λi)i∈I ∈ PI . Define |λ| := (|λi|)i∈I ∈ NI . For any j ≥ 1 define λj :=
(λij)i∈I ∈ N
I . Define T (λ) :=
∑
j≥1 T (λj), where the quadratic form T on Z
I is the
Tits form defined in Introduction. Then the function rα(Γ) ∈ Q(q), α ∈ N
I defined
7in Introduction equals
rα(Γ, q) :=
∑
|λ|=α
q−T (λ)∏
i∈I ϕλi(q
−1)
,
where ϕµ(q) :=
∏
j≥1 ϕµj−µj+1(q) for µ ∈ P and ϕn(q) := (1 − q) . . . (1 − q
n) for
n ∈ N.
To describe the relation between a(Γ) =
∑
α aα(Γ)x
α and r(Γ) =
∑
α rα(Γ)x
α,
we use λ-rings (see e.g. [14, Appendix]). We endow the field Q(q) with the structure
of a λ-ring in terms of Adams operations by
ψn(f(q)) := f(q
n), f ∈ Q(q).
In order to avoid any problems with the Adams operations in what follows, we
tensor our λ-rings with Q without mentioning that and so we always assume that
our λ-rings contain Q. If R is a λ-ring, we endow the ring R[x1, . . . , xr ] with a
λ-ring structure by the formula ψn(ax
α) := ψn(a)x
nα, where a ∈ R, α ∈ Nr. In the
same way, we endow with a λ-ring structure the ring of formal power series over R.
Given a λ-ring R, we define the map Exp : R[[x1, . . . , xr]]
+ → 1 + R[[x1, . . . , xr]]+
(here R[[x1, . . . , xr]]
+ is an ideal (x1, . . . , xr)) by the formula Exp(f) :=
∑
n≥0 σn(f)
or, in terms of Adams operations,
Exp(f) = exp
(∑
k≥1
1
k
ψk(f)
)
,
where the map exp (as well as the map log used below) is defined as in [1, Ch.II
§6]. The map Exp has an inverse Log : 1+R[[x1, . . . , xr]]+ → R[[x1, . . . , xr]]+ which
is given by the formula of Cadogan (see [2, 6, 14])
Log(f) =
∑
k≥1
µ(k)
k
ψk(log(f)),
where µ is a Mo¨bius function. Now we are ready to write down the relation between
a(Γ, q) and r(Γ, q) (see [14, Theorem 2])
a(Γ, q) = (q − 1) Log(r(Γ, q)).
This formula together with Theorem 2 enables us to calculate the Poincare´ poly-
nomial of quiver varieties. The content of Theorem 3 is a formula for the direct
computation of the Poincare´ polynomial of quiver varieties.
Proof of Theorem 3. For any n ∈ N, we define
an :=
∑
α∈NI
a(α,n)(Γ∗)x
α, rn :=
∑
α∈NI
r(α,n)(Γ∗)x
α,
a∗ :=
∑
n≥0 anx
n
∗ and r∗ :=
∑
n≥0 rnx
n
∗ . Then by Theorem 2 it holds
∑
α
q−d(α,ν)p(M(α, ν), q)xα = a1(q).
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We know that a∗(q) = (q − 1) Log(r∗(q)) and therefore
a1(q) =
∂
∂x∗
a∗(q)
∣∣
x∗=0
= (q − 1)
∂
∂x∗
∑
k≥1
µ(k)
k
ψk(log(r∗(q)))
∣∣
x∗=0
= (q − 1)
∂
∂x∗
log(r∗(q))
∣∣
x∗=0
= (q − 1)
∂
∂x∗
r∗(q)
r∗(q)
∣∣
x∗=0
= (q − 1)
r1(q)
r0(q)
.
We note that r0(q) = r(Γ, q). 
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