1 Introduction Let = f 1 ; 2 ; : : :g be a sequence of positive integers satisfying 1 1 2 3 and n ! +1. There is an extensive literature on the asymptotics of the number of partitions of n into parts j (see Andrews 1] and the references therein). In contrast, considerably fewer results have appeared in the literature on the limiting distribution of the number of summands (or parts) in random restricted (no part being repeated) or unrestricted partitions (repetition allowed). This paper is concerned with this aspect of theory of partitions.
Erd} os and Lehner 7] were the rst to give a systematic study along this line in the case = Z + .
They showed that the number of summands (counted with multiplicities) in a random unrestricted partition of n follows asymptotically (as n ! +1) an extreme-value distribution, a local version being later derived by Auluck et al. in 2] . Haselgrove and Temperley 15] extended, by a powerful analytic method, the result of Auluck et al. to more general -partitions, their conditions on the given sequence being further extended, in some respects, only recently by Richmond 31] . Weaker results (convergence in distribution) under di erent analytic settings were derived by Lee 23] by the method of moments. A detailed study on the moments can be found in Richmond 28, 30] . It should be noted that the limiting distributions in these problems are all non-Gaussian. For many other extensions of the original problems, see for example 8, 9, 16, 24] and the references therein.
On the other hand, if each part is allowed to appear at most once, Erd} os and Lehner 7] derived the asymptotic normality of the number of summands in the case = Z + (cf. also 9, 36, 37] ). No extension of this result has appeared in the literature. In this paper, we shall consider a general analytic scheme essentially due to Meinardus (cf. 25] or 1, Ch. 6]) under which central and local limit theorems will be derived, thus extending Erd} os and Lehner's result. The analytic conditions under which we are developing our arguments are weaker than those of Meinardus. Our analytic method can also be applied to the problem left open in 24, p. 311] concerning the common summands in restricted partitions. It turns out that the limiting law is Gaussian for a large class of partitions.
This problem will be treated in a companion paper. There is another way of counting the number of summands in unrestricted partitions, namely, if the multiplicity of each part is counted only once. Unlike the corresponding counting function (i.e. !(n)) in the theory of primes (cf. 38]), this problem is rarely discussed in the theory of partitions.
It was rst brie y mentioned in 7] in the case = Z + . Wilf 40] introduced the study of distinct components (or sizes of components) in general combinatorial structures. Then Goh and Schmutz 14] derived a central limit theorem for the number of summands for = Z + . The latter result was then extended by Schmutz 34 ] to multivariate cases under Meinardus's scheme. We shall further extend their results by establishing the corresponding local limit theorem (in univariate case) under weaker conditions.
An important feature distinguishing integer partitions with many other unlabeled combinatorial structures is the fact that the limiting distribution of the number of summands is non-Gaussian in almost all cases if the multiplicity of each summand is taken into account (cf. 15, 23, 31] ), in contrast to the ubiquitous normal law in a large class of combinatorial structures (cf. 12, 18] ). Intuitively, the former phenomenon may be ascribed to the predominance of small summands when the number of summands becomes large, say, larger than the mean value. However, Gaussian limiting distribution appears if the parts are counted without multiplicity, this being intuitively clear since no single part can contribute preponderantly to the corresponding counting function, in accordance with the classical law of errors. Our results show that the same phenomenon still subsists if each part is allowed to occur at most once.
For completeness, we add that a formal approach was introduced in Knessel and Keller 21] for characterizing the asymptotic behaviors of many quantities in partition problems satisfying suitable recurrences. Another recent reference on related problems is Fristedt 13] , the methods employed there being probabilistic.
We shall state the main results of this paper in x 2. The proof of these results is divided into two parts: central (x 3) and local (x 4) limit theorems. In each section, we rst derive some necessary estimates and then prove the result in question. Since our assumptions are weaker than those used in 25, 34] , some techniques are introduced to justify the regularity conditions (in order to apply the saddle-point method). Unrestricted partitions will be treated in x 5. Finally, we shall discuss some examples in x 6 and conclude with some remarks for further extensions.
Statement of results
Throughout this paper, the symbols c j will always denote absolute positive constants. The symbol " represents always suitable small quantity whose value may vary from one occurrence to another.
Given a sequence of positive integers 1 1 2 3 tending to in nity, let (n) = (n) be the set of partitions of the positive integer n into distinct parts j (each j occurring at most once), j = 1; 2; 3; : : :, and let q(n) = j (n)j, the cardinality of the set (n). It will be more convenient to work with a k , denoting the number of j 's such that j = k. The To state our results, we rst introduce an analytic scheme essentially due to Meinardus (cf. 25]) in which the sequence fa k g will satisfy the following three conditions.
( The assumption (M3) here is much weaker than those used in 25] and 34], the essential di erence being that we did not impose a similar estimate for g(r) ? <eg(r + iy) in the region r jyj =2, which will be established by other assumptions, notably by the growth properties of the sum function P k X a k and by (M3).
Introducing a uniform probability measure on the set (n), we consider the random variable $ n , counting the number of summands in a random partition of n. The bivariate generating function of $ n satis es Q(u; z) = 
for nite u and jzj < 1, where E(u $n ) represents the probability generating function of $ n . In Meinardus's original paper, the quantity 0 is assumed to satisfy 0 < 0 < 1. 2 The Vinogradov symbol is the same as the Landau symbol O(:) and will be used interchangeably as is convenient.
Here ? is the Gamma-function, is Riemann's zeta function and the factor (1 ? 2 ?s ) (s + 1) is de ned to be log 2 when s = 0. Note that n > 0 as can be checked.
Theorem 1 Suppose that the sequence fa k g satis es (M1){(M3). Set $ n = ($ n ? n )= n . Then the random variable $ n is asymptotically normally distributed with mean E($ n ) n if 0 x n =(6 +6) = log n; e ?n =(6 +6) x=(2logn) ? 1 + O ? (log n) ?1 ; if x n =(6 +6) =(log n); (2) and the same inequalities for Prf$ n ?xg.
The method of proof consists of analytic and probabilistic parts: the analytic part is based on Mellin transform and the saddle-point method; and the probabilistic part utilizes Curtiss's theorem (cf. 4]) for convergence of moment generating functions. It turns out that Lerch's zeta function (cf. 6, x1.11]) (z; s; v) = P n 0 z n (n+v) ?s intervenes in a natural way in our analysis. Our application of the saddle-point method di ers from that in 25] and 1, Ch. 6] and yields a better error term.
We complete the asymptotic normality of $ n by its strong concentration property (2) using a simple technique (cf. 27, Ch. III]) amended from the usual Cherno bound.
We can also derive a local limit theorem in the form of Cram er-type large deviations (cf. 19, 27] ). It su ces to replace condition (M3) by the following stronger one. 
Here the symbol z n ]f(z) denotes the coe cient of z n in the Taylor expansion of f(z).
Note that U is convex due to the same property of Y and that n = U 0 (0)n =( +1) and 2 n = U 00 (0)n =( +1 (6) uniformly in x.
The proof of this theorem utilizes essentially the two-dimensional saddle-point method and is technically more involved. As is usual in the application of the saddle-point method, it is the veri cation of the regularity conditions to which much of our analysis will be devoted. Actually, we shall prove more (cf. Proposition 2 below) but content ourselves with the statement of the theorem.
Our methods can also be applied to the number of distinct parts in unrestricted partitions (repetition allowed) under the same assumptions (M1){(M3) as in Theorem 1.
Let e (n) represent the set of unrestricted partitions of n and let p(n) be its cardinality. Let ! n be the number of distinct parts (i.e., counted without multiplicities) in a random partition of n, where \random" means that each of the p(n) partitions is equally likely. The bivariate generating function of ! n satis es P(u; z) = 
for jzj < 1. Theorem 3 Under the assumptions (M1){(M3), the random variable ! n satis es asymptotically E(! n ) e n , Var(! n ) e 2 n , and Prf! n = e n + xe n g = e ?x 2 =2+ (x=e n)n =( +1) As the proof of this theorem parallels that of Theorems 1 and 2, only the necessary regularity conditions will be worked out in x 5. That the assumptions needed for the local limit theorem of ! n are weaker than those for $ n is seen by the following example. Take j = 2j ? 1. Then it is obvious that the span of the random variable $ n is 2 whereas that of ! n is 1. More precisely, E(u $n ) contains only odd (respectively, even) powers of u for odd (respectively, even) n. In this case, local limit theorem of $ n depends on the parity of n.
3 Central limit theorem
Lemmas
In this section, we establish some estimates for the function Q(u; e ? ) as ! 0. We write consistently the complex variable in the form = r + iy with ? y and r > 0. These estimates will be slightly more general than our need for the proof of Theorem 1 since some of them will be required when establishing the corresponding local limit theorem.
Let f(u; ) = log Q(u; e ? ):
The sum on the right-hand side being a harmonic sum (cf. 10]), we have available the Mellin inversion formula:
for <e > 0, where Y (u; s) is the Mellin transform of the function log(1+ue ?x ) (cf. (3)). Note that, for juj 1 as ! 0 in j arg j =4. Note that if 0 > 1 then Y has a simple pole at s = ?1 (provided that D(?1) 6 = 0), and that if 0 = 1 then the integration path need to be suitably deformed. Using the remark before the lemma, we obtain formula (11) .
As is typical in the use of the saddle-point method, we need a uniform estimate for the ratio jQ(u; e ? )=Q(u; e ?r )j. For that purpose, we rst state a result on the growth order of the sum function P Proof. This rst formula (12) is a consequence of our assumption on the Dirichlet series D(s) and the Tauberian theorem of Ikehara (cf. 38, p. 265]). Note that for the validity of (12), the analytic continuation of D to the left of the line of convergence is not required when applying Ikehara's Tauberian theorem. To prove (13), set F 0 (X) = P 1 k X a k k`and 
where
To describe the asymptotic behavior of F 0 , we employ the following di erencing argument. Consider rst F L?1 which can be written as
for any > 0. Thus
Since F L?1 (t) is non-decreasing (the a k being 0), we have
t dt ? log 1 1 ?
as 0. From (14) and the estimates (1 + ) +`? 1 = ( +`) + O( 2 ), as 0, it follows that
Taking = X ?( +`)=2 R L (X) 1=2 (! 0 + ) so as to balance the two error terms on the right-hand side, we obtain
where R L?1 (X) = X =2 (log X) L=2 + X`+ ( ? 0 )=2 :
Repeating the same process, we see that for j = 1; 2; 3; : : :; L in virtue of (M3) and (20) 
for y satisfying (log(1=r)) ?2= jyj =2. Taking c 5 = minfc 2 = 2 ; c 6 g, (16) follows.
The proof of Theorem 1
Throughout this section, u will be a positive real number which eventually will be taken to be near 
We assume that n is su ciently large so that r 1+3 =7 < . Consider rst I 2 which is bounded above by I 2 Q(u; e ?r )e ?c 9 (log(1=r)) 2 e AY (u; )r ? ?c 10 (log n) 2 ; (24) in virtue of (16) Proof of Theorem 1. (Asymptotic normality) Let M n (t) = E(e ($n? n)t= n ), where t is real. Then by (21) M n (t) = e ? nt= n Q n (e t= n ) Q n ( it follows that M n (t) = e t 2 =2 1 + O n ? 2 =( +1) + (jtj + jtj 3 )n ? =(2 +2) (29) = e t 2 =2 1 + O n ? minf =2; 0 ;1g=( +1) ; uniformly in t. By the theorem of Curtiss in 4], we conclude that the distribution of the random variable $ n is asymptotically Gaussian.
(Exponential tails) As to the exponential bounds (2), we observe from the above derivations that (29) remains valid if jtj tends to in nity slowly enough: t = o ? n =(6 +6) . We consider only the case when $ n x in the following, the other case ?$ n x being similar. From (29), we have for x 0 Prf$ n xg = Prfe $ n t e tx g e ?tx M n (t) = e ?tx+t 2 =2 1 + O n ? 2 =( +1) + (jtj + jtj 3 )n ? =(2 +2) : (30) Let T be any positive quantity tending to in nity with n and satisfying T = o(n =(6 +6) ). If 0 x T then we take (cf. 27, Ch. III]) t = x in (30) (so as to minimize ?tx+t 2 =2) and we obtain Prf$ n xg e ?x 2 =2 1 + O n ? 2 =( +1) + jTj 3 n ? =(2 +2) ;
and if x T we have by taking t = T:
Prf$ n xg e ?Tx=2 1 + O n ? 2 =( +1) + jTj 3 n ? =(2 +2) :
Now the estimates (2) follow from choosing T = n =(6 +6) = log n. (32) where the convention that (1 ? 2 ?s ) (s + 1) = log 2 when s = 0 is assumed. by the inequality (19) and Lemma 3.
We also need the asymptotic behaviors of Y (u; ) as u ! 1 and u! 0, which are described by the following lemma. as w ! +1; ? =( +1) (A?( )) 1=( +1) e w=( +1) (1 + O (e w )) ; as w ! ?1: (35) Proof. These formulae follow from (34), (9) and the de nition of U.
By Corollary 2 and the next lemma, the limiting value of U 0 (w) as w ! +1 is a natural one.
We next consider the solution to the system n = AY (e % ; )r ? ?1 m = Ae % Y 0 u (e % ; )r ? ; (36) which will be needed when applying the two-dimensional saddle-point method. 
there exists a unique solution (%; r) to the system (36) such that r > 0 and % 2 R.
Proof. The solution to the rst equation of (36) exists for all nite (and real) % and satis es r = AY (e % ; ) n 1=( +1) > 0:
Substituting this expression into the second equation of (36) yields m = Ae % Y 0 u (e % ; ) ( AY (e % ; )) ? =( +1) n =( +1) = U 0 (%)n =( +1) : (38) Thus there exists a unique real solution to (36) in view of (38) . Thus the solution (%; r) satis es (39) by the Lagrange inversion formula.
The proof of Theorem 2
Let q(n; m) denote the number of restricted partitions of n having exactly m parts: q(n; m) = u m z n ]Q(u; z). where the inequality (25) The integral on the right-hand side can be evaluated by Cauchy's theorem:
for any L = 0; 1; 
The formula ( This completes the proof of Theorem 2.
Unrestricted partitions
Recall that each of the p(n) unrestricted partitions of n (into parts j ) is assumed to be equally likely, and that the random variable ! n represents the number of distinct parts in a random partition of n. The bivariate generating function of ! n satis es (7) . Obviously, the generating function P n (u) := p(n)E(u !n ) is related to Q n (u) = q(n)E(u $n ) by the formula P n (u) = X 0 j n p(j)Q n?j (u ? 1) for n = 1; 2; 3; : : :
To prove Theorem 3, we proceed along the same line of arguments as in the last section. The analytic properties we need are summarized in Propositions 3 and 4 below. The remaining analysis being parallel to the proof of Theorem 2, we omit the details. The expansion (44) is obtained by shifting the path of integration to the line <e s = ? 0 and by computing the residues of the poles encountered (cf. 1, 25, 34] Proof. These follow from the de nition of Z and properties of (z; s; v) (cf. 6, x1.11]).
Note that U 0 (w) V 0 (w) as w ! +1, this being intuitively clear in view of (15) and the relation max ! n max $ n .
Examples
In general, it is the condition (M3) or (M3') that is more di cult to check. A su cient condition for the validity of these two is the following condition of Haselgrove of the sequence f j g on $ n , namely, if the sequence f j g is periodic 3 , then $ n is of maximum span > 1. On the other hand, the random variables ! n are less sensitive to such a property.
(e) j+`(`?1)=2 =`, j = 1; : : :;`, namely, a k = k and D(s) = (s ? 1). All our theorems again apply.
Extensions
Since there exist several analytic schemes for partitions in the literature, the results in this paper are susceptible of many di erent extensions. We only discuss two typical cases in this section. with P 0 (u) = 1 and P 1 (u) = u. These relations are useful from a computational point of view.
A natural question suggested by the above examples is that between the degenerate limiting behavior of $ n and the limiting Gaussian behavior of ! n , from which point on will the \phase transition" (from a discrete limiting law to a continuous one) occur? More precisely, let q`(n) denote the number of partitions into parts 2 j?1 in which each part is allowed to appear at most`-times. Next, take D(s) = P pprime p ?s . Numerical evidence suggests again that the limiting distributions of $ n and of ! n will still be Gaussian. For results on the total number of partitions and the moments of the summands, see Roth and Szekeres 33] and Richmond 30] .
As mentioned in the Introduction, the limiting distributions of the number of summands (counted with multiplicities) in unrestricted partitions are non-Gaussian for almost all partitions. However, it was predicted by Haselgrove is useful in giving a more (analytic) partition-theoretic proof of the results by Richmond and Knopfmacher 32] concerning the number of compositions with distinct parts; this problem will be studied elsewhere.
