Nonconvex Generalization of ADMM for Nonlinear Equality Constrained
  Problems by Wang, Junxiang & Zhao, Liang
Nonconvex Generalization of ADMM for Nonlinear Equality Constrained
Problems
Junxiang Wang and Liang Zhao
Department of Information Sciences and Technology, George Mason University
Abstract. The growing demand for efficient and distributed optimization algorithms for large-scale data stimulates
the popularity of Alternating Direction Method of Multipliers (ADMM) in numerous areas. While linear equality
constrained problems have been extensively explored to be solved by ADMM, there lacks a generic framework for
ADMM to solve problems with nonlinear equality constraints, which are common in practical applications (e.g.,
spherical constraints). To address this problem, we proposed a new generic ADMM framework for handling non-
linear equality constraints in this paper, called neADMM. First, we propose the generalized problem formulation
and discuss two useful nonconvex applications in detail, which fit into our neADMM framework. Secondly, we
systematically provide sufficient conditions to ensure that each subproblem of the neADMM has an optimal value.
Thirdly, we give an upper bound of the objective value and prove the convergence properties under a special con-
dition. Extensive experiments on several datasets demonstrate the convergence as well as the effectiveness of our
neADMM against several state-of-the-art methods.
1 Introduction
In recent years, there is a growing demand for efficient computational methods for analyzing high-dimensional
large-scale data in a variety of applications such as bioinformatics, medical imaging, social networks, and astronomy[27].
The classic Alternating Direction Method of Multipliers (ADMM) has received a significant amount of attention in
the last few years because the ADMM turned out to be a natural fit in the field of large-scale data-distributed machine
learning and big-data-related optimization[6]. The main advantage of the classic ADMM is that it splits a complex
problem into a series of simpler subproblems, each of which is easy to solve. Its simplicity and flexibility facilitate its
board applications in various areas.
The classic ADMM algorithm is a general framework to solve an optimization problem with linear equality con-
straints. However, in reality many practical problems require nonlinear constraints, such as collaborative filtering[8],
nonnegative matrix factorization[18], 1-bit compressive sensing[5], and mesh processing[22]. However, until now, it
still lacks a generic framework and a comprehensive analysis of the nonlinear equality constrained ADMM. Moti-
vated by the Augmented Lagrangian Method (ALM) which solves non-linear optimization problems effectively[4],
we propose a novel generic nonlinear equality ADMM framework (neADMM) that deals with the general nonlin-
ear equality-constrained problem. To the best of our knowledge, this is the first generic framework to discuss the
applications and theoretical analysis of ADMM on the nonlinear equality problems. However, the nonlinear equality
constraint makes subproblems nonconvex and difficult to solve. Until now, the conditions to the existence of optimal
values of these subproblems remain a mystery.
To deal with this challenge, we discuss two popular nonlinear-constrained applications in detail : optimization
problems with spherical constraints and optimization problems with “max” operators. For nonconvex subproblems
generated by the neADMM from those two applications, theoretical results are provided to ensure they have closed-
form solutions and thus can be solved efficiently. Besides, we theoretically prove three sufficient conditions, where
any one of them alone can ensure the existence of optimal values in subproblems solved by the neADMM. Based on
these sufficient conditions, we provide a thorough analysis of the neADMM: first, we provide the error bound of the
neADMM, which refers to the gap between the objective value during iterations and the optimal value. Then, we prove
convergence properties of the neADMM under a special condition. Finally, we discussed the sublinear convergence
rate of the neADMM using the variational inequality framework. Extensive experiments showed that the neADMM
converges in two numeric examples. Furthermore, the performance of our neADMM was superior to several state-of-
the-art methods in either synthetic or real-world datasets.
The rest of the paper is organized as follows. In Section 2, we present existing works related to this paper. In Sec-
tion 3, we introduce our formulation of neADMM and apply our neADMM to two popular nonconvex applications.
Section 4 analyzes the error bound and convergence properties. In Section 5, extensive experiments are conducted to
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validate the convergence and effectiveness of our neADMM. Section 6 concludes by summarizing the whole paper
and gives a direction for future research.
2 Related Work
In this part, existing works related to our paper are categorized as follows:
The convergence properties of the ADMM. The majority of works proposed sufficient conditions to make
ADMM convergent. Boyd et al. proved the convergence of the ADMM with two variables under mild conditions[6].
Then the multi-block ADMM, which refers to the ADMM with no less than three variables, was investigated ex-
tensively. The multi-block ADMM was firstly studied by Chen et al.[10] when they concluded that the multi-block
ADMM does not necessarily converge by giving a counterexample. He and Yuan explained why the multi-block
ADMM may diverge from the perspective of variational inequality framework[14]. Since then, many researchers stud-
ied sufficient conditions to ensure the global convergence of the multi-block ADMM. For example, Robinson and
Tappenden and Lin et al. imposed strong convexity assumption on the objective function[23,19]. Moreover, some
work extended the multi-block ADMM into the nonconvex settings. See[21,30,26] for more information. However, to
the best of our knowledge, there exists no work to discuss the theoretical properties of the ADMM on the nonlinear-
equality constrained problems.
The applications of the ADMM. Some papers focus on the application of the ADMM on real-world applica-
tions. For example, Zhang et al. discussed the nonnegative matrix factorization problem[32]; Wahlberg et al. presented
an ADMM algorithm to deal with the total variance estimation problem[25]; Yang et al. explored the application of
ADMM on sparse solution recovery in compressive sensing[31]. Lin et al. proved that the multi-block ADMM con-
verged in the regularized least squares decomposition problem[20]. However, to the best of our knowledge, there exists
no work to discuss the applications of the ADMM on the nonlinear-equality constrained problems.
Optimization problems with nonlinear constraints. A few papers studied problems with nonlinear constraints.
For instance, Julier and LaViola applied a Kalman filter-type estimator to describe the state space of some physical
systems by the projection method[15]. Lawrence and Tits proposed a simple scheme to deal with nonlinear con-
straints in the context of sequential quadratic programming[17]. Celis et al. applied a trust-region method to solve
nonlinear-equality constrained problems[9]. However, to the best of our knowledge, none of these works discussed the
application of ADMM on the nonlinear-equality constrained problems.
3 Nonlinear Equality-constrained ADMM
Our neADMM is presented in this section. First of all, we briefly discuss the formulation of the classic ADMM
with linear constraints (Problem 1), then extend it to nonlinear-equality constraints (Problem 2). Finally, two specific
applications, which are widely applied in various fields, are presented in detail.
3.1 Preliminaries of ADMM
The classic ADMM seeks to solve the following convex problem with respect to x ∈ Rn and z ∈ Rm.
Problem 1.
minx,z f(x) + g(z)
s.t. Ax+Bz = 0
where f(x) and g(z) are convex functions, A ∈ Rp×n, B ∈ Rp×m. f(x) and g(z) can be either smooth or non-
smooth. For example, f(x) can be any loss functions such as the hinge loss, the log loss, and the square loss while
g(z) can be regularization terms like the `1/`2 penalty. The augmented Lagrangian function is formulated as
Lρ(x, z, y)=f(x)+g(z)+y
T (Ax+Bz)+(ρ/2)‖Ax+Bz‖22.
The ADMM optimizes x and z alternately as follows:
xk+1 ← argminx Lρ(x, zk, yk)
zk+1 ← argminz Lρ(xk+1, z, yk)
yk+1 ← yk + ρ(Axk+1 +Bzk+1)
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The advantage of the ADMM lies in the splitting scheme of two subproblems which are relatively easy to solve.
More importantly, in numerous practical applications, the functions f(x) and g(z) are separable such that f(x) =∑N
i fi(xi) and g(z) =
∑M
i gi(zi). Thus the x and z-optimization can be split into N and M separate problems
respectively, each of which can be solved in parallel.
3.2 The neADMM Algorithm
Now we consider a generalization of Problem 1, where the equality constraint is nonlinear.
Problem 2.
minx1,x2 F1(x1) + F2(x2)
s.t. f1(x1) + f2(x2) = 0
with vector variables x1 ∈ Rm1 and x2 ∈ Rm2 where F1(x1) and F2(x2) are proper convex functions, f1 : Rm1 → Rd
and f2 : Rm2 → Rd can be nonlinear.
In order to solve Problem 2, we present the neADMM algorithm. Important notations and meanings are described
Table 1. Notations and descriptions
Notations Descriptions
(xk1 , x
k
2 ) optimal variables in the k-th iteration.
pk the objective value in the k-th iteration.
(x∗1 , x
∗
2) optimal variables of Problem 2.
y∗ the optimal dual variable of Problem 2 corresponding to (x∗1 , x
∗
2).
p∗ = F1(x∗1) + F2(x
∗
2), the optimal value of Problem 2.
εk upper bound of ‖f1(xk1 )− f1(x∗1)‖∞.
rk primal residual in the k-th iteration, as shown in Algorithm 1.
sk dual residual in the k-th iteration, as shown in Algorithm 1.
in Table 1. The Problem 2 is nonconvex and hence difficult to solve because the equality constraint is nonlinear. To
solve it in the ADMM fashion, we form the augmented Lagrangian as follows:
Lρ(x1, x2, y) = F1(x1) + F2(x2) + y
T (f1(x1) + f2(x2)) + (ρ/2)‖f1(x1) + f2(x2)‖22 (1)
where ρ > 0 is a penalty parameter and y is a dual variable. The neADMM aims to optimize the following two
subproblems alternately.
xk+11 = argminx1 Lρ(x1, x
k
2 , y
k) (2)
xk+12 = argminx2 Lρ(x
k+1
1 , x2, y
k) (3)
The neADMM algorithm is presented in Algorithm 1. Specifically, Lines 3-4 solve two subproblems Equations
(2) and (3). Line 5 updates the dual variable yk+1. Lines 6 and 7 update the primal residual rk+1 and the dual residual
sk+1, respectively.
Our neADMM framework fits into a large class of applications. To motivate our neADMM algorithm, we discuss
problems with two common nonlinear constraints in the next section: spherical constraints and logical constraints with
“max” operations.
3.3 Applications
In this section, we provide two important applications that fit into the proposed neADMM framework. The detailed
optimization algorithms of neADMM are also elaborated for effectively solving all subproblems.
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Algorithm 1 the neADMM Algorithm
1: Initialize x1 and x2, y, ρ, k = 0.
2: repeat
3: Update xk+11 in Equation (2).
4: Update xk+12 in Equation (3).
5: Update yk+1 ← yk + ρ(f1(xk+11 ) + f2(xk+12 ))
6: Update rk+1 ← f1(xk+11 ) + f2(xk+12 ). # Calculate the primal residual.
7: Update sk+1 ← ρ∂f1(xk+11 )T (f2(xk+12 )− f2(xk2 )). # Calculate the dual residual.
8: k ← k + 1.
9: until convergence.
10: Output x1 and x2.
Optimization Problems with Spherical Constraints The spherical constraint is widely applied in various research
areas [16] including 1-bit compressive sensing [5] as well as mesh processing [22]. The problem is formulated as
Problem 3 (Sphere Constrained Problem).
minx `(x), s.t. ‖x‖22 = 1
where `(•) is a loss function. The main challenge of this optimization problem is the spherical constraint. In order to
handle this difficulty, we introduce an auxiliary variable w to and reformulate this problem as:
minx,w `(x), s.t. ‖w‖22 = 1, w = x
The augmented Lagrangian is formed as follows.
Lρ(x,w, y1, y2)=`(x)+(ρ/2)‖‖w‖22 − 1 + y1/ρ‖22 + (ρ/2)‖w − x+ y2/ρ‖22.
The neADMM algorithm to solve Problem 3 is outlined in Algorithm 2. Specifically, Line 3 updates ρ. Lines 10-11
update dual variables y1 and y2, respectively; Lines 12-13 compute the primal and dual residual, respectively; Lines
4-5 update x and w alternately, which are described below.
Algorithm 2 The Solution to Problem 3 by neADMM
1: Initialize x, w, y1, y2 ρ > 0, k = 0.
2: repeat
3: Update ρk+1 if necessary.
4: Update xk+1 in Equation (4).
5: Update wk+1 in Equation (5).
6: Update rk+11 ← ‖wk+1‖22 − 1.
7: Update rk+12 ← wk+1 − xk+1.
8: Update sk+11 ← ρk+1(‖wk+1‖22 − ‖wk‖22).
9: Update sk+12 ← ρk+1(wk+1 − wk).
10: Update yk+11 ← yk1 + ρk+1rk+11 .
11: Update yk+12 ← yk2 + ρk+1rk+12 .
12: Update rk+1 ←
√
‖rk+11 ‖22 + ‖rk+12 ‖22. # Calculate the primal residual.
13: Update sk+1 ←
√
‖sk+11 ‖22 + ‖sk+12 ‖22. # Calculate the dual residual.
14: k ← k + 1.
15: until convergence.
16: Output x and w.
1. Update x.
The variable x is updated as follows:
xk+1←argminx `(x)+ρk+1/2‖wk−x+yk2/ρk+1‖22 (4)
This subproblem is convex and solved by Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) [3].
2. Update w.
The variable w is updated as follows:
wk+1 ← argminw ‖w − xk+1 + yk2/ρk+1‖22 + ‖‖w‖22 − 1 + yk1/ρk+1‖22 (5)
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This subproblem is non-convex, however, we have a closed-form solution described in the following theorem:
Theorem 1. The solution to Equation (5) is
w=(xk+1−yk2/ρk+1)/(2‖w‖22−1 + 2yk1/ρk+1) (6)
where ‖w‖2 is obtained from the following cubic equation regarding scalar u.
|2u3−u+2uyk1/ρk+1|=‖xk+1−yk2/ρk+1‖2 (7)
Proof. The optimality condition of the Equation (5) leads to
2(w−xk+1+yk2/ρk+1)+4(‖w‖22−1+2yk1/ρk+1)w = 0 (8)
Equation (6) is obtained directly from Equation (8). Now the only issue is to obtain ‖w‖2, which appears in the right
side of Equation (6). To achieve this, we get Equation (7) by taking the norm on the both side of Equation (6) as
follows:
‖w‖2 = ‖xk+1−yk2/ρk+1‖/|2‖w‖22−1 + 2yk1/ρk+1| (9)
Let u = ‖w‖2, Equation (9) is equivalent of Equation (7). Equation (7) is a cubic equation with regard to u, and can
be solved by Cardano’s Formula. After u is obtained, w can be obtained by Equation (6).
Finally, we discuss briefly about a specific formulation of the sphere constrained problem which will be conducted
in later experiments: 1-bit compressive sensing. In recent years, 1-bit compressive sensing has became an important
research topic in the compressive sensing community [5]. A common formulation of it is formulated mathematically
as follows:
minx ‖x‖1 + λ/2
∑
min(Y φx, 0)2
s.t. ‖x‖22 = 1
Now we apply our neADMM framework to this problem, which is reformulated as:
minw,z,x ‖w‖1 + λ/2
∑
min(z, 0)2
s.t. ‖x‖22 = 1, Y φw = z, w = x
The augmented Lagrangian of this problem is formed as Lρ(x, z, w, y1, y2, y3) = ‖w‖1 + λ/2
∑
min(z, 0)2 +
(ρ/2)‖‖x‖22 − 1 + y1/ρ‖22 + (ρ/2)‖Y φw− z + y2/ρ‖22 + (ρ/2)‖w− x+ y3/ρ‖22. The neADMM consists of several
steps:
xk+1 = argminx Lρ(x, z
k, wk, yk1 , y
k
2 , y
k
3 )
zk+1 = argminz Lρ(x
k+1, z, wk, yk1 , y
k
2 , y
k
3 )
wk+1 = argminw Lρ(x
k+1, zk+1, w, yk1 , y
k
2 , y
k
3 )
yk+11 = y
k
1 + ρ(‖xk+1‖22 − 1)
yk+12 = y
k
2 + ρ(Y φw
k+1 − zk+1)
yk+13 = y
k
3 + ρ(w
k+1 − xk+1)
Optimization Problems with Logical Constraints with “max” Operations In the machine learning community,
many minimization problems contain the “max” operator. For example, in the multi-instance learning problem [1],
each “bag” can contain multiple “instances” and the classification task is to predict the labels of both bags and their
instances. A conventional logic between a bag and its instances is that “a bag label q is 1 when at least one of all its
instances’ labels is 1; otherwise, the bag label q is 0”. Such rule is well-recognized as the “max rule” [28] because
it can be mathematically expressed by “max” operation, namely q = maxi=1,··· ,n ti, where ti is the label of the i-th
instance of q, n is the number of instances, and q and ti can be generalized to real numbers [1]. This problem can be
formulated mathematically as follows:
6 Junxiang Wang and Liang Zhao
Problem 4 (Multi-instance Learning Problem).
mint,q,β `(q) + w(β)
s.t. qi = maxi=1,··· ,ni ti,j , ti,j = Xi,jβ
where `(•) and ω(•) represent the loss function of classification/regression problem and the regularization term, re-
spectively. β is a feature weight vector, Xi,j is the j-th instance from the i-th bag, and ni is the number of instances
from the i-th bag.
The augmented Lagrangian is written as
Lρ(q, β, t, y1, y2)=`(q)+w(β)+(ρ/2)‖q−max t+y1/ρ‖22 +(ρ/2)‖t−Xβ + y2/ρ‖22
The neADMM Algorithm to solve Problem 4 is stated in Algorithm 3. Specifically, Lines 13-14 compute residuals.
Lines 11 and 12 update dual variables y1 and y2, respectively. Line 3 updates the variable ρ. Lines 4-6 update variables
which are described below:
Algorithm 3 The Solution to Problem 4 by neADMM
1: Initialize t, q, β, y1, y2, ρ > 0, k = 0.
2: repeat
3: Update ρk+1 if necessary.
4: Update qk+1 in Equation (10).
5: Update βk+1 in Equation (11).
6: Update tk+1 in Equation (12).
7: Update rk+11 ← qk+1 −max tk+1.
8: Update rk+12 ← tk+1 −Xβk+1.
9: Update sk+11 ← ρk+1(max tk −max tk+1).
10: Update sk+12 ← tk+1 − tk .
11: Update yk+11 ← yk1 + ρk+1rk+11 .
12: Update yk+12 ← yk2 + ρk+1rk+12 .
13: Update rk+1 ←
√
‖rk+11 ‖22 + ‖rk+12 ‖22. # Calculate the primal residual.
14: Update sk+1 ←
√
‖sk+11 ‖22 + ‖sk+12 ‖22. # Calculate the dual residual.
15: k ← k + 1.
16: until convergence.
17: Output p, β and q.
1. Update qk+1
The variable q is updated as follows:
qk+1 ← argminq `(q) + (ρk+1/2)‖q −max tk + yk1/ρk+1‖22 (10)
This subproblem is convex and solved by FISTA [3].
2. Update βk+1
The variable β is updated as follows:
βk+1 ← argminβ w(β) + (ρk+1/2)‖tk −Xβ + yk2/ρk+1‖22 (11)
This subproblem is convex and solved by FISTA [3].
3. Update tk+1
The variable t is updated as follows:
tk+1←argmint‖qk+1−max t+yk1/ρk+1‖22 + ‖t−Xβk+1+yk2/ρk+1‖22 (12)
This subproblem is nonconvex and difficult to solve. We present a linear search to guarantee global optimality. Due to
the separability of t, we have
ti = argminti h(ti)
h(ti)=‖qk+1i −ti,j∗+yk1,i/ρk+1‖22+‖pi−ϕi‖22 (13)
s.t. ti,j∗ = maxj=1,··· ,ni ti,j
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where ϕi,j = XTi,jβ
k+1 − yk2,i,j/ρk+1, ti represents the instance set of the i− th bag and ti,j is the j − th instance of
the i− th bag.
We need to consider two cases: (1) ti,j < ti,j∗ , (2) ti,j = ti,j∗ . Solving this problem is therefore split into two
subroutines: (1) find solutions for two cases, and (2) decide which case every instance belongs to.
Subroutine 1 As ti,j = min(ti,j∗ , ϕi,j), for case (1), we have a closed-form solution ti,j = ϕi,j . For case (2), we
define a set C = {j : ti,j = ti,j∗} and its complement C = ni − C, thus obtaining:
ti,j∗ = (
∑
j∈C ϕi,j + q
k+1
i + y
k
1,i/ρ
k+1)/(|C|+ 1).
Subroutine 2 Solving case 2 is equivalent of minimizing h(ti) by selecting appropriate indexes for setC. The definition
of C implies that C consists of indexes that have the largest ϕi,j . Otherwise, ti,j < ti,j∗ and hence i /∈ C. Now we
need to determine how many indexes C should have. Let ϕ
′
i,j be a decreasing order of ϕi,j , ‖C‖ = c and ai,c =
(
∑t
j=1 ϕ
′
i,j + q
k+1
i + y
k
1,i/ρ
k+1)/(c+ 1). then we have the following result:
Theorem 2. Suppose h(ti) is as defined in Equation (13), then h(ti)|ti,j∗=ai,c increases monotonically with c.
Proof.
h(ti)|ti,j∗=ai,c+1 − h(ti)|ti,j∗=ai,c
=
∑c+1
j=1
(ai,c+1−ϕ′i,j)
2
+(ai,c+1−qk+1i −yk1,i/ρk+1)2
−
∑c
j=1
(ai,c − ϕ′i,j)
2 − (ai,c − qk+1i − yk1,i/ρk+1)2
= (ai,c+1 − ai,c)((c+ 1)(ai,c+1 + ai,c)
− 2
∑c
j=1
ϕ
′
i,j − 2qk+1i − 2yk1,i/ρk+1)
= (ai,c+1 − ai,c)(ϕ′i,c+1 − ai,c+1)
= (ai,c+1 − ai,t)((c+ 2)ai,c+1 − (c+ 1)ai,c − ai,c+1)
= (c+ 1)(ai,c+1 − ai,c)2 > 0.
Hence the theorem is proven.
The theorem implies that we must identify the smallest c to obtain the solution. As a result, the objective becomes
c∗ = argminc c, s.t. ai,c > ϕ
′
i,c+1
The corresponding solution is:
ti,j = min(ϕi,j , ai,c∗)
The time complexity is O(nilogni) because the main operation of this algorithm is to sort all instances of a bag in a
decreasing order.
Finally, we briefly discuss vaccine adverse event detection problem, which is one application of the multi-instance
learning and will be conducted in the experiments later. This problem aims to predict the health status of users (i.e.
detects whether users suffer from vaccine adverse events) based on their tweets. A Twitter user is judged as positive
if at least one of his or her tweets is indicative of adverse events and negative if no tweet indicates that he or she is
affected negatively by adverse events. This problem can be mathematically formulated as follows [29]:
mint,q,β
∑
u∈U log(1 + exp(qu))− Yuqu) + λ‖β‖
s.t. qu = maxi=1,··· ,nu(tu,i), tu,i = Xu,iβ.
(u = 1, · · · , |U |, i = 1, · · · , nu)
where U is a Twitter user set, Yu is a label of health status from user u: 1 denotes that this user suffers from vaccine
adverse events while 0 denotes that he or she does not suffer from vaccine adverse events. Xu,i is a word vector of the
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i-th tweet from user u. nu is the number of tweets from user u. β is the coefficient of the logistic regression classifier.
‖β‖ is a `1 regularization term, log(1 + exp(qu))− Yuqu) is the log loss of the logistic regression, λ > 0 is a tuning
parameter to balance off. Now we apply our neADMM framework to this problem. The augmented Lagrangian of this
problem is formed as Lρ(q, β, t, y1, y2) =
∑
u∈U log(1 + exp(qu))− Yuqu) + λ‖β‖+ (ρ/2)‖q−max t+ y1/ρ‖22 +
(ρ/2)‖t−Xβ + y2/ρ‖22. The neADMM consists of the following steps:
qk+1 = argminq Lρ(q, β
k, tk, yk1 , y
k
2 )
βk+1 = argminβ Lρ(q
k+1, β, tk, yk1 , y
k
2 )
tk+1 = argmint Lρ(q
k+1, βk+1, t, yk1 , y
k
2 )
yk+11 = y
k
1 + ρ(q
k+1 −max tk+1)
yk+12 = y
k
2 + ρ(t
k+1 −Xβk+1)
4 Theoretical Analysis
We discuss the theoretical properties of the neADMM in this section. First of all, sufficient conditions are provided
to ensure the existence of optimal values in two subproblems solved by neADMM. Then, an error bound is provided
and convergence is proven under a special assumption. Moreover, the sublinear convergence rate is proven in the
variational inequality framework. Finally, two numerical examples are provided to illustrate the convergence of the
neADMM. Before presenting our results, we give some necessary definitions. The regular subdifferential is defined as
follows [24]:
Definition 1 (Regular Subdifferential). Given a convex function f(a), for each a ∈ dom(f), the regular subdiffer-
ential of h at a, which is written as ∂f(a), is the set of vectors v, which satisfy
f(b) ≥ f(a) + vT (b− a) for all b ∈ dom(f)
The vector v ∈ ∂f(a) is a regular subgradient.
Next, we define Fre´chet subdifferential in the nonconvex function as a generalization of regular subdifferential defined
in the convex function [24].
Definition 2 (Fre´chet Subdifferential). Given a nonconvex function g(a), for each a ∈ dom(g), the Fre´chet subdif-
ferential of g at a, which is written as ∂g(a), is the set of vectors v, which satisfy
lim
b6=a
inf
b→a
(g(b)− g(a)− vT (b− a))/‖b− a‖ ≥ 0.
The vector v ∈ ∂g(a) is a Fre´chet subgradient.
For Fre´chet subdifferential ∂g(a), when g is differentiable, ∂g(a) = ∇g(a). Without loss of generality, we assume
that ∂f1(x1), ∂f2(x2), ∂F1(x1) and ∂F2(x2) are nonempty.
4.1 Existence of optimal values
The augmented Lagrangian function Equation (1) is nonconvex Because of the term ‖f1(x1)+f2(x2)‖22, therefore
Equations (2) and (3) are two nonconvex subproblems. In order to solve xk+11 and x
k+1
2 exactly, sufficient conditions
should be established to guarantee optimal values of the Equation (2) and (3), which are provided by the following
lemma. Due to space limit, the complete proof is provided in the supplementary material.
Lemma 1 (Existence of Optimal Values of Subproblems). Equation (2) and (3) in the Algorithm 1 have optimal
values if either of the following requirements is satisfied:
(1) (Unique Minimum). f1(x1) and f2(x2) are convex, and a unique minimum point exists for f1(x1) and f2(x2),
respectively.
(2) (Strong Convexity). F1(x1) and F2(x2) are strongly convex. Namely, there exists a scalar Li > 0 such that
∀ li, zi ∈ ∂Fi(li),
Fi(xi) > Fi(li) + zTi (xi − li) +
1
2
Li‖xi − li‖22
where i = 1, 2 and ∂Fi(li) is the regular subdifferential of Fi(li).
(3) (Linearity). f1(x1) and f2(x2) are linear.
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Proof. We show that the Equation (2) has an optimal value if any of these three sufficient conditions is satisfied. The
same proof is applied to Equation (3). The equivalent form of Equation (2) is shown as follows:
x1
k+1=argminx1F1(x1)+(ρ/2)‖f1(x1)+f2(xk2)+yk/ρ‖22 (14)
Our idea is that Equation (14) has a lower bound B(x1) in any of three sufficient conditions ,and we show that as
‖x1‖ → ∞, ‖B(x1)‖ → ∞, therefore the norm of Equation (14) approaches infinity as well and hence proves that
there exists a minimum in Equation (14) in any of three sufficient conditions.
(1) (Unique Minimum). Because f1(x1) is convex in this case, its regular subdifferential ∂f1(x1) exists. Suppose
a unique point a minimizes f1(x1), there always exists two points b and c such that b < a < c, f1(a) < f1(b) and
f1(a) < f1(c). According to the definition of the regular subdifferential, a constant d1 < 0 ∈ ∂f1(b) and a constant
d2 > 0 ∈ ∂f1(c) satisfy the following conditions:
f1(x1)+f2(x
k
2)+y
k/ρ
>dT1 (x1−b)+f1(b)+f2(xk2)+yk/ρ (15)
(f1(x1) > dT1 (x1 − b) + f1(b))
f1(x1)+f2(x
k
2)+y
k/ρ
>dT2 (x1−c)+f1(c)+f2(xk2)+yk/ρ (16)
(f1(x1) > dT1 (x1 − c) + f1(c))
Now we need to prove the following inequality:
‖f1(x1)+f2(xk2)+yk/ρ‖22
>‖max(dT1 (x1−b)+f1(b)+f2(xk2)+yk/ρ,
dT2 (x1−c)+f1(c)+f2(xk2)+yk/ρ, 0)‖22 (17)
For the sign of dT1 (x1−b)+f1(b)+f2(xk2)+yk/ρ and dT1 (x1−c)+f1(c)+f2(xk2)+yk/ρ, we discuss two possibilities:
(a). If at least one of them is positive, then f1(x1) + f2(xk2) + y
k/ρ > 0 from Inequality (15) or Inequality (16).
In this case, we have
f1(x1)+f2(x
k
2)+y
k/ρ
>max(dT1 (x1−b)+f1(b)+f2(xk2)+yk/ρ,
dT2 (x1−c)+f1(c)+f2(xk2)+yk/ρ, 0).
Taking the square of both sides, Inequality (17) is proven.
(b). If both of them are negative, thenmax(dT1 (x1−b)+f1(b)+f2(xk2)+yk/ρ, dT2 (x1−c)+f1(c)+f2(xk2)+yk/ρ, 0) = 0,
then Inequality (17) holds as well.
Next, applying the definition of regular subdifferential to F1(x1) at point a, we obtain
F1(x1) > F1(a) + gT (x1 − a) (18)
where g ∈ ∂F1(a). Adding Inequality (17) and Inequality (18), we have
F1(x1) + (ρ/2)‖f1(x1) + f2(xk2) + yk/ρ‖22
> F1(a) + gT (x1 − a) + (ρ/2)‖max(dT1 (x1 − b) + f1(b)
+f2(x
k
2)+y
k/ρ, dT2 (x1−c)+f1(c)+f2(xk2)+yk/ρ, 0)‖22.
As x1 → +∞, dT2 (x1−c)+f1(c)+f2(xk2)+yk/ρ→ +∞ since d2 > 0, the lower bound goes to +∞; if x1 → −∞,
dT1 (x1 − b) + f1(b) + f2(xk2) + yk/ρ→ +∞ since d1 < 0, the lower bound goes to +∞ as well. In other words, as
‖x1‖ approaches to infinity, the lower bound of Equation (2) also goes to infinity. Therefore Equation (14) contains an
optimal value.
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(2) (Strong Convexity). This condition can be simply proven by
F1(x1) + (ρ/2)‖f1(x1) + f2(xk2) + yk/ρ‖22
> F1(l1) + zT1 (x1 − l1) +
1
2
L1‖x1 − l1‖22
+ (ρ/2)‖f1(x1) + f2(xk2) + yk/ρ‖22
(strong convexity assumption)
> F1(l1) + zT1 (x1 − l1) +
1
2
L1‖x1 − l1‖22
(‖f1(x1) + f2(xk2) + yk/ρ‖22 ≥ 0)
The lower bound goes to∞ as ‖x1‖ → ∞ . As a result, Equation (14) contains an optimal value.
(3) (Linearity). In this case, the neADMM is reduced to the classic ADMM.
Lemma 2 covers a wide range of applications. For example, applications include optimization problems with sphere
constraints[16], which has been discussed in the previous section, satisfies the requirement of unique minimum. There-
fore, it satisfies Lemma 1, and is an special case of our neADMM framework.
4.2 Theoretical Analysis on Error Bound
In this section, we begin to analyze the error bound of the proposed neADMM, which is defined as follows:
Definition 3 (Error Bound). The error bound of Problem 2 is the gap between the objective value in the (k + 1)-th
iteration pk+1 and the optimal objective value p∗, namely pk+1 − p∗.
Then the following theorem gives the error bound of the neADMM.
Theorem 3 (Objective Boundness). Suppose Equations (2) and (3) satisfy Lemma 1, then the error bound is bounded
by
pk+1−p∗ 6ρ εk+1‖f2(xk+12 )−f2(xk2)‖1−(yk+1)T rk+1
where εk is the upper bound of ‖f1(xk1)− f1(x∗1)‖, p∗ is the optimal objective value of Problem 2.
Proof. To prove the error bound, we only need to prove the following two inequalities.
F1(x
k+1
1 ) + (y
k+1 − ρ(f2(xk+12 )− f2(xk2)))T f1(xk+11 )
6 F1(x1∗)+(yk+1−ρ(f2(x2k+1)−f2(x2k)))T f1(x∗1) (19)
F2(x
k+1
2 )+(y
k+1)Tf2(x
k+1
2 )6F2(x∗2)+(yk+1)T f2(x∗2) (20)
This is because we can add Inequalities (19) and (20) together using the equality constraint f1(x∗1) + f2(x
∗
2) = 0 to
obtain
pk+1 − p∗ 6 ρ(f2(xk+12 )− f2(xk2))
T
(f1(x
k+1
1 )−f1(x∗1))
−(yk+1)T rk+1 (21)
6 ρ εk+1‖f2(xk+12 )−f2(xk2)‖1 − (yk+1)T rk+1
(Cauchy-Schwarz Inequality).
Therefore, the error bound is proven. Now we prove Inequality (19) as follows:
Because Equation (2) satisfies Lemma 1, there exists xk+11 such that it minimizes Lρ(x1, x
k
2 , y
k), we apply the
optimality condition of Equation (2) to obtain
0∈∂F1(xk+11 )+(yk)T ∂f1(xk+11 )+ρ(f1(xk+11 )+f2(xk2))T∂f1(xk+11 )
where ∂F1(xk+11 ) is the regular subdifferential of F1(x
k+1
1 ). By substituting y
k = yk+1 − ρrk+1 and rk+1 =
f1(x
k+1
1 ) + f2(x
k+1
2 ),
0 ∈ ∂F1(xk+11 )+(yk+1−ρ(f2(xk+12 )−f2(xk2)))T∂f1(xk+11 ).
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This implies that xk+11 minimizes F1(x1) + (y
k+1 − ρ(f2(xk+12 )− f2(xk2)))T f1(x1). It follows Inequality (19).
The proof of Inequality (20) is shown as follows.
Because Equation (3) satisfies Lemma 1, there exists xk+12 such that it minimizes Lρ(x
k+1
1 , x2, y
k), we apply the
optimality condition of Equation (3) to obtain
0∈∂F2(xk+12 )+(yk)T∂f2(xk+12 )+ρ(f1(xk+11 )+f2(xk+12 ))T∂f2(xk+12 )
By substituting yk+1 = yk + ρ(f1(xk+11 ) + f2(x
k+1
2 )), we have
0 ∈ ∂F2(xk+12 ) + (yk+1)T∂f2(xk+12 )
This implies that xk+12 minimizes F2(x2) + (y
k+1)T∂f2(x2), Inequality (20) follows that.
4.3 Theoretical Analysis on Convergence
Theorem 3 provides a lower bound to the optimal value p∗ given εk+1. Next, we step forward to analyze conver-
gence under a special condition called saddle point assumption, which leads to strong duality.
We first formulate the unaugmented Lagrangian as L0(x1, x2, y) = F1(x1) +F2(x2) + yT (f1(x1) + f2(x2)) and
begin with the following assumption:
Assumption 1 (Saddle Point Assumption) (x∗1, x∗2, y∗) is a saddle point for the unaugmented LagrangianL0(x1, x2, y).
In other words, there exists a point (x∗1, x
∗
2, y
∗) for Lagrangian L0 such that for any (x1, x2, y), we have
L0(x
∗
1, x
∗
2, y) 6 L0(x∗1, x∗2, y∗) 6 L0(x1, x2, y∗) (22)
The Assumption 1 is equivalent of the strong duality [7]. Some nonconvex optimization problems are proven to
satisfy the strong duality such as some of Quadratically Constrained Quadratic Program (QCQP) [12] and enjoy the
convergence properties stated in the following theorem where rk and sk are the primal and dual residual defined in
Algorithm 1, respectively, and pk and yk are the objective value and the dual variable in the k-th iteration, respectively.
Theorem 4 (Convergence Properties). The neADMM satisfies the following convergence properties:
(1). Residual convergence. This implies rk → 0 and sk → 0 as k →∞.
(2). Objective convergence. This means pk → p∗ as k →∞.
(3). Dual variable convergence. This means yk converges (not necessarily to y∗) as k →∞.
Proof. We set (x1, x2, y) = (xk+11 , x
k+1
2 , y
k+1) in the Inequality (22) and obtain
p∗ − pk+1 6 (y∗)T rk+1. (23)
(pk+1 and p∗ defined in Table 1).
By adding Inequality (21) and Inequality (23), regrouping terms and multiplying by 2, we have
2(yk+1 − y∗)T rk+1
+ 2ρ(f2(x
k+1
2 )− f2(xk2))
T
(f1(x
∗
1)− f1(xk+11 )) 6 0
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Then we rewrite these terms step by step, the first term is regrouped as
2(yk+1 − y∗)T rk+1
= 2(yk − y∗)rk+1 + ρ‖rk+1‖22 + ρ‖rk+1‖22
( yk+1 = yk + ρrk+1)
=
2
ρ
(yk − y∗)T (yk+1 − yk) + 1
ρ
‖yk+1−yk‖22+ρ‖rk+1‖22
( rk+1 = (yk+1 − yk)/ρ.)
=
2
ρ
(yk − y∗)T ((yk+1 − y∗)− (yk − y∗))
+
1
ρ
‖(yk+1 − y∗)− (yk − y∗)‖22 + ρ‖rk+1‖22
(add y∗ and subtract y∗ at the same time.)
=
1
ρ
(‖yk+1 − y∗‖22−‖yk−y∗‖22)+ρ‖rk+1‖22
( (yk − y∗)T (yk − y∗) = ‖yk − y∗‖22.)
We rewrite the remaining items, where ρ‖rk+1‖22 is taken from the first term.
2ρ(f2(x
k+1
2 )− f2(xk2))
T
(f1(x
∗
1)− f1(xk+11 )) + ρ‖rk+1‖22
= 2ρ(f2(x
k+1
2 )−f2(xk2))T (f2(xk+12 )−rk+1−f2(x∗2))+ρ‖rk+1‖22
( rk+1=f1(xk+11 )+f2(x
k+1
2 ) and f1(x
∗
1)+f2(x
∗
2)=0.)
= 2ρ(f2(x
k+1
2 )− f2(xk2))T (f2(xk+12 )− f2(x∗2))
− 2ρ(f2(xk+12 )− f2(xk2))T rk+1 + ρ‖rk+1‖22
= 2ρ(f2(x
k+1
2 )− f2(xk2))T ((f2(xk+12 )− f2(xk2))
+ (f2(x
k
2)−f2(x∗2))−2ρ(f2(xk+12 )−f2(xk2))T rk+1+ρ‖rk+1‖22
(add f2(xk2) and subtract f2(x
k
2) at the same time.)
= 2ρ‖f2(xk+12 )− f2(xk2)‖22
+ 2ρ(f2(x
k+1
2 )− f2(xk2))T (f2(xk2)− f2(x∗2))
− 2ρ(f2(xk+12 )− f2(xk2))T rk+1 + ρ‖rk+1‖22
= ρ‖f2(xk+12 )− f2(xk2)‖22 − 2ρ(f2(xk+12 )− f2(xk2))T rk+1
+ ρ‖rk+1‖22 + 2ρ(f2(xk+12 )− f2(xk2))T (f2(xk2)− f2(x∗2))
+ ρ‖f2(xk+12 )− f2(xk2)‖22
= ρ‖f2(xk+12 )− f2(xk2)− rk+1‖22 + ρ‖f2(xk+12 )− f2(xk2)‖22
+ 2ρ(f2(x
k+1
2 )− f2(xk2))T (f2(xk2)− f2(x∗2))
= ρ‖f2(xk+12 )− f2(xk2)− rk+1‖22
+ ρ‖(f2(xk+12 )− f2(x∗2))− (f2(xk2)− f2(x∗2))‖22
+ 2ρ((f2(x
k+1
2 )− f2(x∗2))
− (f2(xk2)− f2(x∗2)))T (f2(xk2)− f2(x∗2))
(add f2(x∗2) and subtract f2(x
∗
2) at the same time).
= ρ‖f2(xk+12 )− f2(xk2)− rk+1‖22 + ρ‖f2(xk+12 )− f2(x∗2)‖22
− ρ‖f2(xk2)− f2(x∗2)‖22
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As a result, we have
ρ‖f2(xk+12 )−f2(xk2)−rk+1‖22+ρ‖f2(xk+12 )−f2(x∗2)‖22
−ρ‖f2(xk2)−f2(x∗2)‖22+
1
ρ
(‖yk+1−y∗‖22 − ‖yk−y∗‖22)60
Let the Lyapunov function V k = ρ‖f2(xk2)− f2(x∗2)‖22 + 1ρ‖yk − y∗‖22, then the above inequality could be rewritten
as
V k+1 6 V k − ρ‖f2(xk+12 )− f2(xk2)− rk+1‖22
On the other hand, recall that xk+12 minimizes F2(x2)+(y
k+1)T f2(x2) and xk2 minimizes F2(x2)+(y
k)T f2(x2), we
add
F2(x
k+1
2 ) + (y
k+1)T f2(x
k+1
2 ) 6 F2(xk2) + (yk+1)T f2(xk2)
and
F2(x
k
2) + (y
k)T f2(x
k
2) 6 F2(xk+12 ) + (yk)T f2(xk+12 )
together and apply yk+1 = yk + ρrk+1, we have
(f2(x
k+1
2 )− f2(xk2))T rk+1 6 0
Therefore,
V k+1 6 V k − ρ‖f2(xk+12 )− f2(xk2)− rk+1‖22
6 V k − ρ‖f2(xk+12 )− f2(xk2)‖22 − ρ‖rk+1‖22
Iterating the above inequality gives that∑∞
k=1
ρ‖f2(xk+12 )−f2(xk2)‖22+ρ‖rk+1‖22 6 V0 (24)
Inequality (24) illustrates that the infinite series {‖f2(xk+12 )−f2(xk2)‖22+ρ‖rk+1‖22} has a finite sum and therefore the
term in this series is convergent towards 0. In other words, lim
k→∞
‖f2(xk+12 )−f2(xk2)‖22+ρ‖rk+1‖22 = 0, or lim
k→∞
rk = 0,
lim
k→∞
sk = 0. yk converges (not necessarily y∗) because yk+1 = yk + ρrk+1 and lim
k→∞
rk = 0. Recall back Inequality
(23) and (21), the right side of inequalities approaches zero. As a result, pk → p∗ as k →∞. Overall, all convergence
properties are proven.
The above theorem confirms that 1) residuals rk and sk, 2) the objective value pk, and 3) the dual variable yk enjoy the
convergence properties. However, similar to the classic ADMM [6], it is not necessary that xk1 and x
k
2 are convergent.
Analogy to the learning rate in gradient descent [6], the penalty parameter ρ in ADMM can also vary in order to
achieve different convergence patterns. In addition, the following theorem suggests that the above convergence result
not only holds for constant ρ, but is also applicable when ρ is slowly increasing in each iteration.
Theorem 5. ∃{ρk} such that ρk+1 > ρk > 0 ,‖f2(xk2) − f2(x∗2)‖ = o(1/ρk), ‖rk‖ = o(1/ρk) and ρk → ∞
preserves convergence.
Proof. We substitute ρk+1 for the constant ρ in the proof of Theorem 4, the same proof is applied before Inequality
(24). In this case, Inequality (24) becomes∑∞
k=1
ρk+1‖f2(xk+12 )−f2(xk2)‖22+ρk+1‖rk+1‖22 6 V0
Therefore we have ρk+1‖f2(xk+12 )−f2(xk2)‖22 → 0 and ρk+1‖rk+1‖22 → 0 as k → +∞. Since {ρk} is an increasing
sequence and ‖f2(xk2)−f2(x∗2)‖ = o(1/ρk) and ‖rk‖ = o(1/ρk). we have ‖f2(xk+12 )−f2(xk2)‖22 → 0 and ‖rk+1‖22 →
0 as k → +∞. In other words, lim
k→∞
rk = 0 and lim
k→∞
sk = 0. yk+1 converges (not necessarily y∗) because yk+1 =
yk+ρrk+1 and ‖rk‖ = o(1/ρk). the right side of Inequalities (23) and (21) approach 0. because ‖f2(xk2)−f2(x∗2)‖ =
o(1/ρk) and ‖rk‖ = o(1/ρk). As a result, pk → p∗ as k →∞. Overall, all convergence properties are proven.
Theorem 5 implies that there exists an increasing sequence of ρk such that it preserves the convergence of the
neADMM. Because the increasing rate of ρk should be upper bounded by ‖f2(xk2) − f2(x∗2)‖ and ‖rk‖, in practice,
we may set a slightly increasing sequence of {ρk} such as ρk+1 = ρk + 0.01.
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4.4 Analysis on Convergence Rate
In this section, the sublinear convergence rate O(1/t) of the neADMM will be proven using the variational
inequality framework based on the convergence proven in the previous section. To achieve this, our Problem 2 is
reformulated equivalently to the variational inequality problem [13]:
Problem 5 (Variational Inequality Reformulation). Find w∗ = (f1(x∗1), f2(x
∗
2), y
∗)T ∈ Ω = Rd×d×d such that
H(u)−H(u∗)+(w−w∗)TJ(w∗)>0,∀w ∈ Ω (25)
where
u = (x1, x2)
T , w = (f1(x1), f2(x2), y)
T
H(u)=F1(x1)+F2(x2), J(w)=(y, y,−f1(x1)−f2(x2))T
The following fact will be used frequently.
(w1−w2)T (J(w1)−J(w2)) = 0,∀w1, w2 ∈ Ω (26)
Firstly, we describe the property of the solution set Ω∗ in Problem 5. The below theorem extends from Theorem
2.1 in [13] and Theorem 2.3.5 in [11].
Theorem 6. The solution set of Problem 5, namely Ω∗ is convex and can characterized as
Ω∗=∩w∈Ω{w∈Ω :H(u)−H(u)+(w−w)TJ(w)>0}
Proof. Firstly, we prove that Ω∗ ⊆ ∩w∈Ω{w ∈ Ω : H(u)−H(u)+ (w−w)TJ(w) > 0}. In other words, ∀w ∈ Ω∗,
we prove H(u)−H(u) + (w − w)TJ(w) > 0. The fact that (w−w)T (J(w)−J(w)) = 0 implies
H(u)−H(u) + (w − w)TJ(w) > 0,∀w ∈ Ω
As a result, w ∈ ∩w∈Ω{w ∈ Ω : H(u)−H(u) + (w − w)TJ(w) > 0}.
Next, ∀w ∈ ∩w∈Ω{w ∈ Ω : H(u)−H(u) + (w−w)TJ(w) > 0}, we let w′ = θw+ (1− θ)w (0 6 θ 6 1) and
w be arbitrary. We have
H(u
′
)−H(u) + (w′ − w)TJ(w′) > 0 (27)
Since H(u
′
) 6 θH(u) + (1− θ)H(u) and substitute it for Equation (27), we have
H(u)−H(u) + (w − w)TJ(θw + (1− θ)w) > 0
Let θ → 1 and w′ → w,
H(u)−H(u) + (w − w)TJ(w) > 0,∀w ∈ Ω. (28)
Hence w ∈ Ω∗ and the theorem holds.
Lastly, we need to prove the convexity ofΩ∗. For fixedw ∈ Ω, the set {w ∈ Ω : H(u)−H(u)+(w−w)TJ(w) >
0} is convex, so their intersection is convex.
The above theorem suggests that the solution set Ω∗ is the intersection of all convex sets {w∈Ω :H(u)−H(u)+(w−
w)TJ(w)>0}. This implies that we can find an ε−optimal solution w˜ if it satisfiesH(u)−H(u˜)+(w−w˜)TJ(w) 6 ε
for ∀w ∈ Ω after t iterations. Therefore we focus on finding such a new sequence of solutions and exploring the
convergence rate. First, we introduce two new sequences:
u˜k = (F1(x˜
k
1), F2(x˜
k
2))
w˜k = (f1(x˜
k
1), f2(x˜
k
2), y˜
k)T (29)
=(f1(x
k+1
1 ), f2(x
k+1
2 ), y
k+ρ(f1(x
k+1
1 )+f2(x
k
2)))
T
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To make the following proofs more concise, we define some important matrices.
C=
[
ρA O2d×d
B 1ρId
]
D=
[
ρA O2d×d
Od×2d 1ρId
]
E=
[
I2d O2d×d
ρB Id
]
G= C+CT−ETDE (30)
where
A =
[
Od Od
Od Id
]
B = [Od, Id]
such that Od ∈ Rd×d and Id ∈ Rd×d represent a zero and identity matrix , respectively. We find that C = DE and
wk+1 = wk − E(wk − w˜k). (31)
Besides, the notation of G implies that it is symmetric and positive semi-definite because
G=CT+C−ETDE=
[
2ρA BT
B 2ρId
]
−
[
I2d ρB
T
Od×2d Id
]
×
[
ρA O2d×d
B 1ρId
]
=
1
ρ
[
Od Od×2d
O2d×d A
]
0.
using the fact that BTB = A.
In the next two sections, we establish the worst-case convergence rate in two senses. In an ergodic sense, we
discuss the convergence rate of the average of {w˜k}. In a nonergodic sense, we explore the convergence rate of {w˜k}.
In an Ergodic Sense Firstly, we need to prove the following theorem.
Theorem 7. Let w˜k be defined in Equation (29). Then ∀w ∈ Ω
H(u)−H(u˜k)+(w−w˜k)T (J(w˜k)−C(wk−w˜k))>0 (32)
Proof. Firstly, the optimality conditions of two subproblems are given
∀x1, F1(x1)− F1(xk+11 )
+(f1(x1)− f1(xk+11 ))T (yk+ρ(f1(xk+11 )+f2(xk2))) > 0,
∀x2, F2(x2)−F2(xk+12 )+(f2(x2)−f2(xk+12 ))T yk+1 > 0
After substituting w˜k and u˜k into these inequalities, we have
∀x1, F1(x1)− F1(x˜k1) + (f1(x1)− f1(x˜k1))T y˜k > 0
∀x2, F2(x2)− F2(x˜k2) + (f2(x2)− f2(x˜k2))T yk+1 > 0
We add them together to get
∀u,H(u)−H(u˜) + (f1(x1)− f1(x˜k1))T y˜k
+ (f2(x2)− f2(x˜k2))T yk+1 > 0
Because yk+1 = y˜k + ρ(f2(x˜k2)− f2(xk2)), substitute yk+1 for y˜k into the above inequality and for ∀u, y we get
H(u)−H(u˜)+(f1(x1)−f1(x˜k1)+f2(x2)−f2(x˜k2))T y˜k
+ρ(f2(x2)−f2(x˜k2))T (f2(x˜k2)− f2(xk2)) > 0
It follows that
(−f2(x˜k2)−f1(x˜k1))+(f2(x˜k2)−f2(xk2))+(1/ρ)(y˜k−yk)=0
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combining the above two results, for ∀w ∈ Ω, u we have
H(u)−H(u˜k) + (w − w˜k)TJ(w˜k)
− ρ(f2(x2)− f2(x˜k2)T (f2(xk2)− f2(x˜k2))
− (y−y˜k)T (f2(xk2)−f2(x˜k2))−(1/ρ)(y−y˜k)T (yk−y˜k)>0.
Recall the definition of C, the desired inequality is proven.
From the above theorem, we find that if C(wk − w˜k) = O, then w˜ is the optimal solution to Problem 3. Applying
Equation (26) and C = DE, the above theorem can be rewritten as
∀w ∈ Ω,H(u)−H(u˜k) + (w − w˜k)TJ(w)
> (w − w˜k)TDE(wk − w˜k) (33)
To deal with the right side of the above inequality, we change it in term of the norm form ‖w − wk‖D = ((w −
wk)TD(w − wk)) 12 , which is summarized as the following theorem.
Theorem 8. Let w˜k be defined in Equation (29) and matrices D and E be defined in Equation (30), then for ∀w ∈ Ω,
we have
(w − w˜k)TDE(wk − w˜k)
=(1/2)(‖w−wk+1‖2D−‖w−wk‖2D+‖wk−w˜k‖2G) (34)
Proof. Firstly, (w − w˜k)TDE(wk − w˜k) = (w − w˜k)TD(wk − wk+1) by Equation (31), then applying identity
(a− b)TD(c− d)
= (1/2)(‖a−d‖2D−‖a−c‖2D)+(1/2)(‖c−b‖2D−‖d−b‖2D)
we have
(w − w˜k)TD(wk − wk+1)
= (1/2)(‖w−wk+1‖2D−‖w−wk‖2D)
+ (1/2)(‖wk−w˜k‖2D−‖wk+1−w˜k‖2D).
We notice that
‖wk − w˜k‖2D − ‖wk+1 − w˜k‖2D
= ‖wk − w˜k‖2D − ‖wk − w˜k − (wk − wk+1)‖2D
= ‖wk − w˜k‖2D − ‖wk − w˜k − E(wk − w˜k+1)‖2D
= (wk − w˜k)T (2DE − ETDE)(wk − w˜k)
= (1/ρ)‖yk − y˜k‖22
= (wk − w˜k)TG(wk − w˜k)
= ‖wk − w˜k‖2G
using the notation of G. Therefore the equality holds.
Thanks to this above theorem, we have the following corollary:
Corollary 1. Let w˜k be defined in Equation (29) and matrices D and E be defined in Equation (30), then for ∀w ∈ Ω
we have
(w − w˜k)TDE(wk − w˜k)
> (1/2)(‖w − wk+1‖2D − ‖w − wk‖22) (35)
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Proof. It follows directly from Equation (34) by ‖wk − w˜k‖2G > 0.
The above corollary is the direct result of Theorem 8, which will be used in the following main theorem: the sublinear
convergence rate O(1/t) is proven.
Theorem 9. Let C be defined in Equation (30). For any integer number t > 0, we define w˜t, the average of w˜k which
is given in Equation (29) as
w˜t =
1
t+ 1
∑t
k=0
w˜k.
Then w˜t ∈ Ω and ∀w ∈ Ω we have
H(u˜t)−H(u)+(w˜t−w)TJ(w)6 1
2(t+1)
‖w−w0‖2D (36)
Proof. It is easy to prove that w˜t ∈ Ω directly from Equation (31). Equation (33) and (35) imply that for ∀w ∈ Ω, we
have
H(u)−H(u˜k) + (w − w˜k)TJ(w)
> (1/2)(‖w − wk+1‖2D − ‖w − wk‖2D)
Summing it over k = 0, 1, · · · , t, for ∀w ∈ Ω we have
(1 + t)H(u)−
t∑
i=0
H(u˜i) + ((1 + t)w −
t∑
i=0
w˜i)TJ(w)
> −(1/2)‖w − w0‖2D
Hence for ∀w ∈ Ω
1
1 + t
t∑
i=0
H(u˜i)−H(u) + ( 1
t+ 1
t∑
i=0
w˜i − w)TJ(w)
6 1
2(t+ 1)
‖w − w0‖2D,
The convexity of H(u˜t) leads to H(u˜t) 6 11+t
∑t
i=0H(u˜
i), and substitute it and the definition of w˜k into the above
inequality, the theorem follows directly.
From the above theorem, we find that the sequence {w˜k} is an approximation solution of Problem 3 after t iterations
with convergence rate O(1/t) in an ergodic sense.
In a Nonergodic Sense In this section, we explore the worst-case convergence rate of the w˜k defined in Equation
(29). The following theorem is the first step to establish the sublinear convergence rate.
Theorem 10. Let w˜ be defined in Equation (29) and matrices C, D and E be defined in Equation (30), then we have
(wk−w˜k)TETDE((wk−w˜k)−(wk+1 − w˜k+1))
> (1/2)‖(wk − w˜k)− (wk+1 − w˜k+1)‖2(CT+C) (37)
Proof. Firstly, we set w = w˜k+1 in Inequality (32) and obtain
H(u˜k+1)−H(u˜k)
> (w˜k − w˜k+1)T (J(w˜k)− C(wk − w˜k)). (38)
Next we let k := k + 1 in Inequality (32) and for ∀w ∈ Ω we have
H(u)−H(u˜k+1)
> (w˜k+1 − w)T (J(w˜k+1)− C(wk+1 − w˜k+1)),
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and we set w = w˜k and get
H(u˜k)−H(u˜k+1)
>(w˜k+1−w˜k)T (J(w˜k+1)−C(wk+1−w˜k+1)). (39)
We sum Inequality (38) and (39) up to obtain
(w˜k+1 − w˜k)TC((wk+1 − w˜k+1)− (wk − w˜k)) > 0
using Equation (26). Adding the term
((wk+1 − w˜k+1)− (wk − w˜k))TC((wk+1 − w˜k+1)− (wk − w˜k))
in the both side of the above inequality and using the fact that wTCw = 12w
T (CT + C)w, we have
(wk+1 − wk)TC((wk+1 − w˜k+1)− (wk − w˜k))
> (1/2)‖(wk+1 − w˜k+1)− (wk − w˜k)‖2CT+C .
using Equation (31) and C = DE, the theorem is proven.
The next two theorems are the keys to prove the sublinear convergence rate in a nonergodic sense.
Theorem 11. Let w˜ be defined in (29) and matrices C, D and E be defined in (30), then we have
‖E(wk+1 − w˜k+1)‖D 6 ‖E(wk − w˜k)‖D (40)
Proof. Setting a = E(wk − w˜k) and b = E(wk+1 − w˜k+1) in the identity
‖a‖2D − ‖b‖2D = 2aTD(a− b)− ‖a− b‖2D,
We obtain
‖E(wk − w˜k)‖2D − ‖E(wk+1 − w˜k+1)‖2D
= 2(wk − w˜k)TETDE((wk − w˜k)− (wk+1 − w˜k+1))
− ‖E(wk − w˜k)− E(wk+1 − w˜k+1)‖2D,
Applying Inequality (37) to the right side of the above equality, we have
‖E(wk − w˜k)‖2D − ‖E(wk+1 − w˜k+1)‖2D
> ‖(wk − w˜k)− (wk+1 − w˜k+1)‖2(CT+C)
− ‖E(wk − w˜k)− E(wk+1 − w˜k+1)‖2D
= ‖(wk − w˜k)− (wk+1 − w˜k+1)‖2G > 0
using the notation of G. The theorem follows directly.
Theorem 12. Let w˜ be defined in Equation (29) and matrices D and G be defined in Equation (30), then we have
‖wk+1 − w∗‖2D 6 ‖wk − w∗‖2D − ‖wk − w˜k‖2G (41)
Proof. We let w = w∗ in Inequality (33) and Equation (34) to get
H(u∗)−H(u˜k) + (w∗ − w˜k)TJ(w∗)
> (w∗ − w˜k)TDE(wk − w˜k) (42)
(w∗ − w˜k)TDE(w∗ − w˜k)
=
1
2
(‖w∗−wk+1‖2D−‖w∗−wk‖2D+‖wk−w˜k‖2G) (43)
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We add Inequality (42) and Equation (43) to get
‖wk+1 − w∗‖2D 6 ‖wk − w∗‖2D − ‖wk − w˜k‖2G
+ 2(H(u∗)−H(u˜k) + (w∗ − w˜k)TJ(w∗))
6 ‖wk − w∗‖2D − ‖wk − w˜k‖2G
where the second inequality uses Problem 3 with w = w˜k.
It follows from Inequality (41) and G  0 that there is a constant c0 > 0 such that
‖wk+1−w∗‖2D6‖wk−w∗‖2D−c0‖E(wk−w˜k)‖2D (44)
Now we are ready to prove the sublinear convergence rate O( 1t ) in the nonergodic sense.
Theorem 13. Let w˜ be defined in Equation (29) and matrices D and E be defined in Equation (30), for any integer
t > 0, we have
‖E(wt − w˜t)‖2D 6
1
(t+ 1)c0
‖w0 − w˜∗‖2D (45)
Proof. It follows from Equation (44) that
c0
∑∞
i=0
‖E(wi − w˜i)‖2D 6 ‖w0 − w˜∗‖2D.
Equation (40) implies that ‖E(wk − w˜k)‖2D is non-increasing and hence
(t+ 1)‖E(wt − w˜t)‖2D 6
∑t
i=0
‖E(wi − w˜i)‖2D.
As a result, the theorem follows directly.
Suppose L = inf{‖w0 − w˜∗‖2D|w˜∗ ∈ Ω∗}, the above theorem implies that for given ε > 0, there exists t = bL2/c0c
to ensure that ‖E(wt − w˜t)‖2D 6 ε. Therefore, the sublinear convergence rate O(1/t) is built.
It is important to point out that the sublinear convergence rate O(1/t) is proven under the worst case. In special
conditions such as strong convexity of F1(x1) and F2(x2), the convergence rate maybe proven to be linear, see [20]
for further reference.
4.5 Numeric Examples
We give two concrete numeric examples and prove that the Assumption 1 is satisfied and our previous convergence
results are applicable to them. For the sake of the simplicity, each variable is scalar in the following two examples:
Example 1: min x+ z, s.t.
√
x+
√
z = 1
Example 2: min x+ z, s.t. x2 + z2 = 1
where both Examples 1 and 2 are special cases of Problem 2 and satisfy the framework of neADMM as shown in the
following theorem.
Example Optimal Value Optimal Point(x,z)
Example 1 0.5 (0.25,0.25)
Example 2 −√2 (−√2/2,−√2/2).
Table 2. The objective values and optimal points of two examples.
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Theorem 14. Both Example 1 and 2 meet the Assumption 1.
Proof. To verify this argument, we prove equivalently that two examples satisfy the strong duality assumption. In
other words, the optimal dual problems are the same as primal problems, whose solutions are displayed in Table 2.
Example 1: We form the unaugmented Lagrangian function L0(x, z, y) = x+ z + y(
√
x+
√
z − 1). The solution to
minx,z L0(x, z, y) is displayed as follows:
x∗ = z∗ =
{
0, y ≥ 0
y2/4, y < 0
L0(x
∗, z∗, y) =
{
− y, y ≥ 0
− 1/2(y + 1)2 + 1/2, y < 0
Therefore the maximum of the unaugmented Lagrangian maxy L0(x∗, z∗, y) = 1/2, which coincides with the optimal
objective value of the primal problem.
Example 2: The unaugmented Lagrangian function L0(x, z, y) = x + z + y(x2 + z2 − 1). The solution to
minx,z L0(x, z, y) is
x∗ = z∗ =
{
− 1/(2y), y > 0
−∞, y ≤ 0
L0(x
∗, z∗, y) =
{
− y − 1/(2y), y > 0
−∞, y ≤ 0
The maximum of the unaugmented Lagrangian is maxy L0(x∗, z∗, y) = −
√
2 when y = −√2/2 and it equals the
optimal objective value of the primal problem.
Examples 1 and 2 are two nonconvex problems, however, the neADMM algorithm is guaranteed converges on two
examples by Theorem 4, which will be verified in the experiments.
5 Experiments
In the experiment section, we evaluate our neADMM with several practical applications: two numerical examples
are used to illustrate convergence properties when the Assumption 1 holds; the 1-bit compressive sensing and multi-
instance learning are considered as applications of our neADMM framework. The effectiveness of our novel neADMM
is assessed against a state-of-the-art method in two applications, respectively. They were conducted on a 64-bit machine
with InteLoss(R) core(TM)processor (i7-6820HQ CPU@ 2.70GHZ) and 16.0GB memory.
5.1 Two Numerical Examples
Firstly, two numeric examples mentioned in the previous section are provided for testing convergence properties
of our neADMM. We chose two strategies of updating ρ: (1) ρk+1 = 1; (2) ρk+1 = ρk + 0.01 with ρ0 = 1. The
maximal iteration were was set to 30.
Figure 1 shows residual and objective value plots of two examples with two strategies of updating ρ. The con-
vergence trend of two examples was insensitive to the choice of updating ρ: in Figure 1(a) and (c), the neADMM
converged to the optimal points within tens of iterations in two examples. r and s decreased drastically in less than
10 iterations, then dropped slowly as they approached to 0; In Figure 1(b) and (d), we find that objective values either
increased or decreased monotonously when r and s decreased drastically, and then remained convergent.
5.2 1-bit Compressive Sensing
In this experiment, we compare our neADMM in the 1-bit signal reconstruction problem with the Randomized
Fix Point Continuation algorithm (RFPC) [5]. In the 1-bit compressive sensing problem, RFPC is a variation of fixed
point continuation algorithm, which performed better than the LARS algorithm with the LASSO modification [5]. The
key parameters are shown as follows: N represents the number of signals, M denotes the number of measurements
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(a). Residuals
when ρ = (1).
(b). Objective values
when ρ = (1).
(c). Residuals
when ρ = (2).
(d). Objective values
when ρ = (2).
Fig. 1. Iteration versus residuals r and s and objective value for two examples when ρ is chosen from two updating strategies: they
both converged.
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and K denotes sparsity of signals, or the number of nonzero signals. The common tuning variable λ and the penalty
parameter ρ were set to 10 and 1,000, respectively. To be fair, we assigned the same initial values to two methods.
Figure 2 shows the relationship between number of measurements and objective values for different choices of
K. Overall, the objective values of the neADMM were far lower than these of the RFPC and the trend for different
choices ofK was similar. For example, whenK = 16, the objective values of the neADMM were around 20 no matter
how many measurements were used. However, these of the RFPC increased slightly with fluctuation. This huge gap
between the objective values of two methods suggested that the neADMM achieved a solution close to the optimal
value.
K=16 K=32
K=48 K=64
Fig. 2. Measurements versus objective values for different choices of K: the neADMM outperformed the RFPC.
5.3 Vaccine Adverse Event Detection
In this experiment, we validate the effectiveness of our neADMM against a baseline in the multi-instance learning
problems. Specifically, We apply our neADMM framework to the vaccine adverse event detection problem, which is
an important application of multi-instance learning, compared with the selector variable method [2].
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Data Retrieval The input Twitter data were downloaded in compliance with the Twitter policies1. We queried the
Twitter API to obtain the tweets that were potentially related to the topic ”flu shot” by the query between Jan 1, 2011
and Apr 15, 2015 in the United States. The retrieved tweets contained 41,438 tweets from 1,572 users where 566 were
labeled as positive users and 1,006 were negative. 80% of them were trained with the classifier and the remaining 20%
were used for testing.
Parameter Settings and Metrics In Problem 4, we used a logistic regression classifier and set the loss function
L(•) to be a log loss, the regularization term was set to `1 penalty: ω(β) = λ‖β‖1 where λ > 0 is a regularization
parameter and was set to 1. The penalty parameter in the neADMM ρ was set to 0.1. The maximal number of iteration
was set to 1000. The selector variable method was chosen as a baseline for comparison [2]: the Multi-Instance Domain
Adaptation (MIDA) method, which was solved by the selector variable method, achieved superior experimental results
[28]. When it comes to metrics, the Receiver Operating Characteristics (ROC) curve and Precision Recall (PR) curve
are two important critera to evaluate classification performance as the threshold varies.
Performance Figure 3 shows the plots of residuals and objective values. In Figure 3(a), the primal and dual residuals
decreased at the same time, but the slopes were different: the primal residual started with a lower point and dropped
smoothly towards zeros whereas the the dual residual was initialized as a much large point and tumbled down sharply
above the primal residual. Unfortunately, comprehensive trials concluded that residuals of the neADMM vibrated
between a small interval. However, the result is sufficient for real applications. The objective value of our neADMM
compared with that of the selector variable with respect to the iteration is shown in Figure 3(b). Interestingly, the
objective value of the selector variable method remained stable while that of neADMM began with a large value
and dropped substantially to a value less than 700. The neADMM surpassed the selector variable method after 250
iterations. It is also noticeable that the more iterations are, the less value decline of the neADMM. This implies that
hundreds of iterations are enough to terminate for practical use.
The ROC curve and the PR curve of the classifier solve by the neADMM against the selector variable method are
shown in Figure 4(a) and (b), respectively. In the ROC curve, the X axis and the Y axis represent the False Positive
Rate and the True Positive Rate, respectively. In the PR curve, the X axis and the Y axis represent Recall and Precision,
respectively. The ROC curve of the selector variable method is surrounded by that of the neADMM. In fact, the area
under the ROC curve of the neADMM was 0.8901, compared with 0.8222 of the selector variable method. But in the
PR curve, the curve of the neADMM located below that of the selector variable method when the Recall was under 0.5
whereas the situation was reversed after that. The areas under the PR curve of the neADMM and the selector variable
method were 0.7961 and 0.7759, respectively.
6 Conclusions and Future Work
This paper proposes neADMM, a new generic nonconvex ADMM framework that focuses on the nonlinear
equality-constrained problems. The theoretical properties including error bound and convergence are comprehensively
analyzed. Two specific popular applications are examined thoroughly to ensure every subproblem has an optimal value.
Finally, extensive experiments were conducted to demonstrate the convergence properties as well as the effectiveness
of our neADMM against several state-of-the-art methods. In the future work, the improved convergence rate of the
neADMM will explored on more specific conditions. We may also discuss other conditions which will lead to global
convergence.
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