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Abstract
Society is evolving and technology is making this evolve enforceable. Some
examples of it are: the way people communicate, the working methods, or the
processes to identify.
The science of biometrics is based on discovering the identities of human. The
way it is done, is by investigating their physical or behavioral traits. Signature
belong to behavioral traits. It has been used for last 5 centuries to give authorship
of a work or to accept an agreement. Nowadays it is still the most accepted
biometric recognition technique.
This project will create a functional identification system using a embedded
processor. The trait under study will be the signature.
Keywords: Raspberry Pi,signature recognition, DTW, Wacom.
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Summary
Biometrics identification systems are becoming more used. Nowadays it is com-
mon to find biometric sensors in technology devices such as smart phones and
computers. These systems are designed to verify the identity, not to identify it.
0.1. Definition of the project
The aim of this project is to develop a prototype of a signature recognition
system with a embedded processor. The prototype will prove the possibility of
using embedded processors for biometric identification (not only verify).
The system will be designed for the final user. The interface will be as simple
as possible but also the system delay should be low to prevent rejection of the
device. To reach this low computation time, diﬀerent algorithms will be under
study, and also diﬀerent improvements.
As the device should be a functional prototype, a low error rate should be
reached. During the developing, the software has been optimized for the chosen
hardware, lowering the error rate until achieving good values.
0.2. Algorithm and hardware election
To succeed in this project, diﬀerent hardwares and algorithms have been in-
vestigated. Following, these concepts will be explained in more detail.
Hardware
There is various possibilities of embedded processors in the market. The one
chosen was the Raspberry Pi 1 model B+ for diﬀerent reasons. This board gives
high connectivity as well as many possibilities of expansion in the future. Also
Unix operating systems can be installed in the hardware. This is also one of the
cheapest boards.
Raspberry Pi is build with a Broadcom chip that contain a ARM 11 at 700MHz
CPU (Central Processor Unit), 512 MBytes of SDRAM memory with 400MHz of
clock and a Broadcom VideoCore IV at 250 MHz as GPU (Graphics Processor
Unit).
The board has 17 GPIO (General Purpose Input Output), 1 jack audio output,
4x USB 2.0, 1x 10/100Mbit/s Ethernet (RJ45),1 HDMI 1.4, 1 microSD slot (
maximun 32 GB)
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The other options for hardware were: Intel Edison, BeagleBone (Texas Instru-
ments), MicroBlaze, Arduino, NucleoST (STM Microelectronics), Xilinx Zyinq-
7000 and Nvidia Jetson TK1.
The other hardware piece needed for this project was a caption device whe-
re the user could perform the signature. The device chosen was a tablet Wacom
Intuos 4 PTK-440 because it has a big sensitive area (157.5 X 98.4 mm), high
resolution in this area (200 lines per mm) and high pressure resolution (2048
points). It also measure the position of the pen with 2 angles (azimuth and incli-
nation).
Algorithm
There are diﬀerent methods to recognize signatures. Some of the methods
that where studied to implement this project where HMM(Hide Markov Models),
GMM (Gaussian Mixture Model), ANNs (Artificial Neural Networks) , SVMs
(Support Vector Machines) and DTW (Dynamic Time Warping). The last one,
DTW , was the algorithm chosen because it has really good results measuring
similarity between two temporal sequences.
Figura 1: Left:2 sequences in time without DTW comparation. Right: How the DTW align the
similar points of the sequences
In the figure 1 it is shown how the DTW algorithm aligns the 2 time series of
data.
This algorithm has been adjusted according with the best parameters studied
in other papers. The local restriction chosen was P(0) asymmetric and the local
cost was the euclidean distance, (visible in figure 2).
To reduce the computation costs, some global limits were added to the DTW
matrix calculation. This function reduces the area where DTW can align the 2
signatures. The function used was the Sakoe window. It is defined in the right
part of figure 2. The window limits the values that the DTW can align. The width
of the windows was adjust at 30 points.
0.3. Software development
This section explains how the software works. The system has been implemen-
ted in the language C and it runs over Raspbian OS. This operating system is a
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Figura 2: Left: local restriction Right: global restriction, Sakoe Window
modify Debian (Linux) for Raspberry Pi.
The software has been develop in modules, giving option to change some of
them easily in future work. It is also useful in case that the acquisition tablet
changes because you would only need to change the data acquisition module.
Data acquisition
The input data (signature) of the system comes from the Wacom tablet.
This information is delivered to the program through USB connection. It
has been one of the hardest modules to develop because the usual way to
read data from an Interrupt type USB connection is through the endpoint
address and, unfortunately, this does not work on Raspberry Pi.
At the end the data is read from the USB using a developing module from
the linux kernel called usbmon that is part of debugfs. This module is
for the USB what TCPdump is for network connection. It can read all the
information passing through USB ports.
The acquisition module get the information coming from the Wacom tablet
reading buﬀer that usbmon creates.
There is a second acquisition module. This is used only to add users from
an already built database. This module is only active during the algorithm
training period and it is used to adjust the system. The data is obtain from
MCyT database. This database has 100 users with 25 real and 25 fake sig-
natures per user.
Database
It is essential to have a database in a identification system. In the database
all the signatures (5 per registered user) are stored. The reason to store 5
signatures per user is to have the variability of the signature.
All the signatures are saved in a subdirectory called “db” inside the program
directory. The program creates one file per signature and it is identified by
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the numbers located on the name of the file.
Preprocessor module
Raw data flows from the acquisition module. The aim of this module is to
transform the raw data to improve the results and reduce the DTW compa-
rison time.
All the signatures pass through this process and these are the steps:
1. Geometric normalization: The coordinates (x,y) of the signature are mo-
dified according to the equation 1. This moves the coordinate axis of each
signature to the mass center of the signature. This transformation allows
the user to sign in any part of the sensitive area of the tablet.
yNt = (yt − µy)
xNt = (xt − µx)
µk = (
N￿
i=1
fk,i)/N
k = x, y
(1)
2. Linear interpolation: all the signatures are resampled to the same num-
ber of points. The signatures with less points than the sampling number,
will keep the same number of points, there will be no interpolation for
them. There is two reasons to make the interpolation. The first one is
that DTW works better with same length signatures.(we concluded this
after making some experiments with DTW algorithm). The second one
is that the computation time is directly proportional to the sampling
number. To have a fast system, the sampler number should be as low as
it can reach.
3. Calculation of evaluated characteristics: on the one hand the datas ob-
tained from the tablet are coordinate (x,y), pressure (p), azimuth and
inclination angles. On the other hand, DTW algorithm is evaluating the
speeds (dx,dy), pressure (p) and coordinate (y). To fill this gap, the
formulas written in equation 2 are used after the interpolation.
S = y, dy, dx, p
dx = (xt+1 − xt)/∆t
dy = (yt+1 − yt)/∆t
(2)
Algorithm DTW
This is the central module of the system. It creates the data that the clas-
sification module will evaluate later on. It evaluates the diﬀerences between
the input signature and all the signatures in the database. The DTW rates
every pair of signatures giving a value according to the restrictions explained
previously.
The return value from this module correspond to the DTW value between
1 signature and 1 user (5 signatures). This value comes form the arithmetic
0.3. SOFTWARE DEVELOPMENT xiii
average of the 5 DTW values. The values are achieve from the comparison of
the input signature (A) with the 5 signatures of the same user which stored
in the database.
The signature characteristics that the DTW evaluates are: speed on coordi-
nate X (dx), speed on coordinate Y (dy), pressure (p) and coordiante (y).
This are the most significant features according toEˆ[9].
DTWsignatureA,userN =
1
5
5￿
i=1
DTWsignatureA,signaturei (3)
Threshold calculation
The system has been designed with a global threshold value. This value is
adjusted during the design period. This part of the program does not run
during identification mode.
The way to calculate the threshold is to find the EER point (Equal Error
Rate). This point is located when the FAR skilled (False Acceptance Range)
and FRR (False Reject Range) has the same value.
Figura 3: Threshold calculation.This represents the error you get form all the range of thresholds.
Improvements
There is some improvements implemented in this system. One of it reduces
the computation time and the other reduce the error.
1. Time diﬀerence filter: this filter checks the longitudes (in time) of the 2
signatures. If the time diﬀerence is too high, DTW value is not needed to
be calculated, for this reason we assigned a really high DTW. This value
is much higher than the threshold, so the signature is not accepted. It
reduces 6% the computation time.
xiv SUMMARY
2. Starting speed: This part evaluates the initial speed of the signatures.
This initial speed is highly diﬀerent between true and forged signatu-
res. If the speeds are too diﬀerent the final DTW value increases. This
reduces the error from 5.5% to 4.7% (EER values).
0.4. Final results and Conclusions
The system has been optimized to work in this processor. These are the final
parameters of the system:
Sampling: 50 points
Threshold: 186
The final results that define the system are the computation time and the
error. The computation time is the time it takes to compare 1 signature with 1
user (5 signatures).
False Acceptance Range Skilled: 4%
False Acceptance Range Casual: 0.1%
False Reject Range: 4%
Computation time: 11ms (per user in the database)
We can reach a database of 350 users and the computation time will be 4
seconds. This data is really good with a 700 MHz processor.
In conclusion, we have develop a prototype of a signature identification system
with a Raspberry Pi 1 and a tablet Wacom. The error reached from the system
is 4% being acceptable for a prototype. All the aims have been reached.
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Cap´ıtulo 1
Introduccio´n
Todos vemos en nuestro entorno el avance tecnolo´gico que la sociedad ha ex-
perimentado en las ultimas dos de´cadas y tambien su indudable informatizacio´n.
Este avance ha creado una tendencia a utilizar cada vez mas la tecnolog´ıa para
tareas que anteriormente se realizaba sin la misma. Estas tareas o procedimientos
abarcan un amplio abanico, entre ellas: la comunicacio´n, la forma de trabajar o
el aprendizaje.
Los me´todos de identificacio´n tambien han evolucionado, principalmente por
razones de privacidad y seguridad. Actualmente tenemos mas conciencia sobre la
importancia de los datos personales, ya que, con estos datos se puede llegar incluso
a suplantar la identidad. Por ello las seguridad que los sistemas implementan se
van endureciendo.
Podemos ver los cambios en las medidas de seguridad en me´todos de iden-
tificacio´n como, por ejemplo, ciertos requisitos que tiene que cumplir algunas
contrasen˜as (contener mayu´sculas, minu´sculas y, al menos, un nu´mero) o la verfi-
cacio´n de dos pasos de Google, en la que ademas de la contrasen˜a, hay que escribir
un co´digo que Google env´ıa en ese momento a tu tele´fono movil.
1.1. Motivacio´n del proyecto y objetivos
El principal objetivo de este proyecto es demostrar la viabilidad de utilizar
microprocesadores empotrados para la identificacio´n biome´trica.
Queremos construir un sistema funcional que identifique, o al menos verifique,
la identidad de un usuario por medio de la firma manuscrita. Se buscara´ distin-
tas posibilidades dentro del hardware y software que ma´s se adapten tanto a el
objetivo como al presupuesto.
En este desarrollo se tendra´ en cuenta el usuario final, que es el que lo utilizara´ .
Para evitar rechazos al sistema, se tendra´ en cuenta tanto la sencillez de utilizacio´n
como los tiempos de espera.
Con este proyecto se quiere demostrar la utilidad de algunos conocimientos
adquiridos durante la carrera y la capacidad para analizar y tomar decisiones de
disen˜o. Se necesitan conocimientos de mu´ltiples campos como electro´nica, pro-
gramacio´n, estad´ıstica o teor´ıa de la deteccio´n
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1.2. Estructura del documento
A continuacio´n y para facilitar la lectura del documento, se detalla el contenido
de cada cap´ıtulo.
En el cap´ıtulo 1 se realiza una introduccio´n, marcando los objetivos y moti-
vaciones del proyecto.
En el cap´ıtulo 2 se hace un repaso todos los conceptos necesarios para el
buen entendimiento de este trabajo.
En el cap´ıtulo 3 se explica el desarrollo del sistema, tanto su funcionamiento
como la forma en la que se ha implementado.
En el cap´ıtulo 4 se exponen las conclusiones.
En el cap´ıtulo 5 se estudian las distintas opciones para seguir desarrollando
este proyecto.
En el cap´ıtulo 6 se detalla el presupuesto.
En el cap´ıtulo 7 se muestra la bibliograf´ıa.
En el Anexo 1 se explica la planificacio´n que se ha seguido.
Cap´ıtulo 2
Estado del arte
La funcio´n de este cap´ıtulo es dar a conocer todos los conceptos necesarios
para entender correctamente el presente trabajo.
Se empezara´ por la idea de biometr´ıa, explicando los diferentes procedimientos
de identificacio´n que podemos encontrar tanto en el mercado como los que se esta´n
desarrollando. La firma manuscrita sera´ el me´todo donde haremos ma´s incapie´ ya
que es el cual trata este trabajo. El algoritmo utilizado para la identificacio´n sera´
el DTW, Dynamic Time Warping, por su buen funcionamiento en este campo. El
hardware sobre el cual va implementado el proyecto es una Raspberry Pi.
2.1. Biometr´ıa
Tambie´n llamada identificacio´n biome´trica, es el reconocimiento de los seres
humanos mediante sus rasgos f´ısicos o de conducta. La utilizacio´n de estos pro-
cedimientos sirve para el control de accesos y para la identificaio´n de personas.
Estos sistemas utilizan rasgos humanos conocidos como identificadores biome´tri-
cos para el reconocimiento, los cuales, pueden ser f´ısicos o conductales. Entre los
primeros podemos encontrar la huella dactilar, el iris o el ADN. Alguno de los
identificadores conductales o de comportamiento son la forma de caminar, la voz
o la firma [20].
Cada vez se estan adoptando ma´s sistemas biome´tricos [1] para identificar a
los individuos o controlar el acceso de los mismo ya que son ma´s fiables que
los sistemas convencionales mediante objetos (llave) o mediante conocimientos
(contrasen˜as, datos personales).
2.1.1. Sistemas biome´tricos: Identificacio´n y verificacio´n
Un sistema biome´trico es aquel que esta disen˜ado para llevar a cabo labores
de biometr´ıa. Podemos dividirlo en tres grandes partes [8]:
Adquisicio´n del identificador biome´trico.
Compresio´n, procesamiento, almacenamiento y comparacio´n de los datos ad-
quiridos con la base de datos.
Interfaz.
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En la figura 2.1 se pueden ver todos los componentes de un sistema biome´trico.
La “adquisicio´n del identificador biome´trico” anteriormente nombrada esta refle-
jada como “recoleccio´n de datos”. El resto del partes de la figura corresponden
a la parte de “compresio´n, procesamiento, almacenamiento y comparacio´n de los
datos adquiridos con la base de datos”.
Figura 2.1: Esquema de un sistema biome´trico gene´rico [8]
Dentro de los sistemas biome´tricos podemos diferenciar dos tipos segu´n su
funcionamiento:
Sistemas de identificacio´n.
Sistemas de verificacio´n.
A continuacio´n se describen cada uno de ellos con ma´s detalle. Ambos tipos
comparten el esquema interno mostrado en la figura 2.1.
Sistemas de identificacio´n
Responden a la pregunta “¿Quie´n es usted?”.Tratan de identificar un sujeto
por medio de una o ma´s caracter´ısticas biome´tricas. Una vez tenidas estas ca-
racter´ısticas, se hace una comparacion de las mismas con todos los usuarios de
nuestra base de datos (1:N). Para su correcto funcionamiento el sujeto en cuestio´n
debe estar previamente registrado, figurar en la base de datos.
Sistemas de verificacio´n
Estos sistemas responden a la pregunta “¿Es usted quien dice ser?”. Com-
prueban la identidad del individuo comparando las carater´ısticas recogidas con
u´nicamente los datos que tenemos guardados de ese individuo en la base de datos.
La comparacio´n es 1:1 y la salida del sistema es correcta (la identidad del usuario
es verdadera) o incorrecta.
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Para caracterizar un sistema de este tipo utilizamos dos conceptos que giran
en torno a la fiabilidad.
Tasa de falsa aceptacio´n (FAR, False Acceptance Rate): es la proporcio´n
de identificar un usuario no leg´ıtimo respecto de usuarios totales en el test.
Ba´sicamente decir que un usuario es“correcto”pero en realidad es “incorrec-
to”teniendo en cuenta el nu´mero total de usuarios comprobados.
Tasa de falso rechazo (FRR, False Reject Rate): es la proporcio´n de los
usuarios rechazados cuando el usuario era legitimo respecto del nu´mero total
de usuarios evaluados.
Estas tasas son inversamente proporcionales y var´ıan segu´n ajustemos el um-
bral de decisio´n. El punto de cruce entre la curva FRR y FAR se llama ERR
(Equal Error Rate) y es el punto del umbral donde ambos errores son iguales.
Para buscar el umbral o´ptimo punto EER visible en la figura 2.2, se realiza
un barrido desde un umbral muy bajo (poca sensibilidad) hasta un umbral alto
(mucha sensibilidad).
Figura 2.2: Gra´fica de las curvas FAR y FRR
Los sistemas que se suelen construir son de verificacio´n (comparacio´n 1:1) ya
que el coste computacional de un sistema de identificacio´n puede ser muy elevado
ya que es proporcional a la base de datos disponible (comparacio´n 1:N). El sistema
que se ha construido puede funcionar tanto en modo identificacio´n como en modo
deteccio´n.
2.1.2. Me´todos de identificacio´n biome´trica
Podemos dividir los patrones biome´tricos en dos subclases, los que se basan
en las caracter´ısticas de comportamiento y los que se basan en las caracter´ısticas
f´ısicas.
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Me´todos basados en caracter´ısticas f´ısicas
Iris ocular : Se capta una imagen de alta resolucio´n del iris del individuo.
El patro´n utilizado, el iris, es muy estable con el paso del tiempo. So´lo en
raras ocasiones de traumatismo puede cambiar. Debido a esta estabilidad y
a que el me´todo en s´ı no es muy costoso, es uno de los mejores identificadores
biome´tricos. No hay que confundirlo con el escaneo de la retina que el me´todo
es similar, el objeto observado es diferente.
Identificacio´n vascular: Los vasos sangu´ıneos superficiales son el objeto
por el cual identificamos al individuo. Las zonas de estudio de esos vasos son
la palma de la mano o un dedo. Este sistema esta en desarrollo todav´ıa y no
esta muy extendido.
Huella dactilar: Uno de los sistemas ma´s usados hoy en d´ıa. Podemos
encontrar estos identificadores en mo´viles y ordenadores. Debido a su co´moda
utilizacio´n, actualmente, muchos de estos aparatos se pueden configurar para
limitar el acceso con este me´todo.
Figura 2.3: lector de huella dactilar en un ordenador portatil (Fuente: lenovo.com)
Geometr´ıa de la mano: Es una de las primeras te´cnicas implementadas
(salio´ al mercado en los an˜os 80) [15]. Este me´todo analiza diferentes ele-
mentos de la mano, en la figura podemos ver un ejemplo de los para´metros
utilizados. Las maquinas utilizadas para este cometido eran bastante apara-
tosas, pero actualmente incluido con la ca´mara de un smartphone se puede
hacer este tipo de identificaio´n [2]. En la figura 2.4 se puede ver un detector
de la geometr´ıa de la mano. Los cilindros sirven para la correcta colocacio´n
de la mano haciendo al captar los para´metros de la misma , siempre este´ en
la misma posicio´n.
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Figura 2.4: Geometr´ıa de una mano con los para´metros sen˜alados (Fuente: ibiblio.org)
Me´todos basados en caracter´ısticas de comportamiento
Dina´mica de tecleo. Se utiliza el parametro dinamico de tecleo del usuario
para su autenticacio´n. Posteriormente se compara con las plantillas que el
sistema tiene. Este metodo da una confianza de autenticaio´n del 89% [12].
Figura 2.5: Dina´mica de tecleo (Fuente: appliedbiometrics.com)
Firma: Tambie´n llamada ru´brica, probablemente el metodo de identifica-
cio´n ma´s extendido y generalizado. Actualemente tiene fines identificatorios,
jur´ıdicos, representativos y diplomaa´ticos. Es el me´todo sobre el cual gira
este trabajo.
Figura 2.6: Tableta de la marca Wacom para adquirir la firma(Fuente: wacom.eu)
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Escritura manuscrita: Utilizada ampliamente en la historia para verificar
la autenticidad de documentos. Los especialistas en esta materia analizan los
rasgos caracter´ısticos del documento a compara con uno del que se sabe la
autor´ıa.
Voz: Debido a la facilidad de tomar muestras (con un micro´fono), suele ser
la eleccio´n para la identificacio´n de individuos remotamente. Estos me´todos
se empezaron a desarrollar desde 1970 con filtros analo´gicos hasta hoy en d´ıa
que la NSA (National Security Agency) y el NIST (Instituto Nacional de de
Esta´ndares y Tecnolog´ıa) tienen la tecnolog´ıa ma´s desarollada [11].
Figura 2.7: Pasos del reconocimiento de voz (Fuente: monografias.com)
2.1.3. Comparativa de los sistemas
Actualmente no existe un sistema que sea el mejor. La eleccio´n del mismo
dependera´ de distintos factores. Los ma´s relevantes son el modo de funcionamiento
del mismo (identificacio´n o reconocimiento), el nu´mero de usuarios de la base de
datos, la localizacio´n, los riesgos de seguridad, el tipo de publico que vaya a tener.
Como se puede apreciar en la figura 2.8 , la huella dactilar es el me´todo
biome´trico ma´s utilizado con el 58% y la firma esta en tercer lugar con el 12%.
Figura 2.8: Grado de implantacio´n en el mercado (Fuente: Central instituto of Technology of
Kokrajhar 2010)
2.1. BIOMETRI´A 9
En la figura 2.9 se muestra una tabla comparativa de los principales sistemas
biome´tricos respecto de diferentes caracter´ısticas. Entre ellas podemos encontrar
las que tiene que ver con la sociedad (“Grado de aceptacio´n”), con el rendimiento
(“Resistencia al fraude”) o las que miden como se comporta a lo largo del tiempo
ese tipo de me´todo biome´trico(“Permanencia”). En la tabla; “A” es alto, “M”
medio“B” es bajo.
Figura 2.9: Valoracio´n comparativa de las distintas te´cnicas biome´tricas [16]
2.1.4. Inconvenientes de la biometr´ıa
La biometr´ıa no esta libre de problemas. Algunos de estos son de a´mbito e´tico
como la privacidad, otros son de a´mbito tecnolo´gico como el coste computacional.
Este campo es un tanto delicado ya que los sistemas biome´tricos interactu´an
directamente con los usuarios.
Privacidad de la informacio´n
Los datos que los diferentes sensores biome´tricos recogen son datos directamen-
te relacionados con la persona. Algunos de estos me´todos obtienen informacio´n
extra que no es necesaria para la identificacio´n pero que puede violar la intimi-
dad. Uno de los ejemplos ma´s pole´micos y claros se encuentra en el mejor metodo
biome´trico, el identificador de ADN. Una muestra original contiene, adema´s del
ADN, informacio´n que puede dan˜ar al individuo si se hiciera pu´blica como la
tendencia a tener una enfermedad.
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Privacidad corporal
Los me´todos de identificacio´n biome´trica pueden clasificarse tambie´n teniendo
en cuenta si son o no invasivos. Los invasivos; olor, ADN, retina ,electrocardio-
grama; necesitan un contacto directo con el cuerpo del individuo. Este contacto
produce rechazo por parte de la sociedad. Incluso el lector de huella puede vio-
lar la privacidad corporal para aquellos que defienden el contacto f´ısico como no
saludable.
Otros me´todos no invasivos, o al menos, menos invasivos son la dina´mica del
tecleo, la voz o la firma, en general, ma´s aceptados por los individuos.
Integridad del individuo
Al inventar o desarrollar una tecnolog´ıa, sistema o metodolog´ıa siempre hay
que pensar a la inversa y encontrar las formas de “hackearlo”. De esta forma se
puede seguir desarrollando el sistema para que sea ma´s seguro. En este campo,
cada me´todo de lectura biome´trica lleva consigo una forma de “hackearlo”. Alguna
de estas formas pueden dan˜ar la integridad del individuo.
Poniendo un ejemplo un tanto exagerado, en una puerta controlada con lector
de huella, un ladro´n puede cortarte el dedo al usuario legitimo para poder tener
acceso. Para este mismo fin, si se utiliza una llave convencional, el simple robo de
la misma valdr´ıa, evita´ndonos as´ı quedarnos sin un dedo.
Dado que este trabajo implementa un sistema de reconocimiento de firma, no
existe riesgo de dan˜ar la identidad del individuo.
Identificadores Irremplazables
La unicidad de los rasgos biome´tricos es a la vez lo que da fortaleza a este tipo
de indentificacio´n y tambie´n riesgo a quedarte sin acceso. Si el rasgo en cuestion
se ve alterado, ya sea por una enfermedad o por una agresio´n podria dejar de ser
va´lido. La huella dactilar es el identificador biome´trico ma´s usado [20] y tambie´n
uno de los ma´s expuestos. Esta parte del cuerpo la usamos a diario y para ejecutar
acciones ya que se encuentra en las manos. Nuestra huella puede variar debido en
el ma´s comu´n de los casos a un corte y su posterior cicatriz.
Coste computacional
El u´ltimo paso dentro del proceso de indentificacio´n es la computacio´n por
medio de un algoritmo de los datos obtenidos por medio de el sensor o sensores
correspondientes. El coste de comparar una muestra con otra muestra (verifica-
cio´n, 1:1) no es grande, pero al comparar una muestra con una base de datos
(identificacion, 1:N), el coste se dispara.
2.2. Firma como identificador biome´trico
Despue´s de contextualizar la biometr´ıa exponiendo los me´todos ma´s extendidos
hoy en d´ıa, este apartado se centra en el que este proyecto concierne, la firma. Hay
dos ramas dentro del ana´lisis de la firma que se rigen por los datos que tenemos
disponibles sobre la misma. Reconocimiento oﬀ-line y on-line. Este trabajo trata
sobre el procedimiento on-line.(Estos conceptos se explican en el apartado 2.2.2)
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2.2.1. Caracteristicas de la firma
No invasora: Es un procedimiento en el que el cuerpo del sujeto no inter-
actu´a de manera directa con el sensor. En nuestro caso se interactuara´ con
el bol´ıgrafo propio de la tableta gra´fica.
Figura 2.10: firma manuscrita
Ejecucio´n generalizada: La accio´n que esta lectura bioe´trica implica, es
bien conocida por la sociedad. Todos hemos firmado en muchas ocasiones.
No es necesario ningu´n aprendizaje previo para realizar la prueba.
Aceptacio´n social: Debido a que lleva usa´ndose muchos siglos, tenemos la
firma interiorizada como la forma de mostrar conformidad o autor´ıa de un
escrito. El acto de hacer una ru´brica no crea conflicto, como por ejemplo en
ana´lisis de ADN.
verificacio´n manual: Se pueden comparar dos firmas visualmente y, salvo
que sea un usuario entrenado previamente, se puede identificar la autentici-
dad con acierto.
2.2.2. Me´todos de adquisicio´n
En este apartado se explica las diferentes formas de obtener los datos de una
firma. Una firma es el resultado del movimiento de una mano y un bol´ıgrafo sobre
una superficie, tradicionalmente, papel. Existen dos formas de conseguir los datos
que resultan de la firma.
Adquisicio´n Oﬀ-line
Los datos que tenemos en el modo oﬀ-line son los extra´ıdos de una firma que
ya esta realizada. Siendo ma´s exactos, tenemos una impresio´n de la misma. Las
coordenadas por las que el bol´ıgrafo a pasado. Hay que an˜adir que los grafo´lofos
son capaces de obtener ma´s datos de una firma oﬀ-line. Observando el trazo
pueden deducir la presio´n y velocidad.
En la figura 2.11 se muestran dos formas de adquirir los datos oﬄine de una
firma. Se puede realizar mediante una fotograf´ıa o mediante escaner.
12 CAPI´TULO 2. ESTADO DEL ARTE
Figura 2.11: me´todos de adquisicio´n firma Oﬀ-line
Adquisicio´n On-line
En el modo on-line, los datos son recogidos en el momento de hacer la firma. Se
maximiza esta adquisicio´n de datos para un ana´lisis ma´s intensivo de la realizacio´n
de la firma. Los datos adquiridos permiten saber tanto el movimiento de la punta
del boligrafo, la presion y el posicionamiento del boligrafo en el espacio.
Coordenada “X”
Coordenada “Y”
Presion “P”
A´ngulo “Azimut”
A´ngulo “Altitud”
Tiempo empleado ”Nu´mero de puntos”
El dispositivo donde se hace esta adquisicio´n de datos es un aparato con una
superficie ta´ctil, en nuestro caso, una tableta gra´fica disen˜ada en principio, para
dibujantes. En el mercado hay perife´ricos especialemente disen˜ados para la firma
como el que podemos ver en la figura.
Figura 2.12: Tableta de la marca Wacom para adquirir la firma On-line(Fuente: wacom.eu)
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2.2.3. Tratamiento y eleccio´n de los datos
La adquisicio´in de datos ya ha sido realizada con la tableta pero antes de
analizarlos, hay que realizar un ajuste de los mismos, ya que hay factores que
var´ıan de una firma a otra.
Caracteristicas significativas
Debido a estudios anteriores, en este caso la tesis doctoral “Uso de la Firma
Manuscrita Dina´mica para el Reconocimiento Biome´trico de Personas en Escena-
rios Pra´cticos” [9], se sabe que los datos ma´s influyentes en el reconocimiento de
firmas son:
Coordenada “Y”
Velocidad “V(Y)”
Velocidad “V(X)”
Presio´n “P”
En el sistema creado estas son las caracter´ısticas que se tienen en cuenta. Para
ello el programa cuenta con un preprocesado que transforma los datos “crudos”
que se reciben de la tableta a estos cuatros datos nombrados anteriormente.
Normalizacio´n de las caracter´ısticas
Hay factores que cambian en la realizacio´n de la firma. El usuario tiene la
libertad de firmar en cualquier parte ta´ctil de la tableta, teniendo as´ı resultados
de firmas trasladadas espacialmente. Para solventar este problema se utiliza la
normalizacio´n geome´trica.
normalizacio´n geome´trica Se utiliza para trasladar los puntos de las fir-
mas siguiendo una condicio´n. A continuacio´n se explican dos formas de rea-
lizarla.
• Igualacio´n del punto inicial: situ´a el origen del sistema de coordenadas
en el punto inicial de la firma.
xNn = xn − x1
yNn = yn − y1
(2.1)
• Alineacio´n del centro de masas: situ´a el origen del sistema de coordena-
das(x,y) en el centro de masas de la firma.
xNn = xn − µx
yNn = yn − µy
(2.2)
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Normalizacio´n estad´ıstica: es la modificacio´n de caracter´ısticas para que
tengan media cero y varianza uno. Con ella se pretende que su ponderacio´n
relativa dentro del vector de caracter´ısticas sea la misma [9].
En la ecuacio´n 2.3, k significa caracter´ıstica, k=[y,p,v(x),v(y)] y N, nu´mero
de puntos de la firma.
fNk = (fk − µk)/σk
µk = (
N￿
i=1
fk,i)/N
σk =
￿￿￿￿( N￿
i=1
(fk,i − µk)2)/(N − 1)
(2.3)
Hay otros factores externos a la realizacio´n de la firma que hay que tener en
cuenta. Las caracter´ısticas de la tableta y la base de datos que utilicemos tambie´n
juegan un papel importante en el preprocesado. En el caso que el muestreo sea
diferente habra´ que adaptarlo para el correcto funcionamiento del sistema. Otros
factores como la sensibilidad de las coordenadas X e Y o la presio´n tambie´n hay
que comprobarlas y transformarlas si fuera necesario.
2.2.4. Aspectos legales y marco tecnolo´gico
Los datos biome´tricos son considerados de cara´cter personal por lo tanto su
tratamiento esta´ regulado de cara a perservar la privacidad de los usuarios [16].
la Ley Orga´nica de Proteccio´n de Datos, LOPD, es la que rige como deben ser
tratados.
Los requisitos que hay que tener en cuenta cuando se tratan condatos biome´tri-
cos son los siguientes:
El tratamiento de datos ha de ser leg´ıtimo: En e´ste sentido, se considera
leg´ıtimo el tratamiento de la huella dactilar de trabajadores a los efectos de
llevar a cabo actividades de control horario. Por el contrario, no se considera
pertinente el tratamiento de la huella dactilar de clientes para la prestacio´n
de servicios comerciales o de alumnos con vistas a controlar su asistencia a
un centro escolar.
Necesidad del consentimiento del usuario: Hay que informar y tener
autorizacio´n del usuario para la toma de datos biome´tricos.
Registro de incidencias: En caso de problema con los ficheros de la base
de datos hay que registrarlo.
Control de acceso: Identificacio´n y autenticacio´n obligatoria para acceder
a los datos.
Copias de respaldo y recuperacio´n.
Confidencialidad cuando viaja la informacio´n: es necesario cifrar los
datos si se mueven por la red.
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El art´ıculo 2 de la directiva 95/46/CE del Parlamento Europeo y del Con-
sejo,de 23 de noviembre de 1995 define los datos personales como: “toda infor-
macio´n sobre una persona f´ısica identificada o identificable (el ‘interesado’); se
considerara´ identificable toda persona cuya identidad pueda determinarse, direc-
ta o indirectamente, en particular mediante un nu´mero de identificacio´n o uno
o varios elementos espec´ıficos, caracter´ısticos de su identidad f´ısica, fisiolo´gica,
ps´ıquica, econo´mica, cultural o social”.
Resumiendo, al disen˜ar un sistema que trata con este tipo de datos hay que
tener en cuenta las regulaciones pertinentes anteriormente nombradas.
Sobre el marco tecnolo´gico se puede decir que las herramientas necesarias pa-
ra su implantacio´n ya esta´n desarolladas en la mayor´ıa de sistemas biome´tricos
(el reconocimiento por olor esta un poco menos desarollado). En la sociedad ac-
tual, los sistemas de verificacio´n son los ma´s comunes (hay muchos terminales
mo´viles y ordenadores con lector de huella digital). Tambie´n se esta´n instalando
estos sistemas en lugares como los aeropuertos (el de Madrid-Barajas tiene una
verificacio´n en fase de pruebas con lectores de huella).
2.3. Algoritmo DTW, Dynamic Time Warping
Una vez descritos los datos de la firma que se van a evaluar, corresponde
explicar el algoritmo utilizado en este proyecto.
Hay un gran abanico de posibilidades en cuanto a algoritmos se refiere. Pode-
mos dividirlos en tres clases: me´todos basados en fronteras de decisio´n, modelos
estad´ısticos y por u´ltimo y los que ma´s nos interesan; me´todos basados en alinea-
miento de caracter´ısticas.
Los me´tdodos basados en alineamiento de caracter´ısticas consisten en la com-
paracio´n de una muestra tomada con una muestra almacenada previamente en
la base de datos. El ma´s importante en este campo es el DTW (Dynamic Time
Warping) o Alineamiento Temporal Dina´mico.
Figura 2.13: izq: sin ejecutar el DTW. drch: tras ejecutar el alineamiento (Fuente:
code.google.com/p/gesture-speech-kinect/wiki/Gesture)
El algoritmo se comenzo´ a utilizar en el reconocimiento de voz y posteriormente
se traslado´ a otros campos que procesan diferentes realizaciones de la misma
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accio´n en la variable del tiempo, la firma entre ellos. La razo´n para su utilizacio´n
es que tiene como gran virtud su capacidad para reconocer similitudes entre dos
series aunque se encuentren desplazadas o deformadas [17].
El funcionamiento del mismo se basa en encontrar la distancia ma´s corta entre
los puntos de dos series de datos. Se puede decir que este algoritmo hace que
una serie sea igual que la otra y el resultado es el coste que esto conlleva. Este
alineamiento es no lineal (ela´stico).
Si introducimos dos series de datos iguales a este algoritmo, el coste sera´ ce-
ro. Cuantas ma´s diferencias haya, el coste es mayor. En la figura 2.13 se puede
apreciar el funcionamiento a grandes rasgos del DTW.
El DTW se utiliza para procesar secuencias temporales como reconocimiento
de voz y gestos, correspondencia de caligraf´ıa, alineamiento de las prote´ınas y
ingenier´ıa qu´ımica, mu´sica y procesamiento de sen˜al[18]. En este caso lo utiliza-
remos para el reconocimiento de firmas.
2.3.1. Desarrollo del algoritmo
Como ya se ha dicho anteriormente, el algoritmo DTW permite realizar un
alineamiento o´ptimo entre dos series vectores con la misma dimensio´n.
Dadas dos series de vectores A,B de dimensiones D y de longitud “I, J” res-
pectivamente, comenzamos calculando las distancias entre todos sus vectores o
muestras. Hay que resaltar que este algoritmo no obliga a que las dos series tengan
el mismo nu´mero de muestras. Como he descrito anteriormente, la serie A tiene
longitud “I” y la serie B, “J”.
Las distancias o tambie´n llamados costes locales se guardan en la matriz de
costes C(IxJ). Cada elemento de la matriz se calcula como muestro a continuacio´n:
Cij = dist(ai, bj) (2.4)
Se pueden utilizar diferentes funciones de costes locales, pero una de las ma´s
utilizadas es la distancia eucl´ıdea, que es la norma-p de exponente 2.
Cij =
n
￿
(ai(1) − bj(1))n + (ai2 − bj2)n + ...(aid − bjd)n (2.5)
Para optimizar el algoritmo se pueden aplicar restricciones para el camino
de alineacio´n del dtw. Esta resctriccion o tambie´n llamada ventana, hace que
no tengamos que calcular todos los costes de la matriz C, sino so´lo los que se
encuentran dentro de la ventana. El taman˜o y la forma de ventana pueden variar.
Los ma´s comunes son: La banda de Sakoe-Chiba y el paralelogramo de Itakura.
En la figura 2.14 se muestran dos tipo de restricciones o ventanas. En ambas
gra´ficas estan colocados en el eje horizontal los N puntos de la firma 1 y en el eje
vertical los N puntos de la firma 2. En negro se marca el camino DTW (camino
con el menor coste local acumulado). Tambie´n se distinge en gris las dos tipos de
ventanas, banda de Sakoe Chiba a la izquierda y paralelogramo de Itakura a la
derecha. Se puede ver una clara disminucio´n de coste computacional ya que so´lo
hay que calcular los costes locales de los valores en gris.
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Figura 2.14: izq: Banda de Sakoe Chiba, drch: Paralelogramo de Itakura[10]
Una vez resueltos los valores de coste local que se encuentran dentro de la ven-
tana, hay que proceder a calcular el camino ma´s corto entre el punto C(0,0),primer
punto de las firmas y el punto C(I,J) u´ltimo punto de las firmas.En la figura 2.15
se puede ver la progresio´n del camino con menos coste. Para este ca´lculo se hace
uso de la restriccio´n de pendiente.
Figura 2.15: Progresio´n del alineamiento entre 2 firmas (A y B)[4]
La restriccio´n de pendiente usada para alinear 2 conjuntos de datos tiene que
cumplir una serie de condiciones. A continuacio´n se muestran estas 5 condiciones.
En la explicacio´n la k es el nu´mero de puntos que tiene el camino de alineamiento.
1. Monotonicidad: El camino debe tener el sentido de izquierda a derecha y de
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abajo a arriba.
ik ≤ ik+1 jk ≤ jk+1 (2.6)
2. Continuidad: El paso de un punto de la funcio´n al siguiente debe hacerse sin
saltos
ik − ik+1 ≤ 1 jk − jk+1 ≤ 1 (2.7)
3. Frontera: El punto inicial y el final deben coincidir con el inicio y fin de la
matriz.
i0 = 0 j0 = 0 iK = I jK = J (2.8)
4. Ventana: El camino no puede salirse de la ventana definida (limite global).
| ik − jk |≤ r (2.9)
5. Pendiente: se aplican restricciones (l´ımites locales) para reducir la carga
computacional del algoritmo.
Llegados a este punto se necesita una segunda matriz, llamada DTW, donde
se guardan los valores de la funcio´n de alineamiento.Los valores se calculan como
se muestra en la siguiente ecuacio´n.
DTW [i, j] =
coste local￿￿￿￿
Cij +
coste acumulado￿ ￿￿ ￿
min
 DTW [i− 1, j]DTW [i, j − 1]DTW [i− 1, j − 1]
El ca´lculo del coste acumulado puede variar en funcio´n de los l´ımites locales
que utilizemos. Estos l´ımites locales se rigen por todas los puntos nombrados
anteriormente que la funcio´n de alineamiento tiene que cumplir. En la figura 2.16
se muestran unos ejemplos de los l´ımites locales, tambie´n llamadas restricciones
de pendiente:
Figura 2.16: Restricciones de pendiente en el algoritmo DTW[4]
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2.3.2. Otros algoritmos
Me´todos basados en fronteras de decisio´n: consisten principalmente
en la creacio´n de fronteras de decisio´n entre clases en funcio´n de un criterio
de error. Este criterio se crea a partir de la relacio´n entre los resultados
obtenidos y los deseados.
Como ejemplos de estos me´todos podemos encontrar las redes neuronales,
los a´rboles de decisio´n y las ma´quinas de vectores de soporte.
Me´todos basados en modelos estad´ısticos: estos me´todos se basan en
el uso de patrones de referencia para elaborar modelos probabil´ısticos y/o
estad´ısticos.
Los me´todos ma´s utilizados de este a´rea son el algoritmo HMM (Modelos
Ocultos de Markov) y el GMM (Modelo de Mezcla de Gaussianas).
2.4. Raspberry Pi
En este apartado se explican todo lo relacionado con el hardware relativo a este
proyecto. Se explicara´n tanto las caracter´ısticas del procesador elegido, como otras
opciones que se tuvieron que descartar. Finalmente se ha utilizado el Raspberry
Pi 1 Model B+ por su bajo precio, alta conectividad, y grandes posibilidades de
expansio´n en el futuro.
Figura 2.17: Raspberry Pi 1 model B+ (Fuente: networkworld.com)
2.4.1. Caracter´ısticas
El cerebro de este sistema es un procesador con arquitectura ARM, muy uti-
lizado hoy en d´ıa en tele´fonos mo´viles por su buena relacio´n rendimiento/energ´ıa
consumida.
La figura 2.18 muestra la sencilla arquitectura de este modelo de Raspberry Pi.
De izquierda a derecha, bloque de GPIO (Gerneral-Purpose Input/Output), RAM
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(Random Access Memory), CPU(Central Process Unit),GPU(Graphic Process
Unit) y USB hub.
Figura 2.18: Arquitectura de Raspberry Pi 1 model B+ (Fuente: wikipedia.com)
A continuacio´n, se explican las caracter´ısticas de este hardware:
Procesador: “ARM1176JZF-S” de la familia ARM11 que tiene un reloj de
700MHz y una cache L1 de 16KB y L2 de 128KB. Este modelo so´lo tiene un
nu´cleo.
Memoria: Cuenta con 512 MB de memoria SDRAM ( Synchronous Dynamic
Random Acces Memory) a una frecuencia de 400 MHz. Esta memoria es
compartida entre el procesador y la gra´fica y el taman˜o se asigna dinamica-
mente.
Gra´fica: cuenta con un coprocesador Broadcom VideoCore IV a 250 MHz.
Gracias a su conexio´n HDMI (Hight Definition Multimedia Interface) so-
porta resoluciones de hasta 1920x1200 (WUXGA). Cabe destacar que este
procesador es capaz de reproducir video a 1080p.
Almacenamiento: Este procesador empotrado cuenta con una ranura mi-
croSD que soporta memorias de hasta 32 GB. El sistema operativo esta
instalado en una tarjeta de 16 GB.
Perife´ricos: Tiene 17x GPIO, 1x salida de Audio (3.5mm jack), 4x USB 2.0,
1x 10/100Mbit/s Ethernet (RJ45), 1x HDMI 1.4, 1x microSD slot (hasta 32
GB).
Sistemas Operativos: existen mu´ltiples sistemas operativos modificados para
este dispositivo, la mayoria son Unix como Raspbian (un Debian modifi-
cado para Raspberry Pi), Ubuntu o Archlinux. Windows 10 ha hecho una
extensio´n para utilizar este dispositivo en el IOT (internet de las cosas).
2.4.2. Otras opciones
Dentro de este tipo de hardware hay mu´ltiples opciones en el mercado. Como
veremos a continuacio´n hay pequen˜as variaciones entre los mismos, pudiendo
elegir el que ma´s se adapte a las funcionalidades y rendimiento que se esta´n
buscando. Entre las ma´s significativas se pueden citar:
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Xilinx Zynq-7000: adema´s llevar el chip propio de una FPGA (Field Pro-
grammable Gate Array) en este caso un Artix-7, con 85K puertas lo´gicas,
cuenta con un procesador dual-core ARM Cortex-9 y 1GB de DDR3. Tanto
esta placa como la explicada a continuacio´n (Nvidia Jetson) son muy supe-
riores en comparacio´n con las que se van a detallar posteriormente, tanto en
potencia de procesamiento como en precio.
Figura 2.19: izq:Xilins Zynq-7000; drch: Nvidia Jetson TK1 (Fuente: xilinx.com y nvidia.com).
Nvidia Jetson TK1: equipado con un ARM quad-core Cortex A-15 y un
GPU Keppler con 192 nu´cleos CUDA (Compute Unified Device Architectu-
re), 2 GB de memoria RAM y 16 de memoria eMMC, hace que tenga mucho
potencial si sabes sacarle partido a los nu´cleos CUDA por su gran capacidad
de paralelizacio´n.
Intel Edison: cuenta con una potencia de un procesador doble nu´cleo Intel
Atom a 500MHz y un microcontrolador mono nu´cleo destinado a la gran
recogida de informacio´n de los 40 peurtos GPIO. Cuenta con 1 GB de DDR
(Double Data Rate) y 4 GB de memoria Flash.Tiene alta conectividad (Wifi
y Bluetooth).Esta disen˜ado para su aplicacion en campos como I¨nternet of
Things”(IoT) o la ropa inteligente (Wereable Technology).Corresponde con
el dispositivo colocaldo a la derecha en la figura 2.20.
BeagleBone (Texas Instruments): con un procesador ARM Cortex -A8
a 1GHz y una memoria DDR de 512 MB es muy similar al Raspberry Pi 2, el
nuevo modelo de la compan˜ia, ya que adema´s cuenta con un puerto USB de
salida y un puerto de red. Cabe destacar que se pueden an˜adir extensiones a
este dispositivo para aumentar sus funcionalidades como controladores VGA,
LCD,controlador de motores, bater´ıas o una placa protoboard. Se puede ver
en la parte izquierda de la figura 2.20.
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Figura 2.20: izq: BeagleBone; centro: Raspberry pi 1(Modelo A); drch: Intel Edison con mini
placa de desarrollo (Fuente: davidhunt.ie).
MicroBlaze: Es un “soft processor”, un procesador implementable sobre
lo´gica programable. Este modelo esta disen˜ado para las placas Xilinx. En
su configuracio´n se puede elegir desde el taman˜o de la memoria hasta el
nu´mero de nu´cleos. Este procesador puede funcionar con un kernel de Linux,
lo que junto con toda la lo´gica de la FPGA que no se ha utilizado para
crear el microprocesador puede ser una opcio´n muy potente en te´rminos de
computacio´n.
Arduino y Nu´cleo ST (STM Microelectronics): se han estudiado estas
dos opciones pero debido a su limitacio´n de procesador y de memoria, habr´ıa
que an˜adir alguna extensio´n para almacenar la base de datos.
Figura 2.21: izq: Raspberry pi 1(Modelo B); drch: Arduino One(Fuente: reuk.co.uk).
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2.4.3. Eleccio´n del hardware
Finalmente el proyecto se ha realizado en una Raspberry Pi debido a su alta
conectividad, a la posibilidad de tener un sistema operativo Unix, Raspbian en
este caso. Tambie´n por su bajo precio, 35 Do´lares.
2.5. Comunicacio´n por USB
Para que el sistema funcione se necesita leer los datos de la tableta Wacom.
La conexio´n se realiza por medio de un puerto USB (Universal Serial Bus). Para
adquirir los datos se ha realizado un estudio sobre el puerto USB y un driver, a
continuacio´n se explican los conceptos necesarios para el correcto entendimiento
del mismo.
2.5.1. Introduccio´n
El puerto USB fue disen˜ado en 1996 y fue fruto del trabajo de USB-IF( USB
Implementers Forum) asociacio´n en la cual estaban presentes las empresas: Intel,
Microsoft, Compaq, LSI, Apple y Hewlett-Packard. Este puerto se disen˜o´ para
sustituir a los puertos serial (tanto el RS232 como el PS/2) y paralelo utilizados
para conectar perife´ricos.
Una de las principales caracte´ısticas es el poder conectar los perife´ricos “en
caliente”, caracter´ıstica que los anteriores puertos no ten´ıan. Hab´ıa que apagar el
sistema para conectar un perife´rico. Actualmente cuenta ya con cuatro versiones
importantes:
versio´n 1: Esta versio´n contaba con un modo de “Baja velocidad” a 1.5
Mbit/s y “Alta velocidad” a 12Mbit/s.
versio´n 2: publicada en el an˜o 2000, cuenta con una tasa ma´xima de 480Mbi-
t/s. Es el puerto esta´ndar a d´ıa de hoy.
versio´n 3.0: anunciada en el an˜o 2008, tiene una tasa de transmisio´n de
5Gbit/s, 10 veces superior a la anterior versio´n. Desde hace al menos 2 an˜os
es fa´cil encontrarlo en los ordenadores de gama media-alta.
versio´n 3.1: la ultima, presentada en 2013 garantiza una tasa de 10 Gbit/s.
Esta versio´n del puerto es muy especial ya que admite mucha transferencia de
energ´ıa, incluso para poder alimentar ordenadores porta´titles. Actualmente
hay muy pocos modelos que lo tengan integrado, siendo el nuevo Macbook
uno a destacar ya que so´lo lleva ese puerto para tanto cargar o conectar
cualquier dispositivo.
Figura 2.22: USB 3.1 en Macbook (Fuente: Apple.com).
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2.5.2. Transmisio´n de datos
El USB tiene tanto conectores propios como protocolos de comunicacio´n. Cada
perife´rico tiene un maximo de 16 direcciones de memoria de entrada y 16 de
salida[14]. Estas direcciones o “endpoints” son los puntos de lectura/escritura
Hay cuatro tipos de interaccio´n con el perife´rico para transmitir informacio´n (los
cuatro son bidireccionales):
Control: Tiene el mismo “endpoint” de entrada y de salida. Sirve para la
configuracio´n inicial de dispositivo.
Isocrona (Isochronous en ingles): Tiene un ancho de banda garantizado pero
la informacio´n puede contener errores ya que no se comprueba la integridad
de los datos. Aparatos como la webcam o el micro´fono utilizan este tipo de
transmisio´n.
Interrupcion: libre de errores y baja tasa de transmisio´n. Los dispositivos
que utilizan esta transmisio´n son los ratones y teclados, pero tambie´n otros
como las tabletas Wacom.
Bulk: Esta transmisio´n se utiliza para mover gran cantidad de datos. No
garantiza el ancho de banda, pero si la integridad de los datos. La principal
utilidad de este tipo es mover datos a memorias externas.
Todas los tipos de transferencias leen o escriben los paquetes en un “end-
point”. En el caso que es ma´s interesante para estre proyecto, las transferencia
por interrupcio´n, el endpoint lo marca el perife´rico.
2.5.3. Controlador
Tras exponer las caracter´ısticas generales de la conexio´n USB, este apartado
se va a centrar en los aspectos que hara´n posible la lectura de los datos de la
Wacom.
Dado que so´lo se necesitan datos de entrada de un dispositivo con leer un
“endpoint” es suficiente. Como punto de partida so´lo se sabe la direccio´n de
memoria donde hay que leer la informacio´ (facilmente visible en propiedades del
usb), pero no se sabe ni el orden, ni el formato ni la longitud de los datos.
Todos estos valores se han solucionado estudiando los drivers oficiales de Wacom y
posteriormente implementando un pequen˜o programa de lectura del “endpoint”.
Como ya se explicara´ posteriormente, este me´todo funciona en los ordenadores
habituales con arquitectura X86 pero no en el microprocesador empotrado con
arquitectura ARM donde este proyecto se ha desarrollado aunque tenga instalado
un kernel de Linux (Debian).
2.6. Base de datos MCyT
La base de datos utilizada para el ajuste del algor´ıtmo es la MCyT. Esta base
de datos no so´lo contiene firmas sino tambie´n huellas dactilares. Dado que este
trabajo se centra en la firma, vamos a detallar todo lo referente a ella.
Varias universidades son las responsables de la existencia de esta base de datos
de 300 usuarios, aqu´ı podemos ver detalladamente la proveniencia de las mismas:
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Universidad Polite´cnica de Madrid: 145 usuarios
Universidad de Valladolid: 75 usuarios
Universidad del Pa´ıs Vasco: 75 usuarios
Escuela Universitaria Polite´cnica de Mataro´: 35 usuarios
Este conjunto de datos consta de 300 usuarios. Para la creacio´n de esta base de
datos, cada usuario crea 25 firmas verdaderas y realiza otras 25 falsas intentando
falsificar otros usuarios de la base de datos.
Las firmas fueron captadas con una tableta Wacom con caracter´ısticas muy
similares a la que se utiliza en este proyecto.
2.6.1. Caracter´ısticas
Nu´mero de firmas: tenemos un total de 5000 firmas las cuales la mitad son
verdaderas y la otra mitad falsificaciones.
informacio´n obtenida de la tableta:
• Coordenada x.
• Coordenada y.
• Presio´n ejercida.
• A´ngulo Azimut.
• A´ngulo de altitud.
wacom: la resolucio´n de la tableta es de 100 lineas por mm y la precisio´n es de
0.25mm(igual que la utilizada en este proyecto) . La frecuencia de muestreo
es de 100Hz y la presio´n tiene un rango de 1024 niveles. Ambos a´ngulos
tienen una resolucio´n de 36 segundos (la cente´sima parte de un grado).
2.6.2. Otras bases de datos
Philips[13]: Cuenta con 51 usuarios, 30 firmas verdaderas y hasta 70 falsas
por usuario. Se puede considerar que los datos corresponden a firma on-line
ya que tenemos las 5 caracter´ısticas que he nombrado anteriormente.
Biomet: esta base de datos contiene 84 usuarios con 15 firmas genuinas y
hasta 12 falsas por usuario. Son firmas on-line.
SUSIG Blind Subcorpus: cuenta con 100 usuarios, 8 firmas verdaderas y
10 falsas por usuario. Las caracter´ısticas almacenadas son la posicio´n y la
presio´n.
MyIDea: tambie´n con 100 usuarios , 18 firmas l´ıcitas y 18 ilicitas por usuario.
Cuenta con los 5 para´metros en su caracterizacio´n.
BuoSecurlD : Es la ma´s extensa en cuanto a usuarios y cuenta con 400. Cada
uno de ellos tiene 16 firmas verdaderas y 16 falsas. Los 5 para´metros fueron
adquiridos en esta base de datos.
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2.6.3. Elecio´n de MCyT
Finalemente se ha elegido la base de datos MCyT por su gran cantidad de
datos (25 firmas verdaderas y 25 falsas por usuario), por su alta resolucio´n en las
caracter´ısticas de la misma y por la posibilidad de utilizar una parte de la misma
(100 usuarios) gratuitamente.
Otra caracter´ıstica de esta base de datos que hace que sea buena para le
proyecto es que el dispositivo con que el fueron tomadas las muestras (Wacom)
es muy similar al que este proyecto utiliza.
Figura 2.23: Comparacio´n de firmas de la base de datos MCyT (usuario 37)
Cap´ıtulo 3
Desarrollo del sistema
Una vez se han explicado los conocimientos previos para el correcto entendi-
miento de este proyecto, se da paso a este cap´ıtulo donde se desglosa el sistema
construido. Se expondra´ tanto los pasos que se han dado, eleccio´nes que se han
tomado como el funcionamiento del resultado final, incluyendo los contratiempos.
3.1. Eleccio´nes de disen˜o
En esta seccio´n se explican las decisiones que se han tomado antes y durante la
realizacio´n del proyecto. Estas decisiones engloban tanto hardware como software.
Son las que definen a grandes rasgos el resultado final obtenido.
3.1.1. Hardware
La primera eleccio´n fue que hardware se va a utilizar. En primer lugar, la
tableta donde se iba a realizar la firma. Tras buscar diferentes opciones en mi
entorno y en el mercado, se eligio´ una Intuos 4 PTK 440 por su gran versatilidad,
sus buenas especificaciones, su amplia area sensitiva y su fiabilidad, (este modelo
lleva 5 an˜os en el mercado).
Dado que la conexio´n de la tableta es USB, se busco´ un hardware que tuviera
esta conexo´n.
Figura 3.1: conexio´n entre Raspberry Pi y Wacom
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De las distintas opciones analizadas en un apartado 2.4.2, se eligio´ el Raspberry
Pi por su alta conectividad, su bajo precio, y su posibilidad de instalar algu´n tipo
de linux. As´ı la comunicacio´n Wacom-procesador se presenta ma´s sencilla que
otras opciones, como por ejemplo la utilizacio´n de un conversor usb-serial para
conectarlo la un FPGA o pagar por un driver privativo (para utilizar el puerto
usb de una FPGA).
3.1.2. Lenguaje programacio´n
Dado que el sistema tiene que tener una buen rendimiento para que los tiempos
de espera para el usuario sean mı´nimos se ha elegido el lenguaje C. Otra razo´n
para esta eleccio´n ha sido el previo conocimiento del lenguaje por parte del alumno
y la amplia documentacio´n y bibliotecas que existen.
3.1.3. Base de datos
El sistema esta disen˜ado para que dada una firma de entrada, busque el usuario
al que pertenece en la base da datos. Toda esta informacio´n se almacena dentro de
un subdirectorio “db firmas” localizado en el directorio donde esta el ejecutable.
El numero de firmas guardadas para el funcionamiento del sistema son 5 verda-
deras por usuario. Con este conjunto se solventara´n los problemas de variabilidad
en las realizaciones de las firmas. Este numero de firmas es suficiente para conse-
guir unos buenos resultados [6].
Para que el sistema sea robusto, se crea un archivo por cada firma que tiene
que almacenar en la base de datos, de esta forma, en caso de que un archivo se
dan˜ara, el programa sigue funcionando correctamente, aunque la capacidad de
deteccio´n se ver´ıa reducida. El nombre del archivo da la informacio´n sobre que
numero de usuario pertenece, si es verdadera o falsa y el numero de firma.
Figura 3.2: Archivo firma de la base de datos del sistema
La razo´n para tener un valor en el nombre para indicar si la firma es verdadera
o falsa reside en la fase de entrenamiento. Durante esta fase se han necesitado
firmas falsas de usuarios. En el funcionamiento normal del sistema no es necesario
tener ninguna firma falsa en la base de datos.
En cuanto a la seguridad de los datos; aunque no este´n cifrados (segu´n la ley
no es necesario a menos que viajen por la red), no son de fa´cil acceso. Los datos
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no se pueden leer con un simple editor de texto ya que la informacio´n que contiene
el fichero es una estructura de C copiada bit a bit.
3.1.4. Para´metros del algoritmo DTW
El algoritmo DTW no es un algoritmo esta´tico. Tiene para´metros en cuanto
a su implementacio´n que pueden ser variables, como ya se ha explicado ante-
riormente. Se ha realizado una bu´squeda de los mejores para´metros con los que
ajustar el sistema. Gracias a un trabajo de fin de grado de esta universidad [5]
que estudiaba las mejores funciones de alineamiento para el algoritmo DTW se
llego´ a la conlusion de que la P(0) asime´trica mostrada a continuacio´n es la mejor
para esta implementacio´n. En este estudio se muestran otras funciones de alinea-
miento que mejoran levemente los resultados finales, pero la diferencia del coste
computacional es sustancial.
Figura 3.3: funcion de alineamiento o coste local utilizado en el sistema[4]
En la implementacio´n del DTW tambie´n se hace una normaliacio´n sacada del
trabajo de Sakoe Dynamic Programming Algorithm Optimization for spoken word
recognition [4] respecto al valor de salida de la funcio´n DTW. Esta normalizacio´n
intenta ponderar el valor segu´n la longitud de las firmas.
DTWN =
DTW
longitud(firma(1)) + longitud(firma(2))
(3.1)
Esta ponderacio´n sirve para evitar en lo posible que en la comparacio´n entre
parejas de firmas cortas y firmas largas, el resultado del algoritmo no var´ıe en
funcio´n del taman˜o de la firma sino en el de las diferencias entre ellas.
3.1.5. Preprocesado de los datos adquiridos
Aqu´ı se explican las decisiones que se han tomado sobre las transformaciones
necesarias de los datos de entrada recogidos con la tableta (o los que provienen
de la base de datos MCyT) para su posterior procesado del algoritmo.
Se expoden tanto las normalizaciones que se hacen a las caracterr´isticas como
la interpolacio´n utilizada.
Caracter´ısticas elegidas
Los datos de entrada tanto de la base de datos MCyT como en la Wacom,
son vectores de caracte´ısticas que ha le´ıdo la tableta. Este vector contiene dos
tipos de caracter´ısticas, las posicionales, puntos en 2D por donde ha pasado el
bol´ıgrafo, y las ergono´micas (presion y a´ngulos inclinacio´n y azimut).
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Hay varias formas de elegir las caracter´ısticas que se van a analizar. En este
caso se han elegido siguiendo el trabajo [9], donde se estudian que grupo de
caracter´ısticas son las ma´s significativas para su posterior ana´lisis con el DTW.
En el estudio se busca tanto las mejores caracter´ısticas como la mejor convina-
cio´n entre ellas. Se evalu´an desde posicio´n, presio´n, angulos hasta sus derivadas
respecto al tiempo, la velocidad y aceleracio´n. La conclusio´n a la que el autor
llega es que el conjunto de caracter´ısticas ma´s significativo es el siguiente:
S = y, dy, dx, p
dx = (xt+1 − xt)/∆t
dy = (yt+1 − yt)/∆t
(3.2)
La y es la coordenada Y, dy es la velocidad de la coordenada Y (la primera
derivada respecto del tiempo de Y), la dx es la velocidad de la coordenada X, y
la p es la presio´n ejercida
Normalizacio´n geome´trica
Debido a la libertad a la hora de firmar en el sensor en cuanto a donde comienza
la firma se aplico´ una normalizacio´n donde se situaba el origen de la firma en el
origen de coordenadas, igualacio´n del punto inicial.
yNt = (yt − y0)
xNt = (xt − x0)
(3.3)
Posteriormente se implemento´ una normalizacio´n diferente, igualacion del cen-
tro de masas, que mejoraba ligeramente los resultados. Se situo´ el origen de coor-
denadas en el centro geome´trico de la firma.
yNt = (yt − µy)
xNt = (xt − µx)
µk = (
N￿
i=1
fk,i)/N
k = x, y
(3.4)
Interpolacio´n
En este apartado se explica las diferentes interpolaciones que se han utilizado.
Son varias ya que se ha tenido que pasar de una a otra por razones de rendimiento.
Se ha visto por las diferentes ejecuciones de este algoritmo que aunque pueda
procesar firmas de diferentes taman˜os, los resultados son mejores si todas las
firmas tienen el mismo numero de puntos.
Ademas haciendo una interpolacio´n reducimos el muestreo con lo cual el cos-
te computacional es menor en la comparacio´n de las firmas. Este muestreo se
nombrara´ para futuras referencias como muestreo general.
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Interpolacio´n por redondeo
En un primer momento se utilizo´ una interpolacio´n por redondeo. Esta inter-
polacio´n modifica las firmas que tienen ma´s puntos que el muestreo marcado.
Las firmas que tienen menos puntos no son modificadas.
La figura 3.4, es un gra´fico sobre la interpolacio´n por redondeo. En negro
esta´n los puntos que corresponden a la firma sin interpolar (captados por
por la tableta y normalizados geome´tricamente). La separacio´n de los pun-
tos negros corresponde al periodo correspondiente al muestreo de la tableta
(ecuacio´n 3.6). En azul esta´n los puntos de la interpolacio´n separados tem-
poralmente el periodo de la interpolacio´n, ecuacio´n 3.5.
Los valores que toman los puntos en azul son los que corresponden al valor
ma´s cercano temporalmente de los puntos negros (puntos originales). Por
esta razo´n el valro de t=1,6 se iguala con el valor de t=2 y el valor de 3,2 se
iguala con el valor que tiene t=3.
Figura 3.4: Interpolacio´n por redondeo
En la equacio´n 3.5 la variable N es el nu´mero total de puntos de la fir-
ma original, y Muestreo general es el nu´mero total de puntos de la firma
interpolada.
Tinterpolacion = N/Muestreo general (3.5)
Tmuestreo = 1/frecuencia muestreo (3.6)
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Interpolacio´n lineal
Finalmente se ha utilizado una interpolacio´n lineal. Se ha cambiado la in-
terpolacio´n por razones de rendimiento. Con esta interpolacio´n el error se
reduce en torno al 0,6%.
Las firmas de salida de esta interpolacio´n siempre tienen el mismo nu´mero
de puntos. Ya que aunque alguna firma tenga menos puntos que el muestreo
elegido, la interpolacio´n busca los puntos necesarios segu´n una aproximacio´n
lineal.
Figura 3.5: Interpolacio´n lineal de la coordenada Y
3.2. Desarrollo del software
En este apartado se explica como se ha desarrollado el programa para un
correcto funcionamiento con el hardware, siguiendo las elecciones anteriormente
nombradas en el apartado 3.1. Se explican con detalle; la lectura de datos de
la conexio´n USB, la estructura utilizada para almacenar las firmas, la forma de
implementar el algoritmo DTW y el clasificador utilizado.
La figura 3.6 resume en gran medida este apartado. Este gra´fico es un esquema
de como fluyen los datos dentro del programa y como se realiza la comunicacio´n
con partes externas al programa (tableta y base de datos). Dentro de la figura
se puede diferenciar 3 diferentes partes (divididas por lineas verticales amarillas)
que el programa necesita para su funcionamiento. De izquierda a derecha son:
Perifericos (tableta Wacom conectada por USB),Memoria RAM ( lugar donde se
encuentra todo el programa durante su ejecucio´n), y Disco Duro (memoria donde
se localizan la base de datos del programa y tambie´n la base de datos MCyT).
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En esta figura (3.6) se puede apreciar tambie´n el disen˜o modular del mismo.
Estos mo´dulos nos da mucha libertad para cambiar funciones y para´metros si
fuera necesario.
Para la correcta interpretacio´n del gra´fico hay que tener en cuenta que el flujo
de datos que comienza en MCyT (en naranja) sirve para ajustar el sistema y
an˜adir usuarios a nuestra base de datos. En el modo de funcionamiento normal,
esta parte del flujo esta desactivada ya que se an˜aden y detectan usuarios desde
la tableta Wacom.
Figura 3.6: Esquema de funcionamiento del sistema.
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3.2.1. Adquisicio´n de datos
Como se puede ver en la figura 3.6, hay dos formas de adquirir los datos de
firmas: desde la base de datos MCyT y desde el lector Wacom. Ambos se han
implementado ı´ntegramente para este sistema.
Lectura MCyT
Esta base de datos cuenta con una funcio´n para Matlab para su lectura. Dado
que el programa esta en C, no es va´lida. Se ha creado una funcio´n (leer MCyT)
para su correcta lectura siguiendo la estructura de la funcio´n en Matlab.
Solo se puede resaltar la necesaria utilizacio´n de la biblioteca “stdind” debido
a que los datos esta´n en formato uint16 t ( integer de 16 bit) y uint32 t (integer
de 32 bits).
Lectura Wacom
Dado que el sistema se ejecutar´ıa sobre un kernel de Linux (en particular el
3.12) , el proyecto se comenzo´ a desaroyar en un ordenador con Ubuntu instalado.
Se desarollo´ un driver que funcionaba correctamente en esta plataforma, pero al
probarlo en el procesador embebido, no le´ıa los datos. Este problema se explicara´
ma´s detalladamente en el apartado de dificultades, 3.3.1.
Finalmente se llego´ a la conclusio´n que la mejor forma de leer los datos de
entrada es leer un buﬀer del hub USB que se puede acceder a e´l ejecutando la un
sistema de archivo de archivos llamado debugfs. Este sistema fue disen˜ado para
propositos de depuracio´n. En nuestro caso el modulo que se utilizara´ es usbmon.
En este buﬀer se pueden leer tanto los datos de salida como los de entrada
de todos los usb conectados en el sistema. El campo “tipo de conexio´n”(variable
“T” en la figura 3.8) es el que muestra que tipo de transmisio´n de datos es la
trama USB. Este campo puede ser: Control, Isocrona, Bulk e Interrupcio´n. (Mas
informacio´n en 2.5.2).
Figura 3.7: Tableta wacom con la orientacio´n de los ejes
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Figura 3.8: Trama de puerto usb le´ıda del buﬀer
En la figura 3.8 se ve una trama USB adquirida con este me´todo. Se han
marcado los diferentes campos importantes para el funcionamiento del programa.
La trama que se expone es del tipo ‘Ii’:Interruption Input, interrupcio´n de entrada
[7]. Este el el formato con el que la tableta se comunica. La ‘D’corresponde con
el nu´mero del dispositivo que el sistema asigna a este perife´rico. Este nu´mero
cambia cada vez que reiniciamos la tableta por lo que es el u´nico para´metro de
entrada en la ejecucio´n del sistema. La ‘B’corresponde con la pulsacio´n de los
botones situados en el la´piz. La ‘X’corresponde con la coordenada horizontal en
hexadecimal. La ‘Y’corresponde con la coordenada vertical, la ‘P’corresponde con
la presio´n. El a´ngulo azimut corresponde con la ‘A’.
Toda esta informacio´n se ha deducido haciendo haciendo diferentes pruebas.
Para conseguir la posicion X e Y en la trama se ha contrastado la informacio´n
de las tramas colocando el la´piz en las diferentes esquinas de la tableta. Tambie´n
para conseguir la presio´n y el a´ngulo.
Tras las pruebas se llego´ a identificar tanto los datos dentro de la trama como
la orientacio´n de los ejes en la tableta, visible en la figura 3.7.
Despue´s de identificar los campos necesarios para el buen funcionamiento del
DTW, se creo´ una funcio´n de lectura de este buﬀer. Este me´tdodo hace las con-
versiones necesarias para que los datos sean compatibles con el resto de programa.
3.2.2. Preprocesado
En el programa se ha implementado el modulo de preprocesado. En este mo´du-
lo se encarga de normalizar e interpolar los datos. Esta parte solo se ejecuta cuan-
do entra una firma nueva al sistema pues las firmas almacenadas en la base de
datos ya esta´n preprocesadas.
En un principio se implemento´ este bloque con una normalizacio´n geome´trica
por igualacio´n del punto inicial, explicada en el apartado 3.1.5. Por motivos de
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rendimiento se cambio´ a la normalizacion por centro de gravedad. Se ha hecho la
comparacio´n de los 2 tipos de normalizacio´n con 2 conjuntos de 500 firmas (100
usuarios con 5 firmas verdaderas y 5 falsas cada uno) y en el peor de los casos se
ha mejorado un 2.5% el error (punto EER).
Una vez realizada la normalizacio´n geometrica se realiza la interpolacio´n. El
valor con el que se realiza la interpolacio´n se llama Muestreo general yse ha
ajustado previamente tras hacer pruebas.
La informacio´n sale de este mo´dulo en forma de una estructura (struct firma).
Se pueden ver todos sus campos en le Figura 3.9.
3.2.3. Base de datos
Se ha creado una base de datos para que el sistema almacene las firmas de los
usuarios. Gracias a ella es posible detectar un usuario que previamente se haya
an˜adido a la base de datos.
Se ha elegido guardar un archivo por firma por que se ha considerado que as´ı
se aumenta fiabilidad del sistema.
Figura 3.9: Struct firma, modelo de datos utilizado para manejar las firmas
Otras opciones que se estudiaron para guardar de las firmas fueron la copia
punto a punto de los N puntos de la firma, pero por razones de eficiencia (menor
tiempo de lectura y escritura) se eligio´ hacer el copiado de la estructura entera.
De esta forma no son necesarios bucles.
Ademas el copiado de la estructura entera evita la lectura fa´cil del archivo
por terceros. Al ser una estructura y no estar codificado con una codificacio´n de
texto, por ejemplo unicode UTF-8 o ACII, no se puede abrir con un editor de
texto aunque tenga extensio´n ”.txt”.
El me´todo “estado base de datos” trabaja con los archivos de la base
datos. Comprueba cuantas firmas verdaderas y falsas tiene cada usuario y tambie´n
cuantos usuarios hay. Se ejecuta cada vez que se va a hacer un barrido de la base
de datos, y cuando se an˜aden usuarios o firmas. De esta forma evitamos que el
programa este atado a unos para´metros fijos. Un usuario puede tener solo 3 firmas
almacenadas y seguir funcionando bien el programa, aunque baje la fiabilidad del
mismo.
3.2.4. DTW
El algoritmo DTW es el que lleva el peso computacional del sistema. En este
apartado se explica como se ha implementado le algoritmo. Dentro de este bloque
hay dos me´todos generales, uno disen˜ado para la deteccio´n de un usuario con una
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firma de entrada (1 to all) y otro que esta disen˜ado para el ajuste y entrenamiento
del sistema.
En la figura 3.10 se pueden ver las partes que componen el bloque DTW. Tam-
bie´n se ven los flujos (flechas) de informacio´n que viajan de unos me´todos a otros.
Las flechas negras son los flujos de entrada y los azules los de salida. Las fun-
ciones (en o´valos) se localizan en los diferentes archivos, dtw.c y dtw functions.c
(recta´ngulos amarillos).
La divisio´n en estas funciones hace que se puedan intercambiar los para´metros
del DTW, ver el apartado 2.3.1, sin necesidad de modificar el programa general,
ya que, con cambiar el me´todo correspondiente es suficiente. De esta forma se
puede cambiar la restriccio´n de pendiente o el tipo de coste local fa´cilmente.
Figura 3.10: Flujo de datos entre los me´todos de DTW
Full DTW compare: disen˜ado evaluar el sistema (calcular el error). Com-
para todas las firmas verdaderas con todas (verdaderas y falsas) que se en-
cuentran en la base de datos. Tiene una caracter´ıstica muy importante ya
que guarda en un array el conjunto de valores DTW fruto de la compara-
cio´n y en otro array la etiqueta cada valor de DTW segun que firmas ha
comparado con el siguiente co´digo:
misma firma 0
2 verdaderas del mismo usuario 1 usuario licito
2 verdaderas de distintos usuarios 3 imitador casual
1 verdadera y 1 falsa de distinto usuario 3 imitador casual
1 verdadera y 1 falsa del mismo usuario 2 falsificador (imitador)
Este etiquetado es muy u´til a la hora de calcular el error FAR causal, FAR
imitador, FAR global y FRR. Se hablara´ de esto ma´s detalladamente en el
apartado de clasificacio´n.
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Comparacio´n 1:N (1 to all): Este me´todo sirve para la deteccio´n de
usuario, compara la firma de entrada con todas las firmas verdaderas (5 por
usuario) de la base de datos. Para evitar errores, hay un me´todo que guarda
el estado de la base de datos, as´ı en la comparacio´n no se intenta acceder a
firmas que no existen.
Dado que el nu´mero de firmas es flexible, hay un array que guarda el numero
de usuario de cada comparacio´n DTW, para que la deteccio´n sea ma´s ra´pida.
DTW basic: Ambas funciones nombradas anteriormente llaman a este
me´todo. Es la restriccio´n de pendiente. Las caracter´ısticas ya se han ex-
plicado en el apartado anterior 3.1.4.
Coste local (Norma):calcula la distancia Euclidea entre 2 puntos de las
firmas que le llegan por para´metro. Tiene en cuenta las 4 variables (dx, dy,
y, p). Este me´todo solo es llamado por la funcio´n DTW basic.
3.2.5. Clasificador
Una vez conseguido el valor del ajuste por el algoritmo DTW de todas las
parejas de firmas posibles se necesita evaluar el resultado para su correcto inter-
pretacio´n.
El clasificador disen˜ado basa su elecio´n en un umbral dado. Si el valor de
DTW es menor que el umbral entonces se consideran que las 2 realizaciones son
del mismo usuario, si por el contrario es mayor, la firma no corresponde al mismo
usuario. Tras probar el sistema y corroborar las conclusiones expuestas , se ha
visto que para conseguir resultados buenos es necesario tener 5 firmas por usuario
para la comparacio´n por lo que la deteccio´n es un poco ma´s compleja.
Detecta usuario: es utilizado en el modo identificacio´n del programa. El
me´todo tiene como entrada dos arrays. Uno de los valores DTW resultado
de la comparacio´n de la firma de entrada con todas las firmas verdaderas
de la base de datos y otro con el numero de usuario al que corresponde ese
valor DTW. La forma de funcionamiento es la sigiente:
1. Hace la media aritme´tca de de los 5 resultados DTW de comparar la
firma de entrada con las 5 firmas cada usuario. De esta forma se tiene
un valor DTW por cada usuario.
2. Si un solo valor medio es inferior al umbral, el valor de usuario es el
resultado
3. Si por lo contrario hay varios usuarios cuya media DTW es menor que
el umbral se escogera´ el que menor valor DTW tenga.
Calcula error: sirve para entrenar y evaluar el sistema. Tras clasificar las
firmas por aceptadas o no segu´n un umbral dado, calcula los siguientes por-
centajes:
1. Proporcio´n de falsos rechazados (FRR)
2. Proporcio´n de falsos aceptados entrenados (imitaciones) (FAR skilled)
3. Proporcio´n de falsos aceptados casuales (FAR casual)
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4. Proporcio´n de falsos aceptados global (FAR global)
Calcula umbral: Esta es una de las funciones ma´s importantes que ha
hecho que el sistema funcione. Gracias a ella se ha llegado a un umbral global
va´lido para todas las comparacio´nes. Lo que hace este me´todo es calcular el
umbral o´ptimo. Barre desde el valor DTW mı´nimo (que siempre es ‘0’, fruto
de comparar 2 firmas iguales) hasta el ma´ximo. En este barrido se calcula
el error en cada iteracio´n con la funcio´n anteriormente nombrada “Calcula
error”.
En la figura 3.11 se explica como se ajusta el umbral para minimizar el
error. Se calculan FAR skilled y FRR con cada valor de umbral, el umbral se
va incrementado. El punto donde ambas curvas se cruzan es el punto EER
(Equal Error Rate), punto donde ambos errores son iguales.
El otro error, FAR casual, no entra en la optimizacio´n ya que es mucho menor
que el de las imitaciones (FAR skilled) y si se optimiza el de imitaciones el
casual se mantiene muy bajo.
Figura 3.11: Calculo del umbral o´ptimo, punto EER (Equal Error Rate)
Finalmente el umbral o´ptimo para el sistema es el que marca el punto EER
en la gra´fica.
Este ajuste es general para cualquier usuario.Si la aplicacio´n se utiliza en
el futuro para fines de alta seguridad, se podr´ıa estudiar la posibilidad de
implementar un umbral para cada usuario [9].
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3.3. Problemas e imprevistos
En esta seccio´n se explicara´n las dificultades que se han tend´ıo al desarrollar
el sistema. El problema que ma´s tiempo ha llevado en encontrar su solucio´n ha
sido leer los datos de entrada de la tableta Wacom. Tambie´n se ha solucionado
un problema con el calculo de error que se detalla posteriormente.
3.3.1. Wacom drivers
Este apartado explicara´ los diferentes pasos que se seguido para poder leer los
datos de entrada de la tableta Wacom con un programa en C. La lectura de los
datos de entrada desde la tableta Wacom se realiza por medio del puerto USB. Se
comenzara´ con la parte de desarrollo en Ubuntu, despues las diferentes pruebas
con la Raspberry Pi y finalmente se explicara´ la solucio´n encontrada.
Desarrollo del driver en Ubuntu
La primera fase de implementacio´n del sistema se centro´ en la captura de los
datos de la wacom, ya que se consideraba que era la parte ma´s dif´ıcil por su falta
de documentacio´n. Esta parte se realizo´ con un ordenador portatil con Ubuntu
instalado.
Se implemento´ un driver siguiendo las lineas de los drivers oficiales de Wacom
para poder leer la informacio´n de la conexio´n USB. En esta implementacio´n se
utilizaron la biblioteca de desarrollador libusb disen˜adas para C (libusb-1.0-dev).
De esta biblioteca se puede destacar las siguientes funciones utilizadas:
libusb get device descriptor: sirve para obtener la informacio´n de un dis-
positivo USB. Se utiliza para identificar la tableta por su fabricante ‘idVen-
dor’y su nu´mero de producto ‘idProduct’.
libusb open: sirve para abrir la comunicacion Input/Output con el dispo-
sitivo.
libusb detach kernel driver: utilizada para desactivar cualquier driver
que este activo en el sistema para este dispositivo. Esto es necesario ya que
solo un driver puede leer la informacio´n de entrada.
libusb interrupt transfer: Utilizada para copiar la informacio´n desde el
endpoint (explicado en el apartado 2.5) a una espacio reservado de memoria
por el programa.
Pruebas del driver en Raspberry Pi
Tras desarrollar el driver en un ordenador con Ubuntu y un procesador X86,
se probo´ en la Raspberry Pi con Raspbian (Linux Debian modificado) instalado.
Para ello se compilo´ el driver, en la misma versio´n de compilador (gcc-4.6) para
evitar errores y con las librerias libusb-1.0-dev correctamente instaladas en el
Raspberry Pi.
Los resultados de la prueba fueron fallidos, pues el driver no le´ıa los datos de
la tableta wacom. La tableta era detectada correctamente, por lo tanto, parte
de las funciones que forman parte de la libusb funcionaban correctamente. El
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problema se detecta cuando no se copian los datos del “endpoint” a la variable
correspondiente.
En este punto se estudiaron diferentes razones por las cual no funcionaba el
driver en Raspbian. Aqu´ı se enumeran los diferentes pasos para intentar localizar
la razo´n por la cual no funciona el driver:
Problemas del sistema operativo: El sistema operativo instalado en el
Raspberry Pi es Raspbian, un Debian modificado. Por el contrario el sistema
operativo donde se realizo´ y funciono´ el driver es Ubuntu. Se intento´ instalar
Ubuntu en la Raspberry Pi pero este software solo esta disponible para el
modelo 2 de la Raspberry Pi (en este proyecto se utiliza el modelo 1).
Finalmente se probo´ el programa en Ubuntu sobre una Raspberry Pi 2 y no
funcionaba.
Falta de modulos en el sistema operativo: otra razo´n por la que se
supuso que no funcionaba el sistema era por que, al tener instalado un De-
bian modificado y reducido, tal vez, los desarolladores hab´ıan eliminado un
mo´dulo necesario para el sencillo funcionamiento del driver.
Se busco informacio´n sobre el problema, finalmente se contacto´ con Wacom.
La empresa mostro´ mucho intere´s por le proyecto y nos dio´ acceso a la
plataforma SDK (Software Development Kit) de Wacom. Esta plataforma
nos dio acceso a 3 tipos de drivers [19]:
1. Kernel Driver: necesario para inicializar la tableta y transformar proto-
colos hardware propios de Wacom en eventos USB de entrada esta´ndar
(interrupt events). Es un parche que se instala sobre el kernel de li-
nux. Con este driver la tableta (en teor´ıa) se puede usar como un rato´n
convencional.
2. X Driver: se utiliza para transformar eventos del kernel en eventos XIn-
put. Estos eventos XInput son usados por diferentes aplicaciones para
leer datos de entrada.
3. Libwacom: sirve para dar informacio´n sobre cualquier tableta que este
conectada. Con esta biblioteca se puede configurar distintas opciones
desde el panel de control para las distintas tabletas conectadas.
Para instalar el Kernel Driver hay que tener previamente los linux-headers
correspondiente a la versio´n del kernel.Los linux-headers son archivos necesarios
para compilar drivers. Estos archivos contienen, entre otras cosas, nombres de
funciones que hacen llamadas al sistema.
Raspbian viene por defecto con el kernel 3.18. Estos linux-headers para esta
version son “trunk” o en desarrollo (en azulen la figura 3.12). Para evitar proble-
mas se cambio´ el kernel al 3.12 que tenia unos headers estables (en amarillo en la
figura 3.12).
Tras cambiar el kernel de Raspbian al 3.12 se instalo´ el kernel driver de Wacom
pero la tableta segu´ıa sin funcionar. El driver desarrollado no le´ıa los datos y tam-
poco funcionaba en modo rato´n, pese a que la informacio´n de Wacom garantiza
este funcionamiento en modo rato´n con este driver.
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Figura 3.12: linux headers disponibles
Una vez instalado el primer driver de Wacom (kernel driver) y no conseguir
resultados, se intalo´ el segundo driver de wacom, (X-Driver) para ver su compor-
tamiento.
Para instalar el X-Driver de Wacom hay que tener previamente en el sistema el
X-server. Este es un sistema de ventanas muy t´ıpico de los entornos Unix tal como
Linux o Mac. Programas como Wireshark necesitan este entorno para funcionar.
Tambie´n se necesito´ instalar las herramientas de “automake” y “autoconf” de
los repositiorios para poder an˜adir el sistema de X-server a Raspbian. Finalmente
se instalo´ el X-Driver de Wacom y la tableta empeza´ funcionar como rato´n.
No se instalo´ la tercera biblioteca de Wacom (libwacom) ya que despue´s de
ver el co´digo solamente serv´ıa para tener las caracter´ısticas de las tabletas en un
programa y adema´s, la Wacom Inutos 4 PTK-440 , no estaba en la lista, por lo
que esta biblioteca no ayudar´ıa en la lectura de los datos.
Figura 3.13: ejecutar el comando “ls-l” en el directorio /dev/input con y sin la tableta conectada
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Solucio´n final
Se explicara´ la solucio´n a la que se llego´ tras no conseguir que el driver desa-
rrollado en Ubuntu funcionara en la Raspberry Pi. Como ya se explico´ en el
apartado anterior, tras instalar todos los drivers recomendados por Wacom, solo
se consiguio´ la funcionalidad de rato´n.
Debido a que la tableta funcionaba como rato´n, se busco´ el directorio donde se
localiza el buﬀer que los dipositivos conectados (como los ratones) utilizan para
comunicarse con el sistema. Este directorio es el /dev/input.
En la figura 3.13 se puede ver los diferentes archivos creados en el directorio
/dev/input al conectar la tableta Wacom. El buﬀer de entrada del USB es el
event0, sen˜alado en Azul. Sen˜alado en amarillo, tablet-intuos4-4x6 y wacom son
diferentes enlaces simbo´licos a el buﬀer de entrada event0. El sistema tambie´n ha
creado un dispositivo de rato´n, mouse0 (la tableta funciona como rato´n con el
X-Driver instalado).
Al leer el buﬀer de entrada de la wacom, event0 con la orden cat, obtenemos
valores que no esta´n codificados para su lectura, no se entienden. Estos valores
esta´n visibles en la figura 3.14
Figura 3.14: leyendo el buﬀer event0 con el comando cat
Se busco´ otras opciones para adquirir la informacio´n desde un buﬀer de entra-
da y que los datos fueran legibles. Como ya se ha comentado brevemente en el
apartado 3.2.1, se utilizo´ un mo´dulo llamado usbmon del paquete debugfs.
El mo´dulo usbmon es un analizador de paquetes para la conexio´n USB. Existen
otros analizadores de paquetes ma´s conocidos para otras conexio´nes, tcpdump es
el ma´s extendido, disen˜ado para conexiones de red. Usbmon es para usb lo que
tcpdump es para la conexio´n de red.
Gracias al mo´dulo usbmon se puede leer el buﬀer de entrada USB del siste-
ma. Los datos que se obtienen en este buﬀer es facilmente legible, apta para la
identificacio´n de paquetes y la informacio´n que estos contienen.
Figura 3.15: buses de lectura disponibles
El usbmon tiene un socket general llamado 0u (color amarillo de la figura 3.15).
En este socket se junta la informacio´n de todos los buses usb. El nu´mero de buses
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(color azul en la figura 3.15). Los 4 puertos visibles en la figura 2.17 son creados
por medio de un hub usb.
Como se puede ver en la figura 3.16, la informacio´n en este buﬀer (1u) es ma´s
legible que la lectura mostrada anteriormente del buﬀer (event 0) 3.14. Esta es
la fuente de informacio´n que se ha utilizado para obtener los datos de la tableta
Wacom. Los datos que se leen no son solo informacio´n de la wacom. Tambie´n
hay tramas de control y tramas de comunicacio´n con otros dipositivos. Por este
motivo se ha tenido que implementar un filtro para leer solo las tramas que co-
rresponden al sensor de la wacom. La identificacio´n de las mismas se explica en
el apartado 3.2.1.
Figura 3.16: una captura del buﬀer de entrada 1u con el comando cat
Ahora se explica cual es el proceso para tener acceso a estos buﬀers. Esta he-
rramienta no esta´ activa por defecto en ningu´n sistema Linux.
Para ejecutar esta herramienta (usbmon) necesitamos montar los directorios
de debugfs. Para ello se ha creado un script que se ejecuta al iniciar el sistema
operativo. La primera linea del script monta los directorios de debugfs en /sy-
s/kernel/debug. La segunda linea muestra los dispositivos USB conectados. Esto
sirve para conseguir el nu´mero de dispositivo que el sistema asigna a la tableta y
que el programa necesita para su lectura, ma´s detalles en el apartado 3.2.1.
sudo mount −t debugfs none debugs / sys / ke rne l /debug
sudo cat / sys / ke rne l /debug/usb/ dev i c e s
Figura 3.17: Captura de los dispositivos USB conectados con el comando “cat /sys/kernel/de-
bug/usb/devices”.
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En la figura 3.17 se pueden ver toda la informacio´n disponible sobre los disposi-
tivos USB. En nuestro caso se tiene que buscar el numero del dispositivo “Dev#”
de la tableta conectada ( Wacom Intuos 4 PTK-440). La forma de reconocerlo
puede ser bien por le nombre (sen˜alado en azul) o por el Vendor y Produc ID ,
sen˜alado en amarillo.
3.3.2. Alta tasa de error
Durante en desarrollo del prototipo han surgido problemas tanto con la me-
dida del error y como con su valor elevado. A continuacio´n se explicara´ como ha
evolucionado el sistema desde el ca´lculo y la tasa de error inicial al los valores y
ajustes finales.
Calculo de un falso punto EER
Al principio del desarollo (una vez llegado el momento de calcular el error
de clasificacio´n), se obten´ıan unas tasas de error en torno al 5%. Este error era
el punto EER (previamente explicado en el apartado 3.2.5) pero con una ligera
variacio´n. La curva FAR no correspond´ıa con FAR skilled (firmas imitadas) que
se puede ver en la figura 3.11 sino que era una ponderacio´n de los errores FAR
casual y FAR skilled. El error FAR(general) se calculaba siguiendo esta fo´rmula:
FARgeneral =
(Firmas aceptadas casuales+ Firmas aceptadas imitadas)
Numero total firmas casuales+ imitadas
×100
(3.7)
En la ecuacio´n 3.7 se explica como se calculaba el error FAR(general). Las
firmas aceptadas casuales son las firmas correspondientes a otro usuario (o a la
imitacio´n de otro usuario) que han pasado el umbral de aceptacio´n.. El valor
firmas aceptadas imitadas es el nu´mero de firmas imitadas que se han dado por
validas. El denominador es el nu´mero todal de firmas casuales e imitadas que
tenemos en nuestra base de datos.
La razo´n por la que no es va´lida la optmizacio´n del sistema por medio de la
curva FAR(general)-FRR es que el valor de FAR skilled es muy elevado. Para dar
un ejemplo, con un FAR(general) de 2% el FAR skilled se situa en torno a 20%
siendo el FAR casual del 2%.
La razo´n de que el FAR skilled tenga tan poca importancia en el valor de
FAR(general), es que el nu´mero de firmas casuales era mucho mayor que el de
firmas falsificadas. Para 1 usuario, se estaban comprobando 5 firmas falsas y 990
firmas casuales.
Posteriormente se cambio´ la bu´squedad de error minimo al punto EER de la
curva FAR skilled FRR. Se comprobo´ que el FAR casual siempre muy por debajo
del skilled.
En la gra´fica 3.18 se puede ver el cambio que implica buscar un umbral respecto
a la curva FAR casual (azul) que valdr´ıa 162, el error EER valdr´ıa 3% y tendr´ıa
un error de FAR skilled de 20%, a buscar un umbral respecto FAR skilled donde
el punto EER se situa en 7% y FAR casual esta por debajo de 1%.
46 CAPI´TULO 3. DESARROLLO DEL SISTEMA
Figura 3.18: Calculo del umbral o´ptimo en la comparacio´n
Media DTW de las 5 firmas
Como se puede ver en la gra´fica 3.18, el error EER optimizado respecto a la
curva FAR skilled es del 7%, demasiado elevado par aun sistema de identificacio´n.
Para reducir este error se puso en pra´ctica el concepto de variabilidad de la firma.
Con este me´todo se esperaba reducir sustancialmente el error hasta niveles donde
otros estudios hab´ıan llegado.
Para reducir el error se hizo la media de los valores DTW entre la firma de
entrada y las 5 firmas que pertenecen al usuario de la base de datos. Ma´s detalles
de la base de datos en 3.1.3.
DTWfirmaA,usuarioN =
1
5
5￿
i=1
DTWfirmaA,firmai (3.8)
En la ecuacio´n 3.8 se explica como se realiza la media aritme´tica de los valores
DTW entre 1 firma de entrada firma A y las 5 firmas firma i del usuario N que
esta´n almacenadas en la base de datos.
A continuacio´n se muestra la gr´afica 3.19 de las curvas de FAR skilled, FRR.
Para conseguir estos datos se ha hecho la media DTW explicada anteriormente.
El conjunto de datos es el mismo que en la gra´fica 3.18.
Como conclusio´n la utilizacio´n de las 5 firmas en la clasificacio´n reduce el error
del 7% a 4% en este conjunto de 100 usuarios (250 firmas verdaderas y 250 falsas).
Probando este me´todo sobre otros conjuntos de datos, la reduccio´n es similar.
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Figura 3.19: Calculo del umbral o´ptimo en la comparacio´n realizando la media dtw entre la
firma de entrada y las 5 firmas del usuario.
3.4. Ajuste del sistema, entrenamiento
En este apartado se explica los pasos que se han dado para ajustar los dife-
rentes para´metros del sistema asi como los me´todos que se han utilizado para su
entrenamiento.
3.4.1. Muestreo general
Se explicara´ las razones por las cuales se han interpolado todas las firmas
igualando el nu´mero de puntos para su posterior comparacio´n.
Variabilidad de longitud en las firmas
La longitud de las firmas tiene una gran varianza. La firmas var´ıan desde 47
puntos (medio segundo de realizacio´n) a 1500 muestras (15 segundos de realiza-
cio´n).Estos datos se han obtenido utilizado la base de datos MCyT.
Esta gran diferencia de puntos hace que necesitemos una interpolacio´n para
que todas firmas tenga la misma longitud y se puedan compara con el algoritmo
DTW.
El error de deteccio´n aumenta cuanta ma´s diferencia haya en las firmas. Esta
afirmarcio´n se respalda de varias pruebas hechas al respecto sobre un subconjunto
de la base de datos MCyT.
Definicio´n de la prueba
Se marco´ un muestreo maximo (30,50,100,200,300). Todas las firmas defini-
das con menos puntos que el muestreo ma´ximo no se interpolaban (dejando su
longitud sin variar). Las firmas que superaban en nu´mero de puntos al muestreo
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ma´ximo se inerpolaban linealmente. Todas las firmas se normalizan geome´tri-
camente respecto su centro de gravedad. El error (punto EER) se calcula por
me´todo explicado en el apartado 3.2.5, (buscando el umbral o´ptimo).
Se han elegido estos valores pues la firma que menos puntos tiene son 47. Se
eligio´ un valor por debajo de este(30) y un valor muy cercano (50). despues para
ver la progresion de la funcio´n de error se evaluaron 100, 200 y 300.
En la figura 3.20 se puede ver la evolucio´n de esta prueba. Con muestreos
menores que 50 , el error aumenta ( se pierde demasiada informacio´n en la inter-
polacio´n) y con valores por encima de la longitud mı´nima de firma el error crece
con un cara´cter lineal.
Figura 3.20: Gra´fica de error EER con distintos valores de interpolacio´n.
La conclusio´n es que el algoritmo DTW funciona mejor si las secuencias de
datos comparadas tiene la misma longitud.
Limitacio´n computacional
El procesador donde este programa se ejecuta es muy limitado. Tiene una
velocidad de reloj de 700 MHz. El sistema tiene que funcionar en un tiempo
relativamente bajo, para que la espera del usuario para saber el resultado sea
mı´nimo.
Si utilizamos un muestreo elevado, tiempo de computacional tambie´n aumenta
ya que son directamente proporcionales. La comparacio´n que realiza el sistema
es de 1 firma (firma de entrada) con todas las de la base de datos (nu´mero de
usuarios * 5 firmas cada usuario). Este relacio´n es lineal, pero el nu´mero de puntos
de la firma le an˜ade un caracter exponencial al coste computacional. Esta forma
exponencial se ve reducida en parte por la utilizacio´n de limitaciones como la
ventana de Sakoe, detallada en el apartado 2.3.1. Por esta razo´n la figura 3.21
parece lineal, pero tiene cierto caracter exponencial.
Hay que tener en cuenta que para calcular el error y ajustar el sistema, se tiene
que hacer una comparacio´n mucho ma´s costosa. En este caso, el coste compu-
tacional no aumenta linealemente respecto del nu´mero de firmas, sino exponen-
cialmente. La razo´n es que hay que comparar todas las firmas entre ellas. Los
tiempos moestrados a continuacio´n son de identificacio´n de un usuario ( 1:N) no
de calcular el error (N:N).
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Definicio´n de la prueba
Se ha hecho una prueba para determinar cual el es muestreo ma´ximo nos
permite el procesador. Dado que es un sistema de reconocimiento de firma, se
esta buscando un valor que no produzca mucho retardo. As´ı conseguiremos que
el sistema no sea rechazado por el usuario.
En esta prueba todas las firmas han sido interpoladas al mismo nu´mero de pun-
tos ( 50,100,200,300,400) y se han utilizado 100 usuarios (con 5 firmas verdaderas
cada uno).
Figura 3.21: Tiempo que tarda el algoritmo DTW en hacer la comparacion 1 firma de entrada
con 100 usuarios (1:500 firmas)
En la figura 3.21, se puede ver el tiempo que tarda el algoritmo DTW en
procesar la comparacio´n 1:500 firmas con diferentes longitudes de firma.
El tiempo ma´ximo que se le ha puesto al sistema para que devuelva los resul-
tados son 4 segundos. Se ha elegido este ma´ximo por la relacio´n que tiene con el
tiempo que se tarda en realizar la firma. El usuario medio tarda 3,5 segundos en
realizar la firma (dato obtenido de la base de datos MCyT). El tiempo que tienes
que esperar es cercano al que has invertido.
Con este tiempo, se puede tener un muestreo de 150 puntos por firma en una
base de datos de 100 usuarios.
En la figura 3.22 se muestra cuanto tarda el sistema en realizar la coparacio´n
de 1 firma con 1 usuario. Ya que el usuario tiene 5 firmas registradas, la compa-
racio´n es 1 a 5 firmas. Tambie´n podemos fiajr el valor de muestreo en funcio´n de
los usuarios que tengamos registrados en la base de datos. Gracias a esta gra´fica
podemos calcular el nu´mero ma´ximo de usuarios respecto de un muestreo.
En la figura 3.23 se ha fijado el tiempo de computacio´n en 4 segundos para
calcular el nu´mero maximo de usuarios que pueden estar registrados en la
base de datos. Dependiendo de la aplicacio´n que vaya a tener el sistema se puede
elegir un muestreo optimo u otro.
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Figura 3.22: Tiempo que tarda el algoritmo DTW en hacer la comparacion 1 firma de entrada
con 1 usuario. (1:5 firmas)
Figura 3.23: Nu´mero de usuarios ma´ximos fijando el tiempo de computacio´n a 4 segundos y
variando el muestreo de las firmas.
Error en funcio´n del muestreo elegido
En este apartado se explica que muestreo se ha elegido. Esta eleccio´n se ha
basado en la informacio´n adquirida con las anteriores pruebas respresentadas en
los gra´ficos. Tambie´n se ha realizado otra prueba que se explicara´ a continuacio´n.
Como punto de partida y para resumir el apartado anterior. El nu´mero de
muestreo de las firmas tiene que ser el mismo. Todas las firmas tiene que tener
el mismo nu´mero de puntos. Se llego´ a esta conclusio´n tras analizar el gra´fico
3.20.
El nu´mero de usuarios registrados es un valor que var´ıa segu´n la aplicacio´n que
tenga este dispositivo. Para cubrir un amplio rango de numero de usuarios regis-
trados sin que aumente el tiempo de procesado se han disen˜ado 2 preprocesados
diferentes.
Cada preprocesado esta optimizado para un valor de muestreo. Uno de ellos
funciona bien con un valor de muestreo muy bajo y el otro funciona bien cuanto
3.4. AJUSTE DEL SISTEMA, ENTRENAMIENTO 51
mayor es el muestreo Ambos preprocesados consiguen un error menor del 5%.
Esta divisio´n de dos muestreos se realiza debido a la condicio´n que no tiene
que superar los 4 segundos calculando el resultado. Si se esta´ buscando el menor
error posible sin tener en cuenta el tiempo de espera para calcular el resultado,
hay que elegir el primer preprocesado (explicado a continuacio´n)
Preprocesado 1, o´ptimo para bases de datos menores de 50 usua-
rios
Este preprocesado se implemento´ tras haber comprobado que todas las firmas
tiene que tener la misma longitud para el buen funcionamiento del algoritmo.
Y comprobar el mal funcionamiento del preprocesado 2 con muestreos altos.
Todos los pasos segu´ıdos corresponden con los mismos utilizados en el trabajo
[9].
Aqui se enumeran (por orden) las transformacio´nes que sufren los datos:
1. Normalizacio´n geome´trica por centro de gravedad:
2. Interpolacio´n lineal
3. Normalizacio´n estad´ıstica: Normaliza la media y varianza de cada ca-
racter´ıstica.
Figura 3.24: Error del preprocesado 1 en funcio´n de el muestreo
Como se puede ver en la figura 3.24 el error disminuye cuanto ma´s muestras
se toman en la interpolacio´n. El muestreo optimo se encuentra en los 300
puntos, ya que hacia la derecha la gra´fica es plana, el error apenas se reduce.
La ocasio´n para utilizar este muestreo es cuando nuestra base de datos no va
a superar los 50 usuarios. De esta forma el tiempo de computacio´n estaria
en torno a 4 segundos.
Preprocesado 2, o´ptimo para base de datos mayores de 50 usuarios.
Se disen˜o´ en un primer momento. Al ver que ante muestreos altos,el error
aumentaba,se empezo´ a implementar el otro preprocesado. Debido al fun-
cionamiento de este preprocesaod se llego´ a la conclusio´n que el algoritmo
DTW funciona mejor con longitudes de firma iguales.
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El funcionamiento del preprocesado es ma´s sencilla que el anterior. Sigue los
siguientes pasos:
1. Normalizacio´n geome´trica por centro de gravedad.
2. Interpolacio´n lineal: Es una interpolacio´n lineal que solo modifica las
firmas que tienen ma´s puntos que el muestreo elegido. Las firmas que
tienen menos puntos no se interpolan.
En la figura 3.25 se puede ver como el error es minimo en el punto 50. Esto
es debido a que la firma ma´s corta que ha evaluado este sistema tiene 47
puntos. Cuando se aumenta el muesteo el error aumenta ya que las firmas
con menos muestras no se interpolan ( se mantienen con el mismo nu´mero
de puntos) por lo que como ya se explico´ anteriormente, el DTW se degrada.
Figura 3.25:
El muestreo o´ptimo para este preprocesado esta cercano al nu´mero de
puntos de la firma ma´s corta. En este caso 50 puntos.
Este me´todo se ha probado para otro subconjunto de la base de datos cuya
firma ma´s corta se compon´ıa de 60 puntos y el resultado es similar trasladado
10 puntos hacia la derecha.
El preprocesado 2 (con 50 puntos de muestreo) puede utilizarse en bases de
datos de hasta 350 usuarios para mantener el tiempo computacional ma´xi-
mo de 4 segundos. Para base de datos mayores habr´ıa que estudiar otras
opciones.
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Conclusio´n sobre el muestreo y eleccio´n de preprocesado
Se ha elegido el preprocesado 2 con un muestreo de 50 puntos por que nuestra
base de datos actualmente es de 101 usuarios.
Este preprocesado tiene menos error que el preprocesado 1. Si se elige el pre-
procesado 1 con 101 usuarios se tendr´ıa que ajustar el muestreo a 160 puntos
(siguiendo la gra´fica 3.23).Con ese muestreo en la segun la gra´fica 3.24, el sistema
tiene un error por encima del 4%. Mientras que el preprocesado 2 es del 4%.
Otra razo´n es que la comparacio´n es mucho ma´s ra´pida (en torno a 2 segundos)
y que se puede incrementar hasta 350 usuarios manteniendo el tiempo de espera
bajo.
3.4.2. Umbral
Como ya se explico´ en el apartado 3.2.5, el sistema tiene un umbral prefijado
que es el encargado de decidir si la firma de entrada corresponde con algu´n usuario
de la base de datos o no corresponde.
Este umbral se ha ajustado buscando un balance entre firmas verdaderas re-
chazadas (FRR) y firmas falsas (imitaciones) aceptadas (FAR skilled). El o´ptimo
es donde ambos errores son iguales (o muy cercanos).
El umbral o´ptimo se ha calculado con un conjunto de firmas y se ha probado
en otro conjunto para calcular su error. EL valor umbral dtw es de 186.
Los errores conseguidos son de 3,2% y 4%.
3.4.3. Mejoras
Se han pensando diferentes formas para reducir tanto el tiempo de computacio´n
como el error. Estas ideas han sido implementadas y se ha visto que mejoran el
rendimiento del general.
Reduccio´n tiempo de ejecucio´n
El principial problema de procesar muchas firmas es que el tiempo que el
algoritmo tarda aumenta. Para calcular el valor hay que elegir el numero de
usuarios y el muestreo y multiplicarlo por el tiempo por usuario visible en el
gra´fico 3.22.
Para reducir este tiempos se ha disen˜ado un filtro que decidir si la pareja de
firmas necesita calcular su valor DTW o no es necesario. Este filtro tiene como
para´metro de entrada la longitud en puntos de la firma ( el tiempo de realizacio´n).
Se ha puesto el umbral siguiendo la variabilidad que tiene las realizaciones de la
misma firma. El conjunto estudiado para ajustar este umbral es el MCyT.
El filtro detecta si 2 firmas no son del mismo usuario por medio de su longitud.
Si la diferencia entre su longitud es mayor que el umbral lo descarta automa´ti-
camente asignandole un valor DTW muy alto (muy por encima del umbral de
clasificacio´n).
i f (400<abs ( ( f i rma a−>numero puntos )−( f i rma b−>numero puntos ) ) ) {
(∗dtw) [ counter ]=401 .0 ;
} else {
(∗dtw) [ counter ]= dtw bas ic ( f i rma a , f i rma b ) ;
}
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El umbral (400) se ha calculado segun un estudio realizado a la base de datos
MCyT donde la ma´xima variabilidad puntos entre 2 realizacio´nes de una misma
firma es de 398 puntos (casi 4 segundos).
En el co´digo se calcula el valor absoluto de la resta de las longitudes de las
firmas. Posteriormente se compara con el umbral (400) y si es mayor, se asigna el
valor DTW=401,0. Si es menor se calcula el valor DTW con la funcio´n DTW basic
explicada en el aparado 3.2.4.
Con este filtro se reducen las firmas comparadas un 6%. Este valor se ha
comprobado con 2 subconjuntos de la base de datos MCyT.
Reduccio´n del error
Durante la implementacio´n y las pruebas se observo´ que los primeros valores
de velocidad (“dx” y “dy”) entre las firmas verdaderas y las imitaciones era muy
diferentes. Se intento´ utilizar esta diferencia para que la clasificacio´n funcionara
mejor y el error se redujera.
A continuacio´n se explica como se ha an˜adido esta mejora al sistema, as´ı como
la prueba que se realizo´ para comprobar su efectividad.
Se implemento´ una variante en la funcio´n de coste local, explicado en el apar-
tado 3.2.4 que originalmente era la distancia eucl´ıdea. Esta variante de coste local
modifica la distancia eucl´ıdea de los primeros puntos de la firma. La modificacio´n
produce un incremento en el resultado final de la alineacio´n DTW entre las dos
firmas.
CABij =
￿
(yAi − yBj )2 + (pAi − pBj )2 +multiplicador × ((dyAi − dyBj )2 + (dxAi − dxBj )2)
(3.9)
En la ecuacio´n 3.9 se ve la modificacio´n que se ha hecho a la distancia eucl´ıdea.
Los valores “A” y “B” corresponden con las dos firmas que se esta´n comparando.
La variable “i” es el nu´mero de punto de la firma “A” y “j” corresponde al nu´mero
de punto dentro de la firma “B”. “y” es la coordendada Y, “p” es la presio´n, “dy”
y “dx” son las velocidades Y y X respectivamente.
La variable “multiplicador” es el encargado de incrementar en caso necesario el
valor de las velocidades. Si “multiplicador” = 1, entonces la distancia es eucl´ıdea,
si el multiplicador = 6 entonces la distancia es mucho mayor.
Este “multiplicador” es el que le da ma´s peso a las velocidades en el valor final
del alineamiento DTW.
Esta modificacio´n solo esta activa en un cierto conjunto de valores. La carac-
ter´ıstica que se esta midiendo es la velocidad de “arranque”, que es la velocidad
con que el usuario comienza a realizar la firma. Por esta razo´n solo los puntos
inicales son los que tiene que sufrir la modificacio´n.
En la figura 3.26 se ve la banda (en azul) que corresponde con el conjunto de
valores que son modificados. Esta se extiende desde i=0 hasta i=3. y desde j=0
hasta j=3.
3.4. AJUSTE DEL SISTEMA, ENTRENAMIENTO 55
Figura 3.26: En azul esta el domı´nio donde la mejora esta activa.
A continuacio´n se muestra el co´digo que implementa esta modificacio´n. Si el
punto evaluado esta dentro de la condicio´n, el multiplicador se iguala a 6. Si el
punto cae fuera, la distancia calculada es la eucl´ıdea.
i f ( ( i <3) | | ( j<3) ) {
mul t i p l i c ado r =6;
} else {
mul t i p l i c ado r =1;
}
Definicio´n de la prueba
A continuacio´n se explica como se fijaron los valores de anchura de la banda y
del multiplicador. Para darle valided a estos valores, se calcularon para un con-
junto de firmas y se evaluaron en otro conjunto.
Bu´squeda de la anchura de la banda
Primero se hizo una prueba para decidir cuantos nu´meros deb´ıan incluirse en
esta modificacio´n (anchura de la banda en la figura 3.26). Para ello se eligio´ un
multiplicador arbitrario (multiplicador= 2) y se busco´ el de error mı´nimo.
En la figura 3.27 se ve el error (EER) obtenido con diferentes nu´mero de puntos
evaluados. El valor “0” corresponde con el error original (sin esta mejora). El valor
“1” significa que la distancia eucl´ıdea del primer punto fue modificada. El valor
“2” significa que la distancia eucl´ıdea de los 2 primeros puntos fue modificada y
as´ı sucesivamente.
Como conclusio´n, la modificacio´n de la distancia eucl´ıdea de los primeros 3
puntos es la o´ptima.
El conjunto evaluado son 100 usuarios con 5 firmas verdaderas y 5 firmas
falsas (imitaciones) cada uno, un total de 500 firmas. El muestreo utilizado fueron
41 puntos. Por esta razo´n el erro es ma´s alto que en gra´ficas mostradas con
anterioridad.
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Figura 3.27: Bu´squeda del error minimo varando los puntos evaluados (primeros N puntos de
las firmas)
Bu´squeda de multiplicador
Una vez fijado el nu´mero de puntos evaluados se busco´ el multiplicador o´ptimo.
Para buscar el valor se hizo una prueba muy parecida a la anterior.
Esta prueba se realizo´ con el mismo conjunto de datos. Esta vez se fijo´ el
nu´mero de puntos que que sufr´ıan la modificacio´n. Se elgio´ el valor 3 de acuerdo
con la conclusio´n del ajuste anterior.
En la figura 3.28 se puede ver el error obtenido con diferentes valores de mul-
tiplicador. El error es mı´nimo cuando el multiplicador es igual a 6.
Figura 3.28: Evaluacio´n de error segu´n diferentes valores de multiplicador. La banda es de los
3 primeros puntos.
Valores finales
Para resumir, los valores o´ptimos de esta mejora son:
Modificar la distancia eucl´ıdea de los 3 primeros puntos de la firma
En esta modificacio´n multiplicar por 6 las velocidades
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Con esta implementacio´n el error (EER) se reduce del 5,5 al 4,7. Se ha probado
esta mejora (con los mismos ajustes) en otro conjunto de firmas y el error tambie´n
se reduce una proporcio´n similar.
Se consideran estos ajustes como buenos ya que aunque el error ha disminuido
en los 2 conjuntos. Adema´s se han calculado los ajustes o´ptimos en el segundo
conjunto y han resultado ser los mismos que los detallados anteriormente; Evaluar
los 3 primeros puntos y multiplicar la diferencia de velocidades por 6.
3.5. Funcionamiento e Interfaz de usuario
En la realizacio´n de este prototipo se ha intentado cuidar todos los aspectos
tanto a la hora de implementarlo como de presentarlo. Para que sea ma´s sencillo
de cara al usuario, se ha disen˜ado una sencilla interfaz de usuario.
Figura 3.29: Interfaz disen˜ada para la tableta Wacom. Corresponde con el area activa de la
tableta.
El programa se controla mediante la tableta donde se firma. En la figura 3.29
se muestra el area sensible de la tableta. Cada esquina tiene un boto´n con una
funcio´n asignada. Estos botones se accionan pulsando con el bol´ıgrafo de la ta-
bleta.
La esquina inferior izquierda sirve para informarte de cuantos usuarios hay
registrados en la base de datos.
La esquina superior izquierda sirve para identificar un usuario. Una vez ele-
gida esta opcio´n el ususario tendra´ que realizar la firma para su deteccio´n.
Una vez procesada la firma, se mostrara´ por pantalla el nu´mero de usuario
que corresponde o un aviso de firma inva´lida en caso de que no corresponda
con ningu´n usuario.
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La esquina superior derecha sirve para registrar un usuario. Se informara´ por
pantalla de los pasos a seguir. El usuario tendra´ que realizar 5 firmas para
que su registro sea efectivo.
La esquina inferior derecha sirve para salir del sistema.
3.6. Evaluacio´n y resultados finales
En este apartado se mostrara´n las caracter´ısticas del la u´ltima implementacio´n
del sistema. Los para´metros que finalmente se han elegido y su comportamiento.
A continuacio´n se resumen las aspectos por los cuales este sistema se caracteriza:
Se ha elegido el preprocesado 2 con un muestreo de 50 puntos. Este prepro-
cesado se caracteriza por realizar una normalizacio´n geome´trica por centro
de masas y una interpolacio´n lineal solamente a las firmas que tengas ma´s
puntos que los definidos en el muestreo, dejando a las dema´s con el mismo
numero de puntos.
Tambie´n se ha implementado el filtro para reducir las firmas compradas por
el DTW. Este filtro analiza la longitud de las firmas y si supera un umbral
prefijado no se realiza la comparacio´n DTW.(Reduce un 6% el tiempo de
ejecucio´n).
Se ha reducido el error por medio del ana´lisis de la velocidad de arranque
de la firma, velocidad de los primeros puntos de la realizacio´n, (de un 5,5 a
4,7%)
El algoritmo DTW funciona con una restriccio´n de pendiende P(0) asime-
trica. El camino que toma DTW en la optimizacio´n esta limitado por la
ventana de Sakoe.
Por ultimo el valor DTW que tiene una firma de entrada al comparase con un
usuario (que tiene 5 firmas) es la media de los resultados DTW que resultan
de las 5 comparaciones. Este me´todo de utilizar 5 firmas reduce el error de
un 7% a un 4%.
Con esta eleccio´n se consigue un tiempo de comparacio´n 1:1 firmas de 2,2 ms.
Este tiempo de procesado tambie´n incluye la copia de una de las firmas desde la
tarjeta SD.
Para tener una referencia, el tiempo que tarda en hacer la misma operacio´n
un ordenador con un Intel core 2 duo a 2,26GHz con un disco duro SSD es de
0,18ms (12 veces menos).
Figura 3.30: Comparativa de tiempos entre Raspberry Pi (ARM11) y Macbook pro (intel core
2 duo)
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El error por el cual el sistema se caracteriza es del 4% .Se ha obtenido entre-
nando el umbral de decisio´n para un conjunto y evaluando el error este umbral
tiene en otro conjunto diferente.
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Cap´ıtulo 4
Presupuesto
En el siguiente apartado se detalla una estimacio´n de los diferentes costes origi-
nados durante la realizacio´n de este trabajo de fin de grado. En esta estimacio´n se
han tenido en cuenta los costes del personal, de software y de hardware utilizados
durante el desarrollo del mismo. Basa´ndose en la plantilla proporcionada por la
Universidad Carlos III de Madrid se hace un desglose del coste total para facilitar
la comprensio´n del mismo. De esta forma, se explica en los distintos apartados
primero los costes del personal, seguido de los costes de software y hardware y
finalizando el apartado con el coste total. Las unidades de cada tabla esta´n ex-
presadas en euros tomando dos decimales en cada cantidad. Todo el proceso ha
sido realizado digitalmente sin necesidad de realizar impresio´n de material. Por
lo tanto, los costes de materiales fungibles no sera´n an˜adidos. A continuacio´n se
entra en detalle de cada parte del presupuesto.
4.1. Coste del personal imputable al proyecto
Para calcular el coste del personal que ha trabajado en el proyecto se detallan
las horas dedicadas por Pablo Dı´ez Lo´pez, autor del proyecto, y por Luis Meng´ıbar
Pozo, tutor del mismo. El coste por horas ha sido definido basa´ndose en la plantilla
proporcionada por la universidad, teniendo en cuenta que el valor de un Ingeniero
Senior es 36 Euros/hora y de un Ingeniero Junior 22 Euros/hora. Se ha supuesto
un esfuerzo constante en una media de 5 horas diarias, y una dedicacio´n de 20
d´ıas cada mes, para el caso del autor. Para el caso del tutor, se ha considerado
una participacio´n de 14 horas divididas en 10 tutor´ıas. A partir de esos datos se
realiza la figura 4.1.
Figura 4.1: Coste del personal detallado
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4.2. Coste de Software y Hardware
La siguiente tabla resume los dispositivos y herramientas que han sido uti-
lizados en el desarrollo del trabajo. Los software empleados, (Raspbian, Wacom
SDK, Texshop y Bibdesk), se an˜aden a la tabla a pesar de ser productos gratuitos.
Para cada elemento se nombra el producto, su precio, su periodo de amortizacio´n
y el coste que supone en el proyecto. Todos los dispositivos se han usado desde el
principio del trabajo y durante 6 meses, excepto el ordenador Fujitsu Siemens que
solo ha sido utilizado en los u´ltimos 4 meses del proceso, para la implementacio´n
del sistema.
4.3. Elementos de Hardware
En este apartado se explican cada herramienta utilizada y sus caracter´ısticas
principales.
4.3.1. Macbook Pro 2009
El ordenador empleado para el desarrollo del trabajo es un Macbook Pro de
13’3 pulgadas. Toda la documentacio´n ha sido explicada mediante los software
TexShop para el lenguaje Latex y Bibdesk para la bibliograf´ıa. Sus caracter´ısticas
son las siguientes:
Procesador: Intel Core 2 Duo a 2,26GHz
Tarjeta gra´fica: Nvidia Geforce 9000 M con 256 MB DDR3 compartidos
RAM: 4 GB DDR3 a 1033MHz
Sistema operativo: Snow leopard
Disdo duro : 250 GB SSD (Samsung 840 EVO)
4.3.2. Fujitsu Siemens
Los u´ltimos cuatro meses del proyecto se utilizo´ el ordenador Fujitsu Siemens
debido a que el sistema operativo instalado era Ubuntu, muy similar al del dispo-
sitivo del proyecto. Las ventajas frente al Macbook eran: similitud de compilador
y bibliotecas de C con el Raspberry Pi. Sus caracter´ısticas son las siguientes:
Procesador: Intel Core 2 Duo a 1,6GHz
Tarjeta gra´fica: ATI Mobility Radeon HD 2400 con 256 MB dedicados
RAM: 2GB DDR2 a 667MHz
Sistema operativo: Ubuntu 14.04 LTS
Disdo duro : 160 GB HDD
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4.3.3. Raspberry pi 1 model B+
Raspberry Pi es un ordenador de placa reducida o (placa u´nica) (SBC) de
bajo coste desarrollado en Reino Unido por la Fundacio´n Raspberry Pi, con el
objetivo de estimular la ensen˜anza de ciencias de la computacio´n en las escuelas.
Este dispositivo no incluye disco duro ni unidad de almacenamiento, por lo que
se ha comprado una tarjeta SD sandisk de 16 GB. Tampoco incluye una fuente
de alimentacio´n ni carcasa. Sus caracter´ısticas son las siguientes:
Tipo de procesador: ARM1176JZF-S
Tarjeta gra´fica: Broadcom VideoCore IV a 250 MHz
Velocidad del procesador: 700 MHz
Memoria RAM: 512MB SDRAM a 400MHz
Sistema operativo: Linux Raspbian
4.3.4. Wacom Intuos 4 ptk 440
Para el reconocimiento de firmas, para todo el trabajo gra´fico y las pruebas de
e´stas, se ha utilizado la tableta gra´fica Wacom Intuos 4 ptk 440. A esta, se le ha
acoplado un folio, para que las caracter´ısticas de las nuevas firmas tomadas sean
lo ma´s parecido posible a las firmas reales de la base de datos, teniendo en cuenta
que la textura del bol´ıgrafo sobre el papel es diferente a la del bol´ıgrafo sobre la
tableta. Las propiedades de este dispositivo son las descritas seguidamente:
Tecnolog´ıa: EMR (Electro de resonancia magne´tica)
A´rea activa: 157.5 X 98.4 mm
Niveles de presio´n: 2048
Resolucio´n: 200 lpmm (5080 lpi)
Exatitud (la´piz): +/-0.25 mm
Rango de inclinacio´n (todos los la´pices): 60 grados
Software: Wacom SDK
4.3.5. Kingston 4 GB
Para el almacenamiento de toda la informacio´n, base de datos, documentacio´n
gra´fica y de las diferentes copias de seguridad se ha utilizado una memoria USB
Kingston de 4GB de capacidad y dimensiones 55.65mm x 17.3mm x 9.05mm.
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4.4. Resumen de costes
A continuacio´n se muestra el presupuesto total alcanzado. En la primera tabla
(figura 4.2) se resumen los costes descritos anteriormente y seguidamente se les
an˜ade una tasa de costes indirectos del 20%. A este resultado se incluye en la
segunda tabla (figura 4.3) un coste del 18% en concepto de Impuestos sobre el
Valor An˜adido.
Figura 4.2: Coste total sin IVA
Figura 4.3: Coste total con IVA
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Figura 4.4: presupuesto detallado
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Cap´ıtulo 5
Conclusiones generales
A lo largo de este documento se ha ido explicando el proceso que se ha llevado
a cabo para la realizacio´n de este proyecto. Se ha estudiado el algoritmo DTW
con sus diferentes para´metros, se ha tenido en cuenta las diferentes opciones de
hardware y elegido el mas apropiado, tambien ha sido objeto de investigacio´n las
diferentes formas de comunicacio´n entre la tableta y el programa C por medio del
puerto USB y por ultimo se ha implementado y optimizado el sistema.
Una vez completado el desarrollo, el resultado es un identificador de usuarios
por medio de firma manuscrita. El ca´lculo del resultado se realiza en una Rasp-
berry Pi 1 B+ y la adquisicio´n de la firma se realiza mediante una tableta Wacom
Intuos 4 PTK 440.
Con la realizacio´n de este prototipo se ha comprobado la posibilidad de utilizar
procesadores empotrados para identificacio´n biome´trica por medio de firma ma-
nuscrita. Asi como la viabilidad de utilizar este proyecto como punto de partida
para el desarollo de un sistema de identificacio´n debido a que su tasa de equierror
se encuentra en el 4% para firmas falsas entrenadas y menor del 0,2% para firmas
falsas aleatorias.
Se puede afirmar que el resultado final ha sido satisfactorio ya que el siste-
ma desarrollado funciona con con un error bajo y el tiempo de procesamiento
es menor que 2 segundo teniendo a 100 usuarios en su base da datos. Adema´s
esta base de datos se puede ampliar hasta 350 usuarios manteniendo el tiempo
de procesado en torno a los 4 segundos. Debido a que este retardo es muy simi-
lar al tiempo medio que tarda un usuario en realizar la firma, no causar´ıa rechazo.
Finalmente cabe mencionar que que se han cumplido los objetivos del proyecto:
1. Estudio e implementacio´n del algoritmo DTW.
2. Optimizacio´n del algoritmo para el hardware elegido.
3. Realizacio´n de un prototipo identificador de firma manuscrita con un proce-
sador empotrado.
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Cap´ıtulo 6
Trabajo futuro
En este cap´ıtulo se expone las diferentes l´ıneas que se puede seguir desarollando
este proyecto.
Reduccio´n del tiempo de computacio´n mediante el mo´dulo LOGI
PI. Esta FPGA ha sido especialmente disen˜ada para la Raspberry Pi. Este
modulo se conecta por medio de los pines GPIO a la placa y tiene las mismas
dimensiones que la Raspberry Pi. Se puede trasladar el calculo DTW a un
modulo fpga y as´ı reducir sustancialmente el tiempo computacional.
Figura 6.1: mo´dulo LOGI PI (encima) conectado a Raspberry Pi (debajo)
Implementacio´n del algoritmo en la Raspberry Pi 2 y optimizar
el algoritmo para su procesador de 4 nucleos: La realizacio´n de es-
te algoritmo en la nueva Raspberry Pi que cuenta con un procesador de
4 nu´cleos abre un gran abanico de posibilidades. La mas interesante es la
posibilidad de paralelizacio´n del algoritmo en estos 4 nucleos por medio de
la divisio´n en subconjuntos de la base de datos. Con esta divisio´n se puede
reducir el tiempo de procesamiento ya que se esta´n haciendo comparaciones
paralelamente.
Adaptar el sistema para una utilidad real: Una de las trabajos mas
interesante implementar el sistema en un entorno real. Debido a su base de
datos ma´xima de 350 usuarios puede aplicarse por ejemplo para control de
accesos de pequen˜as empresas.
Implementacio´n del algoritmo en otros hardwares: Otra via de desa-
rrollo es implementar el sistema en otros dispostivos detallados en el apartado
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2.4. La placa Nvidia Jetson TK1 es especialemente interesante ya que ya se
podr´ıa portar el sistema a este hardware haciendo la computacio´n del DTW
paralelamente en los nu´cleos de la GPU. Esta paralelizacio´n es factible y se
puede reducir el tiempo a la mitad [3].
Appendices
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Planificacio´n
En este cap´ıtulo se muestra de forma escrita y gra´fica la planificacio´n del
proyecto. Las diferentes fases incluyen investigacio´n, implementacio´n, pruebas,
mejoras del sistema, elaboracio´n de la documentacio´n y presentacio´n del trabajo
fin de grado. Cada una de ellas se explicara´ en un apartado diferente, a pesar de
que muchas de ellas han ido solapa´ndose temporalmente. En esta planificacio´n
se incluyen tambie´n las reuniones con el tutor para el seguimiento del proyecto,
omitiendo el tiempo empleado en la comunicacio´n por medios electro´nicos. Para
su mejor entendimiento se an˜ade un diagrama de Gannt al final del cap´ıtulo para
entender con ma´s facilidad los plazos de cada fase.
Fases del proyecto:
1. Fase de investigacio´n La primera fase del proyecto fue la propuesta de
enunciado, junto con la bu´squeda de informacio´n para su desarrollo. En esta
fase se produce una serie de estudios previos seguida de un ana´lisis de la
informacio´n encontrada sobre trabajos y sistemas similares de reconocimien-
to de firmas, as´ı como de los diferentes algoritmos para reconocimiento de
firmas. Tambie´n se analizaron las opciones de hardware que hab´ıa.
-Duracio´n: 60 d´ıas/ 300 horas.
2. Reuniones con el tutor
Desde el primer d´ıa de la propuesta de enunciado y durante los 6 meses
de duracio´n del trabajo se han ido programando tutor´ıas para correccio´n y
resolucio´n de dudas. Estas no han sido constantes. Al principio se realizaron
tutor´ıas mensuales de una hora de duracio´n y en el u´ltimo mes una reunio´n
semanal de dos horas de duracio´n. Esta fase ha ido solapa´ndose con las dema´s
segu´n se muestra en el diagrama.
-Duracio´n: 14 horas.
3. Fase de implementacio´n
Esta es la fase ma´s importante y la que ma´s esfuerzo ha necesitado. Supone
toda la planificacio´n y ejecucio´n del proyecto, incluyendo el disen˜o y estruc-
tura de la aplicacio´n, as´ı como las pruebas y mejoras del sistema. Durante
esta fase se ha necesitado buscar informacio´n para la resolucio´n de dudas as´ı
como reuniones con el tutor.
-Duracio´n: 40 d´ıas/ 200 horas.
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(Teniendo en cuenta 25 horas a la semana, la tarea de implementacio´n ha
sido realizada en 2 meses que suponen 200 horas)
A continuacio´n muestran las partes de la implementacio´n:
Disen˜o y estructura de la aplicacio´n El comienzo de esta fase de im-
plementacio´n se produjo con el disen˜o de la aplicacio´n y la estructura
de todo el trabajo que habr´ıa que llevar a cabo, puesto que el trabajo
completo ha sido realizado mediante pequen˜as partes.
-Duracio´n: 2 d´ıas/ 10 horas.
Implementacio´n de la aplicacio´n Supone la programacio´n de todas estas
partes o mo´dulos que se ha dividido la aplicacio´n. Empezando por los
mo´dulos de adquisicio´n de datos y terminando por el clasificador.
- Duracio´n: 25 d´ıas/ 125 horas.
Pruebas Una vez realizada la implementacio´n, se procede a hacer las
pruebas del sistema para comprobar su funcionamiento. Esta fase se ha
repetido varias veces hasta disminuir el porcentaje de error hasta el 4%.
- Duracio´n: 3 d´ıas / 15 horas.
Mejoras del sistema Con la primera prueba el porcentaje de error era
demasiado alto, por ello se han de realizar mejoras y correcciones en
la programacio´n para disminuir dicho porcentaje. Estas mejoras se han
repetido tantas veces como las pruebas hasta concluir en un buen por-
centaje de error.
- Duracio´n: 10 d´ıas/ 50 horas.
4. Elaboracio´n de la documentacio´n
A pesar de que una parte de la memoria fue escrita antes de la implemen-
tacio´n del proyecto, como la planificacio´n presente y el estado de arte, la
mayor´ıa fue descrita una vez acabado el sistema. Es por ello que esta par-
te tambie´n puede verse solapada con las dema´s. Esta parte recoge todo el
proceso digital que ha supuesto la realizacio´n de este trabajo.
-Duracio´n: 30 d´ıas/ 100 horas.
5. Presentacio´n
Una vez terminadas todas las fases y entregada la documentacio´n, se procede
a una presentacio´n oral frente al tribunal para la exposicio´n del trabajo fin de
grado. Esta fase no se ha realizado todav´ıa por lo que el tiempo es estimado
suponiendo una duracio´n de tres horas.
- Duracio´n: 3 horas
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Sumando todas las horas obtenemos un total de 617 horas empleadas en este
proyecto. A continuacio´n se an˜ade una tabla resumen de estas actividades
incluyendo la fecha de inicio y fin de cada tarea, (figura 2). Un diagrama
de Gannt (figura 3) cierra el cap´ıtulo, explicando gra´ficamente los espacios
temporales que ha necesitado cada actividad.
Figura 2: planificacio´n
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Figura 3: diagrama de Gannt
Interfaz sobre la tableta Wacom
Figura 4: Interfaz de usuario montada sobre la tableta Wacom
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