ABSTRACT Considered as a key technology in 5G networks, mobile edge computing (MEC) can support intensive computation for energy-constrained and computation-limited mobile users (MUs) through offloading various computation and service functions to the edge of mobile networks. In addition to MEC, wireless heterogeneous networks will play an important role in providing high transmission capacity for MUs in 5G, where wireless backhaul is a cost-effective and viable solution to solve the expensive backhaul deployment issue. In this paper, we consider a setting, where MUs can offload their computations to the MEC server through a small cell base station (SBS), the SBS connects to the macro BS through a wireless backhaul, and computation resource at the MEC server is shared among offloading MUs. First, we formulate a joint optimization problem with the goal of minimizing the system-wide computation overhead. This is a mixed-integer problem and hard to derive the optimal solution. To solve this problem, we propose to decompose it into two subproblems, namely the offloading decision subproblem and the joint backhaul bandwidth and computation resource allocation subproblem. An algorithm, namely JOBCA, is proposed to obtain a feasible solution to the original problem by solving two subproblems iteratively. Finally, numerical results are conducted to verify the performance improvement of the proposed algorithm over two baseline algorithms and the close performance of the proposed algorithm compared with the centralized exhaustive search.
I. INTRODUCTION
To accommodate the ever-increasing mobile traffic volume and offload the overloaded traffic from MBSs, a large number of low-cost and low-power small cell base stations (SBSs) have been deployed [1] . In such heterogeneous networks (HetNets), an important question is how to forward and receive massive traffic from SBSs to MBSs and over the core network, respectively [2] . Moreover, backhaul deployment for small cells can be based on the wired and wireless backhauling solutions [3] , [4] . Choosing these backhauling solutions would depend on different factors, such as, the cost of implementing backhaul connections, traffic load intensity, latency, and service requirements of MUs. As small cells are densely deployed in 5G networks, deploying all small cells with wired backhaul would not be a feasible and costeffective solution due to fiber backhaul link installation obstacles. This motivates the adoption of wireless backhaul for small cells so as to enable small cells receiving and sending data traffic to MBSs in a wireless fashion [4] .
With the proliferation and popularity of mobile devices, such as, smart phones, tablets, virtual reality glass, new computation-intensive and energy-hungry applications are constantly emerging (e.g., real-time online gaming, virtual reality, natural language processing, and ultra-high-definition video streaming). However, since mobile devices are often equipped with low-capacity battery and limited-computation capability, they may not run many of these applications efficiently and become a bottleneck for the future development of mobile applications. One of the possible solutions is enabling mobile devices to offload their intensive computation tasks to the remote cloud center, which has high computational capability and large storage capacity [5] . Nevertheless, existing mobile cloud computing faces various challenges including high latency due to the long propagation distance from mobile devices to the remote cloud center, low scalability, and high burden on fronthaul links due to the centralized deployment of the cloud center. To address the drawbacks of mobile cloud computing, mobile edge computing (MEC) has been proposed and developed by the European Telecommunications Standards Institute (ETSI) to ''offer application developers and content providers cloud-computing capabilities and an IT service environment at the edge of the network'' [6] . The key idea behind the MEC concept is to move the cloud services, resources, and functions to the network edges. As opposed to mobile cloud computing, MEC is able to achieve lower latency and higher reliability and energy efficiency [7] , [8] , which is therefore suitable for ultra-reliable and low-latency applications in the emerging 5G networks.
A similar concept to the MEC is the fog computing, which has been introduced by Cisco in 2012 as a supplement to mobile cloud computing. MEC and Fog have some common characteristics. First, both MEC and Fog are able to provide low latency and location awareness to the end users at the network edges. In addition, MEC and Fog are usually distributed over widespread geographic areas instead of the centralized implementation as in the cloud radio access network and mobile cloud computing [8] . Finally, due to close proximity to the end users, both Fog and MEC are suitable for latency-sensitive applications. However, there are two significant differences between MEC and Fog. The first difference is that the fog computing was developed by Cisco in 2012 while MEC was introduced by ETSI in 2014. Another important difference is that fog nodes are not integrated to the mobile networks and the fog computing is highly favoured by the service providers. However, MEC servers are deployed by the network operators as a part of the mobile networks and the MEC is highly favoured by the telecoms service providers and/or the telecoms infrastructure providers, which would have their own backbone and radio networks. Since the bandwidth resource allocation of wireless backhaul is taken into consideration, the proposed design in our current work is more suitable for MEC networks.
Due to the great potentials of HetNets and MEC, many research studies have been conducted for wireless backhaul [2] - [4] , [9] - [13] and mobile edge computing [7] , [8] , [14] - [22] . Among major issues in mobile edge computing, computation offloading is of central importance. However, computation offloading may incur additional overhead in terms of energy consumption and latency, e.g., the local execution only suffers from the locally processing delay whereas the remote execution latency includes the transmission delay of the incurred data from mobile users to the MEC server, the remotely processing delay at the MEC server, and the response delay required by the MEC server to send back the result to the users [20] , [22] . In the presence of multiple users, the MEC server must be able to simultaneously execute multiple computation tasks and the scarce wireless bandwidth needs to be shared among multiple users. Compared to the resourceful cloud, the MEC server usually has finite resources and would not be able to meet all users' computation requirements. As a consequence, the joint optimization of offloading decisions and resource allocation is an important research problem in MEC systems to improve the network performance. Even though there are numerous studies on computation offloading for MEC systems, aforementioned works a) generally assume that small cells are connected with macro cells by wired backhaul such as fiber and optical links, b) have not studied the problem of joint backhaul and access bandwidth allocation, and c) do not take the offloading time over wireless backhaul link into consideration. In fact, existing studies on MEC networks have not imposed any resource constraints on the wireless backhaul links. In practice, such wireless backhaul constraints exist in wireless MEC HetNets and the backhaul link capacities strongly impact the offloading decisions. While the wireless backhaul bandwidth allocation problem has been studied before to optimize energy efficiency [12] and spectral efficiency [4] , [10] in HetNets, we are not aware of any work that addresses the optimization of computation offloading and resource (communication and computation) allocation in MEC systems with wireless backhaul consideration.
The main contribution of this paper is to introduce a novel framework for joint computation offloading and resource allocation in MEC networks with wireless backhaul. The important factors, such as offloading decisions, computation resource, and bandwidth spectrum allocation, are jointly considered. Here, computation offloading pertains to finding the offloading decisions for users and resource allocation relates to the computation resource allocation at the MEC server and bandwidth resource sharing between the wireless access transmission and wireless backhaul transmission. To the best of our knowledge, this work is the first attempt to investigate the joint computation offloading decisions and resource allocation problem with wireless backhaul in the mobile edge computing system. In a nutshell, the key features and contributions of our proposed design can be summarized as follows:
• We formulate a joint optimization problem of offloading decision, wireless backhaul bandwidth partitioning, and computation resource allocation, which has not been studied before. An MEC system with an MBS, an SBS, and multiple MUs is studied, where wireless backhaul is used to establish the connection between the SBS and MBS (MEC server), available spectrum is shared between the access links, i.e., between MUs and SBS, and the wireless backhaul transmission, i.e., between SBS and MBS/MEC server. The formulated optimization problem aims to minimize the system-wide computation overhead subject to constraints on offloading decision, computation resource at the MEC server, and bandwidth allocation. This is a mixed integer and NP-Hard optimization problem, which is hard to obtain the global centralized optimal solution.
• To solve the underlying optimization problem, we devise a suboptimal algorithm by decomposing the original problem into two subproblems: the first one optimizes the computation offloading decision while the other optimizes the backhaul bandwidth partitioning and computation resource allocation, which is further decomposed into subproblems of backhaul bandwidth allocation and computation resource allocation at the MEC server. Then, we solve these subproblems individually and propose an iterative algorithm, namely JOBCA, to achieve the solution to the original problem.
• Our simulation results confirm that our proposed algorithm can achieve better performance in comparison with two baseline schemes in terms of the percentage of offloading users and system-wide computation overhead, and has similar performance with that of the exhaustive search (i.e., there is a small optimality gap). The rest of our paper is organized as follows. In Section II, we briefly introduce the background in mobile edge computing and wireless backhaul in 5G networks, and summarize related studies on computation offloading and wireless backhaul. In Section III, we consider a network model and formulate the considered optimization problem. The proposed algorithm is described in Section IV. Section V discusses our proposed algorithm in ultra-dense networks (UDNs) with inter-cell interference and with partial computation offloading, and briefly considers deep reinforcement learning (DRL) for computation offloading in a dynamic MEC system with wireless backhaul. We provide simulation results in Section VI while concluding the paper and providing some interesting future directions in Section VII.
II. BACKGROUND AND RELATED WORK A. MOBILE EDGE COMPUTING
The development of mobile edge computing is based on different related technologies including mobile cloud computing [5] , private cloud [23] , cloudlet [24] , and fog computing [25] . The key objective design of mobile edge computing is to distribute cloud contents, services, and resources to mobile devices in a closer proximity. According to the ETSI white paper [26] , mobile edge computing can be characterized by some features, namely on-premises, proximity, lower latency, location awareness, and network context information. These features can be shortly explained, as follows:
• On-premises: edge computing can operate independently from the rest of the network and has access to local resources.
• Proximity: the edge is located closely to mobile devices and it is able to access mobile devices directly.
• Lower latency: thanks to the short distance to mobile devices, edge computing can achieve relatively low latency, which can efficiently support emerging latency-critical applications such as autonomous driving, virtual sports, and real-time online gaming.
• Location awareness: due to close proximity, the MEC system can determine locations of mobile devices by requesting low-level signaling information.
• Network context information: being able to access to local information and close to mobile devices, the MEC system can run applications and services with realtime network information, e.g., cell load and subscriber location. Over the last few years, many research studies have been conducted to realize enormous potentials of mobile edge computing in different network scenarios. Three examples are provided in the following as demonstration. Firstly, in order to meet critical requirements of ultra-reliable and low-latency applications in 5G networks, authors in [27] and [28] considered the joint problem of the latency and reliability based computation offloading optimization in MEC systems. Secondly, it is forecast that there will be billions of Internet of Things (IoT) devices in 5G networks, where each IoT device is limited in storage and computation resources. By offloading computations to the MEC servers, IoT devices can prolong their battery life and reduce their energy consumption [7] . Thirdly, it can be expected that edge servers will be densely deployed in 5G, where each server is equipped with an energy-limited battery. Therefore, energy harvesting based MEC systems are promising, where edge servers and mobile devices are powered by harvesting energy from external sources, e.g., solar radiation and wind energy [29] .
By offloading computations to the MEC servers, MUs are able to exploit the rich computation resource from the edge servers and relieve their limitations on storage, computing, and computation. Over the past few years, a number of studies have been carried out to address the computation offloading, e.g., [7] , [8] , [14] - [19] . According to recent surveys [7] , [8] , there are generally two mains types of computation offloading: binary offloading and partial offloading. In the binary offloading, as considered in our paper, a computation task cannot be partitioned into sub-tasks and the whole task must be executed either locally at the MU or remotely at the MEC server. Whereas, in partial offloading, a task can be divided into sub-tasks, which can be executed at different MEC servers [7] . Chen et al. [14] showed that the problem of finding the maximum number of offloading users is NP-Hard and the authors adopted a game-theoretic approach to find the optimal offloading decision in a distributed manner. The authors in [15] and [16] considered the dynamic voltage scaling technique for computation offloading under different design objectives and scenarios, e.g., the offloading ratio for local and remote computing in a single-task MEC system [15] and the offloading decision for one MU with multiple tasks [16] .
A joint computation offloading and interference management framework in HetNets was proposed in [17] . Lyu et al. [18] and Pham et al. [20] studied problems of transmit power and offloading decision for MUs and computation 16446 VOLUME 7, 2019 resource at the single MEC server and multiple MEC servers, respectively. Using the submodular optimization, a heuristic semi-distributed algorithm was proposed in [18] , and matching theory was utilized to devise a decentralized computation offloading scheme in [20] . Motivated by the fact that existing computation offloading frameworks only take resources of MUs and MEC servers into consideration, Guo and Liu [19] proposed an architecture that supports the coexistence of the centralized cloud computing center and distributed mobile edge computing servers. In addition, the authors proposed three collaborative offloading solutions, where each computation task can be either executed locally or offloaded to the edge and centralized cloud center for execution.
B. WIRELESS BACKHAUL
To fulfill key requirements of the 5G networks (e.g., 1000 times higher data rate, sub-millisecond latency, and 10 times higher energy efficiency), dense deployment of small cells will be one of the key solutions. According to [2] and [3] , one fundamental question is how to design efficient backhaul solutions with capability to forward and receive massive traffic from/to small cell users. With the increasing network densification, implementing wired backhaul for a great number of small cells would not be affordable or even feasible. The reasons for this are as follows:
• Although wired backhaul approaches can provide higher reliability and data rate compared with wireless backhaul solutions, it is costly to implement wired backhaul for all small cells and time-consuming to deploy connections for a large number of small cells [2] , [3] . In addition, deployment of wired backhaul depends on various factors such as the location of small cells, quality of service (QoS) requirements of MUs.
• Different frequency bands have been proposed for wireless backhaul [3] , [30] , such as cellular frequency band, millimeter wave (mmWave) band, sub-6 GHz band, satellite frequency band, and TV white space band. Therefore, wireless backhauling provides a practical solution for dense small cells in the emerging 5G networks.
• Providing wireless access to rural/remote areas and some urban areas requires to carefully consider the deployment cost [31] . In such scenarios, wireless backhaul is a practical and affordable solution, which can simplify the deployment and drive down the maintenance cost.
• Besides the improvements in data rate, reliability, and latency of communication, the emerging 5G networks will better support emergency services, which have the stringent requirements on response time [32] . Nevertheless, in HetNets with all wired backhaul links, broken wired backhaul may not be recovered instantly; therefore, emergency services can be severely impacted due to the slow network recovery and low reliability [33] . Deployment of small cells with wireless backhaul can enable to mitigate the aforementioned issue.
Recently, research on various issues related to wireless backhaul for HetNets has received enormous attention from the communication community. In [4] , a joint optimization problem of transmit beamforming, power allocation, and bandwidth partitioning in HetNets was considered. The authors studied the reverse time division duplexing (RTDD) system, which is to calibrate the transmission of small cells and a macro cell in two consecutive time slots, and proposed to partition the bandwidth for two consecutive time slots using two separate partitioning factors. The user association problem for wireless networks with wireless backhaul was studied in [10] and [13] . Liu et al. [10] considered a massive multiple-input multiple-output HetNet, where each MU can associate with either a pico cell or the macro cell, and this work jointly optimized the association vector and bandwidth allocation factor. A joint resource allocation and user association problem with backhaul constraints was considered for hybrid-energy-powered HetNets, where the base station can be powered by the traditional grid, renewable energy sources, or both. The energy efficiency of HetNets with wireless backhaul was considered in [9] , [11] , and [12] . Utilizing the RTDD as in [4] , the authors in [9] supposed that the bandwidth is equally partitioned for wireless access/backhaul communication and the work optimized a new metric, called access energy efficiency, in which due to the consideration of wireless backhaul, the adaptive decoding power at SBSs are taken into consideration. A holistic approach to energy efficiency optimization was studied in [11] , where both the access and backhaul transmissions are considered. By jointly optimizing the transmit power of SBSs and unified bandwidth partitioning factor, Zhang et al. [12] investigated the energy efficiency maximization problem under constraints of backhaul capacity and user QoS requirements.
III. SYSTEM MODEL AND PROBLEM FORMULATION A. NETWORK MODEL
We consider a network setting as illustrated in Fig. 1 , where a macro cell with one MBS is overlaid by one small cell (with one SBS), and N MUs are randomly positioned in and associated with the SBS. We assume that the small cell shares the same spectrum with the macro cell and the MBS is collocated with an MEC server to provide computation services to MUs. In this work, the wireless access transmission refers to the transmission between MUs and the SBS, whereas the wireless backhaul transmission refers to the communication between the SBS and MBS. In addition, we assume that α is the fraction of total available bandwidth allocated for the wireless access transmission, i.e., (1 − α) fraction of bandwidth is allocated for the wireless backhaul transmission. To enable tractable analysis, we assume that computation offloading through the SBS can be realized at the beginning of each offloading period [34] . Latency-tolerant applications (e.g., natural language processing and face recognition) are considered in our work, where the offloading period is within several seconds [35] . This assumption could ensure that the offloading period is at the shorter timescale than that of the VOLUME 7, 2019 network dynamics and UE mobility, and the computation task can be accomplished within the offloading period [34] , [36] .
B. COMMUNICATION MODEL
We consider a quasi-static network scenario, where MUs' locations remain unchanged during the computation offloading period but they can change locations over different periods. We assume that different MUs use different subchannels so that intra-cell interference is eliminated. Moreover, the inter-cell interference is ignored due to orthogonal bandwidth allocation over the cells and/or wall penetration loss and low transmit power of SBSs, especially when small cells are utilized in sparse wireless networks and the interference received from adjacent small cells is negligible.
Denote by p n and h n as the fixed transmit power of MU n and the channel gain between MU n and the SBS, respectively. The signal-to-noise ratio of MU n is expressed by γ n = p n h n /n 0 , where n 0 is the additive white Gaussian noise (AWGN) power. Accordingly, the transmission rate between MU n and the SBS is given by r n =
where N off is the number of offloading MUs and W is the system bandwidth (i.e., we assume equal bandwidth allocation for different MUs in each cell). Similarly, the transmission rate of the wireless backhaul from the SBS to MBS can be written as R bh = (1 − α) W log 2 (1 + P 0 h 0 /n 0 ), where P 0 is the fixed transmit power of the SBS and h 0 is the channel gain between the SBS and MBS.
C. COMPUTATION MODEL
Each MU n has a computation task I n = {D n , C n }, where D n is the computation input data size (in bits) and C n is the number of CPU cycles required to accomplish the task, i.e., computation workload/density. Each computation task can be executed either locally or remotely in the MEC server.
For local computing resource, we denote f l n as the computational capability (in CPU cycles per second) of MU n, where the superscript l stands for local. We consider a heterogeneous computing scenario where MUs may have different computational capabilities. Let t l n be the completion time of the task I n by MU n, which can be computed as t l n = C n f l n . To compute the energy consumption E l n (in Joule) of MU n when the task is executed locally, we adopt the model in [7] , [17] , and [18] . Specifically,
where κ n is a coefficient relating to the chip's hardware architecture. According to the measurements in [17] , we set k n = 5 × 10 −27 . It is worth noting that t l n and E l n depend on unique features of MU n and the underlying application; therefore, they can be computed in advance.
The computation overhead 1 by the local computing approach which is a function of the computational time and energy consumption is defined as [14] , [17] , [20] 
where λ t n ∈ [0, 1] and λ e n ∈ [0, 1] are respectively weighted parameters 2 for the computational time and energy consumption of MU n. In this paper, we employ the weighted sum method to deal with the multi-objective optimization problem of computational time and energy as in (1) . In general, the objective function can be defined using other approaches, for example, lexicographic method, weighted max-min method, and weighted product method [1] , [38] which is outside of the scope of this paper and will be studied in future work. Similar to the heterogeneous computation tasks of MUs, different MUs may have different values of λ t n and λ e n . The weighted parameters can affect the offloading decisions of MUs. Consider a network scenario with three MUs as an example, the first MU with a latency-sensitive application sets λ t n = 1 and λ e n = 0, the second MU running an energy-hungry application and low battery state can set the weighted parameters as λ t n = 0 and λ e n = 1, the third MU can set 0 < λ t n , λ e n < 1 if it takes both computational time and energy consumption in making offloading decision. It is worth noting that an MU may have different weighted parameters λ t n and λ e n for different applications and the weighted parameters can be dynamically changed for different computation offloading periods due to the dynamic computation demands of MUs.
If an MU is not able to execute the computation task due to the limited battery or stringent application requirements, it will offload the computation task to the MEC server. By offloading, an MU incurs the extra overhead in terms of the time and energy consumption. The overhead in time comprises the transmission time from MU/SBS to 1 Here, the term ''overhead'' means the execution cost of the computation task. Since binary offloading is considered in this paper, local computation overhead refers to the case of local execution and remote computation overhead refers to the case of computation offloading (remote execution). The term ''cost'' can be used in the same manner. 2 The proper values of weighted parameters λ t n and λ e n can be determined using the multiple criteria decision making theory [14] , [37] . To normalize λ t n and λ e n , some approaches can be utilized such as dividing λ t n by the local completion time and λ e n by the local energy consumption [18] , and defining units of λ t n and λ e n as monetary unit per second and joule, respectively.
SBS/MBS and the execution time at the MEC server, whereas the overhead in energy consumption includes the energy for computation offloading from MU/SBS to SBS/MBS. Here, we ignore latency in downlink transmission of the computational result due to the small size of the involved data and we also ignore the energy consumption at the MEC server since it is generally powered by cable power supply [14] , [17] . The time and energy costs for computation offloading from the MU n to the SBS are, respectively, computed as
where the superscript ''ac'' stands for access and
Similarly, the time and energy costs for computation offloading from the SBS to the MBS are given, as follows:
where the superscript ''bh'' stands for backhaul and
The MEC server provides each offloading MU a computing f r n (in cycles per second). Then, the execution time of the computation task I n at the MEC server is expressed as t exe n = C n /f r n . Similar to the computation overhead due to local execution, the computation overhead under remote execution can be computed as Z r n = λ t n t exe n + t ac n + t bh n + λ e n E ac n + E bh n .
D. PROBLEM FORMULATION
We define the offloading decision profile as x = {x n , ∀n ∈ N } and computation resource vector as f = {f r n , ∀n ∈ N }. Since our design aims to minimize the systemwide computation overhead, the objective function is defined
The joint problem of offloading decision, wireless backhaul bandwidth partitioning, and computation resource allocation is formulated as follows:
:
In this formulation, C1 represents the binary offloading decisions of computation tasks and C2 captures the lower and upper bounds of the bandwidth partitioning factor α; α = {0, 1} when there is no offloading MUs. C3 enforces that the wireless backhaul transmission rate from the SBS to the MBS should be greater than the total data access transmission rate on the uplink between the SBS and its associated MUs. Since the SBS receives computation tasks from MUs and transmits the received tasks to the MEC server, the wireless backhaul link becomes a crucial factor for the offloading rates from MUs, thus affecting the offloading decisions. Even if MUs decide to offload and have good channel qualities, offloading all the tasks would not be preferable when the wireless backhaul link is of low capacity. Here, N off = n∈N x n and p n = 0 if the MU n processes its computation task locally. The last two constraints imply that the required computation resource of offloading MUs is positive and the total computation resource assigned to offloading MUs is limited by the maximum computational capability f 0 of the MEC server, respectively.
Remark 1: Since the offloading decision variables x are binary and the bandwidth partitioning factor α and computation resource f are continuous, the optimization problem (6) is a mixed integer problem (MIP). According to [39] , the MIP is NP-hard in general complexity theory. Some general algorithms can be used for solving MIP, for example, branch-andbound algorithm, branch-and-cut method, and exhaustive search. However, these algorithms often have prohibitive time complexity and would only be feasible for the network scenarios with a small number of MUs. To tackle the formulated problem under more general settings, e.g., the Internet of Things with a massive number of IoT devices, we propose to decompose the original problem into subproblems and then solve them separately and iteratively until convergence. Many existing works have applied the decomposition technique for solving their problems with convergence and good performance, for example, [10] - [12] , [40] .
Remark 2: For wireless networks using wired backhaul, there is no need to partition the bandwidth for wireless access and wireless backhaul transmissions and the entire bandwidth can be allocated for the wireless access transmission, i.e., α = 1. The performance of MEC systems with wired backhaul is higher than that with wireless backhaul since there is no cost of time and energy for computation offloading over the wireless backhaul, thus lowering the remote computation overhead of the MUs and increasing the percentage of offloading users. In that case, the constraints C2 and C3 are absent from the optimization problem (6) . Moreover, the resource allocation subproblem is to assign computing resource of the MEC server to the offloading users and one does not need to check the backhaul capacity constraint when making the offloading decision (since the capacity of wired backhaul links is usually large enough and sometimes assumed to be unlimited).
IV. PROPOSED ALGORITHM
We decompose the original problem into two subproblems: offloading decision for a given bandwidth factor and computation resource allocation, and joint wireless backhaul VOLUME 7, 2019 bandwidth and computation resource allocation for a fixed offloading decision. Then, two subproblems are solved individually and an iterative algorithm is proposed to solve the original problem. The proposed framework for solving the original optimization problem (6) is summarized in Fig. 2 . 
A. OFFLOADING DECISION
When the bandwidth allocation factor α and computation resource f are both fixed, the offloading decision subproblem can be rewritten as follows:
The objective function of (7) can be re-expressed as n∈N Z n (x n ) = n∈N x n Z r n − Z l n + n∈N Z l n , where the second part is known in advance; therefore, this part can be eliminated from the optimization problem (7) . Recall that this paper considers binary offloading such that a computation task cannot be partitioned into subtasks. To be executed remotely, computation offloading has to be profitable to MUs in terms of computation overhead. Consequently, MU n decides to offload its computation task I n to the MEC server only if Z r n − Z l n ≤ 0, i.e., Z r n ≤ Z l n or the local computation overhead of the MU n is greater than that of the MU n when the computation task I n is executed remotely at the MEC server. In addition, for a given bandwidth allocation factor α, R bh is fixed, whereas the total access rate is dependent on the offloading decisions x. Consequently, for a given (α, f ), the last constraint in (7) somehow relates to the maximum number of offloading MUs. The problem (7) can be viewed as a many-to-one matching game, where several MUs send their bid requests to the MEC server, which either accepts or rejects the offloading requests from MUs according to the computation allocation policy, so as to minimize the system-wide computation overhead.
Inspired by the matching theory, we propose an algorithm to solve the offloading decision problem (7), which can be described as follows. Initially, all N MUs are assumed to be in the offloading mode and send their requests to the MEC server, which is responsible for either accepting or rejecting the computation offloading request from MUs. At each iteration t, if Z r n > Z l n (i.e., MU n does not benefit from computation offloading), this MU does not offload its computation task I n to the MEC server, i.e., x n (t) = 0. Only MUs that satisfy the offloading condition Z r n ≤ Z l n can offload their computation tasks to the MEC server, i.e., x n (t) = 1. By checking the offloading conditions for all the MUs, we can determine the outputs, which are the offloading decision vector x(t), the set of offloading MUs N off (t), and the set of rejected MUs N rej (t), all at the iteration t. Beside ensuring that the offloading MUs benefit from the remote execution, one must satisfy the backhaul capacity constraint. When offloading all the MUs in N off (t) violates the backhaul capacity constraint, some MUs, even satisfying the offloading condition Z r n ≤ Z l n , are not accepted to offload their computation tasks to the MEC server. In this case, the MUs in N off (t) are sequentially removed from the set of offloading MUs in the ascending order of the computation gain Z l n − Z r n . The removed users, so-called N rem , are then inserted into the set of rejected users, i.e., N rej (t) := N rej (t) ∪ N rem and N off (t) := N off (t) \ N rem . Then, the set of offloading MUs N off (t) will be used as the input to the optimization problem of computation resource allocation and bandwidth spectrum partitioning, as presented in the next subsection IV-B, while the rejected MUs N rej (t) will be processed in the next iteration (t + 1).
B. JOINT WIRELESS BACKHAUL BANDWIDTH AND COMPUTATION RESOURCE ALLOCATION
Once the solution N off (t) is achieved for the subproblem (7) parameterized by (α, f ), it is used for the wireless backhaul bandwidth and computation resource allocation as follows:
The objective function can be rewritten as
where t ac (8) and the equivalent objective function (9) that the joint problem of bandwidth and computation resource allocation is decoupled in the bandwidth partitioning factor α and computation resource vector f . Consequently, the problem (8) can be further decomposed into two subproblem: one for wireless bandwidth backhaul allocation and the other for computation resource at the MEC server, which will be solved in the following.
1) WIRELESS BACKHAUL BANDWIDTH ALLOCATION
In (8), the second constraint can be equivalently represented as
Therefore, the feasible set of the optimization problem reduces to 0 ≤ α ≤ α up since α up < 1 if there are more than one offloading MU. After decomposition of (8), the optimal bandwidth allocation factor can be obtained by solving the following problem
The second-order derivative of f (α) can be expressed as
It can be verified that
∂α 2 > 0 with 0 < α ≤ α up ; therefore, the optimization problem (10) is convex. Hence, the optimal value of the bandwidth partitioning factor α can be achieved by letting ∂f ∂α = 0 and comparing the results with the boundary values 0 ≤ α ≤ α up .
2) COMPUTATION RESOURCE ALLOCATION AT THE MEC SERVER
From (8), the problem of computation resource allocation at the MEC server can be rewritten as
It can be verified that ∂ 2 g/∂f r2 n = 2C n /f r3 n and ∂ 2 g/∂f r n ∂f r m = 0 for all n = m; hence, the objective in (11) is a convex function. Additionally, two constraints in (11) are both linear. Therefore, (11) is a convex problem and the optimal solution can be easily obtained by the duality technique [38] , [41] .
Let ν be the dual vector associated with the second constraint, the Lagrangian can be written as
Then, the dual function is defined as
the dual problem is given by max ν>0
G(ν).
Since (11) is a convex problem, the optimal computation resource f r n can be derived by setting the first-order derivative of L(f , ν) with respect to (w.r.t.) f r n to zero. Accordingly, we have f r n = λ t n C n /ν, from which we have G(ν) = 2 n∈N off λ t n C n ν − νf 0 . By setting the first-order derivative of G(ν) w.r.t. ν to zero and plugging back to the formula of f r n , the optimal computation resource can be written as follows:
From (12), the computation resource assigned to the MU n is proportional to its weighted parameter of computational time and the required number of CPU cycles to accomplish the computation task I n , i.e., the computation workload. Therefore, the MU with the higher computation workload will be assigned more computation resource by the MEC server. This is reasonable since multiple MUs share the same computation pool (at the MEC server) and each MU is of equal opportunity to offload its computation task and exploit powerful computation capabilities at the MEC server.
C. JOINT COMPUTATION OFFLOADING, BANDWIDTH, AND COMPUTATION RESOURCE ALLOCATION 1) ALGORITHMIC DETAILS
According to the analysis of the offloading decision and resource allocation discussed in previous two subsections, we propose an iterative algorithm to tackle the original optimization problem (6) . The details of the proposed algorithm are summarized in Algorithm 1.
Algorithm 1 Algorithm of Joint Offloading decision,
Bandwidth, and Computation resource Allocation (JOBCA). 1: Initialization: Select a random α and f , and solve to get the initial solution x, and the iteration t = 0. 2: repeat 3: Set t = t + 1.
4:
The offloading decision phase: for a given (α, f )
5:
Check all the offloading conditions to find N off (t) and N rej (t).
6:
Check the backhaul constraint to find N rem .
7:
Update N rej (t) := N rej (t) ∪ N rem and N off (t) := N off (t) \ N rem .
8:
The resource allocation phase: for a given x 9:
Solve ∂f ∂α = 0 and compare the results with the boundary values 0 ≤ α ≤ α up to get α.
10:
Update f is achieved using Eq. (12).
11:
Update x * (t) according to (13) .
12:
Update remote computation overheads of the MUs and the backhaul capacity availability. 13 : until The set of offloading MUs N off remains unchanged for two consecutive times. 14: Output: the optimal solution x * , α * , f * .
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In Algorithm 1, the MUs that are rejected by the MEC server in the iteration t will be reconsidered as new MUs and will join the offloading decision problem (7) in the next iteration (t + 1). In order to start new iterations, local/remote computation overheads of the MUs and the backhaul capacity availability are updated in the last step of the previous iterations. Here, only the MUs that are accepted by the MEC server in the iteration t will join the resource allocation problem (8) in the iteration (t + 1). However, both the rejected and accepted MUs are considered in the offloading decision problem (7) so as to optimize the offloading decisions x * (t + 1), which are updated, as follows:
where x(t + 1) is the solution of the problem (7) for a given (α(t), f (t)). The algorithm will terminate once the set of offloading/rejected users does not change for two consecutive iterations. In other words, when there is no further computation offloading requests from MUs for two consecutive iterations, the algorithm will stop.
2) COMPLEXITY ANALYSIS
To obtain the solution, the original problem (6) is decomposed into two subproblems of the offloading decisions and joint computation resource and bandwidth partitioning. Specifically, the MUs with Z r n ≤ Z l n are firstly assumed to be profitable from computation offloading and subsequently the MU with the smallest computation offloading gain, i.e., Z l n − Z r n , is removed from the offloading MU candidate list until the backhaul capacity constraint is not violated. Therefore, the complexity of finding the computation offloading decisions is O (N ). The bandwidth partitioning factor is achieved by solving the first-order derivative of f (α) and comparing the result with the boundary values 0 α up , hence the complexity O (1). Moreover, the computation resources for offloading MUs are obtained via the duality method. Let T be the number of iterations required to update the offloading decisions, bandwidth partitioning factor, and computation resources. For a given T , the computational complexity of the proposed algorithm is O (T N ). Since we consider small cells with wireless backhaul, the number of MUs is often not large. As a result, the computational complexity of the proposed algorithm is affordable.
3) CONVERGENCE ANALYSIS
The JOBCA algorithm has two phases: the offloading decision phase and the resource (computation and bandwidth spectrum) allocation phase. Once the offloading decision phase terminates, all the MUs are either accepted or rejected by the MEC server to offload their computation tasks. The process of determining the offloading decisions is similar to the many-to-one matching game with the deferredacceptance algorithm [20] . Hence, at each iteration t, the outputs of the offloading decision problem, N rej (t) and N off (t), are all stable, in which no MU in N rej (t) can join N off (t) and no MU in N off (t) can leave to join N rej (t). Moreover, the solution for the offloading decision phase meets the backhaul capacity constraint as well as reducing the system-wide computation overhead, i.e., n∈N Z n (t) ≥ n∈N Z n (t + 1). Additionally, the feasible solution set is finite and reduced after each iteration, i.e., the feasible solution set of offloading MUs that both satisfy the backhaul capacity constraint and reduce the system-wide computation overhead becomes smaller after each iteration. As a result, the JOBCA algorithm is guaranteed to converge after a finite number of iterations.
V. FURTHER DISCUSSIONS AND EXTENSIONS
In this section, we first explain how to extend our proposed framework to multi-cell settings, then consider partial computation offloading, and finally discuss DRL for computation offloading in a dynamic MEC system with wireless backhaul.
A. COMPUTATION OFFLOADING IN ULTRA-DENSE NETWORKS
Due to the low transmit power of SBSs and the wall penetration loss, the effect of inter-cell interference for indoor small cells can be small when considering UDNs. However, for outdoor small cells, one major issue is to account for the strong inter-cell interference. Now, we consider an MEC system with one MEC server collocated with the MBS, J small cells deployed within the coverage of the macro cell, and N MUs. We assume that the MBS is equipped with a very large number of antennas and has perfect channel state information (i.e., it knows the channel gain matrix for all SBSs) and the MBS is assumed to employ the typical zero-forcing beamforming technique. The set of SBSs is denoted as J = {1, 2, . . . , J } and the set of MUs in the j-th cell is presented by I j . It is assumed that the bandwidth resources allocated to the wireless access transmission is divided orthogonally into S subchannels, the set of subchannels is S, and the resources S are reused among all SBSs. The channel gain between the i-th MU of the j-th small cell and the j -th SBS on the s-th subchannel is denoted as h s i(j),j . The rate of the i-th MU in the j-th small cell on the s-th subchannel can be computed according to the Shanon capacity formula as follows:
where where a s ij is the assignment indicator, which is 1 if the subchannel s of the j-th cell is assigned to the i-th user and 0 otherwise.
According to [42] , the transmission rate of the wireless backhaul uplink from the SBS j to the MBS is given by
where M is the number of MBS antennas, β j models the geometric attenuation and shadow fading, which is usually known in advance and remains constant over many coherence time intervals, and P j is the transmit power of the j-th SBS.
From (15), if the number of MBS antennas grows without bound, the backhaul capacity of the j-th SBS can be represented as R bh j = (1 − α) W log 2 1 + β j P j /n 0 . To eliminate the interference from other small cells, other beamforming techniques such as maximum-ratio combining and minimum mean-squared error can alo be used in the massive MIMO systems [42] .
To formulate the optimization problem similar to problem (6) in UDNs, we reuse the same notations as given in Section III while using i as the user index and adding some extra indexes, e.g., subchannel index s and cell index j. Let us define a ij = a 1 ij , . . . , a S ij , a = a 11 , . . . , a |I J |J , x = x 11 , . . . , x |I J |J , and f = f r 11 , . . . , f r |I J |J . We also denote the set of offloading MUs in the j-th cell as I off j . The computation offloading problem in UDNs can be formulated as follows:
Compared with the optimization problem (6), there are an additional variable, i.e., the subchannel allocation vector a, and two additional constraints, that are C6' and C7'. The constraint C6' ensures that each subchannel is assigned to at most one MU and C7' indicates the binary subchannel assignment variables.
In the following, we briefly explain how our proposed framework can be extended to consider general scenarios, where one MBS covers several SBSs. The main idea is still based on the problem decomposition technique. The original problem (16) is decomposed into three subproblems: (i) offloading decision, (ii) subchannel assignment, and (iii) resource allocation. For a given (α, a, f ) , the problem to optimize the offloading decisions can be formulated as
1) OFFLOADING DECISION
One can observe that the subproblem (P1) is fully decoupled across different SBSs, thus (P1) can be further decomposed into J SBS-level subproblems. Each SBS-level subproblem can be solved using our proposed method as presented in Subsection IV-A.
2) SUBCHANNEL ASSIGNMENT
Given a set (α, x, f ), the subchannel assignment subproblem is as follows:
Similarly, the subproblem (P2) is fully decomposable, i.e., it can be decomposed into J SBS-level subproblems, each subproblem is to allocate S subchannels to the offloading users so as to minimize the computation overhead. When x ij = 1, Z ij = Z r ij , which can be rewritten as follows:
where Const α, x ij , f r ij indicates a constant value for a given α, x ij , f r ij , which is independent of a ij . The j-th SBS-level subproblem for subchannel assignment can be VOLUME 
We indicate by i(j, s) the MU served by the j-th SBS on the s-th subchannel. From (19) , the solution to the subproblem (P2j) can be written aŝ
.
3) RESOURCE ALLOCATION
Once the offloading decision and subchannel assignment vectors are obtained, they can be used for the joint optimization of wireless bandwidth and computing resource allocation as follows:
As presented in Subsection IV-B, (P3) can be decomposed into two smaller subproblems: one for computing resource allocation at the MEC server and the other for wireless backhaul bandwidth allocation. After some algebraic manipulation, the allocation of computing resources for offloading users can be expressed as
and the bandwidth partitioning factor is achieved by solving (10) with t ac
, and
As can be seen from (14), the inter-cell interference must be estimated and measured at the SBSs and MBS as well. Some common approaches for inter-cell interference mitigation are power control and fractional frequency reuse. In the former approach, transmit powers of MUs and SBSs are controlled to minimize the computation overhead while satisfying their power budget. The latter approach groups nearby small cells into a cluster and divides the system bandwidth into spatial regions, each region corresponds to a cluster. Therefore, co-cluster small cells are assigned with different frequency bands. This technique can significantly mitigate the effect of co-cluster inter-cell interference while the intercluster interference is negligible and can be ignored. A design of computation offloading and resource allocation (transmit power and computation) in UDNs with wireless backhaul will be investigated in our future work.
Another important issue in UDNs is user association, where each MU must either associate with one among multiple small cells or simultaneously connect to multiple small cells [20] . In practice, SBSs connect to the MBS by distinct backhaul links, i.e., wired and wireless links. For small cells with wireless backhaul, beside the bandwidth partitioning factor, the transmit power strongly impacts the backhaul capacity. Therefore, each offloading MU needs to select the best SBS to associate with considering the quotas of different SBSs and the MBS, channel quality, and backhaul condition. Take single-user networks as an example, MUs would definitely connect to the SBS with the wired backhaul and best quality channel and then offload directly to the MEC server rather than offloading to the MEC server through a small cell with wireless backhaul. A joint consideration of user association, computation offloading, and resource allocation in UDNs with wireless backhaul is a promising direction which will be studied our future work.
B. PARTIAL OFFLOADING DECISION
In Subsection IV-A, the offloading decisions are found in a heuristic manner. This scheme is simple to implement and efficient in the case where a large number of MUs connected to an SBS. According to [20] and [43] , there can be few MUs per small cell in UDHNs. For a given offloading decision vector x, we only need to examine the backhaul capacity constraint and then, among feasible solutions, the offloading decision with the smallest computation overhead is selected as the optimal offloading decision. Therefore, in small cells, it is computationally efficient to achieve the optimal offloading solution by the exhaustive search.
We can obtain the lower bound in terms of the computational time and energy consumption of the original problem by considering the offloading decision relaxation of the problem (7) as follows:
Different to the problem (7), C1 is relaxed to become C6. In fact, this corresponds to partial offloading, i.e., a fraction of a computation task is offloaded to the MEC server while the remaining part is handled locally. Once the set of offloading MUs is given, both the left-hand-side and righthand-side (RHS) of C7 are fixed, and then its feasibility can be checked easily. Moreover, the objective function is linear in and the RHS of C7 is independent of the offloading decisions x. Hence, the final offloading decisions of MUs are either local handling or remote processing. As a result, the optimal solution of the relaxed problem is the same as that achieved by the exhaustive search. However, the relaxed optimization problem (21) becomes greatly complicated in UDHNs since each MU can divide its computation task to multiple subtasks and offload each computation subtask to the MEC server through a distinct SBS.
C. MACHINE LEARNING BASED COMPUTATION OFFLOADING
Recently, machine learning (ML) has emerged as an effective method for handling many challenges and problems in wireless and communication networks. In terms of computation offloading for MEC systems, there have been some works using ML, especially reinforcement learning (RL) for computation offloading problems, for example, [44] , [45] . Two advantages of using RL for computation offloading problems are: (1) it is suitable for random and time-varying MEC systems and (2) it enables learning without a priori knowledge of network statistics [46] . In the current work, we consider a quasi-static network. To make our proposed algorithm feasible for MEC systems with fast-fading channel, one potential extension is applying DRL to solve the underlying optimization problem. In particular, the state, action, and reward of the RL agent can be modeled as follows:
• State: the system state is defined as the channel gains between MUs and SBS and between SBS and MBS, i.e., s = {h, h 0 }, where h = {h 1 , . . . , h N }.
• Action: the action consists of offloading decision x and resource allocation (α, f ). Thus, the action vector can be given as a = [x, α, f ].
• Reward: the objective of the original problem is to minimize the system-wide computation overhead while the goal of RL is to maximize the long-term reward. Therefore, the reward can be given as n∈N Z l n − Z r n (s, a ) . The RL-based problem can be solved to obtain the optimal policy by using conventional methods such as dynamic programming and Q-learning. To deal with the curse of dimensionality due to the large number of MUs, DRL-based methods can be used instead, for example, deep Q network (DQN) and dueling DQN. DRL-based methods can also be used to extend our work to consider a more complex MEC system, which takes interference into consideration.
VI. NUMERICAL RESULTS

A. SIMULATION SETTINGS
In this section, we will demonstrate the performance of the proposed algorithm (JODBA) through numerical study. Consider an MEC system with an MBS and an SBS, which have the coverage radius of 250 m and 50 m, respectively. The SBS (MUs) is randomly positioned within the coverage of the MBS (SBS) and the minimal distance from the MBS to SBS is 40 m. The system bandwidth is 20 MHz, AWGN power is −100 dBm, and the transmit power of both the SBS and MUs is 100 mW. The pathloss model is assumed to follow the log-distance path loss model [47] , where the MBS-to-SBS path loss for the distance r is calculated as L (r) = 15.3 + 37.6 log 10 (r) and the SBS-to-MU path loss for distance r is computed as L (r) = 38.46 + 20 log 10 (r). The large-scale shadowing is modeled by a log-normal distribution with zero mean and standard deviation 8 dB and the small-scale fading coefficients are assumed to be Rayleigh random variables with unit variances.
Regarding the computation model, the face recognition application is adopted, where the computation input data size is 420 KB and the total required number of CPU cycles is 1000 Megacycles [18] . The CPU computational capability f l n of MU n is randomly assigned from the set {0.5, 0.8, 1.0} GHz and the maximum computation resource at the MEC server f 0 is 10 GHz. The weighted parameters of computational time and energy consumption are both 0.5, i.e., λ t n = λ e n = 0.5, ∀n ∈ N . Simulation results are obtained with 5000 channel realizations on average and MUs, SBS, and MBS locations are uniformly distributed randomly in each realization.
B. SIMULATION RESULTS
For performance evaluation, two benchmark schemes are considered and compared with our proposed algorithm: 1) Local computing only: All MUs perform their computations locally, i.e., x n = 0, ∀n ∈ N . 2) Offloading only: All MUs offload their computations to the MEC server, which will execute all the tasks from MUs, i.e., x n = 1, ∀n ∈ N . Fig. 3 shows the variation and convergence of the systemwide computation overhead (i.e., total computation overhead) for Algorithm 1 versus the number of iterations in two scenarios: 10 and 14 mobile users. It is observed that the larger the number of MUs is, the higher the system-wide computation overhead is generated. In addition, the proposed algorithm can converge to the stable solution within ten iterations. This result, together with the previous convergence analysis, confirms that the proposed iterative algorithm is convergent. In the second experiment, we vary the number of MUs and observe the various performance of the proposed algorithm as well as the benchmark schemes. From Fig. (4a) , the percentage of offloading MUs of the local and offloading only schemes are respectively 0 and 1, and that of JOBCA changes with the number of MUs. When the number of MUs is small, the percentage of offloading MUs keeps increasing. This is because when the number of MUs is sufficiently small, each MU has a high opportunity to be assigned large computation resource by the MEC server, and then the remote computation overhead is lower than the local one. However, when the number of MUs becomes large enough, the percentage of offloading MUs begins to decrease. This is reasonable since more MUs tend to offload their computations to the MEC server and the computation resource assigned to each offloading MU becomes smaller. Therefore, the MEC server rejects some of the requested MUs that incur higher computation overhead compared to the local computing scheme.
It can be observed from Fig. (4b) that JOBCA can achieve relatively lower computation overhead compared with two baseline schemes (local and offloading only). This is due to the fact that the offloading decision, bandwidth, and computation resource are jointly optimized in our proposed framework such that computation offloading is advantageous to offloading MUs. Fig. (4b) additionally reveals that the offloading only scheme can generate higher computation overhead than the local computing only approach when the number of MUs becomes sufficiently large. It is due to the competition among MUs for the limited computation resource at the MEC server. Fig. (4c) shows the bandwidth allocation factor α w.r.t. the number of MUs. It can be seen that the bandwidth factor is inversely proportional to the percentage of offloading MUs, as illustrated in Fig. (4a) . The reason for this is that at first the wireless access rate increases with the number of offloading MUs and in turn the larger backhaul capacity, i.e., the lower α value according to formulas of r n and R bh in Subsection III-A, is required to make the backhaul capacity constraint satisfied. Nevertheless, when the wireless access rate declines, a larger portion of bandwidth α can be allocated for the wireless access transmission, i.e., (1 − α) fraction for wireless backhaul is smaller.
In Fig. 5 , we plot the simulation results as functions of the system bandwidth, where N = 12 (MUs) and f 0 = 10 (GHz). We can see from Figs. (5a) and (5c) that as the wireless channel bandwidth increases, the percentage of offloading users and bandwidth partitioning factor increases and decreases, respectively. In fact, increasing the system bandwidth provides MUs with higher opportunities to reduce the offloading time and to offload computation tasks to the MEC server. Accordingly, the bandwidth partitioning factor α is a decreasing function of the wireless channel bandwidth as well. It is reported by Fig. (5b) that when the system bandwidth is small, offloading all the computation tasks to the MEC server is not efficient. It is due to the fact that the offloading time decreases as the system bandwidth increases. Therefore, the offloading only scheme is more beneficial than the local only scheme if and only if the system bandwidth is large enough (15 MHz in this simulation setting). We can again observe that the proposed algorithm JOBCA generates significantly lower overhead compared to the two baseline schemes. However, when the system bandwidth is relatively large, e.g., 50 MHz, the percentage of offloading users by our proposed algorithm can nearly reach the maximal point (100% offloading users) and the computation overhead by the offloading only scheme is as low as that by our proposed algorithm. This is reasonable since the computation offloading time is quite small when the system bandwidth is sufficiently large.
In Fig. 6 , we compare the performance of the three schemes when the transmit power of the SBS P 0 is varied. As can be seen, the performance trends in three sub-figures, i.e., the percentage of offloading users, system-wide computation overhead, and bandwidth partitioning factor, are similar to those in Fig. 5 . The impacts of the system bandwidth W and transmit power P 0 are similar in the sense that the offloading time is a decreasing function of both parameters. It is worth noting that due to the short distance between MUs and the SBS, the channel gains h n are usually much larger than h 0 . In addition, the power budget of the SBS is higher than those of MUs. Therefore, as the result of formulae (2), (3), (4), (5), the transmit power P 0 has stronger impact on the system performance than p n and it is important to efficiently allocate the transmit powers of SAPs to determine the offloading decisions of MUs.
In the final experiment, we examine the impacts of the maximum computational capability f 0 on the performance. Fig. (7a) shows the percentage of offloading MUs w.r.t. the increasing computational capability f 0 , where there are 6 MUs. As we can see, the percentage of offloading MUs increases with the increasing of f 0 . The reason is that, when the maximum computational capability f 0 increases, more computation resource can be allocated to each offloading MU (in this case, the number of MUs is fixed). Therefore, remote computation overhead of offloading MUs tends to decline as f 0 increases. The result from Fig. (7c) reports that the higher the maximum computational capability f 0 , the lower the bandwidth allocation factor α. The observations from Figs. (7a)-(7c) identically match up with those in Fig. 4 , i.e., the percentage of offloading MUs increases in inverse proportion to the bandwidth allocation factor and vice versa. As depicted in Fig. (7b) , when the maximum computational capability f 0 is small enough (f 0 < 5 GHz in this case), locally performing computations is better than offloading to the remote MEC server. In order to evaluate the optimality gap of the proposed algorithm, we further compare JOBCA with the exhaustive search solution, where the bandwidth partitioning factor and computation resource are jointly optimized for all of the feasible offloading solutions and then the one with the lowest system-wide computation overhead is selected as the optimal solution. It is worth noting that the exhaustive search is only affordable for the networks with few MUs, for example, 4 cellular users in small cell networks [20] , [43] . For general scenarios with a massive number of IoT devices connected with the SBS to handle their computations, the exhaustive search will lead to extremely high computational complexity and long processing time. Fig. 7 confirms the exhaustive search achieves the best performance among the schemes since more MUs can benefit from computation offloading (a larger portion of the system bandwidth is allocated for wireless backhaul transmission, i.e., smaller α). It is observed from Fig. (7b) that the optimality gap between our proposed algorithm and the exhaustive search generally increases with the maximum computational capability f 0 at the MEC server. It is reasonable since our proposed algorithm may reject to handle computations of some MUs who can indeed benefit from computation offloading with the increment of the maximum computational capability f 0 , while the exhaustive search finds the optimal solution by selecting the one with the smallest computation overhead. Another observation from Fig. (7b) is that at f 0 = 7 GHz and 6 MUs, our proposed algorithm generates the system-wide computation overhead of 8.8117, which is close to that of the exhaustive search and our proposed scheme achieves the optimality gap of 2.45%, and 36.19 % and 71.08 % lower than those of the offloading only and local only schemes, respectively.
VII. CONCLUSION
In this paper, we studied the computation offloading problem in mobile edge computing with wireless backhaul. A joint problem of task offloading, wireless backhaul bandwidth partitioning, and computation resource allocation was investigated. Since the original problem is hard to tackle, we decomposed it into subproblems of offloading decision and joint backhaul bandwidth and computation resource allocation, which are solved individually and iteratively. We then proposed an algorithm JOBCA. We conducted numerical studies to analyze our proposed algorithm and two baseline schemes under different values of the maximum computational capability, number of MUs, system bandwidth, and transmit power of the SBS. These numerical studies validated that our proposed algorithm can improve significantly the network performance compared with two baseline solutions in terms of the system-wide computation overhead and the number of offloading users. In addition, our proposed algorithm could perform close to that of the centralized exhaustive search with the small optimality gap of 2.45% at the maximum computational capability f 0 = 7 GHz.
Our work can provide a useful guideline for mobile operators when they deliver MEC services to MUs. Based on the available spectrum, the number of expected users, channel qualities, and hosted applications, the mobile operators can utilize our framework to partition the bandwidth spectrum between wireless access and backhaul transmissions, and allocate the computing resources to serve the offloading users. For example, some users in a rural area need to use MEC services; however, they/their SBS would not be able to directly connect to the MEC server. In this case, applying the solution with wireless backhaul between the SBS and MBS is technically feasible and suitable. In addition, the designs and results in this paper motivate researchers to further develop complex frameworks of computation offloading and resource allocation in MEC systems, for example, extension to dense HetNets, consideration of mixed wireless and wired backhaul links, and distributed offloading decisions in multi-users MEC HetNets.
