This paper considers the chaotic time series with additive dynamic noise. Defining the embedding dimension and delay time, we discuss their mathematical properties. A method of estimating the embedding dimension and delay time is proposed, and the consistency of the estimators is proved.
Introduction
Appropriate selection of embedding dimension and delay time has been a central issue of chaotic dynamical systems in theoretical physics (see, for example, Abarbanel 1996) . Cheng and Tong (1995) considered a non-linear autoregressive model with additive dynamic noise
and related the intuitive geometric reconstruction of phase space in theoretical physics with statistical theory of the determination of order of a non-linear autoregressive model. Although the delay time was not considered in Cheng and Tong (1995) , we find it important to take into account the delay time in estimating the embedding dimension. For example, Yonemoto and Yanagawa (1998) show that, if the method of Cheng and Tong (1995) is applied to data generated by X t = F (X t−2 , X t−4 ) + ε t , t = 1, 2, . . ., the embedding dimension is estimated to be 4, that is, we should embed (X t−1 , X t−2 , X t−3 , X t−4 ) into 4-dimensional Euclidean space. But we may represent the dynamics of {X t } by embedding it in 2 dimensional space {(X t−2 , X t−4 ), t = 1, 2, . . .}, thus better to consider 2 as the delay time. This finding indicates that by also selecting the delay time we may embed the dynamics in a lower dimensional space, which is desirable from the view point of curse of dimensionality. In this paper we introduce the delay time in (1.1), and consider the estimation of embedding dimension and delay time. Our basic model is given in Section 2 where the embedding dimension and delay time are defined and their mathematical properties explored. In Section 3 a method of estimating the embedding dimension and delay time is proposed based on Cross-Validation, a similar technique as Cheng and Tong (1995) . Finally consistency of the proposed estimators is proved in Section 4.
The embedding dimension and the delay time
We consider the stochastic model given by
where d and τ are positive integers and ε t is the dynamic noise. We assume that {X t } is a discrete-time strictly stationary time series with EX 2 t < ∞ and for any t,
where A t s (X) denotes the sigma algebra generated by (X s , . . . , X t ), for s ≤ t. Note that from (2.1) and (2.2), it follows that
For simplicity we put
The embedding dimension and the delay time are defined as follows. 
The definition is identical to that given in Cheng and Tong(1995) when τ = 1.
We have the following theorem. 
Thus we have from (2.6)
, we have from (2.5)
this contradicts (2.4). Denoting the residuals and their variances by
We may show the following lemma.
and from Lemma 1 i) we have
From Lemma 1 we have the following theorem.
e.,
iii). For any τ > 0, we may rewrite
Estimation of the embedding dimension and delay time
In this section we propose the procedure for determining the embedding dimension and the delay time suggested by Theorem 2. This procedure is based on the cross-validation approach developed by Cheng and Tong (1995) for determining the embedding dimension.
Let {X 1 , . . . , X N } be the observed data, D, T be sufficiently large for
whereF \t (d,τ ) denotes the estimated regression function with the t-th point deleted. That is,
where the summation over s omit t in each case, and
and K d,h is a kernel with constant bandwidth h that decreases toward 0 as N tends to infinity, i.e.,
K d is usually taken to be a probability density function on R R R R R R R R d . Now we describe our procedure for determining the embedding dimension and the delay time. 
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The proof of Theorem 3 is given in the next section.
Proof of Theorem 3 4.1. Basic conditions and theorems
We use the following conditions for Theorem 3. 
(f) For all d < D and τ < T, let f (d,τ ) denote the probability density function of (X t−τ , . . . , X t−dτ ), which is strictly positive on S, and there exists c 2 > 0 such that for all t, s, u, t , s , u ∈ N N N N N N N N , the joint probability density function of (Z
is defined in the proof of Lemma 1. (i) Let 1/p + 1/q = 1. For some p > 2 and δ > 0 such that δ < 2/q − 1,
, where (1 + 6e 
Conditions (a)-(o) are needed for Theorem 4 and Theorem 5 described below. Note that (a) and (b) are assumed in equation (2.2), and that (e) is derived from (p) in the proof of Theorem 3. We need the following two theorems which can be immediately obtained from Theorem 1 and Theorem 3 in Cheng and Tong (1992) by replacing (
where
where W d is a non-negative weight function which satisfies the condition (e) andF (d,τ ) 
The proof of Theorem 3
To prove part i) of Theorem 3, we fix 0 < τ < T , and let
Then from boundedness of {X t }, W d (x) satisfies the condition (e) and W d (X t−τ , . . . , X t−dτ ) = 1 with probability 1. From condition (m) we have
thus from Theorem 4 and Theorem 5,
Thus from (4.1) and (4.2), we have
2 .
Note that for any (
So for any (X
. From Theorem 4 and Theorem 5, we have This completes the proof of Theorem 3.
Discussion
One referee commented on the assumption of the boundedness of {X t } which is employed in the proof of Theorem 3. This assumption is reasonable for many chaotic dynamical models of which we are interested. The method in this paper, however, is also applicable to data from other models, including Gaussian AR models. If this is the case, the assumption is too strict and we would like to weaken the assumption in a follow-up paper. Numerical evaluation of the proposed method will also be given in a follow-up paper.
