Abstract-Coarse time quantization of delay profiles within ultrasound array systems can produce undesirable side lobes in the radiated beam profile. The severity of these side lobes is dependent upon the magnitude of phase quantization error-the deviation from ideal delay profiles to the achievable quantized case. This paper describes a method to improve interchannel delay accuracy without increasing system clock frequency by utilizing embedded phase-locked loop (PLL) components within commercial field-programmable gate arrays (FPGAs). Precise delays are achieved by shifting the relative phases of embedded PLL output clocks in 208-ps steps. The described architecture can achieve the necessary interelement timing resolution required for driving ultrasound arrays up to 50 MHz. The applicability of the proposed method at higher frequencies is demonstrated by extrapolating experimental results obtained using a 5-MHz array transducer. Results indicate an increase in transmit dynamic range (TDR) when using accurate delay profiles generated by the embedded-PLL method described, as opposed to using delay profiles quantized to the system clock.
I. Introduction a n ultrasound array is a collection of independent ultrasonic sources arranged in close proximity and excited in a pre-determined manner. although the arrangement of these sources is often fixed, the nature of the transmitted beam can be altered dynamically using timing techniques. such techniques are attractive because they enable a beam of acoustic pressure to be concentrated at a focal point, steered at an angle, and/or swept across a region of interest using electronic means. This electronic timing is often referred to as phased array, because early implementations used phase differences, as opposed to time delays, to control the transmitted beam. Phased-array ultrasound is extensively used in both diagnostic and therapeutic medical applications and in industrial applications such as non-destructive evaluation [1] .
Phased-array techniques can be adopted at both the transmitter and the receiver. during reception, array sensitivity may be enhanced in a particular direction by synthetically forming a beam which may be steered and/or focused. steering and focusing is achieved at the receiver by adding additional delays to incoming signals according to a phase-delay profile. In transmission, acoustic pressure beams can be steered and focused by applying phase delays between array elements to alter the time of each element's excitation. The nature of the excitation sequence is defined according to a particular phase-delay profile.
a linear phase-delay profile with delay values increasing evenly from element to element will steer a non-focused or plane wave at an angle away from the array axis. a non-linear but parabolic phase delay profile focuses the beam toward a point. a combination of linear and parabolic phase-delay profiles permits both steering and focusing [2] . an ideal theoretical phase-delay profile used in transmission or reception contains delays which can be precisely implemented. a quantized delay profile is an approximation of the ideal phase-delay profile, with timing inaccuracy introduced as a result of hardware implementation. The deviation from the ideal phase-delay profile is described as phase quantization error [3] .
large values of phase quantization error cause several undesired effects in the array beam profile [4] , such as raised side lobes which can subsequently degrade the performance of a diagnostic imaging system [5] .
although the unwanted effects of phase quantization may be reduced during receive processing with methods such as filtering and interpolation [6] , the performance of the transmitter is dependent on the resolution of the interelement phase delays, and thus the transmitter architecture.
several phased-array transmitter architectures have been presented in previous literature. These methods vary from fixed solutions such as tapped analog delay lines, to variable methods such as storage of signals and offsetting in memory [7] . other variable delay methods include the use of dedicated integrated delay circuits and microcontrollers as discussed in [8] , and the use of external phase-locked loop (Pll) components within front-end designs [9] .
The use of Pll-type components has proved popular for phased-array applications. Examples in literature have included a method of introducing transmitter phase delays using voltage-controlled oscillators (Vcos) with counters for use in ultrasound scanners as described by [5] . lovejoy et al. [9] designed a programmable phased-array controller for use as an ultrasound hyperthermia applicator using discrete components such as logic gates and rc delay lines to alter signal phases. although this design apManuscript received June 13, 2011; accepted november 2, 2011. This work was supported by the Engineering and Physical sciences research council (EPsrc).
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pears to work well in the intended frequency range (0.3 to 1 MHz), at higher frequencies, the chip gate delays within each delay circuit become more critical and become a potentially limiting factor. an example of an integrated solution using phase-shifted clocks was demonstrated by Hatfield and chai [10] . This work focused on an application-specific integrated circuit (asIc) design intended to be incorporated within the transducer itself. a reported benefit of the design was the reduction of the unwieldy bundle of cables that accompanies a transducer, and increases in size as imaging modalities increase in complexity. a main concern with this design, however, is the lack of transmit excitation flexibility, which may be necessary as ultrasound techniques evolve.
This paper discusses the concept of phase quantization error with respect to transmitter performance and presents a hardware implementation using Pll components embedded within field-programmable gate arrays (FPGas). These components are traditionally intended to provide accurate high-speed performance in communication and backplane designs. In this work, these resources are used within an ultrasound phased-array transmitter to improve interelement phase resolution and maintain desired transmit dynamic range across frequency. The implementation described takes advantage of the increased flexibility and functionality within current FPGas.
II. Impact of delay quantization on the
Performance of Phased arrays Ultrasound array transducers are devices which package a collection of ultrasonic elements or sources arranged in close proximity. The design and form of an array transducer varies from application to application, with elements arranged to facilitate several imaging or transmission modes.
a transducer composed of a single line of equally spaced elements is known as a 1-d linear periodic array transducer. The use of 1-d arrays with phased-array techniques is commonplace in diagnostic imaging and can be divided into two classes: phased-linear imaging and linear-phased imaging [11] . Phased-linear imaging uses sub-groups of elements (known as apertures), often focused to a depth, to scan a linear region governed by the dimensions of the transducer. linear-phased imaging typically uses all transducer elements to focus and steer a beam across an angular sector which is often wider than the probe itself.
A. Array Steering and Focusing
steering or deflecting an unfocused plane wavefront at an angle other than broadside can be achieved by applying a linearly increasing delay profile across the array aperture. The delay between adjacent elements can be calculated [12] using
where τ n is the delay value for element n, d is the distance between adjacent elements, c is the longitudinal velocity within the medium, and θ s is the steering angle (where 0° would be perpendicular to the array).
To create a focused beam at a point some axial distance away from the center of the array, the delay profile can be calculated [11] 
where N is the number of elements defined within the aperture, n is the element being considered, r is the focal distance, and −(N − 1)/2 ≤ n ≤ (N − 1)/2. To incorporate both steering and focusing, (2) can be extended, as in [11] , so that 
where −π/2 ≤ θ s ≤ π/2 and −N ≤ n ≤ N.
B. Phase Quantization
Phase or time quantization is the rounding or sampling of theoretical delays, such as those calculated using (2) or (3), to delays of defined resolution. a delay profile rounded or quantized to a minimum time interval results in deviation or rounding error. These deviations or errors can be classed as either correlated (periodic) or uncorrelated (random) [3] . correlated quantization error occurs periodically across an aperture, when the minimum time increment (or integer multiple thereof) extends over two or more elements [13] . correlated error occurs as a result of beams being steered off axis with a linear delay profile, as described by (1) . Uncorrelated error describes deviations with no defined periodicity across the aperture and occurs when beams are focused with a parabolic delay profile, as described by (2) . several authors have discussed the impact of correlated and uncorrelated phase quantization error within phasedarray applications covering both radar and ultrasound. Beaver [14] discussed the presence of additional lobes resulting from correlated phase errors in a steered (nonfocused) ultrasound system. In this analysis, it was shown that the additional lobes appeared when a regular phase error occurred across the array with continuous wave excitation. The author also made reference to the pulsed-wave case, postulating that additional lobes would still be present, however these would be decreased in amplitude.
The effect of correlated error was also discussed in [5] , with the authors describing element phase grouping (i.e., several adjacent elements transmitting or receiving together as a result of coarse quantization). The authors determined that the correlated error associated with phase grouping caused limitations in the near field and when combined with focusing (uncorrelated error) produced larger side lobes and non-ideal beam profiles.
Magnin et al. [15] demonstrated the emergence of quantization-induced lobes in pulsed-excitation ultrasound systems, as opposed to previous continuous-wave discussions ( [14] and [5] ). correlated error and uncorrelated error cases were discussed as a result of steering and focusing. The authors established that the amplitude of spurious quantization lobes decreased not only with pulse duration but also as a result of uncorrelated error introduced with focusing.
Von ramm and smith [4] analyzed the effect of phase quantization on image dynamic range considering both the transmitted beam profile and the received (synthetic) beam profile. Image dynamic range (Idr) was defined as the summation of the transmit dynamic range (Tdr) and receive dynamic range (rdr). Tdr can be considered as the difference between the main lobe and a peak side lobe in the transmitted field in decibels and is defined in [4, Eq. (22)] as
where m is the number of cycles within the excitation pulse and the maximum phase error per element, ϕ, is defined as
and where Δτ is the minimum time increment achievable between transmit events. as [4, Eq. (22) ] states, image dynamic range is dependent on both transmit and receive dynamic range (Idr = Tdr + rdr) [4] . If rdr is constant, an increase in Tdr is seen as an increase in overall Idr, leading to an increase in overall image quality.
Von ramm and smith concluded their analysis by suggesting a maximum tolerable phase error of λ/8 for apertures of greater than 16 elements and excitation signals of 5 cycles or less. note that while the maximum tolerable phase error is expressed as a path length or phase difference, where λ is the wavelength of the center frequency of the excitation pulse in the medium, it can also be represented using the following relationships as derived from [3] , [4] , and [16] :
where μ can be considered as an oversampling factor and f s can be considered as an effective sampling frequency of the excitation frequency, f, based upon the minimum time increment Δτ. Peterson and Kino [16] pursued the concept of a maximum tolerable phase error, considering the effect of uncorrelated error within the focused but not steered case. a suggested value of λ/32 (μ = 32) was described by cobbold in [11] (referencing Peterson and Kino's work) and using [16, Eq. (35) ] to calculate the rms side-lobe level (sl rMs ) of the one-way beam profile with
It can be shown using (7) that for a 96-element array (N = 96) and with μ = 32, the rms side-lobe level approaches −48 dB. When the number of elements, N, is altered at μ = 32, sl rMs values are still within the −40 to −50 dB range, e.g., 128 elements: sl rMs = −49 dB, or 64 elements: sl rMs = −46 dB. Holm and Kristoffersen [3] combined the effect of steering with the focused case as described in [16] to evaluate a worst-case scenario in which quantization effects were most severe. It was shown that the worst case with respect to ultrasound applications would be the use of continuouswave excitation and a combination of maximum correlated error (i.e., steered in the direction where a minimum delay increment covers two elements) and uncorrelated error (introduced as a result of focusing). Estimations for peak side-lobe levels were derived for a continuous-wave case, however continuous-wave calculations tend to overestimate the severity of quantization lobes, as described by Magnin et al. [15] .
The authors also commented that in the near field, transmit dynamic range is mostly limited by uncorrelated error and not correlated error (see [3, Eq. (24) ]). as a consequence, this study focuses on the effect of uncorrelated error caused by non-ideal focusing-delay profiles.
C. Simulation
To demonstrate uncorrelated quantization lobes and the significance of phase quantization accuracy, ideal (nonquantized) and quantized transmitted beam profiles were compared in simulation. quantization values of λ/8 (μ = 8) [4] and λ/32 (μ = 32) [16] were chosen to reflect the suggested levels of accuracy in previous literature.
simulations were performed with MaTlaB (The MathWorks, natick, Ma) using the Field II ultrasound simulation toolbox [17] , [18] . an unsteered 96-element array of d = 0.3048 mm (equal to λ at the center frequency f of 5 MHz) and 60% bandwidth were used with a focal distance of 40 mm. The longitudinal velocity chosen for simulation in water was c = 1500 m/s. The excitation sequence used for simulation was a 5-cycle sinusoidal tone burst with rectangular window. For the chosen f in water, λ/8 and λ/32 correspond to 25 ns and 6.25 ns respectively. results are shown in Figs. 1 and 2 . Fig. 1 shows simulations for the λ/8 case, which correlate well with predictions of Tdr in (4), with a calculated value of 27.3 dB and a simulated value of 29 dB governed by a peak lobe at 5.5°. an increase in overall side-lobe level as a result of coarse phase quantization is also evident. Fig. 2 shows the λ/32 simulation with a value for Tdr of 37.65 dB at 13.75°, which is in agreement with the pre-dicted Tdr of 39.7 dB. analysis of the ideal cases and the λ/32 case show peak pressure rising as a result of the emergence of a grating lobe as the angle approaches 40°. It is thought that this is not evident in the λ/8 case because it is masked by the increased side-lobe level.
The simulations show that the λ/32 threshold for phase quantization suggested by cobbold [11] referencing [16] achieves Tdr performance close to that of ideally quantized delay profiles and is therefore a much more appropriate goal for designers of phased-array systems than the previously mentioned λ/8 value. It can be seen from the simulations that the λ/8 value gives higher side-lobe levels when compared with the λ/32 value. This is also demonstrated for any general phased-array system using (7) because the rms side-lobe level is dependent on only two variables: the number of elements and the oversampling factor or threshold value.
although this threshold value describes the relationship between the excitation frequency and the transmitter minimum time increment (Δτ ), it can be seen that as excitation frequency increases, the minimum time increment must decrease in accordance with λ/32. section III describes a method to surpass the λ/32 threshold to improve Tdr at diagnostic frequencies and achieve the λ/32 threshold for higher-frequency arrays.
III. Embedded Phase-locked loops for Fine
Timing control
The influence of phase quantization error on the transmitted beam profile is governed by the minimum time increment possible between adjacent transmit channels. as a consequence, transmitter phase quantization effects are dependent on transmitter implementation and design. The following section introduces a method using Plls embedded within current FPGa technology to alter phases of internal clocks with high accuracy to improve the interchannel resolution in transmit beam forming.
A. Phase-Locked Loops
a typical Pll consists of a Vco, loop filter, phase frequency detector, pre-scale counter, post-scale counter, and feedback counter, as described in [19] and shown in Fig. 3 . a clock of specified frequency is generated by comparing an input reference clock to an output clock. a Vco is adjusted within a negative feedback loop until the desired phase and frequency relationship between the input clock and the output clock is achieved. several counters can be used to multiply or divide the frequency of the output clocks accordingly, using
where F In is the input frequency, M is the feedback counter, P is the pre-scale counter, and K is the post-scale counter. a desirable feature of Plls, and particularly of those embedded within commercial FPGa devices, is their reprogrammable nature. Both altera (san Jose, ca) and Xilinx (san Jose, ca) have developed Pll components which can be reconfigured during run time [20] , [21] . When used within an ultrasound phased-array transmitter design, fine delays which are fractions of the system clock period (at the Pll input) can be generated using a phase-shifting method similar to [22] by taking advantage of current FPGa technology and using embedded Plls with programmable phase shift.
B. Field-Programmable Gate Arrays
Field-programmable gate arrays are commonly used as key system components within ultrasound systems, often to control excitation sequences, process data, and interface to external devices ( [7] , [23] ). FPGas are advantageous when compared with other hardware solutions such as asIcs because of their flexible, programmable nature, large amount of input/output, and on-chip resources, and are available at moderate to low cost. Most FPGas include dedicated cores which are designed to perform specific functions. Examples include on-chip soft-core processors, digital signal processing blocks, and high-speed transceiver buffers.
another example of dedicated on-chip components are Pll cores, which are fundamental blocks within FPGas because they generate and distribute clock signals internally within the device. These cores operate with the same principle as the generic Pll architecture shown in Fig. 3 . as FPGa technology has developed, the embedded cores within the devices have become particularly feature-rich. The main drivers for this development are the increasing requirements for high integration and scalability, reduced system complexity and component count, and the emergence of high-speed interfaces. Programmable phase shift within embedded Plls is an example of embedded core development and permits an individual output clock's phase to be adjusted in fine steps and in real time without interruption to Pll operation or lock [20] . Phase adjustment can be achieved using a serial interface to increment or decrement phases according to a minimum step as shown in Fig. 4 [20] .
IV. Hardware Implementation a switched excitation method for pulse compression using MosFET devices [24] has been shown previously to be successful for single-element excitation. This system avoids the use of high-power linear rF amplifiers by using MosFETs under FPGa control to switch between discrete voltage levels. Inclusion of intermediate levels permits tapering of the excitation pulse, which is shown to reduce side lobes in the received and filtered output.
This technology has now been scaled for multiple-element excitation by using a single FPGa to drive several MosFET devices. In this configuration, the FPGa can generate MosFET control signals, using internal arbitrary waveform generator logic. In this design, arbitrary waveform generator logic creates a sampled excitation signal using a numerically controlled oscillator. Each sample value is then compared with a set of threshold levels and matched to a corresponding MosFET level.
Each arbitrary waveform generator is clocked with a single global clock (100 MHz frequency in this case) and responds to a global pulse signal. coarse phase delays of integer multiples of the global clock period (10 ns) can be implemented between channels using values stored in preloaded counters. The MosFET control signals from each arbitrary waveform generator are fed into a dual flipflop (dual FF) stage. These flip-flops are driven by an individual phase-shifted clock per channel generated by an on-chip or embedded Pll, as described in the previous section. Fine phase delays or fractional delays (fractions of the 100-MHz system clock) are implemented using the programmable phase-shift function. This introduces a phase difference between the global 100-MHz clock which generates the excitation signal and the 100-MHz channel clock used to drive the dual flip-flop output stage. The flipflop stage is necessary to bridge the clock domain between the global 100-MHz clock and the phase-shifted 100-MHz clock. It is a combination of coarse delays (system clock periods) and fine delays (phase-separated clocks) applied to each channel that realizes a particular delay profile across an array. The MosFET control signals from the dual flip-flop section are then fed off-chip directly into a high-voltage pulser device per channel. Both the Pll control blocks and the arbitrary waveform generator blocks are controlled using a nios II soft-core processor (altera corp.). The architecture described is shown in Fig. 5 .
The architecture described has been implemented within a commercially available cyclone III FPGa (EP3c40q240c8n, altera corp.) connected to eight highvoltage MosFET pulser devices (MaXIM 4811, Maxim Integrated Products Inc., sunnyvale, ca), one per channel.
a cyclone III contains 4 embedded Plls, each capable of distributing 5 output clocks throughout the device. Each output clock can be shifted either up or down with a minimum time increment of 96 ps with an accuracy of ±50 ps. Pll output clock jitter is specified at a maximum of 300 ps for frequencies greater than or equal to 100 MHz, however it must be noted that jitter is also dependent on the input clock quality. a single cyclone III device is capable of controlling eight MaXIM 4811 pulser devices, each capable of generating five-level (0 V, ±50 V, ±100 V) waveforms. The 8-channel module described has been replicated and scaled to 96 channels and is included within the University of leeds Ultrasound array research Platform (UarP) shown in Fig. 6 . The UarP is a custom ultrasound system developed to assist research in several medical and industrial applications. a fundamental component within the UarP is a single stratix III FPGa (EP3sl340H1152c3, altera corp.) which controls the UarP system and transmits application commands and a single global clock to each of the 8-channel modules. section V uses the UarP system to test the embeddedPll phased-array transmitter method described, and also demonstrates the improvement in Tdr at higher frequencies when using the embedded-Pll method.
V. Experimental Evaluation

A. Evaluation Across Frequency
The embedded-Pll phase-shift method presented in this work has a minimum time increment (Δτ) equal to 208 ps (defined by Pll settings of F Vco = 600 MHz, M = 12, P = 1, and K = 6) which surpasses the required μ = 32 threshold for excitation frequencies beyond 40 MHz. This section uses the UarP system to demonstrate how fixed minimum time increments (such as those generated by a 100-MHz clock) have an impact on Tdr as frequency increases and how the proposed embedded-Pll method can be used to improve delay resolution without increasing system clock frequency.
It is possible to demonstrate the improvement without obtaining several array transducers ranging in frequencies. In this work, a single array transducer of fixed frequency is used and the Δτ is adjusted in accordance with (6) . The relationship between excitation frequency ( f ) and oversampling factor ( μ ) is maintained while Δτ is altered to reflect the increase in excitation frequency. Example transformations of Δτ are shown in Table I .
B. Beam Profiling
To demonstrate an increase in Tdr as a result of improved phase-delay resolution, the radiated pressure field from a commercial diagnostic 1-d linear-array transducer was measured experimentally. The transducer selected was a 128-element l3-8/40EP array transducer (Prosonic co ltd., GyongBuk, Korea) of 5 MHz center frequency and 3 to 8 MHz bandwidth. In all experiments, however, only the central 96 elements were excited. The excitation used for experimental evaluation was a 5-cycle tone burst of approximated sinewaves, as described in [24] . The transducer was placed within an acoustically transparent ultrasound probe cover (cIV-FlEX 610-004, civco Medical solutions, Kalona, Ia) and submerged within a large tank of filtered, deionized and degassed water at a temperature of 20°c ± 1°c. a 0.2-mm polyvinylidene fluoride (PVdF) needle hydrophone (calibrated between 1 and 20 MHz with an acoustic pressure range of 50 to > 20 MPa rms signal-to-noise ratio) (Precision acoustics, dorchester, dorset, UK), was mounted on a 3-d computer-controlled translation system able to perform lateral and radial scans of the transmitted field. radial beam plots were obtained at r = 40 mm from 0° to 40° in steps of 0.25°. The signal from the hydrophone pre-amplifier at each radial position was digitized using an 8-bit (48-dB dynamic range) lecroy Waverunner 64xi digital oscilloscope (lecroy corporation, chestnut ridge, ny) and then processed in MaTlaB. Measurements were taken five times at each point to produce averaged beam profiles. TaBlE I VI. results Fig. 7 presents the transmitted beam profile of a 5-MHz array using a delay profile quantised to Δτ = 10 ns (coarse delay resolution) and Δτ = 208 ps (fine delay resolution using the embedded-Pll method). at 5 MHz, Δτ = 208 ps is equivalent to a μ value of 961, and therefore can be classed as ideal because it surpasses μ = 32. The experimental value of Tdr for the embedded-Pll method is approximately 32 dB governed by a lobe at 3.75°. It can be seen that the first significant lobe in the Δτ = 10 ns result appears at 5°, giving a Tdr value in this case of 31 dB. Fig. 8 presents data measured using the same 5-MHz array; however, in this case, the Δτ value has been adjusted to predict results when the same system is used to drive a higher-frequency array. In this case, the coarse delay profile is quantized to Δτ = 20 ns (coarse delay resolution). at 10 MHz, Δτ = 208 ps is equivalent to a μ value of 481 and, as in the previous case, the waveform can be classed as ideal because it surpasses the μ = 32 threshold. In this measurement, the value of Tdr at an equivalent f of 10 MHz is 27 dB, governed by a lobe at 5.5°F ig. 9 shows data acquired using the same 5-MHz array; however, the Δτ value has again been adjusted to predict results when the UarP system is used with a 20-MHz array when the coarse delay profile is quantized to Δτ = 40 ns. at 20 MHz, Δτ = 208 ps is equivalent to a μ value of 240 and, as per the previous cases, the waveform can be classed as ideal because it still surpasses μ = 32. In this case, the value of Tdr at an equivalent f of 20 MHz is 22 dB governed by a lobe at 4°.
When comparing the coarse quantized results to the ideal case obtained using the fine embedded-Pll method, it can be seen that at 5 MHz, the gain in Tdr is slight (1 dB improvement); however, as frequency increases, the gain in Tdr becomes significant. at higher frequencies, the embedded-Pll method provides an extra 5 dB gain at 10 MHz (when compared with using coarse delays at the same system frequency) and an extra 10 dB gain when using a 20-MHz array. These data are summarized in Table  II. The results also show an increase in the overall sidelobe level as frequency increases and the μ = 32 criteria is not met. This is consistent with the simulated predictions shown in Figs. 1 and 2 .
The performance and accuracy of the embedded-Pll method was verified by measuring element-to-element delays and calculating the deviation from the ideal theoretical delay profile. The deviation from the ideal profile to a delay profile quantized to 10 ns was also measured and calculated. results show an rms deviation from the ideal profile of 257.2 ps for the embedded phase shift method and an rms deviation of 2.565 ns when coarse delays are used alone.
VII. discussion
The impact of phase quantization when minimum time increments are fixed is dependent on excitation frequency. The embedded-Pll method presented and implemented in the UarP system shows greater improvement when used with higher-frequency arrays such as those discussed in this work. Both simulations and experiments conducted show that achieving the λ/32 criterion reduces side-lobe levels in the transmitted beam profile to a level which mirrors the ideal case. although some minor differences may exist between simulated data and experimental results (such as those described by aitkenhead et al. [25] ), simulation shows results comparable with the experimental data. comparing the experimental 5-MHz, and extrapolated 10-and 20-MHz cases with the simulated versions, results show differences in side-lobe levels of approximately 2, 6, and 11 dB, respectively. This indicates that the simulated result is an appropriate assessment of the gains in Tdr when using the proposed method.
as ultrasound systems seek to operate over broader bandwidth, achieving the correct quantization threshold across a large number of independent channels is particularly challenging. although FPGas are capable of generating excitation pulses at high frequencies, quantization error effects are likely to be present in the transmitted beam profile if Δτ is not sufficiently small. at 20 MHz, for example, the λ/32 threshold corresponds to a Δτ value of 1.56 ns, whereas at 40 MHz, the λ/32 value corresponds to a Δτ value of 781 ps. solving this problem using external discrete circuits increases system design and complexity, particularly as channel count increases. The implementation shown in this work can achieve the λ/32 threshold for these high-frequency cases and does so by merely taking advantage of resources (perhaps not intended for such an application) but readily available within FPGas.
as an aside, the embedded-Pll method presented could also be used to correct or compensate for array defects and inconsistencies in array manufacture, particularly with respect to timing variability as discussed by Zhang et al. [26] . other areas with which the embeddedPll method is applicable include compensating for subtle changes in focal delays resulting from temperature, boundaries between materials, or to compensate for focal errors caused by non-ideal propagation in a medium. Using the embedded-Pll method described, it would be entirely possible to incorporate additional time offsets as part of a calibration routine or to fine-tune delay parameters to optimize the radiation pattern.
VIII. conclusions
Phase quantization effects such as increased side-lobe levels and phase quantization lobes can be reduced by close approximation to the ideal delay profile for a focused and/or steered beam in a phased array system. Most ultrasound phased array imaging suffers only from errors associated with focusing delay profiles (uncorrelated error) as opposed to periodic error caused by steering delay profiles (correlated error).
Previous literature have evaluated the effect of phase quantization particularly with respect to receive beamforming. suggested values of maximum tolerable phase error have been proposed, such as λ/8 by Von ramm et al. and then λ/32 by cobbold referencing [16] . These thresholds however are dependent on excitation frequency which can vary with application, imaging modality or transducer. In most cases the hardware system used is a common platform which must be able to meet the demands that these various applications and techniques impose. This work describes the implementation of a method able to surpass these suggested maximum tolerable phase error values across a range of frequencies to increase transmit dynamic range and when combined with receiver beamforming strategies increase total image dynamic range.
Programmable and flexible embedded-Pll components are now common in commercial FPGas. These embedded Plls are highly functional and allow for real-time phase shifting of clocks by simple serial interface. Presented in this work is a method to take advantage of these embedded Plls to create a phased-array transmitter design which can provide interelement resolution of 208 ps using multiple phase-shifted 100-MHz clocks. This phase-delay solution is coupled with previous work into generation of coded excitation waveforms using MosFET devices [24] and replicated to form part of the University of leeds UarP, a 96-channel ultrasound array system.
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