ABSTRACT Image fusion techniques are applied to the synthesis of two or more images captured in the same scene to obtain a high-quality image. However, most of the existing fusion algorithms are aimed at single-mode images. To improve the fusion quality of multi-modal images, a novel multi-sensor image fusion framework based on non-subsampled shearlet transform (NSST) is proposed. First, the proposed solution uses NSST to decompose source images into high-and low-frequency components. Then, an improved pulse coupled neural network (PCNN) is proposed to process high-frequency components. Thus, the feature extraction effect of the high-frequency component is meliorated. After that, a sparse representation (SR) based measure, including compact dictionary learning and Max-L1 fusion rule, is designed to enhance the detailed features of the low-frequency component. Finally, the final image is obtained by the reconstruction of high-and low-frequency components via NSST inverse transformation. The proposed method is compared with several existing fusion methods. The experiment results show that the proposed algorithm outperforms other algorithms in both subjective and objective evaluation.
I. INTRODUCTION
Image fusion techniques [36] , [38] process multiple images from the same scene, extract useful information, and integrate them into a high-quality image. The integrated image is more informative than source images. Meanwhile, the corresponding visual effects are also improved for the observation in human visual system. Image fusion is commonly used in different areas, such as multi-focus image fusion [25] , [49] , infrared-visual image fusion [39] , and medical image fusion [29] , [42] . In recent years, image fusion has gradually become a hot research topic, and various image fusion algorithms have been proposed. These algorithms can be roughly divided into two categories: spatial and transform domain based algorithms [46] .
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Spatial domain based algorithm can be classified into three types: pixel-based, block-based, and region-based algorithm [8] , [20] . Pixel-based image fusion algorithm directly averages the pixel values of all source images. Susheela discussed and compared various pixel-based image fusion techniques [34] . According to the comparisons, the average algorithm was simple and fast, but it weakened the image contrast, blurred the edge information to a certain extent, and lost some important information in source images. In fact, block-based and region-based spatial domain algorithms are increasingly prevalent in recent years. A block-based image fusion method proposed by Li decomposed source images into several blocks first, then the features of each block were calculated individually [15] . However, a single-mode blocking may cause the block effect and lower the fusion quality. A lot of multi-mode block based image fusion algorithms have been proposed since then. Bai proposed a quadtreebased multi-focus image fusion that used a weighted focusmeasure as well as an effective quadtree decomposition strategy [3] . In the proposed solution, source images are decomposed into blocks with optimal sizes in a quadtree structure. According to the region shape, region-based algorithms segmented source images into different areas first, and then each segmented area was processed separately. A spatial-domain based multi-focus image fusion through gradient-based decision map construction and mathematical morphology was proposed [2] . The proposed algorithm used the weighted kernel of image gradient. Based on free boundary conditions, morphological operations and active contour model are applied to the boundary adjustment of focus and defocusing regions to get the real boundary. However, the data size of multi-focus source images is large. For spatial domain based algorithms, the process of data analysis is timeconsuming. Furthermore, most of block-based and regionbased algorithms are aimed at multi-focus image fusion. They are not good at processing other types of source image.
Transform domain based algorithms extract transform coefficients from source images first. Then, the extracted coefficients are processed according to some criteria, and inverted to the fused image. Transform domain based algorithms show the superiority among numerous image fusion algorithms. Sparse representation (SR) and multi-scale transformation (MST) are two typical transform domain based algorithms. With the rapid development of SR-based techniques, many SR-based algorithms have been proposed, and showed good performance [21] , [28] . SR-based algorithms train an over-complete dictionary with a large number of multi-modality images first, and then use the sparse coefficients extracted from trained dictionary to represent each source image [30] . Finally, the fused image is obtained by combining maximum sparse coefficients with the trained dictionary. Aishwarya proposed an image fusion method that integrated discrete wavelet transform (DWT) [1] . High-and low-frequency subbands of source images were obtained by using DWT decomposition first, and then fused separately. It used SR to get the fused high-frequency subbands, in which more structural features of source images are preserved. However, redundancy and loss of residues are two main issues in SR-based methods. As another type of widely used method, there are many kinds of MST-based solution, such as wavelet transform (WT) [45] , nonsubsampled contourlet transform (NSCT) [7] , [19] , [51] and nonsubsampled Shearlet transform (NSST) [33] , etc. In most of MST-based fusion methods, source images are decomposed to obtain high-and low-frequency subbands first. Then the obtained subbands are merged following the selective fusion rules. Finally, a fused image is reconstructed by applying inverse MST to the merged subbands.
The mathematical properties of WT are similar to human visual system (HVS) model, so WT has been broadly applied to image processing. Zhang proposed a medical image fusion method based on wavelet theory that disassembled source images into different frequency subbands to preserve more information [45] . Classical WT can show resolution and locality, but cannot show directivity and anisotropy. NSCT can make up for the shortcomings of WT. The decomposition process of NSCT consists of multi-scale and multidirection decomposition. Non-downsampling pyramid filter banks (NSPFB) and non-downsampling directional filter banks (NSDFB) are applied to multi-scale and multidirection decomposition respectively. Yin proposed an image fusion algorithm by NSCT-PCNN (pulse coupled neural network) transform, which improves the information loss during the sub-sampling process [43] . However, nonsubsampled directional filter bank of NSCT exists in the restricted directions.
In order to improve the preservation of details and energy, this paper proposes a new image fusion framework for nonsubsampled shearlet transform (NSST) based on the transform domain image fusion algorithm. PCNN model is used to distinguish the absolute values of high-frequency coefficients in different source images. According to the SR-based measure, such as principal component analysis (PCA) based dictionary learning, and Max-L1 fusion rule, the low-frequency fusion rule is formulated to enhance the detailed features. There are two main contributions of this paper as follows:
• PCNN model is used to distinguish the absolute values of high-frequency coefficients for the enhancement of high-frequency detail retention. The adaptive parameter simplification has a fast convergence speed and a small number of iterations, which can reduce the computational complexity of discrete PCNN model [11] .
• It applies PCA-based dictionary learning to the activity level measurement of low-frequency coefficients. The proposed SR-based measure preserves more energies and details of source image, and also decreases the complexity of dictionary learning. The remaining sections of this paper are structured as follows: Section II introduces NSST and PCNN; Section III discusses the proposed NSST-based multi-mode fusion framework; Section IV compares and analyzes the results of comparative experiments; and Section V concludes this paper.
II. RELATED WORK A. NON-SUBSAMPLED SHEARLET TRANSFORM
As a multi-scale and multi-directional analysis method, NSST is able to obtain an optimal representation for source images in various directions and angles [18] . Being different from the traditional shearlet transform (ST), shift-invariance as an upgraded version is implemented in NSST. Therefore, the occurrence of ringing phenomenon in Gibbs type could be reduced in NSST. Additionally, NSST can also improve the computational efficiency of ST. As mentioned, NSST can effectively retain the spatial details and structural information of source images, so it is widely used in image fusion [37] .
NSST achieves shift-invariant, multi-scale, and multidirection by using non-subsampled pyramid filters (NSPFs) and shift-invariant shearlet filters(SFs). As shown in Fig. 1 , three same-size subbands can be obtained as input in two-level NSST decomposition, which include two highfrequency bands and one low-frequency band. NSPF is used to realize multi-scale decomposition in NSST. It removes down-samplers from laplacian pyramid first, and then carries on the corresponding up-sampling. In each decomposition level, source images are decomposed by NSPF to obtain a low-and high-pass component respectively first. Then, NSPF iterative decomposition is applied to the obtained lowfrequency component to achieve multi-scale decomposition. For each NSPF, the ideal frequency support area for the kth stage low-pass filter is [
Accordingly, the ideal support of equivalent high-pass filter is the complement of high-pass filter at the corresponding
The equivalent filters of a k-level cascading NSPFB are given in Eq. 1,
where H 0 (z) and H 1 (z) denote the low-pass filter and the corresponding high-pass filter respectively. As shown in Fig. 1 , the multi-direction representations of high-pass components are obtained by SF. SF is mapped from pseudo-polarization grid system to Cartesian coordinate system in NSST. The whole process can be performed directly through the twodimension convolution. It effectively avoids the downsampling operation, and then realizes the shift-invariance of NSST. After applying SF to all m levels, the high-frequency subbands are obtained by NSPF. 2 m directional subband coefficients, that have the same size as source images, are generated. Thus, this process achieves the multi-direction decomposition of NSST. NSST, as a full multi-scale, multi-direction, and shift-invariant expansion, can reflect the features of source images well in image fusion. After the decomposition of NSPF and SF, source images can be decomposed into high-and low-pass bands that provide theoretical bases for subsequent image fusion.
B. SPARSE REPRESENTATION AND DICTIONARY LEARNING 1) SPARSE REPRESENTATION
As the main idea of sparse representation theory, a linear combination of the lowest possible number of atoms or transform bases in an over-complete dictionary is used to represent image signals. Since the number of atoms in an over-complete dictionary is greater than the signal dimension, it enables a flexible signal representation. In the definition, R is number field, y ∈ R n represents the vector of image signal in n dimension, and ∈ R n×m is an n × m over-complete dictionary, in which every column vector can be treated as an atom of this over-complete dictionary. According to the sparse representation theory, the atoms that are the column vectors of an over-complete dictionary can represent corresponding image signal vector by linear combination, i.e., y = α, where α ∈ R m denotes a sparse coefficient vector (m > n). The sparse coefficient vector can be obtained by solving the optimization problem of Eq. 2:
where α 0 is the count of non-zero items in α, and ε is the bounded error. The image signal is represented by using a superposition of the smallest possible number of atoms in the over-complete dictionary. The optimal solution of Eq. 2 can be obtained by greedy approximation methods, such as matching tracking (MP) [12] , or orthogonal matching tracking (OMP) [22] .
2) DICTIONARY LEARNING
The key issue of SR-based image reconstruction and fusion is the selection of over-complete dictionary. Mostly, the over-complete dictionary uses a fixed dictionary, such as DCT or wavelet transform. Although a fixed dictionary can be easily implemented, its performance is limited to the type of data and application. To obtain a nonrestricted dictionary from input images, Aharon learned a K-SVD dictionary from a set of training images and adaptively updated it by related SVD operations [12] . K-SVD has better performance in many image reconstruction methods than other fixed dictionary based methods. Comparing to fixed dictionary based methods, K-SVD can extract patches from globally trained dictionaries or adaptively trained dictionaries. It makes K-SVD perform well in many image reconstruction methods. However, K-SVD has a high computational complexity in practical applications. As an iterative learning process, K-SVD needs to process a large amount of training images. The high computational complexity limits the dimensions of K-SVD dictionary. Lessons learned from different dictionary learning methods and clustering methods are used as learning motivations. So a dictionary learning method based on image patch clustering is proposed for multi-modal image fusion. The proposed method clusters similar image patches in all source images to compose a complete dictionary. Trained sub-dictionaries can be combined to describe all multi-modal image signals by adding image blocks from all source images. In addition, K-SVD over-complete dictionary is highly structured. All multi-modal image signals can be described by using a learned dictionary, but it is redundant. It is necessary to reduce the computational complexity of image fusion by eliminating the redundancies in learned dictionary (reducing the dictionary size) [12] , [19] .
III. PROPOSED FRAMEWORK A. OVERVIEW
The proposed image fusion framework is shown in Fig. 2 , which includes four components: image decomposition, high-and low-pass band fusion, and image reconstruction. First source images are decomposed into high-and lowfrequency bands by NSST. Then, PCNN model is used to realize the fusion of high-frequency coefficients. Next, according to the fusion rules of SR measure, the proposed solution integrates principal component analysis (PCA) based dictionary learning and Max-L1 fusion rule to achieve both energy preservation and detail extraction of low-frequency bands. Finally, the fused image is obtained by inverse transform of NSST.
B. FUSION RULE OF HIGH-FREQUENCY BANDS 1) IMPROVED PCNN
In order to reduce the computational complexity of discrete PCNN [11] in the fusion of high-frequency coefficients, a simplified PCNN model with automatic parameter settings was proposed [10] , [43] , which is described as follows: . In this PCNN model, there are five parameters, such as V L , af , β, a c , and V E . In order to simplify the parameter settings, the formula proposed in [5] , [43] is used to calculate these parameters.
where σ (S) denotes the standard deviation of input signal S. S and S max mean the normalized threshold of Otsu's method and the maximum intensity of input signal respectively.
2) FUSION OF HIGH-FREQUENCY BANDS
PCNN model is applied to the fusion of high-frequency bands. According to the PCNN model proposed in [5] , [43] , the absolute value of high-frequency band is used as the network input, that is
, S ∈ {A, B}. The activity level of high-frequency coefficient is iteratively measured by the total number of excitation. The firing time is accumulated by the following steps added to the end of each iteration.
The excitation of each neuron is ordered as T ij (N ) first, where N denotes the number of iterations [43] , [44] . Then, PCNN excitation times of the high-frequency components of source images are calculated as: H l,k A and H l,k B respectively. Therefore, the fused high-frequency components can be obtained by using Eq. 22. A high-frequency coefficient with a large number of excitations is selected as the fusion coefficient [43] . The fusion algorithm of high-frequency components is shown in Alg. 1.
The pixels of source image can be clustered by image features, such as local intensity, or gradient that describes the low-layer structure. In the proposed fusion algorithm, the local regression weights of steering kernel (SKR) are 
Initialize the PCNN model:
Estimate the PCNN parameters using Eq. 17 -20.
6:
for n = 1 to N do 7: Calculate the PCNN model by Eq. 3 -16. 
10:
end for 11: end for clustered as image features [12] . The vectorized steering kernel of the ith pixel of the kth source image can be defined by the steering covariance matrix as follows:
where x i k represents a spatial location of the ith pixel of I k , h steer represents a global smoothing parameter for adjusting the kernel support. c j denotes the steering covariance matrix that can be estimated by the local gradient of neighboring patch centered at the jth pixel. p denotes the number of pixels in the kernel, and its value is decided by the feature vector w i k . The details of SKR feature extraction can be found in [12] .
To jointly cluster all the pixels from k different source images, all the feature vectors are concatenated into a single feature matrix, i.e., w = [w 1 , w 2 , . . . , w k ], where w k = . . . w i k . . . . K-means clustering is implemented by using this single feature matrix as input. By minimizing the l 2 distance of each feature vector to the class center, each low-frequency image can be segmented into mutually disjointed regions, as shown in Eq. 16:
where c denotes the cth region, and c is the total number of clusters. Clustering algorithm is applied to the feature vector sets that consist of feature vectors obtained from different source images, so pixels with similar features are classified into the same cluster. A more informative dictionary that contains all the image structure information of source images is learned by utilizing the joint clustering blocks from all source images. During the joint clustering, SKR can reflect the local structure features of source image. Therefore, SKR as an image feature is used in clustering. Eq. 14 and 15 calculate SKR eigenvector to obtain the feature matrix, and use K-mean algorithm for clustering. The center pixel refers to the center pixel of decomposed image block [12] . Therefore, it extracts all the central pixels that are classified into overlapping patches of the same cluster. Then all the patches are grouped to obtain joint patch clusters, as shown in Fig. 3 . The generation of a joint patch cluster is shown as follows:
where patch C denotes the cth joint patch cluster, y i k represents a patch from the kth source image, and its center pixel i belongs to c . Fig. 3 illustrates an over-complete dictionary built directly from a joint patch cluster. Although the over-complete dictionary contains more image patches with similar structures from source images, it may cause the redundancy in learning dictionary [12] , [19] . So the dimensionality reduction is required for the redundant over-complete dictionary. Recently, many methods have been proposed to reduce the dimensionality of over-complete dictionary to obtain a compact dictionary [35] , [40] . The proposed solution combines the main components of each joint patch cluster to learn a compact and informative dictionary. Since only a few PCA bases can approximate the patches in a same cluster well, the most useful top p principal components are selected to form a sub-dictionary [12] , as shown in Eq. 18:
2) DICTIONARY LEARNING
where D c represents the sub-dictionary for cth cluster of p eigenvectors. L j denotes the eigenvalue of the corresponding jth eigenvector d j . Feature values are arranged in descending order, i.e., L 1 > L 2 > . . . > L n > 0. δ can be used to approximate p [12] . To avoid the over-fitting of image signal, δ is usually proportional to the signal dimension. However, if the δ value is too high, the number of atoms in the constructed sub-dictionary may not be sufficient. Image signals reconstructed using such a sub-dictionary are oversmoothed. Therefore, it is necessary to set the δ value that can use the minimum number of atoms to correctly represent the image signal. In the proposed fusion framework, it sets σ = 0.95. As shown in Fig. 4 , the PCA base is selected as the atom of corresponding subsequence to describe the basic structure of each cluster. Once all the sub-regions of joint block clusters are obtained, they are merged into a single dictionary, as shown in Eq. 19:
The combined dictionary in Eq. 19 is composed by the main components of clustered patch from source images, and also referred to an aggregated patch dictionary. Comparing with fixed DCT dictionary and k-SVD learned dictionary, principal component analysis (PCA) based dictionary proposed in this paper is more compact, but the corresponding patch cluster still contains the most informative components. Therefore, the proposed PCA-based dictionary can reduce computational complexity, when it achieves the excellent reconstruction performance.
3) FUSION OF LOW-FREQUENCY BANDS
The fusion strategy of low-frequency bands also has an important impact on the final fusion quality. To achieve the detail extraction and energy preservation of low-frequency images, an SR-based fusion method is applied to each lowpass NSST band.
Step 
where W denotes an n × 1 vector. 
where ε denotes the bounded representation error, α 0 denotes the number of non-zero items in α, y i A,L represents the low-frequency component L A . is the learned dictionary. Similarly, α i B can also be obtained by using Eq. 21.
Step 4: It merges α i
A and α i B by Max-L1 rule to obtain the fused sparse coefficients (as shown in Eq. 22).
The fused result of v i A and v i B is calculated by Eq. 23.
where the merged mean valuev i F is obtained by Eq. 24.
Step 5 . For each V i F , it is reshaped into an √ n × √ n size patch P i F . Then P i F is plugged into its original position in L F . The low-pass fused result L F is obtained by averaging the accumulation times of each pixel's value in L F . The fusion algorithm of low-frequency components is shown in Alg. 2.
Once the low-and high-frequency fused band L F and H F are obtained, it applies the corresponding inverse NSST to L F and H F to reconstruct the final fused image I F . The main steps of proposed medical image fusion method are summarized in Alg. 3.
Algorithm 2 Fusion of Low-frequency Bands

Input:
low-frequency bands {L A , l B }, the number of low-pass sunbands patches T .
Output:
fused low-frequency band L F . 1: Outer Loop 2: for each image do 3: for j = 1 to T do 4: Extract image features to obtain eigenvector d j by Eq. 14 and 15.
5:
Cluster feature vectors using PCA to obtain subdictionary D C by Eq. 18. Aggregate all sub-dictionaries using Eq. 19 to obtain a combined dictionary . 8: end for 9: for each low-frequency image do 10: Use sliding window decomposition to get patches P i A T k and P i B T k 11: end for 12: for i = 1 to T do 13: Rearrange
14:
Calculate the sparse coefficient vectors α i A , α i B using SOMP algorithm by Eq. 21.
15:
Merge α i A and α i B by Max-L1 rule to obtain the fused sparse coefficients. 16: The fused result of v i F is calculated by Eq. 23.
17:
Reshape v i F to obtain P i F . 18 : end for 19: 
to obtain fused low-frequency band L F .
IV. EXPERIMENTS AND ANALYSES
A. EXPERIMENT PREPARATION
It uses 104 pairs of medical images, 10 pairs of multi-focus images, 10 pairs of infrared-visible images and 23 pairs of Panchromatic and Multi-spectral Satellite Images in comparative experiments to test the fusion performance. The resolutions of test images are 256 × 256, 240 × 320 and 512 × 512 respectively. The proposed fusion algorithm trains all the source images to obtain a PCA-based dictionary. Medical image pairs are obtained from http://www.med. harvard.edu/aanlib/home.html. Infrared-visible and graylevel multi-focus image pairs were collected by Liu et al. [22] and can be downloaded from quxiaobo.org. All the experiments are run in Matlab 2014a on an Intel(R) Core(TM)i7-7700k CPU @ 4.20GHz desktop with 16.00 GB RAM.
1) OBJECTIVE EVALUATION METRICS
As the reference image (ground truth) does not exist in practice, it is not an easy task to quantitatively evaluate the quality of a fused image. In recent years, many image fusion metrics have been proposed. But none of them can be universally applied to any fusion scenario. It usually needs several 
metrics to make a comprehensive evaluation. In this paper, eight popular metrics are employed to quantitatively evaluate the performance of different fusion methods, which are Q TE [6] , [24] , [26] , Q IE [24] , [41] , Q AB/F [27] , [50] , Q P [24] , [47] , Q MI [24] , Q Y [24] , [41] , Q CB [4] , [24] , and Q VIF [32] , [50] .
Q TE [6] , [24] , [26] and Q IE [24] , [41] evaluate the Tsallis entropy and nonlinear correlation information entropy (NCIE) of fused image respectively. Q AB/F [27] , [50] and Q P [24] , [47] are used to measure the edge information. Q AB/F [27] , [50] is a gradient-based quality index. Q P [24] , [47] is a phase congruency based image fusion metric. Q MI [24] and Q Y [24] , [41] measure the similarity between the fused image and source images. Q MI [24] is a quantitative measure of the mutual dependence of two variables. Q Y [24] , [41] is a structural similarity based metric for fusion assessment. Q CB [4] , [24] and Q VIF [32] , [50] evaluate the human visualization performance of fused images. Q CB [4] , [24] is a human perception inspired quality metric for image fusion. Q VIF [32] , [50] is the ratio between distorted test image information and referencing image information.
B. EXPERIMENT RESULTS OF SIX POPULAR FUSION METHODS
In this section, six popular fusion methods are used to compare with the proposed NSST-based fusion framework. They are adaptive spare representation (ASR) based image fusion framework proposed by Liu and Wang [23] , multichannel medical image fusion (CT) method proposed by Zhu et al. [50] , multi-modal image fusion framework integrated joint patch clustering based dictionary learning (KIM) proposed by Kim et al. [12] , multi-scale transform (NSCT) method proposed by Liu et al. [22] , MST-and SR-based (MST-SR) fusion framework proposed by Liu et al. [22] , and image fusion with parameter-adaptive pulse coupled neural VOLUME 7, 2019 network(PA-PCNN) proposed by Yin et al. [43] . Fusion results obtained by ASR, CT, KIM, NSCT, MST-SR, PA-PCNN and the proposed methods are shown in Fig. 5 -13 . In the comparative experiments, the fusion time of ASR, CT, MST-SR and the proposed method does not include the time of dictionary training. Since KIM used joint patch clustering based dictionary learning, its fusion time includes the dictionary learning time. NSCT and PA-PCNN applied multi-scale decomposition to image fusion rather than sparse representation based dictionary learning, so it has a short processing time.
1) EXPERIMENT RESULTS OF MEDICAL IMAGES
Modern medical images, such as computed tomography (CT), magnetic resonance (MRI), single photon emission tomography (SPECT), positron emission tomography (PET), reflect human body information from different angles [48] , [50] . However, a single image cannot provide enough comprehensive information for medical diagnosis. Due to the insufficient information, even if a doctor is good at spatial imagination and corresponding inferences, the diagnosis results may not be reliable. Medical image fusion techniques solve this issue. An informative image can be obtained by the fusion of two or more medical images from the same scene. It can effectively reduce the uncertainty and unreliability in clinical diagnosis and treatment [13] . Figure 5 , 6, and 7 are three examples of medical image fusion. As shown in Figure 5 , both CT and KIM obtain a fused image with high edge brightness. The fused image obtained by NSCT has a poor contrast. Compared with MST-SR, the fused images obtained by the proposed method and PA-PCNN method have moderate brightness and clear edge details. In Figure 6 , the fused image obtained by KIM is blurred, and has poor performance in human visual system. The image fused by NSCT has low brightness, and the one obtained by MST-SR has high brightness. In comparison with ASR and CT, the proposed methodnd PA-PCNN method have better performance in detail preservation. As shown in Figure 7 , the image obtained by CT is bright. The details of fused images obtained by ASR and KIM are poorly preserved. The image fused by NSCT has weak contrast, and the color of the image obtained by MST-SR is distorted. Compared with other fusion methods, the proposed method and PA-PCNN method are more conducive to observation. Shown as Figure5, 6, and 7, the proposed method and PA-PCNN method perform excellent in detail preservation and visual effect. It is difficult to distinguish the difference between the proposed method and PA-PCNN method from the human visual system. Table 1 lists the objective assessments of seven fusion methods on medical images. The proposed method has good performance in seven evaluation metrics, including Q TE , Q IE , Q AB/F , Q P , Q MI , Q Y , and Q VIF . Since the image fused by proposed method is similar to the original image, the proposed method performs well on the preservation of structured and detailed information. KIM has the highest score on Q CB that means it has the best performance in human perception among all seven fusion methods. ASR has the poor performance on all metrics. The human visual effect is poor on KIM. In addition, the proposed method spends the shortest processing time. Therefore, the proposed method has the best overall performance on medical image fusion.
2) EXPERIMENT RESULTS OF MULTI-FOCUS IMAGES
Due to the limited focus range of optical system, it is difficult to focus all the objects in the same scene by one shot. When an object is in the focus range, it can be clearly displayed, otherwise it is blurred. In this way, it is difficult to get a comprehensive and in-depth understanding of a scene through an image. Multi-focus image fusion, as an important branch of image fusion, merges multiple images with different focal lengths into one image. It can retain the clear part of each image to compose an informative image for subsequent image processing [14] , [17] .
Two multi-focus image fusion examples are displayed in Figure 8 and 9. As shown in Figure 8 , the fused image obtained by CT achieves good visibility, but has poor performance in the detailed texture of leaves. The edge details of images fused by ASR and NSCT are not clear. In Figure 9 , the results of ASR and CT show poor performance in detail preservation. Although the fused image obtained by KIM is bright, the detailed information is weak. Compared to NSCT method, the proposed method obtains a fused image that has clear edge information. The fused images of MST-SR, PA-PCNN and the proposed method have good performance in human visual system. It is difficult to figure out the difference between three fused images by human eyes. Therefore, objective metrics are used to measure the fusion performance.
As shown in Table 2 , compared with other methods, the proposed method performs well in several evaluation metrics, including Q TE , Q IE , Q MI , Q Y , and Q VIF . It indicates that the proposed method performs well in Tsallis entropy and nonlinear correlation entropy. For Q P , ASR has good performance on phase consistency. NSCT has the best performance in Q AB/F , which means it performs well in quality index. MST-SR has a good human perception in terms of Q CB . Although the proposed method has slightly weaker performance than other methods in some metrics, it has good performance in the preservation of information and details as well as visualization. Moreover, the proposed method has the shortest processing time.
3) EXPERIMENT RESULTS OF INFRARED-VISIBLE IMAGES
Infrared images can well identify the target. Visible light images can provide good details of the scene, in which the target is located. Image fusion techniques make the full use of complementary information and spatio-temporal correlation of visible and infrared images to achieve engineering requirements. High-quality and comprehensive information can be obtained by integrating the corresponding information from multiple images. At present, image fusion techniques have been widely used in battlefield evaluation, target recognition, and other related fields [16] . Figure 10 and 11 show two examples of infrared-visible image fusion. In Figure 10 , the edge details of images obtained by ASR and CT are poor. The image fused by KIM has high brightness, but low contrast. The image obtained by NSCT has high contrast, but its edge details are blurred. Compared with MST-SR, the proposed method has better performance in detail preservation. In addition, pedestrian details show that the proposed method performs well in detail contrast and brightness. In Figure 11 , ASR method has poor performance in the preservation of image details. The edge brightness of images obtained by CT and KIM is high. Compared with NSCT, the image fused by the proposed method has higher brightness and contrast. The local contrast of fused image obtained by MST-SR is lower than that obtained by PA-PCNN and Proposed. In addition, pedestrian details show that the proposed method and PA-PCNN perform well in detail contrast and brightness. It is difficult to distinguish the difference between the two fusion results by human visual observation. Table 3 shows the objective assessments of seven fusion methods on infrared-visible images. The image obtained by ASR has the highest Q P , which is consistent with the high phase of original image. The proposed method has the highest value on other metrics, especially in Q IE , Q AB/F , Q MI , Q Y and Q VIF . So the proposed method has high structural similarity with original image. At the same time, it is also prominent in edge preservation. In addition, the proposed method takes much less time in fusion process than other methods. Therefore, the proposed method is superior to other methods in infrared-visible image fusion. 
4) EXPERIMENT RESULTS OF PANCHROMATIC AND MULTI-SPECTRAL SATELLITE IMAGES
There is an inverse relationship between spatial and spectral resolution in optical remote sensing [9] . Earth observation satellites provide MS images with high spatial resolution and panchromatic images with low spatial resolution. The panchromatic and multi-spectral satellite images fusion method can effectively integrate the spatial details of panchromatic image and the spectral details of multi-spectral image, thereby changing the detection and map update [31] .
Figures 12 and 13 are two examples of full-color and multispectral satellite image fusion. It can be seen from the two figures that the energy is lost during the fusion process of ASR, KIM, MST-SR and PA-PCNN, so that the fusion results have different degrees of detail blur. Especially in Figures 13(n) , it can be seen that the building texture of the KIM fusion result is lost. CT, NSCT, and the proposed method details are well preserved. However, as can be seen from the partial enlargement, the saturation of the NSCT fusion results is lower than other methods. Furthermore, the local contrast of the CT fusion results is lower than the proposed method. Table 4 shows the objective assessments of seven fusion methods on panchromatic and multi-spectral satellite images. The images obtained by ASR and MST have the highest Q VIF and Q CB respectively, which indicated that the best performance in human perception among all seven fusion methods. The proposed method has the highest value on other metrics, especially in Q TE , Q IE , Q AB/F ,Q P , Q MI and Q Y . So the proposed method has high structural similarity with original image. At the same time, it is also prominent in edge preservation. Although, the Q VIF and Q CB scores of the proposed method ranked third in all seven methods, the overall performance of the fusion method proposed in this paper is better than other methods in panchromatic and multi-spectral satellite images fusion.
According to the above experiments, the effectiveness of proposed image fusion framework is confirmed by subjective visual effects and objective evaluation metrics.
V. CONCLUSION AND DISCUSSION
A general image fusion method based on non-subsampled shearlet transform (NSST) is proposed. The fusion framework integrates NSST, pulse coupled neural network (PCNN), and sparse representation (SR) based measure to improve the visual quality of fused images. Specifically, the framework applies NSST to achieving high-and lowfrequency image decomposition. The high-frequency coefficients are fused by PCNN. In the improved PCNN model, all the parameters can be adaptively calculated according to input frequency bands, so it has a faster convergence speed. According to SR-based methods, such as principal component analysis (PCA) based dictionary learning and Max-L1 fusion rule, the low-frequency fusion rule is formulated to enhance the detailed features. The energy and details of source images can be preserved well by the low-frequency fusion rule. Meanwhile, it also reduces the complexity of learned dictionary. Finally, the fused image is obtained by inverse transform of NSST.
Experiment results show that the proposed fusion framework is superior to KIM and MST fusion methods in terms of human visual perception and objective evaluation metrics. Experiment results also indicate that the proposed fusion method is superior in multi-modal medical image fusion. In future, the parameter selection strategy of PCNN model in the proposed method will be improved to further enhance the algorithm efficiency and extend its usage in medical applications. MINGYAO 
