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Abstract—With the increasing demand for search and rescue,
it is highly demanded to detect objects of interest in large-scale
images captured by Unmanned Aerial Vehicles (UAVs), which is
quite challenging due to extremely small scales of objects. Most
existing methods employed Feature Pyramid Network (FPN) to
enrich shallow layers’ features by combing deep layers’ contex-
tual features. However, under the limitation of the inconsistency
in gradient computation across different layers, the shallow layers
in FPN are not fully exploited to detect tiny objects. In this
paper, we propose a Scale Selection Pyramid network (SSPNet)
for tiny person detection, which consists of three components:
Context Attention Module (CAM), Scale Enhancement Module
(SEM), and Scale Selection Module (SSM). CAM takes account of
context information to produce hierarchical attention heatmaps.
SEM highlights features of specific scales at different layers,
leading the detector to focus on objects of specific scales instead of
vast backgrounds. SSM exploits adjacent layers’ relationships to
fulfill suitable feature sharing between deep layers and shallow
layers, thereby avoiding the inconsistency in gradient compu-
tation across different layers. Besides, we propose a Weighted
Negative Sampling (WNS) strategy to guide the detector to select
more representative samples. Experiments on the TinyPerson
benchmark show that our method outperforms other state-of-
the-art (SOTA) detectors.
Index Terms—Tiny object detection, Feature pyramid network,
Unmanned aerial vehicle, Scale selection, Feature fusion.
I. INTRODUCTION
AS a high-efficiency image acquisition system, UAVs havethe advantages of high intelligence, high mobility and
large field-of-view, and have thus been widely used in the
emerging field for searching persons in a large area and at
a very long distance. However, in such a scenario, finding
persons is challenging since most persons in the obtained
images are of tiny scale with low signal-noise ratio and easily
contaminated by backgrounds [1].
A couple of methods have recently been proposed for tiny
object detection. Some of them employ multi-training stages
to enrich features to improve performance [2], [3], and others
use a general-purpose framework with data augmentation to
improve the detection of tiny objects [1], [4], [5]. Since deeper
layers may furnish more semantic features, most existing
methods [6], [7] employed Feature Pyramid Network (FPN)
to enrich shallow layers’ features for boosting performance
by integrating deep layers’ features. Gong et al. [8] propose a
feature-level statistic-based approach to avoid propagating too
much noise from deep layers to shallow layers in FPN.
Mingbo Hong, Shuiwang Li,Yuchao Yang, Feiyu Zhu, Qijun Zhao
and Li Lu are with College of Computer Science, Sichuan University,




































Element-wise Addition Scale Selection Module Data FlowScale Enhancement Module
(a) (b)
Fig. 1. Illustrations of FPN (a) and our SSPNet (b). FPN employs the element-
wise addition operation to integrate the adjacent features directly. Our SSPNet
can learn adjacent layers’ relationships to fulfill suitable feature sharing
between deep layers and shallow layers, thereby avoiding the inconsistency
in gradient computation across different layers.
Despite the impressive results obtained by the FPN-based
methods, they still suffer from the inconsistency in gradient
computation [6], thereby downgrading the effectiveness of
FPN. Since the anchors of deep layers can not match tiny
objects, the corresponding positions on most deep layers are
assigned as the negative sample, and only a few shallow
layers assign them as the positive sample. Those corresponding
features optimized toward the negative sample are directly
delivered from deep layers to shallow layers by the element-
wise addition operation (as shown in Fig. 1 (a)) to integrate
with the features that are optimized toward the positive sam-
ple, which causes the inconsistency in gradient computation
across different layers since the addition operation can not
adaptively adjust the adjacent data flows. In other words, the
gradient computation inconsistency downgrades deep layers’
representation ability. Thereby, deep layers may not be able
to guide the training of shallow layers but instead increase the
burden on the shallow layers.
In this paper, we propose a Scale Selection Pyramid Net-
work, namely SSPNet, to improve tiny person detection perfor-
mance by mitigating the inconsistency in gradient computation
across different layers. We notice that the inconsistency in
gradient computation does not occur in adjacent layers if
an object is assigned as positive samples in adjacent layers,
where the adjacent features corresponding to the object can
be treated as suitable features of the adjacent layers since they
are both optimized toward the positive sample. This motivates
us to design a Context Attention Module (CAM) to generate
hierarchical attention heatmaps that point out objects of which
scale can be assigned as positive samples in each layer of
SSPNet. If those objects in adjacent attention heatmaps have























consistent. Thus, we propose a Scale Selection Module (SSM)
to deliver suitable features from deep layers to shallow layers
with the guidance of heatmap intersections to resolve the
inconsistency in gradient computation across different layers
as shown in Fig. 1 (b). Besides, with the guidance of attention
heatmaps, we also design a Scale Enhancement Module (SEM)
to focus the detector on those objects of specific scales
(assigned as positive samples) in each layer rather than vast
and cluttered backgrounds. Meanwhile, to further reduce false
alarms, we employ a Weighted Negative Sampling (WNS)
strategy to guide the detector to look more at representative
samples to avoid missing representative samples in thousands
of easy samples.
Our main contributions are summarized as follows:
• A novel SSPNet is proposed to suppress the inconsistency
of gradient computation in FPN by controlling adjacent
layers’ data flow.
• A WNS strategy is proposed to decrease false alarms by
giving priority to those representative samples.
• A mathematical explanation is given to explain why
our SSPNet can relieve the inconsistency in gradient
computation.
• The proposed SSPNet significantly improves the detec-
tor’s performance and outperforms SOTA detectors on
the TinyPerson benchmark.
II. METHODOLOGY
Our SSPNet, based on the framework of Faster R-CNN [9],
includes CAM, SEM, SSM, as illustrated in Fig. 2 (a). In the
following, we describe each module in detail.
A. Context Attention Module
To produce hierarchical attention heatmaps, we design CAM
to generate attention heatmaps of different layers. As discussed
in prior work [10], [11], the context information can boost the
performance of finding small objects. Thus, we first upsample
all features produced by the backbone at different stages to the
same shape as the bottom one and integrate them by concate-
nation. Then, atrous spatial pyramid pooling [12] (ASPP), with
filters at multiple sampling rates and effective fields-of-views,
is employed to find the object cues by considering multi-scale
features. The context-aware features produced by ASPP are
delivered to an activation gate that consists of multiple 3x3
convolutions with different strides and the sigmoid activation
function to generate hierarchical attention heatmaps Ak:
Ak = σ(φk(Fc, w, s)), (1)
where σ is the sigmoid activation function, φk denotes a 3x3
convolution at the kth layer, w ∈ RCF×1×3×3 represents
the convolutional parameters, Fc indicates the context-aware
features produced by ASPP, and s = 2k−2 denotes the stride
of the convolution.
To point out which scale objects can be assigned as positive
samples in each layer of SSPNet, we employ a supervised
attention mechanism [13] to highlight objects of specific scales
in each layer of SSPNet and avoid being overwhelmed by vast
backgrounds. Specifically, the supervised attention heatmaps
are associated with the objects matched by the anchors at
different layers. As shown in Fig. 2 (b), the supervised atten-
tion heatmap show different specific scale ranges at different
layers, among which the red and green dashed boxes show
that those objects that the corresponding layers’ anchors do
not match will be regarded as the background. Moreover, the
corresponding attention heatmaps are shown in Fig. 2 (b), and
our CAM is able to yield the attention heatmaps with specific
scale ranges.
B. Scale Enhancement Module
SEM is implemented to enhance the cues of objects of
specific scales. Since the attention heatmaps at different layers
have different scale preferences, allowing SEM to generate
scale-aware features:
F ok = (1 +Ak) F ik, (2)
where F ik and F
o
k , respectively, are the input feature maps
and output scale-aware features, Ak is the attention heatmap
at the kth layer, and  is element-wise multiplication. Note
that residual connection is used to avoid degrading the features
around the objects since context information may facilitate
detection.
C. Scale Selection Module
To select suitable features from deep layers for shallow
layers, we propose the SSM to guide deep layers to deliver
suitable features to shallow layers, where the suitable features
do not cause inconsistency in gradient computation since they
are optimized toward the same class. On the other hand, if
the objects can be all detected in the adjacent layers, the deep
layers will provide more semantic features and optimize with
the next layer simultaneously [7]. Our SSM can be formulated
as follows:
P ′k−1 = (Ak−1  fnu(Ak)) fnu(P ′k) + Ck−1, (3)
where the intersection of Ak−1 and Ak is obtained by , fnu
denotes the nearest upsampling operation, P ′k is the merged
map at the kth layer, Ck−1 is the (k − 1)th residual block’s
output.
Specifically, SSM plays the role of scale selector. Those
features corresponding to objects within the scale range of the
next layer will be treated as suitable features to flow into the
next layer, while other features will be weakened to suppress
the inconsistency in gradient computation.
D. Weighted Negative Sampling
In large fields-of-view images captured by UAVs, compli-
cated background typically introduces more noise than natural
scene images. Besides, the partial occlusion in those images
causes some objects to be annotated with only visible parts,
resulting in the detector treats a person’s parts as complete
individuals, especially when the dataset is not large. Motivated
by those considerations, we propose WNS to enhance the de-
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Fig. 2. (a) The overview of our proposed SSPNet. Pk refers to the SSPNet’s output at the kth layer. (b) Visualization of the attention heatmaps. The top row
indicates the detection results, and the bottom row indicates the visualization of the attention heatmaps and the corresponding supervised attention heatmaps
at different layers. The red dashed boxes contain large objects that are not objects of specific scales in the 1st layer since they can not be matched by anchors
of the 1st layer, and the green boxes indicates most tiny objects that can not be matched by anchors of the 5th layer.
Firstly, hard negative samples are usually regarded as pos-
itive ones with high confidence by the detector. Thus, confi-
dence is the most intuitive factor that needs to be considered.
Then, to quantify the degree of incomplete objects, we adopt
the intersection over foreground (IoF) [1] criterion. Next, we
construct a score-fusion function to consider the two factors






where Ci and Ii, respectively, denote the ith detection result’s
confidence and the corresponding maximum IoF, and λ indi-
cates the balanced coefficient utilized to adjust the weights of
IoF and confidence. Then, we can adjust the probability of
selection for each sample based on si.
E. Loss Function
Our SSPNet can be optimized by a joint loss function, which
is formulated as:

































where both LRPN and LHead employ a smooth L1 loss for
bounding-box regression, but for classification, the former
employs the binary cross-entropy (BCE) loss, while the latter
employs cross-entropy loss. For LRPN , i is the index of
bounding box in minibatch. rci and rc∗i , respectively, denote
the probability distributions of the predicted classes and the
ground-truth. rti and rt∗i , respectively, denote the predicted
bounding box and ground-truth box. The classification and
regression losses are normalized by Ncls (minibatch size) and
Nreg (number of boxes locations) and weighted by a balanced
parameter µ1. By default we set µ1 and µ2 as 1. LHead is
defined in a similar way.
LA indicates the attention loss to guide CAM to generate
hierarchical attention heatmaps. In particular, the attention loss






where α and β, respectively, indicate the hyper-parameters
of the dice loss [14] LdA and the BCE loss L
b
A. In detail,
to avoid being overwhelmed by the vast backgrounds, we
employ the dice loss to prioritize the foreground since it is
only relevant to the intersection between the attention heatmap
and the supervised attention heatmap. Secondly, to remedy
the gradient vanishing when the attention heatmap and the
supervised attention heatmap have no intersection, we utilize
BCE loss to deal with this extreme case and provide the valid
gradient for optimizing. Moreover, we employ OHEM [15]
to guarantee the detector focuses mainly on the non-object
areas that are easily regarded as foreground, and we set the
ratio of positives and negatives as 1:3 instead of considering
all negatives. Specifically, the BCE loss is employed to learn
poorly classified negatives, and the dice loss is employed to
learn the class distribution to alleviate the imbalanced data.
III. EXPERIMENTS
A. Experimental Setup and Evaluation Metric
We employ the TinyPerson benchmark [1] to evaluate our
method’s effectiveness, and TinyPerson contains 794 and 816
images for training and inference, respectively. We crop each
image into patches of 640×512 pixels with 30 pixels overlap in
the training phase to avoid the GPU being out of memory. Our
codes are based on the Mmdetection toolkit [25]. We choose
ResNet-50 as the backbone. Motivated by YOLOv2 [26], we
also utilize k-means clustering to find better prior anchors. By
default, our SSPNet is trained in 10 epochs, and the stochastic
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TABLE I
APS OF DIFFERENT METHODS ON TINYPERSON.THE BEST RESULT IN EACH MR IS HIGHLIGHTED IN BOLD, AND THE SECOND BEST IS HIGHLIGHTED IN
UNDERLINE. ∗ : OUR IMPLEMENTED BASELINE.











RetinaNet [16] 33.53 12.24 38.79 47.38 48.26 61.51 2.28 2017
Faster RCNN-FPN [17] 47.35 30.25 51.58 58.95 63.18 63.18 5.83 2017
Faster RCNN-PANet∗(PAFPN) [22] 57.17 44.53 59.85 65.52 70.32 77.30 8.10 2018
Grid RCNN [18] 47.14 30.65 52.21 57.21 62.48 68.89 6.38 2018
Libra RCNN(Balanced FPN) [21] 44.68 27.08 49.27 55.21 62.65 64.77 6.26 2019
FCOS [19] 17.90 2.88 12.95 31.15 40.54 41.95 1.50 2019
NAS-FPN [20] 37.75 26.71 40.69 45.33 52.63 66.24 3.10 2019
Faster RCNN-FPN-MSM [1] 50.89 33.79 55.55 61.29 65.76 71.28 6.66 2020
Faster RCNN-FPN-MSM+ [23] 52.61 34.20 57.60 63.61 67.37 72.54 6.72 2021
RetinaNet+SM with S-α [8] 52.56 33.90 58.00 63.72 65.69 73.09 6.64 2021
Swin-T [24] 40.52 31.92 41.67 47.06 52.53 59.42 4.24 2021
RetinaNet∗ 52.86 42.22 58.07 59.04 66.40 76.79 6.5 2017
RetinaNet-SPPNet 54.66 (↑ 1.8) 42.72 60.16 61.52 65.24 77.03 6.31 2021
Cascade RCNN-FPN∗ 57.19 45.21 60.06 65.06 70.71 76.99 8.56 2018
Cascade RCNN-SSPNet 58.59 (↑ 1.4) 45.75 62.03 65.83 71.80 78.72 8.24 2021
Faster RCNN-FPN∗ 57.05 43.82 60.41 65.06 70.15 76.39 7.90 2017
Faster RCNN-SPPNet 59.13 (↑2.08) 47.56 62.36 66.15 71.17 79.47 8.62 2021
TABLE II
MRS OF DIFFERENT METHODS ON TINYPERSON.THE BEST RESULT IN EACH MR IS HIGHLIGHTED IN BOLD, AND THE SECOND BEST IS HIGHLIGHTED IN
UNDERLINE. ∗ : OUR IMPLEMENTED BASELINE.











RetinaNet [16] 88.31 89.65 81.03 81.08 74.05 76.33 98.76 2017
Faster RCNN-FPN [17] 87.57 87.86 82.02 78.78 72.56 76.59 98.39 2017
Faster RCNN-PANet∗(PAFPN) [22] 85.18 83.24 77.39 75.77 65.38 72.25 98.32 2018
Grid RCNN [18] 87.96 88.31 82.79 79.55 73.16 78.27 98.21 2018
Libra RCNN (Balanced FPN) [21] 89.22 90.93 84.64 81.62 74.86 82.44 98.39 2019
FCOS [19] 96.28 99.23 96.56 91.67 84.16 90.34 99.56 2019
NAS-FPN [20] 92.41 90.37 87.41 87.50 81.78 77.79 99.29 2019
Faster RCNN-FPN-MSM [1] 85.86 86.54 79.20 76.86 68.76 74.33 98.23 2020
RetinaNet+SM with S-α [8] 87.00 87.62 79.47 77.39 69.25 74.85 98.57 2021
Swin-T [24] 89.91 87.20 85.44 85.31 80.28 82.36 98.89 2021
RetinaNet∗ 86.48 82.40 78.80 78.18 72.82 70.52 98.57 2017
RetinaNet-SPPNet∗ 85.30 (↓ 1.18) 82.87 76.73 77.20 72.37 69.25 98.63 2021
Cascade RCNN-FPN∗ 84.66 82.32 76.84 75.03 64.77 73.40 98.18 2018
Cascade RCNN-SSPNet 83.47 (↓ 1.19) 82.80 75.02 73.52 62.06 68.93 98.27 2021
Faster RCNN-FPN∗ 84.12 83.98 76.10 74.58 64.03 73.82 98.19 2017
Faster RCNN-SPPNet 82.79 (↓1.33) 81.88 73.93 72.43 61.26 66.80 98.06 2021
gradient descent is utilized as the optimizer with learning rate
initialized as 0.002 and decreased by a factor of 0.1 after 8
epochs. Besides, we set the proposal number of the RPN to
2000 in the training phase and 1000 in the testing phase, the
loss weight α and β are empirically set to 0.01 and 1, and the
hyper-parameter λ is set to 0.6.
Keeping consistent with the TinyPerson benchmark [1], we
also adopt AP (average precision) as evaluation metrics. The
TinyPerson benchmark [1] further divides tiny[2, 20] into 3
sub-intervals: tiny1[2, 8], tiny2[8, 12], and tiny3[12, 20].
B. Comparison to State-of-the-arts
We compare our SSPNet with some SOTA methods on
TinyPerson. As a standard criterion in the detection tasks, the
higher the AP value, the better the detector’s performance.
However, contrary to AP, as a criterion to reflect the percentage
of objects being missed by the detector, the lower the MR
value, the better the detector’s performance. Tables I and II
show the performance of different methods in terms of MR
and APmetrics. We found that most of the general-purpose
detectors failed to achieve promising performance in such a
scenario since there is a cross-domain gap between the UAV
images and natural scene images. Note that we do not directly
adopt the performance of Yu et al. [1] as the baseline, but
implement stronger baselines with data augmentation (such as
ShiftScaleRotate, MotionBlur, etc.) and multi-scale training,
which achieves better results than the SOTA detectors. Note
that all these detectors, i.e., RetinaNet, FasterRCNN, and
Cascade RCNN, gain further improvements with our proposed
SSPNet.
C. Ablation Study
In this part, we analyze each module’s effect in our pro-
posed method by applying the modules gradually. Results are
reported in Table III.
• SEM: SEM is proposed to facilitate the detector to
focus on objects of specific scales instead of the vast
background. Results in Table III prove its effectiveness
with 1.07% improvement in AP tiny50 over the baseline.
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Fig. 3. Visualization of detection results on TinyPerson’s test set, where those areas labeled as uncertain in test set images are erased.
TABLE III
EFFECT OF EACH COMPONENT OF FASTER RCNN-SSPNET
SEM SSM WNS Attention Loss AP tiny50
57.05
X X 58.12 (↑ 1.07)
X X 58.25 (↑ 1.20)
X 57.40 (↑ 0.35)
X X X 58.43 (↑ 1.38)
X X X 57.86 (↑ 0.81)
X X X X 59.13 (↑ 2.08)
• SSM: SSM delivers those suitable features from deep lay-
ers to shallow layers and significantly improves AP tiny50
of the baseline by 1.2%.
• WNS: WNS guides the detector to look more at those hu-
man parts and backgrounds that are easily considered as
individuals. Without increasing more training parameters,
WNS improves AP tiny50 of the baseline by 0.35%.
• Attention loss: In the last two rows of Table III, we
compare the attention loss with a single BCE loss, and
the experimental results show that the attention loss can
improve the performance by compensating for a single
BCE loss’s shortcoming that only focuses on classifica-
tion error at pixel-level.
D. Influence of Balanced Coefficient
To choose an appropriate balanced coefficient, we investi-
gate the impact of the balanced coefficient λ. We set λ from
0.0 to 1.0, as shown in Fig. 4. When λ is 0, it means that si
depends entirely on the value of confidence and vice versa.
Besides, we can observe from Fig. 4, the best performance
is achieved when the coefficient is 0.6 while relying on only
one of the two factors fails to achieve better performance.
This might be because most UAV images are accompanied by
cluttered backgrounds or partial occlusion in the TinyPerson

















Fig. 4. The impact of the balanced coefficient
dataset. Therefore, we need to focus on those negative samples
with both high confidence and high IoF.
E. Effectiveness of Attention loss
In this part, we present a qualitative evaluation to analyze
why we employ the attention loss. As shown in Fig. 5,
comparing the attention heatmap supervised by the attention
loss with that supervised by a single BCE loss, the former
attention map appears visually more apparent. On the contrary,
the tiny objects’ boundary in the attention map supervised by
a single BCE loss is very blurred. This phenomenon can be
attributed to that the dice loss is able to extract the foreground
better. Besides, as mentioned in Section II-E, since we only
need to focus on suppressing those non-object areas that are
easily regarded as foregrounds, the other non-objects areas will
be retained adaptively to keep context information to facilitate
detection. In other words, the attention heatmaps will not be








Fig. 5. Illustration of the qualitative comparison on the attention loss.
F. Visual Analysis
To further demonstrate the effectiveness of the proposed
SSPNet, we show some visual detection results in Fig. 3,
where the first two rows indicate the scenes of the persons
in the sea, and the last row reflects the scenes of the persons
on the land. It can be observed from the first two rows that the
postures of the persons on the surfboards have large variations,
even some persons only reveal heads in backlight condition,
but our SSPNet still can accurately recognize and locate
them. Besides, the last row contains scale variations, crowd
scenarios, and cluttered backgrounds. Even so, most of the
persons can be recognized and located. Although the detector
may miss a few persons due to occlusion, we believe that these
problems can be significantly improved if the dataset can be
more extensive and contains more of such crowded scenarios
rather than being limited to a small number of training images.
G. Mathematical Explanation
In this part, we will analyze why our SSM can address the
inconsistency in gradient computation from the perspective of
gradient propagation. Without loss of generality, we discuss
the gradient of a specific location (i, j) in the 5th layer.
Suppose it is assigned as the center of a positive sample in
the 2nd layer and regarded as background in the other layers.
The gradient ∂L∂P ′
5,(i,j)















where LPk indicates the loss of the k
th layer in FPN.
Since P ′k,(i,j) is associated with P
′















, and ∂LP5∂P ′
5,(i,j)
will be optimized towards the
negative sample, resulting in the inconsistency in gradient
computation at the position (i, j) in the 5th layer.
For our SSM, we can express P ′k,(i,j) as follows:







where P ′m→l,(i,j) indicates the merged map in SSPNet resized
from layer m to layer l at the position (i, j).
Next, we can adjust the inconsistency in gradient computa-














is usually a fixed















This paper discusses the inconsistency of gradient com-
putation encountered in FPN-based methods for tiny person
detection, which weakens the representation ability of shallow
layers in FPN. We propose a novel model called SSPNet to
overcome those challenges. Specifically, under the supervision
of attention loss, CAM is able to yield the attention heatmaps
with specific scale ranges at each layer in SSPNet. With the
guidance of heatmaps, SEM strengthens those cues of objects
of specific scales; SSM controls the data flow with intersection
heatmaps to fulfill suitable feature sharing between deep
layers and shallow layers. Besides, to fully exploit small
datasets to train better detectors, we propose a WNS to select
representative samples to enable efficient training. In future
work, we will extend our method for a bidirectional feature
pyramid network.
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