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Introduction
In recent years, numerical models of blood flow in the left ventricle (LV) have been used as a tool by a number of researchers and scientists [1] [2] [3] [4] [5] . Echocardiographic particle imaging velocimetry (echo-PIV) methods have been developed in order to better understand the blood flow in the left ventricle with the goal of assessing the overall health of the heart [6] [7] [8] . Another example of an imaging method for blood flow in the left ventricle is using magnetic resonances imaging (MRI), but this approach is expensive for obtaining blood flow velocity information within the heart [5, 9, 10 ]. An alternate approach for imaging blood flow in the heart is using echo-PIV in combination with a microbubble contrast agent added to the blood. This approach is less expensive and less restrictive to patient mobility, but the images have a lower spatial resolution and are currently limited to a single spatial plane (or cross-section) if a high frame rate is desired [9] [10] [11] [12] .
One advantage of using in vivo measurements is to obtain patient specific information regarding blood flow in LV [3] . In contrast, in silico methods have the advantage of predicting physiological flow properties that cannot be measured via existing imaging methods and that potentially provide insights into the health of the heart [1, 6, 9] . In the past, researchers have used the data provided by in vivo methods as a benchmark and validation tool for in silico methods [3] .
In order to complement the in silico approach, researchers have recently combined both in vivo and in silico approaches to better understand the physical process and create a patient specific numerical model that can potentially be used for diagnostic and prognostic information [3] . This combination of patient specific information from imaging techniques with a numerical model is one form of data assimilation, and this process requires the combining of noisy experimental data into a numerical model that is based on physical and constitutive laws (e.g., Navier-Stokes).
Data assimilation techniques have the potential to improve the quality of an existing numerical model through the incorporation of actual, physically accurate, patient specific data. For a numerical model of blood flow in the heart, the Navier-Stokes equations are typically the foundation for the numerical model. There are two approaches used extensively to assimilate data into a numerical model: variation methods and stochastic methods. Stochastic methods use Kalman filters that require an ensemble of approximate solutions [3, 9, [12] [13] [14] . This is a popular approach in metrology, but it increases computational cost dramatically relative to a single numerical simulation [11, 14] . The variational approach cast the problem as a control theory problem where the computed numerical solution closely matches the data. Other approaches assimilate experimental data, which often lies at arbitrary spatial locations, by interpolating the data to the computational nodes and then requiring the numerical solution to exactly match the experimental data (i.e., the data is effectively an interior Dirichlet condition). Any error in the data pollutes the numerical solution, and, in some cases, the interpolation process can add even more error to the experimental data [15] . A new approach is presented in this paper that improves upon the previously developed weighted least-squares finite element method (WLSFEM) []. The new approach has several advantages compared to the previous WLSFEM approach, including: a significantly reduction (2-3 times) in computational cost, the ability to continue using existing numerical model algorithms, and potentially improved accuracy, especially with respect to the mass loss that has been previously observed with least-squares finite element methods [9, 12, [14] [15] [16] .
The new approach is initially tested on Poiseuille flow through a straight cylinder, but the majority of the testing is on the assimilation of experimental data from echocardiographic particle imaging velocimetry (echo-PIV) measurements. The echo-PIV method works by injecting FDA approved microbubbles into the blood stream and using cardiac ultrasonography with a temporal resolution of 150
(1 cardiac cycle) to determine the location of the bubbles as a function of time [6, [10] [11] [12] . Further processing with PIV software on the images from ultrasonography calculates the velocity of the microbubbles based on the displacement and image frame rate information [6, [10] [11] [12] . PIVlab, an open source software package, is used here to calculate the 2-dimensional velocity field in the left ventricle from the ultrasound images [17] . The technology of cardiac ultrasonography at sufficiently high frame rates for PIV analysis is limited to 2-dimesional scans. In Figure 1 , the resulting 2-dimensional velocity generated by PIVlab is shown. Flow properties, such as viscous energy loss and pressure gradients, cannot be calculated from this limited (2-dimensional) velocity information. In order to determine flow properties of interest, a 3-dimensional velocity field is required, and the approach described here has the ability to assimilate noisy, 2-dimensional echo-PIV data into the numerical solution of a 3-dimensional simulation to produce a 3-dimensional velocity field that is influenced by the experimental data and can be used to compute flow properties that cannot be determined from the experimental data alone. In this work, the data for assimilation exists on a single plane; however, including additional data on other planes can be accomplished using the framework described here.
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The new approach also provides flexibility in terms of integrating with almost any existing numerical algorithm for solving the Navier-Stokes equations, and the approach can potentially integrate with a range of numerical models that are based on a partial differential equation (PDE).
Most existing numerical methods for the Navier-Stokes equations or other partial differential equation, e.g., the Galerkin finite element, finite volume or finite difference methods, do not allow simple, inexpensive assimilation of experimental data [14] . Here we demonstrate a flexible, new approach that can combine experimental data with an existing numerical solution to a PDE-based model into a final solution using the weighted least-squares finite element framework.
Methods
The new method for data assimilation is summarized in Figure 2 . The approach is divided into two stages. The first stage begins with a numerical model of the physical problem (the numerical model is based on the Navier-Stokes equations here). The numerical model is solved without any direct assimilation of experimental data, and any numerical approximation method maybe be used to solve the model equations. The second stage is where the data assimilation step is performed, and this step requires the vorticity field, calculated from the numerical solution provided in stage 1, as an input. The WLSFEM approach is used in the second stage to combine experimental data with the numerical solution to obtain a new approximate solution that better reflects the physical problem of interest, provided the experimental data is sufficiently accurate. The individual stages are described below followed by a description of the various test problems employed here.
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Navier-Stokes
In order to model blood flow in the left ventricle, blood is assumed to be an incompressible, Newtonian fluid that can be described by the Navier-Stokes equations and can be written in dimensionless form as [18] [19] [20] :
where is the dimensionless velocity, is the dimensionless pressure and is the source terms. is the Reynolds number, defined as = � �, where is the characteristic length, is the characteristic velocity, is the density of the fluid, and µ is the viscosity. Blood flow in the left ventricle is simulated here using = 560 based on previous measurements of density and viscosity for blood, and using ultrasound images and echo-PIV data to estimate the characteristic length and velocity. The first equation in system (1) is the conservation of momentum for a Newtonian fluid and the second equation describes conservation of mass for an incompressible fluid [18] [19] [20] [21] [22] [23] . In order to solve the Navier-Stokes equations (1) for a fluid contained in Ω, the Galerkin finite element method was used to rewrite the partial differential equation into a variational form. The equations in are multiplied by test functions ( , ) and integrated (by parts for second-order terms) over the domain to give:
Many previous studies have shown that the Galerkin finite element method can suffer from spurious oscillations for convection dominated problems (i.e., > 100) unless the mesh is highly refined [19, 20, 23] . A standard approach for avoiding oscillations while retaining a computationally feasible mesh is it to introduce stabilization terms to the Navier-Stokes weak form. There are many choices for the stabilization method, and the stabilization method used here is the continuous interior penalty finite element method (IPFEM) (for further information the reader can refer to [24, 25] ). Based on the unique domain, initial conditions and boundary conditions for each problem, the IPFEM approach is used to obtain a velocity field for every time step. The approximate velocity solution from IPFEM (or any other numerical discretization approach) is then used to compute the vorticity field for a given mesh by taking the curl of the velocity field. This approximate vorticity, which is often discontinuous, is used as an input to the new data assimilation approach that is outlined in the section below.
Data assimilation
The first stage approximately solved the Navier-Stokes equations and provided the vorticity without any impact from the echo-PIV data. The next step, described in this section, is to assimilate the experimental data and obtain a new numerical solution that is influenced by the patient specific data. The data is assimilated into a new model solution by solving an overdetermined system of first-order differential equations using a weighted least-square finite element method (WLSFEM) approach [9, 12, 15, 16, 26, 27] . This approach was inspired by previous WLSFEM approaches, which have been used successfully for data assimilation [9] .
Unlike the previous approaches, the current approach only requires an approximate numerical solution from almost any discretization method for solving the Navier-Stokes equations. Given a numerical approximation for the vorticity, , obtained by taking the curl of the velocity solution, a first-order system of equations are solved to combine the experimental data and the numerical solution to determine the new, experimentally influenced velocity field. The WLSFEM equations are:
where is the new, unknown velocity that is influenced by the experimental data. Typically, both the IPFEM step for Navier-Stokes and the WLSFEM assimilation step are solved on the same mesh and use the same boundary conditions for and . It is also possible to solve Navier-Stokes for the vorticity on a different mesh from the mesh used for the WLSFEM assimilation step, but having different meshes requires a projection of the vorticity to the WLSFEM mesh. It is also important to note that the WLSFEM does not place any requirements on the finite element space or smoothness for the given vorticity field. Previous studies have
shown that when solving the Navier-Stokes equations with many common least-squares finite element methods, the standard LSFEM approach (or even a WLSFEM approach) can lead to an approximate solution with poor mass conservation depending on the method used to rewrite the momentum balance as a system of first-order equations and depending on the finite element approximation space that is used [21, 26, 28, 29] . A number of approaches have been developed to alleviate poor mass conservation, including the use of higher-order polynomial basis functions, but these can lead to higher computational costs for some problems [16, 18, 22, 26] . The approach demonstrated here largely avoids the mass conservation challenge because the Navier-Stokes equations are solved using alternative discretization methods to WLSFEM. The new approach is also computationally cheaper compared to previous WLSFEM approaches used for data assimilation problems [9, 12, 15] .
The next step in the WLSFEM framework is to cast system (3) into an unconstrained optimization problem and this is achieved by defining a functional for system (3) by taking the 2 -norm of the equations on the 3D domain ( ) and summing the equations:
In the WLSFEM framework there are two options when imposing boundary conditions: strong or weak. Imposing weak boundary conditions is done by adding the boundary condition terms into the functional, while strong boundary conditions are enforced by restricting the finite element space [18, 22] . In functional (4), is the weight used to assimilate the echo-PIV data. The goal is to set the weight for the echo-PIV data so that accurate data is more closely matched by the final numerical solution (i.e., a larger weight), and less accurate data is not matched as closely by the final solution (i.e., a smaller weight). In [9, 15] , the reader can find more details on how the weight on the echo-PIV data, , is optimally calculated, and in [9] , a method is described for automatically estimating the weight for a given set of echo-PIV data based on estimates of the temporal accuracy of the data. The approach allows the 2-dimensional echo-PIV velocity, , at any spatial location to be weakly matched by the final solution, [9, 15] . The functional term for the weak boundary conditions, given by , is scaled by 1 ℎ , the inverse mesh size, in order to approximate the 1 2 -norm with a weighted 2 -norm on the boundary. Functional (4) can also be used as a sharp measure of the error in the approximate solution to the first-order system of equations [30] . The WLSFEM data assimilation approach has been used by others [2, 3, 14, 31] , and the approach can interpreted as finding a maximum a posteriori (MAP) estimator in a Bayesian framework.
Test Problem I
The new data assimilation approach is first tested on a case where the exact solution, , and the exact vorticity, , are known. For the flow in a straight cylinder, i.e., Poiseuille flow, artificial data was generated by adding Gaussian noise to the exact velocity and this artificial data was assimilated to obtain a final, numerical solution. The domain has a dimensionless radius of 0.5 and a dimensionless length of 5.0, and a tetrahedral finite element mesh was generated for the cylindrical geometry. Table 1 lists the boundary conditions used in the simulation and the type of enforcement. The vorticity, , input for system (3) was calculated based on the exact velocity solution (i.e., stage 1 in Figure 2 was replaced with the known, exact vorticity solution). In Table 1 , the variable is the artificially generated 2-dimensional velocity data at arbitrary spatial locations that is assimilated to obtain a final numerical solution. Since is known everywhere in the domain, i.e., for this example the exact vorticity solution is used, the impact of the error in the artificial data on the final velocity, can be quantified. It should be noted that if, in practice, the numerical model is perfect (exact), one would never assimilate experimental data, but this test problem was developed because it allows for the isolation of error from the experimental data on the final solution.
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The artificial data used for this test case was generated on a plane ( = 0), using the exact velocity solution and adding random Gaussian noise. Since the standard deviation of the artificial noise is known for this test problem, the weight on the data assimilation term in the functional (4) was set to = 2.0. The data was assimilated weakly for the two tangential components of the velocity vector along the ( = 0) plane.
Test Problem II
In Test Problem I, the goal was to evaluate the data assimilation scheme when an exact solution from the numerical model is available (i.e., the exact vorticity is known). The goal of the second test problem is to test the new data assimilation scheme when the vorticity field that is obtained from the numerical algorithm used to solve the Navier-Stokes equations also contains error. In this test problem, the same geometry and finite element mesh were used as in the Test Problem I, but in this test, stage 1 used the IPFEM algorithm to approximately solve the Navier-Stokes equations and obtain an approximate vorticity for input into stage 2.
The approximate velocity obtained using IPFEM was still highly accurate for this simple problem relative to the more complex problems that are normally solved using computational fluid dynamics, so quantifiable random noise was added, in some cases, to the approximate velocity solution from the IPFEM method (i.e., stage 1 in Figure 2 ) before moving to the data assimilation step (stage 2). The amount of noise added into the solution was proportional to .
As a result, when = 0.0 there is no noise added to the numerical solution and for > 0.0, varying amounts of error are added to the stage 1 solution to the Navier-Stokes equations.
Left Ventricle Blood Flow
The new approach was also applied to the left ventricle data assimilation problem, and Table 2 lists the boundary conditions and the type of enforcement (i.e., strong or weak). In the blood flow simulation, the boundary conditions change with time depending on the stage of the cardiac cycle --filling (late diastole) or ejection (systole) of the blood in the left ventricle.
In Table 2 , 1 ( ) and ( ) are the specified velocity of the left ventricle wall and the echo-PIV data on the PIV-plane, and both were obtained from ultrasound measurements. The normal velocity at the inlet during late diastole and outlet during systole are not specified. The boundary conditions in Table 2 were implemented in order to obtain a numerical solution with maximum influence of the echo-PIV data near the inlet and outlet. At the inlet and outlet the tangential velocity was set to zero and was enforced weakly. Note, the boundary conditions listed (Inlet, Outlet and Wall) in Table 2 were also used for the stage 1 IPFEM simulation.
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The echo-PIV weight, , must be set so that the final solution from stage 2, , is able to match the more accurate velocity data more closely and less accurately velocity data should be matched loosely [9] . When solving for the flow in a cylinder, the standard deviation of the error in the assimilated data ( ) is known, but for the left ventricle case, the error in the assimilated experimental data is not available and the value varies with time and concentration of microbubbles [9, 15] . In [9] , an alternative approach for calculating was developed that estimated the accuracy of the experimental data based on the temporal consistency of the data. Large changes to the velocity data over short time intervals result in being set to a smaller value due to the error in the data [9] .
Implementation
The Navier-Stokes equations for stage 1 were solved using the open source package FENICS [32] . A quadratic basis was used for velocity and a linear basis was used for pressure, i.e., 2 1 tetrahedral elements [19, 20, 23] . A 2 nd -order backward difference formula (BDF-2), which is unconditionally stable, was used for the temporal discretization with a dimensionless time step size of 0.019, the same time step that was available for the ultrasound frame rate that generated the echo-PIV data [19, 20] . In order to capture the blood flow in the left ventricle accurately, the walls of the domain are moved using displacements from the ultrasound images, and the mesh is moved using the FENICS mesh move functionality, which is based on a Poisson solution [32] .
ParaFOS is an in-house C code that was developed to solve the second stage using the WLSFEM. The code can import the vorticity from the stage 1 (IPFEM solution), import the echo-PIV data, and minimize the stage 2 WLSFEM functional. Tetrahedral meshes were used in both stage 1 and stage 2 and are generated using Cubit (13.2), developed by Sandia National Laboratory. The mesh quality was determined to be acceptable based on the limited range of element volumes in the final mesh. For example, the coarsest mesh is typically the most difficult to obtain acceptable quality, and the element volumes range from 9 × 10 −5 to 7 × 10 −4 . An example of mesh generated using Cubit with 52000 tetrahedral shown in Figure   3 . Stage 1 was solved using incomplete LU factorization (ILU), while the linear matrix problem in the stage 2 was solved using an algebraic multigrid (AMG) preconditioner for a conjugate gradient (CG) iteration, using two V-cycles for every CG iteration [33, 34] .
Simulations for both flow in a cylinder and left ventricle blood flow were performed with meshes varying in total number of elements. The left ventricle blood flow simulation used approximately 52,000 total elements.
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Results and discussion
The main goal of this paper is to examine the performance of the new data assimilation approach. The first test problem uses an exact vorticity field (i.e., an exact CFD model solution)
in stage 1 and the data used for assimilation is obtained by adding artificial Gaussian noise to the exact solution. The second test problem uses a CFD algorithm to obtain an approximate vorticity field in stage 1 and then both exact and noisy data are used for assimilation in the second stage.
The final test problem uses echo-PIV data obtained from the left ventricle of a pig [35] . Table 3 summarizes the three different test cases in terms of their different inputs.
[ Table 3 near here] showing that the assimilated data has a small impact on the numerical solution. It would be considered a failure if the data assimilation method showed no difference between the two solutions (with and without data assimilation) and it would be a failure if the data assimilation method showed a large difference between the two solutions because that would indicate that the errors in the assimilated data were being allowed to overly contaminate the final, numerical solution. At the boundaries of the domain, the simulations with and without noisy assimilated data show more consistent results because the assimilated data does not extend all the way to the wall. Global mass conservation can be computed by calculating the 2 − of the continuity equation ‖∇ ⋅ ‖ 0,Ω 2 , for the simulations with and without assimilated data. It is interesting to note that improved mass conservation (i.e., less mass loss) is observed when data is assimilated.
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2. Test Problem II
The vorticity that is input into the WLSFEM for the second test case is shown in Figure 6 both without ((a) shows that the assimilation of high quality data with proper weighting always improves the accuracy of the final result for this test problem (i.e., the lower 2 -norm of the difference between the approximate and exact solution). This is exactly what one hopes will happen when experimental data (in this case artificial experimental data) is assimilated into an approximate numerical solution -a more accurate approximate solution is obtained. As the mesh is refined (e.g., the 38,000 element mesh (square symbols) and 60,000 (triangles) element mesh) the approximate numerical solution becomes more accurate and there is less benefit associated with the assimilation of the experimental data. Again, this is exactly what one would desire.
An exact or nearly exact numerical model does not need the benefits that are associated with assimilating experimental data.
[Insert Figure 6 near here]
In reality, there is a broad accuracy range for different numerical models that could be used for the first stage, and some models will benefit more than others from the assimilation of experimental data. These results also shows the robustness of the new data assimilation approach to compensate for any inaccuracies in the numerical model (i.e., the stage 1 solution)
through the addition of data to obtain a final numerical solution (i.e., the stage 2 solution) that better represents the physical system being modeled. It is important to emphasize that for this test problem (Test Problem 2) the artificial error is added to each node in the stage 1 solution so the finer meshes effectively lose accuracy as we move to the right in Figure 6 . This was an intentional choice as the overall accuracy of all numerical methods used for stage 1 are well established.
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Results and discussion (Test Problem III)
The new approach was also tested for the blood flow in the left ventricle. In Figure 8 , the velocity field on the PIV plane is shown at each mesh node for the numerical solution influenced by the echo-PIV data (black) and without the influence of the data (gray). The impact of the echo-PIV data is highlighted on the PIV plane because this where the impact is greatest. Figure 8 (a) highlights a temporal snapshot during the filing phase and Figure 8 (b) is a sample time point during the ejection phase. Both plots shown in Figure 8 are a snapshot of a single time step of an entire cardiac cycle simulation, and the assimilated echo-PIV data improves the numerical solution even though the echo-PIV data is noisy (i.e., contains errors). The impact of the assimilated data on the numerical solution is relatively small, which is anticipated since the numerical model agrees well with the experimental echo-PIV data at the time steps shown in Figure 8 .
The boxed areas in Figure 8 were chosen to highlight interesting physics (e.g., vortices) observed during the late diastole (filling) and systole (ejection) phases. In Figure 8 (a) the boxed area focused on the recirculation near the outlet and the simulations with and without echo-PIV are consistent, which shows that when the echo-PIV data is consistent with the numerical model, only small change are observed. In Figure 8 (b) the boxed region is placed near the outlet during the systole phase, and the gray and black arrows show good agreement near the outlet. This agreement is due to the impact of the boundary conditions at the outlet that dominated the flow field relative the echo-PIV data. This observed solution is reasonable if the model is accurate enough and the data does not contain significant amounts of error.
[Insert Figure 8 near here] earlier results from Test Problem II showed that when the model is sufficiently accurate, it is not beneficial to assimilate experimental data).
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In order to quantify the effects of the assimilated echo-PIV data, the value of the functional (4) was calculated at every time step. The functional is a measure of the error in the numerical solution relative to the exact solution to the second stage equations (i.e., system (3)). It is important to note that the functional is not a measure of the error between the true, physical solution and the approximate solution, only a measure of the error for the second stage solution.
Hence, a large functional value indicates the incompatibility between the equations defined in system (3) and the echo-PIV data and a smaller value indicated "good" agreement between the model and the data.
In Figure 10 , modeling codes based on PDE models), and the computational cost can be significantly lower compared to using least-squares finite element methods for all aspects of the numerical model.
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