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Abstract
We study dierent examples of singular perturbations of one-dimensional stochastic dierential
equations. We derive limit theorems for random perturbations of dynamical systems and di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1. Introduction
The aim of this paper is to derive limit theorems for one-dimensional random pertur-
bations of dynamical systems and diusions with a Brownian potential. In both cases
we shall apply the same pattern:
Let  be a one-dimensional Brownian motion. Let W be a continuous function from
R+ to R. By convention, let W (x)=+1 for x<0. Let k>0. For any x0 2R+, we
dene a new random process by
Xt(x0)= x0 + S−1((T−1(t))); (1.1)
where
S(x)=
Z x
0
exp

W (z + x0)
k

dz; (1.2)
T (t)=
1
k
Z t
0
exp

−2
k
W (S−1((x)) + x0)

dx: (1.3)
Then X is a Markov process with state space R+. The speed measure of X is (2=k)
exp(−W (x+x0)=k) dx on R+, and its scale function is S (Revuz and Yor, Chapters VII,
3 and X,2).
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The motivation of this construction is the following: if W is a smooth function, then
Xt(x0) is the solution, in Ito’s sense, of the following stochastic dierential equation
in R+:
dXt =
p
k dt − 12rW (Xt) dt + dt;
X0 = x0;
where dt is the Skorohod correction term which guarantees that Xt>0. More precisely
t is an increasing continuous process with 0 = 0, which is at o ft s:t: Xt =0g.
Note that t is also unknown so that it should be found together with Xt under the
condition Xt>0.
In the sequel we will have to consider the process X when W is merely a continuous
function. Then Xt(x0) is not the solution of a stochastic dierential equation in the usual
sense any more. Nevertheless, with a little abuse of vocabulary, we shall still call X (x0)
a solution of the SDE.
dXt =
p
k dt − 12rW (Xt) dt; (1.4)
X0 = x0;
with reection at 0. Note that the state space of the processes to be considered will
always be R+. We also use the notation Xt instead of Xt(0).
1.1. Random perturbations of dynamical systems
Let V be a smooth function. Consider the dynamical system in R+:
dxt(x0)=− 12rV (xt(x0)) dt; (1.5)
x0(x0)= x0:
We shall impose very severe restrictions on the dynamical system (1:5): let us assume
that rV (x)<0 for every x2R+. Eq. (1.5) has a unique solution for any starting point
x0 2R+ at any time t>0. Furthermore, xt(x0)2R+ for all t>0 and x0 2R+. We use
the notation xt instead of xt(0).
As in Freidlin and Wentzell (1984), we consider random perturbations of xt : let
>0, a>0. Let B be a continuous function and let X  be a solution of the SDE (with
reection at 0):
dX t =  dt − 12rW(X t ) dt; (1.6)
X 0 = 0;
where
W=V + aB
so that W converges to V uniformly on compact sets. It is known that if B=0 or,
more generally, if rB is dened and locally bounded, then X 1 converges in probability
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to x1 when  tends to 0. And, what is more, the processes (X t ; t61) converge to the
path of the dynamical system (xt ; t61) and a large deviation principle holds (Freidlin
and Wentzell, 1984; Azencott, 1978, Theorem 2.13).
These results become false when B is not regular enough or if a is too small. Indeed
if we choose for B a rapidly varying function, we may create traps in which the process
X  will spend such a long time that X 1 will tend to 0, although x1 6=0. In Theorem 3,
we shall give an example where the phenomenon occurs.
Our rst result is a sucient and, in some sense, optimal condition on the regularity
of B and on a to ensure that X 1 converges to x1.
Let b2 ]0; 1]. We denote by Hb the set of bounded and Holder functions of index
b dened on R+. For f2Hb, dene
cb(f)= sup
x 6=y
jf(x)− f(y)j
jx − yjb
and kfkHb = cb(f)+kfk1. By convention, we set H0 = L1(R+) and kfkH0 = kfk1.
Theorem 1. Let a2 ]0; 2[. Assume that B2Hb, for some b2 [0; 1]. If a+2b>2, then
X 1 converges in probability to x1.
Comments
(1) Let Hb; loc be the set of locally bounded, locally Holder functions of index b.
The conclusion of Theorem 1 also holds if B2Hb; loc instead of Hb.
(2) In part 4, we shall describe an example with a=1 and B2Hb, for any b< 12 ,
but X 1 does not converge to x1.
(3) For b=1, i.e. when B is Lipschitz, we get X 1 converging to x1 for any a>0.
If a>2, then X 1 converges to x1 for any bounded function B.
1.2. Diusions with a Brownian potential
We shall now investigate the long time asymptotics of a solution of Eq. (1.4) when
the potential W is the sum of a deterministic part and a Brownian motion. Such
equations have been recently studied by many authors. (See Tanaka (1995) for a
review.) Let V (x)= x, and let B be a Brownian motion. We assume that B and  are
independent. Let us denote by Q the law of B.
For a given realisation of B, let X be the solution of Eq. (1.4), given by
Eqs. (1.1){(1.3) with W =−V + B and k =1. Thus, formally, X is a solution of
the SDE:
dXt =dt +

2
(Xt)−1 dt − 12 _B(Xt) dt;
X0 = 0;
and X is reected at 0. Here _B is white noise. Let Y be the solution of the equation
without random term, i.e. Y is the solution of the SDE with reection at 0:
dYt =dt +

2
(Yt)−1 dt;
Y0 = 0:
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We wish to know if the noise B has an eect on the long-time behaviour of the
diusion, i.e. we would like to compare the asymptotics of X and Y .Our rst task is
to derive a sucient condition on  which implies that the asymptotics of X and Y
do not dier. This is the content of the next theorem.
Theorem 2. Assume that 2 ]1; 2[. Then, Q.a.s., t1=(−2)Xt converges in probability
to ((=2)(2− ))1=(2−) when t tends to +1.
Comment
(1) Note that t1=(−2)Yt also converges in probability to ((=2)(2 − ))1=(2−) when
t tends to +1 (see Section 3 for a proof).
1.3. Localization of diusions with a random potential
As before, let X be the solution of Eq. (1.4) where k =1, W =−V +B , V (x)= x
and B is a Brownian motion.
The aim of this part is to prove that if <1, then the asymptotics of X and Y
are dierent. This problem was studied by Brox (1986) (and by Sinai (1982) for a
discrete analog) when V =0. They showed that Xt is of order (log t)2 when t goes
to +1. Of course Yt is then of order
p
t. Thus the eect of B is to slow down the
diusion. The same kind of behaviour can also be observed for multi-dimensional dif-
fusions (see Mathieu (1994; 1995)). We shall now prove that a similar phenomenon
occurs for V (x)= x, <1. Before stating our result, we have to introduce some nota-
tion: for a continuous function w, we denote by Pw the law of the solution of Eq. (1.4)
for W =w. Thus, for a given realisation of B, PW is the law of the process X consid-
ered above. Let Q be the law of B. PW is a random probability measure. We denote
by P its average w.r.t. Q, i.e. for any measurable functional F , E[F] =
R
EW [F] dQ.
(See Mathieu (1994) for the details of the construction of P.) Note that, under P, X
is not a Markov process anymore. Also let r = infft s:t: Xt = rg be the hitting time
of r by X .
Theorem 3. Let 2 ] 12 ; 1[ and V (x)= x. Then, for any >0,
P

1− + > log log r
log r
>1− − 

! 1
when r tends to +1. As a consequence,
P

(log t)1=(1−+)6 sup
06s6t
Xs6(log t)1=(1−−)

! 1
when t tends to +1.
Comment
(1) Remember that t1=(−2)Yt converges in probability to ((2− )=2)1=(2−). So the
behaviours of X and Y are dierent.
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(2) We have only considered the case > 12 in the theorem. It is possible to prove
that if < 12 , then (1=(log t)
2)Xt converges in law under P (Brox, 1986; Mathieu, 1995).
(3) If we now choose a linear potential, V (x)= x, then Yt is of order t but a result
of Kawazu and Tanaka (1997) (or Kesten et al. (1975) for the discrete analog) tells
us that, provided that  is small enough, Xt=t tends to 0.
As a conclusion, gathering the results of Theorems 2, 3 and Th. Brox, we obtain
the following picture: choose V (x)= x. For  2 [0; 12 [, Xt is of order (log t)2 and the
limit in law of (1=(log t)2)Xt under P does not depend on . Thus the noise is the
predominant term in W . For  2]1; 2[, the asymptotics of X and Y are the same. Thus
the predominant term in W is the deterministic one. For 2 ] 12 ; 1[, the mean velocity
of X is given by an interplay between the two terms V and B.
(4) The scaling property of Brownian motion implies that, for any >0, the process
(2=X (−2+4=t); t>0) has the same law as the process X  solution of the following
SDE:
dX t =  dt − 12rW(X t ) dt
with W(x)=−x + 2−1=B(x) (Brox, 1986; Mathieu, 1994).
This last equation has the same form as Eq. (1.6) but the assumptions of Theorem 1
are not fullled. Indeed Theorem 3 implies that X 1 converges to 0 under P.
Let b< 12 . Then B2Hb; loc and 2− 1= + 2b<2 can be chosen as close to 2 as one
wants. Therefore the constant 2 appearing in Theorem 1 is optimal.
The proofs of Theorems 1 and 2 follow the same pattern: we approximate B by a
smooth function. We have to control the error we make when changing the potential;
this is achieved by sharp estimates of the hitting times. In Section 1, we state the
lemmas. Sections 2 and 3 are devoted to the proofs of Theorems 1 and 2. In Section 4,
we prove Theorem 3.
2. Preliminary lemmas
2.1. Hitting times
Let X be a solution of Eq. (1.4) starting at x02R+. For r>0, let r= infft s:t: t=rg
and r = infft s:t: Xt = rg.
Let W 0 be a continuous function on R+, and let X 0 be the solution of Eq. (1.4) with
W 0 instead of W . Assume that X 00 = x0. We use the notation 
0
r for the hitting times
of X 0.
Lemma 1. Let r>0. Let =(1=k) supx6r jW (x) −W 0(x)j and =e4 − 1. Then, for
any x0 2 [0; r],
jEx0 [r]− Ex0 [0r]j6Ex0 [r]
and
jvarx0 [r]− varx0 [0r]j6 varx0 [r]:
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Proof. Let (Lat ; a2R; t>0) be a continuous version of the local times of  (Revuz
and Yor, 1991). By the occupation density formula, we have
T (t)=
1
k
Z
R
exp

−2
k
W (S−1(a) + x0)

Lat da:
And using Eq. (1.2), we get
T (t)=
1
k
Z
exp

−W (b+ x0)
k

LS(b)t db: (2.1)
It follows from Eqs. (1.1){(1.3) that r = T (S(r−x0)). Therefore Eq. (2.1) implies that
r =
1
k
Z r
0
exp

−W (b)
k

LS(b−x0)S(r−x0) db: (2.2)
Let Z (a) be the solution of the SDE.
Z (a)t =2
Z t
0
q
Z (a)s ds + 2
Z t
0
1s6a ds:
The process (Z (a)t ; 06t6a) is then a squared Bessel process of dimension 2 stopped
at time a. For any a>0, the process (La−ba ; b>0) has the same law as (Z
(a)
b ; b>0)
(Revuz and Yor, 1991, Exercise XI, 2.7). Therefore, we have the equality in law:
r =
1
k
Z r
0
exp

−W (b)
k

Z (S(r−x0))S(r−x0)−S(b−x0) db: (2.3)
Since E[Z (S(r))S(r)−S(b)] = 2((S(r)− S(b)) ^ S(r)), we have
Ex0 [r] =
2
k
Z r
x0
exp

−W (b)
k

(S(r − x0)− S(b− x0))db
+
Z x0
0
exp

−W (b)
k

S(r − x0) db

=
2
k
Z r
x0
db
Z r
b
da exp

W (a)−W (b)
k

+
Z x0
0
db
Z r
x0
da exp

W (a)−W (b)
k

: (2.4)
We also have the equality in law
r − Ex0 [r] =
2
k
Z r
0
db exp

−W (b)
k
Z S(r−x0)−S(b−x0)
0
q
Z (S(r−x0))s ds
=
2
k
Z S(r−x0)−S(−x0)
0
q
Z (S(r−x0))s ds

Z
exp

−W (b)
k

1S(b−x0)6S(r−x0)−s db:
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Therefore
varx0 [r] =Ex0 [(r − Ex0 [r])2]
=
4
k2
Z S(r−x0)−S(−x0)
0
ds E[Z (S(r−x0))s ]

Z
exp

−W (b)
k

1S(b−x0)6S(r−x0)−s db
2
=
16
k2
Z
db exp(−W (b)=k)
Z
db0 exp(−W (b0)=k)
Z
ds(s ^ S(r − x0))
: : : 1(06b06b6r; 06s6S(r − x0)− S(b− x0))
=
16
k2
Z
db exp(−W (b)=k)
Z
db0 exp(−W (b0)=k)
Z
da exp(W (a)=k)

Z r
a
eW=k : : : ^
Z r
x0
eW=k

1(06b06b6a6r)
=
16
k2
Z
db db0 da da0 exp

W (a) +W (a0)−W (b)−W (b0)
k

: : :
: : : 1(06b06b6a6a _ x06a06r): (2.5)
The statement of the lemma directly follows from Eqs. (2.4) and (2.5).
2.2. Approximation lemma
We use the notation of the introduction. For t>0 and x2R, let
pt(x)=
1p
2t
exp

−x
2
2t

and qt(x)=−rpt(x)= x
t
p
2t
exp

−x
2
2t

:
Let f be a locally bounded function from R+ to R. Let pt  f(x)=
R
R+(pt(x − y) +
pt(x + y))f(y) dy and similarly
d
dx
pt  f(x)=−qt  f(x)=−
Z
R+
(qt(x − y) + qt(x + y))f(y) dy:
Lemma 2. Let b2 [0; 1]. (i) There exists a constant, c(b); that depends only on b
s.t. for any function f and any t>0,
kpt  f − fk16c(b)cb(f)tb=2:
(ii) For any >0, there exists a constant, C(; b), that depends only on  and b,
s.t. for any function f2Hb and any t>0,
kqt  fk16C(; b)t−+(b−1)=2kfkHb :
Proof. The proof of (i) is rather standard and we omit it. It is easy to check that
kqt  fk16 Cp
t
kfk1
and
kqt  fk16Cc1(f):
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Let s2 ]0; b[ and f2Hb. By interpolation, f=fs + f1, with fs 2Hs and f1 2H1.
Besides
kqt  fk16 kqt  fsk1 + kqt  f1k1
6
Cp
t
kfsk1 + Ckf1kH1
6
Cp
t
kfskHs + Ckf1kH1 :
Therefore
kqt  fk16 Cp
t
inf (kfskHs +
p
tkf1kH1 );
where the inf is taken on all the decompositions of f as a sum fs + f1. By the
interpolation theory in Besov spaces (see Bergh-Lofstrom (1976) for instance), we
have
inf (kfskHs +
p
tkf1kH1 )6C(s; b)t(b−s)=(2(1−s))kfkHb :
Therefore
kqt  fk16C(s; b)t(b−1)=(2(1−s))kfkHb :
Since the value of s can be chosen as close to 0 as one wants, (ii) is proved.
3. Random perturbations of dynamical systems
Proof of Theorem 1. For x0 2R+ and r 2R+, let sr(x0) be the hitting time of r by the
dynamical system xt(x0) and let r(x0) be the hitting time of r by X
(x0), r = 

r(0).
Note that sr(x0)<1 if and only if x06r since rV<0. We claim that, if x0<r, then
E[r(x0)]! sr(x0);
var[r(x0)]! 0;
(3.1)
when  tends to 0.
Proof of (3.1). Notice that, since a+2b>2, we have (4− 2a)=b<2a=(1− b). Choose
k s.t. k<2a=(1− b) and k>(4− 2a)=b. Let B0=pk  B and W 0=V + aB0 on R+.
Lemma 2 implies that:
(i) arB0 converges to 0 uniformly on compact sets of R+ and
(ii) −2(W − W 0)= −2+a(B − B0) converges to 0 uniformly on compact sets of
R+.
Let X 0(x0) be the solution of the SDE
dX 0t (x0)=  dt − 12rW 0(X 0t ) dt;
X 00 (x0)= x0;
with reection at 0. For x0 2R+ and r 2R+, let 0r (x0) be the hitting time of r by
X 0(x0). Let P0x0 be the law of X
0
t (x0). From (i) it follows that rW 0 is locally
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bounded, uniformly in . Stroock and Varadhan proved that the family of law P0x0
is relatively compact as  tends to 0 and that P0x0 weakly converges to the (deter-
ministic) law of xt(x0) (Stroock and Varadhan, 1979, Theorem 11.1.4). In particular,
for any x0 2R+ and r 2R+, 0r (x0) converges in probability to sr(x0) (Just note that
P[0r (x0)>t] =P[sup06s6t X
0
s (x0)<r]).
In order to prove that the convergence in probability of 0r (x0) implies the conver-
gence of the mean and variance, it is sucient to check that the law of 0r (x0) has
an exponentialy decaying tail uniformly in x0<r and  small enough. Standard com-
parison lemma (see Revuz and Yor (1991, Chapter IX, Theorem 3.7) for instance)
implies that P[0r (x0)>t]6P[
0
r>t]. Besides, if t0>sr(x0), then lim!0 P[
0
r>t0]= 0.
Let c=sup61 P[
0
r>t0]. Then c<1. The comparison lemma and the Markov property
then imply that, for any n2N, sup supx0<r P[0r (x0)>nt0]6cn. Therefore,
E[0r (x0)]! sr(x0);
var[0r (x0)]! 0;
(3.2)
when  tends to 0. From Lemma 1(ii), we deduce that we can replace 0r by 

r in
Eq. (3.2) to get Eq. (3.1).
Now, let x0>0 and r>0 and assume that r<x0 so that sr(x0)=+1. We claim that
r(x0) converges to +1 in probability: (3.3)
A simple comparison argument shows that we can assume reexion at x0. Let c=
supx2[r; x0](W
(x) − inf y2[x; x0]W(y)). Because of our assumptions on the shape of V;
V (r)>V (x0), hence lim c
>0. Applying the remark in the proof of Lemma 3 in
Section 5 with t= , we obtain that
P[r(x0)>cb(W

[r; x0])
−2=b2(−1+2=b)ec
=2 ]>P[inffLy1 ; 06y6 12g>]! 1:
Since cb(W[r; x0]) is bounded in  and lim inf c
>0, cb(W[r; x0])
−2=b2(−1+2=b)ec
=2 !+1.
Therefore Eq. (3.3) holds.
Proof of the Theorem (conclusion). Let x= x1. Let 2 ]0; x[.
P[jX 1 − xj>]6P[x+61] + P[x−=261; x−ox−=261] + P[x−=2>1]; (3.4)
where  is the shift operator. We have sx+>1. Therefore either Eq. (3.1) or Eq. (3.3)
imply that P[x+61]! 0. Since sx−=2<1, Eq. (3.1) implies that P[x−=2>1]! 0.
Using the Markov property of X , we can majorate the second term by P[x−(x −
=2)61]. This last quantity tends to 0 because sx−(x − =2)=+1 and Eq. (3.3).
Therefore, P[jX 1 − xj>] tends to 0.
4. Diusions with a Brownian potential
Proof of Theorem 2. Let >0 and let X t = 
2=X (2−4=t). Then X  is solution of the
SDE with reection at 0
dX t =  dt − 12rW(X t ) dt; (4.1)
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where W(x)= 2W (−2=x)= 2B(−2=x) − x. Also let B(x)= 2B(−2=x). Let b2
]0; 12 [ and assume that b is close enough to
1
2 so that 2b>1. Let k>2=(b); k<2(2−
1)=((1−b)). Then 0<k(b−1)=2+2−1= and 0<kb=2−1=. Choose >0 s.t. <k(b−
1)+4−2= and <kb−2=. Let B(x)=B(x)1x6−+B(−)1x>− . Note that, since
cb(B[0; T ])T−(1=2)+b− tends to 0 when T tends to +1 whenever >0, we also have
k Bk1+cb( B)6constant 2−1=−=2− for all >0. Let W 0(x)=−x+pk  B(x), and
call X 0 the solution of the SDE with reection at 0
dX 0t =  dt − 12rW 0(X 0t ) dt:
(i) From Lemma 2(ii) it follows that for any >0 and >0,
sup
x
jrpk  B(x)j = sup
x
jqk  B(x)j
6C()k(−+(b−1)=2)k BkHb
6 constant k(b−1)=2+2−1=−=2−k−: (4.2)
Therefore, if  and  are chosen small enough, then the last term in Eq. (4.2) tends
to 0 when  tends to 0, i.e.
sup
x
jrpk  B(x)j! 0: (4.3)
Eq. (4.3) implies that rW 0 converges to −x−1 uniformly.
(ii) From Lemma 2(i), it follows that for any R>0 and >0 and for small enough 
sup
x6R
jB(x)− pk  B(x)j = sup
x6R
j B(x)− pk  B(x)j
6 cb( B)kb=2
6 constant kb=2+2−1=−−=2: (4.4)
Therefore, for any R>0, −2 supx6R jW 0(x)−W(x)j! 0 when  tends to 0.
(iii) Consider the dynamical system
dxt =

2
x−1t dt;
x0 = 0:
The solutions of this equation are of the form xt =((=2)(2 − )(t − )+)1=(2−) for
some >0. We denote by xt the solution corresponding to =0. As in the proof of
Theorem 1 and since rW 0(x) converges to −x−1 uniformly, the results of Stroock
and Varadhan imply that the family of the laws of X 0 starting at 0, say P0, is weakly
relatively compact as  tends to 0. Besides the support of every limiting law of P0 is
contained in the set of the laws of x for some >0. We claim that in fact P0 weakly
converges to the deterministic law of xt . According to Proposition 3.2 of Baco and
Baldi (1982), it is sucient to check that lim inf E[01 ]<1, where 01 is the hitting
time of 1 by X 0. From Lemma 1 and (ii) it follows that it is equivalent to prove that
lim inf E[1]<1: (4.5)
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Proof of (4.5). From Eq. (2.4) we get that
QE[1] =Q
"
2
2
Z 1
0
db
Z 1
b
da exp

V (a)− V (b)
2
+ B(−2=a)− B(−2=b)
#
;
=
2
2
Z 1
0
db
Z 1
b
da exp

b − a
2
+
a− b
22=

: (4.6)
Since >1, there exists a constant A>0 s.t. −2(b − a) + 12 −2=(a− b)6A−2(b −
a) + 1=A. Therefore
QE[1]6
2
2
e1=A
Z 1
0
db
Z 1
b
da exp

A(b − a)
2

:
(According to formula (2:4) this last expression is the mean of the hitting time of 1
by the process Zt solution of the stochastic dierential equation: dZ

t =(=
p
A) dt +
1
2rV (Zt ) dt). We can now apply Proposition 3.3 of Baco and Baldi (1982) to get
that
2
2
Z 1
0
db
Z 1
b
da exp

A(b − a)
2

! 1
A
Z 1
0
a1− da<1
since <2. Eq. (4.5) is now proved. Therefore the law of X 0 converges to xt . We
are now exactly in the same situation as in the proof of Theorem 1 and the same
arguments allow us to prove the convergence of the hitting times of X 0. Then we
deduce the convergence of the hitting times of X  from Lemma 1 and (ii) and nally
we conclude that X 1 converges in probability to x1 = ((=2)(2− ))1=(2−).
5. Localization of diusions with a Brownian potential
We break the proof of Theorem 3 into two lemmas.
Lemma 3. Let w be a continuous function. Let Tr = inffx s:t: w(x)− inf [0; x] w= rg.
Then
lim
t!0
lim
r!+1 infw P
w[Tr>tc(w[0; Tr ])
−2=er] = 1
and
lim
t!+1 limr!+1 infw P
w[Tr6tT
2
r e
r] = 1:
Lemma 4. Let W (x)=B(x)− x and Tr as in Lemma 3. Then
lim
x!+1 limr!+1Q[Tr6xr
1=(1−)] = 1
and, for any >0,
lim
r!+1Q[Tr>r
(1−)=(1−)] = 1:
We shall deduce Theorem 3 from Lemmas 3 and 4: Lemma 3 gives us a lower and
an upper bound for the time spent by the diusion in a \trap" created by the potential
64 P. Mathieu / Stochastic Processes and their Applications 77 (1998) 53{67
w (What Brox calls a \depression"). Lemma 4 asserts that there exist enough \traps"
of big size to slow down the process.
The proof of Lemma 3 is very much inspired by the arguments of Brox (1986).
Proof of Lemma 3. Let v(r)=w(r) − inf [0; r] w. Thus Tr = infft s:t: v(t)= rg. Let
mr =supft6Tr s:t: v(t)= 0g. We start with the proof of the rst inequality of Lemma 3.
Clearly, Pw[Tr>t]>P
w
mr [Tr>t] for any t>0. Let c(x)= c(w[0; x]). Let s(x)=R x
mr
exp(w(b)) db. As in the proof of Lemma 1, the law of Tr under P
w
mr is the same
as the law ofZ Tr
0
exp(−w(b))Ls(b)s(Tr ) db:
Using the scaling property of Brownian motion, we can rewrite this last quantity
as
s(Tr)
Z Tr
0
exp(−w(b))Ls(b)=s(Tr)1 db:
Let = c(Tr)−1=. Choose r>3. Then Tr − mr> and
s(Tr) =
Z Tr
mr
exp(w(b)) db>
Z Tr
Tr−
exp(w(b)) db
>  exp(w(Tr)− c(Tr))= 1e c(Tr)
−1= exp(w(Tr));
and Z Tr
0
exp(−w(b))Ls(b)=s(Tr)1 db
>
Z mr+
mr
exp(−w(b)) db

inffLy1 ; 06y6(s(mr + ))=s(Tr)g
> exp(−w(mr)− c(Tr)) inffLy1 ; 06y6 12g
=
1
e
c(Tr)−1= exp(−w(mr)) inffLy1 ; 06y6 12g;
since
s(mr + )=s(Tr)6 exp(−r + 2c(Tr))= exp(−r + 2)6 12 :
Therefore
s(Tr)
Z Tr
0
exp(−w(b))Ls(b)=s(Tr)1 db>
1
e2
c(Tr)−2=er inffLy1 ; 06y6 12g:
Hence
Pw[Tr>t]>P[inffLy1 ; 06y6 12g>te2−rc(Tr)2=]: (5.1)
Since inffLy1 ; 06y6 12g>0 a.s., Lemma 3(i) is proved.
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Remark. Let now X be the solution of Eq. (1.4) with potential w and diusion coef-
cient k. Using the same notation as in Lemma 3, we have
Pw[Tr>tc(w[0; Tr ])
−2=k−1+2=er=k ]>P[inffLy1 ; 06y6 12g>t]
and this limit is uniform in w and k. Let us now prove the second inequality in
Lemma 3: as in the proof of Lemma 1, one has (see formula (2:4)):
Ew[Tr ] =
1
2
Z Tr
0
db
Z Tr
b
da exp(w(a)− w(b))6T 2r er :
Therefore
Pw[Tr>tT
2
r e
r]61=t:
We can now let t tend to +1 to conclude the proof of Lemma 3.
Proof of Lemma 4. Let k>0, r>0. Let
ar(k)= (4r=k2)1=(1−)
and
br(k)= ar(k) + (2r=k)2:
Thus br(k) − ar(k)6(br(k)− ar(k))ar(k)−1 = r. We have
Q[W (br(k))−W (ar(k))>r] = Q[B(br(k))− B(ar(k))>r + br(k) − ar(k)]
>Q[B(br(k)− ar(k))>2r]
= Q[B(1)>k]:
Now let kn be a decreasing sequence s.t. kn>0 and br(kn)6ar(kn+1). Then the inde-
pendence of the increments of Brownian motion implies that:
Q[Tr6br(kN )]>Q[9n6N s:t: W (br(kn))−W (ar(kn))>r]
> 1−
Y
n6N
Q[B(1)<kn]
> 1− (Q[B(1)<k0])N+1
and this last quantity converges to 1 when N tends to +1. To conclude the proof of
the rst part of Lemma 4, it is now sucient to remark that, for suciently large r,
br(k)6C(k)r1=(1−), where C(k) is a constant that only depends on k and .
We now turn to the second part of Lemma 4:
Q[Tr6r(1−)=(1−)]
=Q[B(x)− B(y)>x − y + r; 06y6x6r(1−)=(1−)]
=Q[B(x)− B(y)>r(2−1)(1−)=(2−2)(x − y)+r(1−2+)=(2−2); 06y6x61]:
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We have used the scaling property of Brownian motion. Since x−y>(x−y) when
06y6x61, all we have to check is that
lim
A!+1
Q[B(x)− B(y)>A1+0(x − y) + 1=A; 06y6x61]= 0
for all 0>0. Note that A1+
0
(x − y) + 1=A>A0=2px − y if x − y>A−(2+0) and that
A1+
0
(x − y) + 1=A>1=A if x − y6A−(2+0). Therefore it is enough to prove that
lim
A!+1
Q[B(x)− B(y)>A0=2px − y; 06y6x61; x − y>A−(2+0)] = 0 (5.2)
and
lim
A!+1
Q[B(x)− B(y)>1=A; 06y6x61; x − y6A−(2+0)] = 0: (5.3)
Eq. (5.3) is an easy consequence of Levy’s modulus of continuity (Theorem 2.7 of
Revuz and Yor, 1991). To prove Eq. (5.2), choose >0 small enough and note that
Q[B(x)− B(y)>A0=2px − y; 06y6x61; x − y>A−(2+0)]
6Q[B(x)− B(y)>A(0=2)−(1+0=2)(x − y)1=2−=2; 06y6x61]
and use the fact that the sample paths of Brownian motion are locally Holder of index
(1− )=2.
Proof of Theorem 3. Let >0, 2 ]0; 12 [ and >0. Choose t and x s.t
lim
r!+1P
W [Tr>tc(W[0; Tr ])
−1=er]>1− 
Q.a.s and
lim
r!+1Q[Tr6xr
1=(1−)]>1− :
Let
=
1
log r
r1−;
and choose r big enough so that x1=(1−)6r, tr−1=e> exp(r1−−) and, with prob-
ability at least 1− , c(W[0; r])6r. Thus, on a set of P probability at least 1− 3, we
have T6r, c(W[0; T])6r and therefore
r>T>tr
−1=e> exp(r1−−):
We now turn to the proof of the upper bound for r: let >0 and >0. Choose 0>0
s.t. (1− )=(1− 0)<1− + . According to Lemmas 3 and 4, we can choose t and
x s.t.
lim
r!+1P
W [Tr6t(Tr)
2er]>1− ;
lim
r!+1Q[r
(1−0)=(1−)6Tr6xr1=(1−)]>1− :
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Let = r(1−)=(1−
0). Then, provided r is big enough, with probability at least 1− 3,
we have
r = (1−0)=(1−)6T6t(T)
2e6t(xr1=(1−
0))2e6 exp(r1−+):
The theorem is proved.
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