INTRODUCTION AND STATEMENT OF THE MAIN RESULT
In this article we are concerned with the nonlinear second-order scalar Duffmg equation
x" + g(x) =p(t), ( We are looking for the existence of harmonic (i.e., 2n-periodic) solutions to (1.1).
There is a wide literature dealing with this problem since the interest in studying Eq. (1.1) comes from different sources. Indeed, on one side, Eq. (1.1) is physically significant as it represents a nonlinear conservative system with one degree of freedom subjected to an external (periodic) forcing term. On the other hand, the structure of the Dufting equation allows the application of various different mathematical techniques like, for instance, phase-plane analysis, topological degree or index theories, fixed point theorems, critical point theory, and variational methods. For this latter aspect, the periodic problem for Eq. (1.1) is a good sample for testing the effectiveness of many analytical tools and, specially, of the existence theorems developed in nonlinear functionat anaIysis.
In the present work, combining a classical approach (phase-plane analysis) with a continuation theorem based on coincidence degree, we prove the solvability of the periodic problem under new hypotheses on the nonlinearity g (x) .
At the beginning of our discussion, we recall that, taking the mean value of Eq. Then, in order to guarantee the validity of (1.2), we assume throughout the article that there exist two constants E, d>O, such that sgn(x) .g(x) 3 E > sup{ Ip( : t E R}, for Ix) >d, k:) holds. As is well known, this condition is not always suflicient to ensure the soivability of the periodic BVP (as the elementary counterexamples x" + n2x = sin(nt), n E IV, show). Further assumptions on g(x) or on its primitive which is implied by (g:). Since then, Lazer's theorem had successive generalization and extensions (see [2, 3, l&l 3, 15, 16, 18, 19, 22, 241) . More recently, hypothesis (1.3) has been improved to one-sided growth restrictions in [9, 12, 13, 19, 21, 25, 27, 291. Precisely, the existence of 2rr-periodic solutions to ( however, condition (1.5) is sufficient to guarantee the solvability of the Zn-periodic BVP for a broader class of equations, including the LiCnard equation x" +f(x) x' +g(x) =p(t) (with f arbitrary), as well. Other assumptions on g(x)/x are also examined in [12] . The above discussion and the inequalities (1.7) lead to the problem of investigating the existence of harmonic solutions for the Duffing equation using conditions on liminf, _ + 3c g(x)/x. Accordingly, we further assume the hypothesis
We are not able to prove the existence of 2n-periodic solutions of (1.1) under the sole conditions (gr) and (8:) and conjecture that counterexamples for this problem can be constructed in a complicated way.
In this connection, we recall that, in the related paper [6] , we find, for any ye > 0, a function g(x) satisfying liminf, _ t oc g(x)/x = r] (and, consequently, satisfying (gr) too), such that the Dufhng equation (1.1) does not possess 2n-periodic solutions (for a suitable forcing term p(t)).
We can get an existence theorem adding another hypothesis to the preceding ones, as foilows. The result is achieved by a continuation lemma (Lemma 1) based on coincidence degree (see [ 171) ; the proof of Lemma 1 is given in the Appendix at the end of the paper.
The following example shows that Theorem 1 is not contained in the results of the previously quoted articles. We also define G,(x) := 1; gk(s) ds.
It is easy to see that g, is odd, Gk is even, and
Moreover, it is possible to check that if k is large enough, then
In this situation, the results in [9, 191 cannot be applied and, to the best of our knowledge, none of the theorems contained in the other cited papers is suitable for dealing with such nonlinearities.
We also remark that, by (1.8), the functions g, are not sublinear and so the Example gives evidence for the fact that the range of applicability of our result is wider than what we suggested by the title.
PROOF AND REMARKS
Proof' of Theorem 1. First of all, we observe that it is sufficient to deliver a proof of existence of T-periodic solutions to Eq. (1 .l ), for a fixed period T> 0, assuming that the forcing term p( 1 ) is T-periodic.
Indeed, let T > 0 be fixed and set t = 27~ s/T, x = (2x/T)* u.
Then we have that x(t) is a 2rc-periodic solution of ( 1 .l ) (with p( ), 2rr-periodic as in Sect. 1) if and only if U(S) is a T-periodic solution of
where J(S) :=p(Zns/T) is T-periodic in s E [w and g(u) :=g((2n/T)' u) satisfies conditions (g:), (g:), and (g:). Hence, without loss of generality, we can assume that the function p(t) in (1.1) is T-periodic and look for T-periodic solutions of ( 1.1). We also suppose, without restriction, that M> 1 in (8:).
For the sake of convenience in the following discussion, we fix, throughout the proof, T= l/2 =0.5.
If we have
then it is known (see [19, 24, 291 ) that (1.1) has at least one T-periodic solution. Therefore, we assume henceforth that
(possibly, 6 = + co). From (2.1) and (g:) then it follows that there are two sequences (E"} (O<s,<6/2, s,-+Oas n-+ +co) and {x,} (x,>d, x,,-+ +a as n-+ +oo) such that g(x)/x attains the local minimum value E, at x = x,. Hence, there is a maximal constant ~1, > 0, such that that is (0 < ) g(x) < 2%X, for x,dx<x,+CY,,
We note that, for each n, CI, is finite and dx, +&I) =%A7 + %).
(2.3)
Then, using (g:), we obtain g'(x) < 2M&,) for x,<x<x,+cr,.
Since E, -+ 0, we can assume, without loss of generality (deleting, if necessary, a finite number of terms in {E,} ), that 2ME,< l/2, for all n, (2.4) so that g'(x) < 1/L for x,<x<x,+a,. (recall that M > 1, and so 1 -4s" > 0, by (2.4)). Now, consider the line with slope l/2 through the point P, :=(x,, EX,).
Such a fine intersects the line y = ~E,X at the point P,, :=(X,, ~E,X,,). By construction, we get
Hence, a comparison with (2.6) shows that ~,<-%I+%, and so, by (2.2) o<g(x)lx<2E,, for x,<x<X, w3) with dxn) = EnXn.
(2.9)
After these preliminary estimates, we apply now Lemma 1 (see the Appendix). Since hypothesis (j,) of Lemma 1 is implied by (gr), then we for n sufficiently large.
To this end, we consider the system
which is equivalent to the parametrized Dufftng equation
be any T-periodic solution of (2.10). and suppose that max(x(t):tER}=x(t,)=JI,, (2.10), (2.11) for some t, = to(n). Note that x'(t,) = 0 and so, Y(kJ = 0.
Taking the mean value in the second equation in (2.10), and using (g:), we find that there is some time t such that x(t) cd. . Using this information and recalling that x(tr) = d< x,, we find that there is a (unique) time t2 = tz(n), with t, < t, < t,, such that (x(tq) y(t2)) belongs to the boundary of the set (rectangle)
For such t,, we have that exactly one of the following two possibilities occurs:
6) x(b) = x, and, for t, < t < t,,
x, <x(t) < x,, 0 <y(t) < ZE,,X, < 2&-,x(t);
(ii) y(t2) = 2&,X, and, for tz < t c t,,
x,<x(t)<x,, O<y(t)<2E,Xn.
In case (i), we have 2&,X(t) >y(t) = x'(t), for t, < t < t,.
Then dividing by 2&,x,(t) and integrating over [tZ, t,], we obtain (using
+og n Since E, -+ O+ for n -+ + co and (by direct computation) lim, __ 0+ (f/2&) log(( 1 -ZE)/( 1 -4~)) = 1, we can find an index n, such that (l/2&,) log(( I -2a,)/(l -4s,,)) > l/2 for all n >, n, and so, for large n, l/2 < z(n) < T= l/2, which gives a contradiction with the choice of T, fixed at the beginning. Hence we have proved that, in case (i), there is n, (independent of x( . ) and A) such that any solution f of (2. lo),, satisfying (2.11) for n z n, , cannot be T-periodic.
In case (ii), we have, recalling (2.8), 0 <s(x(t)) d 2%x(t), for t,<t<t,, which yields
O>y'(t)= -g(x(t))+Ap(t)>, -2&,X(t)-->/ -~F,X, -E, for t,6tdto.
Then we get Since is, + 0 + for n + + 00 and lim,,,+ (2 -g&,)/(3 -8~~) = 213, we can find an index n2 (independent of x( . ) and A) such that (2 -g&,)/(3 -8.5,) > l/2 for all n 3 n, and the same contradiction as before is obtained for large n. Then, in any possible case ((i) or (ii)), we have proved that for n sufftcientily large, there is no solution x( . ) of x" + g(x) = @(t) (for some AE [0, 1)) such that max(x( .)> =X,.
Hence, condition (j,) of Lemma 1 is fulfilled for R :=X,, with n 2 max(n,, nz).
Finally, Lemma 1 applies and the existence of at least one T-periodic solution of Eq. (I. 1) is achieved. The proof of Theorem 1 is thus complete.
We remark that a symmetric variant of Theorem 1 can be obtained by substituting the growth restrictions (8:) and (gT) with analogous conditions for x < 0.
Precisely, we have: We also note that both Theorems 1 and 1' are still valid if p =p( t, x, x'), provided that sup,, .~, xI IpI < E.
Moreover, as shown by the change of variables in the proof of Theorem 1, our assumptions ensure the existence of T-periodic solutions, whenever the forcing term is T-periodic, as well.
We end this section with an observation indicating a possible way along which our result can be generalized without significant changes in the proof. Indeed, following the argument developed through the proof of Theorem 1, it is clear that assumptions (g:) and (g:) are used just in order to achieve conditions (2.7), (2.8), and (2.9). All the rest of the proof is based on such conditions, which allow us to perform the estimates for the time-map. Accordingly, everything can be repeated, if we suppose that g(x)/x is sufficiently small on intervals whose lengths may be suitably controlled (i.e., similarly as in (2.7)).
Thus, proceeding along this direction, we can state the following The proof is omitted. We just note that the estimates of the time-map have to be performed for trajectories (x(t), y(t)) crossing the set ~~:={(x,y)E[W2:ak~x~ck,
(yl<Bv],a,), with max{x( .)}=c,.
The constants B> 0 and ck E ]a,, bk] are suitably chosen, using (2.12), in order to repeat the argument following (i) and (ii). We have to put "limsup > (T/Z)"' in (2.12) for the corresponding existence result in the case of T-periodic solutions.
Finally, we notice that the proof of Theorem 1 still works (with easy changes) if, in place of (gr), we assume that liminf, _ + m g(x)/x < v, with v a suitably small positive constant. However, in this situation, we have to impose some upper bounds (depending on v) to the constant M considered in condition (gz). APPENDIX 1 In this section we give a continuation lemma which is the main tool for the proof of Theorem 1. has at least one T-periodic solution x( ), satisfying
Proof
The proof is based on topological degree arguments and the construction of suitable admissible homotopies; to this end, we need two preliminary technical steps concerning the system x'=y, y' = -g(x) + Mt), which is equivalent to Eq. (A.1 )i.
(A.2);.
In order to simplify the notations, we also use the symbol Iwly, to denote the LY-norm (1 < q < co) of a T-periodic function w( . ), restricted to an interval of length T.
Step 1. We claim that there exists a constant M = M(R) > R such that for any possible T-periodic solution (.x( . ), y( . )) of (3. From (3.6) and (3.7), we finally get l~l~<d+C~T.
Therefore, the claim is proved by choosing any M such that M>d+(T+l)C,+R.
Step 2 Roughly speaking, property (P) means that no solution of (A.2),, contained in !l? (the closure of '%), is tangent to the boundary of +%. Indeed, let us suppose that (x(t), y(t)) E %, Vt, that is, -M < x(t) < R, Iv ( On the other hand, hypothesis (j,) ensures that max{x(t)} # R and so,
for all te[W. Hence, (x(t), y(t)) E '%, Vt, and property (P) is proved. Now we are in a position to introduce a functional-analytic framework and prove Lemma 1.
Step. 3. We use coincidence degree, borrowing notation and terminology from [17] . By standard arguments, it can be easily checked that, for p > 0, the only T-periodic solutions of (A.12) are the constants k E I&! with g(k) = 0. From this fact, using hypothesis (ii), it follows that any T-periodic solution z( . ) of (A.1 l), with p > 0, is constant and its components x, y satisfy has at least one solution z E Q n dom L. Equivalently, Eq. (A. 1) has at least one T-periodic solution x( . ) with -M < x(t) < R and Ix'(t)1 < M, for all teux The proof of Lemma 1 is complete.
Remark. The proof can be easily adapted in order to maintain the validity of Lemma 1 if hypothesis (jr) is generalized to w(x) (g(x) -8 > 0, for 1x1 ad.
We also observe that if we modify condition (j2), requiring that min{x(t): IE [0, Z']f # -R (instead of max{x( . )} # R), then the existence result still holds true, but, in this case, the T-periodic solution x( . ) satisfies: x(t) > -R, Vt E [w.
