A double-sided silicon strip detector with a radiation-tolerant design was fabricated and characterized in a sequence of beam tests at KEK using 4 GeV/c pions. The detectors were combined with newly designed, fast, lower power, bipolar amplifier-shaper-discriminator chips and CMOS digital pipeline chips to record hit-no hit signals in the strips. Efficiencies, noise occupancies, and spatial resolutions were measured before and after the proton irradiation at an equivalent fluence of 1×10 14 p/cm 2 , depending on angle of track incidence and strip-pitches. The median pulse height distribution, derived from the threshold scans of the efficiency, allowed to extract the response of the detector. A 1 Tesla magnetic field enabled us to determine the Hall mobilities of electrons and holes.
Introduction
Silicon strip detectors have been proposed to be used as a precision tracking and vertexing device in high-energyphysics experiments [ 1 ] . In future experiments, such as ATLAS [ 2 ] at the LHC [ 3 ] , one major concern is the tolerance of silicon detectors to the high radiation environment. The ATLAS silicon strip detector anticipates a cumulative fluence of more than 10 14 charged particles/cm 2 over a lifetime of 10 years.
A number of studies have been performed to understand the radiation effect to the silicon strip detectors [ 4 ] and a double-sided silicon strip detector (DSSD) has been produced with a radiation tolerant design [ 5 ] . The latest specification of the design is summarized in Table 1 . The silicon bulk was the n-type and the axial strips were processed in the n-side, and the stereo strips (10 mrad stereo-angle) in the p-side, with a strip pitch of 50 µm. The implant strips were AC-coupled to aluminum readout-electrodes, via sandwiched thin SiO 2 and SiN insulators. A goal of the design was to operate the detector at a bias voltage of up to 200 V, while grounding the readout electrodes, before and after the type inversion of the silicon bulk due to the radiation damage.
Simple, fast, and low-power electronics were developed to read out the strip detectors [ 6 ] . High speed was required to tag an event to the bunch crossing and to keep the occupancy low. The bunch crossing frequency at the LHC will be 40 MHz. Low power was required to make the cooling of a large system manageable. The ATLAS system will have several million channels. The readout scheme was a simple "Binaryreadout" that registered only hit and no-hit information in a channel for the pulse height above a threshold. The one-bit of data was stored in a digital pipeline until a trigger arrived.
Along with developing a radiation-tolerant silicon strip detector, understanding of the detector response before and after radiation damage was an urgent task. A combination of the DSSD and the binary readout electronics was beam-tested at KEK using 4 GeV pions from its 12 GeV proton synchrotron, for proof of principle, and subsequently, for characterization of improved versions before (T280, T330) and after irradiation (T355) [ 7 ] . The DSSD was irradiated with protons at TRIUMF and at LBNL.
In previous reports [ 8 , 9 ] , we have presented the responses of the non-irradiated and irradiated detectors mainly to normal incident particles. In the ATLAS layout of the silicon tracking system, charged tracks of 1 GeV/c momentum hit the detector at an angle of 10° at a radius of 60 cm perpendicular to the axial strips because of the 2 Tesla magnetic field, in addition to a tilt angle of the detectors. The charges, i.e., electron and hole pairs, generated along a track in the silicon bulk, will split into two or more strips due to the inclination and the magnetic field. This charge sharing may lead to inefficiency depending on the angle and the threshold of the binary electronics.
The detector-under-test (DUT) had a basic readout pitch of 50 µm. A readout region was arranged by ganging to have readout pitches of 100 µm and 150 µm in order to evaluate the response to other pitch configurations. In this report, we will describe dependence of the responses of the DSSD with the fast binary readout electronics to the angles of track incidence and the pitch configurations. Table 1 Specification of the radiation-hard double-sided silicon strip detector. Two fabrications: DSSD1 with the standard implant-process parameters and DSSD2 with an improvement b .
( 
Experiment

Setup
Three beam tests, T280, T330, and T355, were set up at the π2 test beam line of the 12-GeV proton synchrotron at KEK. Three scintillation counters, S 1 , S 2 , S 3 , were set upstream of the detectors to make a trigger for 4 GeV negative pions initiating a data-acquisition sequence. The S 1 , S 2 , and S 3 had a size of 2 cm (width) × 2 cm (height) × 5 mm (thickness). S 2 and S 3 were placed close together but displaced from the beam centerline with respect to each other to make a smaller overlapping region: 2 cm × 1 cm by displacing vertically or 1 cm × 1 cm by displacing diagonally. S 1 was set 3 to 4 m upstream and the S 2 •S 3 pair at about 1 m upstream of the detectors. Two additional small counters, F 1 and F 2 , slightly wider than the readout area, were placed in front of and behind the detectors, for limiting the trigger area, checking the alignment of the detectors and the consistency of the counts in the counters and the detectors, etc. The F 1 and F 2 counters were read out with optical fibers to allow their placement in a magnetic field. Two Cerenkov counters were used occasionally to differentiate pions and electrons (the fraction of electrons was a few % of the total particles). The coordinate system defined was right-handed: +z in the beamdirection and +y in the upward direction.
The silicon strip detectors were placed on a translationrotation stage inside an aluminum box. The box, of dimensions 60 cm (width) × 39 cm (height) × 65 cm (depth), shielded the detectors electrically and optically and made a cooled environment for the electronics with an forced air flow. The translation-rotation stage was set in the box to move the detectors in the x-direction, rotate in φ around the y-axis, and rotate in θ around the rotated x-axis. The direction of the detector axial strips was vertical. For the φ angle rotations, two methods were employed: for small rotations, only the stage was rotated ( Fig. 1(A) ); for larger rotations the detectors were stepped with extra fixtures in addition to the rotations since the readout region was limited ( Fig. 1(B) ). In T280, a vertical magnetic field of up to 1.0 Tesla was provided (direction towards -y) by a dipole magnet (USHIWAKA) which had an opening aperture of 82 cm(W) × 40 cm(H) × 70 cm(D). Three planes of detectors in T280 and four planes in T330 and T355 were set and aligned in a mini-crate on the translation-rotation stage. A schematic presentation of a setting is shown in Fig. 2 . The detector planes were separated by 8 mm to minimize the multiple-scattering effect. For 4 GeV/c pions, the r.m.s. deviation of the hit in the middle plane from the straight line connecting the hits in the adjacent planes was calculated to be 0.3 µm due to the 300 µm silicon material in the middle plane.
The most-upstream and the most-downstream silicon detectors were the anchors and the inner two detectors were the detector-under-test (DUT). The anchor and the DUT detectors used the same double-sided silicon strip detectors whose spec is summarized in Table 1. The anchor detectors had an identical strip-pitch arrangement and were nonirradiated. The first DUT (DUT1) was the one tested before and after proton irradiation, and having several strip-pitch configurations as descried in the following section. Out of the two DUT's (DUT1 and DUT2) in runs T330 and T355, only the results for DUT1 are presented in this report. The front-end electronics (FEE) consisted of pairs of chips: a bipolar amplifier-shaper-discriminator chip, and a CMOS digital pipeline chip(CDP64) clocked at 10 or 40 MHz [ 10 ] . Three different bipolar amplifier-shaper-comparator chips were used: TEKZ, LBIC and ATT, all of which had unipolar Poisson/Gaussian shaping circuitry. The TEKZ chip had a slow peaking time of 30 ns [ 11 ] . The LBIC chip had a fast 22 ns shaping meant for the 40 MHz operation [ 6 ] and was fabricated on the DUT1. The ATT chip had a slower peaking time but had time-walk compensation circuitry to improve the time resolution [ 12 ] and on the DUT2. Due to a two-level buffering scheme in the digital pipeline chips driven by a clock pulse, the analog signal processing and the digital buffering in the pipeline functioned simultaneously. The existence or non-existence of clock pickup by the analog chip was one of the issues of the beam test. Only the central 128 channels on both sides of all detectors (6.4 mm width), requiring two pairs of 64 channel FEEs, were instrumented. The detector strip length connected was 6 cm. The setups used for three runs are summarized in Table 2 .
A schematic drawing of the detector-electronics chain is presented in Fig. 3 . The detector is symbolically drawn by the diode. In the detector and binary-readout electronics, performance can be controlled by two parameters: a detector bias voltage for depleting the detector, and a threshold of the discriminator for limiting the noise occupancy and for the hitno hit counting. Analog information was obtained by scanning the threshold. 
Data Acquisition
The data acquisition (DAQ) was done using a VME-UNIX DAQ system(UNIDAQ) [ 13 ] . A UNIX workstation (DEC station 5000/125) communicated with VME modules through the DEC Turbo-channel VME adapter in the workstation and the DEC PMABV-T6000-AA VME module in a VME crate. CAMAC modules were communicated via VME.
The communication between VME and the FEE on the detector was made through a VME module called the digital readout sequencer (DRS) [ 14 ] . The DRS also received clock, threshold voltage, and calibration signals and routed them to the detectors. The difference (in time) of a trigger and the clock was measured with a CAMAC TDC.
Ganging of Detector Strips
To characterize the detector performance as a function of strip-pitch, the detector strips were wire-bonded to the FEE channels in several configurations. In the anchor detectors, the strips in one chip set were bonded successively to the individual FEE channels with the 50 µm pitch. In the other chip set, two strips were ganged into one FEE channel, giving an effective 100 µm pitch. In the DUT1, the p-side had the same configuration with the anchors. In the n-side, the chip sets were bonded using five different configurations: one chip set was bonded successively to individual channels (50 µm); the other chip set with, alternate bonding with intermediate strips unbonded, thus giving a case of one intermediate floating-strip readout (100* µm), two adjacent strips being ganged into one channel (100 µm), three strips into one channel (150 µm), and four strips into one channel (200 µm). A small region of the n-side 100 µm region of the anchor detectors was bonded fully to give a 50 µm configuration to cover the DUT1 100* µm region with the 50 µm anchor configuration.
The connection of the detector strips and the electronics channels are shown graphically in Fig. 4 . The case classifications of the DUT and the anchor pitches are summarized in Table 3 . Although subtleties such as the electric field lines, input capacitance of a channel, are different between the ganged-strip pitches and wide-spacing single-strip pitches, the performance of these configurations should be a good guideline for different strip pitches. 
Proton Irradiation
The DUT1 of the T330 run was irradiated with protons at TRIUMF and at LBNL. The fluence at TRIUMF was below 10 13 p/cm 2 . The LBNL irradiation had a spot which was 1.5 cm in diameter at its peak. The maximum fluence in the instrumented area was estimated to be 4.6×10 13 p/cm 2 . In order to get a higher equivalent damage, the DUT was warmed up to expedite anti-annealing: the expected damage level at the time of the beam test (T355) was estimated to be equivalent to a fluence of 1×10 14 p/cm 2 in terms of depletion voltage (120 V estimated). Since the spot was much smaller than the detector size (6 cm × 3.4 cm), the fluence along the instrumented strips was not uniform: over the 6 cm strip, the peak of the fluence was at y~4.2 cm where the bulk type was inverted (from the initial n-type to p-type), whereas at y~1.5 cm, the effective doping level dropped to zero, i.e., intrinsic. Details of the proton irradiation and the fluence profile can be found in the ref. 9.
Data Summary
Parameters varied in the three beam tests were: (1) the bias voltage, (2) the threshold, (3) the incident angles in the φ and θ directions where the φ direction was the angle perpendicular to the strip directions, (4) the magnetic field. In the T280 run, the incident angles and the magnetic field were varied, and in T330 and T355, the bias voltage, threshold, and φ angles were varied. There was no magnetic field in those two tests. The range of variations are summarized in Table 4 . The parameter variation was diagonalized most of the time, i.e., only one parameter was varied at a time. The T280 and T330 data were for non-irradiated detectors, and the T355 data for the irradiated detector. Table 4 Summary of the data taken in T280, T330, and T355
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Results
Irradiated Detector
In the binary electronics, the observable quantity is the number of signals above a threshold. In a physics experiment the threshold will be kept at a constant value for most of the experimental time. Two important issues in the beam tests were: (1) the efficiency of the system at thresholds characteristic of a physics experiment, and (2) the signal and noise behavior needed to determine the head-room of the system. Issue (1) can be addressed directly in the beam test. Issue (2) can be studied, even with binary electronics, by scanning the threshold.
The efficiency variation as a function of threshold is shown in Fig. 5 (a) for DUT1, on the n-side at the most highly irradiated point (y = 4.2 cm) at a bias voltage of 120V for normally incident pions. The efficiency was defined by the existence of a hit within a window (± three 50 µm-strips) around the interpolated point from the upstream and the downstream anchor hits or clusters. The cluster was defined when the hit strips were consecutive; the cluster-center was the geometrical center of the hit strips in a cluster. Only one cluster was allowed in each anchor plane. Below a threshold value of 1.5 fC the efficiencies were essentially 100%. Above 1.5 fC, the efficiency started to decrease and reached 50% at 3.0 fC (50 µm pitch) and 3.5 fC (≥ 100 µm pitch). The 50% point is the median pulse height of the energy deposition (Landau distribution). The observation was consistent with the lower tail of the Landau distribution is at about half of the median pulse height.
The electronic noise behavior can be expressed by occupancy, i.e., the noise hit rate of a single strip. The occupancy was evaluated for the strips more than ± six 50 µm-strips away from the interpolated track points, and is shown in Fig. 5(b) as a function of the threshold. There were two components in the distribution: (1) the intrinsic electronic noise which was increasing exponentially below 1 fC, and (2) the nearly flat distribution above 1 fC at a level of 10 -4 . The source of this flat distribution is yet to be identified. The occupancy in the sampling before the actual trigger showed an ideal fall-off of the intrinsic noise down to 10 -6 at thresholds above 1 fC. This indicated that the source of the noise was correlated with the hits by beam particles triggered. It should be pointed out that the detector strip length of the beam tests was 6 cm, while in ATLAS 12 cm in length will be used.
A scatter plot of the efficiency vs. noise occupancy is shown in Fig. 6 . Each point represents a threshold setting. The sudden break-off at the efficiency near 100% and the occupancy at about 10 -4 is a reflection of high efficiency and low intrinsic-noise occupancy. The bias dependence of the efficiency is shown in Fig. 7 (a) for the most highly irradiated point where the detector was inverted. The threshold was fixed at 1 fC and the bias voltage was varied from 20 to 150V. The efficiency for the n-side was high, while that of the p-side was low. This was a clear indication that the p-n junction was on the n-side. There was little difference in the efficiency for the different effective pitches on the n-side, but a large difference on the p-side.
This behavior can be understood from the median pulse height distribution shown in Fig. 7(b) . The 50% efficiency points were obtained by fitting the error function, i.e., the integral of Gaussian distribution, to the threshold scan of efficiency at the bias voltages. Apart from the observation that the wider pitches collected more charges than the 50 µm pitch, the n-side median pulse heights were saturating above 120V, and decreased only slowly with decreasing bias voltage. The p-side median pulse heights were much smaller and decreased rapidly from much higher bias voltages. These can be explained if the bulk were inverted from n-type to ptype. The variation of the n-side median pulse height is well explained by the variation of the depletion depth in the bulk in the bias voltages below 120 V which is proportional to a square-root of bias voltage.
Since the lower end of the Landau distribution is at half of the median signal value, signals for all pitches were essentially above 1 fC on the n-side, even at 40 V. There should be little difference in the efficiency in the 50 µm, 100 µm and 150 µm pitches. For the p-side, the signals were small and the large difference in the pulse height caused the large difference in the efficiency.
The data showed that a pulse height difference on the nside for the 50 µm pitch and the pitches over 100 µm was more than 10%. The systematic error in the calibration of the absolute charge was estimated to be in a range of 5%. Part of the difference was understood with a signal simulation program [ 15 ] which included: (1) the effect of inducing the charges in the readout strips by the movement of the electrons and holes, and (2) a ballistic deficit by a fast shaping amplifier. The program explained the pulse height difference of about 3%. The rest could be explained by the charge spread due to a capacitive coupling between the strips (i.e., interstrip capacitance), which is not implemented in the simulation version used here. There was a larger charge spread in the p-side in the partially depletion voltages where the undepleted region spread between the readout strips and the depleted region in the bulk. A further comparison of the non-irradiated and the irradiated DUT1 can be found in the ref. 9. 
Angular Dependence
Efficiency
When particles hit the silicon strip detector at an angle φ (the φ incident angle being perpendicular to the strips), the generated electron-holes pairs can be shared between regions sensitive to different strips. This leads to less collected charge per strip and, depending on the threshold, inefficiency.
The angular dependence of the efficiency at the 1 fC threshold of the non-irradiated DUT1 is shown in Fig. 8: (a) for the n-side, and (b) for the p-side at a bias voltage of 100 V, which was about 30 V above the depletion voltage The 50 µm pitch was fully efficient above 20° and the pitches over 100 µm above 35°. The n-side was slightly less efficient at larger angles than the p-side. The angular dependence of the irradiated DUT is shown in Fig. 9(a) and (b) , at 120 V, which was approximately the depletion voltage. The n-side was highly efficient in this case. On the p-side, the 50 µm pitch showed a large inefficiency. The 100 µm pitch was, on the contrary, fully efficient. The behavior of the irradiated detector can be understood from the angular dependence of the median pulse height shown in Fig. 10 . For the n-side, the median pulse height decreased as the incident angle increased. The larger pitches (100 µm and 150 µm) showed a smaller slope than that of the 50 µm pitch. The effect was a combination of: (1) geometrical, i.e., an increase of the length in angle and a sharing of a track length between the strips, (2) charge spread as observed in Fig. 7(b) , and (3) a less depth in case of partial depletion. For the larger pitches, sharing of the charge over fewer strips gave the smaller slopes. On the p-side, the angular dependence was much smaller due to larger effects of (2) and (3). The efficiency plot shows little loss as long as the median pulse height was above 2 fC for a threshold of 1 fC.
In the case of partial depletion, the signal will be lost due to the reduced depletion depth. The angular dependence of the efficiency can be estimated by combining the Fig. 7(b) and the Fig. 10 . As described in the introduction, in ATLAS a particle of 1 GeV/c momentum will hit the silicon strip detectors at an incident angle of 10° at the radius of 60 cm. There will be two more angles: (1) the tilt angle of the detector, e.g., 7°, (2) Hall angle of 15.7° in the n-side by the 2 Tesla magnetic field, derived from the measurement in the section 3.4. The 50 µm pitch is fully efficient as long as the tilt angle is made to partially cancel the Hall angle; the 100 µm pitch is fully efficient even when the detector is below full depletion. 
Spatial Resolutions
Another fundamental issue for the detector-FEE chain is the spatial resolution of the silicon strip detector. The spatial resolution was derived from the deviation of the hit or cluster in the DUT from the interpolated position from the upstream and the downstream anchors. The hit or cluster was limited within the efficiency window (± three strips) in the DUT. The sigma of the deviation was obtained in two ways: (1) in T330, the r.m.s. of the deviation was calculated successively by eliminating the points which were out of 3 sigma's until the r.m.s converged, (2) in T355 the sigma was obtained by fitting a Gaussian to the Gaussian-smeared (with a small sigma) distribution after eliminating the over 3 sigma points once. The reason to apply these methods was that the deviations were quantized because the hits were quantized in the strip pitches. A straight-forward Gaussian fitting did not work because there were zero's between the quantized points. Method (1) should give a smaller sigma of the two. The difference should be the amount of systematic error involved in the estimation of resolutions. The point spatial resolution was obtained from the deviation sigma as follows. (1) For the regions where the pitches of the DUT and the anchors were same, i.e., in the 50 µm and 100 µm pitches, the point spatial resolution was calculated by multiplying the sigma's with the factor 9 14 / observed from the triplet distance. The difference of nonirradiated and irradiated detectors was ignored. (2) For the DUT pitches other than 50 and 100 µm, the spatial resolution was obtained by subtracting in quadrature the anchor resolutions obtained in (1) from the sigma's in deviation. The angular dependence of resulting spatial resolutions of the nonirradiated DUT1 is shown in Fig. 11(a) and those of the irradiated in Fig. 11(b) .
The resolutions at the normal incidence were basically consistent with the expected pitch / 12 in the non-irradiated and the irradiated cases. In the angular dependence, the minima of the resolutions were observed at the angles of tan / − ( ) 1 pitch thickness where the maximum charge sharing into the adjacent two strips was expected. There was a slight degradation of the resolution in the irradiated data over the non-irradiated one, which source would be the systematic error in the estimation described in the above and/or a real degradation by the radiation damage. The resolutions for the p-side were slightly better than those for the n-side in the nonirradiated while those of the n-side were better than those of the p-side for the irradiated detector. This was consistent with the expectation that the resolution should be better on the side of the p-n junction. The 50 µm pitch resolutions degraded above 20° coinciding with the loss of efficiency above that angle.
In the ATLAS silicon strip detector, the maximum incident angle can be less than 25° and, thus, a detector with any pitch is expected to work. If 90° strips were to be used, e.g., in a vertex layer where a particle will hit at a maximum angle of 50°, a pitch of more than 100 µm is required above an incident angle of 25°.
Effective Spatial Resolution
As seen in Fig. 11 , the spatial resolution was improved over the pitch / 12 for the tracks at the angle of tan / − ( ) 1 pitch thickness . This can be explained by the sharing of charge between two adjacent strips, thus splitting of a "pitch" unit into a single hit and a double hit regions. If the strip pitch (width = P) is split into a single hit region 1 (width = H) and a double hit region 2 (width = W) as shown in Fig.  12 , the effective resolution will be, ignoring noise contribution, σ
where x symbolizes the track position, x the center of the hits, n the number of tracks in the region 1, m the number of tracks in the region 2, and N the number of total tracks in the pitch P. The improvement factor is the function of the width W; the resolution is halved when W = H = P/2. The improvement from 14 µm to 12 µm in the 50 µm pitch in Fig.  11 indicated the double-hit width was about W/P = 10% at the threshold of 1 fC. Although the charges were maximally shared between two strips in the tan / Fig. 12 A schematic drawing of the splitting of a pitch into a singlehit and a double-hit regions.
Intermediate-floating-strip Readout
Efficiency and Occupancy
One way to create the double-hit region intentionally is to put an extra strip in the middle of the readout strips. This was done in the case of one intermediate floating strips, 100* µm. The intermediate strip had the bias voltage on the implant, thus collecting charges to the strips. Since no amplifier was connected to the readout electrode, the collected charge had to be divided into the neighboring strips, which were grounded or connected to the amplifier (i.e., virtually grounded), according to the interstrip capacitance. In the DUT geometry, where the strips were narrow to reduce the interstrip capacitance, one neighbor would see about 40% of the charge collected in the floating intermediate strips. A real design can be optimized by balancing the maximum coupling to the neighbors and the minimum noise increase by the capacitance. An extreme design of this sort is the charge division readout by inserting more intermediate strips and reading out the amount of charge by analog readout electronics.
The efficiency for the 100* µm case is shown in Fig. 13 as a function of the threshold for the irradiated detector, at y = 4.2 cm, a 120V bias voltage, and normally incident pions. The shape of the distribution was quite different from that of no-intermediate case shown in Fig. 5(a) . The distribution can be understood to come from the sum of two distributions: the distribution of single-hits in which the median is at around 3 fC (as seen in Fig. 5(a) ) and that of double-hits in which the median would be at about 1.2 fC. In the figures, the efficiency reached 100% at a threshold value of 0.7 fC which was a half of the no-intermediate case. The noise occupancy is also shown in the Fig. 13 . The occupancy was about equal to that of the 50 µm case. for the normal incident pions.
Local Median Pulse Height Distribution
Since the total efficiency was the integral over the singlehit and the double-hit areas, the region for one pitch of the 100* µm case had to be mapped out. The DUT could be measured with a quantization step of 8.3 µm. This was because the pitch of the anchor for the 100* µm case was 50 µm and the quantization in one anchor plane was 25 µm, thus the combination of two anchors in the 1:2 separation ratio to the DUT made the interpolated positions have a step size of 8.3 µm. By binning the efficiency distributions as a function of threshold in the 8.3 µm steps, a local median pulse height distribution was derived as shown in Fig. 14. The unit of the horizontal axis was the 50 µm-pitch strips: the positions 0 and 2 were where the intermediate strips were and the position 1 the readout strips. The offset in the distribution was due to the alignment offset of the anchors and DUT. Two regions were clearly observed: an area of a full charge collection of 3.4 fC at the readout strips and an area of less charge collection, about 1/3 of the full charge, in the intermediate strip regions. The boundary of the regions was smeared out and would be attributed to charge spreading, spatial resolution, and electrical noise contribution. The local median pulse height distribution confirmed the explanation for he threshold dependence of the efficiency in Fig. 13. 
Spatial Resolution
The spatial resolution of the 100* µm case(circle) is plotted in Fig. 15 as a function of the threshold together with that of the no-intermediate strip cases: the 50 µm(cross) and the 100 µm(diamond). Both the 50 µm and the 100 µm cases showed a small improvement in the resolution as the threshold was lowered below 1 fC. This was the effect of picking up a wider double-hit region in the middle of the readout strips. At very low threshold values, the resolution quickly degraded due to the contribution of the intrinsic electronic noise.
The 100* µm case showed a large improvement in the spatial resolution: nearly from the resolution of the 100 µm case at the threshold of 1 fC down to close to that of the 50 µm case at 0.5 fC; much larger than the improvement seen in the no-intermediate 50 µm or 100 µm cases. No further improvement was observed below a threshold level of 0.5 fC because of the noise contribution. Over 1 fC in the 100* µm case, the resolution started to improve again. This was an artificial effect due to the loss of efficiency.
The whole behavior can be understood as follows. When the threshold was very low, the whole pitch, i.e., 100 µm, was sensitive and the spatial resolution would be ideally halved due to the splitting of the single-hit and the double-hit regions. As the threshold was raised, one of the double-hits was lost and the whole pitch became a single-hit region. Thus the spatial resolution reached the value associated with that of the readout pitch. For further threshold increases, both signals in the double-hit region were lost and only the region around the readout strips was sensitive, resulting in the spatial resolution being that of the 50 µm case for the few detected particles. In the floating-intermediate-strip readout, the improvement of the spatial resolution was limited by the intrinsic noise of the front-end amplifier . Since the pulse height is halved for the hits in the intermediate strips essentially, the threshold has to be halved. There are two ways to improve the situation: (1) to use an amplifier with lower noise, (2) to add circuitry to suppress the noise; a possibility is given in the appendix.
Angular Dependence of Efficiency and Resolution
The incident angle dependence of the efficiency, etc. was interesting because a segment of a track, which was in the double-hit region for the normal incidence case, would get into the single-hit region because of the inclination, and thus the efficiency would be increased. The efficiency distributions as a function of the incident angle (φ angle) are shown in Fib. 16(a) for two thresholds: at 0.6 fC(circle) and at 1.0 fC(cross). The improvement of the efficiency was observed in the 1 fC case: 88% at 0° to >99% around 20°. The corresponding spatial resolutions are shown in Fig. 16(b) . The spatial resolution got better where the efficiencies were higher in the angles over 20°. In the 0.6 fC threshold case, the efficiencies were essentially 100%; losing a bit around 20°w
here the resolutions were slightly worse than those at the higher efficiencies. 
Measurement of Hall Mobility
The swath of electron and hole pairs along the path of charged particles in 300 µm thick silicon can be split among several strips by the inclination of incident angles (φ-angle) or by the deflection of carriers by a magnetic field (Hall effect). The effect can be observed as a change in the fraction of multiple-strip hits. The distribution of the multi-hit fraction was measured in the beam test T280 for a non-irradiated detector with and without a magnetic field [ 16 ] . A clear dependence on the incident angle and on the magnetic field was observed as shown in 
Summary
A double-sided silicon strip detector with a radiationtolerant design, and an improved version, were fabricated and characterized in a sequence of beam tests at KEK using 4 GeV/c pions. The detectors were read out with newly designed fast, low power, bipolar amplifier-shaperdiscriminator chips and CMOS digital pipeline chips to record hit-no hit signals in the strips (binary readout scheme). The analog signal processing and the digital buffering proceeded simultaneously at a clock of 40 MHz. Three runs were successfully carried out: T280 for proof of principle of the detector and the front-end electronics and data taking with and without a magnetic field, T330 for the improved double-sided detector and faster electronics before irradiation, and T355 for the same detector as in T330, but after irradiation with protons to an equivalent fluence of 1×10 14 p/cm 2 .
Efficiency, noise occupancy, and spatial resolution were measured by varying the detector bias voltage and varying the threshold setting of the binary electronics. The observables were measured simultaneously for the n-side and the p-side of the double-sided detector. Comparison of the non-irradiated and the irradiated detector showed clear consequences of the bulk type-inversion from the initial n-type to the p-type after irradiation. The high-efficiency side moved from the p-side to the n-side. The median pulse height of the charge deposition (Landau fluctuation) was extracted from the threshold scan of the efficiencies. The charge collection for the n-side of the irradiated detector decreased as a function of bias voltage as expected for partial depletion of the bulk. The variation with the pulse height was consistent of the variation of the depletion depth developed from the n-side. The proton irradiation was non-uniform in the detector. There were regions in the detector where the type was well-inverted, intrinsic, and non-inverted. Despite the non-uniformity, the detector worked without any failure.
Incident angle dependence was extracted for the efficiencies and the resolutions in several pitch configurations: 50 µm (basic pitch), 100 µm (two-gang), and 150 µm (threegang). The detector strips were connected to the readout electronics by ganging the strips into a readout channel with wire-bonding. The angular dependence was basically consistent with the expected geometrical effect, combined with charge spreading. The spatial resolutions were consistent with pitch / 12 as long as the efficiencies were high at the threshold. There was a small improvement where the charge sharing was maximum in the angles defined by the pitch and the silicon thickness.
The effect of charge division was evaluated for a one intermediate-floating-strip readout case. The configuration showed an improvement in the spatial resolution. This could be explained by the creation of separate single-hit and doublehit regions. Although an improvement was observed, the noise level of the amplifier was a problem and source of considerable concern.
The angular dependence of the multi-hit fraction in a 1 Tesla magnetic field enabled the extraction of the Hall mobility of electrons and holes in the high resistivity silicon: µ H e = 1391±43 cm/s/(V/cm) (electrons) and µ H h = 325±30 cm/s/(Vcm) (holes) for a dopant concentration of (1.02±0.15)×10 12 cm -3 .
Appendix
A.1. Enhancement to a Binary Electronics
One idea for obtaining a better signal-to-noise ratio in the intermediate floating-strip readout scheme is to use coincidence: a circuitry such as shown in Fig. 18 by having two thresholds, high and low, and a neighbor logic of AND and OR [ 17 ] . When the signals are high, i.e., the signals are in a single-hit region, the signals pass through the high threshold, much like the no-intermediate readout case. When the signals are in the double-hit region, the signals are picked up by the low threshold in the neighboring channels. With the two-fold coincidence (AND circuitry), the electrical noise can be suppressed to a squared level in the output of AND as long as the noise is random. The output of AND is fed back into neighboring channels through the three-fold OR logic to keep the information and to keep the number of output channels constant. This circuitry can enhance efficiency and resolution in the double-hit region in the no-intermediate readout scheme. Fig. 18 An idea to enhance a binary readout electronics utilizing two thresholds (high and low) and a neighbor logic (AND and OR circuitry).
