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Abstract
The popular MITC &nite elements used for the approximation of the Reissner–Mindlin plate are extended
to the case where elements of non-uniform degree p distribution are used on locally re&ned meshes. Such
an extension is of particular interest to the hp-version and hp-adaptive &nite element methods. A priori error
bounds are provided showing that the method is locking-free. The analysis is based on new approximation
theoretic results for non-uniform Brezzi–Douglas–Fortin–Marini spaces, and extends the results obtained in
the case of uniform order approximation on globally quasi-uniform meshes presented by Stenberg and Suri
(SIAM J. Numer. Anal. 34 (1997) 544). Numerical examples illustrating the theoretical results and comparing
the performance with alternative standard Galerkin approaches are presented for two new benchmark problems
with known analytic solution, including the case where the shear stress exhibits a boundary layer. The new
method is observed to be locking-free and able to provide exponential rates of convergence even in the
presence of boundary layers.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
Finite element methods [11,13,21] are been widely and extensively used for the numerical treatment
of 3D elasticity problems. Indeed, these methods are numerically e@cient and well-suited to practical
engineering applications on complex geometries.
For a given &nite element method, convergence is usually achieved by re&ning the mesh locally or
globally and keeping the same polynomial degree of usually low-order. This approach, the h-method
[11] has the major disadvantage that the maximum rate of convergence of the method is at most
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algebraic. A second approach, the p-method [14,19] and the closely related spectral method, uses a
&xed mesh size and increases, again locally or globally, the polynomial order. Finally, the hp-method
unites the former both approaches by re&ning the mesh discretisation and increasing the polynomial
order. This approach [7,15,16] combines the inherent qualities of the h- and p-methods in terms
of convergence and computational capacities. Indeed, even when the solution presents singularities,
exponential convergence [16,22,23] can be observed for an optimal combination of mesh re&nement
and polynomial degree distribution.
Here, we are interested in the applications of the &nite element method to the plate bending
problem. The problem considered is the 2D Reissner–Mindlin (RM) model [11,12] for moderately
thick plates. Even when the plate thickness is small, the RM model is usually preferred to the
4th-order KirchhoI (KI) model for the thin plate. For example, the RM model exhibits solutions
with important features such as boundary layers [4–6] while the KI model does not.
However, when the plate thickness t tends toward 0, a locking e4ect is observed [2,26] in the
numerical treatment of the RM equations using a standard Galerkin method. Indeed, if the KirchhoI
constraint is asymptotically satis&ed by the exact RM solution, the approximate solutions computed
by using the usual low-order &nite element families will not asymptotically satisfy this KirchhoI
constraint. One possibility to overcome the locking eIect is a reformulation of the variational form
weakening the KirchhoI constraint (see the references in [12,24]). A second possibility is to use
high-order element families which have been shown to be locking-free [26]. The KirchhoI constraint
is then satis&ed exactly without loss of accuracy.
Three major approaches exist in the &nite element methods applied to the Reissner–Mindlin prob-
lems. The &rst group of methods [3,8,18,24] is based on the h-method and uses low order poly-
nomials. One typical example is represented by the classical MITC family [8,24]. Here, a reduced
constraint formulation is used, so that the associated &nite element methods are robust and give
locking-free results. However this approach cannot reach exponential convergence rates. The pres-
ence of boundary layers and singularities means a high level of mesh re&nement is needed due to
the algebraic convergence rate.
A second approach illustrated by the work of Rank and coworkers [17,20] consists of the use
of high order families in search of exponential convergence rates in conjunction with a standard
Galerkin discretisation. However, numerical evidence presented here suggests these methods are not
robust.
A third approach presented by Stenberg and Suri in [24] seeks to combine the advantages of both
approaches through the use of p- and hp-MITC element families, giving a robust and locking-free
method with high order accuracy. Nevertheless, the analysis is limited to globally quasi-uniform
meshes of uniform polynomial order which cannot produce exponential rates of convergence in
general.
In this work, we generalise the locking-free hp-MITC family, as described by Stenberg and Suri in
[24], to non-uniform meshes and non-uniform polynomial approximations needed to attain exponen-
tial convergence. We extend the de&nition of the Brezzi–Douglas–Fortin–Marini (BDFM) elements to
non-uniform order and provide new general a priori estimates of the convergence rate. We introduce
new benchmark problems with known analytic solutions that allow us to conduct careful compari-
son with the direct approach suggested in [17,20], particularly for thin plates. We observe that the
direct approach is prone to shear locking, despite the use of high order elements in conjunction with
post-processing of the shear stress as suggested in [17,20]. On the other hand, the MITC method is
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observed to be locking-free and is clearly superior to the direct method both in terms of rates of
convergence and absolute errors.
This paper is structured as follows. After a brief review of the Reissner–Mindlin problem, we
present the MITC &nite element method when the polynomial approximation is uniform in Section
2, generalising this family to non-uniform polynomial approximation in Section 3. We carry out a
stability analysis for the non-uniform reduction operator associated with the BDFM elements. From
this analysis, we derive in Section 4 general a priori estimate on the rate of convergence. We specify
then this estimate when the mesh and the polynomial approximation are locally quasi-uniform. We
conclude with numerical examples illustrating the performance of the methods.
2. hp-MITC nite elements of uniform polynomial order
Consider a plate of thickness t with midsection  ⊂ R2, assumed to be simply connected and
polygonal. For simplicity, we will assume that the plate is clamped along the lateral boundary.
However, the theory is readily extended to more general cases and numerical results associated with
more general boundary conditions will be presented in Section 5.
In the Reissner–Mindlin plate model, the transverse deLection w∈H10() and the rotation ∈
H10() of the plate satisfy the following variational problem:
a(; ) + t−2(gradw − ; grad v− ) = (f; v); ∀v∈H10() and ∈H10(); (1)
where f is the scaled load force applied to the plate and a is the symmetric positive de&nite bilinear
form de&ned by
a(; ) =
1
6
(
(”(); ”()) +

1− (div ; div )
)
;
where  is Poisson’s ratio, ”(·) the linear strain operator and (·; ·) denotes the L2() inner product.
Here, and in what follows, vector quantities will be represented by bold symbols. The scalar rotation
of a vector function p=(px; py) is de&ned to be the function rot p=−9ypx+9xpy, while the vector
rotation of a scalar function q is de&ned as the vector function rot q= (−9yq; 9xq).
The approximation method adopted in this paper is based on the MITC method of Bathe et al.
[8], subsequently extended to the hp-version &nite element method on quasi-uniform meshes with
uniform polynomial order in [24]. The method involves the reformulation of the variational problem
(1) in mixed form with three additional &elds. First, the scaled shear force de&ned by
= t−2(gradw − )∈H0(rot; ); (2)
where
H0(rot; ) = {∈ L2()2 : rot ∈ L2(); t ·  = 0 on 9}
is uniquely decomposed, using the Helmholtz theorem [12], into a rotational and a gradient part:
= grad  + rotp with  ∈H10() and p∈H1() ∩ L20():
The rotation rotp is then introduced as a further unknown .
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The variational problem (1) is then equivalent to: &nd (w; ;  ; p; ) in H10()×H10()×H10()×
L20()× H0(rot; ) such that
(grad  ; grad v) = (f; v) ∀v∈H10(); (3)
a(; )− (rotp; ) = (grad  ; ) ∀∈H10();
t2(rot ; q) + (rot ; q) = 0 ∀q∈ L20();
(; 	)− (rot 	; p) = 0 ∀	∈H0(rot; ); (4)
(gradw; grad ) = ( − t2 grad  ; grad ) ∀∈H10(): (5)
This problem is composed of two Poisson equations (3) and (5) and a singularly perturbed Stokes-like
system (4).
The &nite element discretisation is constructed by the following steps:
• First, a discrete space Bn for the rotation  is chosen in conjunction with an auxiliary space Rn,
such that the pair of spaces are divergence stable: that is, there exists a positive constant C(h; k)
such that
sup
∈Bn
 =0
(rot ; q)
‖‖1 ¿C(h; k)‖q‖0 ∀q∈Rn; (6)
• Next, a reduction operator n :H10()→ n ⊂ H0(rot; ) is introduced, satisfying
(rot(
 −n
); q) = 0 ∀q∈Rn; (7)
• Finally, the approximation space Wn for the deLection is constructed such that
gradWn = {p∈n : rot p= 0}: (8)
The discrete problem associated with (3)–(5) is given by &nd (wn; n;  n; pn; n) in Wn × Bn ×
Wn × Rn × n such that
(grad  n; grad v) = (f; v) ∀v∈Wn; (9)
a(n; )− (rotpn; )− (grad  n;n ) = 0 ∀∈Bn;
t2(rot n; q) + (rot n; q) = 0 ∀q∈Rn;
(n; 	)− (rot 	; pn) = 0 ∀	∈n; (10)
(gradwn; grad ) = (nn − t2 grad  n; grad ) ∀∈Wn: (11)
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Finally, the additional &elds  n, pn and n may be eliminated using properties of the reduction
operator n to arrive at the following approximation of (1):
&nd wn ∈Wn ⊂ H10() and n ∈Bn ⊂ H10() such that
a(n; ) + t
−2(gradwn −nn; grad v−n) = (f; v); ∀v∈Wn and ∈Bn (12)
with the discrete scaled shear force given by
n = t
−2(gradwn −nn): (13)
The main diIerence between (12) and a direct discretisation of (1) is the presence of the reduction
operator n. This is typical of a “reduced constraint” method for the RM problem, and is known
to be necessary for a locking-free scheme [2].
Let Th be a partitioning of  into quadrilateral elements. Each element K is the image of the
reference element Kˆ = (−1;+1)2 under a bijective mapping FK , i.e. K = FK(Kˆ). The mesh Th is
supposed to be regular, i.e. the intersection of two distinct elements is either empty, a single common
vertex or a single common edge. Further, Th is assumed to be shape regular [13].
There are many possibilities for choosing the spaces Wn, Bn and Rn. Here, we shall discuss a
choice that is closely related to the MITC elements [8,11,12,24] which have proved to be accurate
and robust, and are popular in the engineering community—at least in the case of low order elements.
We begin by reviewing the de&nitions of the spaces in the case when the polynomial order k is
uniform.
The spaces Wn, Bn and Rn are de&ned by
Wn = {v∈H10(); v|K ∈Wk(K) ∀K ∈Th};
Bn = {∈H10()× H10(); |K ∈Bk(K) ∀K ∈Th};
Rn = {p∈ L20(); p|K ∈Rk(K) ∀K ∈Th}; (14)
where Wk(K), Bk(K) and Rk(K) are associated with polynomial spaces on the reference element Kˆ
as follows:
Wk(K){v= vˆ ◦ F−1K ; vˆ∈Qk ∩ Pk+1};
Bk(K){ = ˆ ◦ F−1K ; ˆ∈ [Qk]2};
Rk(K){p= pˆ ◦ F−1K ; pˆ∈Pk−1}
and Qk denotes the polynomials of degree at most k in each variable and Pk the polynomials of
total degree at most k. The space n is given by
n = {q∈H0(rot; ); q|K ∈k(K) ∀K ∈Th}: (15)
However, the space k(K) on the physical element is obtained by mapping the space k associated
with the reference element Kˆ as follows:
k(K) = {
 = J−tK 
ˆ ◦ F−1K ; 
ˆ∈k};
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where JK is the Jacobian matrix of the mapping FK . This covariant mapping is related to the Piola
transformation [12] and preserves the continuity of the tangential component of the functions from
H0(rot; ) across the inter-element boundaries.
The space k , associated with the reference element Kˆ , is taken to be the Brezzi–Douglas–Fortin–
Marini (BDFM) space of order k [12]:
k = BDFMk = {Pk\(k)} × {Pk\(k)}:
The global reduction operator n is de&ned on each element in terms of a local reduction operator
ˆk de&ned on the reference element Kˆ , by using the same covariant transformation,
n 
|K = J−tK ˆkJ
t
K
|K :
The reduction operator ˆk is required to satisfy the conditions:∫
Kˆ
(ˆk 
 − 
) · p dx= 0; ∀p∈ [Pk−2(Kˆ)]2;
∫

[(ˆk 
 − 
) · t] q ds= 0; ∀q∈Pk−1() for every edge  of Kˆ ; (16)
where t denotes the unit tangent on the edge  and Pk−1() the polynomials of degree at most k−1
on .
This choice of spaces characterizes the hp-MITC family analysed in [24] on quasi-uniform meshes
using uniform polynomial order. In the next section, we will generalise these spaces to allow
non-uniform polynomial orders and non-quasi uniform meshes, that arise in adaptive re&nements.
3. hp-MITC nite elements of non-uniform polynomial order
The method described in the previous section may be generalised to non-uniform polynomial
approximation where the polynomial order kK associated with an element K is allowed to vary
throughout the mesh.
Consider two adjacent elements K and K ′ sharing a common edge = K ∩ K ′. If the polynomial
orders of the elements agree, no further action need be taken. However, if the orders diIer, then it
is necessary to specify the order of the approximation that is employed at the shared interface. We
choose to reduce the order of the higher degree element on the shared edge. Thus, the polynomial
degree k associated with the shared edge  is taken to be the minimum of the two degrees kK and
kK ′ :
k =min(kK ; kK ′):
This process results in each element K having &ve parameters kK = (kK ; k1; k2; k3; k4) specifying the
order on the interior and the order on the edges of the element (see Fig. 1) and kmin;K denotes the
minimum degree on the element K :
kmin;K =min(kK ; k1; k2; k3; k4):
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Fig. 1. Notation for the reference element and its edges.
The spaces Wn, Bn, Rn and n must also be modi&ed to preserve continuity across shared inter-
faces. The global spaces are again de&ned by expressions (14) and (15) with the diIerence that the
following local non-uniform polynomial spaces Wk(K), Bk(K), Rk(K) and k(K) are now used:
Wk(K) = {v= vˆ ◦ F−1K : vˆ∈Qk ∩ Pk+1; vˆ|m ∈Pkm(m)};
Bk(K) = { = ˆ ◦ F−1K : ˆ∈ [Q k]2; ˆ · t ∈Pkm−1(m)};
Rk(K) = {p= pˆ ◦ F−1K : pˆ∈Pk−1};
k(K) = {
 = J−tK 
ˆ ◦ F−1K : 
ˆ∈BDFMk ; 
ˆ · t|m ∈Pkm−1(m)}:
The non-uniform BDFMk corresponding to the quintuple k = (k; k1; k2; k3; k4), with k¿ kj¿ 2, is
given by
k = {
 = (x; y) : x ∈Pk\{k} : x|m ∈Pkm−1(m) m= 1; 2 and
y ∈Pk\{k} : y|m ∈Pkm−1(m) m= 3; 4}:
It is not di@cult to see that the dimension of this space is given by
dimk =2(dimPk − 1)−
4∑
m=1
(dimPk−1(m)− dimPkm−1(m))
= k(k − 1) +
4∑
m=1
km:
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The reduction operator ˆk 
 = (˜x; ˜y) associated with this space is de&ned by the conditions∫
Kˆ
(x − ˜x) · p(; ) d d= 0 ∀p∈Pk−2 (17)
and ∫
m
(x − ˜x)|m · q() d= 0 ∀q∈Pkm−1(m); m= 1; 2 (18)
with analogous conditions for the y-component. Observe that the number of conditions is given by
2 dimPk−2 +
4∑
m=1
dimPkm−1(m) = k (k − 1) +
4∑
m=1
km
which coincides with dimk. The next result shows that these conditions are independent:
Proposition 1. If the function 
∈k satis6es the conditions∫
Kˆ

 · p dx= 0 ∀p∈Pk−2 (19)
and ∫
m

 · tq ds= 0 ∀q∈Pkm−1(m); m= 1; : : : ; 4 (20)
then 
 = 0.
Proof. By de&nition; the tangential component of the function 
 restricted to an edge m belongs to
Pkm−1(m). Eq. (20) then implies that 
 · t vanishes on the whole boundary of the reference element
Kˆ . Consequently; the components of 
 = (1; 2) can be written as
1 = (y2 − 1)1(x; y); 1 ∈Pk−2
and
2 = (x2 − 1)2(x; y); 2 ∈Pk−2:
The result follows at once by choosing p= (1; 2) in equation (19).
As an immediate consequence, we deduce:
Proposition 2. The reduction operator ˆk de6ned by conditions (17) and (18) exists and is unique.
In what follows, C will be used to denote positive constants that are independent of other quantities
appearing in the same relation and whose values need not be the same in any two places. The two
next statements give approximation results for the global reduction operator n for non-uniform
mesh and non-uniform polynomial distribution and generalise the results for the uniform case proved
in [24]. We &rst state the result on the reference element Kˆ :
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Lemma 3. Consider the non-uniform reduction operator ˆk associated with the quintuple k =
(k; k1; k2; k3; k4). Given arbitrary ”¿ 0 and r ¿ 12 + ”; there exists C=C(”; r)¿ 0 such that; for all

∈Hr(Kˆ); we have
‖
 − ˆk 
‖L2(Kˆ)6Ck−(r−1=2−”)min ‖
‖Hr(Kˆ); (21)
where kmin = min(k; k1; k2; k3; k4).
Proof. Consider 
=(x; y)∈Hr(Kˆ) with r ¿ 12 + ”. By means of a density argument; it su@ces to
consider x of the form
x(; ) =
+∞∑
i; j=0
ai; jLi()Lj(); (22)
where Li are Legendre polynomials. The function ˜ = $ˆxx belongs to Pk\{k} and satis&es the
conditions∫
Kˆ
(˜ − x) · p d d= 0 ∀p∈Pk−2
and; for m= 1; 2;
∫
m
˜|m · q d=


∫
m
x|m · q d ∀q∈Pkm−1(m);
0 ∀q∈Pk−1(m)\Pkm−1(m):
Now; let ? ∈Pk\{k} satisfy the conditions de&ning the reduction operator in the case of uniform
order k:∫
Kˆ
(? − x) · p d d= 0 ∀p∈Pk−2
and; for m= 1; 2:∫
m
?|m · q d=
∫
m
x|m · q d ∀q∈Pk−1(m):
Consider the function &= ˜ − ?; so that &∈Pk\{k} and satis&es the conditions:∫
Kˆ
& · p d d= 0 ∀q∈Pk−2
and for m= 1; 2;
∫
m
&|m · Lj() d=


0; for 06 j6 km − 1;∫
m
x|m · Lj() d for km6 j6 k − 1:
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It is easy to verify that the following expression satis&es these conditions; and thanks to Proposition
2; coincides with &;
&(; ) =
k−1∑
i=k1
(−1)k−i
2
c1i (Lk−i()− Lk−i−1())Li()
+
k−1∑
i=k2
1
2
c2i (Lk−i() + Lk−i−1())Li(); (23)
where c1i =
∑∞
j=0 ai; j(−1)j and c2i =
∑∞
j=0 ai; j. Hence;
‖&‖2L2(Kˆ) =
1
4
k−1∑
i=k1
(c1i )
2 i (k−i + k−i−1)
+
1
4
k−1∑
i=k2
(c2i )
2 i (k−i + k−i−1) = S1 + S2; (24)
where the coe@cient i = 2=(2i + 1) is the square of the L2(Kˆ) norm of the Legendre polynomial
Li. Since the sequence i is decreasing we obtain; for m= 1; 2;
Sm6
0
2
k∑
i=km
(cmi )
2i: (25)
Suppose r ¿ 1. By the de&nition of coe@cients cmi , we have, for m= 1; 2,
(cmi )
2i6
∞∑
j=0
a2i; jij(1 + i
2 + j2)r ·
∞∑
j=0
−1j (1 + i
2 + j2)−r : (26)
Since r ¿ 1, the second multiplicative term is bounded as follows:
∞∑
j=0
−1j (1 + i
2 + j2)−r6
1
2
∫ ∞
0
(2x + 1) dx
(1 + i2 + x2)r
6
Cr
(1 + i2)r−1
:
Using this inequality in (26) and reporting the result in (25) provide the following bound on Sm:
Sm6C
∞∑
j=0
a2i; j ij (1 + i
2 + j2)r
1
(1 + i2)r−1
:
Since (1 + i2)r−1 ¿k2(r−1)m , we get
Sm6Ck−2(r−1)m
∞∑
i; j=0
a2i; j i j (1 + i
2 + j2)r :
M. Ainsworth, K. Pinchedez / Journal of Computational and Applied Mathematics 148 (2002) 429–462 439
Using the following result [25],
∞∑
i; j=0
a2i; jij(1 + i
2 + j2)r6Cr‖x‖2Hr(Kˆ); (27)
we &nally deduce a &rst bound on the L2(Kˆ)-norm on &:
‖&‖L2(Kˆ)6Crk−(r−1)min ‖x‖Hr(Kˆ); r ¿ 1: (28)
Now let ”¿ 0 and assume r ¿ 12 + ”. By means of the following trace inequality:
‖x|m‖L2(m)6C‖x‖H1=2+”(Kˆ); for m= 1; 2;
we obtain:
∞∑
i=0
i (c1i )
2
∞∑
i=0
i

 ∞∑
j=0
ai; j(−1)j


2
6C‖x‖2H1=2+”(Kˆ);
∞∑
i=0
i (c2i )
2
∞∑
i=0
i

 ∞∑
j=0
ai; j


2
6C‖x‖2H1=2+”(Kˆ):
Inserting these inequalities into (25), and using (24), we conclude:
‖&‖L2(Kˆ)6C‖x‖H1=2+”(Kˆ): (29)
By Lemma 5.1 [24], the reduction operator associated with uniform order k satis&es: for any
”¿ 0, and r ¿ 12 + ”, when x ∈Hr(Kˆ), there exists C = C(”; r)¿ 0 such that
‖x − ?‖L2(Kˆ)6Ck−(r−1)‖x‖Hr(Kˆ) if r ¿ 1
and
‖x − ?‖L2(Kˆ)6C‖x‖H1=2+”(Kˆ):
From the triangle inequality and bounds (28) and (29), we deduce that for any ”¿ 0 and r ¿ 12 +”,
there exists C ¿ 0, independent of x and k, such that:
‖x − ˜‖L2(Kˆ)6Ck−(r−1)min ‖x‖Hr(Kˆ) (30)
and
‖x − ˜‖L2(Kˆ)6C‖x‖H1=2+”(Kˆ): (31)
We use a standard interpolation argument on the operator Tˆx (Theorem 4.2 from [7]). Let s¿ 12+”
and choose r in (30) such that r − 12 − ”¿ (s − 12 − ”)(12 − ”)=”. Then by using the K-method of
interpolation [9] and the property [H1=2+”(Kˆ);Hr(Kˆ)]) = H
s(Kˆ) for ) = (s − 12 + ”)=(r − 12 − ”), we
deduce from (30) and (31) the following estimate:
‖x − ˜‖L2(Kˆ)6Ck−(s−1=2+”)min ‖x‖Hs(Kˆ); (32)
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where C ¿ 0 is independent of k and x. Applying the same arguments to y &nishes the proof of
estimate (21).
From this lemma, we deduce immediately the following result for the non-uniform global BDFM
operator n associated with the mesh Th and the polynomial approximation distribution.
Theorem 4. Given arbitrary ”¿ 0; there exists C=C(”; rK) such that; for all 
 with 
|K ∈HrK (K);
rK ¿ 12 + ”; we have
‖
 −n 
‖L2()6C

∑
K∈Th
(hKK k
−(rK−1=2−”)
min;K )
2‖
‖2HrK (K)


1=2
; (33)
where K =min(kK ; rK).
Proof. Result (6) follows at once from Lemma 3 using a scaling argument on each physical element
K of size hK .
Note that choosing ”= 14 in inequality (21) implies there exists C ¿ 0 such that
‖
 − ˆk 
‖L2(Kˆ)6C‖
‖H1(Kˆ); for any 
∈H1(Kˆ):
The following stability property then follows, at once: there exists a positive constant C such that
‖n 
‖0;6C‖
‖1;; for any 
∈H1(): (34)
4. A priori error analysis
This section presents a priori approximation error estimates for the deLection w, the rotation 
and the shear force . We shall &rst present a general (CUea-type) bound on the error in terms of the
best approximations from the various spaces. This is then applied to the particular case of locally
quasi-uniform meshes of non-uniform order.
4.1. Abstract error bound
We begin by collecting some results on the reduction operator which follow easily from its
construction:
rotn ⊂ Rn; (35)
rotn =$n rot ; ∀∈H10(); (36)
where $n is the L2()-projection onto Rn. From the construction of the reduction operator n, it
also follows that:
(z; −n)K = 0; ∀z∈Kn; ∀∈H10() (37)
with Kn = {z∈ L2() s:t: z|K ∈ [PkK−2(K)]2 ∀K ∈Th()}: (38)
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The next result comes from a stability analysis for the Stokes system carried out by Bernardi
and Maday [10]. The result requires the elements to be a@ne. However, we shall, following [24],
assume the result is valid on the more general meshes considered here.
Lemma 5. There is a positive constant  independent of n such that the following inf–sup condition
is satis6ed by the pair (Bn;Rn):
sup
∈Bn
(rot ; q)
‖‖1 ¿ ‖q‖0 ∀q∈Rn: (39)
We rewrite the rotated Stokes problem (4) by introducing a bilinear form B : [H10()×H0(rot; )×
L20()]× [H10()× H0(rot; )× L20(rot; )]→ R2 de&ned as follows:
B((; ; p) ; (; 	; q)) = a(; )− (rot ; p)− (rot ; q)
+ t2((; 	)− (rot ; q)− (rot 	; p)): (40)
Using the bilinear form B, the continuous rotated Stokes problem is expressed in the form:
Find (; ; p)∈H10()× H0(rot; )× L20() such that
B((; ; p); (; 	; q)) = (grad  ; ); ∀(; 	; q)∈H10()× H0(rot; )× L20(): (41)
whereas the associated discrete problem (10) is written as
Find (n; n; pn)∈Bn × n × Rn such that
B((n; n; pn) ; (; 	; q)) = (grad  n;n) ∀(; 	; q)∈Bn × n × Rn: (42)
Using the energy norm de&ned by
‖|(; )‖|2 = ‖‖21 + t2‖‖20 + t4‖rot ‖20; (43)
we characterize the stability of the bilinear form B as follows:
Lemma 6. There is a positive constant C independent of n such that the following condition holds:
for every (n; n; pn)∈Bn × n × Rn; there exists (n; 	n; qn)∈Bn × n × Rn such that
B((n; n; pn) ; (n; 	n; qn))¿C(‖|(n; n)‖|+ ‖pn‖0) (44)
with ‖|(n; 	n)‖|+ ‖qn‖06C: (45)
Proof. We follow exactly the same steps as Stenberg and Suri [24] when proving Lemma 4.4; but
using the stability result (39) from Lemma 5 by Bernardi and Maday [10].
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The following abstract error bound relates the accuracy of the scheme to the accuracy of the best
approximations from the various spaces:
Theorem 7. There exists C ¿ 0 independent of n such that
‖w − wn‖1 + ‖ − n‖16C

 inf
v˜∈Wn
‖w − v˜‖1 + inf
v˜∈Wn
‖ − v˜‖1 + inf
˜∈Bn
‖ − ˜‖1
+ inf
q˜∈Rn
‖rot  − q˜‖0 + ‖ −n‖0 + inf
q˜∈Rn
‖p− q˜‖0 + t‖ −n‖0
+

∑
K∈Th
h2K inf
z˜∈[PkK−2(K)]2
‖grad  − z˜‖20;K


1=2

 : (46)
Proof. The &rst Eqs. (3) and (9) in the exact and discrete problems give immediately
‖ −  n‖16C inf
v˜∈Wn
‖ − v˜‖1; (47)
where C ¿ 0 is independent of n.
Now consider the exact and discrete rotated Stokes problems (4) and (10). Let In∈Bn be the
H1() orthogonal projection of  onto the space Bn
‖ − In‖1 = inf
˜∈Bn
‖ − ˜‖1 (48)
and *np∈Rn be the orthogonal L2() projection of p onto the space Rn
‖p− *np‖0 = inf
q˜∈Rn
‖p− q˜‖0: (49)
By the stability estimate from Lemma 6, there exists (n; 	n; qn)∈Bn × n × Rn such that
‖|(n − In; n −n)‖|+ ‖pn − *np‖0
6B((n − Inn; n −n; pn − *np) ; (n; 	n; qn)) (50)
and
‖|(n; 	n)‖|+ ‖qn‖06C; (51)
where C is independent of n, (; ; p), (n; n; pn).
Using the expressions (41) and (42) of the exact and discrete Stokes problems, gives for the
bilinear form B,
B((n − Inn; n −n; pn − *np) ; (n; 	n; qn))
=B(( − Inn;  −n; p− *np) ; (n; 	n; qn)) + (grad  n;nn)− (grad  ; n):
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We estimate now the diIerent terms present in the right-hand side of this inequality. First examine
the terms arising from the bilinear form B:
B(( − Inn;  −n; p− *np) ; (n; 	n; qn))
= a( − Inn; n)− (rot n; p− *np)− (rot( − Inn); qn)
+ t2(( −n; 	n)− (rot( −n); qn)− (rot 	n; p− *np)):
We obtain by ellipticity of the bilinear form a, the Schwartz inequality and inequalities (48), (49)
and (51), the following estimates:
|a( − Inn; n)|6C‖ − In‖1‖n‖16C inf˜∈Bn‖ − ˜‖1; (52)
|(rot n; p− *np)|6C‖n‖1‖p− *np‖06C infq∈Rn‖p− q‖0; (53)
|(rot( − In); qn)|6C‖ − In‖1‖qn‖06C inf
˜∈Bn
‖ − ˜‖1; (54)
|t2( −n; 	n)|6Ct2‖	n‖0‖ −n‖06Ct‖ −n‖0; (55)
where C refers to a positive constant independent of n. The remaining terms vanish by property (7)
of the operator n, inclusion of rotn into the space Rn and since *n is a projection orthogonal to
Rn. It remains for us to evaluate the data error:
|(grad  n;nn)− (grad  ; n)|:
We decompose this quantity into two parts:
|(grad  n;nn)− (grad  ; n)|6 |(grad( n −  ); n)|+ |(grad  ; n −nn)|: (56)
The &rst term is estimated using bound (51) and the Schwartz inequality:
|(grad( n −  ); n)|6C‖grad( n −  )‖0
with C ¿ 0 independent of n, and inequality (47) then gives the existence of C ¿ 0 independent of
n such that
|(grad( n −  ); n)|6C infv˜∈Wn‖ − v˜‖1: (57)
Now evaluate the second term in the right-hand side of the inequality (56). Let (n be the local
L2()-orthogonal projection onto the space Kn de&ned by (38). On every element K , there holds
‖grad  − (n grad  ‖0;K = inf
z˜∈[PkK−2(K)]2
‖grad  − z˜‖0;K : (58)
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Then, property (37) of the operator n gives
(grad  ; n −nn) =
∑
K∈Th
(grad  ; n −nn)K
=
∑
K∈Th
(grad  − (K grad  ; n −nn)K ;
which implies, by the Schwartz inequality,
|(grad  ; n −nn)|6

∑
K∈Th
h2K‖grad  − (n grad  ‖20;K


1=2
·

∑
K∈Th
h−2K ‖n −nn‖20;K


1=2
;
where C is a positive constant independent of n. Now, the stability estimate (34) of n gives the
bound:
∑
K∈Th
h−2K ‖n −nn‖0;K6C‖n‖21:
From bound (51) on the choice of n and equality (58), we deduce there is C ¿ 0 independent of
n such that
|(grad  ; n −nn)|6C

∑
K∈Th
h2K inf
z˜∈[PkK−2(K)]2
‖grad  − z˜‖20;K


1=2
: (59)
Finally, collecting the various bounds (52)–(55), (57) and (59) implies that there is a positive
constant C independent of n such that
‖|(n − In; n −n)‖|+ ‖pn − *np‖0
6C

 inf
v˜∈Wn
‖ − v˜‖1 + inf
˜∈Bn
‖ − ˜‖1 + inf
p˜∈Rn
‖q− p˜‖0
+ t‖ −n‖0 +

∑
K∈Th
h2K inf
z˜∈[PkK−2(K)]2
‖grad  − z˜‖20;K


1=2

 : (60)
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Now, the triangle inequality gives
‖|( − n;  − n)‖|+ ‖p− pn‖06 ‖|(n − In; n −n)‖|+ ‖pn − *np‖0 + ‖ − In‖1
+ t‖ −n‖0 + t2‖rot( −n)‖0:
Inequalities (48) and (60) means we have only to evaluate the last term in the right-hand side.
Now, since t2 rot = rot  (second equation in the Stokes problem (4)) and since rotn=$n rot 
(property (36) of the n operator), we have
t2‖rot( −n)‖06 inf
q˜∈Rn
‖rot  − q˜‖0:
Eventually, we obtain the following estimate where C ¿ 0 is independent of n:
‖|( − n;  − n)‖|+ ‖p− pn‖0
6C

 inf
v˜∈Wn
‖ − v˜‖1 + inf
˜∈Bn
‖ − ˜‖1 + inf
q˜∈Rn
‖rot  − q˜‖0 + inf
q˜∈Rn
‖p− q˜‖0
+ t‖ −n‖0 +

∑
K∈Th
h2K inf
z˜∈[PkK−2(K)]2
‖grad  − z˜‖20;K


1=2

 (61)
which proves inequality (46) for the rotation .
Next, let Inw∈Wn be the H 1() orthogonal projection onto Wn:
‖w − Inw‖1 = inf
v˜∈Wn
‖w − v˜‖1: (62)
From Eqs. (5) and (11), we have
‖gradwn − grad Inw‖20 = (grad(w − wn); gradwn − grad Inw)
+ (grad(w − Inw); gradwn − grad Inw)
= (−nn; gradwn−grad Inw)+(grad(w − Inw); gradwn−grad Inw):
Then, there is a positive constant C independent of n such that
‖gradwn − grad Inw‖06C
(
inf
v˜∈Wn
‖w − v˜‖1 + ‖ −nn‖0
)
: (63)
We need next to estimate ‖ −nn‖0. Since
 −nn = ( −n) +n( − n);
we obtain, applying (34),
‖ −n‖06C(‖ −n‖0 + ‖ − n‖1)
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with C ¿ 0 independent of n. From the triangle inequality and estimations (61)–(63), we &nally
deduce there is C ¿ 0 independent of n such that
‖w − wn‖16C

 inf
v˜∈Wn
‖w − v˜‖1 + inf
v˜∈Wn
‖ − v˜‖1 + inf
˜∈Bn
‖ − ˜‖1
+ inf
q˜∈Rn
‖rot  − q˜‖0 + ‖ −n‖0 + inf
q˜∈Rn
‖p− q˜‖0
+ t‖ −n‖0 +

∑
K∈Th
h2K inf
z˜∈[PkK−2(K)]2
‖grad  − z˜‖20;K


1=2

 :
This concludes the proof.
4.2. Locally quasi-uniform approximation
We analyse here the case where the mesh Th and the polynomial degree distribution are both
locally quasi-uniform. In particular, given any element K , we let K? denote the patch consisting of
K and elements sharing a common edge with K. We say Th is locally quasi-uniform if each patch
K? is quasi-uniform (in mesh size). Similarly, locally quasi-uniform polynomial distribution means
that there exist C1, C2 ¿ 0 such that for all K ∈Th
∀J ∈K? : C16 kJkK 6C2:
In this situation, estimate (46) can be formulated in terms of the local element size hK , the local
polynomial approximation degree kK , and the local regularity of the solution.
Corollary 8. Suppose that the solutions of (3)–(5) satisfy on any element K ∈Th : w|K ∈HmK (K);
|K ∈HmK (K);  |K ∈HmK (K); and p|K ∈HmK (K). Then; for any ”¿ 0 with mK ¿ 32 + ”; there exists
C = C(”; mK)¿ 0; such that
‖ − n‖1 + ‖w − wn‖16C

∑
K∈Th
(h-KK k
−(mK−3=2−”)
min; K )
2 · {‖w‖2mK ; K + ‖‖2mK ;K + ‖ ‖2mK ; K
+ ‖p‖2mK−1;K + t2‖p‖2mK ; K}


1=2
(64)
with -K =min(kmin;K ; mK − 1).
Proof. We need only bound each of the terms appearing in estimate (46) from Theorem 7. By
Lemma 2 and Theorem 3 of [1]; we have
inf
v˜∈Wn
‖w − v˜‖16C

∑
K∈Th
h2-KK k
−2(mK−1)
min; K ‖w‖2mK ; K


1=2
; (65)
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inf
v˜∈Wn
‖ − v˜‖16C

∑
K∈Th
h2-KK k
−2(mK−1)
min; K ‖ ‖2mK ; K


1=2
; (66)
inf
˜∈Bn
‖ − ˜‖16C

∑
K∈Th
h2-KK k
−2(mK−1)
min; K ‖‖2mK ; K


1=2
; (67)
inf
q˜∈Rn
‖rot  − q˜‖06C

∑
K∈Th
h2-KK k
−2(mK−1)
K ‖rot ‖2mK−1; K


1=2
6C

∑
K∈Th
h2-KK k
−2(mK−1)
K ‖‖2mK ; K


1=2
; (68)
inf
q˜∈Rn
‖q− q˜‖06C

∑
K∈Th
h2-KK k
−2(mK−1)
K ‖p‖2mK−1; K


1=2
(69)
with -K =min(kmin; K ; mK − 1).
Now, let us consider the term  in (46). Since  = rotp (last equation in (4)), |K belongs to
HmK−1(K). We apply Theorem 4 with ”¿ 0 and rK = mK − 1¿ 12 + ”, to obtain:
‖ −n‖06

∑
K∈Th
h2 min(kK ;mK−1)K k
−2(mK−3=2−”)
min; K ‖‖2mK−1; K


1=2
which gives
‖ −n‖06

∑
K∈Th
h2 min(kK ;mK−1)K k
−2(mK−3=2−”)
min; K ‖p‖2mK ; K


1=2
: (70)
The term in  is also evaluated by Theorem 4 with ”¿ 0 and rK = mk ¿ 12 + ”, giving:
‖ −n‖06C”

∑
K∈Th
h2 min(kK ;mK )K k
−2(mK−1=2−”)
min;K ‖‖mK ;K


1=2
: (71)
Finally, by standard approximation results, we have:
inf
z˜∈[PkK−2(K)]2
‖grad  − z˜‖0;K6Ch(min(kK ;mK )−1)K k−(mK−1)K ‖grad  ‖mK−1;K
448 M. Ainsworth, K. Pinchedez / Journal of Computational and Applied Mathematics 148 (2002) 429–462
which gives
∑
K∈Th
h2K inf
z˜∈[PkK−2(K)]2
‖grad  − z˜‖20;K


1=2
6C

∑
K∈Th
h2 min(kK ;mK )K k
−2(mK−1)
K ‖ ‖2mK ;K


1=2
: (72)
Adding inequalities (65) to (72) gives at once a priori estimate (64).
The next result gives a bound on the accuracy of the shear stress.
Proposition 9. Suppose that the solutions of (3)–(5) satisfy on any element K ∈Th : w|K ∈HmK (K);
|K ∈HmK (K);  |K ∈HmK (K); and p|K ∈HmK (K). Then; for any ”¿ 0 with mK ¿ 32 +”; there exists
C = C(”; mK)¿ 0; such that
‖− n‖06Ch−1min;k2max;

∑
K∈Th
(h-KK k
−(mK−3=2−”)
min;K )
2 · {‖w‖2mK ;K + ‖‖2mK ;K + ‖ ‖2mK ;K
+ ‖p‖2mK−1;K + t2‖p‖2mK ;K}


1=2
: (73)
where -K =min(kmin;K ; mK − 1); hmin; =min(hK); K ∈Th and kmax; =max(kK); K ∈Th.
Proof. We follow the proof of Theorem 4.4 from Stenberg and Suri [24] using inequality (64) and
the following global Schmidt’s inverse estimate [21]
∀	∈n; ‖rot 	‖06Ch−1mink2max‖	‖0:
When the mesh and the polynomial approximation are both globally quasi-uniform with mesh size h
and polynomial degree k, we recover the a priori estimates from Stenberg and Suri [24] (Theorems
4.2 and 4.4) using standard interpolation techniques (as in Lemma 3).
5. Numerical examples
In this section, we present numerical examples illustrating the theoretical results obtained in
Section 4, and comparing the MITC method with a standard Galerkin approach as proposed in
[17,20].
5.1. Periodic boundary value problem
The &rst example consists of solving the Reissner–Mindlin equations
−-. + t−2( − gradw) = 0
t−2div( − gradw) = cos x cosy
}
in ;
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where the domain  is the square (−*; *) × (−*; *), subject to periodic boundary conditions. The
closed form solution is given by
 =−1
4
[
sin x cosy
cos x siny
]
; w =
1
4
(1 + t2) cos x cosy:
This example is designed to give an indication of the performance of the methods in the interior of
a domain, where the solution is unaIected by corner singularities and boundary layers. The periodic
form of the load function means that the computation may be performed over a single reference cell
 forming, in principle, part of a larger computational domain. The problem is approximated using
uniform meshes and uniform polynomial degree distributions, since the nature of the solution means
there is no advantage in using more elaborate schemes.
Fig. 2 shows the convergence characteristics of the error measured in the energy norm as the
thickness parameter t is decreased for the h-version MITC and standard Galerkin methods. The
characteristic locking eIects are clearly visible for the standard Galerkin procedure, whereby the rate
of convergence is degraded when the mesh-size is large compared with the parameter t. Conversely,
the MITC method exhibits robust, optimal rates of convergence independent of the parameter t,
where the energy is evaluated using the projected shear stress in place of the direct approximation.
The eIect of the locking is also observed to reduce as the order of the approximation is increased.
This suggests that a pure p-version procedure might be more appropriate both in terms of locking
eIects and the fact that the rate of convergence for the given problem should be exponential.
Fig. 3 shows the behaviour of the p-version MITC and standard Galerkin methods. As expected,
the rates of convergence for both the standard Galerkin and MITC methods are exponential. However,
the locking eIects for the p-version standard Galerkin method are still observed, albeit less severely
than observed for the pure h-version. In contrast, the p-version MITC method is fully robust. The
results also con&rm the expectation that the most e@cient scheme to resolve the actual problem
consists of p-re&nement on a single element.
Typically, in problems of this type one is more concerned with the approximation of the shear
stress
= t−2(gradw − )
than with the error measured in the energy norm. We shall investigate approximation of the shear
stress in L2(). Several alternative approximations for the shear stress are possible.
Fig. 4 shows the accuracy of the direct approximation to the shear stress obtained by inserting
the &nite element approximation n, wn directly into the de&nition
n = t
−2(gradwn − n):
The results show that the direct approximation of the shear stress is extremely poor for both methods,
degrading dramatically as the thickness t is decreased. A natural alternative for the MITC method is
to use the projected shear stress, nn, as an approximation of the shear stress. Although somewhat
unnatural, the projected shear could also be used in the context of the standard Galerkin method.
Fig. 5 shows the accuracy obtained using the projected shear as an approximation for the shear
stress. The results indicate that the projected shear stress oIers a robust approximation of the shear
stress for the MITC method. However, for the standard Galerkin method, the projected shear once
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Fig. 2. Relative error measured in energy norm for h-version Galerkin and MITC methods applied to periodic boundary
value problem.
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Fig. 3. Relative error measured in energy norm for p-version Galerkin and MITC methods applied to periodic boundary
value problem.
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Fig. 4. Relative error measured in L2-norm for direct approximation of shear stress n using h-version Galerkin and MITC
methods applied to periodic boundary value problem.
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Fig. 5. Relative error measured in L2-norm for projected shear stress nn using h-version Galerkin and MITC methods
applied to periodic boundary value problem.
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Fig. 6. Relative error measured in L2-norm for post-processed shear stress Vn using h-version Galerkin and MITC
methods applied to periodic boundary value problem.
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again degrades as the thickness parameter is reduced, although the accuracy is less poor than for
the direct shear stress.
The general problem of the very poor approximation of the shear stress obtained using the standard
Galerkin approximation has been noted in earlier work [20], where one &nds a third alternative
advocated. The Reissner–Mindlin equations show that the shear stress is given by the alternative
expression
=−V;
suggesting that one might approximate the shear stress by the derivatives of the rotation vector as
follows:
 ≈ −Vn:
This post-processing scheme was proposed and analysed in the MITC setting in [24]. Numerical
evidence presented in [20] suggests that the method provides a better approximation to the shear
stress in the setting of the standard Galerkin method. Fig. 6 shows the accuracy obtained using
the post-processed shear as an approximation for the shear stress for both the standard Galerkin and
MITC methods. Obviously, for &rst order elements, the post-processed shear vanishes identically and
no convergence is observed as the mesh is re&ned. For standard Galerkin approximation using higher
order elements, the post-processed shear is markedly superior than both of the schemes investigated
above. The post-processing also produces a satisfactory approximation for the MITC method, but
the results are less accurate than those obtained using the projected shear stress shown in Fig. 5,
both in terms of orders of convergence and absolute numerical values.
The following conclusions may be drawn. The MITC method is fully robust, with the projected
shear stress producing the best results for the shear stress. If the standard Galerkin method is to
be used, then the shear stress must be computed using the post-processing scheme. Of the two
methods, the most accurate method is the MITC method which, used in conjunction with the projected
shear stress, provides both the highest order of approximation (h-version) and the most accurate
approximation of the stress. For instance, Figs. 5 and 6 indicate that the error is consistently two
orders of magnitude better for the MITC method than for the standard Galerkin method for p = 4
on all meshes tested. The computational cost of both schemes is comparable in all cases.
The use of the standard Galerkin method in conjunction with the post-processing approach was
advocated in the setting of the p-version. The results shown in Fig. 7, compare this approach with
the p-version MITC method used in conjunction with the projected shear stress approximation. The
results again indicate a clear superiority of the MITC approach, which typically produces shear stress
between one and two orders of magnitude more accurate for the mesh and polynomial distributions
considered. Furthermore, the MITC method is robust while the standard Galerkin exhibits some
deterioration as the thickness parameter t is reduced.
5.2. In6nite strip with boundary layer
We now consider a model problem where the true solution has a boundary layer in the shear stress.
The domain  is the rectangle (−*; *)× (−1; 1) and the Reissner–Mindlin equations considered are
456 M. Ainsworth, K. Pinchedez / Journal of Computational and Applied Mathematics 148 (2002) 429–462
101 102 103
10-1
100
101
102
Standard Galerkin (p-version, h=1/2)
Degrees of Freedom
R
el
. E
rro
r i
n 
Po
st
pr
oc
es
se
d 
Sh
ea
r
t=0.5
t=0.01
t=0.001
t=0.0001
101 102 103
10-2
10-1
100
101
102
Standard Galerkin (p-version, h=1/4)
Degrees of Freedom
R
el
. E
rro
r i
n 
Po
st
pr
oc
es
se
d 
Sh
ea
r
t=0.5
t=0.01
t=0.001
t=0.0001
102 103 104
10-4
10-2
100
102
Standard Galerkin (p-version, h=1/8)
Degrees of Freedom
R
el
. E
rro
r i
n 
Po
st
pr
oc
es
se
d 
Sh
ea
r
t=0.5
t=0.01
t=0.001
t=0.0001
102 103 104 105
10-4
10-2
100
102
Standard Galerkin (p-version, h=1/16)
Degrees of Freedom
R
el
. E
rro
r i
n 
Po
st
pr
oc
es
se
d 
Sh
ea
r
t=0.5
t=0.01
t=0.001
t=0.0001
101 102 103
10-2
10-1
100
101
102
MITC Method (p-version, h=1/2)
Degrees of Freedom
R
el
. E
rro
r i
n 
Pr
oje
cte
d S
he
ar
t=0.5
t=0.01
t=0.001
t=0.0001
101 102 103
10-4
10-2
100
102
MITC Method (p-version, h=1/4)
Degrees of Freedom
R
el
. E
rro
r i
n 
Pr
oje
cte
d S
he
ar
t=0.5
t=0.01
t=0.001
t=0.0001
102 103 104
10-6
10-4
10-2
100
102
MITC Method (p-version, h=1/8)
Degrees of Freedom
R
el
. E
rro
r i
n 
Pr
oje
cte
d S
he
ar
t=0.5
t=0.01
t=0.001
t=0.0001
102 103 104 105
10-6
10-4
10-2
100
102
MITC Method (p-version, h=1/16)
Degrees of Freedom
R
el
. E
rro
r i
n 
Pr
oje
cte
d S
he
ar
t=0.5
t=0.01
t=0.001
t=0.0001
Fig. 7. Relative error measured in L2-norm for post-processed shear stress Vn using p-version Galerkin and projected
shear stress nn using p-version MITC methods applied to periodic boundary value problem.
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Fig. 8. In&nite strip subject to periodic loading.
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Fig. 9. Performance of the p-version MITC method for problem with boundary layer on a sequence of geometrically
graded meshes for thickness t = 1=2.
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Fig. 10. Performance of the p-version MITC method for problem with boundary layer on a sequence of geometrically
graded meshes for thickness t = 10−2. Results obtained for an adaptive p-version procedure on a &xed mesh with one
layer are also shown.
given by
−-. + t−2( − gradw) = 0
t−2div( − gradw) = cos x
}
in
subject to
 = 0; w = 0 on /D;
 · n = 0; w free on /sym:
This corresponds to an in&nite strip in the x-direction with periodic load cos x. By exploiting peri-
odicity, the problem may be replaced by a boundary value problem over the single periodic cell 
shown in Fig. 8. Symmetry considerations then enable one to reduce the computations to the portion
of  contained in the &rst quadrant.
The closed form solution is given by
 =
[−(t21′2(y) +3(y)− W(y)) sin x
(t212(y) +3′(y)− W′(y)) cos x
]
; w = [(1 + t2)3(y)− W(y)] cos x;
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Fig. 11. Performance of the p-version MITC method for problem with boundary layer on a sequence of geometrically
graded meshes for thickness t = 10−3. Results obtained for an adaptive p-version procedure on a &xed mesh with two
layers are also shown.
where
12(y) =
sinh 2y
2 cosh 2
− sinh y
cosh 1
;
3(y) = 1− cosh y
cosh 1
;
W(y) =
y sinh y
sinh 1
− cosh y
cosh 1
;
= 12(− 1) tanh 1;
2=
√
1 + 1=t2
and
=− t
232(1)− W′(1)
3′(1) + 12W
′(1) tanh 1
:
Evidently, the solution has a characteristic weak boundary layer of thickness O(2−1) in the shear
stress due to the term involving X2. The solution of the Reissner–Mindlin equations near a boundary
460 M. Ainsworth, K. Pinchedez / Journal of Computational and Applied Mathematics 148 (2002) 429–462
101 102 103 104
10-6
10-4
10-2
100
102
MITC Method (p-version on geometric mesh). t=1/10000
Degrees of Freedom
R
el
at
iv
e 
Er
ro
r i
n 
En
er
gy
No layer
1  Layer
2 Layers
3 Layers
Adaptive 
101 102 103 104
100
105
1010
MITC Method (p-version on geometric mesh). t=1/10000
Degrees of Freedom
R
el
at
iv
e 
Er
ro
r i
n 
D
ire
ct
 S
he
ar
No layer
1  Layer
2 Layers
3 layers
Adaptive 
101 102 103 104
10-4
10-2
100
102
MITC Method (p-version on geometric mesh). t=1/10000
Degrees of Freedom
R
el
at
iv
e 
Er
ro
r i
n 
Pr
oje
cte
d S
he
ar
No layer
1  Layer
2 Layers
3 layers
Adaptive 
101 102 103 104
10-4
10-2
100
102
MITC Method (p-version on geometric mesh). t=1/10000
Degrees of Freedom
R
el
at
iv
e 
Er
ro
r i
n 
Po
st
pr
oc
es
se
d 
Sh
ea
r
No layer
1  Layer
2 Layers
3 layers
Adaptive 
Fig. 12. Performance of the p-version MITC method for problem with boundary layer on a sequence of geometrically
graded meshes for thickness t = 10−4. Results obtained for an adaptive p-version procedure on a &xed mesh with three
layers are also shown.
often exhibits boundary layers of this type and the purpose of this benchmark is to indicate what
might be expected for the performance of the MITC method in such cases. The availability of a
closed form solution is valuable because it allows the true error to be evaluated explicitly. As such,
the benchmark has advantages over other typically used benchmark problems where the closed form
solution is not available. Owing to the presence of the boundary layer, it is to be expected that
the approximation should be re&ned in the neighbourhood of the boundary. Here, we consider the
performance of the p-version of the MITC method on a sequence of meshes that are geometrically
graded towards the boundary layer using anisotropic mesh grading with factor 0.1. This leads to
highly anisotropic elements at the domain boundary, and therefore falls outside the scope of the
analysis of the present paper. However, it will be found that the method continues to perform
extremely well even in such cases. Fig. 9 shows the performance of the method for thickness
t = 1=2. As would be expected, the mild nature of the boundary layer enables exponential rates
of convergence to be attained on all meshes for the error in energy, and for all approximations
used for the shear stress. Fig. 10 shows the corresponding results for thickness t = 10−2. Here,
the boundary layer has a more marked eIect when no mesh grading is applied. While exponential
convergence is observed initially, this is replaced by an algebraic rate of convergence due to the
poor resolution of the boundary layer. This same phenomena is observed in Figs. 11 and 12 where
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the thickness is further reduced to t = 10−3 and 10−4. In each case, an initial phase of rapid
convergence is obtained until the boundary layer component of the solution begins to dominate
the error. Care must be taken in the evaluation of the true error in such cases to ensure that the
quadrature rule can properly identify the unresolved boundary layer. This was achieved by using a
composite Gaussian rule on a geometrically graded sub-mesh within the elements actually used to
compute the &nite element approximation. Although the solution is smooth, the boundary layer gives
an algebraic rate of convergence, which would persist until the polynomial degree p is of the order
of p ≈ t−1, as shown by the analysis of Schwab and Suri [22], at which point the convergence
would again become exponential. This phase is not seen for the range of polynomial degree used in
these examples. Nevertheless, exponential rates of convergence are observed for relatively moderate
polynomial degree in all cases, provided su@ciently many layers of geometrically graded elements are
included to resolve the boundary layer. Figs. 9–12 also show the results obtained when an adaptive
p-version re&nement procedure is applied on a &xed mesh containing an appropriate number of
anisotropic re&nement towards the boundary layer. The re&nement criterion consists of increasing
the local polynomial degree by one in those elements where the error in energy exceeds 30%
of the largest elemental error. This produces meshes where the local degree is non-uniform. The
convergence curves suggest that the number of degrees of freedom needed to obtain a particular
relative error does not increase as the thickness is reduced.
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