Introduction
Robot teaching by demonstration makes an increasing body of robotics research. A large part of these efforts focus on assembly task-learning. Movements of a human performing object moving/stacking tasks are recorded, either using video images [l, 21 or using a manipulandum, for measuring directly the joint torques [3, 4] . Data are then analyzed to determine the torques required for an industrial robot arm to reproduce the motions with similar precision. A major issue in robot teaching by demonstration is to define an algorithm which can remove inconsistencies across the demonstrations, while keeping enough information to allow reproduction of fine features of the movement [5] . As the level of precision of data segmentation is highly taskdependent, it requires the development of adaptive and learning algorithms [SI. Human ability to imitate oustands that of all other animals [7] . Human imitation range from gross reproduction of general body postures (pantomine) to precise reproduction of joint motions (as in dance, surgery, etc). Recent trends in robotics takes inspiration in studies of human imitation to develop architectures for visuo-motor control and learning in robots which would show some of the flexibility of natural systems [8, 9, 10, 2, 11, 121 . In [9, 131, we developed a biologically plausible model of human imitation. In this paper, we discuss the potential of this model for controlling a 3 degrees of freedom robot arm. This work builds upon our general model of learning by imitation ([9, 13] ), see Figure 1 . The model is biologically inspired in its function, as its composite modules have functionalities similar to that of specific brain regions, and in its structure, as the modules are composed of artificial neural architectures. It is loosely based on neurological findings in primates and incorporates abstract models of some brain areas involved in visuomotor control, namely the temporal cortex (TC), the spinal cord, the primary motor cortex (Ml), the premotor area (PM) and the cerebellum. In this paper, we briefly describe the parts of the model important for the specific implementation. The reader can refer to [9] for a detailed description.
The model

Data processing
The visual module performs four levels of processing of the data: 1) transformation of frame of reference, from extrinsic to intrinsic, 2) filtering of small and noisy motions, 3) segmentation of the motion, based on changes in velocity and movement direction, and 4) parameterization of the movements in terms of speed and direction. In the experiments reported in this paper, see Section 3, data are recorded in joint angles, and, thus, step 1 is not performed. 
and k is such that t j >= tk and j > 1. Figure 2 shows segmentation of the trajectory of the shoulder joints (flexor/extensor, abduction/adduction) of the left arm during drawing of a figure eight. Figure  2 shows the speed input coded by the neurons after segmentation. 
Motor control
In our model, motor control is hierarchical and is composed of (from lowest level to highest level) muscle model, spinal cord, motor cortex (Ml), premotor cortex (PM) and cerebellum modules.
Spinal cord module
The module receives excitatory input from the M1 neurons (defining the amplitude and speed of the movement for each DOF) and outputs to the muscle model which then computes joint torques sent to the dynamic simulation. It is composed of fixed neural circuits, one for each DOF for each joint, which produce an oscillation of that joint, following [14] .
The neurons of the spinal cord module are modeled as leaky-integrators, which compute the average firing frequency [15] . According to this model, the mean membrane potential mi of a neuron Ni, receiving input from M1 nodes xj is governed by the equation:
where xj = (1 + e(mj+bj))-l represents the neuron's short-term average firing frequency, bj is the neuron's bias, q is a time constant associated with the passive properties of the neuron's membrane, and wi,j is the synaptic weight of a connection from neuron Nj to neuron N,. In the model, a neuron in the spinal cord receives input from all other neurons and from neurons in M1 module.
Muscle torques Each DOF of each joint is controlled by a pair of muscles which receive input from corresponding pair of motor neurons in the spinal cord module. A muscle is simulated as a combination of a spring and a damper [16] . The torque exerted on each joint is determined by a pair of opposed flexor and extensor muscles. These muscles can be contracted by input signals from motor neurons, which increase their spring constant, and therefore reduce their resting length. The torque acting at a particular joint is therefore determined by the motoneuron activities ( M f and M e ) of the opposed flexor and extensor muscles:
where Acp is the difference between the actual angle of the joint and the angle at rest (zero in our experiments). The different coefficients CY, p, y, and 6 determine, respectively, the gain, the stiffness gain, the tonic stiffness, and the damping coefficient of the muscles.
M1 and PM modules
M1 module contains a motor map of the body. It is composed of 3-neuron networks for each DOF of each joint for independently regulating the amplitude (two nodes) and the frequency (one node) of the oscillation of the corresponding joint DOF, similar to [14] .
The PM module creates a direct mapping between the parameterization of the observed movement in TC, following visual segmentation, and that used for motor control in M1. PM nodes receive sensory feedback, in terms of joint angle position, from the spinal cord module. y f ( t ) is the angle of degree of freedom j of limb 1. and y r M , the output of neuron k in module PM
The function 6(x, H) is a threshold function that outputs 1 when x >= H and 0 otherwise.
The sets of weights ti3 and w define the mapping between the visual representation and the torques sent to the muscles. The relationship 6 = f(w) i s a first order approximation of the inverse dynamics calculation.
In previous experiments, all connection parameters (w) and temporal (7) were modulated by learning, see [9].
In the experiments reported here, this mapping is fixed and follows a first order relationship, such that for activation of degree of freedom j of limb 1, represented by activity in neuron j in M1, neuron i in P M and neuron k in TC, we have:
where Ilj ( t ) is the moment of inertia of the limb 1 using DOF j . The moment of inertia varies depending on the position of the limb attached to this limb. Here we consider only the shoulder/elbow complex. In a first approximation, we estimate
, ( t )
to is the time at which the arm is in the relaxed position (aligned along the body). 1 = 0,1,2 are the 3 DOFs (SFE, SAA, SHR) of the shoulder and u is the DOF of the elbow.
Cerebellum and Decision modules
Learning of the complete movement is done in the cerebellum module. This module is a DRAMA architecture. It receives input from the PM module and learns the time series of activity of neurons in PM, which represent the sequence of motions after segmentation. Learning consists of updating the parameters of the connection between cerebellum and PM modules (w and T ) following Hebbian rules, given by Equations 13 and 14.
d W j i ( t ) = a . &(t) . &(t) (13).
where a is a constant factor by which the weights are incremented .
Finally, the decision module controls the transition between observing and reproducing the motor sequences,
i.e., it inhibits PM neural activity due to TC (visual) input to flow downwards to M1 (for motor activation).
It is implemented as a set of if-then rules and has no direct biological inspiration.
3-D biomechanical simulation of a hu-
The model is implemented in a dynamic simulation of a 41 degrees of freedom (DOF) avatar Because of space constraints, we present here the model's implementation on one set of data. These are recordings of left arm movement for five repetitions of drawing a figure eight. Data were segmented following the algorithm of Section 2.1, as shown in Figure 2 . The model was presented with the whole trajectory once (composed of 6 repetitions of the complete movement). The amplitude and speed of the movement varies over the repetitions. The model was let reproduce the trajectory both during training and after learning. Figure 5 shows superimposed human subject and avatar trajectories of shoulder (SFE=flexor/extensor, SAA=abduction/adduction) and elbow (EB) joints during training. Figure 4 shows the values of the torques sent to the same 3 DOFs of the avatar during the training phase. In this example, only these 3 DOFs received active control for reproducing a desired trajectory (after segmentation). The remaining joints of the arm and of the rest of the body were kept immobile, receiving torques to cancel the internal perturbations due to the motions of other joints and (i.e. uTC = 0 for these joints). Results show that the system follows closely the demonstrated trajectory during training, mapping the changes in amplitude and speed. The model manages to extract on-line the main features of the movement, while dismissing most of the (from our point of view) unimportant fine structure of the movement and noise (from the recording system). Figure 6 shows the increase of neural firing during training. After two presentations of the movement, the network has generalized. That is, it has learned to recognize the four main features of the movement and to represent those with a specific neural firing pattern: sequence nodel-node2-node3-node2. Note that the nodes code for the com- RAM, 30MHz). Further, it was shown that reconstruction of the movement was robust against perturbation. Generalization, on-line learning and robustness against perturbation are desirable for a robot controller. However, a number of questions remain to be answered in order to determine the usefulness of our model to control a robot: 1) Scaling up to full body motion: Although we have shown that the model could well reproduce motion of a 65 degrees of freedom humanoid when given simulated (not noisy) data [9], it remains to show whether the performance of the model would degrade when controlling actively (as opposed to a "passive" response to internal torques) more joints than the 3 used here and for a more general set of data.
2) Range of validity of the model: These experiments showed that a qualitatively good reproduction of the features of the movement can be obtained by giving only the following information to the system: 1) the starts and stops of the movement (and it is sufficient to determine those within a precision of 10% of the duration of the movement); 2) the initial speed at each start point of the movement; and 3) a first order approximation of the inverse dynamics. It remains now to determine the range of motions within which the above set of minimal constraints holds. The present experiments showed only that it is sufficient for 3D slow motions of the arm, when the torso is in upright position and when only 3 joints are active, the other joints being kept immobile.
