ABSTRACT. Several graph theoretic cluster techniques aimed at the automatic generation of thesauri for information retrieval systems are explored. Experimental cluster analysis is performed on a sample corpus of 2267 documents. A term-term similarity matrix is constructed for the 3950 unique terms used to index the documents. "Various threshold values, T, are applied to the similarity matrix to provide a series of binary threshold matrices. The corresponding graph of each binary threshold matrix is used to obtain the term clusters.
Introduction
One of the major problems facing a user of present-day information systems is how to extract information pertinent to his needs. Most users are not sufficiently familiar with a document collection to assure the retrieval of relevant documents.
In most information systems, whether automated or not, some relationship can be established between the various terms used to index documents. Once relationships between index terms of a collection are determined, they can be provided to the user so that he may query the system more effectively. Extensive experimental work has been undertaken in order to develop statistically determined term associations. However, work performed by Salton [35] and Lesk [23] on a limited sample document collection indicates that a well-constructed thesaurus may prove to be the best method of exhibiting term associations. If this observation, based on a small corpus, proves to be true, the problem remains that, even though a relationship between index terms generally exists, very few thesauri of index terms are available.
Experimentation in the field of cluster analysis is aimed at providing the user of an iaformation system with an automatically generated thesaurus. The thesaurus produced could provide a twofold purpose. First, it could constitute a reasonable representation of the interrelatedness of the index terms that could be used to query the document collection. Second, if a better thesaurus is desired, the term relations produced could provide an original partition of the terms which subject. area specialists could then refine.
This paper presents an analysis and comparison of term clustering mechanisms which utilize graph theoretical techniques to produce a term thesaurus for a sample data base consisting of 2267 documents indexed by 3950 unique index terms. The following graph theoretical definitions are used to define different levels of cluster definition: (1) connected components1; (2) maximal complete subgraphs2; (3) clusters of maximal complete subgraphs.
Algorithms for producing each type of cluster are described and analyzed. The algorithms of Bierstone [6] and Bonner [7] are used to produce maximal complete subgraphs of the sample data base. Since maximal complete subgraphs provide the basis for the more refined graph theoretical cluster definitions, these two algorithms are explained and compared in some detail. The results of our research show that Bierstone's approach of building all complete subgraphs until they eventually become maximal is superior in terms of time and space requirements to Bonner's approach of iteratively producing one maximal complete subgraph after another.
The clustering techniques that are discussed in this paper could be applied to data sets larger than what is described in this paper. The series of programs used to construct the similarity matrix are capable of providing results from any size data set; however, since massive data sets must be sorted, the time requirements for creating a similarity matrix for large data sets could be prohibitive. In our sample data set, approximately 30 minutes of 7094 computer time was required to produce the similarity matrix starting from a document-term matrix representing 2267 documents and 3950 index terms. Most of this time was spent in performing massive sorts. It can be expected that larger data sets will require more computer time.
The algorithm used to create the connected components of a data set is restricted only by the number of index terms contained in the input data set. Our particular implementation could handle a data set containing on the order of 104 unique terms. The Bierstone algorithm for producing maximal complete subgraphs is limited only by the number of nodes in the input connected component. Our experimental system only allowed connected components of 72 terms or less. A simple alteration to Bierstone's algorithm allows the handling of input connected components of over 2000 nodes. The capabilities of both these algorithms could be increased ii they were implemented on computers with larger core memory facilities. Our experi. mental work has shown that time should not be a limiting factor in producing 1 A connected component of a graph consists of the set of nodes that are mutually reachable by proceeding along the edges of the graph. A complete subgraph is a subgraph in which all pairs of nodes are connected by an edge Such a complete subgraph is maximal when it is not contained in any other complete subgraph either the connected components or the maximal complete subgraphs from any size input set.
Related Work in Cluster Analysis
2.1. GENERAL CLUSTER TECHNIQUES. Many individuals have made substantial contributions to the field of cluster analysis. Ball [4] surveys many of these efforts. In this section we note, briefly, some of the previous contributions to developing clusters of terms in a document collection. Tanimoto [34, 43] , in the late 1950s, studied aspects of this problem. We use Tanimoto's similarity measure in this study.
In 1960, Borko [8] used the principle of factor analysis to develop clusters for a 90 X 90 correlation matrix. Stiles and Salisbury [42] have utilized a so-called Bcoefficient to subdivide term profiles into distinct sets. Baker [3] , in 1962, suggested the use of latent class analysis to develop clusters.
Needham [25] has experimented with cluster finding techniques using what he calls arithmetic cohesion, and terms his process "clump" finding. Speck-Jones [39] , at the Cambridge Language Research Unit, has extended Needham's work and has experimented with a set of 641 terms.
Recently, Dattola [13] has developed a cluster method based on an adaptation of a technique suggested by Doyle [14] . Dattola's technique assures that his method will converge to a set of clusters, whereas Doyle's approach need not terminate.
GRAPH THEORETICAL CLUSTER TECHNIQUES.
The original suggestion to use graph theoretical definitions of a cluster was made, perhaps, by Kuhns [22] in December 1959. Kuhns, in his paper, defines the maximal complete subgraph of a graph as a cluster. He does not provide experimental results.
Parker-Rhodes and Needham [27, 30, 31] have defined what is called a G-R clump, an iterative procedure having some graph theoretical relations. Dale and Dale [12] have experimented with this technique.
Sp~ck-J'ones [37] has reported on an extension of clustering work performed by herself and Needham. Clusters were produced from a data base of 712 terms using four definitions of a cluster, which she terms (1) strings, (2) stars, (3) cliques (maximal complete subgraphs), and (4) clumps.
Gotlleb and Kumar [16] also use the concept of maximal complete subgraphs for defining clusters. They employ the Library of Congress's subject heading list to develop clusters of terms rather than a document collection from which one develops a term-term matrix. An important aspect of their work is the suggestion to form clusters of the maximal complete subgraphs. We experiment with this approach in this paper.
For other work in cluster analysis, see the References.
Experimental System
3.1.
OVERVIEW OF THE EXPERIMENTAL SYSTEM. The experimental work reported on in this paper is presented in a more extensive paper [2] . The work consisted of the development of a data base, consisting of a set of documents and a set of terms used to index the documents. A similarity matrix with entries betweer 0 and 1 is constructed from the document-term matrix to show the interrelatednes~, of the various index terms. Various threshold values are applied to the similarit~ matrix to produce the threshold matrices upon which the clustering process k, performed. The connected components of the threshold matrices provide the weak. est definition of a cluster; the maximal complete subgraphs of the threshold matrice~ provide the strictest definition of a cluster. (Figure 1 illustrates a typical elustel graph, and the definitions used for a cluster.) Some combining of the maxima] complete subgraphs is performed in order to provide a definition of a cluster inter. mediate between the connected components of a graph and the maximal complete subgraphs of the graph.
A corpus consisting of 2267 documents indexed by 3950 unique terms, and concerning a wide variety of topics, was used for the study. A term-term similarity matrix, consisting of elements aij, using the Tanimoto [34] similarity measure, wa~ then constructed. The element ali of the term-term matrix represents the degree to which terms i and j of the document collection are interrelated. A series of binary threshold matrices were constructed from the resultant similarity matrix for value~ of T = 0.1, T = 0.2, T = 0.3, T = 0.4, T = 0.5, T = 0.6, and T = 0.7. If the entries a~s of the similarity matrix were greater than or equal to the threshold value T, then the corresponding entry of the threshold matrix was set to one; otherwise, it was set to zero. The binary symmetric threshold matrix is equivalent to an undirected graph where the terms are the nodes of the graph, and where an edge exists between nodes i and j if the threshold matrix has a one in the (i, j)-th position.
An algorithm was developed to partition each threshold matrix into a set of disjoint threshold matrices, corresponding to the connected components of the graph represented by the threshold matrix. Algorithms developed by Bonner [7] and Bierstone [6] were modified and implemented to find the maximal complete subgraphs of the connected components of the threshold matrices. Maximal complete 1.
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Leg subgraphs were produced only from threshold matrices for T = 0.4, T = 0.5, T = 0.6, and T = 0.7 due to the large size of the connected components found for values of T < 0.4. Using the procedure suggested by Gotlieb and Kumar [16] , those maximal complete subgraphs which had a significant number of common terms were grouped together to form new clusters. These clusters provide our third definition of a cluster and represent an intermediate definition between those clusters defined by the connected components of the threshold matrices and those defined by the maximal complete subgraphs of the connected components.
The clusters produced from the several threshold matrices and the three cluster definitions were analyzed and compared as to general composition and content.
3.2. DESCRIPTION OF THE CORPUS. The corpus used for this study consists of 2267 documents composed basically of research, development, test, and evaluation information from 22 broad subject fields of science covering a five-year period from 1963 to 1968. The majority of the documents are from the fields of mathematics, physics, and communication. For each document, the author, title, abstract, and descriptors were available. For the work reported on in this paper, we are concerned only with the title and the descriptors.
Approximately 90 percent of the documents were assigned descriptors at composition time by the author. The remaining documents were indexed by nonsubject-matter-oriented individuals with the aid of a master descriptor dictionary. Nearly one-fourth of the contributing authors had access to this master descriptor dictionary while indexing their own documents. Regardless of who performed the initial indexing of the documents, all indexed documents were post-edited by library personnel prior to insertion into the collection in order to assure proper indexing. The authors of this paper were not involved in this process, but merely used the results of the above efforts.
As this corpus was already in machine readable form, the tedious work of gathering and encoding a representative set of documents was avoided. The corpus is a subset of a much larger collection composed of documents from the same subject areas. Though no previous experimental work had been performed on this partieular set, it was possible to consult with individuals who were better acquainted with the contents of the entire collection to determine if the clusters produced were meaningful.
3.3. SELECTION OF A SIMILARITY MEASURE. Some measure of the relatedness between terms used to index the documents of the data set must be established in order to perform cluster analysis. Several different similarity measures have been proposed [7, 12, 18, 21, 41, 43] . Since in-depth comparisons and evaluations concerning various similarity measures have been conducted before by other authors [18, 21, 36] , only one similarity measure was studied. Spiirck-Jones [37] , in partieular, comments that the several similarity definitions used in her cluster production experiments did not appear to give radically different results.
The Tanimoto [34] similarity measure was used for this work. Tanimoto deems the similarity measure between two index terms i and j to be:
where ao' represents the number of documents in which both i and j occur as index terms, and a, represents the number of documents in which term i is used as an index term.
3.4. CREATION OF THE THRESHOLD MATRIX. To find clusters according to the three definitions considered, it was necessary to determine the term-term association matrix.
If C = [C~i] represents the document-term matrix, ~ then Z = C r-C is the termterm matrix. 4 When the term-term matrix is suitably normalized as, for example, suggested by Tanimoto, the entries of the normalized term-term matrLx 5 have values between 0 and 1. By appl~dng a cutoff value of T to the similarity matrix, whereby two terms are considered associated if the entries in the similarity matrix are >_ T, this matrix is converted into a binary matrix termed the threshold matrix.
The actual production of the term-term matrix was achieved by a series of programs which avoided the problem of multiplying large matrices. A description of this program is given in [2] . The program is applicable to large matrices and is unconstrained by the size of the data set.
3.5, CONSTRUCTION OF THE CONNECTED COMPONENTS.
In developing term clusters for large document collections, it is helpful to first reduce the graph in question to its connected components. Since elements of clusters must be interrelated to one another, it would be wasteful to attempt to find clusters between terms in separate connected components. By reducing a graph to its connected components and handling each component as a distinct graph, term relations of large document collections can be reduced to a size that is manageable within the core limits of a conventional computer. The connected components are further required since they provide our weakest definition of a cluster.
An algorithm was developed which produced the connected components of an input graph and was dependent only upon the number of nodes in the input graph. The output connected components provided both resultant clusters and distinct divisions of the data set for input to the maximal complete subgraph algorithms. The algorithm developed is described in [2] . It is an adaptation of the algorithm developed by Galler and Fisher and described in [19, p. 353] . The adaptation permits one to find connected components in large graphs. A graph with 2084 nodes and 6630 edges developed 475 connected components in 1.87 minutes on an IBM 7094 computer. This time includes the time required to input the graph from magnetic tape, and output the connected components onto magnetic tape. For all graphs discussed in this paper, the times required to find the connected components in the graphs are given in Appendix 3.
3.6. DEVELOPMENT OF THE M.AXIMAL COMPLETE SETS. Several algorithms have been developed for generating maximal complete subgraphs of a graph. These algorithms were introduced by Harary and Ross, Bierstone [6] , and Bonner [7] . Apparently, the Harary-Ross algorithm was the first developed; however, it involves the computation and manipulation of large matrices for large input graphs. The Bierstone and Bonner algorithms are more adaptable to cluster analysis for ' An n X m binary matrix representing a data set of n documents and m unique index terms. If document i is indexed by term j, then C~ = 1; otherwise C~ --0. 4 An m X m symmetric matrix where Z~ represents the number of documents which have been indexed by both terms j and k. 6 Also referred to as the similarity matrix.
large data sets and, as a result, were implemented for our work. Input to the two algorithms consisted of the connected components of the threshold matrices produced previously. Both algorithms were implemented in FORTe~N IV and MAP for the IBM 7094 computer with a 32K-word core memory.
3.6.1. Overview of the Bierstone Algorithm. The Bierstone algorithm, e described in detail in Appendix 1, was selected as the major cluster producing algorithm for this paper. The representation of a graph is input to the algorithm with each node Pi (J = 1, ... , n) assigned a lmique number. For each node Ps, there is associated a set Ms where Mj = {pk I the pair (Ps, pk) represents an edge of the graph and k > j}.
The algorithm utilizes a set of elements C where complete subgraphs are built. The algorithm attempts to find complete subgraphs of the set of connected nodes represented by the set {pj} U M s (Ms # 0) which can be combined with the set of complete subgraphs Cn that have already been developed or can be introduced as new unique complete subgraphs of the data set. Upon termination of the algorithm, all of the complete subgraphs C. represent maximal complete subgraphs of the input set.
3.6.2. Overview of the Bonnet Algorithm. The Bonner algorithm/ described in detail in Appendix 2, requires input in the form of a threshold matrix with each node Ps (J = 1, ... , m) assigned a unique number. The Bonner algorithm builds clusters one at a time, while retaining needed information in a series of pushdown lists reflecting the elements of the cluster itself, candidates for addition to the cluster, and an identifier of the last node added to the cluster. Each time a node is added to the cluster, the list of candidate nodes is updated to reflect those nodes connected to, but not contained within, the cluster. A complete subgraph is formed when there are no candidates for addition to the cluster with a larger numeric representation than the last node added. This complete subgraph and the information saved in the associated tables serves as the starting point for the production of the next cluster. Due to the iterative nature of the algorithm, if, upon forming a complete subgraph, the candidate list contains nodes which are not part of the cluster just formed, it can be determined that the complete subgraph just formed does not represent a unique maximal complete subgraph of the data base.
Analysis and Comparison of the Bierstone and the Bonner Algorithms
Bonner asserts that, due to storage limitations imposed by the machine he used (an IBM 7090 with a memory size of 32K words), the maximum allowable sample size the algorithm can handle is 350 input terms. Bonner does not subdivide the input threshold matrix into a series of disjoint threshold matrices (Bonner's examples show that the elements may be disjoint) thereby permitting each of the disjoint matrices to be treated as separate input data sets. Assuming there are disjoint sets, this could enable an appreciable increase in the maximum allowable 6 The algorithm was developed by Mr. E. Bierstone, a student in the mathematics department at the University of Toronto, and appears in unpublished notes by Mr. Bierstone [6] . A minor modification was required to complete the algorithm [1, 2] . To the best of our knowledge the algorithm has not been implemented previously. 7 The Bonner algorithm as published in [7] omits a significant step. Appendix 2 provides the corrected algorithm. sample size. As an example, for the threshold value T = 0.4, our data set, which consists of 2084 unique index terms, subdivided into 475 disjoint threshold matrices (each corresponding to a connected component of the representative graph). Each of the sets was then used as input to Bonner's algorithm with no problems arising concerning space.
Similarly, the Bierstone algorithm was able to handle each of the input graphs with no problem concerning size. The maximum size that can be handled by the Bierstone algorithm depends upon the size of the input graph and the number of maximal complete subgraphs present in the graph. A graph of up to approximately 1000 nodes can be handled. In [1, 2] we describe an alternative implementation of the Bierstone algorithm which conserves storage space by not requiring the entire connection matrix to appear in core at one time. This alteration permits the handling of input graphs containing at least 2000 nodes. These remarks apply to an IBM 7094 in which the cluster algorithm and data space assigned consist of between 20,000 and 25,000 words of core space.
Bonner claims that his algorithm offers an improvement over previous methods [22, 27] since he does not output the same cluster repeatedly or continually print out subsets of clusters already found. Indeed, this offers an improvement in the type of output produced, but its saving in processing time does not appear to be that great. In this study, the larger clusters of the data sets were produced by the Bierstone algorithm in significantly less time than it took for the Bonner algorithm. An analysis of the Bonner algorithm shows that, although each cluster is output only once with none of its subsets output, many such subsets and duplicate clusters were found by the algorithm and rejected only when the candidate list C~ was found to be nonempty after complete production of the cluster (Step 6 of the algorithm).
Since clusters are built up one item at a time, beginning with the first index term, the production of clusters is dependent upon the numerical values originally assigned to the input terms. The time involved in finding all clusters varies according to the location of the clusters with respect to the numbering scheme. This fact was most evident in the results produced by this algorithm for our data base. A timing algorithm was utilized to determine how long it took the Bonner algorithm to produce the resultant set of clusters from each input set. These results were compared with the time needed by the Bierstone algorithm to produce the exact same clusters. Table I shows the comparative results.
In several instances, the Bonner algorithm worked as fast or faster than the Bierstone algorithm. However, such figures are misleading as most all of these input sets contained only from one to three small clusters. The most indicative comparative results are reflected by those input sets which contained several clusters of varying size. In all but one case, the Bierstone algorithm was at least twice as fast as the Bonner algorithm.
In the two largest input sets, the Bierstone algorithm proved to be much faster. One large and highly connected input set consisting of 72 terms was found to have three maximal complete subgraphs of 64 terms each and five smaller maximal complete subgraphs of six terms each. The Bierstone algorithm took 0.133 seconds to develop the clusters. The Bonner algorithm needed 2.183 seconds to produce the same results. A somewhat smaller input set (67 terms) was found to have five maximal complete subgraphs of 47 terms each and six additional maximal complete subgraphs of 3 or 4 terms each in 0.733 seconds by the Bierstone algorithm (this was the most processing time required of all the input sets). The Bonner algorithm, in processing the same data set, worked for nearly two minutes without producing final results. The activities of the Bonner algorithm were carefully analyzed by means of detailed debug printouts. It was discovered that the five large clusters were produced quickly and then the algorithm proceeded to spend the rest of its time rejecting subsets of these clusters in an attempt to work itself back through the data set to find the other clusters.
The failure of the Bonner algorithm to produce results for the above data set, while having relatively little trouble in finding the maximal complete subgraphs of a larger and more complex input set, demonstrates the fact that processing time for the algorithm is highly dependent upon the original numerical values assigned to the data terms. In the first of the two examples above, the original numbering scheme was such that the vast majority of the complete subgraphs of the large clusters already found were rejected without having to completely reproduce the new cluster (Step 8 of the algorithm). However, in the second example, due to the location of the nodes which caused the distinction between the five large clusters, a greater percentage of the complete subgraphs of the larger maximal complete subgraphs had to be completely produced by the algorithm and finally rejected only when it was discovered that, upon producing the cluster, the candidate list C~ was not empty (Step 6 of the algorithm).
For a maximal complete subgraph containing n nodes, the number of complete subgraphs contained within it. becomes excessive when n is large. For any maximal complete subgraph containing n nodes, we can produce (~-1) complete subgraphs containing n --1 nodes; we also can find (~-2) complete subgraphs with n --2 nodes. By continuing this procedure, one can see that the total number of complete subgraphs contained in any maximal complete subgraph of n terms is ~'=-~ (~). From the binomial theorem, we know that 2 ~ = ~0 (~). Therefore, the total
580'
J. G. AUGUSTSON AND J. MINKER number of complete subgraphs of a maximal complete subgraph of degree n is equal to 2 '~ -2 -n -[n(n --1)/2]. In the case where n --37, as was found in the above data set, we therefore have 1.37 X 10 I~ complete subgraphs that may be tested by Bonner's algorithm. Therefore, any significant decrease in the number of complete subgraphs eliminated at Step 8 of the algorithm could cause the processing time of an involved input set to get out of hand. This cannot happen with the Bierstone algorithm.
Refinement of Clusters via Gotlieb and Kumar Algorithm
Clusters formed by maximal complete subgraphs may overlap for highly connected input sets. For example, one of the larger data sets processed by the Bierstone algorithm was found to have three maximal complete subgraphs of 64 terms, each of which had 63 terms in common with the other two maximal complete subgraphs. An additional five smaller maximal complete subgraphs of the same input set were found to contain 6 terms each, 5 of which were common to all five maximal complete subgraphs. As was previously discussed, the maximal complete subgraphs form our strictest definition of a cluster. It is evident from the above example that such a definition may not be desirable in a system whose aim is to produce a concise set of clusters of highly related terms. In the above example, three distinct clusters of 64 terms are formed due to the fact that three nodes, all of which are connected to 63 common nodes, have no interconnections. It would seem that the number of common connections these nodes possess should override the fact that the nodes are not directly related. Gotlieb and Kumar [16] have developed a procedure for combining such clusters into diffuse classes of index terms. They form a cluster-cluster similarity matrix with entries d~# defined as
where ICe n Cj] is equal to the number of terms the two maximal complete sets have in common, and ]C~ U Ci I is equal to the total number of lmique terms contained in cluster C~ and in cluster Cj. The values d~j represent the proportion of terms contained jointly in the two clusters. As with the term-term similarity matrix, we set a threshold level ~ for the cluster-cluster similarity matrix; the resulting binary matrix again represents a graph.
The entries d~j are essentially the set theoretic representation of the Tanimoto measure. (It is actually one minus the Tanimoto measure. The entries are used to be consistent with Gotlieb and Kumax's paper.) Clusters of the clusters may now be found by considering the matrix D as our input graph. Any of the criteria for determining clusters of an input graph can be selected for producing clusters of the input maximal complete subgraphs. Gotlieb and Kumax state that clusters should be the maximal complete sets; that is, the same definition as he uses to form the clusters between terms, s For our application, we require that the elements of the second generation clusters form a connected component. The clustering of cluster~ is repeated, with the values of d~j computed from the resultant clusters of the pres Although Gotlieb and Kumar state that they use the maximal complete subgraphs of th~ newly formed graph to develop diffuse concepts, the experimentM results provided in thei] paper suggest that the connected components were actually used. vious iteration, until a point is reached where no combinations of the elements can be made.
Results were obtained for the threshold levels ~ = 0.5 and ~ = 0.7. Rather than find the diffuse concepts by means of a separate pass on the resultant maximal complete subgraphs output by the Bierstone algorithm, Gotlieb's combining scheme was incorporated as part of the Bierstone algorithm. This additional processing roughly doubled the required execution time for producing clusters. The diffuse concepts produced from the known maximal complete subgraphs appear, on a subjective basis, to be quite good. For example, both of the ~ values combined the previously mentioned sample data set into two diffuse concepts, one consisting of 66 nodes (containing the 63 common nodes plus the three nodes which were not interconnected) and the other consisting of six nodes (containing the five common nodes plus the five nodes which were connected to these nodes in the original maximal complete subgraphs).
Experimental Results
The clustering procedure using the Bierstone algorithm was applied to several different threshold matrices of the original term-term matrix. Threshold matrices for values of T = 0.4, T = 0.5, T = 0.6, and T = 0.7 were generated. Each of these threshold matrices was then divided into a set of disjoint threshold matrices (representing the connected components of the corresponding graph) and used as input to the Bierstone algorithm. Threshold matrices were constructed for values of T = 0.1, T = 0.2, and T = 0.3 but, since each matrix contained one connected component of at least 1150 terms, the Bierstone algorithm was not applied. It was found that the number of nodes contained in the largest connected component of the graph described by the threshold matrix varies the greatest between the threshold matrices of T = 0. For T = 0.4, two additional clustering procedures were applied. In these two cases, maximal complete subgraphs of a connected component were combined via the clustering technique described by Gotlieb and Kumar using threshold values = 0.5 and 5 = 0.7. These grouped maximal complete subgraphs were considered as the resultant clusters.
STRUCTURAL COMPOSITION OF CLUSTERS.
For values of T = 0.4 and T = 0.5, the average size of the clusters defined by the connected components was 6.5 terms. Clusters defined by the maximal complete subgraphs of the connected components had an average of 5.1 terms per cluster. However, the maximal complete subgraphs of the connected components introduced approximately 60 percent more clusters. This was to be expected as many of the connected components contained several maximal complete subgraphs consisting of some of the terms of the connected component.
For values of T = 0.6 and T --0.7, very little change in the average size of the clusters was detected between clusters defined by connected components and clusters defined by maximal complete subgraphs of connected components. The total number of clusters defined by maximal complete subgraphs was one less than those defined by connected components for both T = 0.6 and T = 0.7. The reason for each of the preceding results can be determined by considering the composition of the two threshold matrices for these values of T. In each case, an extremely high percentage of the connected components were also maximal complete subgraphs (97.3 percent for T = 0.6 and 99.2 percent for T = 0.7), and most of the terms of the input data set were contained in those maximal complete subgraphs (91.6 percent for T = 0.6 and 93.3 percent for T = 0.7). Thus, very few additional clusters were produced by searching for maximal complete subgraphs in the small number of connected components which were not themselves maximal complete subgraphs. Those found had very little effect on the average size cluster produced. The total number of clusters was reduced because fewer clusters were added by the discovery of connected components which contained maximal complete subgraphs than were deleted by the presence of connected components which contained no maximal complete subgraphs. As was to be expected, when the Gotlieb-Kumar algorithm was used to combine maximal complete subgraphs found in the threshold matrix for T = 0.4, the total number of resultant clusters was reduced. However, interestingly enough, the average size of the clusters produced decreased only slightly. This apparently was due to the fact that a good number of maximal complete subgraphs of two elements, previously not considered as clusters, combined to form clusters of three and four terms. This same reason could be given to explain why the number of clusters produced for ~ = 0.7 was 4 percent greater than the number produced for ~ = 0.5. Conceptually, it would seem that clusters produced for a larger value, which induces more combining of clusters, would produce fewer and larger clusters. The clusters produced for ~ = 0.7 were slightly larger on the average than those produced for ~ = 0.5.
One further point of interest is that the average size of the clusters defined by maximal complete subgraphs was approximately constant for all values of T (see Figures 2 and 3) . At the same time, the number of clusters produced for the lower values of T was significantly greater than the number produced for the larger values of T. For example, for T = 0.4, 402 clusters were found, nearly three times the 148 found for T = 0.7. Apparently, the threshold value applied does not affect the average size of the clusters produced, but more directly affects the number of clusters produced. Admittedly, all the clusters produced were results of the same data base, but it seems that this is a fair conclusion to make from the work conducted in this study. It would be of interest to apply the techniques of this study to other data sets to determine if similar results would be obtained.
SUMMARY OF MAJOR CONCLUSIONS.
The following list summarizes the major conclusions of this study.
1. The Bierstone algorithm, which develops maximal complete subgraphs for an input graph, appears to be the most efficient one presently available. It avoids the problems of repeatedly outputting the same maximal complete subgraph and of outputting complete subgraphs which are not maximal. At the same time, it operates significantly faster than recent algorithms proposed by Bonner [7] and SpiirckJones [39] . Threshold value T Eo. 3. Total number of clusters: .... , connected component clusters; ---, maximal complete subgraph clusters 2. Threshold matrices produced for values of T _~ 0.6 yield basically the same Jsters regardless of which of the three cluster definitions is used. This is sub~ntiated by the data in Appendix 3 which shows the large percentage of concted components which are also maximal complete subgraphs for large values of This observation, if found to be valid for other data bases, could save considerle computer time by requiring the use of only the algorithm to find the connected mponents of the graph.
3. The average size of the clusters defined by the maximal complete subgraphs does not appear to be dependent upon the threshold value applied. However, the total number of clusters produced increases significantly as the threshold value decreases.
4. Clusters defined by connected components of the threshold matrix for values of T < 0.5 may be large in size and contain highly related subgraphs which have little, if any, interrelatedness. Such subgraphs may become part of the same connected component cluster through the existence of general terms which are strongly related to the content terms of serveral unrelated subsets of the connected component.
5. Clusters defined by maximal complete subgraphs of the connected components of the threshold matrix for values of T < 0.5, tend to subdivide the connected component into highly related and overlapping clusters. Such overlapping clusters will generally reflect specific aspects of the same general area of interest.
6. Clusters defined by grouped maximal complete subgraphs tend to combine highly overlapping clusters into one general cluster. Such clusters usually are composed of the elements contained in the union of the overlapping clusters.
7. Clusters produced from the threshold matrices for values T > 0.6 tend to divide the terms into sets of disjoint clusters which are small in size and general in nature. For overlapping maximal complete subgraphs found for lower values of T, the representative clusters for higher values of T will generally correspond to the intersection of the elements contained in the overlapping maximal complete subgraphs.
It is important to note that the conclusions and evaluations presented in this paper are based on three different cluster definitions produced from four different threshold matrices on one data base. The evaluation of a cluster and the determination of its relevance to the data set can be a function of what clusters are considered. It is clear from this study that no single threshold value or cluster definition can be guaranteed to produce worthwhile clusters regardless of the input data set. Rather, several different threshold values and cluster definitions should be tested to determine which produces the best results for the particular data set. The user can gain greater insight into the structure of the data base by viewing such alternative clusters. The decision of what parameters to use in defining clusters of a data set should be dependent upon how the clustering process is to be implemented and, in fight of this, what type clusters will provide the most meaningful results. This will be explored in a companion paper.
The operation of the algorithm is as follows.
Sj~ the input threshold matrix where SL~ represents the set of all members connected to object L~.
Elements for A, C, and L are stored for each i which is smaller than or equal to the present i. The algorithm proceeds as follows.
ALGORITHM
Stepl. Set:i = 1;Ci--all objects, At = no objects, Li = 1.
Step 2. Search C~ for the presence of object L~. If it is present go to Step 3; if not, set L~= L~ + 1 and go to Step 5.
Step 3. SetC~+l--{Ci flSLi} -L~,A~+I = A~ UL~.
Step 4. SetL~+, = L~+ 1, i = i+ 1.
Step 5. When no element of C~ is larger than L~, a complete subgraph has been found--go to Step 6; otherwise, go to Step 2.
Step 6. Set T = A~. If C~ is empty, store As as a maximal complete subgraph. If C~ is not empty, this means either the complete subgraph A~ has been found before or it is a subset of a maximal complete subgraph found before.
Step 7. i = i --1. If i = 0, all maximal complete subgraphs have been found---stop; otherwise, go to Step 8.
Step 8. Form the set of all objects in C~ with numbers greater than L~. If these are not a subset of T, go to Step 9. If they are a subset of T, it means that the complete subgraphs found from these objects would only be a subset of the maximal complete subgraph T just found; therefore, go to Step 7.
Step 9. L~ = L~+ 1. GotoStep2.
