Abstract. The research presented here makes a contribution to the understanding of the recognition of biological motion by comparing human recognition of a set of everyday gestures and motions with machine interpretation of the same dataset. Our reasoning is that analysis of any differences and/or correlations between the two could reveal insights into how humans themselves perceive motion and hint at the most important cues that artificial classifiers should be using to perform such a task. We captured biological motion data from human participants engaged in a number of everyday activities, such as walking, running and waving, and then built two artificial classifiers (a Finite State Machine and a multi-layer perceptron artificial neural network, ANN) which were capable of discriminating between activities. We then compared the accuracy of these classifiers with the abilities of a group of human observers to interpret the same activities when they were presented as moving light displays (MLDs). Our results suggest that machine recognition with ANNs is not only comparable to human levels of recognition but can exceed it in some instances.
Introduction
Gunnar Johansson [1] first illustrated how humans are skilled at visually analysing and recognising human motion from very sparse and impoverished datasets -or moving light-displays (MLDs). Since Johansson's pioneering work a great deal of literature has appeared on the subject of so-called biological motion -though an exact understanding of how humans understand MLDs has yet to be reached. In parallel with such work, the computer vision community has produced a wealth of approaches to segmentation of the spatio-temporal information held in video images as well as the classification of the feature sets determined therein (for reviews of such work see, for instance, Gavrila [2] and Essa [3] ). In general, the range of approaches adopted has varied enormously depending on the application domain and its constraints. Many different pattern recognition methods have been applied to the problem including artificial neural networks (ANNs), statistical classifiers and rule based systems. Recently some studies have appeared which attempt to exploit what is known about human recognition of biological motion to inspire the development of autonomous machine recognition of the same phenomena (e.g. [4] ). However, even here there is debate over whether a model based approach to the problem, which uses prior knowledge, such as a model of physical make-up of a human body, to assist classification should be favoured over classification of 'raw' spatio-temporal data.
The research presented here makes a contribution to the understanding of the recognition of biological motion by comparing human recognition of a set of everyday gestures and motions, presented as MLDs, with machine interpretation of the same dataset. Our reasoning is that careful analysis of any differences and/or correlations between the two could reveal insights into how humans themselves perceive motion and hint at the most important cues we use for this. For instance if a machine classifier can accurately recognise an action as well as a human, without any programmed knowledge of a human model or any other background or information (or context), then we could assume that we only need the information within the MLD to interpret the action. The motivation for our work is to try and understand how we might build interactive computer systems that can simulate a natural understanding of biological motion. In particular, and in the longer term, we are interested in seeking an understanding of how computer systems might be used to detect subtle changes in biological motion which indicate changes, for instance, in a human's health or emotional state.
The following section briefly describes some of the artificial classifier techniques used to classify human biological motion and problems arising from popular techniques. This is followed by an account of human biological motion in the form of MLDs. We then present our experimental work, results and conclusions.
Classification Techniques
Artificial neural networks are a popular means of classifier, they are well suited for appearance based representations and applications that benefit from fast response times [5] . ANNs are trained from data samples without the requirement for explicit data modelling using a weighting algorithm [6] , and do not require large memory storage. The most commonly used neural network is the multiplayer perceptron [7] though other networks such as SOM (Self Organising Maps), or Kohonen map, are favoured for visual recognition systems [8] .
Rule based classifiers such as finite state machines are a means of tracking transitions through sequences known as states. Each state indicates a possible path of execution reflecting input changes within the system with a transition in state occurring once a condition has been fulfilled [9] . The finite state machine (FSM) segments events into key stages that represent events within the system. It is useful for systems that have a definable flow and change according to triggered events. The diverse ways and lack of uniformity in human movement, coupled with possible
