Artificial neural networks are computer software systems that recognize patterns in complex data sets. A recent development in neural computing, multiversion systems (MVS), has led to enhanced analytical power, and this was harnessed to demonstrate the value of risk factors in predicting the result of osteoporosis investigations by quantitative ultrasound. 274 women were screened in an open-access osteoporosis service. A conventional risk factor questionnaire was completed for each patient by the osteoporosis specialist nurse. An MVS was trained on 180 randomly selected data sets and tested on the remaining 94. The results were compared with those from logistic regression analysis in predictive power, both from the selected 20-item questionnaire and for a limited 5-item questionnaire comprising age, height, height loss, weight and years since the menopause.
INTRODUCTION
Artificial neural networks (ANNs) are computer software systems adept at pattern recognition in data sets. By training on a large number of data sets the neural network system can learn to identify patterns that would otherwise remain obscure. Use of the systems in medicine has so far been limited but they have proved helpful in the interpretation of electrocardiographic and electromyographic patterns, in imaging techniques and in quantitative pathology, especially breast cancer grading1l2. In clinical medicine, one of the first applications was demonstrated by Baxt, in patients presenting to an emergency room with chest pain3. This work has been extended in the UK by Kennedy et al. 4 .
Use of ANNs in osteoporosis is still in its infancy although the wealth of information generated by risk factors and investigations makes this ideal territory for their application. In one study ANNs predicted fracture from DEXA (dual energy X-ray absorptiometry) data with 85.6% accuracy5. In another short report ANNs were utilized in radiographic assessment of vertebral fracture6. Although accurate fracture prediction and diagnosis from investigations is of benefit in osteoporosis, a far more pressing need is to determine which patients should be referred for investigations.
In practice, patients are selected for clinical investigations in osteoporosis by risk factor analysis, even though the predictive power of risk factor selection is thought to be poor78. In this study a new development in neural computing, multiversion systems (MVS), was utilized to examine the relation between risk factors and the known outcome result of ultrasound investigations. In MVS the power of conventional neural networking is enhanced by grouping differentially trained individual nets together and then taking a majority decision. This use of diverse multiple versions increases output reliability9.
METHODS

Study setting
The Exeter Osteoporosis Service was used for the study. This is an open-access service where quantitative ultrasound (QUS) is used as a screening assessment and DEXA scans are used for monitoring treatment. Patients are referred into the service by their general practitioner and a few are self-referred.
Questionnaire
A conventional 40-item risk factor questionnaire was completed for each patient by the osteoporosis specialist nurse as part of the routine work-up to facilitate clinical reporting.
Measurements
Bone density of the right heel bone of each patient was measured by QUS by the osteoporosis specialist nurse using the Lunar Achilles ultrasonometer. The T-score result was used for the study (i.e. the standard deviation from the mean of a young adult reference population).
274 women (mean age 61.2 years SD 14.1 years) were screened. The Achilles T-score results were > 1.0 in 76 women (27.3%), between -1.0 and -2.5 in 118 (42.5%) and <-2.5 in 84 women (32.4%).
Presentation of data
Anonymized data from the service were displayed in spreadsheet format. From the total 40 risk factors 20 of the most common were selected as being most relevant. Each category was processed into comprehensible format for the networks, depending on whether the attributes were discrete, numerical or Boolean. The descriptive statistics of the data are displayed in Table 1 .
Development of multiversion neural nets
A multilayer perceptron with a back propagation learning algorithm for its training was used as the basic net system. Specific set-ups were determined by varying initial conditions of learning and structure of each net until a number of nets or families of nets were developed and from these the MVS was constructed. The final outcome of the MVS was produced after application of a decision strategy, in this case majority voting.
Use of multiversion neural nets
Several schemes were tested to decide a suitable one for mapping the problem onto the multilayer perceptron net. 20 risk factors were used as input variables and the corresponding young adult T-score category of QUS results was used as output, encoded as 0 for normal and 1 for osteoporotic (i.e. T-score <-2.5 SD below the mean for a young adult population). Whilst training on raw data outputs would have yielded a single numerical result, the clinically more relevant WHO category was used in preference.
Each single net had the structure 20-H-1 where H is the number of hidden units set up empirically to be 5, 10 and 15 in the experiments.
A randomized 65% of the total data (i.e. 180 data sets) was used to train the networks and was offered in such a way as to try to force the individual nets to learn different facets of the problem and to create high diversity among the various versions. The remaining 35% of the data was used to test the MVS.
Performance evaluation
Conventional statistical techniques (based on Statistical Package for the Social Sciences) were used to assess performance of the networks. Accuracy of prediction is measured by the generalization rate. This is defined as the Logistic regression analysis was used as a standard statistical measure to compare results from the MVSs, being an acceptable tool for prediction of dichotomous classification problems. Figure 2(a) , where 20 factors are used, indicates that the MVS is 10% more accurate than logistic regression. When only 5 factors are used for prediction, the logistic regression performance falls to 13% less than the corresponding MVS value (Figure 2b ). The MVS system was significantly more powerful (X2 test, P=0.04).
When the results were analysed by ROC curves to demonstrate performance over the full range of thresholds, the MVS achieved much higher sensitivity and specificity than logistic regression (Figure 3) . At the best performing point MVS assigns correct classification for 80+5.8% (mean + SD) of abnormal cases while having 10% misclassification for normal cases. At best, logistic regression assigns 68 + 6.7% of abnormal cases respectively but misclassifies 30% of normal cases. by means of heel quantitative ultrasound analysis. 20 risk factors gave a predictive rate of 83% whilst a limited 5-riskfactor input gave a predictive rate only 10% lower at 73%. Prediction by the MVS was superior to conventional statistical methods. There are two reasons for this. First, the type of information contained in the database is clinical and highly variable and best suited to this form of flexible analysis; conventional statistics works best with linear and mathematical data. Secondly, improvement in the neural networking, brought about by combining the results of several networks together, has enhanced their accuracy.
The study is limited by several factors that may contribute to bias but should not lead to any falsity of the predictive rates. The data were obtained by one highly trained person and were not acquired from the patients themselves. This may have an effect of narrowing the data field. However, the limited 5-year factor questionnaire relies on objective measurements that were made after the questionnaires were filled out. The 5 risk factors themselves were selected by correlation coefficient analysis. For the reasons stated above it would be more accurate to interrogate the networks themselves to discover which risk factors gain most weight within the networks and predict the outcome most accurately. The technology to accomplish this is being studied at present.
The future for this type of work can lie in either of two directions. The networks can be trained on a very large database and then used as a decision support tool or 'black box'. The application for this might be in primary care, as an interactive CD, or via the internet, for patients themselves. The work could also be used as a basis for clinical testing in community randomized studies designed to show the impact of supported referral for densitometry against routine clinical guidelines.
Despite the current Government's commitment to osteoporosis the resources for measurement in most parts of the UK are still poor. This development in technology may improve the targeting of these scarce resources to confirm the risk of fracture in those for whom treatment is available and effective.
