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Abstract
We construct Shepard-type operators for weighted uniform approximation of functions
with endpoint singularities by exponential-type weights in [−1,1]. Convergence theorems
and pointwise and uniform approximation error estimates not possible by polynomials are
proved.
 2002 Elsevier Science (USA). All rights reserved.









, α > 0, |x| 1, (1)
* Corresponding author.
E-mail addresses: dellavecchia@tin.it (B. Della Vecchia), mastroianni@unibas.it
(G. Mastroianni), szabados@renyi.hu (J. Szabados).
0022-247X/02/$ – see front matter  2002 Elsevier Science (USA). All rights reserved.
PII: S0022-247X(02)00 11 3- 0
2 B. Della Vecchia et al. / J. Math. Anal. Appl. 272 (2002) 1–18
consider the following class of functions:
Cw =
{




In [2,8] the authors considered weighted approximation of functions from
Cw by polynomials (best approximation polynomial and Lagrange interpolation
polynomial at Pollaczek-type zeros) and they gave uniform approximation
error estimates involving a rather complicated modulus of smoothness. Here
we construct positive interpolatory operators of Shepard-type for the weighted
approximation of functions from Cw . Such operators belong to a general
class of Shepard-type operators useful in approximation theory and simple to
implement in applications like interpolation of scattered data, curves and surfaces,
CAGD, fluid dynamics, etc. (see, e.g., [1] and references therein). We give
convergence theorems and uniform and pointwise approximation error estimates
(see Theorems 2.1 and 2.2). Our results involve a new weighted modulus of
smoothness (see (8)) and an equivalent weighted K-functional (see (9)) related
to step functions vanishing algebraically at the endpoints ±1: such modulus and
K-functional are simpler to handle than the ones in [2,8] (see Theorem 2.1). We
point out that (14) is the first pointwise approximation error estimate for f ∈Cw .
Finally, we remark that our uniform and pointwise error estimates are not possible
by polynomials, if 1/2< β < 1.
2. Main results
In the following C will denote a positive constant which may assume different
values in different formulas. Moreover, we write a ∼ b if |a/b|±1  C.
For f ∈ Cw put ‖wf ‖ := sup|x|1 |(wf )(x)| and ‖wf ‖[a,b] := supx∈[a,b]
|(wf )(x)|.














]+ 1, . . . , n, (3)
with α > 0 and 0 β < 1 (cf. [5]).
Note that if β > 0, then these nodes are thicker near ±(1− n−1/(α+1−β)).
Then consider the operator Sn defined by
Sn(f ;x)=
∑n
k=0 exp(|x − xk|−s)f (xk)∑n
k=0 exp(|x − xk|−s)
(4)
for f ∈ Cw , s > 0 and |x| 1.
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From the definition it follows that the operator Sn is positive, it preserves
constants, interpolates f at xk , k = 0, . . . , n, S′n(f ;xk) = 0, k = 0, . . . , n, and
min|x|x0 f (x) Sn(f ;x)max|x|x0 f (x) for all x ∈R (cf. [1]).
Here we prove that Sn is a good tool for the weighted uniform approximation of
functions fromCw . To this aim we construct the following main part of a weighted
modulus of smoothness Ωϕ(f )w defined by


















with ϕ(x)= (1− x2)β , 0 β < 1, and
Ih =
[−1+ h1/(α+1−β),1− h1/(α+1−β)]. (6)
It is easy to see that x+h/2ϕ(x) and x−h/2ϕ(x) are inside [−1,1]when x ∈ Ih.
Note that if β = 1/2, then 1−h1/(α+1−β) = 1−h1/(α+1/2), which has the same
order of magnitude as the Mhaskar–Saff number a1/h relative to the weight (1)
(cf. [2,8]).
If in (5) β = 0, i.e., ϕ(x)= 1, then




















being the main part of the usual weighted modulus of continuity.
We now introduce the new weighted modulus of smoothness:





∥∥w[f − c]∥∥[−1,−1+t1/(α+1−β)] (8)
(cf. [2,8]).
Obviously
Ωϕ(f ; t)w  ωϕ(f ; t)w.
On the other hand, the converse inequality does not hold true in general.
Sometimes, in the proofs, 1 − h1/(α+1−β) is replaced by 1 − A1h1/(α+1−β)
and −1+h1/(α+1−β) is replaced by −1+A2h1/(α+1−β), with A1,A2 > 0. Since,
after such modification, the behaviour of Ωϕ(f ; t)w and of K˜ϕ(f ; t)w in (15)
does not change for t > 0, we will preserve the same notations. We will use
a similar convention for ωϕ(f ;1/n)w if the intervals [1 − h1/(α+1−β),1] and
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[−1,−1 + h1/(α+1−β)] are sometimes replaced by [1 − A1h1/(α+1−β),1] and
[−1,−1+A2h1/(α+1−β)], respectively.










We also introduce the new weighted K-functional Kϕ(f ; t)w defined by
Kϕ(f ; t)w = inf
g′∈AC
{∥∥w[f − g]∥∥+ t‖wϕg′‖} (9)
(cf. [8]).
We have the following
Proposition 2.1. Let f ∈ Cw , and let ωϕ(f )w and Kϕ(f )w be as in (8) and (9),














holds, for all n n0, where n0 and the constants in ∼ are independent of f and n.
Then we prove the following weighted uniform approximation result.
Theorem 2.1. Let Sn be the operator defined by (3) and (4), with α/(1− β) < s.













where C is a positive constant independent of f and n.
Remarks. From (11) we deduce the weighted uniform convergence of Sn(f ) to
f , if s > α/(1− β), ∀f ∈ Cw .
Note that our error estimate is strongly affected by the mesh distribution (see
the presence of the function ϕ on the right-hand side in (11)). Estimate (11) is
simpler than the estimate in [8, p. 6, Theorem 1.3] and [2, p. 8, (2.9)].
We remark that our result cannot be reached by polynomials, if 1/2< β < 1.
We can also get a new pointwise approximation error estimate. Indeed, con-











]+ 1, . . . , n. (12)
Note that x0 = 1 − n−1/(α+1) = x0 = 1 − n−1/(α+1−β). Then denote by Sn the
operator Sn relative to the new node mesh (12). Moreover, put




measuring the rate of decay of (wf )(x) to 0 when x→±1 (cf. [6]).
We have
Theorem 2.2. Let s > (α + β)/(1− β). Then
w(x)










+ ηf (0) exp(−ns/ϕ(x)s), |x| x0,
ηf (x)+ w(x)w(x0) ηf (x0)
+ ηf (0) w(x)w(x0) exp
(−Cns(1−β)−(α+β)(1−β)(α+1) ), |x|> x0,
(14)
where Ω(f )w is defined by (7) and C is a positive constant independent of f , n
and x .
Remarks. Note that (14) is the first pointwise estimate for weighted approxima-
tion with exponential weights in [−1,1]. Again we remark that such result cannot
be obtained by polynomials.
3. Proof of main results
Proof of Proposition 2.1. Let K˜ϕ(f ; t)w be the restricted weightedK-functional
defined by














{∥∥w[f − g]∥∥[−1,xn] + 1n‖wg′ϕ‖[−1,xn]
}
. (17)
We divide the proof of Proposition 2.1 into six steps.
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from which we deduce (18).


















The proof of (19) is similar to the proof in [4, p. 281, (3.19)] and we omit it.
Step 3. Proof of
Ωϕ(f ; t)w  CK˜ϕ(f ; t)w, t  t0. (20)







 2K˜ϕ(f ; t)w. (21)
Then
‖w∆hϕf ‖Ih 
∥∥w∆hϕ(f − g)∥∥Ih + ‖w∆hϕg‖Ih :=A1 +A2. (22)
By some computations we can prove that
w(x)
w(x ± hϕ(x)/2)  C, x ∈ Ih. (23)
Therefore we deduce from (22)
A1 C
∥∥w[f − g]∥∥[−1+C1h1/(α+1−β),1−C2h1/(α+1−β)]
CK˜ϕ(f ; t)w, t  t0. (24)

























for t  t0. Hence from (22), (24) and (25) we get
Ωϕ(f ; t)w CK˜(f ; t)w, t  t0.
Step 4. Proof of
K˜ϕ(f ; t)w  CΩϕ(f ; t)w. (26)
In order to prove (26) we will do some changes to the procedure proposed in [7]
(see also [3]) and we will show some details for completeness.
Let 1/M ∼ h and let tk =−xk,M+1, k = 0, . . . ,M + 1, with xk,M+1 the nodes
defined by (3). Hence for i = 0, . . . ,M,





∼ h(1− t2i )β. (27)
Moreover, for x, y ∈ [ti , ti+1] we can prove that
w(x)∼w(y). (28)
Let Ψ ∈C∞ be a nonincreasing function such that
Ψ (x)=
{
0, x  0,
1, x  1,








1, x  tk+1,
0, x  yk,
k = 0, . . . ,M and ΨM+1(x)= Ψ−1(x)= 0.
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We will prove that, for every h t ,∥∥w[f −Gh]∥∥Ih  CΩϕ(f ; t)w (31)
and
h‖wϕG′h‖Ih  CΩϕ(f ; t)w (32)
hold true, where C is independent of f , Gh and h.
In order to prove inequality (31), we write∥∥w[f −Gh]∥∥Ih = maxi=0,...,M maxx∈[ti ,ti+1]w(x)
∣∣f (x)−Gh(x)∣∣.





since the remainder terms vanish. Moreover, being Ψi−1(x)= 1 and Ψi+1(x)= 0






= ∣∣(f (x)− Fh,i(x))(1−Ψi(x))+ (f (x)− Fh,i+1(x))Ψi(x)∣∣

∣∣f (x)− Fh,i (x)∣∣+ ∣∣f (x)− Fh,i+1(x)∣∣.




∣∣f (x)−Fh,i (x)∣∣. (33)
Denoting by ∆h the ordinary first-order forward finite difference, by the same


































































Since ϕ(x)∼ ϕ(ti), working as in [7, p. 13] or [3, p. 15] we get
















with A1, A2 and C independent of f , which implies∥∥w[f −Gh]∥∥Ih  CΩϕ(f ; t)w,
that is (31).












, ti+1 − yi = ∆ti2 ,














 Chϕ(ti ) max
x∈[ti,ti+2]
w(x)
{∣∣F ′h,i (x)∣∣+∆t−1i ∣∣Fh,i+1(x)− Fh,i (x)∣∣
+Ψi(x)




I 1i (x)+ I 2i (x)+ I 3i (x)
}
. (34)
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∣∣ ∆τϕ(ti )f (x)∣∣dτ.







i (x) CΩϕ(f ; t)w.
Similarly we work to estimate I 3i (x). Finally,
I 2i (x) (∆ti)−1w(x)
{∣∣f (x)− Fh,i+1(x)∣∣+ ∣∣f (x)− Fh,i (x)∣∣},







i (x) CΩϕ(f ; t)w.
(32) is proved.
Note that from steps 3 and 4 it follows that
K˜ϕ(f ; t)w ∼Ωϕ(f ; t)w.






∥∥w[f − P0]∥∥[−1,xn]. (35)
From the definition of K1 and K−1 (see (16) and (17)) we easily deduce (35).
Step 6. Proof of
inf
P0∈R
∥∥w[f − P0]∥∥[x0,1]  CK1, (36)
inf
P0∈R




∥∥w[f − P0]∥∥[x0,1]  ∥∥w[f − g]∥∥[x0,1] + ∥∥w[g − g(x0)]∥∥[x0,1]
with ‖g′wϕ‖[x0,1]  C. Then, if x ∈ [x0,1],






































Analogously we can prove (37).
Finally, from steps 1–6 the assertion follows. ✷
To prove Theorem 2.1 the following lemma will be useful. It establishes the
weighted boundedness of the operator Sn.
Lemma 3.1. For s > α/(α + 1− β)∥∥wSn(f )∥∥ C‖wf ‖, ∀f ∈Cw. (39)
Remark. From the proof of Lemma 3.1 it follows that (39) holds true more in
general for functions f defined in (−1,1), such that ‖wf ‖<+∞.
Proof of Lemma 3.1. Because of the interpolatory property of Sn operator, we
assume x = xk , k = 0, . . . , n. Moreover, without loss of generality we assume
x  0 (analogously we work if x  0). We distinguish two cases.




k=0 exp(|x − xk|−s)|f (xk)|∑n
k=0 exp(|x − xk|−s)
 ‖wf ‖w(x)
∑n
k=0 exp(|x − xk|−s)w(xk)−1∑n
k=0 exp(|x − xk|−s)
 ‖wf ‖.
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Case 2. 0 x < x0. Denote by xj the closest knot to x . Then
w(x)
∣∣Sn(f ;x)∣∣  w(x)
∑n
k=0 exp(|x − xk|−s )|f (xk)|∑n
k=0 exp(|x − xk|−s)
 ‖wf ‖w(x)
∑n
k=0 exp(|x − xk|−s )w(xk)−1∑n




(|x − xj |−s)w(xj )−1
+ exp(|x − xj−1|−s)w(xj−1)−1








k=0 exp(|x − xk|−s)
:= ‖wf ‖{A1 +A2 +A3 +A4}. (40)









C(1− ξ)α−1|x − xj |








with ξ between x and xj . Now we show that
|x − xj |
(1− xj )α+1  C. (43)
From the definition of the nodes mesh it follows that
|x − xj |
(1− xj )α+1 ∼
jβ/(1−β)
n1/(1−β)[(j/n)1/(1−β)+ n−1/(α+1−β)]α+1 . (44)
If j  nα/(α+1−β), then (44) gives
|x − xj |




1−β+ α+1α+1−β− 11−β = Cnαβ+(1−β)(α+1)−α−1+β(α+1−β)(1−β) = C.
On the other hand, if j > nα/(α+1−β), then (44) gives
|x − xj |
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Hence (43) holds true and, consequently, (41) is proved.
Since
1∑n
k=0 exp(|x − xk|−s)
 exp
(−|x − xj |−s), (45)
from (40), (41) and (45) we deduce
A1  C. (46)
Analogously
A2  C, (47)
A3  C. (48)
Now we estimate A4. First we observe that
|x − xk| C|x − xj |, C > 1, k = j, j + 1, j − 1. (49)
Then by (45), (49) and |x − xj | Cϕ(x)/n (see, e.g., [5]) we deduce
A4  exp















if s > α/(α + 1− β), and the assertion follows. ✷
Proof of Theorem 2.1. Because of the interpolatory property of Sn operator, we
can assume x = xk , k = 0, . . . , n. Moreover, without loss of generality we assume
x > 0.
Let f ∈ Cw such that ‖f ′wϕ‖<+∞. We distinguish two cases.
Case 1. 0  x < x0. Denoting again by xj the closest knot to x , by (41) it
follows that
w(x)



















and working as in [4] we deduce
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w(x)










∣∣f (x)− f (xj+1)∣∣ C ‖f ′wϕ‖
n
. (52)
Now we prove that
Σ1 :=w(x)
∑
k =j,j−1,j+1 exp(|x − xk|−s)|f (x)− f (xk)|∑n





if s > α/(α + 1− β). First note that
w(x)































(−|x − xj |−s) ∑
k =j,j−1,j+1
exp















if s > α/(α + 1− β). Hence (53) is proved.
Finally, by (50)–(53)
w(x)
∣∣f (x)− Sn(f ;x)∣∣w(x)
∑n
k=0 |f (x)− f (xk)| exp(|x − xk|−s )∑n





Case 2. x0 < x < 1. Then
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w(x)
∣∣f (x)− Sn(f ;x)∣∣
w(x)
∣∣f (x)− f (x0)∣∣+w(x)
∑n
k=1 exp(|x − xk|−s)|f (x0)− f (xk)|∑n




















(1− t2)−β(1− t2)−α−1+α+1 dt





Now we estimate B . If k = 0, then
exp(|x − xk|−s )∑n
k=0 exp(|x − xk|−s)
 exp
(−|x − x0|−s + |x − x1|−s). (57)
Now we prove that
D(x) := 1
(x − x1)s −
1
(x − x0)s −Cn
s(1−β)−α
(1−β)(α+1−β) . (58)
Indeed, from the monotonicity of D(x)
























dt  ‖f ′wϕ‖|xk − x0|
ϕ(x0)
. (59)








(−Cn s(1−β)−α(1−β)(α+1−β) ) C ‖f ′wϕ‖
n
,
if s > α/(1− β).
Finally, from cases 1 and 2
∥∥w[f − Sn(f )]∥∥ C ‖f ′wϕ‖
n
, if ‖f ′wϕ‖<+∞. (60)
Now let g ∈Cw . Then∥∥w[g − Sn(g)]∥∥ ∥∥w[g − f ]∥∥+ ∥∥w[f − Sn(f )]∥∥
+ ∥∥w[Sn(g)− Sn(f )]∥∥, (61)
with f ∈Cw such that ‖f ′wϕ‖<+∞.
Now from Lemma 3.1∥∥w[Sn(g)− Sn(f )]∥∥ ∥∥w[g − f ]∥∥. (62)
Moreover, from (60)∥∥w[f − Sn(f )]∥∥ C ‖f ′wϕ‖
n
. (63)
Hence, from (61)–(63)∥∥w[g − Sn(g)]∥∥ C



















that is the assertion. ✷
Proof of Theorem 2.2. We follow the proof of Theorem 2.1.
Case 1. 0 x  x0. Let xj , 0 j  n, be the closest knot to x . Then from (7)
w(x)
∣∣f (x)− f (xj )∣∣= w(x)




)∣∣f (x)− f (xj )∣∣
 w(x)
w((x + xj )/2)Ω
(
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Since 1/n−1/(α+1)  1/n−1/(α+1−β), by (41) and (44) we deduce
w(x)
w((x + xj )/2)  C.
Consequently, from (64) we deduce
w(x)
























Now we prove that
Σ1 :=w(x)
∑
k =j,j+1,j−1 |f (x)− f (xk)| exp(|x − xk|−s)∑n
k=0 exp(|x − xk|−s )







First we remark that
w(x)
∣∣f (x)− f (xk)∣∣w(x)|f (x)| + w(x)
w(xk)
w(xk)|f (xk)| ηf (0)
w(x0)
.
Working as in (53), it follows that
exp(|x − xk|−s )∑n
k=0 exp(|x − xk|−s)
 exp






(−Cns/ϕ(x)s) Cηf (0) exp(−Cns/ϕ(x)s),
if s > α/(α + 1).
Case 2. x0  x  1. Then
w(x)
∣∣f (x)− Sn(f ;x)∣∣
w(x)
∣∣f (x)− f (x0)∣∣+w(x)
∑n
k=1 exp(|x − xk|−s)|f (x0)− f (xk)|∑n
k=1 exp(|x − xk|−s )
:=A+B.
It is easy to see that
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A ηf (x)+ w(x)
w(x0)
w(x0)|f (x0)| ηf (x)+ w(x)
w(x0)
ηf (x0).
On the other hand,
w(x)
∣∣f (x0)− f (xk)∣∣ w(x)
w(x0)













k=0 exp(|x − xk|−s )
 exp
(−|x − x0|−s + |x − x1|−s).
Now
D = 1
(x − x1)s −
1












with s > (α+ β)/(1− β). Finally, from cases 1 and 2 we get the assertion. ✷
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