The Dirac operator with a 4x4 symmetric (i.e. Hermitian symmetric) matrix valued measurable potential Q(x) is given by ( 
1.1)
H= |j ajpj+p+Q(x) (*e/Z»), j-i where pj=-id/dxj (i= V^l), and a jf fi=a 4 are 4x4 constant symmetric matrices satisfying the anti-commutation relations (1.2) aja k +a k aj=2d jk l (/, fe = l, 2, 3, 4).
We denote by H Q the operator H with We denote by < , > and | | the usual inner product and norm in C 4 , respectively, and by ( , ) and || || the inner product and norm in the Hilbert space «#=[L 2 CR 8 )II 4 , respectively. We also denote by | | and || || the operator norm of a 4x4 matrix and a bounded linear operator in «#, respectively. We denote by / the 4x4 identity matrix, which at times implies the 2x2 identity matrix, but no confusion will occur. For a closable operator T in JC, we denote by T its closure. For an (formal) operator T, we denote by T the restriction of T to the domain (1.3) ê xcept L(k) defined in Section 2. It is evident that the operator H is symmetric in M if ( 
1.4) \QM\^L 2AOC (R S \0).
We shall consider the following problems with special emphasis on (P. 1) and (P. (P. 3) If (P. 1) is negatively answered, does H has any selfadjoint extension ? (P. 4) If (P. 3) is affirmatively answered, can we select a selfadjoint extension which has a certain clear physical meaning among selfadjoint extensions of H ? (This extension will be called distinguished after Schmincke [14] , Wiist [18] [19] and Nenciu [9] .) (P. 5) Does the essential spectrum of the unique selfadjoint extension or the distinguished selfadjoint extension, if any, coincide with that of H 0 ?
Remark 1.1. One may consider, instead of H, the restriction H to 3)-[CS°Cff 3 )] 4 , which will be denoted by H for the time being. Even if we replace H by H in the above problems, nothing new will occur if (1.4)' IQW|eL 2 , loc CR 3 ), which will be assumed throughout this paper. Indeed, under the assumption (1.4)', the operators H and H are symmetric in M and their closures coincide with each other. In order to prove this, it is sufficient to prove He//. The rest is obvious. Let ^ be a real valued C°° function in R 5 , which vanishes in U|^l and equals 1 in \x\^2. Put 0 e (;0=0(*/e). Let ^e£). ^e5) tends strongly to <p in M as e I 0.
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The c^-norm of the first term in the right hand side of the above equation is of order e 1/2 , since <p is bounded, so that it vanishes as e ! 0. The second term tends to fi<J), which yields HdH.
Let us sketch some results already known and what our main interests are In connection with (P. 1). At first we note that only the local behavior of Q(x) affects (P. 1): Lemma 1.2 (Chernoff [3] [17] (see also Rellich [10] [11]) shows by separating out the angular variables that H is essentially selfadjoint if and only if M^V3/2. The "if part" of this assertion is extended to the case of a scalar potential
by Schmincke [13] , who shows that the assumption (1.12) su implies the essential selfadjointness of H and (1.5). (Strictly speaking, his assumption is more general than (1.12) and he does not state explicitly (1.5).) Since Kato's result is extended to the case of matrix potentials, and RellichWeidmann's to the case of a scalar potential (1.11) as above, one might expect that, also in the case of matrix potentials, the assumption sup r Q(x)\<V3/2 X is sufficient for H to be essentially selfadjoint. But this is not true. On the contrary, Arai [1] showed that the number 1/2 in the assumption (1.10) is best possible in the following sense. 
Then H is essentially selfadjoint and (1.15) holds. Note that in the case of (1.11), (1.14) is reduced to (1.12). In Section 2, we shall treat a certain class of potentials which allows us to apply the separation of variables and we shall give a necessary and sufficient condition for these JTs to be essentially selfadjoint (Theorem 2.7) and the proof of Theorem 1.4. We shall also consider (P. 3) there (Theorem 2.9). In Section 3, we shall discuss (P. 1) and (P. 2) for more general potentials and generalize the above mentioned result of Arai-Yamada [2] (Theorem 3.1). In Section 4, we shall treat (P. 4) and (P. 5) (Theorem 4.1). § 2o Separation of Variables Almost all lemmas stated in this section are well known. Some of them will be proved here for the sake of completeness.
We define the matrices a( (1=1,2,3) by Proof.
(1.2) with j-k-^ implies ^2-I so that the eigenvalues of /3 are ±1, whose eigenspaces will be denoted by C7(±). Again, (1.2) implies that am aps C(±) onto C(+) bijectively so that dimC(+)=dim(7(-)=2. The eigenspaces C(±) reduce a'j by virtue of (2.2-c). We denote by o^ the part of o'j in C(+). Then (2.2) implies
The same argument as above shows that the eigenvalues of a B are ±1 and its eigenspaces are of dimension 1 and are mapped by ai onto each other. Let eb e a normalized eigenvector of <7 3 belonging to +1 and e 2 =0ie lf which is a normalized eigenvector of a s belonging to -1. In this co-ordinate system, the <j/s are represented as (2.4), where we have used (2.2-a)' to obtain the representation of <7 2 from the others. We define p = -ia^a^a^-p' 1 , which is symmetric and unitary, and maps C(±) onto C f (+ 
and (2.9)
Then Lj commutes with the multiplication operator rX, and K with H 0 , a r , p r and rX at least in 4). We regard the Hilbert space M as 
where C^, m are constants with modulus one, which will be determined later. Then we have
An elementary calculation shows the anti-commutation relation We put v=t/*. OT (0). Let ^e4) and put (We define similarly " limit circle case at oo " and " limit point case at oo ".) ii) For any non-real 2, (2.26) has at least one non-trivial solution satisfying (2.27) 0 and also has at least one non-trivial solution satisfying (2.27)oo.
iii Proof. Let s=-y. Then (3.5) and (3.6) are satisfied by virtue of (i), and 1
) The operator L(k) is essentially self adjoint if and only if L(k) is in the limit point case at both end points
by virtue of (ii). Thus (3.4) implies (3.7) with s = -~-, so that we can apply LI Theorem 3.1(1) to obtain the result. B b(, b z~b ' z , s-s') , that is, to show 2 = s x =0 holds, which is obvious since S±(0, 0, Q}=H Q -/3±i and H Q is essentially self ad joint as is well known.
Corollary 3.3. (1) Assume that Q(x} = Q Q (x) + Q 1 (x), Q^ satisfying the conditions of Theorem 3.1(1) and Q Q being of class L z ,\ oc such that for any e>0 and R>Q there exists a constant C(e, R) such that
Proof of Theorem 3.1(1). Let I R be the characteristic function of the ball {x^R 3 ; \x\^R}. We split H±i into three parts: In this section we shall consider (P. 4) and (P. 5). Schmincke [14] and Wiist [18] [19] have constructed a selfadjoint extension H of H called distinguished, which has the property that all states in £)(H} have finite potential energy :
on the other hand, Nenciu [9] has called H distinguished when all states in 3)(H) have finite kinetic energy:
and has shown the unique existence of such an extension. Klaus and Wust [6] have shown under an appropriate condition that these definitions coincide. Klaus and Wiist [7] have also obtained the invariance of essential spectrum. Their assumptions are respectively different and it is difficult to state them shortly. We note only that in the simplest case (1.8) all of them are reduced to the same condition M<1. (Cf. Example after Theorem 4.1.) The all authors mentioned above except Nenciu [9] treated the case of scalar potentials.
Our aim is to consider these problems in the case of the matrix potentials and to prove the following theorem. Remark. Assume a=Q. Then the assumptions of Theorem 4.1 is the same as those of Theorem 3.1(1), so that we have H=H in this case.
Example. Assume that (4.4)
r\Q(x)\^m 0 <l. Proof. An argument similar to the proof of (3.22) shows, by using (4.2) instead of (3. 1 9 which follows from (4.31-a), and (4.31-b), take the adjoint of the above expression to obtain
