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Abstract
The role of higher derivative operators in 4D effective field theories is discussed in both non-
supersymmetric and supersymmetric contexts. The approach, formulated in the Minkowski
space-time, shows that theories with higher derivative operators do not always have an
improved UV behaviour, due to subtleties related to the analytical continuation from the
Minkowski to the Euclidean metric. This continuation is further affected at the dynamical
level due to a field-dependence of the poles of the Green functions of the particle-like states,
for curvatures of the potential of order unity in ghost mass units. The one-loop scalar
potential in λφ4 theory with a single higher derivative term is shown to have infinitely
many counterterms, while for a very large mass of the ghost the usual 4D renormalisation
is recovered. In the supersymmetric context of the O’Raifeartaigh model of spontaneous
supersymmetry breaking with a higher derivative (supersymmetric) operator, it is found that
quadratic divergences are present in the one-loop self-energy of the scalar field. They arise
with a coefficient proportional to the amount of supersymmetry breaking and suppressed
by the scale of the higher derivative operator. This is also true in the Wess-Zumino model
with higher derivatives and explicit soft breaking of supersymmetry. In both models, the
UV logarithmic behaviour is restored in the decoupling limit of the ghost.
1 Introduction
Low energy supersymmetry can provide a solution to the hierarchy problem, when this is softly
broken at around the TeV scale, and future LHC experiments will be able to test some of the
predictions associated with this. In general, low energy models such as Standard Model or its
supersymmetric versions, are regarded as effective theories valid up to some high mass scale, at
which footprints of a more fundamental theory can show up. These can be in the form of higher
dimensional operators, and they can play an important role in clarifying the more fundamental
theory valid beyond the high scale, which suppresses their effects at low energies. Usually only
non-derivative higher dimensional operators are considered in 4D, while higher derivative ones
are less studied or popular, due to many difficult issues involved: either (high scale) unitarity or
causality violation, non-locality, the role of the additional ghost fields present in the context of
field theories with higher derivative operators (see for example [1]-[25]), etc. Perhaps the most
difficult issue in such theories is related to the analytical continuation from the Euclidean to the
Minkowski space (or vice-versa) which are not necessarily in a one-to-one correspondence. In
this work we attempt to address some of these problems.
Another motivation for studying higher dimension derivative operators in the 4D action
comes from the compactification of higher dimensional gauge theories. If physics at low scales
is the low-energy limit of a more fundamental such theory, higher derivative operators can be
generated dynamically, even in the simplest (orbifold) compactifications. For example, higher
derivative operators are generated by gauge (bulk) interactions in 6D at one-loop or 5D be-
yond one-loop [12, 13, 14, 15]. Brane-localised higher derivative operators are also generated
at the loop level [11], by superpotential interactions in 5D or 6D orbifolds. Higher derivative
interactions were also studied in the context of Randall-Sundrum models [16]. Therefore, clar-
ifying the role of such operators can help a better understanding of compactification. Further,
higher derivative operators are important in other studies: cosmology [17, 18], phase transitions
and Higgs mechanism [19, 20, 21], supergravity/higher derivative gravity [22]-[31], string theory
[32, 33], used as regularisation method [34], etc. We therefore consider it is worth investigating
the role of higher derivative operators in a 4D effective field theory, be it supersymmetric or not.
One common problem in theories with higher derivative operators is that they are in many
cases formulated and studied in the Euclidean space, and then it is assumed that there exists
an analytical continuation to the Minkowski space. In some simple cases the results of such
studies might hold true upon analytical continuation to the Minkowski space. However, in
the presence of higher derivative operators, the dispersion relations change, new poles in the
fields’ propagators are present, and the position of some of these can move in the complex
plane and become field dependent. In this situation, the analytical continuation to Minkowski
space becomes more complicated and possibly ambiguous, and one can be faced with difficult
choices: different ±i ǫ prescriptions in the Green functions can lead to different results upon
continuation from the Euclidean to the Minkowski space. To avoid this, we start instead with
1
a formulation in the Minkowski space, and pay special attention to this problem. We do so by
making the simple observation that the partition function for the second order theory in the
Minkowski space, should be well-defined and also recovered from the fourth order Minkowski
action, in the decoupling limit of the higher derivative terms, when the scale suppressing these
operators is taken to infinity. This is consistent with the finding [2] that a fourth order theory
can make sense in Minkowski space if one treats it like a second order theory. Ensuring that
the model without higher derivatives (or with their degrees of freedom integrated out) has a well
defined partition function in the Minkowski space turns out to be enough to fix the ambiguities
mentioned earlier. No special assumptions regarding analytical continuation are made, for this
is fixed unambiguously, with some interesting results.
The plan of the paper is the following: we first consider a 4D scalar field theory with a higher
derivative term in the action and study its Euclidean and Minkowski formulations and their
relationship. Section 2.2 addresses the one-loop effects of higher derivative terms on the scalar
field self-energy and scalar potential. We considered interesting to extend the analysis to the
supersymmetric case (Section 2.3) and investigate the role of supersymmetric higher derivative
terms in the case of O’Raifeartaigh model of spontaneous supersymmetry breaking. We analyse
the role of these operators for the UV behaviour of the self-energy of the scalar field. Section 2.4
addresses the same problem in the case of a Wess-Zumino model with supersymmetric higher
derivatives terms and explicit soft supersymmetry-breaking terms. In both models it was found
that, despite the soft nature of supersymmetry breaking, UV quadratic divergences are generated
for the scalar field self-energy, with a coefficient related to the amount of supersymmetry breaking
and suppressed by the (high) scale of the higher derivative operator.
2 Effects of Higher Derivative Operators at the loop level.
2.1 A simple example: Higher derivative terms in scalar field theory.
Let us start with a simple 4D toy model with a higher derivative term in the λφ4 theory and
study its effects at the classical and quantum level. Our starting point is the 4D Lagrangian
L = −1
2
φ (ξ✷2 +✷)φ− V (φ), V (φ) ≡ V0 + 1
2
(m2 − i ǫ)φ2 + λ
4!
φ4 (1)
with ξ ≡ 1/M2∗ > 0 and M∗ is some high scale of “new physics” where the higher derivative
term becomes important. Our metric convention is (+,−,−,−) and ✷ ≡ ∂µ∂µ. Additional,
higher order derivative terms can be added, but these are suppressed by higher powers of the
scale M∗. In the limit ξ → 0, the higher derivative terms decouple at the classical level.
The term +i ǫ φ2 in L (we take ǫ > 0) is consistent with the requirement that the partition
function for the particle state φ of the second-order theory (i.e. in the limit ξ=0), as defined
in the Minkowski space-time Z ∼ ∫ D(φ) exp(i ∫ d4xL), remains convergent at all momentum
2
scales1. The presence of +iǫφ2 is not a choice, it is just the familiar prescription present in Z
in second order theories. It is then natural to require that this prescription remain valid in our
case too (i.e. for non-zero ξ) and at all scales, and this is the only assumption2 we make. This
observation is important, for it fixes potential ambiguities present in some treatments of theories
with higher order derivatives. Further, in (1) one can change the basis [2] to ϕ1,2
ϕ1,2 = − (✷+m
2
± ± i ǫ∗(0))φ
√
ξ
(m2+ −m2− + 2iǫ∗(0))1/2
, (2)
where we introduced
m2± ≡
1
2ξ
[
1± (1− 4 ξ m2) 12
]
> 0, ǫ∗(0) ≡ ǫ
(1− 4ξm2)1/2 > 0 (3)
Then eq.(1) becomes
L = −1
2
ϕ1(✷+m
2
− − iǫ∗(0))ϕ1 +
1
2
ϕ2(✷+m
2
+ + i ǫ
∗(0))ϕ2 −
[
V0 +
λ
4!
(ϕ1 − ϕ2)4
1− 4 ξ m2
]
(4)
Therefore ϕ2 is a ghost, it has the “wrong” sign in front of the kinetic term. Note the presence
in the interaction of a coupling between ϕ1 and ϕ2, which prevents one from ignoring the effects
of ϕ2. ϕ1,2 are not independent degrees of freedom, since φ and ✷φ entering their definition are
not. In fact only φ ∝ ϕ2 − ϕ1 exists as an asymptotic state [2]. To conclude, our original field
φ is a “mixing” of particle-like (ϕ1) and ghost-like (ϕ2) states, eq.(2).
In basis (4) the ghost’ presence is manifest, but for technical reasons it is easier to work in
basis (1) where the presence of this degree of freedom is implicit in the propagator of φ alone,
defined by (1). Note the emergence from (1) of ±iǫ∗(0) terms in (4), important later on. These
are usually overlooked in the literature: if one started instead with action (4) without these
prescriptions, one could face a choice (±) for the prescription in the ghost propagator. In our
case these prescriptions are derived from the 4th order action of (1) which is our starting theory.
Further, for fixed ǫ≪ 1, the condition ǫ∗(0)≪ 1 requires m2ξ ≪ 1/4, which we assume to hold
true. For model building one would prefer that effects associated with the mass of the ghost
(unitarity violation, etc) be suppressed by a high scale, therefore we takem2+ ∼ 1/ξ ≫ m2− ∼ m2.
In principle one could start with action (4) and insist to have a −iǫ∗(0) prescription in its
ghost term and study such theory; however, with (2) changed accordingly to reflect this, the
relation of such theory to (1) is changed: one would obtain in (1) a momentum dependent pole
prescription, of type ǫ→ǫ′=ǫ∗(0)(1+ξ✷), unlike in our starting theory (1) where ǫ is momentum
independent. At p2≪ 1/ξ such theory would be similar to (4) (ghost being decoupled), but at
p2≫1/ξ, its partition function for φ would not remain convergent in Minkowski space, without
further assumptions. Such theory can be interesting but will not be discussed in this work.
1This is nothing but the usual prescription +i ǫ in the scalar propagator of 2nd order theory (Minkowski space).
2This assumption is consistent with treating the partition function Z of a 4th order theory in Minkowski space
as one of a 2nd order theory [2] of ξ = 0, with the ghost state ✷φ as a virtual state rather than an asymptotic one.
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Let us calculate the one-loop correction to the mass of φ using the “basis” of eq.(1)
− i δm2 = −iλ µ4−d
∫
ddp
(2π)d
i
−ξp4 + p2 −m2 + iǫ
=
−iλ µ4−d√
1− 4ξm2
∫
ddp
(2π)d
[
i
p2 −m2− + iǫ∗(0)
− i
p2 −m2+ − iǫ∗(0)
]
=
−iλ µ4−d√
1− 4ξm2
∫
E
ddp
(2π)d
[
1
p2 +m2−
+
1
p2 +m2+
]
, (5)
where the last integral is in the Euclidean space, showed by the index E, while µ is the standard
non-zero finite mass scale introduced by the DR scheme with d = 4 − ω, ω → 0. The above
result written instead in a cutoff regularisation makes explicit the nature of (scale) divergence:
− i δm2 = −iλ
(4π)2
√
1− 4 ξ m2
[[
Λ2 −m2− ln
(
1 + Λ2/m2−
)]
+
[
Λ2 −m2+ ln
(
1 + Λ2/m2+
)]]
.(6)
In the formal limit ξ → 0 i.e. m2+ ≫ Λ2, the last two terms (i.e. the ghost correction) cancel
against each other3, to leave only the particle part, since then m2− → m2. Note that in any
other case, the ghost contributes to the quadratic divergence of the correction. This is important
and contradicts the common statement that theories with higher derivative operators have an
improved UV regime, as naively expected from power-counting in Minkowski space, first line in
eq.(5): this eq would instead suggest a lnΛ divergence only! The explanation of this difference
is the plus sign in the last eq above, due to a Wick rotation to Euclidean space, and the two
quadratic divergences add up rather than cancel between the two contributions in (5), (6).
As a separate remark, let us also note that if we considered the case of 2 dimensions (d→ 2)
naive power counting applied to first line in (5) would suggest the integral is UV finite and yet,
the integral is logarithmically divergent in the UV, see the last line in (5). Therefore, it is not
only that diagrams that are already UV divergent can turn out to have a worse UV behaviour
when Wick rotated to Euclidean space, but also diagrams that appear UV finite by power
counting turn out to be UV divergent, with implications for the renormalisation algorithm4.
The result also shows that in this simple case the ghost cannot trigger negative (mass)2
for the scalar, to bring in an internal symmetry breaking, since here δm2 > 0. However this
remains a possibility in similar models, if one included additional gauge interactions, fermionic
contributions of opposite sign, or other additional 6D operators (such as for example φ2✷φ2 with
a different coefficient) when more corrections are present and can trigger symmetry breaking.
Let us remark that one can also use a series expansions of the general propagator in the
presence of the higher derivative term, and keep only a leading correction:
3This is easily seen by a Taylor expansion of the logarithm of argument close to unity.
4The naive application of the power-counting theorem [35] fails in the above contexts since for the theorem to
hold, the Wick rotation to Euclidean space must yield the Euclidean version of the theory, at least in the UV.
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Figure 1: The Feynman diagrams which contribute to the self-energy δm2
−
of the particle-like field ϕ1.
1
−ξ p4 + p2 −m2 + iǫ =
1
p2 −m2 + iǫ +
ξ p4
(p2 −m2 + i ǫ)2 +O(ξ
2p4) (7)
Here the first term in the rhs is the usual propagator, while the effect of the higher derivative
contribution is, to the lowest order, just a small correction. Note however the different number
of poles for p0 of the lhs and rhs in (7) with implications for continuation from the Minkowski
to the Euclidean space. The additional lhs pole, ultimately brings in an additional degree of
freedom (ghost), and is present only upon re-summing all higher order terms in the rhs.
The expansion in (7), when performed under a loop integral such as (5), is restrictive for it
assumes that one can neglect terms ξp2 ≪ 1 for any value of p2, in particular for 1/ξ ≫ p2 ∼ Λ2
where Λ is a UV cutoff of the integral. Using the above expansion in (5) one obtains an
approximation (in ξ) of the previous result for δm2, but will be valid only for a ghost mass
(∼ 1/ξ) much larger than the cutoff scale. This situation is unlike the results of eq.(5), (6),
which are more general, being valid for any value of the mass of the ghost (m2+ ∼ 1/ξ) relative
to Λ, in particular for m2+ ∼ Λ2, when (7) is not a good approximation since it would require
many more terms of the series to be included. To conclude, for applications one should use the
full propagator in the presence of higher derivative term and, after that, one can consider special
cases such as the limit m2+ ∼ 1/ξ ≫ Λ2 of decoupling the ghost-like contribution. The advantage
of this approach is that one will also be able to consider the case m2+ ∼ Λ2 or m2+ < Λ2, (with
m2+ assumed however much larger than a TeV scale, for phenomenological reasons).
Finally, let us now use the action in eq.(4) and the basis ϕ1,2 (instead of φ,✷φ), to recover
δm2 of (5). We thus compute at one-loop δm2± given by interaction (4) proportional to (ϕ1−ϕ2)4.
There are two one-loop diagrams of order λ which contribute to δm2−: one has in the loop a
propagator of ϕ1, and a symmetry factor 12; the second Feynman diagram has ϕ2 in the loop,
with a symmetry factor of 2. The result for δm2− is given below:
− i
2
δm2− =
−iλ
2
µ4−d
ξ2(m2+ −m2−)2
∫
ddp
(2π)d
[
i
p2 −m2− + iǫ∗(0)
+
−i
p2 −m2+ − iǫ∗(0)
]
(8)
The minus in front of the last propagator (of ϕ2) is explained by the kinetic term for the ghost
field ϕ2 in (4). The different propagators for ϕ1,2 in Minkowski space-time turn out to become
identical in Euclidean space-time, see last line in (5). Using that under differentiation of (3)
δm2− =
δm2√
1− 4ξm2 (9)
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we obtain a result for δm2 identical to that in the second line of eq.(5). This confirms that the
two descriptions, in terms of φ or of ϕ1,2 are equivalent, as expected. When ξ → 0, δm2− → δm2.
We conclude this section by analyzing what happens if instead of using the Lagrangian in
eq.(1),(4), one insists to use instead its Euclidean version, given below
LE = 1
2
φ ( ξ✷2E −✷E +m2 )φ+
(
V0 +
λ′
4!
φ4
)
(10)
The one-loop result for δm2 computed with the Feynman rules derived from LE gives:
− δm2 = −λ′ µ4−d
∫
E
ddp
(2π)d
1
ξp4 + p2 +m2
=
−λ′ µ4−d√
1− 4ξm2
∫
E
ddp
(2π)d
[
1
p2 +m2−
− 1
p2 +m2+
]
(11)
where all p2 are evaluated in Euclidean metric, shown by the subscript E. A similar result is
found by working in the corresponding ϕ1,2 basis. This result has no quadratic divergence but
only a logarithmic one. This would suggest a better UV behaviour of δm2 in the Euclidean
formulation compared to that in (5). Also, eq.(11) with λ′→λ is in contradiction with last line
in (5) which has an opposite sign between the contributions from m− and m+; this sign was due
to two Wick rotations in opposite directions in (5), which brought in an extra (-1) relative sign.
Therefore, the origin of this different result is ultimately due to the analytical continuation from
the Minkowski to the Euclidean space-time, not captured by the Euclidean formulation alone5.
The relation at the loop level, between theories formulated in Euclidean and Minkowski
space-time respectively, is further complicated by the fact that if the theory is not renormalisable,
a given set of operators (counterterms) in Minkowski space-time may correspond to a different
set of operators in the Euclidean spacetime or to the same set but with different coefficients.
Also, the Euclidean formulation itself is not always finite. To see these, add in eq.(10) the
operator ∆LE = −z′φ2✷Eφ2, (z′ > 0) which is dimension 6, like φ✷2Eφ. Its effect on δm2 is6
− δm2
∣∣∣
∆LE
=
−16z′ µ4−d√
1− 4ξm2
∫
E
ddp
(2π)d
[
m2+
p2 +m2+
− m
2
−
p2 +m2−
]
(12)
This result shows that the Euclidean theory has quadratic divergences induced by an operator
of same dimension as φ✷2Eφ. Since all operators with same mass dimension should be included
5To see this in more detail, use in the second line of eq.(5) the relation 1/(x− iǫ) = 1/(x+ iǫ) + 2iπδ(x) with
x = p2 − m2+. Then from eq.(5) one obtains a result which reproduces the result in the last line of (11) of the
Euclidean theory, plus an extra correction term, proportional to
∫
d4p δ(p20 − ~p
2 −m2+). This brings a quadratic
divergence, emerging from analytical continuation, not captured by the Euclidean theory alone, of eqs.(10), (11).
The divergence requires in the end the introduction of a suitable operator(s) or set thereof in the Euclidean theory.
6This operator is equivalent to ∆LE=−2φ
3
✷Eφ− 2φ
2(∂µφ)
2 up to total derivatives and this is used in (12).
Both operators in the rhs have similar loop corrections to m2, up to overall factors equal to 12 and 4 respectively
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for a comprehensive study, it turns out that even the Euclidean formulation of a theory with
higher derivatives is not necessarily finite.
The sum of the radiative corrections of (11), (12) gives a result identical to that in (5) of the
Minkowski Lagrangian, provided that λ′=λ/
√
1− 4ξm2 and z′=ξλ/(16√1− 4ξm2). For ξ=0
these relations give λ′ = λ, z′ = 0 and the two formulations have identical set of operators and
couplings since then the contribution fromm2+ ∼ 1/ξ vanishes. Further, one can also consider the
operator ∆L = −zφ2✷φ2 in the Minkowski Lagrangian eq.(1) and evaluate its loop corrections
to m2; after doing so, one obtains similar one-loop corrections to m2 in the two formulations
from the same set of operators in Minkowski and Euclidean actions (up to a redefinition of
their coefficients/couplings). This happens provided that z′ = (ξλ/16 − z)/√1− 4ξm2 and
λ′ = (λ− 64zm2)/√1− 4ξ m2. This may even lead to z′ < 0, for z > 0, and cause instabilities
in the Euclidean theory, present in some theories with higher derivatives.
To conclude, at the loop level the relation between the Euclidean and Minkowski formu-
lations is more complicated in the presence of higher dimensional operators, and in particular
higher derivative ones, due to additional poles induced by ghost fields, whose residue affect the
analytical continuation. In the following, we restrict the analysis to studying the role of the
higher derivative operator only, appearing in eq.(1). A full analysis including all dimension-six
operators and their radiative corrections is beyond the goal of this paper.
2.2 The one-loop scalar potential in the presence of higher derivatives
The one-loop scalar potential (vacuum energy) in a 4D theory without higher derivatives is:
U(φ) = V (φ)− i µ
4−d
2
∫
ddp
(2π)d
ln
p2 − V ′′(φ)
p2 − V ′′(0) (13)
with V (φ) the tree level potential. In string theory the starting point for the vacuum energy is
ultimately a somewhat similar formula, “upgraded” to respect string symmetries (world-sheet
modular invariance, etc). In the presence of higher derivative terms, eq.(13) is not valid anymore.
Let us address the one-loop potential and its renormalisation in the presence of higher deriva-
tives, using the action in eq.(1). In this case the one-loop potential in the Minkowski space is
U(φ) = V (φ)− i µ
4−d
2
∫
ddp
(2π)d
ln
p2 − ξ p4 − V ′′(φ) + iǫ
p2 − ξ p4 − V ′′(0) + iǫ (14)
= V (φ)− i µ
4−d
2
∫
ddp
(2π)d
ln
(p2 − α+(φ)− i ǫ∗(φ))
(p2 − α+(0) − i ǫ∗(0))
(p2 − α−(φ) + i ǫ∗(φ))
(p2 − α−(0) + i ǫ∗(0)) (15)
where, as usual ǫ > 0, and
α±(φ) ≡ 1
2ξ
(
1±
√
1− 4 ξ V ′′(φ)
)
, m2± = α±(0); ǫ
∗(φ) ≡ ǫ
(1− 4 ξ V ′′(φ)) 12
(16)
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If ξV
′′
(φ)≪ 1, α+(φ) ≈ 1/ξ − V ′′(φ) (ghost-like part), and α−(φ) ≈ V ′′(φ) (particle-like part).
Note the different ±iǫ∗ that emerged under the logarithm when going from (14) to (15),
with consequences for the analytical continuation to Euclidean space. In many studies, theories
with higher derivative operators are studied in Euclidean space and at the end it is assumed
that there exists a continuation to the Minkowski space. However, in that case ambiguities
(regarding which choice of sign of iǫ to take) or additional complications can emerge when going
from Euclidean to Minkowski space (see discussion in the previous section). Such issues do not
arise when starting with the Minkowski formulation eq.(1) and subsequent (4) and (14). In
(1) the +iǫ prescription is consistent with a well-defined partition function for the particle-like
degree of freedom in Minkowski space, and similar to that for any scalar theory in the absence
of higher derivatives (ξ = 0), considered here a perturbation. Since φ contains a “piece” of
ghost (being a “mixture” of ϕ1,2), it is not surprising that this initial prescription implicitly
fixes the prescription for the ghost-like part as well; this can be seen in the complex term under
the “ghost-like” logarithm in eq.(15), which comes with a definite “prescription” (−iǫ∗).
An intriguing aspect that emerged is the φ dependence of ǫ∗, telling us that the condition
ǫ∗(φ) be very small can be violated at the dynamical level. This should be avoided, at least
because otherwise α±(φ) would have values closer to each other and the ghost and the particle
reach masses of similar order of magnitude. Then the theory breaks unitarity at a mass scale
close to that of the particle and this is not something one would want. One also needs α±(φ)
be real, since otherwise the initial fourth order theory would have no particle-like degree of
freedom. One would then prefer the ghost have a very large mass, so that effects associated with
its mass scale are not present at low energies. Therefore the particle-like degree of freedom is
light compared to the ghost-like one, requiring
V
′′
(φ)≪ 1
4 ξ
, for any < φ > (17)
i.e. the curvature of the potential in ghost mass units be smaller than unity; this ensures ǫ∗≪1.
Let us now discuss the one-loop corrected U(φ) of (14) which is the sum of two contributions
due to α±(φ), each similar to that of a 4D theory without the higher derivative term. Our initial
problem of a higher derivative operator in the action is “unfolded” into two 4D copies, each
with its own scalar potential(s) with second derivative(s) α±(φ). After a Wick rotation to the
Euclidean space, eq.(14) gives7
U(φ) = V (φ) +
µ4−d
2
∫
E
ddp
(2π)d
[
ln
(p2 + α−(φ))
(p2 + α−(0))
− ln (p
2 + α+(φ))
(p2 + α+(0))
]
(18)
7To perform the Wick rotations one uses
∫
ddp ln
[
p2 − ρ± i ǫ
]
= ±i
∫
E
ddp ln
[
p2 + ρ
]
To show this, consider
s > 0 and with d = 4 − ǫ, then
∫
ddp (p2 − σ ± iǫ)−s = ±i (−1)−sπd/2σd/2−s Γ[s− d/2]/Γ[s] (σ > 0). Here the
+(−) sign is due to an anti-clockwise (clockwise) Wick rotation, respectively. One then differentiates this last eq
with respect to s and takes the limit s→0 to recover the Wick rotation of the logarithmic term under the integral.
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Notice the minus sign above, consequence of the analytical continuation, and showing the differ-
ence between Minkowski and Euclidean spaces properties in higher order theories. If one started
the analysis in an Euclidean setup instead, by computing U(φ) ∼ Tr(ln[ξ✷2 + ✷ + V ′′]), one
would have instead obtained a plus sign in front of the last term in (18)! This difference is due
to additional counterterms associated with analytical continuation from Minkowski to Euclidean
space, as discussed in the previous section. As a check of the correctness of our result, if one
takes the first derivative of U(φ) with respect to φ2 at φ = 0 one recovers exactly δm2 of eq.(5),
(6) in both regularisation schemes. This is a good consistency check.
Eq.(18) tells us something more, when we consider only the field-dependent part of the
integrals, involving α±(φ). Each of the integrals gives upon integration a quartic divergence in
scale, which may be seen more easily in a cutoff regularisation of (18). From this equation, with
a cutoff Λ on the above integrals instead of the DR scheme, one has at large p2
U(φ) ∼ 1
2
∫ Λ
E
d4p
[
ln p2 + α−(φ) p
−2 + α2−(φ) p
−4 + · · ·
]
−
(
α− → α+
)
(19)
The familiar quartic divergence coming from the integration of ln p2 and present in the field
dependent part of the particle-like contribution (α−(φ)) is cancelled by the similar one due to
its ghost counterpart, from α+(φ). This cancellation is due to the minus sign in (18), which is
in turn due to the rotation from Minkowski to the Euclidean space with opposite prescriptions
±i ǫ∗ in (15). The cancellation is similar to that ensured in the presence of softly broken
supersymmetry by8 equal bosonic and fermionic degrees of freedom StrM0 = 0. Note however
the presence of a UV-finite, cutoff-independent correction, quartic in the mass of the ghost (i.e.
in the scale of the higher derivative operators); this comes from α2+(φ) ∼ 1/ξ2 ≡ M4∗ in the
limit of small ξ. This discussion shows that ultimately higher derivative terms play a role in
addressing the cosmological constant problem. These observations and the results of eqs.(4),
(15), (18), (19) have some similarities to the proposal in [36] for the cosmological constant.
We now proceed to address the renormalisation of U(φ). Eq.(18) gives in the DR scheme:
U(φ) = V (φ) +
[
∆U1(φ) + ∆U2(φ)
]
−
[
∆U1(0) + ∆U2(0)
]
, (20)
∆U1(φ) = co
[
1
ω
+ c1
][
α2−(φ)− α2+(φ)
]
, ω ≡ 4− d→ 0; (21)
∆U2(φ) =
co
2
[
− α2−(φ) ln
α−(φ)
µ2
+ α2+(φ) ln
α+(φ)
µ2
]
, (22)
where co ≡ −1/2 (4π)2, c1 ≡ 1/4 ln [(4π)2e3−2γ ].
8In softly broken supersymmetric case one has that
∫
d4p ln(p2+M2) =
∑
J
(−1)2J (2J+1)Tr
∫
d4p ln(p2+M2J ) =
StrM0
∫
d4p ln p2 + StrM2
∫
d4p/p2− StrM4
∫
d4p/(2p4) + finite after expanding at large p2; the first term in the
rhs gives StrM0O(Λ4 ln Λ); in our case this UV cutoff dependent term is absent in the field dependent part alone,
due to a cancellation between particle and its ghost contribution.
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The contribution ∆U1 involves a square root of the fields, which will require us to introduce
infinitely many counterterms, already at the one-loop level. This may be seen from the following
equation, valid for ξV ′′(φ)≪1:
α2−(φ)− α2+(φ) =
−1
ξ2
√
1− 4 ξ V ′′(φ)
= −(1− 4ξm
2)
1
2
ξ2
+
λφ2
ξ (1− 4ξm2) 12
+
λ2 φ4
2(1 − 4ξm2) 32
+
λ3 ξ φ6
2(1− 4ξm2) 52
+O(ξ2φ8) (23)
where we used V (φ) of (1). The series above requires one introduce higher dimensional countert-
erms. However, after renormalisation, under the condition ξV ′′(φ)≪ 1, the usual 4D countert-
erms are sufficient and the theory “appears” as 4D renormalisable. This condition is respected
when the scale of higher derivative operators, M2∗ ≡ 1/ξ is high enough and when the vev of
the field < φ > has no runaway to infinity. This is exactly our initial condition (17) imposed on
physical arguments such as absence of unitarity violation at low scales, etc. In the approximation
of neglecting the φ6 counterterm and higher ones, the renormalised potential Ur is
Ur(φ) = U(φ) + δV0 +
δm2
2
φ2 +
δλ
4!
φ4 (24)
δ m2
2
= −co λ
[
1
ω
+ c1
]
1
ξ (1− 4 ξ m2) 12
+
a0
2
m2, (25)
δλ
4!
= −co λ2
[
1
ω
+ c1
]
1
2 (1− 4 ξ m2) 32
+
λ
4!
b0, δV0 = −V0 (26)
The cosmological constant term V0 only undergoes a finite renormalisation. The mass undergoes
renormalisation from both the particle and the higher derivative term (the ghost), which are
contributing to the quadratic divergence of the mass. This is seen from the ξ dependence of δm2;
in ordinary φ4 theory, the ξ-dependent factor is replaced by m2. The coupling constant is also
renormalised, despite the presence of the higher derivative term in the action. The coefficients a0
and b0 account for any finite part of the counterterms, i.e. are regularisation scheme dependent
constants, which can be fixed by suitable normalisation conditions.9 The result is
Ur(φ) =
[
λ− ∂
4∆U2
∂φ4
∣∣∣∣
φ=0
]
φ4
4!
+
1
2
[
m2 − ∂
2∆U2
∂φ2
∣∣∣∣
φ=0
]
φ2 +∆U2(φ)−∆U2(0) (27)
This is the one-loop scalar potential in the theory with higher derivative term (the derivatives are
given in the Appendix eq.(A-1)). In this very minimal case there is no spontaneous symmetry
breaking, (first derivative vanishes only for φ = 0), but as mentioned, in models which include
9These are m2 = ∂
2Ur(φ)
∂φ2
∣∣
φ=0
, λ = ∂
4Ur(φ)
∂φ4
∣∣
φ=0
10
additional interactions, fermions, etc., this may be possible. The above form of the one-loop
potential can be used in such models. Note that the α+ dependent part (ghost contribution) in
the last two terms of Ur is, at small ξ
∆U2(φ)−∆U2(0) = α2+(φ) ln
α+(φ)
µ2
− α2+(0) ln
α+(0)
µ2
+O(ξ0) = λφ
2
2 ξ
(2 ln ξ − 1)+O(ξ0) (28)
where we ignored the α− (particle-like) part which cannot introduce singular terms if ξ ≪ 1.
Note that the quartic mass dependence 1/ξ2 = M4∗ present in the field dependent part (from
α2+(φ)) is cancelled by that from α+(φ = 0). This leaves only a term proportional to φ
2/ξ,
which is only quadratic in the (high) mass of the ghost10. At non-zero φ the ghost contribution
does not decouple in the potential when ξ → 0. For smaller ξ the potential acquires a steeper
dependence on φ; at large ξ the higher dimensional terms neglected so far become important.
2.3 O’Raifeartaigh supersymmetry breaking with higher derivatives.
We shall now address the implications of the higher derivative operators in a 4D N=1 super-
symmetric context. We consider first the case of O’Raifeartaigh model with additional, su-
persymmetric higher derivative terms and spontaneous supersymmetry breaking. We compute
the one-loop correction to the self-energy of a scalar field in the presence of higher derivative
operators and investigate its UV behaviour. The action is:
L =
∫
d4θ
2∑
j=0
Φ†j
(
1 + ξj ✷
)
Φj +
{∫
d2θ
(
λΦ0 Φ2 + g (Φ
2
0 −M2)Φ1
)
+ c.c.
}
=
2∑
j=0
F ∗j
(
1 + ξj✷
)
Fj − ϕ∗j✷
(
1 + ξj✷
)
ϕj + i ∂µψ¯j σ¯
µ
(
1 + ξj✷
)
ψj −
(
gM2F1 + c.c.
)
+
[
λ
(
ϕ0F2 + F0ϕ2 − ψ0ψ2
)
+ g
(
2ϕ1 ϕ0 F0 + F1 ϕ
2
0 − 2ϕ0 ψ1 ψ0 − ϕ1 ψ0 ψ0
)
+ c.c.
]
(29)
where the chiral superfield Φj has components Φj = (ϕj , ψj , Fj). We use standard conventions
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and for any Weyl spinors ψψ ≡ ψAψA, ψψ ≡ ψA˙ψ
A˙
and also ψ σµ ψ ≡ ψA˙ (σµ)A˙B ψB . The terms
involving the ✷ operator are manifest supersymmetric if we recall that −1/16D2D2Φj = ✷Φj,
for Φj a left chiral superfield, and where DA, DA˙ are supersymmetric covariant derivatives.
10 It is for this cancellation to take place that we kept the constant ∆U2(0) in the potential, rather than
introduce it in the renormalisation of V0 in (24). This then avoids the fine tuning of the tree level V0 to cancel
one-loop ∆U2(0) ∼ 1/ξ
2 ∼M4∗ in the limit of decoupling the ghost i.e. at large M∗, see also eq.(26)
11We use the notation σµ = (σ0, σi) where σi are Pauli matrices, with σ0 = 12×2; its elements are labelled σ
µ
AA˙
;
also σµ ≡ (σ0, σi) = (σ0,−σi) whose elements are (σµ)A˙A = εABεA˙B˙σµ
BB˙
, A = 1, 2; A˙ = 1˙, 2˙; also ε11 = ε22 = 0,
ε12 = −1 = −ε21, ǫ
AB = ǫTAB with similar definitions for “dotted” ε; finally tr(σ
µσν) = 2ηµν , ηµν = (+,−,−,−).
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If all ξj = 0, j = 0, 1, 2 one recovers the familiar O’Raifeartaigh model of supersymmetry
breaking. We review this briefly, before returning to the case of non-zero ξj. In this model, take
g,M, λ all real and non-zero; then the model has spontaneous supersymmetry breaking, since
the potential V cannot vanish under this assumption. Indeed, the potential is
V =
∑
i=0,1,2
|Fi|2 = |λϕ2 + 2 g ϕ1 ϕ0 |2 + | g (ϕ20 −M2) |2 + λ2 |ϕ0 |2 (30)
where F0, F1, F2 are given by the three terms above, in this order. The condition V = 0 has no
solution if all g,M, λ are non-zero; the minimum conditions ∂V/∂ϕ1,2 = 0 when satisfied, give
an extremum value: Vm = λ2 |ϕ0 |2 + | g (ϕ20 −M2) |2; further, from ∂Vm/∂ϕ0 = 0 one obtains
that ϕ0 is real and that ϕ0 (λ
2+2g2(ϕ20−M2)) = 0. For this equation there are two possibilities:
(a): if λ2 ≥ 2g2M2 then ϕ0 = 0 and then Vm(ϕ0=0) = g2M4 is the minimum of the potential
and spontaneous supersymmetry breaking takes place. In this case F0 = F2 = 0, F1 = gM
2.
(b): if λ2 < 2g2M2, one has two non-zero roots from: 2g2ϕ20 = 2g
2M2 − λ2 which correspond
to the minimum of the potential, while Vm(ϕ0 = 0) is now a local maximum. In this case
Vm = g2M4+ϕ20(λ2− 2g2M2)+ g2ϕ40 and therefore, in addition to spontaneous supersymmetry
breaking, there is internal (spontaneous) symmetry breaking with respect to ϕ0 (negative “mass”
λ2 − 2g2M2). The symmetry of the potential which is broken is a Z2 symmetry, ϕ0 → −ϕ0. In
this case, F0 = 0, F1 = g(M
2 − ϕ20), F2 = −λϕ0 where ϕ0 denotes the above non-zero roots.
In both cases discussed above, one notices that the condition gM2 = 0 restores supersymmetry
and a vanishing V. This concludes the review of the O’Raifeartaigh model.
We return now to the action in (29) and consider the presence of higher derivatives for some
or all superfields. If ξj 6=0 for some j the corresponding Fj field is dynamical and has a ghost
field partner (✷Fj). The off-shell counting of the bosonic and fermionic real degrees of freedom
works as in the absence of the higher derivatives, but now each field has a counterpart (ghost):
ϕj (2), ✷ϕj (2), Fj (2), ✷Fj (2), ψj (4), ✷ψj (4), since ✷f , where f is some field, is seen as an
extra degree of freedom, although not independent of f (see discussion around eq.(4)).
In the presence of the higher derivatives (ξj 6= 0), the effective potential at the tree level
has a minimum which is not affected by the fact that Fj has now a dynamical nature. Indeed,
the extremum condition ∂V/∂Fj = 0, where V is obtained from (29), provides solutions for Fj ,
regardless of whether Fj is dynamical or not. After inserting back these values of Fj in the
potential, one obtains for V at the extremum point, a result identical to (30), and with squared
absolute values of F0,1,2 respectively given by the three terms in (30), in this order. With this
observation, the discussion of supersymmetry breaking (at the tree level) in the presence of
higher derivatives follows identically that after eq.(30) in the absence of higher derivative terms.
As before, if gM2 = 0 then supersymmetry is restored.
In this framework we now investigate the UV behaviour of the self energy of scalar field
ϕ0 in the presence of the higher derivative terms. This is interesting since the supersymmetry
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Figure 2: The Feynman diagrams (off-shell) which contribute to the self-energy of ϕ0 in Section 2.3.
breaking is spontaneous, and we would like to see the dependence of the quantum corrections
to the mass of ϕ0, on the scale of (supersymmetric) higher derivative terms (1/ξi) and on the
UV cutoff (Λ). Does spontaneous supersymmetry breaking remain soft in the presence of higher
derivative terms, and if so, under what conditions? These questions are addressed below.
To compute the loop corrections to the mass of ϕ0 (see Fig. 2) we first need to replace in
(29), F1 → F˜1 + gM2. After this, the new Lagrangian equals L′(F1 → F˜1) + ∆L where L′ is
that of eq.(29) but without the linear term in F1, and
∆L = g2M2ϕ∗20 + g2M2ϕ20 − g2M4 (31)
In the presence of higher derivative terms one must pay attention to the prescriptions for
the propagators’ poles. It is easier to understand these by first considering a simpler case, of
λ = 0,M = 0. In this case
< F˜1 F˜
∗
1 >=
i
ξ1 (✷+ 1/ξ1 − i ǫ˜) , < Fj F
∗
j >=
i
ξj (✷+ 1/ξj − i ǫ˜) , j ≡ 0, 2 (32)
Also
< ϕj ϕ
∗
j > =
−i
✷(1 + ξj✷)− iǫ =
−i
(✷− iǫ)(1 + ξj ✷+ i ǫ ξj) , j ≡ 0, 1, 2. (33)
which can further be written as a difference of a particle-like and ghost-like propagators. Finally
< ψAj ψ
B˙
j > = σ
µ AB˙ ∂µ
1
✷(1 + ξj ✷)− i˜˜ǫ
, j = 0, 1, 2. (34)
while < ψA˙ψB > has a form similar to that of < ψ
Aψ
B˙
>, but with σµ AB˙ replaced by σν
A˙B
.
Here we used the indices A,B = 1, 2, A˙, B˙ = 1˙, 2˙. To obtain the momentum representations one
replaces ✷ ≡ ∂µ∂µ → −p2 and ∂µ → −ipµ.
The i ǫ prescription for the scalar fields is rather standard, as in the absence of higher
derivative operators, and this was discussed in the previous section; the same must be true for
fermions, and the prescription we took for their propagator is consistent with a +i˜˜ǫ ψ ψ shift
present in the Minkowski partition function exponent, to ensure its convergence; therefore we
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have ˜˜ǫ = ǫ (ǫ > 0); this is also confirmed later by supersymmetry arguments; however, to be
more general, let us keep the sign of ˜˜ǫ arbitrary. For the auxiliary fields propagators, comparison
of the higher derivative terms for Fj in (29) against the second term in (4) suggests that ǫ˜ = −ǫ
(ǫ > 0), but to keep track of its effects, let us keep the sign of ǫ˜ arbitrary, too.
Returning to the general case of non-zero λ and M , the propagators change now, due to
mass-mixing terms, proportional to λ, M , see (29), (31). An exception is < F˜1 F˜
∗
1 > which
remains unchanged. For the new propagators that we need in Figure 2, the above prescriptions
still apply and are used for the “diagonal entries” in the relevant matrices, as described below.
More explicitly, < F0F
∗
0 > is now given by the element (N−1)44 where N−1 is the inverse
of matrix N defined by L ⊃ (1/2) ~wN ~w∗T with w the vector basis w ≡ (ϕ∗2, ϕ2, F ∗0 , F0).
Similarly, the new propagator < ϕ0 ϕ
∗
0 > is given by the entry (M−1)22, where the matrixM is
read from L ⊃ (1/2) ~γM~γ∗ T , with ~γ ≡ (ϕ∗0, ϕ0, F ∗2 , F2). Finally, < ψ0 ψ0 > is now given by the
element (P−1)11 of the inverse matrix P−1 where P can be read from L ⊃ (1/2) ~δP ~δ∗ T with
~δ ≡ (ψ0, ψ0, ψ2, ψ2). The detailed expressions of these propagators found as described here, are
given in the Appendix, eqs.(A-2) to (A-4); these expressions recover, if λ → 0,M → 0, those
quoted in eqs.(32) to (34), including the prescriptions for the poles.
Using eqs.(A-2) to (A-4), one can evaluate the diagrams which contribute to the mass of ϕ0
(Figure 2). The results are12
(a) = (2ig)2
∫
d4p
(2π)4
(−1) (p2 (1− ξ2p2) + i ǫ )
(p2 (1− ξ1 p2) + iǫ)
[
(1− ξ0 p2 − i ǫ˜ ξ0) (p2(1− ξ2 p2) + iǫ)− λ2
]
(b) =
4 (i g)2
2
∫
d4p
(2π)4
−(1− ξ2 p2 − i ǫ˜ ξ2)
(1− ξ1 p2 − i ǫ˜ ξ1)
[
(1− ξ2 p2 − i ǫ˜ ξ2) ( p2 (1− ξ0 p2) + ρ+ i ǫ)−λ2
]
ρ=2g2M2
+(ρ→ −2g2M2)
(c) = (2ig)2
∫
d4p
(2π)4
2 p2 (p2(1− ξ2 p2) + i˜˜ǫ)
( p2 (1− ξ1 p2) + i ˜˜ǫ)
[
(p2(1− ξ2 p2)+i˜˜ǫ) (p2(1− ξ0 p2)+i˜˜ǫ)− λ2 p2 ]
] (35)
We used tr [σµ σ¯ν ]∂µ ∂ν = 2✷ and that diagram (b) has a symmetry factor of 4.
For simplicity consider in the following the case when ξ0 = ξ2 = 0, so only the Φ1 superfield
has a higher derivative term in (29). We also assume that 1/ξ1 6= λ2, 1/ξ1 6= λ2 − 2g2M2. (In
fact one should take ξ1λ
2 ≪ 1, ξ1g2M2 ≪ 1 on grounds similar to those discussed in the non-
supersymmetric case; here λ and g2M2 play a role similar to m in Section 2.1). One obtains13
12Any ǫ-prescriptions in the numerators of integrals/propagators are irrelevant and should be set to zero when-
ever present below; they are shown only to help trace the origin of corresponding terms in component formalism.
13In expressions (a), (c) we use p2(1− ξj p
2)+ i ǫ = −ξj (p
2+ i ǫ) (p2−1/ξj − i ǫ)+O(ǫ
2), (see also (33) showing
its origin). This also allows for a check of the cancellation, for exact supersymmetry, of the corrections in (35)
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(a) =
(2 i g)2
1− ξ1 λ2
∫
d4p
(2π)4
[
1
p2 − 1/ξ1 − i ǫ −
1
p2 − λ2 + i ǫ
]
(b) =
(2 i g)2
1− ξ1 λ′ 2
∫
d4p
(2π)4
[
1
p2 − 1/ξ1 + i ǫ˜ −
1
p2 − λ′ 2 + i ǫ
]
1
2
+
(
λ
′2 → λ′′2
)
,
(c) =
(2 i g)2
1− ξ1 λ2
∫
d4p
(2π)4
[ −2
p2 − 1/ξ1 − i ˜˜ǫ
− −2
p2 − λ2 + 2i ˜˜ǫ
]
(36)
where we introduced λ
′ 2 ≡ λ2 − 2g2M2 and λ′′ 2 ≡ λ2 + 2g2M2.
If ξ1 = 0 then the usual cancellations for spontaneously broken supersymmetry are present,
with no quadratic divergences, and only logarithmic terms (in UV cutoff) present. To see
this, note that in this limit the first term in every square bracket in (36) vanishes, and any
contributions from corresponding ghost fields are decoupled. The second term in any of the
above brackets represents the usual contribution in the absence of higher derivative terms, with
overall ξ1-dependent coefficients equal to unity when ξ1 = 0. This supersymmetric cancellation
is consistent with the prescription ˜˜ǫ > 0 and ǫ˜ < 0 as stated after eq.(34).
For non-zero ξ, the ghost-like fields contribute to the radiative corrections and to their UV
behaviour; also, in this case the coefficients of the “normal” contributions (for ξ1 = 0) are now
multiplied by ξ-dependent factors, different from 1. In this case, and using the notation ǫ˜ = v ǫ,
˜˜ǫ = u ǫ, (where v = −1, u = 1), the result of adding the (a), (b), (c) contributions is14
∆m2ϕ0 =
g2
4π2
{[
2(1 − 2u)
1− ξ1 λ2 +
1− v
2(1− ξ1 λ′ 2) +
1− v
2(1 − ξ1 λ′′ 2)
]
Λ2 +
(1− 2u)
1− ξ1λ2 g(Λ
2, λ2)
+
[
1− 2u
1− ξ1λ2 −
v/2
1− ξ1 λ′ 2 −
v/2
1− ξ1 λ′′ 2
]
g(Λ2, 1/ξ1) +
[
g(Λ2, λ
′ 2)
2 (1− ξ1λ′ 2) + (λ
′ → λ′′)
]
(37)
with g(Λ2,m2) = −m2 ln(1 + Λ2/m2). The above expression becomes (with v = −1, u = 1)
∆m2ϕ0 =
g2
4π2
2 ξ21 (2g
2M2)2
(1− ξ1 λ2) (1− ξ1 λ′2) (1− ξ1 λ′′2) Λ
2 +O(ln Λ) (38)
with the notation λ
′ 2 ≡ λ2 − 2g2M2 and λ′′ 2 ≡ λ2 + 2g2M2.
14One has ∫
d4p
1
p2 −m2 ± i ǫ
= ∓ i π2
[
Λ2 −m2 ln[1 + Λ2/m2]
]
, ǫ > 0
If m2 ≫ Λ2, as it may happen when we decouple the ghost, m2 ∼ 1/ξ, then the quadratic divergence disappears.
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Before addressing the result obtained, let us remind that the “prescriptions” we took v = −1,
u = 1 or equivalently ǫ˜ = −ǫ and ˜˜ǫ = ǫ, are those stated in the text after eq.(34), and it is re-
assuring to know that they are also consistent with supersymmetry arguments and cancellations
that take place for exact supersymmetry, as discussed earlier. One may ask whether the other
“possibilities” could be correct, such as v = 1, u = ±1 or v = −1, u = −1? The answer is
negative, and they can be easily ruled out; for example, if supersymmetry is exact (M = 0)
or only softly broken but without higher derivatives (ξ1 = 0), the sum of quantum corrections
would still have quadratic divergent terms for these “choices”, which is clearly not allowed15.
According to (38), we find the interesting result that supersymmetry breaking, although
spontaneous, can nevertheless bring in quadratic divergences at one-loop, if higher derivative
supersymmetric terms are present in the initial action. This result is not in contradiction with
soft supersymmetry breaking theorems [37], which do not include higher dimensional derivative
supersymmetric terms.
The quadratic divergence found for ∆m2ϕ0 has a coefficient that is proportional to g
4M4
which is related to the “amount” of supersymmetry breaking, and inverse proportional to the
mass scale of the higher derivative operators M21,∗ ≡ 1/ξ1. If ξ1 is small enough i.e. the scale
of higher derivative operator is high (required in the end for model building, phenomenology,
reasons of unitary, etc), the quadratic divergence has a smaller coefficient, but it is still present.
In the special limit of decoupling the higher derivative operators (ξ Λ2 ≪ 1) we recover the usual
result that no quadratic divergences are present in spontaneous supersymmetry breaking, in the
absence of higher derivative terms in the action.
Another case one can consider is ξ0 = ξ1 = ξ2 ≡ ξ, when all fields in the model have higher
derivative operators, and all auxiliary fields are dynamical. The one-loop correction of eq.(35)
becomes
(a) = (2ig)2
∫
d4p
(2π)4
−1(
1− ξ p2 − i ξ ǫ˜
)(
p2 (1− ξ p2) + i ǫ
)
− λ2
(b) =
(2i g)2
2
∫
d4p
(2π)4
−1(
1− ξp2 − i ξ ǫ˜
) [
(p2 (1− ξ p2) + iǫ) + ρ
]
− λ2
∣∣∣∣
ρ=2g2M2
+
[
ρ→ −2g2M2
]
(c) = (2i g)2
∫
d4p
(2π)4
2
p2 (1− ξ p2)2 + 2 i˜˜ǫ (1− ξ p2)− λ2 (39)
The result of evaluating these integrals is given in Appendix, eqs.(A-5)-(A-12). We take into
account that ǫ˜ = −ǫ < 0 and ˜˜ǫ = ǫ > 0 which are important for the UV behaviour, as they
15If v = 1, u = ±1, the quadratic term is g
2
4pi2
2(1−2u)Λ2
1−ξ1λ2
; if v = u = −1 the quadratic term is proportional to
Λ2(4(1− 2ξ1λ
2)− 3ρ2ξ21 +4λ
4ξ21), with ρ=2g
2M2; these do not vanish when restoring supersymmetry (by taking
M=0) or if ξ1→0.
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involve different Wick rotations and thus additional minus relative signs. We provide below the
result in the limit when ξλ2 ≪ 1 and ξ g2M2 ≪ 1. After adding together the contributions
above, one has
∆m2ϕ0 =
5 g2
π2
(2g2M2)2 ξ2Λ2 +O(ln Λ) (40)
Similar to the case of non-vanishing ξ1, we found that in the presence of supersymmetric higher
derivative operators, supersymmetry breaking - although spontaneous - brings in, nevertheless,
a quadratic divergence to the one-loop self energy of the scalar field. In the limit of restoring
supersymmetry (gM = 0), the quadratic divergence is absent, as it should be the case. Also, in
the special case of decoupling of the higher derivative operators when their scale is much larger
then the UV scale (i.e. ξΛ2 ≪ 1) this divergence is again absent, as expected.
In conclusion and somewhat surprisingly, spontaneous supersymmetry breaking in the pres-
ence of higher derivative supersymmetric operators is no longer soft and quadratic divergences
are present, with a coefficient equal to the ratio of the parameter related to the amount of su-
persymmetry breaking and the scale of higher derivative operators. The need for a high scale of
the higher derivative operators discussed earlier, ensures ultimately a small value of the coeffi-
cient of the quadratic divergences. Moreover, the quadratic divergence has a coefficient which
is suppressed by the power 4 of the scale M∗ ≡ 1/
√
ξ of the higher derivative operator.
2.4 Wess-Zumino model with soft breaking terms and higher derivatives.
In this section we investigate the extent to which our previous findings for the supersymmetric
case remain true in the case of explicit breaking of supersymmetry, as opposed to the spontaneous
breaking analysed. We consider the Wess-Zumino model with a soft breaking term and extended
with supersymmetric higher derivative operators. We examine the one-loop self-energy of the
scalar field. The action is
L =
∫
d4θΦ†
(
1 + ξ✷
)
Φ+
{∫
d2θ
(
1
2
mΦ2 +
1
3
λΦ3
)
+ c.c.
}
−m20 ϕϕ∗
= F ∗
(
1 + ξ✷
)
F − ϕ∗✷
(
1 + ξ✷
)
ϕ+ i∂µψ¯ σ¯
µ
(
1 + ξ✷
)
ψ
+
( 1
2
m (2ϕF − ψψ) + λ (ϕ2 F − ϕψ2) + c.c.
)
−m20 ϕϕ∗ (41)
with Φ ≡ (ϕ,ψ, F ) and a notation similar to that in the O’Raifeartaigh model.
The last term in (41) breaks supersymmetry softly. The field F is dynamical and has a ghost
field partner (✷F ). The off-shell counting of the bosonic and fermionic real degrees of freedom
works as in the usual Wess-Zumino model, but now each field has a (ghost) counterpart: ϕ (2),
✷ϕ (2), F (2), ✷F (2), ψ (4), ✷ψ (4).
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Figure 3: The one-loop Feynman diagrams (off-shell) which contribute to the scalar field self-energy for
scalar field ϕ, in the Wess-Zumino model with higher derivative terms.
The relevant propagators in the presence of higher derivative term are found as in previous
section. For example one writes the quadratic terms in the action in basis ~σ ≡ (ϕ,F ∗) as
L = (1/2)~σM~σ∗T and then invert the matrix M. One finds
< ϕϕ∗ > =
−i (1 + ξ✷− i ǫ˜ ξ)
[✷(1 + ξ✷) +m20 − iǫ] (1 + ξ✷− i ǫ˜ ξ) +m2
,
< F F ∗ > =
i (✷ (1 + ξ✷) +m20 − i ǫ)
[✷(1 + ξ✷) +m20 − iǫ] (1 + ξ✷− i ǫ˜ ξ) +m2
, (42)
with our usual convention that ǫ > 0. In the above eqs, the iǫ-prescription is in agreement
with that for ξ = 0 and ultimately read from that of the propagator of ϕ alone (with m = 0),
entering the mass mixing matrix; there is also a iǫ˜ prescription, which originates from the
propagator for the F field in the absence of any mixing by m. For the propagator of the field F ,
comparison of the higher derivative terms in Wess-Zumino model against the second term in (4)
suggests that ǫ˜ = −ǫ; let us however keep the sign of ǫ˜ arbitrary, as we did in the O’Raifeartaigh
model. Finally, eqs.(42) are written in the presence of the supersymmetry breaking term, while
if supersymmetry is unbroken one simply sets m0 = 0. For fermions one finds the propagator
< ψAψ
B˙
> = (1 + ξ✷)σµ AB˙ ∂µ
1
✷(1 + ξ✷)2 +m2 − 2 i ˜˜ǫ (1 + ξ✷) , (43)
A similar expression exists for < ψA˙ψB >, but with the matrix σ
µ AB˙ replaced by σµ
A˙B
. For the
fermionic propagators, the prescription is ˜˜ǫ = ǫ > 0, and is found similarly to the O’Raifeartaigh
model. In the limit ξ = 0 one recovers the usual propagator for Weyl fermions.
Using these propagators, one obtains the following one-loop contributions, see Figure 3, to
the mass of the scalar field ϕ, for vanishing external momentum:
(a) = 4 (iλ)2
∫
ddp
(2π)d
−(1− ξ p2 − i ǫ˜ ξ) [ p2(1− ξ p2)−m20 + i ǫ ]
[ ( p2(1− ξ p2)−m20 + i ǫ) (1− ξ p2 − i ǫ˜ ξ)−m2 ]2
(44)
(b) = −2 (−iλ)2
∫
ddp
(2π)d
(1− ξ p2)2 tr(σµσν)(−pµpν)
[ p2 (1− ξ p2)2 −m2 + 2 i ˜˜ǫ (1− ξ p2)]2 , (45)
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for bosons and fermions respectively, with tr(σµσν) = 2 ηµν .
For our purposes of investigating the UV behaviour of the self-energy correction, it is suffi-
cient to consider the massless case, m = 0, when the above loop integrals simplify considerably,
without changing their UV behaviour. In that case we have16,
(a) = 4 (iλ)2
∫
ddp
(2π)d
−1
(−ξ) [ p2(1− ξ p2)−m20 + i ǫ] (p2 − 1/ξ + i ǫ˜ )
, (ǫ˜ = −ǫ)
(b) = 2 (−iλ)2
∫
ddp
(2π)d
2
(−ξ) [ p2(1− ξ p2) + 2 i ˜˜ǫ] (p2 − 1/ξ − 2 i ˜˜ǫ ) , (
˜˜ǫ = ǫ) (46)
One again observes that if supersymmetry is restored, one must have that ǫ˜ = −˜˜ǫ = −ǫ, which
is consistent with our choice and as already encountered in the O’Raifeartaigh model.
Remembering that (a) and (b) are contributions to −i∆m2ϕ, we find
∆m2ϕ =
λ2
4π2
{
(3 ξ m20) 2Λ
2 −m20
[
ln(1 + ξ Λ2)− σ
2
(σ − 4)
]
−m20 (1 + 4ξ m20) ln(1 + Λ2/m20)
+
[
m20Λ
2
Λ2 +m20
− m
2
0
3
(
σ (18− 6σ + σ3) + 12 ln(1 + Λ2 ξ)
)]
ξ m20 +O
(
(ξ m20)
2
)}
(47)
where σ = Λ2ξ/(1+Λ2ξ). This result is valid for ξ m20 ≪ 1, but for an arbitrary relation between
Λ and ξ. For the result without this approximation see the Appendix, eq.(A-13).
We therefore obtain, similar to the case of the O’Raifeartaigh model, that a quadratic di-
vergence is present in the overall bosonic and fermionic contributions, equal to (3 ξ m20) 2Λ
2. All
the remaining terms in (47) arise from expansions (for ξm20 ≪ 1) of logarithms of arguments
involving ratios of Λ2 and mass terms function of ξ and m20. The quadratic divergence is present
despite the soft nature of supersymmetry breaking, and is due to the fact that we considered
this breaking in the presence of higher derivative supersymmetric terms. In the limit of restoring
supersymmetry, m0 → 0 this divergence and in fact the entire quantum correction is absent, as
expected. The coefficient of our quadratic divergence is proportional to the amount of supersym-
metry breaking (m0), and inverse proportional to the scale M
2
∗ = 1/ξ of the higher derivative
operator. These results remain valid in the case of a non-zero mass shift m for fermions/bosons.
It is worth noticing that, unlike the case of O’Raifeartaigh model, in the present case the
coefficient of the quadratic divergence is less suppressed, by M2∗ (M
2
∗ = 1/ξ), rather than M
4
∗ .
The origin of this difference can be traced back to the presence in the Wess Zumino-model of
the soft breaking term m20 ϕϕ
∗, while in the spontaneous breaking, its counterpart involved a
bilinear term g2M2ϕ20 + c.c. rather than g
2M2ϕ0ϕ
∗
0, see (31).
16For (b) we use p2(1− ξ p2) + 2i˜ǫ˜ = −ξ (p2 + 2i ˜˜ǫ) (p2 − 1/ξ − 2i ˜˜ǫ) +O(˜˜ǫ
2
)
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Let us finally take the special limit ξ Λ2 ≪ 1, which decouples the higher derivative operators
in the classical action. In this case only a logarithmic correction (in the UV cutoff) survive
in (47) of type −m20 ln(1 + Λ2/m20), the higher derivative operator and associated ghost fields
contributions decouple, to recover that no quadratic divergences are present [37] in softly broken
supersymmetry in an action without higher dimensional terms.
We conclude this section with a remark which applies to both O’Raifeartaigh and Wess-
Zumino models. Our analysis is somewhat restrictive in that we considered only the role of
one particular higher dimension (derivative) operator on the UV behaviour of the scalar field;
however, other operators of same or lower mass dimension can be present and should be included
for a complete study, with possibly different conclusions. For example one can have additional
operators such as
∫
d2θΦ✷2Φ or
∫
d4θ(Φ†Φ)2, suppressed by additional powers of a mass scale.
Such new scale introduces additional parameters in the theory, unless this is taken equal to M∗.
Such terms can change significantly our one-loop results and bring in additional, interesting
effects.
3 Final Remarks and Conclusions
In this work we discussed the role that higher derivative operators play at the quantum level,
and their implications, for both non-supersymmetric and supersymmetric 4D theories. Such
operators are in general expected in effective theories, and in models of compactification and
this motivated this study, despite the problems that theories with higher derivative operators
may have.
We first considered a 4D scalar field theory with higher derivatives, and stressed the impor-
tant role of a well-defined partition function in the Minkowski space at all momentum scales,
for loop calculations and for analytical continuation to the Euclidean space to exist and be
unambiguously defined. The loop corrections to the self-energy of the scalar field were com-
puted in the presence of higher derivative terms, to show that these do not necessarily improve
the UV behaviour of the theory, as usually considered. This is because Minkowski space-time
power-counting criteria for convergence do not always remain true in higher order theories. The
reason for this is the relation Minkowski-Euclidean analytical continuation, which involves Wick
rotations in opposite senses, such that ultimately ghost-like and particle-like degrees of freedom
contributions add up (rather than cancel) to the UV behaviour of the scalar field self-energy.
We also discussed the relation between a Minkowski and an Euclidean theory both with
higher derivative terms, and similar action at the tree level, to show that their relation is
complicated at loop level by the presence of higher derivative terms. This complication arises
due to the additional poles that higher derivative terms induce in the Minkowski spacetime.
As a result of their presence, the two theories can give similar result for the one-loop self
energy, although they do not have an identical set of operators or these can come with different
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coefficients. It also turns out that not even the Euclidean theory with higher derivatives is finite
or only logarithmic divergent. Instead, it can also have quadratic divergences in the case that
other dimension six-operators are included, in addition to the higher derivative kinetic term.
The analytical continuation of our loop corrections derived in the Minkowski space-time
is further affected at the dynamical level due to a field-dependence of the poles of the Green
functions of the particle-like states, for curvatures of the potential of order unity in ghost mass
units. The one-loop scalar potential in λφ4 theory in the presence of a single higher derivative
operator is shown to have infinitely many counterterms, while for a large mass of the ghost the
usual 4D renormalisation is recovered. There exists an interesting cancellation of the quartic
divergence in the (field dependent part of the) one-loop potential, between the scalar field and
its ghost counterpart contributions, and this suggests that the higher derivative operators may
play a role for the cosmological constant problem. The cancellation is a property specific to the
Minkowski space-time formulation of the theory and its partition function convergence, and is
absent in a counterpart Euclidean theory with higher derivatives.
Our study also considered supersymmetric models with higher derivative terms in the action.
In the case of O’Raifeartaigh models with spontaneous supersymmetry breaking and (super-
symmetric) higher derivative terms it was shown that, despite the soft nature of the breaking,
quadratic divergences are nevertheless present. The coefficient of this divergence is given by the
ratio of the amount of supersymmetry breaking to the scale of higher derivative operators, and
thus vanishes when restoring supersymmetry or when decoupling the higher derivative terms.
Similar results hold true in the case of Wess-Zumino model with higher derivative terms and soft
(in the traditional sense), explicit supersymmetry breaking terms and this was investigated in
detail. The emergence of these quadratic divergences is related to the presence of ghost fields in
the loop corrections; these corrections vanish when such fields acquire a mass much larger than
the UV cutoff scale (the decoupling limit) and then softly broken supersymmetry is restored.
Although our work considered toy-models only, it may be interesting to think of the impli-
cations of these findings for phenomenology and for the hierarchy problem in realistic models.
Despite many problems that theories with higher derivative terms may have conceptually or
phenomenologically (their stability, possible unitarity violation, etc) let us compare the lead-
ing correction ξ m20Λ
2 found for the scalar field self-energy in Wess-Zumino model, against its
counterpart in the supersymmetric versions of the Standard Model, equal to m20 ln Λ
2/m20, (we
assume similar values for the soft mass m0). The two corrections would be of similar order of
magnitude provided that ξΛ2 ∼ O(10 − 100). This would set the scale of the higher derivative
operator within a factor of 10 or so below the cutoff scale/Planck scale. Such scale can be high
enough to remove any conceptual problems that higher derivative operators might bring. In the
case of O’Raifeartaigh models of supersymmetry breaking, comparing the one-loop correction
to the scalar field mass, which is (ξ m20)
2 Λ2 to m20 ln Λ
2/m20, gives ξ Λ ∼ O(10−5 − 10−4)GeV −1
after assuming a TeV-scale value for m0. As a result, in this case the scale of higher derivative
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operators can be significantly lower, in the range of intermediate energies, O(1011 − 1012) GeV.
The results obtained in this work may be extended to higher dimensional theories with
various supersymmetry breaking mechanisms, in the presence of higher derivative operators on
the “visible” brane or in the bulk. This is interesting since such operators can be generated
dynamically during compactification, thus their effects need to be taken into account. It is
likely that the supersymmetry breaking effects seen here are present in such theories too, with
potentially interesting implications for theory and phenomenology.
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Appendix
I. We have the following derivatives for the scalar potential obtained in the text, eq.(27)
∂2∆U2(φ)
∂φ2
∣∣∣∣
φ=0
=
−λ co
2ξ(1 − 4 ξ m2)1/2
[
2 ξ m2− ln
m2−
µ2
+ 2 ξ m2+ ln
m2+
µ2
+ 1
]
∂4∆U2(φ)
∂φ4
∣∣∣∣
φ=0
=
−3λ2 co
(1− 4 ξ m2)3/2
[
1 + ln
m2
ξ µ4
]
(A-1)
II. The propagators used in the case of the O’Raifeartaigh model, eqs.(35), are given below.
For λ = 0, M = 0 one recovers the propagators in the absence of mass mixing terms, given in
eqs.(32) to (34), together with their prescriptions for the poles. The results are:
< F0 F
∗
0 >= i
✷(1 + ξ2✷)− iǫ(
✷(1 + ξ2✷)− i ǫ
)(
1 + ξ0✷− i ǫ˜ ξ0
)
+ λ2
(A-2)
and
< ϕ0 ϕ
∗
0 >=
−i (1 + ξ2 (✷− i ǫ˜ )) [λ2 + (1 + ξ2 (✷− i ǫ˜)) (✷(1 + ξ0✷)− i ǫ) ]
[λ2 + (1 + ξ2 (✷− i ǫ˜)) (✷(1 + ξ0✷)− i ǫ) ]2 − (2g2M2)2 (1 + ξ2 (✷− i ǫ˜))2 (A-3)
Finally
< ψ0ψ0 >=
∂/ [✷ (1 + ξ2✷)− i ˜˜ǫ ]
(✷ (1 + ξ0✷)− i ˜˜ǫ ) [✷ (1 + ξ2✷)− i ˜˜ǫ ] + λ2✷
(A-4)
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where 6∂ ≡ ∂µσµ. Above we used < F0F ∗0 >= (N−1)44 where N−1 is the inverse of matrix N
which can be read from the Lagrangian of eqs.(29), (31): L ⊃ (1/2) ~wN ~w∗ T with w the vector
basis w ≡ (ϕ∗2, ϕ2, F ∗0 , F0). Further, < ϕ0 ϕ∗0 >= (M−1)22, where the matrix M is read from
L ⊃ (1/2) ~γM~γ∗T , with ~γ ≡ (ϕ∗0, ϕ0, F ∗2 , F2). Finally < ψ0 ψ0 >= (P−1)11, where P can be
read from L ⊃ (1/2) ~δP ~δ∗T with ~δ ≡ (ψ0, ψ0, ψ2, ψ2). The poles prescriptions are dictated by
those in the absence of any mass mixing terms in the Lagrangian, and are discussed in the main
text after eq.(34).
III. The integrals encountered in the text, eqs.(39), can be written
I =
∫
ddp
(2π)d
1
(p2 −m21) (p2 −m22) (p2 −m23)
=
3∑
i=1
1
δijδik
∫
ddp
(2π)d
1
p2 −m2i
j 6= k 6= i 6= j (A-5)
where m2i include the imaginary part of the propagator (ǫ prescription), needed for Wick rota-
tions (clock-wise/anti-clockwise, depending on the sign). We denote the sign of this imaginary
part of m2i by ui and also introduce δij = m
2
i −m2j . In the cutoff regularisation, d = 4, one has
I = iπ
2
(2π)4
3∑
i=1
ui
δijδik
f(Λ,mi); j 6= k 6= i 6= j; f(Λ2,m2i ) = Λ2 −m2i ln(1 + Λ2/m2i ) (A-6)
For integral (b) of eqs.(39) we thus obtain
(b) = (2ig)2
1
2
∫
d4p
(2π)4
−1
(1− ξp2 + iǫ ξ) [p2 (1− ξ p2) + ρ+ iǫ]− λ2
∣∣∣∣
ρ=2g2M2
+ (ρ→ −2g2M2)
=
i g2
4π2ξ2
1
2
{−f(Λ2,m23)
δ31δ32
+
f(Λ2,m21)
δ31δ21
− f(Λ
2,m22)
δ32δ21
}
ρ=2g2M2
+ (ρ→ −2g2M2) (A-7)
where m1,2,3 are given by the roots of
(1− ξp2 + iǫ ξ) [p2 (1− ξ p2) + ρ+ iǫ]− λ2 = ξ2 (p2 −m21)(p2 −m22)(p2 −m23), (A-8)
Notice that the lhs accounts for one particle-like propagator involving p2+ iǫ, and two ghost-like
ones, which depend on p2 − iǫ. In the approximation ξλ2 ≪ 1, ξ ρ2 ≪ 1 the roots m1,2,3 are
m21,2 =
1
ξ
(1±
√
ξ λ2) +
1
2
(ρ− λ2) + iǫ∓ ξ
1
2
8
√
λ2
(6λ2ρ− ρ2 − 5λ4) + ξ
2
(3λ2ρ− ρ2 − 2λ4)
∓ ξ
3
2
√
λ2
128λ4
(−231λ8 + 420λ6ρ+ ρ4 − 210λ4ρ2 + 20λ2ρ3) +O(ξ2);
m23 = λ
2 − ρ− i ǫ+ ξ (2λ4 − 3λ2ρ+ ρ2) +O(ξ3/2), (A-9)
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where upper (lower) signs correspond tom1 (m2) respectively. Fromm1,2 above we find u3 = −1,
u1 = u2 = 1, used in eq.(A-7), in agreement with our earlier observation of one particle-like and
two ghost-like roots/propagators.
Further, integral (a) of eqs.(39) is given by (A-7) with ρ = 0 in both terms. Integral (c) of
(39) is equal to (−2) times the result (a). Adding together (a), (b), (c) of (39) we obtain, with
(a) + (b) + (c) = −i∆m2ϕ0 that
∆m2ϕ0 =
−g2
4π2ξ2
1
2
{[−f(Λ2,m23)
δ31δ32
+
f(Λ2,m21)
δ31δ21
− f(Λ
2,m22)
δ32δ21
]∣∣∣∣
ρ=2g2M2
+ (ρ→ −2g2M2)
}
−
{
ρ→ 0
}
(A-10)
The exact coefficient of the quadratic divergence can then be read from
∆m2ϕ0 =
−g2
4π2 ξ2
{
1
δ31δ32
∣∣∣∣
ρ=0
− 1
2
1
δ31δ32
∣∣∣∣
ρ=2g2M2
− 1
2
1
δ31δ32
∣∣∣∣
ρ=−2g2M2
}
(2Λ2) +O(ln Λ) (A-11)
The last two eqs can be simplified further in the limit ξ λ2 ≪ 1, ξ g2M2 ≪ 1, by using (A-9) up
to O(ξ3/2) terms in δ31, δ32; in this approximation the UV quadratic term has a coefficient
∆m2ϕ0 =
g2
4π2
20 ξ2 (2g2M2)2 Λ2 +O(ln Λ) (A-12)
The quadratic term received contributions from both values ρ = ±2g2M2, each contributing to
half of its coefficient. This results was used in the text, eq.(40).
IV. Integral (a) in (46) is (here one can set v = ±1):
(a) = 4 (iλ)2
∫
ddp
(2π)d
−1
(−ξ) [ p2(1− ξ p2)−m20 + i ǫ] (p2 − 1/ξ + i ǫ˜ )
, (ǫ˜ = v ǫ, v = ±1)
=
−iλ2
4π2
1
ξ2 (M2+ −M2−)
{
Λ2
[
1− v
M2+
+
1 + v
M2−
]
+
v
ξ
[
1
M2+
− 1
M2−
]
ln
(
1 + Λ2 ξ
)
−M
2
−
M2+
ln
(
1 +
Λ2
M2−
)
− M
2
+
M2−
ln
(
1 +
Λ2
M2+
)}
(A-13)
where
M2± =
1
2ξ
(
1±
√
1− 4 ξ m20
)
(A-14)
The exact coefficient of the quadratic term is read from the above eq with v = −1
(a) =
−iλ2
4π2
4
1 +
√
1− 4ξ m20
1√
1− 4ξ m20
Λ2 +O(ln Λ) (A-15)
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The result quoted in (47) is derived by using the one above, for v = −1, ξ m20 ≪ 1, but for
an arbitrary value of (ξ Λ2). In that case one obtains
(a) =
−iλ2
4π2
{
(1 + 3 ξ m20) 2Λ
2 −m20
[
ln(1 + ξ Λ2)− σ
2
(σ − 4)
]
−m20 (1 + 4ξ m20) ln(1 +
Λ2
m20
)
− σ
ξ
+
[
m20 Λ
2
Λ2 +m20
− m
2
0
3
(
σ (18 − 6σ + σ3) + 12 ln(1 + Λ2 ξ)
)]
ξ m20 +O
(
ξ m20)
2
)}
(A-16)
where σ = Λ2ξ/(1 + Λ2ξ). To evaluate integral (b) in (46), one takes m0 → 0 on the above
results, and multiplies them by -1. By adding the fermionic counterpart to (A-16), one obtains
the result in (47).
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