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Advances in micro-embedded computing systems, coupled with develop-
ments in wireless technology have enabled the deployment of large scale wireless
and sensor networks for many important applications. These networks are char-
acterized by local geographic connectivity among nodes and by very little compu-
tational and storage capabilities at each node. Moreover, data transfer is mainly
through packet forwarding by intermediary nodes. Due to the nature of their
connectivity, nodes may have extremely limited information about their network,
possibly only of their one-hop neighbors. In such a scenario where the nodes may
have limited/erroneous network state information, we study the two basic network
primitives: (i) point-to-point routing and (ii) broadcasting.
First, we study the problem of point-to-point routing in a network of nodes
where each node has a corresponding destination to send/receive data. We consider
geographic routing (routing based on the position of the nodes), as this routing
scheme is scalable and of low complexity and well suited to operate over sensor net-
works. We study the effect of imperfect routing information on the path lengths of
vii
the individual routes. We provide error models for the routing errors and demon-
strate routing strategies that achieve order-wise optimal delays even when only a
small fraction of the nodes have any (possibly imperfect) geographic information.
We characterize the throughput capacity of the network and show that for a class
of progressive routing strategies with limited routing data, the throughput capacity
is order-wise optimal.
While much of the current research focuses on greedy routing in uniform
sensor networks, we study routing in imperfect (anisotropic) networks where greedy
geographic forwarding fails due to holes (nodes without any neighbors that are
closer to the destination). We develop routing strategies in such networks that
operate with geographic location at the nodes to achieve order-wise optimal delays
while maximizing the network throughput capacity. These algorithms inherit the
beneficial properties of geographic routing algorithms such as scalability and low
complexity while providing near-optimal throughput and delay in a robust manner.
We also study routing strategies in networks where the traffic demand may
be non-uniform. Routing schemes such as geographic routing that minimize some
metric of routing distance cause local points of congestion as they do not consider
the traffic demands across different parts of the network and may concentrate traffic
along some paths that lie across regions of higher demand. We design randomized
routing schemes based on geographic routing that are shown to be able to support
any traffic demand that is achievable (i.e. achievable by any other scheme).
Second, we study the issue of broadcasting in networks with limited local
information. We analyze broadcast schemes where nodes have little geographic in-
viii
formation or state information (memory of transmitted packets). We demonstrate
randomized broadcast algorithms that utilize the limited information and perform
broadcasting with minimal transmission overheads. Further, we also study branch-
ing random walks in Rd, in the context of broadcasting a message over a spatial
network to understand the asymptotic distribution of the broadcast. We derive
analytic results on the density of these branching processes.
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Chapter 1
Introduction
Advances in micro-embedded computing systems, coupled with develop-
ments in wireless technology have enabled the mass production of small sensing
devices equipped with wireless communication capabilities [1–3]. It is envisaged
in near future that wireless networks formed by large-scale deployment of such
devices would perform distributed sensing/control as well as communication oper-
ations. Applications for sensor networks include commercial applications involving
macro-scale measurements and control, intrusion detection and robust communi-
cation. In many applications, these networks are characterized by the absence of
any established architecture and by constrained memory and computational re-
sources at each node. Communication between any two nodes in these networks
is mainly through packet forwarding by intermediary relay nodes, where messages
are relayed to neighbor nodes within the radio range.
While data-flow patterns in a particular network are generally dependent
on the application utilizing the network, two communication primitives that are
required for many of the applications are (i) point-to-point routing and (ii) broad-
casting. Point-to-point routing is required by any application that queries or mod-
ifies the state of an individual node in the network. Applications requiring this
1
primitive could range from querying the temperature sensor at a given node (low
bandwidth) to obtaining streaming video from a surveillance node (high band-
width). The communication primitive of broadcasting is essential for all applica-
tions that need to update global state in a network. Broadcasting is required for
a wide range of scenarios, varying from updating network topology information in
all nodes (moderate to high latency) to propagating alarm signals (low latency).
Many algorithms have been proposed in the literature to perform these two
basic operations over sensor networks. In the context of point-to-point routing,
the authors in [4] devise adaptive protocols with application specific knowledge
to improve routing while taking energy of the sensors and their computational
power into account, whereas in [5] drift paths are setup toward the destination by
advertising nodes. In [6], the authors study energy efficient routing algorithms that
maximize network lifetimes. Broadcasting in sensor networks has also been studied
in [7–11], where broadcast techniques that reduce the redundant transmissions have
been suggested. Many such algorithms are designed to address network issues
such as (i) robustness, (ii) scalability (with respect to network size), (iii) energy
conservation, (iv) throughput, (v) communication and computational complexity.
1.1 Routing with Geographic Information
In particular, scalability and computational complexity are important issues
in sensor networks, where the networks are formed by a large number of nodes with
meager storage resources and computational power. Due to these restrictions,
sensors nodes are incapable of storing extensive routing information (that grow
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with the size of the network) or executing complex routing algorithms. Moreover,
sensor nodes are also unable to maintain a global map of the whole network, and
in many cases their knowledge of nodes is restricted to one-hop neighbors. Thus,
message forwarding is largely based on local topology (i.e. neighbor) information,
and algorithms addressing all network issues are required to function under these
restrictions. In this context, geographic forwarding [12] has assumed a role of
importance as a forwarding strategy, as routing decisions are based only on the
geographic locations of the node and its immediate neighbors. Since this strategy
stores geographic state information only of nodes in its local topology, the routing
information per node scales in proportion to the network density (i.e. the number
of neighbors) rather than the total number of nodes (as in shortest path and other
ad-hoc routing protocols), considerably reducing the routing state at the nodes.
However, in networks where the geographic information about the neighbor
nodes is not accurate, geographic routing may suffer significantly larger delays due
to much longer (sub-optimal) routes, and may cause further delays due to the
congestion caused by the elongated paths.
Further, in networks with “holes” (nodes that do not have any neighboring
nodes closer to the destination than itself), simple geographic routing fails due to
dead ends. Alternate algorithms have been proposed in order to recover from errors
(face routing [12], and variations [13, 14]), but such schemes have been shown to be
neither efficient not scalable [15, 16]. We observe that face routing based strategies
decrease the network throughput as well as increase latency, as all the paths that
are routed around a hole share the same routes and cause congestion and energy
3
depletion along these routes.
In fact, the phenomenon of being throughput sub-optimal is common to
routing algorithms that compute the shortest paths (with respect to some metric
of distance) between the source and destination nodes. Many popular Mobile
Ad-hoc Network (MANET) algorithms such as DSDV[17], AODV[18] or DSR[19]
are based on geographically shortest paths or have excessive communication and
packet overheads.
The issue of throughput sub-optimality is not caused by network anomalies
(such as routing holes) alone. They can also be caused by a non-uniform traffic
demand in the network. Routing schemes such as geographic routing that mini-
mize some metric of routing distance cause local points of congestion as they do
not consider the traffic demands across different parts of the network and may
concentrate traffic along some paths that lie across regions of higher demand. Al-
ternately, one could consider adaptive schemes that use only local coordination
[20] (and more recent follow-ups [21, 22]). While these algorithms are shown to
be throughput optimal, they have to contend with issues of stability, slow con-
vergence to optimality (especially in large-scale networks) and long packet delays
(bad latency properties).
In this context, we provide the following results on (i) the performance of
geographic routing schemes with imperfect information, (ii) construction of ran-
domized geographic algorithms that are near-optimal in the presence of network
routing “holes” and traffic non-uniformities. Our contributions show that the ad-
vantageous properties of geographic routing can be preserved while still achieving
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optimal throughput and latency. We briefly describe our contributions in this topic
in the subsections below.
1.1.1 Geographic Routing with Limited Information
Geographic routing with greedy relaying strategies typically assume that the
nodes have perfect information about the location of the destination. When the
distance between the source and destination is normalized to unity, the asymptotic
routing delays (defined as hop-lengths) in these schemes are Θ( 1
M(n)
), where M(n)
is the maximum distance traveled in a single hop (transmission range of a radio).
We consider three scenarios: (i) where nodes have location errors (impre-
cise GPS), (ii) where only coarse geographic information about the destination is
available, such as the quadrant or half-plane in which the destination is located,
and (iii) where only a small fraction of the nodes have any routing information. In
Chapter 2, we show that even with such imprecise or limited destination-location
information, the routing delays are still Θ( 1
M(n)
), that is, the delays are not signif-
icantly increased. We further show that routing delays of this magnitude can be
obtained even if only a small fraction of the nodes have any location information,
and other nodes simply forward the packet to a randomly chosen neighbor, and
we validate our analysis with simulation.
Finally, we consider the throughput-capacity of networks with progressive
routing strategies that take packets closer to the destination in every step, but not
necessarily along a straight-line. Such a routing strategy could potentially lead to
spatial “hot spots” in the network where many data flows intersect at a spatial
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region (a node or group of nodes), due to “sub-optimal” routes with increased
path-lengths. We show that the effect of hot spots due to progressive routing does
not reduce the network throughput-capacity in an order sense. In other words,
the throughput-capacity with progressive routing is order-wise the same as the
maximum achievable throughput-capacity.
1.1.2 Routing over Anisotropic Networks with Arbitrary Traffic De-
mand
Geographic forwarding has been widely studied as a routing strategy for
large wireless networks, mainly due to the low complexity of the routing algorithm,
scalability of the routing information with network size and fast convergence times
of routes. On a planar network (with n nodes) with no holes, Gupta and Kumar
[23] have shown that a uniform traffic demand of Θ(1/
√
n logn) is achievable.
However, in a network with routing holes (regions on the plane which do not have
active nodes), geographic routing schemes such as GPSR or GOAFR are shown to
cause a significant drop in the throughput capacity due to concentration of traffic
on the face of the holes. Similarly, we show that geographic schemes fail to support
non-uniform traffic patterns due to spatial congestion (traffic concentration) caused
by greedy “straight-line” routing.
In this context, in Chapter 3, we first propose a randomized geographic rout-
ing scheme (RANDOMWAY) that can achieve a throughput capacity of Θ(1/
√
n)
(within a poly-logarithmic factor) even in networks with a finite number of rout-
ing holes (but with uniform traffic demand). Thus, we show that our scheme is
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throughput optimal (up to a poly-logarithmic factor) while preserving the inherent
advantages of geographic routing. We also show that the routing delay incurred
by our scheme is within a poly-logarithmic factor of the optimal throughput-delay
trade-off curve.
Next, we construct a geographic forwarding based routing scheme (RAN-
DOMSPREAD) in networks where the source-destination pairs are randomly cho-
sen (albeit without any holes). We demonstrate that the algorithm can support
wide variations in the traffic requirements (as much as Θ(1) rates for some nodes,
while supporting Θ(1/
√
n) for others). We finally show that the above two schemes
can be seamlessly combined to support non-uniform traffic demands in networks
with holes.
While the above algorithms are provably near-optimal, in Chapter 4, the
assumptions on the finiteness of the routing holes and the source-destination dis-
tributions are further relaxed, and we consider networks with an arbitrary number
of holes, and a completely arbitrary traffic pattern.
In Chapter 4 we first propose a randomized hole traversing algorithm based
on geographic routing (RandHT) that achieves near-optimal throughput over ran-
dom planar networks with an arbitrary number of routing holes (regions devoid of
nodes) of varying sizes. Next, we study a random planar network with arbitrary
source-destination pairs with arbitrary traffic demands. For such networks, we
demonstrate a randomized local load-balancing algorithm (RandLLB) that sup-
ports any traffic load that is within a poly-logarithmic factor of the throughput
region. Our algorithms are based on geographic routing and hence inherit their
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advantageous properties of low-complexity, robustness and stability.
1.2 Broadcasting over Wireless Sensor Networks
Broadcasting is another data-dissemination scenario that is common in
many network applications. While flooding based strategies are conventionally
employed to perform querying and broadcasting in sensor networks such schemes
cause many redundant transmissions leading to a broadcast storm problem [11],
especially if the nodes have a large radio range. Many approaches [7–11] have
been proposed to mitigate the broadcast storm problem, where broadcast schemes
employ some knowledge of the previous transmissions to reduce the extraneous
transmissions. While many of these broadcast strategies discussed utilize some
kind of local knowledge or state information, there has been no systematic anal-
ysis of the role of information in broadcasting, and the related trade-offs in the
number of transmissions, delay and congestion has not been explored previously.
In this thesis, we design broadcast algorithms that operate on geographic
knowledge or the memory of previously received messages (state). We also analyt-
ically study the performance of these algorithms with respect to criteria such as
transmission overheads and latency. Further, noting that the underlying structure
of a broadcast is a spatial branching process, we also analyze spatial branching
processes and study the spatial coverage and density of the process to characterize
the broadcast regions and the congestion induced by the redundant transmissions.
These results are briefly explained in the following subsections.
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1.2.1 Broadcasting with Geographic Knowledge or State Information
Flooding based strategies have low hop-delays of Θ( 1
M(n)
) to reach any node
that is a unit distance away, where M(n) is the transmission range of any sensor
node. However, in sensor networks with large radio ranges, flooding based broad-
casting schemes cause many redundant transmissions over the same region leading
to a broadcast storm problem. In Chapter 5, we study the role of geographic infor-
mation and state information (i.e. memory of previous messages or transmissions)
in reducing the redundant transmissions in the network.
We consider three broadcasting schemes with varying levels of local infor-
mation: (i) where nodes have no geographic or state information, (ii) nodes have
coarse geographic information about the origin of the broadcast, and (iii) where
nodes have no geographic information, but remember previously received messages.
We also consider the related problem of broadcasting to a set of “spatially uniform”
points in the network (lattice points) in the regime where all nodes have only a
local sense of direction. For each of these networks, we compute the number of
transmissions required to achieve broadcast delays that are order-wise equivalent
to simple flooding algorithms, i.e. Θ( 1
M(n)
).
We first show that networks with no geographic or state information require
exponentially large number of transmissions whereas networks with very little ge-
ographic or state information can utilize the knowledge to significantly reduce the
transmission overheads. Next, we show that networks with local information, can
reduce the congestion by spreading the messages more uniformly through the net-
work. Finally, we show that networks with only state information can also employ
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the information to provide a radial drift to the transmitted packets. In the context
of lattice broadcasting, we again show that local information results in significant
reduction of transmission overheads. We quantitatively compare the transmission
overheads of broadcasting strategies and validate our results using simulations.
1.2.2 Density of a Spatial Branching Random Walk
In Chapter 6, we study the dense clusters formed by branching random
walks in Rd, in the context of broadcasting a message over a spatial network to
understand the asymptotic distribution of the broadcast. A message is broadcast
from the first node as follows: The first node (at location Z0) chooses a random
number of neighbor nodes, each independently chosen in a uniform random manner
according to law µ centered around location Z0. These second generation nodes
repeat this process, by picking a random number of child nodes randomly according
to law µ about their locations. We show that the set Ln of locations of the n-th
generation of nodes becomes almost surely asymptotically dense in any bounded
set B, as n→∞, in the sense that
sup
x∈B
d(x, Ln)→ 0 , a.s. ,
where d denotes the Euclidean distance. Furthermore, our results show that the
asymptotically dense clustering of the nth generation nodes grows at least as fast
as K
√
n, for any K > 0, i.e.
sup
||x||≤K√n
d(x, Ln)→ 0 , a.s.
subject to some moment constraints on µ.
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1.3 Organization
In this thesis, we begin with a discussion of geographic forwarding tech-
niques in networks with limited information in Chapter 2, and provide randomized
routing strategies that perform as well as geographic routing, in the presence of
imperfect routing information. Chapters 3 and Chapter 4 provide algorithms for
routing in the presence of network non-uniformities such as network holes and
varying traffic distributions. Then we consider the broadcasting issues, and in
Chapter 5, we analyze the transmission-delay trade-offs of broadcast algorithms
with local information in uniform random networks. The density of spatial branch-
ing walks are considered in Chapter 6. Chapter 7 concludes the dissertation.
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Chapter 2
Routing with Limited Information in Sensor
Networks
2.1 Overview
Geographic routing has been widely studied as a popular algorithm for
routing in sensor networks [5, 12, 24, 25]. The main idea is to forward a packet to
a node that is closer to the final destination than the current packet position (a
greedy forwarding strategy). When greedy forwarding fails (due to dead-ends or
routing loops), alternate routing methods such as perimeter routing, or route dis-
covery based methods (using flooding) have been proposed [12, 24]. The advantage
of by utilizing geographic routing is that routing nodes require topological infor-
mation only about their immediate neighbors and not of the whole network. Thus,
geographic routing algorithms are preferred for their desirable scaling properties.
In practice, greedy algorithms could operate with imprecise or erroneous
routing information. For instance, consider a situation where the nodes only know
the quadrant or the half-plane on which the final destination lies. A node could
then randomly forward the packet to an arbitrary node that is in that direction.
As another example, suppose that nodes have the correct destination coordinates.
However, the GPS at nodes are erroneous (and possibly biased), as a result of
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Figure 2.1: A sector with bias.
which packets are routed in the wrong direction.
In this chapter, we present our results on the routing delay and throughput
capacity in networks that utilize geographic routing, with limited or erroneous
destination-location information.
2.1.1 Related Work
There has been considerable interest in greedy geographic routing and the
associated recovery mechanisms to route around dead-ends [12, 24, 27, 28], as well
as its applications [29].
The idea that approximate information may be sufficient when far away
from the destination, has been explored in the context of mobile ad hoc networks.
In [30], the authors propose the Fish-eye state routing, where nodes exchange
link state information with a frequency that depends on the distance from the
destination. The idea that nodes far away from the destination requires less precise
information has been exploited in [31], where the authors propose lazy update
mechanisms for routing tables. In [25], the authors exploit such an effect in the
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context of mobile nodes to propose Last Encounter routing, where mobile nodes
remember their last encounter time and location with other nodes. They show
that with sufficient mobility, such schemes result in a performance that is within a
constant factor of the best-case routing. In the context of geographic routing, [32]
have proposed a routing protocol where a set of embedded (circular) geographic
routing zones are defined about the destination. In each zone, a packet travels
along a greedy path toward the center of the next-level zone (a tighter circle about
the destination). When it enters the next level zone, a course correction occurs,
and the packet is routed in a greedy manner toward the center of the next-level
zone. Thus, as the packet gets closer to the destination, more detailed information
is available, leading to a sequence of course corrections. Using simulations, the
authors have shown that such a scheme is an efficient routing protocol for large-
scale networks.
In [33], the authors formulate the local topology knowledge needed for op-
timal energy efficient geographic routing using an integer linear program, and pro-
pose Partial Topology Forwarding Routing. Related work also includes geographic
routing with localization errors (where a node does not know its own position
precisely). In [34], the authors show using simulations that localization errors of
less that 0.4 times the transmission radius does not impact the performance of
greedy forwarding in geographical routing. In [35], the authors study the effect of
localization errors on face routing. They first derive failure modes with localization
errors (such as routing loops, cross links, and excessive edge removals). Next, using
simulations, the authors in [35] argue that even a 10% localization error can signifi-
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cantly impact the performance of face routing (perimeter routing). However, when
the sensor network size is large, it has been shown in [23, 36] that with high prob-
ability, greedy routing will succeed (i.e., recovery mechanisms such as face routing
will be required with small probability). In this chapter we study such large-scale
sensor networks, and analyze the performance of randomized-geographic routing
algorithms with limited information. We show that the delay with such schemes is
asymptotically (order-wise) equivalent to straight-line (greedy) routing. We char-
acterize the throughput capacity for the special case of progressive routing schemes,
and show that there is no loss in capacity due to such routing schemes.
2.2 Problem Statement and System Model
We consider a large-scale network where nodes are deployed over a unit
region. We assume a circular transmission region for each node. Each node’s
maximum transmission range is scaled as M(n) = K
√
(logn/n), for some K > 1.
For K large enough, and n large enough, results in [23, 36] ensure that straight
line routing (greedy geographic routing) is possible without recourse to face routing
(the “loop-around” strategy employed when straight-line routing fails due to dead
ends).
We first consider the case where nodes have precise destination coordinates.
However, we assume that the GPS at nodes are imprecise. We model this by
assuming that each routing step has an angular error1 that is random. In other
1Note that by expressing the position of a node in polar coordinates, the radial component of
the error will not affect geographic routing; however the angular component could point in the
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words, nodes attempt to perform greedy straight-line routing. However, due to
the angular error, the packet is forwarded to a random node that is in some sector
within angles φ1 and φ2 (illustrated in Figure 2.1). We then consider the case
No Congestion Congestion HotspotNo Hotspots
(i) (ii) (iii) (iv)
Figure 2.2: Random routing - Hotspots in a network
where nodes have limited destination information. In particular, we consider the
case where each node has only a coarse estimate – such as quadrant or half-plane
information. In other words, each node has a coordinate system (a local notion
of ‘North’) that need not be common to all nodes. All that each node knows is
that the local quadrant in which the destination lies (or the half-plane in which
the destination lies). In each of these cases, the routing strategy that is adopted
is to simply forward the packet to a randomly selected node in the appropriate
quadrant (or the half-plane).
We also consider the case where only a small fraction of the nodes have any
routing information at all. Most nodes simply forward the packet to a randomly
selected neighbor. A small fraction of the nodes have quadrant information (as
discussed earlier). This could be distributed by some gossip mechanism [37, 38],
wrong direction. Thus, we model GPS errors by randomness in the angular component.
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where nodes forward routing information, but also forget this information after
some time. We consider a simple model where a node has routing information
with some fixed probability p ∈ (0, 1), in which case, it routes to the appropriate
quadrant and other-wise randomly routes the packet to an arbitrary neighbor.
For each of the three cases described above, we demonstrate the following
results:
(i) We show that the time to reach the destination with erroneous angular in-
formation or limited information (quadrant information) is within a constant
factor of straight-line greedy routing. We derive upper and lower bounds on
the routing delay which are asymptotically tight (in n).
(ii) We show that even in the case where only a fixed fraction of the nodes have
routing information, the routing delay is within a constant factor of straight-
line routing. Thus, this implies that for any fixed p ∈ (0, 1), we can achieve a
delay within a constant factor of the optimal strategy. The trade-off is that
the constant factor scales as 1
p
.
(iii) In the delay analysis, we adopt a continuum model of a sensor network where
packets are routed along points on the plane, and each hop has a step-size
that is bounded by M(n). We validate the analytical results obtained by
performing simulations where the discretization effects due to node locations
are accounted for.
Finally, we consider the throughput-capacity in networks for the special
case of progressive routing strategies where the packets are transported closer to
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their destinations in each step, but not necessarily along a straight-line. Such a
routing strategy could potentially lead to spatial “hot spots” in the network where
many data flows intersect at a spatial region (a node or group of nodes), due to
“sub-optimal” routes with increased path-lengths (Figure 2.2).
We show that the effect of hot spots due to progressive routing does not
reduce the network throughput-capacity in an order sense. In other words, the
throughput-capacity with progressive routing is order-wise the same as the maxi-
mum achievable throughput-capacity.
2.2.1 System Description
We consider a unit region over which sensor nodes are deployed. All nodes
are assumed to have the same (maximum) transmission range and can transmit to
any node within its transmission radius. The transmission regions are assumed to
be circular. For a fixed K > 1, We suppose that the common transmission range
for all the sensors is
M(n) = K
√
(log n/n) (2.1)
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In this chapter, we study routing behavior with limited information in the large n
regime (i.e., n→∞). From results in [23, 39], such a scaling of the radius (equiv-
alently, the peak transmission power) leads to a sensor network with n randomly
placed nodes being (asymptotically) connected. Further, from results in [23, 36], for
K large enough (but finite), this scaling ensures that straight line routing (greedy
geographic routing) is possible without recourse to face routing (the “loop-around”
strategy employed when straight-line routing fails due to dead ends).
For each point ‘A’, we define its neighborhood set as the collection of points
AM(n) = {X ∈ R2 : |−−→XA| < M(n)}, (2.2)
where |−−→XA| is the Euclidean distance between ‘X’ and ‘A’.
In this chapter, we ignore the discretization effects due to node position
(see also [40] for a similar model). In other words, suppose that a packet at
location ‘A’ needs to be transmitted using geographic routing to the destination
at location ‘O’ as in Figure 2.3. Then, we assume that at the next hop, the
packet is routed to the point ‘Z’ in Figure 2.3. For instance, suppose that the
network is a grid network with n nodes over the unit square (i.e., 1√
n
distance
between nodes). Then, in practice, straight-line routing would lead to the packet
at ‘A’ being routed to the node closest to the point ‘Z’. In this chapter we ignore
this discretization error, as this asymptotically vanishes (the error is at most 0.5√
n
,
whereas the transmission radius is K
√
(logn/n), which is order-wise larger). Note
that a similar argument works even with randomly located nodes as long as the
node density is large enough. This is because a randomly chosen point will be close
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to some node in a dense network. To summarize, we adopt a continuum model of
a sensor network where we route along points on the plane, and each hop has a
step-size that is bounded by M(n).
We employ a two-tier routing model here. We consider an ǫ(n) ball about
the destination (see Figure 2.3). When a packet is within this ǫ(n) ball (which
is arbitrarily close to the destination as n increases, i.e., ǫ(n) → 0 as n → ∞),
we assume that nodes have sufficient routing information to employ straight-line
routing. However, for nodes outside this ǫ(n) ball, we consider various routing
strategies with limited information.
Physically, the ball around the destination corresponds to ǫ(n) destination-
location advertisement, within which all nodes have sufficient routing knowledge to
employ straight-line routing. Observe that as long as ǫ(n) ∼ o(1), only a negligibly
small fraction of the nodes in the network are inside an ǫ(n) ball within which
nodes require straight-line routing information. For our proofs, we require that
ǫ(n) is order-wise larger than a hop step sizeM(n) to overcome edge effects. Thus,
we choose a ball size of ǫ(n) = n−1/4 (we use the parameter 1/4 for notational
convenience; our proofs work for any radius that is order-wise larger than a hop
step-size M(n)).
With this setup, let us define Y (n)(i) to be the Euclidean distance traveled
towards the destination in the ith step (and when the transmission range isM(n)).
We define the routing delay τ(n) for this strategy as follows
τ(n) = sup
{
j :
j∑
i=1
Y (n)(i) ≤ d− ǫ(n)}, (2.3)
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where d is the Euclidean distance between the source and the destination. Thus,
τ(n) represents the hitting time corresponding to a path entering the ǫ(n) ball,
when the transmission radius is M(n). Note that for a routing strategy that uses
a straight-line (shortest distance) path to the destination, the number of steps
required to reach the destination node is equal to 1/M(n), when the destination is
a unit distance away, and the step sizes are deterministically M(n). We say that
a routing strategy π has an order-wise 2 straight-line routing delay if the hitting
time for the strategy τπ(n) = Θ(
1
M(n)
), i.e. the routing strategy affords a delay
that is comparable to optimal routing along a straight line.
Note that queueing delay has been ignored, and our definition of delay is
a hop-count based metric (see also [41]). As has been argued in [41], ignoring
queueing delays allows to focus on the network induced delay as opposed to delay
due to source rate-fluctuations. Also, we comment that the continuum model does
not take directly take into account the media access time-delay. It has been shown
in [41] that the the packet delay (measured in time) in a network with a large
number of flows (see Section 2.3.4 for the model details) is proportional to hop-
count × throughput per flow, if media access delay is taken into account. Thus,
the hop-count and throughput-capacity together capture the delay and throughput
characteristics of the network. In this section, for the throughput-capacity calcu-
lations, media access has been explicitly taken into account in Section 2.3.4 by
reverting to a discrete model. Further, in Section 5.4.5, we validate the analytical
2We denote g(n) = Θ(f(n)), if there exists positive constants c1 and c2 such that for all n
large enough, 0 < c1 ≤ g(n)/f(n) ≤ c2.
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results we derive in this chapter using simulations where the discretization effects
are accounted for.
2.3 Technical Results
2.3.1 Routing with Sector Information
In this section, we consider the situation where all nodes know the destina-
tion location perfectly, but have imprecise GPS information about their positions.
This error in position contributes to an angular error in the direction of the des-
tination. Hence, when the node wishes to transmit, the choice of neighbor is not
along the correct direction to the destination, but in a sector within angles [φ1, φ2]
corresponding to the error in angular information. The misaligned sector AFC is
a sector contained between the angles [φ1, φ2], such that for a randomly chosen
point (L, α) from the sector, E(L cosα) > 0 (see Figure 2.1). The following the-
orem provides a tight bound on the hop delay τ(n) obtained by the forwarding
strategy.
Theorem 2.3.1. Let (L, α) be the polar coordinates of a uniformly chosen point
from a sector within angles [φ1, φ2] and unit radius. Let β = E(L cos(α)) Then, ∀
positive c1, c2 : c1 <
1
β
< c2,
c1
K
√
n
log(n)
≤ τ(n) ≤ c2
K
√
n
log(n)
(a.a.s.)3.
3We define a random sequence {a(n),n = 1, 2, . . .} to be asymptotically almost surely (a.a.s.)
bounded by another random sequence {b(n),n = 1, 2, . . .} if ∃N0 > 0 such that for all n > N0,
a(n) ≤ b(n) almost surely.
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(proof available in Section 2.4.1).
Thus, our result implies that for large enough n, the delay with random
angular error leads is equal to 1
βM(n)
which is clearly the same order as that with
straight-line routing, with the scaling constant inversely proportional to the ex-
pected value of the projection of each step on the line joining the source and
destination.
2.3.2 Routing with Quadrant Information
We assume that there is some mechanism that provides coarse geographic
information about the destination, such as the quadrant or half-plane in which the
destination is located. Under such a scenario, we derive bounds on the routing
delays. We show that even in an adversarial mode of choosing the local quadrants,
the routing delay is within a constant factor of straight-line routing. Consider the
following routing strategy Ψ2 (see Figure 2.4). The node ‘A’ contains a packet at
the ith step that needs to be routed to the destination ‘O’. The strategy adopted
is to randomly forward the packet to a randomly chosen point ‘B’ from the correct
quadrant. Further, all nodes need not have the same coordinate system. For
instance, suppose that ‘A’ only knows that the final destination is locally to the
‘North-West’ (with respect to its own coordinate system). Let us denote the offset
between the node’s local coordinate system and the true direction of the destination
by a random variable κ.
We consider two cases: (i) the offset κ is assumed to be uniformly dis-
tributed within the quadrant; and (ii) an adversarial scenario where κ is chosen to
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Figure 2.4: Adversarial Quadrants - where O’ and O” correspond to the possible
“worst-case” directions of the destination.
be the worst-case at each hop, i.e., along the one of the local coordinate axes that
minimizes the distance traveled toward the destination (see Figure 2.4).
We note that the case where the angle κ = ∠OAC is assumed to be uni-
formly distributed in [0, π
2
], is equivalent to picking a node ‘B’ from a semicircular
AFC (φ1 =
−π
2
, φ2 =
π
2
in Figure 2.1) with a probability distribution
fL2,α2 =
1
A
π
2
− |α2|
π
2
z < M, |α2| < π
2
. (2.4)
The following theorem provides bounds for the hitting time for both the uniform
κ and the adversarial choice of quadrants.
Theorem 2.3.2. (i). Uniformly random κ: Let (L2, α2) be the polar representation
of a point chosen from a semicircular sector (−π
2
< α2 <
π
2
) of a unit circle, with
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a probability distribution fL2,α2 as in (2.4). Let β2 = E(L2 cosα2). Then, for all
positive c5, c6 : c5 <
1
β2
< c6, we have
c5
K
√
n
log(n)
≤ τ2(n) ≤ c6K
√
n
log(n)
(a.a.s.).
(ii). Adversarial choice of quadrants: Let (L3, γ) be the polar representation
of a point chosen randomly from a quadrant containing the destination, where γ
is the angle with respect to the local quadrant. Let β3 = E(L3min(cos γ, sin γ)).
Then for all positive c : 1
β3
< c, we have τ3(n) ≤ cK
√
n
log(n)
(a.a.s.).
(proof available in Section 2.4.2). The results of this theorem demonstrate
that that on an average, ‘1’ or ‘2’ bits of routing information is sufficient per node
for achieving a performance which is order-wise the same as straight-line routing.
2.3.3 Routing with Fractional Information
In the case where only a small fraction of the nodes have any routing infor-
mation, most nodes simply forward the packet to a randomly selected neighbor. A
small fraction of the nodes have routing information (either quadrant information,
or GPS information with errors). Such routing information could be distributed
by some gossip mechanism (routing table updates) [37, 38], where nodes forward
routing information, but also could clear routing tables after some time.
We assume that each point has routing information (either imprecise GPS,
or quadrant information) with a fixed probability p ∈ (0, 1), independent of any
other event. With probability 1−p, the next hop location is uniformly chosen from
a circle of radius M(n) about the current location (i.e., random routing). Here,
we explicitly derive the results only for the quadrant routing strategy. Analogous
results hold when only a fraction of the nodes have imprecise GPS information.
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Theorem 2.3.3. Let β2 be defined as in Theorem 2.3.2. Then for all positive
c1, c2 : c1 <
1
pβ2
< c2, we have
c1
K
√
n
log(n)
≤ τp(n) ≤ c2
K
√
n
log(n)
(a.a.s.).
(proof available in Section 2.4.3).
2.3.4 Throughput capacity of Progressive Routing
To obtain the throughput capacity, we need to consider individual nodes and
their data-rates, and hence we use a discrete node model of the sensor network. We
assume that the n nodes are randomly placed on a unit square, and as before, the
transmission radio range of the nodes is M(n) = K
√
logn
n
. The scaling parameters
are the same as in the continuum model. We also assume the Protocol Model [23]
for successful transmissions.
Definition 2.3.1. A transmission between a node A and its receiving node B is as-
sumed to be successful if d(A,B) ≤ M(n) and d(C,B) > (1+γ)M(n), for some γ >
0, for all other transmitting nodes C 6= A.
We consider progressive routing strategies that ensure that at each step of
the route, the distance to the destination decreases by at least δM(n) for some
δ > 0. We assume that a routing strategy that satisfies this property is used for
route setup, and subsequent packets in each flow (between a source-destination
pair) follows this initial path. Further, the routes are independently setup (across
flows). It has been shown in [23] that for routing with straight-lines, the through-
put capacity is Θ( 1√
n logn
), for the protocol model, and the upper bound on the
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throughput capacity with the protocol model is also of this order. The issue of
concern is that the longer routing paths due to the random strategies might create
local hot spots (see Figure 2.2(a)). We show that, for progressive routing schemes,
such local hot spots do not affect the throughput capacity in an order-wise sense.
Theorem 2.3.4. Consider a unit square, with n nodes uniformly distributed, and
n/2 randomly chosen source-destination pairs. Let Ψ be a progressive routing strat-
egy such that in each hop, the Euclidean distance to the destination is reduced by
δM(n). Then, under the Protocol Model, a data rate of Θ( 1√
n logn
) is simultaneously
achievable by every source-transmitter pair with routing strategy Ψ.
(proof available in Section 2.4.4).
2.3.5 Simulation Results
We consider a simulation scenario where N nodes are placed uniformly ran-
domly on a unit square. The source is located at [0, 0] and the destination at
[0.7, 0.7] (such that the Euclidean distance between the source and the destination
is one). A histogram of the routing delays (number of hops) from 150 simula-
tions is plotted, along with a sample path for illustration. Note that we take the
discretization effects into account in these simulations.
The simulations are for a node density N = 1000. The geographic greedy
routing strategy, where the relay node is the neighbor node that is closest to the
destination shows an almost deterministic path length of 7 hops and the corre-
sponding sample path resembles a straight-line path from the source to the des-
tination (see Figure 2.5). The small variations in the path length occur due to
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the randomness in the node positions. With unbiased sectors (of 60 degrees), our
simulation results indicate that the average path length is about 11 hops (see Fig-
ure 2.6), which is an increase by a factor predicted in Theorem 2.3.1 (the constant
factor β = 0.636, thus the predicted path length is 11.01 hops). The quadrant
based routing strategy is simulated next in this setup, and the results are shown in
Figure 2.7. The sample path is observed to be similar to the sector routing case,
and the average routing delay of 15 hops is only marginally more than the sector
routing strategy. Both of these are again close to that predicted by our analytical
results. Routing with fractional information is simulated by assuming that a node
contains routing (quadrant) information with a probability of p = .35. The sample
path and the distribution of routing delay are shown in Figure 2.8. The routing
path is considerably lengthened as most of the nodes do not contain routing in-
formation. The average delay in this case is approximately 40 hops, which is close
to the analytically predicted value (42.7 hops, which is a 1/p factor increase from
quadrant routing). These plots indicate that the random routing strategies have
delays that are comparable to the greedy geographic routing strategy, as predicted
by our analysis.
2.4 Proofs of Theorems
2.4.1 Proof of Theorem 2.3.1
Consider Figure 2.1. Let the packet be currently at the point ‘A’ at the ith
step and wish to travel to the destination ‘O’. An error in location is mathemati-
cally equivalent to stating that the next hop location is randomly chosen (with an
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Figure 2.5: Straight Line Routing - 1000 nodes. The plot in (a) shows the path
of the packet through the unit square; The plot in (b) shows the number of hops
(x-axis) vs the frequency of occurrence (y-axis).
uniform distribution) as any point in the sector AFC. The neighbor subset from
which we choose our relay node is the set A(M(n),φ1,φ2), where
A(M(n),φ1,φ2) =
{
X ∈ AM(n) : φ1 < (∠−−→XA− ∠−→OA) < φ2
}
. (2.5)
We have assumed that the radial distance of the hop is also random, and not
deterministically equivalent to M(n). The randomness in the radial distance (per
hop) models a variable power selection at the node. The analysis can be directly
extended to the case when the radial distance is deterministic (or any other given
distribution). Y (n)(i) is the Euclidean distance traveled towards the destination
in the ith jump. By definition, Y (n)(i) = |−→OA| − |−−→OB|. We denote the polar co-
ordinates of this jump as the pair (Lˆ(n)(i), α(n)(i)), where Lˆ(n)(i) = |−→AB| and
α(n)(i) = ∠OAB. Now, let us consider the delay τ(n) for this routing scheme. The
packet’s source is A and the destination O with |−→OA| = 1 for notational simplicity.
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Figure 2.6: Unbiased Sector Routing - 1000 nodes
Definition 2.4.1. We define a random sequence {a(n),n = 1, 2, . . .} to be asymp-
totically almost surely (a.a.s.) bounded by another random sequence {b(n),n =
1, 2, . . .} if ∃N0 > 0 such that for all n > N0, a(n) ≤ b(n) a.s.
In the rest of the chapter, we denote sequences {a(n)} and {b(n)} satisfying
Definition 2.4.1 by
a(n) ≤ b(n) (a.a.s.).
We shall now show in Theorem 2.3.1 that the delay for this scheme is of
the order of straight-line routing. To prove Theorem 2.3.1, we will need to prove
the following limit theorem for triangular arrays.
Remark 2.4.1. For each n, we assume an independent realization of the routing
process, and then prove results on the behavior of τ(n), as n tends to infinity. Thus,
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Figure 2.7: Quadrant based Routing - 1000 nodes
the random displacements at the ith jump, when the network size was n generates a
triangular array of i.i.d. (independent and identically distributed) random variables
X
(n)
i , 1 ≤ i ≤ n, n ∈ N.
Lemma 2.4.1. For any fixed K > 1, let M(n) = K
√
(logn/n). Consider a
triangular array of bounded i.i.d. random variables X
(n)
i , 1 ≤ i ≤ n, n ∈ N. Then,
lim
n→∞
M(n)
1
M(n)∑
i=1
X
(n)
i −→ EX11 (a.a.s.)
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Figure 2.8: Fractional information: 35% have quadrant information -1000 nodes
Proof. Let ǫ > 0. We have
P
(
|M(n)
1
M(n)∑
i=1
X
(n)
i − EX| > ǫ
)
≤
P
(
M(n)
1
M(n)∑
i=1
X
(n)
i − EX > ǫ
)
+P
(
M(n)
1
M(n)∑
i=1
X
(n)
i − EX < −ǫ
)
. (2.6)
We utilize Chernoff’s Bound (reproduced below for completeness),
Theorem 2.4.1 (Chernoff). Let X1, X2, . . . , Xn be independent random vari-
ables, such that E[Xi] = 0 and |Xi| ≤ 1, for all i. Let X =
∑n
i=1Xi and let σ be
the variance of X. Then P(|X| ≥ kσ) ≤ 2e−k2/4 for any 0 ≤ k ≤ 2σ.
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and we have
P
(
M(n)
1
M(n)∑
i=1
X
(n)
i − EX > ǫ
)
< exp−
1
M(n)
I(ǫ) .
where I(ǫ) is the non-negative rate function for the bounded random variable.
Applying the bound to L.H.S of equation (2.6),
P
(
|M(n)
1
M(n)∑
i=1
X
(n)
i − EX| > ǫ
)
< 2 exp−
1
M(n)
I(ǫ)
Also,
2
n∑
i=1
exp−
1
M(i)
I(ǫ) <∞, asM(i) = K
√
log i
i
.
Thus, by application of Borel-Cantelli’s Lemma which states that
P(A) = 0 if
∑
n
P(An) <∞, where A = ∩n ∪∞m=n Am,
we show that
lim
n→∞
M(n)
1
M(n)∑
i=1
X
(n)
i −→ EX (a.s.).
It can be shown that the sequence of random variables {Y (n)i } are not i.i.d.,
but are history dependent. Thus, we first upper and lower bound these random
variables by sequence of i.i.d. random variables, and a sequence of error terms.
Lemma 2.4.2. Let (S, α) be the polar coordinates of any point B within a circle of
radius m, with center A. Let O be any point on the plane such that |−→OA| > (m+ǫ).
Let ǫ > 0 Then,
S cosα− S
2
ǫ
≤ |−→OA| − |−−→OB| ≤ S cosα
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Proof. Consider Figure 2.9. Let B be any point inside the circle, and let (S, α)
be the polar representation of the point. It is clear from the figure that
−−→
OB =
−→
OA+
−→
AB. Now, we have
|−→OA| − |−−→OB| = |
−→
OA|2 − |−−→OB|2
|−→OA|+ |−−→OB|
, (2.7)
where |−→OA|−|−−→OB| is the distance traveled towards the destination O in that jump.
Substituting for
−−→
OB in (2.7), we obtain |−→OA| − |−−→OB|
=
|−→OA|2 − [|−→OA|2 + |−→AB|2 − 2|−→AB||−→OA| cosα]
|−→OA|+ |−−→OB|
, (2.8)
=
2S|−→OA| cosα− S2
|−→OA|+ |−−→OB|
(2.9)
When |−→OA| − |−−→OB| > 0, we have that 2S|−→OA| cosα − S2 is positive. In
order to obtain a lower bound on |−→OA|−|−−→OB|, we replace the denominator of (2.9)
by a larger quantity. Hence by replacing |−→OA|+ |−−→OB| with 2|−→OA|, we obtain
S cosα− S
2
2|−→OA|
≤ 2S|
−→
OA| cosα− S2
|−→OA|+ |−−→OB|
= |−→OA| − |−−→OB|. (2.10)
Next, in the case where |−→OA|−|−−→OB| < 0, we have that the term 2S|
−→
OA| cosα−S2
|−→OA|+|−−→OB|
is a negative quantity (this follows from the equality in (2.9)). Thus, in order to
get a lower bound, we replace |−→OA| + |−−→OB| by two times the smaller of the two
terms, i.e., 2|−→OA| (because in this case, |−→OA| ≤ |−−→OB|). Hence we have that
2S|−→OA| cosα− S2
2|−→OA|
≤ 2S|
−→
OA| cosα− S2
|−→OA|+ |−−→OB|
. (2.11)
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Figure 2.9: Geometric interpretation of the problem - ∠BAO = α.
Thus, as S2 > 0 and ǫ < |−→OA|, from (2.9), (2.10) and (2.11), we have
S cosα− S
2
ǫ
≤ |−→OA| − |−−→OB|. (2.12)
For the upper bound, consider the vector
−−→
OB. Since the projection of a vector in
any other direction reduces its magnitude, we have that
|−−→OB| > |−−→OB.
−→
OA
|−→OA|
| (2.13)
Thus,
|−→OA| − |−−→OB| < |−→OA| − |−−→OB.
−→
OA
|−→OA|
| (2.14)
We notice that the term on the right of (2.14) is indeed S cosα (see Figure 2.9).
Hence, we have the following upper bound on the distance traveled in a jump.
|−→OA| − |−−→OB| ≤ S cosα.
Using the bound in Lemma 2.4.2, we now derive the main result. We restate
the theorem for convenience.
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Theorem. Let (L, α) be the polar coordinates of a uniformly chosen point from a
sector within angles [φ1, φ2] and unit radius. Let β = E(L cos(α)) Then, ∀ positive
c1, c2 : c1 <
1
β
< c2,
c1
K
√
n
log(n)
≤ τ(n) ≤ c2
K
√
n
log(n)
(a.a.s.).
Proof. Recall that Y (n)(i) is the distance traveled towards the destination in the
ith step. For a packet located at ‘A’ at time-step i (see Figure 2.1), and the next
hop position being ‘B’, our routing model implies that Y (n)(i) = |−→OA| − |−−→OB|.
From Lemma 2.4.2, we have, for all j < τ(n), the following equations.
j∑
i=1
{
Lˆ(n)(i) cosα(n)(i)− Lˆ
(n)(i)
2
ǫ(n)
}
<
j∑
i=1
Y (n)(i), (2.15)
j∑
i=1
Y (n)(i) <
j∑
i=1
Lˆ(n)(i) cosα(n)(i). (2.16)
Defining L(n)(i) = Lˆ
(n)(i)
M(n)
and substituting in equations (6,7), we have
M(n)
j∑
i=1
L(n)(i) cosα(n)(i)− (2.17)
(
M(n)
)2 j∑
i=1
L(n)(i)
2
ǫ(n)
<
j∑
i=1
Y (n)(i)
j∑
i=1
Y (n)(i) < M(n)
j∑
i=1
L(n)(i) cosα(n)(i). (2.18)
We observe that {L(n)(i) cosα(n)(i)}ni=1 are a sequence of i.i.d. random variables,
with the expected value E{L(n)(i) cosα(n)(i)} = β, such that 0 < β < 1.
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Upper Bound: To prove the bounds for the hitting time, let us suppose
that our claim τ(n) ≤ c2
M(n)
∀c2 > 1β (a.a.s.) is not true. Then, there exists a
subsequence nk, k = 1, 2, . . . such that τ(nk) >
c2
M(nk)
. Note that, from (2.3), this
implies that
c2
M(nk)∑
i=1
Y (nk)(i) < 1, k = 1, 2, . . . (2.19)
However, from (2.17), (which holds for all j < τ(n)), we have
M(nk)
c2
M(nk)∑
i=1
L(nk)(i) cosα(nk)(i)−
(
M(nk)
)2 c2M(nk)∑
i=1
L(nk)(i)
2
ǫ(nk)
<
c2
M(nk)∑
i=1
Y (nk)(i) (2.20)
By substituting X
(n)
i = L
(n)(i) cosα(n)(i) in Lemma 2.4.1 and noting that almost
sure convergence along a sequence implies an almost sure convergence along every
subsequence, it follows from Lemma 2.4.1 that
M(nk)
c2
M(nk)∑
i=1
L(nk)(i) cosα(nk)(i)→ c2β; c2β > 1, (2.21)
as E(L(nk)(i) cosα(nk)(i)) = β.
Moreover, since L(nk) ≤ 1 and M(n)
ǫ(n)
→ 0, we have
(
M(nk)
)2 c2M(nk)∑
i=1
L(nk)(i)
2
ǫ(nk)
<
(
M(nk)
)2 c2M(nk)∑
i=1
1
ǫ(nk)
, (2.22)
and (
M(nk)
)2 c2M(nk)∑
i=1
1
ǫ(nk)
→ 0. (2.23)
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From equations (2.20, 2.21, 2.22 and 2.23) we have limk→∞
∑ c2M(nk)
i=1 Y
(nk)(i) >
1, which contradicts (2.19). Thus, we have shown that τ(n) ≤ c2
M(n)
∀c2 >
1
β
(a.a.s.).
Lower Bound: To prove the lower bound, we need this additional construc-
tion. For each n, let us augment the sequence of random variables Y (n)(i), 1 ≤ i ≤ n,
as follows. Once a packet has entered the ǫ(n) ball about the destination, we start
a new packet from the source to the destination. Thus we define a sequence of
random variables Y (n)(i) for all i. These random variables generate the sequence
of Lˆ(n)(i) cosα(n)(i), ∀i.
Let us assume that the lower bound τ(n) ≥ c1
M(n)
∀c1 < 1β (a.a.s.) is not
true. Observe that τ(n) ≥ 1
M(n)
. Then, there exists a subsequence nk, K = 1, 2, . . .
such that for some r ∈ (1, c1),
M(nk)τ(nk)→ r. (2.24)
Let W (n) = r
M(n)
. We observe that
∣∣∣ τ(nk)∑
i=1
Lˆ(nk)(i) cosα(nk)(i)−
W (nk)∑
i=1
Lˆ(nk)(i) cosα(nk)(i)
∣∣∣
≤
∣∣∣W (nk)− τ(nk)∣∣∣M(nk). (2.25)
Thus, we have
1 =
τ(nk)∑
i=1
Y (nk)(i) ≤
τ(nk)∑
i=1
Lˆ(nk)(i) cosα(nk)(i) ≤
W (nk)∑
i=1
Lˆ(nk)(i) cosα(nk)(i) +
∣∣∣W (nk)− τ(nk)∣∣∣M(nk). (2.26)
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Now applying Lemma 2.4.1 and equation (2.24) to (2.26), we get
W (nk)∑
i=1
Lˆ(nk)(i) cosα(nk)(i)→ r < 1, (2.27)∣∣∣W (nk)− τ(nk)∣∣∣M(nk)→ 0. (2.28)
This contradicts our assumption that
∑τ(nk)
i=1 Y
(nk)(i) = 1. Thus, by contradiction,
we have shown that τ(n) ≥ c1
M(n)
∀c1 < 1β (a.a.s.).
2.4.2 Proof of Theorem 2.3.2
Theorem. (i). Uniformly random κ: Let (L2, α2) be the polar representation of
a point chosen from a semicircular sector (−π
2
< α2 <
π
2
) of a unit circle, with
a probability distribution fL2,α2 as in (2.4). Let β2 = E(L2 cosα2). Then, for all
positive c5, c6 : c5 <
1
β2
< c6, we have
c5
K
√
n
log(n)
≤ τ2(n) ≤ c6K
√
n
log(n)
(a.a.s.).
(ii). Adversarial choice of quadrants: Let (L3, γ) be the polar representation
of a point chosen randomly from a quadrant containing the destination, where γ
is the angle with respect to the local quadrant. Let β3 = E(L3min(cos γ, sin γ)).
Then for all positive c : 1
β3
< c, we have τ3(n) ≤ cK
√
n
log(n)
(a.a.s.).
Proof. (i). Uniformly random κ: Consider any node B in the semicircle AFC in
Figure 2.4(b). For any step i < τ2(n), we have the following bounds for Z
(n)(i),
the distance traveled towards the destination in the ith step. The following bounds
are similar to equations (2.15) and (2.16).
Z(n)(i) = |−→OA| − |−−→OB|, (2.29)
39
Lˆ
(n)
2 (i) cosα
(n)
2 (i)−
Lˆ
(n)
2 (i)
2
ǫ(n)
≤ Z(n)(i)
≤ Lˆ(n)2 (i) cosα(n)2 (i). (2.30)
The rest of the proof is analogous to Theorem 2.3.1, where we substitute Lˆ
(n)
2 for
Lˆ(n), τ2(n) for τ(n), Z
(n) for Y (n), α2 for α and β2 for β.
(ii). Adversarial choice of quadrants: From Figure 2.4(a), it is clear that
once a node ‘B’ is selected, the distance traveled towards the destination is mini-
mized if the destination O was along either O’ or O”, whichever is more unfavor-
able. Thus, the distance traveled towards the destination in the ith step is bounded
below by
min
{
Lˆ
(n)
3 (i) cos γ
(n)(i)− Lˆ
(n)
3 (i)
2
ǫ(n)
,
Lˆ
(n)
3 (i) sin γ
(n)(i)− Lˆ
(n)
3 (i)
2
ǫ(n)
}
≤ Z(n)(i). (2.31)
By arguments similar to Theorem 2.3.1, we can show that τ3(n) ≤ c 1M(n) (a.a.s.).
The quadrant information can be replaced by half-plane information and
still lead to a delay that is within a constant factor of straight-line routing, if the
uniform κ assumption is made. However, half-plane information is not sufficient
for order-wise straight-line routing delay in an adversarial scenario.
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2.4.3 Proof of Theorem 2.3.3
Let us denote the event that the ith hop location contains quadrant infor-
mation4 by E(i). As before, we normalize the distance between the source and
destination, and denote the routing delay under the strategy described above by
the random variable τp(n).
Theorem. Let β2 be defined as in Theorem 2.3.2. Then for all positive c1, c2 :
c1 <
1
pβ2
< c2, we have
c1
K
√
n
log(n)
≤ τp(n) ≤ c2
K
√
n
log(n)
(a.a.s.).
Proof. Let Q(n)(i) be the random distance traveled towards the destination in the
ith step. Then,
Q(n)(i) = Z(n)(i)1E(i) +R
(n)(i)1Ec(i) (2.32)
where Z(n)(i) is the random distance traveled towards destination with a quadrant
information strategy, and R(n)(i) is the distance traveled without any information.
Let ‘B’ be the next hop location if event E(i) occurs, else let the next hop location
be ‘B1’. Let (Lˆ
(n)
p (i), α
(n)
L (i)) and (Sˆ
(n)
p (i), α
(n)
S (i)) be the polar coordinates of the
nodes ‘B’ and ‘B1’ respectively. Location ‘B’ is defined identically to the next hop
location in Section 2.3.2; and location ‘B1’ is chosen uniformly from a circle of
4For notational convenience, we suppress explicitly showing the dependence of E(i) on n
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radius M(n) about ‘A’. Let us define
P (n)(i) = {Lˆ(n)p (i) cosα(n)L (i)−
Lˆ
(n)
p (i)
2
ǫ(n)
}1E(i) +
{Sˆ(n)p (i) cosα(n)S (i)−
Sˆ
(n)
p (i)
2
ǫ(n)
}1Ec(i) (2.33)
T (n)(i) = Lˆ(n)p (i) cosα
(n)
L (i)1E(i) +
Sˆ(n)p (i) cosα
(n)
S (i)1Ec(i). (2.34)
From Lemma 2.4.2, we have the following bound for all i < τp(n)
P (n)(i) ≤ Q(n)(i) ≤ T (n)(i). (2.35)
Now, let us suppose that
τp(n) ≤ c2 1
M(n)
(a.a.s.)
is not true for some c2 >
1
pβ2
. Then, there exists a subsequence nk, k = 1, 2, . . .
such that τp(nk) >
c2
M(n)
. Now, along this subsequence,
c2
M(nk)∑
i=1
P (nk)(i) =M(nk)
c2
M(nk)∑
i=1
{L(nk)p (i) cosα(nk)L (i)
−M(nk)L
(nk)
p (i)
2
ǫ(nk)
}1E(i) +M(nk)
c2
M(nk)∑
i=1
{S(nk)p (i) cosα(nk)S (i)
−M(nk)S
(nk)
p (i)
2
ǫ(nk)
}1Ec(i) (2.36)
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The terms on the R.H.S of (2.36) are a triangular array of i.i.d. random variables.
Noting that S
(nk)
p (i) cosα
(n)
S (i) is a symmetric random variable with mean zero, the
limit of the sum in equation (2.36)
lim
n→∞
c2
M(nk)∑
i=1
P (nk)(i) = c2βp (2.37)
which is greater than unity. This contradicts the fact that c2
M(n)
was smaller than
τp(n), as the path has already reached the destination. Hence,
τp(n) ≤ c2
M(n)
∀c2 > 1
pβ
(a.a.s.).
Similarly, using equation (2.34) we show that
τp(n) ≥ c1
M(n)
∀c1 < 1
pβ
(a.a.s.).
2.4.4 Proof of Theorem 2.3.4
Proof. Consider a uniform tiling of the unit square, by tiles of size M(n)×M(n).
The idea of the proof is as follows:
1. We show that each tile is active (i.e., nodes in the tile are allowed to transmit)
for a fixed fraction of the time, without interference from transmissions in
other tiles.
2. Observe that with progressive routing, each route could have multiple hops
in each tile. We prove that an uniform upper bound on the number of hops
in any tile summed over all routes is Θ(
√
n logn).
43
3. Using these results, we show that each route receives a data-rate of Θ( 1√
n logn
).
The above statements are proved in the following lemmas.
It is clear from Definition 2.3.1 that if there is a transmission from a node
Ai in some square, other transmissions in neighboring squares can affect the trans-
missions of Ai. However, since ∆ is a finite positive constant, the number J of
nearby squares that can affect the transmission is finite. We use this fact to con-
struct a transmission schedule that allows for concurrent spatial transmissions.
The problem is equivalent to a graph coloring problem with each vertex having
at most a degree of J . Standard results from graph theory indicate that a graph
with a degree no more than J can have all its vertices colored by J +1 colors such
that no two neighbors have the same color. Thus, we can color the cells with J +1
colors such that no two interfering cells have the same color. We can construct a
schedule such that a given slot is divided into J + 1 sub-slots and all cells of the
same color can successfully transmit simultaneously.
We assume that the strategy we have allows us to travel a distance of at
least δM(n) towards the destination in each jump. Thus, the number of hops
required to reach the destination for any route is no more than 1
δM(n)
hops.
Claim 1. Given that a routing path passes through a square, the number of hops
inside the square is no more than
√
2
δ
.
Proof. Assume that the required destination is outside the square. Then, in
√
2
δ
steps, we would have reached closer to the destination by more than
√
2M(n),
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which would imply that we are no longer in the same square. Even if all the
intermediary steps fell inside the square, the number of hops cannot be greater than
√
2
δ
. If the destination was inside the square, it would have reach the destination
within
√
2
δ
steps.
Let Xki be a Bernoulli random variable, with X
k
i = 1 if the i
th path touched
the kth square. Observe that Xki is independent of X
l
j if i 6= j (and for any l, k),
as the paths are independently routed with respect to each other (however, Xki
and X li are correlated). We now construct a collection of i.i.d. Bernoulli random
variables X˜ki , {1 ≤ i ≤ n, 1 ≤ k ≤ 1M(n)2} with
X˜ki =
{
1 w.p. α(n)
0 w.p. 1− α(n)
where α(n) is chosen to satisfy
α(n) ≥ Total number of squares touched by a path
Total number of squares
. (2.38)
Since the Xki and X˜
k
i are Bernoulli random variables, and P (X
k
i = 1) is less than
P (X˜ki = 1) (by construction, and the definition of α(n)), we have that X
k
i ≤st X˜ki ,
for all i, k, where ≤st denotes stochastic ordering (defined below) [42].
Definition 2.4.2. Let X and Y be random variables whose probability distributions
satisfy P(X > x) ≤ P(Y > x) for all x ∈ R. Then, we say X ≤st Y.
Since the total number of hops in any path is at most 1
δM(n)
, we immediately
have the following claim (using the worst-case bound that each hop can be in a
distinct square).
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Claim 2. The total number of squares any path can touch is upper bounded by
1
δM(n)
.
Thus, by choosing
α(n) =
M(n)
δ
,
(3.6) is satisfied. Hence, for each i, k, X˜ki stochastically dominates X
k
i . We now use
the above results to provide an upper bound on the maximum number of hops, in
any square. Observe that the maximum number of hops in any square can upper
bounded by the product of
max
paths i,1≤i≤n,squares k, 1 ≤ k ≤ 1
M(n)2
(number of hops by path i in square k)
× max
squares k,1 ≤ k ≤ 1
M(n)2
(number of paths touching square k) (2.39)
We define H(n) by
H(n) =
√
2
δ
(
max
k,1≤k≤ 1
M(n)2
n∑
i=1
Xki
)
. (2.40)
By Claim 1,
√
2
δ
is an upper bound on the number of hops by any path in any
square, and the term
(
maxk,1≤k≤ 1
M(n)2
∑n
i=1X
k
i
)
is an upper bound on the number
of paths touching any square. Thus, H(n) is an upper bound on the maximum
number of hops in any square.
Claim 3. H(n) ≤ λ(n) almost surely, for λ(n) =
√
n logn
δ
+
√
6 logn
√
n logn
δ
.
46
Proof.
P
(
max
k,1≤k≤ 1
M(n)2
n∑
i=1
Xki > λ(n)
)
≤(a)
1
M(n)2∑
k=1
P
( n∑
i=1
Xki > λ(n)
)
≤(b)
1
M(n)2∑
k=1
P
( n∑
i=1
X˜ki > λ(n)
)
≤ 1
M(n)2
P
( n∑
i=1
X˜ki > λ(n)
)
(2.41)
The first inequality (a) is a union bound on the probability that H(n) > λ(n). For
the inequality (b), notice that for any given k, (
∑n
i=1 X˜
k
i ) is a sum of independent
random variables, and that for each i, k, X˜ki stochastically dominates X
k
i . We use
Theorem 1.A.3 of [42] which states that for Bernoulli random variable Xi and X˜i
such that Xi ≤st X˜i for all i,
∑n
i=1X
k
i ≤st X˜ki .
From the above result, we have that for each fixed k,
∑n
i=1 X˜
k
i stochastically
dominates
∑n
i=1X
k
i .
Let X˜k =
∑n
i=1 X˜
k
i . Now, from [43], we have, for sums of i.i.d Bernoulli
random variables that
P
(
X˜k > (1 + β)E(X˜k)
)
≤ e−β2E(X˜k)/2. (2.42)
We also know that E(X˜k) =
√
n logn
δ
, from previous definitions of X˜. Taking
β =
√
6 logn/E(X˜k) in (2.42), we get
P
(
X˜k > E(X˜k) +
√
6 lognE(X˜k)
)
≤ 1
n3
. (2.43)
By summing over all k in (2.41), for all λ(n) ≥
√
n logn
δ
+
√
6 logn
√
n logn
δ
, we can
47
show that
P
(
H(n) > λ(n)
)
≤ 1
K2n2 logn
.
The almost sure convergence follows the Borel-Cantelli Lemma.
We now outline a scheduling strategy for achieving the data-rate proposed.
Consider a time interval of fixed length T . We divide this time interval T into J+1
time-slots, each of duration T
J+1
. From our earlier discussion, each cell has at most
J interfering neighbors, and can be colored using J + 1 different colors such that
no two interfering neighbors have the same color. In each slot t ∈ {1, 2, ..., T
J+1
},
we schedule transmissions only for cells with the color t (denoted as the active
cells in the time-slot). Consider any active cell at time-slot t. Within this cell,
the time-slot t is further divided into r(n) sub-slots, where r(n) is the number
of hops inside the cell. By definition of H(n), r(n) ≤ H(n). From the bound on
H(n) (from Claim 3) we note that r(n) ≤ R√n logn, for a large enough but finite
R. Thus, each hop in any active cell (in time-slot t) is guaranteed a transmission
time of 1
R
√
n logn
. Since each cell receives 1
J+1
of the time-interval T (i.e., each cell
is active for a time-interval of T
J+1
), it follows that each of the hops (in any cell)
can support a data-rate of at least 1
(J+1)R
√
n logn
. This implies that a data-rate (per
flow) of order 1√
n logn
is achievable, between every source-destination pair.
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Chapter 3
Geographic Routing over Routing Holes and
Non-uniform Traffic
3.1 Overview
Geographic forwarding based techniques have been widely suggested as an
efficient routing method for wireless and sensor networks [12, 28, 44]. A key advan-
tage of geographic routing is that the nodes are not required to maintain extensive
routing tables, and can make simple routing decisions based on the local geographic
position of its neighboring nodes, i.e., they can choose the neighbor node that is
closest to the destination and forward the packet to it. As the nodes only need to
store the location of the neighbors, the routing information grows as the density
of the network rather than the size of the network [15], and hence is scalable. In
non-uniform networks, the geographic forwarding strategies may fail due to cir-
cumstances in which a forwarding node may not have any neighboring nodes that
are closer to the destination than itself and may get stuck in routing “holes” or
local minima.
While routing protocols such as [12, 28, 45] overcome the “hole” problem by
switching to a boundary tracing scheme until geographic forwarding is possible,
these methods typically induce a large number of packet routes to share the same
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spatial region around the holes, causing significant congestion along the boundaries
and a consequent loss in throughput capacity. In fact, this phenomenon is com-
mon to routing algorithms that compute the shortest paths (w.r.t. some metric
of distance) between the source and destination nodes. Many popular MANET
algorithms such as DSDV[17], AODV[18] or DSR[19] are based on geographically
shortest paths or have excessive communication and packet overheads.
Alternately, routing algorithms designed for maximizing network through-
put are typically dynamic algorithms involving some form of feedback and load-
balancing. For example, in [20] a queue-state based packet forwarding algorithm
is shown to be throughput-optimal. In [46], a distributed Bellman-Ford like algo-
rithm with delay based distance metric is proposed to improve the average delay.
However, a fundamental issue with load balancing based approaches is the trade-off
between stability and convergence times - the algorithms may be slow to converge
to good solutions, or may become unstable in the presence of delayed feedback in-
formation [47, 48]. In this chapter, we restrict ourselves to static routing schemes
(such as geographic forwarding) that provide fixed routes and are non-adaptive.
In the context of static routing, currently known schemes [23, 49] only allow
for small variations (within Θ(1/
√
n) - where n is the number of nodes in the
network) in node data rates. However, wireless networks may demand widely
varying data rates, for example, in networks with a mixture of video flows and
short messaging.
In this chapter, we construct a geographic forwarding based routing scheme
for networks with routing holes that can support wide variations in the traffic
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requirements - as much as Θ(1) rates for some nodes, while supporting Θ(1/
√
n) for
others. To the best of our knowledge, this is the first static constructive scheme that
can support such wide variations while simultaneously being throughput optimal
(up to a poly-logarithmic factor).
3.1.1 Related Work
Geographic routing for wireless and sensor networks has been widely studied
[12, 27, 28, 32, 45] in the literature. In [12, 28, 44, 45], algorithms for routing around
network holes as combinations of greedy geographic forwarding and perimeter rout-
ing or “face traversal” are presented. The fundamental idea is of planarization and
face traversal when greedy routing fails due to “holes” or routing local minima.
While in these schemes it is necessary to maintain the underlying planar graph
structure, in [13] a computationally efficient method to identify local minima and
construct routes around the holes is provided. In [50], a two phase algorithm is
proposed, in which regions where greedy forwarding is possible are identified and
used for routing in the next stage.
In the context of network holes and its effects, [51] analyzes the connectivity
of the network in the presence of holes and provides a condition on the topology
that ensures sufficient number of edge-disjoint paths between nodes. In [15] the
authors show that non-uniform radio patterns may induce incorrectly planarized
graphs that can cause the routing to fail.
While the throughput capacity of networks with holes has not been explic-
itly studied, the results in [23] provide an upper bound on the throughput-capacity
51
of arbitrary networks, and optimal throughput delay trade-offs are characterized in
[41, 52–54]. In recent work, [49, 55] show that the throughput capacity of arbitrary
networks can be studied in terms of the “min-cuts” of the network [56]. While
there has been much study on efficient geographic routing methods as well as on
throughput capacity of wireless networks, a systematic investigation of the effect
of geographic routing strategies on network throughput and delay has not been
explored previously. In this chapter, we characterize the throughput-delay per-
formance of some routing schemes discussed above and demonstrate a geography
based routing algorithm that is “near-optimal” in the presence of holes and can be
readily extended to non-uniform traffic requirements.
3.2 Contributions and System Model
We consider a random planar network in which n nodes, each with circular
radio range of M(n) = Θ(
√
logn
n
), are uniformly and randomly distributed over a
unit region. We allow for a finite number of constant area “holes” to occur on this
network, removing any nodes that might fall within the “hole” region. We assume
Θ(n) randomly chosen source-destination pairs, and define a throughput-capacity
T (n) as the data-rate that can be simultaneously supported between all the pairs,
and the delay D(n) as the mean time taken for a packet to travel from the source
to its destination. Our main contributions are:
1. We study the throughput-capacity and delay performance of some geographic
routing schemes in networks with holes. We show that while an upper bound
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on the throughput T (n) is Θ˜( 1√
n
) (see notation1) geographic routing schemes
such as [12] can cause the capacity to drop to O( 1
n
) .
2. For networks with holes, we devise a geographic forwarding based random
routing algorithm (RANDOMWAY) that achieves a throughput T (n) =
Θ˜( 1√
n
) ( is optimal up to a poly-logarithmic factor), with a favorable delay
scaling of D(n) = Θ˜(n) which lies on the optimal throughput-delay trade-off
curve. We also show that the routing information in the new algorithm is
scalable.
3. We consider networks with wide variations in traffic demands between source-
destination pairs, where some pairs require a rate of Θ(1) while other nodes
require only Θ( 1√
n
). While currently known algorithms [49] support varia-
tions in traffic only up to Θ˜( 1√
n
), we formulate a random routing algorithm
(RANDOMSPREAD) to distribute the traffic flows uniformly over the region
and show that the scheme can support any achievable traffic demand, up to
a poly-logarithmic factor.
4. Finally, we provide a scheme to combine the two previous algorithms to
support non-uniform traffic demands in networks with holes.
As our algorithms are based on geographic forwarding and are static, the conver-
gence times are better than load-balancing based approaches such as [20, 46].
1We define f(n) = Θ˜(g(n)) if f(n) = O(g(n)(log n)k) and g(n) = O(f(n)(log n)k1) for some
k, k1 <∞.
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3.2.1 Network Model
We consider a two-dimensional model of the network in which static nodes
are uniformly and randomly distributed over a unit toroidal region (to avoid edge
effects). The nodes are assumed to have a uniform circular transmission range of
M(n) = Θ(
√
log(n)
n
), where n corresponds to the density of nodes in the network.
Thus, M(n) relates the scaling of the transmission radius to the growth in network
size. The connectivity among the nodes is regulated by the transmission radius,
i.e., a node is assumed to be connected to all nodes that lie within its radio range
M(n). It has been shown [23] that a transmission radius of M(n) = Θ(
√
log(n)
n
) is
sufficient for the network to be connected in the large-node regime, and the result
assures that the number of nodes within the radio range of any node grows to
infinity asymptotically.
To model the effect of network “holes” due to various factors such as the
presence of physical obstacles, clusters of failed nodes etc., we allow for the occur-
rence of holes of various shapes over the unit region where the nodes are deployed.
For our analysis, we consider the class of hole shapes and placements as follows.
Consider Figure 4.1.
Assumption 3.2.1. Hole placements: Let δr be the side of the smallest square
that contains the hole r, and ǫr = δr +∆ be the side of a larger concentric square
around the hole. Then, no other hole t can be placed such that its ǫt outer square
can intersect with that of hole r. Further, the ǫr outer square of any hole r cannot
intersect with the boundaries of the unit square.
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ε r
δr
reachable by a straight−path
The annular region is 
Non−interfering Holes
Figure 3.1: Occurrence of holes in Wireless Networks
Assumption 3.2.2. Hole shapes: Consider the tiling of the unit region by square
tiles of dimension p × p for some small p > 0. Then the holes are measurable
by these tiles (they are the union of contiguous tiles). Further, any node A in
the interior of the δ-square can reach any point in a square of size ∆
4
× ∆
4
in the
annular region between the ǫ and the δ-squares by straight line not intersecting the
hole. For an illustration, see Figure 4.1.
Note that the fundamental problem of geographic routing with network
holes (e.g. local minima) exists even in this restricted set of hole shapes. We
allow for K such holes (finite number of holes, that do not scale with the network
size) to be arbitrarily placed on a unit region, and assume that the nodes that
fall in the interior of the holes are removed from the network. Notice that due
to the restrictions on the hole placements and shapes, there is a non-vanishing
fraction of the unit region that is not obscured by the holes, and hence the number
of remaining nodes in the network is Θ(n) (with high probability). Also, the
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radio range of M(n) as defined earlier is still sufficient for the connectivity of the
surviving nodes with high probability (w.h.p.).
3.2.2 Traffic Model
Similar to the uniform traffic model proposed in [23], we assume n/2 ran-
dom source nodes and randomly (uniformly and independently) choose destination
nodes for each traffic source node. If the source or the destination node of a traffic
flow is removed due to the occurrence of a network hole, we disregard the traffic
introduced into the network by such flows. We define the throughput capacity of
the network as follows.
Definition 3.2.1. The throughput capacity T (n) of a network is defined as the
maximum data-rate that is simultaneously achievable by all surviving source-destination
pairs.
Also, we consider the protocol model [23] to capture the interference effects
of simultaneously transmitting nodes which is recalled below.
Definition 3.2.2. A transmission between a node A and its receiving node B is as-
sumed to be successful if d(A,B) ≤ M(n) and d(C,B) > (1+γ)M(n), for some γ >
0, for all other transmitting nodes C 6= A.
We define the packet delay D(n) as the average time taken by the routing
algorithm to travel from the source to its destination averaged over all source-
destination pairs. Since packets can travel only distances lesser than the radio
range in any single step, communication between any source-destination pair is
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Figure 3.2: Congestion around the boundaries - Effect of perimeter routing.
through multi-hop packet relaying. Thus, the average delay for a packet can be
seen as the MAC delay at each hop summed over all hops in the packet-route.
When the traffic patterns are uniform over the network, the queuing delay at
intermediate hops is uniform for all flows (and hops) and the packet delays are
proportional to the number of hops.
3.3 Geographic Routing around Holes - Results
3.3.1 Loss of Throughput with Perimeter Routing
In this section, we study the throughput-capacity properties of some location-
based routing schemes. Many geographic location based routing schemes such as
GPSR [12], GOAFR[28], GEDIR[44] utilize perimeter or face routing based strate-
gies to route around network holes. The representative idea behind these routing
strategies is described below.
(i) Packets containing the position of the destination nodes are forwarded greed-
ily to neighboring nodes that are closer to the destination.
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(ii) When greedy geographic forwarding fails due to nodes that do not have
any neighbor nodes closer to the destination than itself (the node is a local
minima), the routing schemes switch to a perimeter-routing mode.
(iii) In this mode, a node A on receiving a packet from another node B, checks to
see if it is closer to the destination than B. If yes, it reverts back to a greedy
forwarding scheme. Else, it sweeps counter clock-wise from the direction
−→
AB
and identifies neighbor-node C as the first node found in this search. It then
chooses C as its next-hop neighbor.
Fundamentally, the basic strategy common to many such routing strategies
is to follow the boundary of the hole until greedy forwarding is possible. While
these strategies are scalable with respect to routing information (nodes only need
to store location information of the neighboring nodes), they cause significant
amounts of network congestion along the boundaries of the network holes, since
the routing scheme requires that all flows with the source and destination across
the network hole be routed around the boundary. We formally show that even with
only one simply shaped hole in the network, GPSR based (face-routing) strategies
cause a significant drop in throughput capacity and the delay due to GPSR like
strategies is not on the optimal throughput-delay curve [41].
Theorem 3.3.1. Consider a single square hole (as in Figure 3.2) at the center of
the unit region, with finite area. Then, under the protocol model and uniform traffic
assumption, the throughput T (n) that can be supported for GPSR-like strategies is
58
Field Name Functionality
WAYPOINT-NUM Number of waypoints to traverse
before reaching destination
NEXT-DEST Location of the next waypoint
FINAL-DEST Location of the original destination
DATA Message to the destination node
Table 3.1: Fields in the header of the packet (RANDOMWAY).
T (n) = O( 1
n
) (a.s). Further, the average delay D(n) = Ω(n3/2W (n)) (a.s), where
W (n) is the size of the packet scaling with the network size n.
(proof available in Section 3.6.1).
Remark 3.3.1. Note that the above result can be generalized to any hole that
contains a square region of non-zero area (this includes “allowable” holes in Sec-
tion 4.3).
3.3.2 RANDOMWAY(n,K) Algorithm
In this section, we describe our randomized multipath routing algorithm
that can achieve near-optimal throughput-capacity, even in the presence of network
holes. The algorithm takes as input the number of nodes in the network, the packet
to be sent, as well as the number of holes.
The packet, in addition to the data payload and the destination location,
is assumed to have a few extra fields for facilitating our algorithm. These fields
are provided in Table 3.3.2. Notice that the size of the packet does not grow with
the size of the network. Consider the first packet in all the source nodes. The
59
algorithm is as follows:
1. The source node for every traffic flow creates R log(n) copies of its packet to
send. It chooses R log(n) independent and uniformly distributed points from
the unit region and sets the NEXT-DEST field to the randomly generated
location in each of these copies. The WAYPOINT-NUM is set to 4K + 1 in
all the packet copies.
2. The R log(n) packets are routed from the source in a greedy geographic
manner to the location in NEXT-DEST.
3. A node, on receiving a packet, checks if it is the NEXT-DEST location. If
it is not the NEXT-DEST location, (i) it searches within its neighboring
nodes for the node that is closest to the NEXT-DEST location, and forwards
the packet to that node. (ii) If none of its neighbor nodes are closer to the
NEXT-DEST than itself, the node drops the packet.
4. If it is the NEXT-DEST location, (i) it checks if WAYPOINT-NUM > 1. If
yes, it sets WAYPOINT-NUM =WAYPOINT-NUM - 1, and makes R log(n)
copies of the packet and again generates uniform and randomly chosen lo-
cations for the NEXT-DEST in each of the packet copies, and forwards
them greedily. (ii) If WAYPOINT-NUM = 1, the node sets NEXT-DEST
= FINAL-DEST, WAYPOINT-NUM = 0 and forwards the packet greedily.
(iii) If WAYPOINT-NUM = 0, the packet is received at the destination.
Thus, the algorithm creates R log(n) copies of the first packet at the source and
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Random Waypoint  = 1
R log(n) branches
S
D
Random Waypoint  = 4K
Figure 3.3: The branching structure of the packet before reaching the destination.
sends each of them to a random waypoint by greedy geographic routing. If the
greedy forwarding fails due to a network hole, the packet is dropped. The packet
on reaching the random waypoint node, creates R log(n) further copies and sends
each of them to their randomly chosen waypoints. Thus, we create a branching
tree of random waypoints, of depth 4K + 1 and degree R log(n) (see Figure 3.3).
Note that each copy of the packet travels greedily to 4K intermediate destinations
before it reaches its original destination. Subsequent packets follow the same route
as the first packet.
3.3.3 Analysis of RANDOMWAY Algorithm
In this section, we show that our algorithm achieves a throughput capacity
that is only a logarithmic factor away from the best-case capacity for a network
with holes. We also show that our algorithm provides bounded delay that is
comparable to the delay incurred in a network without holes and with straight-
line routing, i.e., it is order-wise delay optimal. Further, we show that the routing
information that needs to be stored in the nodes does not increase appreciably
with the network size, i.e, the routing information remains scalable.
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3.3.3.1 Throughput Optimality
In order to compare the throughput-capacity performance of our routing
algorithm, we first provide a general upper bound on the the best-case capacity
in networks with holes, and then show that throughput achieved by our scheme is
only smaller by a poly-logarithmic factor.
Theorem 3.3.2. Consider a uniform random planar network, with K allowable
holes in it and assume a uniform traffic pattern (as described in Section 4.3).
Then, under the protocol model for interference, the best case throughput-capacity
of the network T (n) satisfies T (n) = O( 1√
n
).
The above theorem is a restatement of the result in Theorem 2.1 [23] where
it is shown that an upper bound on the transport capacity of any arbitrary network
is Θ(
√
n) bit-meters per second. Since by our uniform traffic model, the source
and destinations are a non-vanishing distance away from each other, it follows that
by distributing this transport capacity to the Θ(n) flows, the data-rate that can
be simultaneously achieved by all the flows can be no more than Θ( 1√
n
).
We now demonstrate that a throughput-capacity of Θ( 1√
n(log(n))P
) for some
P < ∞ is achievable by our algorithm. To avoid technical complications due
to edge effects, we assume that the network is a unit toroidal region. Note that
with this assumption, the network nodes/tiles are symmetrically distributed with
respect to the traffic patterns.
Theorem 3.3.3. Let G be a random network over a unit torus with K (a finite
number) allowable holes placed arbitrarily, and uniformly distributed traffic flows.
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Then, the randomized algorithm RANDOMWAY(n,K) achieves (almost surely)
a throughput capacity of T (n) = Θ˜( 1√
n
) simultaneously for all source-transmitter
pairs, under the protocol model for interference.
The proof follows in three steps. (i) We show that for all sources S and their
corresponding destinations D, the algorithm ensures that at least one packet-route
from S reaches the destination D via the 4K intermediate destinations. (ii) We
construct a tiling of the unit region with tiles of side M(n) and show that the
number of packet routes through any such tile is upper bounded by Θ˜(
√
n). (iii)
We demonstrate a scheduling scheme that can achieve a throughput of Θ˜( 1√
n
) for
each surviving packet route. The proof of these steps is provided in Section 3.6.2.
3.3.3.2 Delay Properties
In recent research, [41, 53, 54] have characterized the best-achievable capacity-
delay trade-offs for static wireless networks. It is shown that in networks without
mobility, the best achievable throughput-delay tradeoff is D(n) = Θ(nT (n)), when
packet sizes scales proportionally with the throughput. We note that for network
with holes, the above relation provides an upper bound on the optimal throughput-
delay trade-off, as routing is restricted to the class of algorithms that do not allow
packets to travel through the “hole” regions.
Here, we show that a delay D(n) = Θ(n(log(n)PW (n)) for some P <∞ is
achievable with our algorithm for packets of sizeW (n), which is only a logarithmic
factor greater than the optimal delay achievable when packet sizes are scaled as in
[41].
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Theorem 3.3.4. The average packet delay D(n) for a packet of size W (n) between
any source S and destination D is upper bounded by Θ(nW (n)(log(n)P ), for some
P <∞.
Proof. By (i) of Theorem 3.3.3, there exists a path between every source and
destination. Since any path is a concatenation of 4K +1 lines, the number of tiles
traveled by a packet is no more than (4K+1)
√
2
M(n)
. Also, by (ii) of Theorem 3.3.3 the
number of paths through any tile is no greater than
√
n(logn)P . Since each packet
needs to wait only for (J + 1)×√n(logn)P W (n) in each tile and number of tiles
to travel is at most 8K+2
M(n)
, it follows that the packet is delayed by no more than
Θ(nW (n)(log(n)P ) seconds.
This result shows that the delay performance of our RANDOMWAY algo-
rithm is away from optimal only by a poly-logarithmic factor.
3.3.3.3 Scalability of routing information
In routing schemes that operate with greedy forwarding alone (including
boundary tracing/perimeter routing), the amount of routing information that is
required at a node is only the location of its neighboring nodes. In our network
model, the number of neighbor nodes for any nodes is atmost Θ(logn) as the radio
range is Θ(
√
logn
n
). For the RANDOMWAY algorithm, the requirement of routing
information is increased, as the nodes that are way-points for any packet need to
remember the corresponding next random way-points (R log n of them) for that
packet route. However, we see that this increase is not significant.
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Notice that the total number (over all packet routes) of random waypoints
are n × (R logn)4K+1 and are uniformly distributed over the unit region. This
implies that there are no more than Θ((logn)4K+1) way-points in any tile of side
M(n). In the worst-case scenario, all the way-points might be chosen to be at the
same node, in which case the routing information it needs to store is Θ(log n) +
Θ((log(n))4K+1 × R logn) where the first term is the routing information to store
the neighbor locations, and the second term the next waypoints for all the packets
that chose the node as a way-point. Thus, the routing information for any node is
Θ((logn)4K+2).
3.4 Geographic Routing for Non-uniform Traffic Patterns
While the analysis in the previous sections had assumed a uniform traffic
pattern, in many scenarios the traffic demands could be non-uniform and the re-
quirements may vary widely from one node to another. For example, such patterns
could be seen in a large network where there could be flows demanding much larger
bandwidth than others (e.g., a mixture of video flows and short messaging). In
recent research, approaches have been made to characterize the traffic patterns
that can be supported in a random planar network. In [49], authors demonstrate
that variations in traffic demand of the order of O( 1√
n
) are supportable, by using
a Valiant-Brebner [57] scheme to distribute a source’s load to all other nodes, and
then solving a uniform multicommodity flow (UMF) problem [56]. We also note
that the solution to this problem is nonconstructive and is based on the dual graph
of the network. We however note that the motivation in [18] is different from ours.
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The objective in [18] is to study a wide class of network models by reducing them
to UMF problems. However, this approach only supports “small variations” in
traffic rates.
On the other hand, we provide a constructive scheme (RANDOMSPREAD)
to distribute the traffic flows uniformly over the region and show that the scheme
can support any achievable traffic demand (including Θ(1) variations in traffic),
up to a poly-logarithmic factor. To the best of our knowledge, this is the first
constructive scheme that can support such wide variations while simultaneously
being throughput optimal (up to a poly-logarithmic factor).
Let Λij be the traffic demand between source i and destination j and the
traffic matrix Λ define the traffic demands of the network. Then, we show that
if a traffic requirement Λ is feasible under any routing algorithm, the RANDOM-
SPREAD algorithm can achieve the rate matrix Λ (up to a poly-logarithmic factor
less). Also, the advantageous properties of the original algorithm viz. bounded
delay, minimal per-node routing information and robustness to location errors are
preserved. For simplicity in presentation, we use the following simplified two level
traffic model to analyze the performance and do not consider the presence of holes
in the network. Later, we show that this can be extended to a general traffic model.
Assumption 3.4.1. Traffic Model: We consider a network on the unit torus,
with n nodes uniformly and randomly distributed over it. There are no holes in
this network. The traffic is generated by n
2
randomly chosen source-destination
pairs with the following properties.
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Source Destination
2nd waypoint (randomly chosen)
1st waypoint (randomly chosen)
Figure 3.4: Two way-point routing for non-uniform traffic
1. Each source-destination pair is generated by throwing a line randomly on the
unit region, the length of the line could come from any arbitrary distribution
on [3ǫ, 1].
2. Each source could either be a Type-a source with a traffic requirement of
Θ( 1√
n
) or Type-b source with a requirement of Θ(1).
3. The distribution of the two kinds of loads over the source nodes is arbitrary.
4. The distribution is such that there exists a feasible routing scheme that sup-
ports the traffic patterns.
RANDOMSPREAD(n,ǫ): Type-a nodes send their packets directly to the
destination by greedy geographic forwarding. Due to the absence of holes in this
model, greedy forwarding is successful. Type-b nodes create
√
n routes simultane-
ously to the destination, each using a three meta-hop path, as shown in Figure 3.4.
That is, for the first packet in each route, the source chooses a 1st and a 2nd
waypoint by throwing a line at random and the packet is finally routed back to
the destination from the 2nd waypoint. Subsequent packets follow the route of the
first packet. The following theorem demonstrates the optimality of algorithm.
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Theorem 3.4.1. Let Λ be a traffic matrix satisfying the properties of our traffic
model. Then, algorithm RANDOMSPREAD achieves a rate of Θ˜(Λi,j) (a.s), for
all source-destination pairs (i, j).
(proof available in 3.6.3).
Remark 3.4.1. The above theorem can be generalized to show that any achievable
rate matrix Λ, with unique source destination pairs (Λi,j > 0 → Λi,k = Λr,j =
0, ∀k 6= j, r 6= i) can be supported (up to a poly-logarithmic factor) by our algo-
rithm. The RANDOMSPREAD algorithm is modified so that all sources are type-b,
and any source i sends ⌈√n × Λi,d(i)⌉ packets out at any instant. By reformulat-
ing the optimization problem of (4.8) with ai equal to the number of packets/lines
generated by type-b sources within Bi − Bi−1, a similar bound on the number of
packets through any tile can be shown.
3.5 Extension to Non uniform Traffic Networks with Holes
In Section 3.3.2, we demonstrated a randomized routing algorithm to sup-
port uniform traffic in the presence of routing holes, and in Section 3.4 a method to
support non uniform traffic in uniform random planar networks. Here, we provide
an algorithm to combine the two scenarios to provide routing support of non-
uniform traffic demands in networks with holes. Consider the following scheme.
Extended RANDOMWAY(n,K): The modification to the RANDOMWAY(n,K)
is only at the source nodes. The behavior of the forwarding nodes or the inter-
mediate random-waypoints is unchanged. If the source node is a type-a node,
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the algorithm is unchanged, i.e, the source creates R log(n) copies of the single
packet and sets the variables in the packet header as described in Section 3.3.2.
If a source is a type-b node with Θ(1) traffic requirement, then the source trans-
mits
√
n
(R logn)P
packets simultaneously, by executing the RANDOMWAY algorithm
for each packet independently, with 4K + 2 way points. That is, for each unique
packet pi, 1 ≤ i ≤
√
n
(R logn)P
, the source creates R log(n) copies and forwards them
to random-waypoints.
The above algorithm can be shown to support any achievable non-uniform
rate matrix, even with network holes. The algorithm’s operation is similar to the
RANDOMSPREAD, where nodes with higher traffic requirement send out more
packets in proportion to their demands. To facilitate the point-to-point routing
(required by RANDOMSPREAD), the intermediate nodes use the RANDOMWAY
algorithm to get around possible holes.
In this chapter, we presented algorithms for throughput optimal routing in
networks with finite number of routing holes and a two-level non-uniform traffic.
Our algorithms preserve the inherent advantages of geographic routing such as
scalability and fast convergence while providing better throughput. In the next
chapter, we will extend the analysis to networks with a larger class of holes and
also allow for an arbitrary placement of source-destination pairs.
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3.6 Proofs of Theorems
3.6.1 Proof of Theorem 3.3.1
Proof. We show that a sizeable fraction of the traffic have sources and destination
nodes are on the opposite sides of the holes and demonstrate that GPSR-like rout-
ing strategies induce all packets to flow through the region in the vicinity of the
boundary of a network-hole, causing a reduction in the throughput-capacity. Con-
sider the subset of source-destination pairs with source nodes in region A and their
corresponding destinations in region B (see Figure 3.2). Since the regions A and B
have a non-vanishing fraction of area, the number of such source-destination pairs
is Θ(n) (with high probability) as the source and destination nodes are uniformly
distributed over the unit region.
From the construction of the regions and the network hole, it follows that
none of the traffic flows have greedy geographic paths to their destinations. Notice
that in all schemes that utilize perimeter-routing, all the traffic flows travel through
the narrow region (with a thickness of M(n), the radio range) around the edge
of the boundary in a counter-clockwise direction. As Θ(n) flows have to travel
through the boundary, assume WLOG that the Θ(n) routes pass through the
narrow strip of length Θ(1) on the right (as indicated in Figure 3.2), and consider
any tile of size M(n) × M(n) on this strip. As the protocol model allows only
one packet within the tile to transmit in any given time-slot, the best achievable
throughput capacity is Θ( 1
n
). Further, for non-vanishing fraction of the traffic
through the strip, the number of hops for any packet through this crowded strip is
Θ( 1
M(n)
) and the delay at each hop is Θ(nW (n)), where W (n) is the packet scaling.
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It follows that the average delay D(n) = Θ(n 1
M(n)
W (n)) = Ω(n3/2W (n)). Thus,
the delay due to GPSR like strategies is not on the optimal throughput-delay curve
(by setting W (n) = T (n) we can compare with results in [41]).
3.6.2 Proof of Theorem 3.3.3
Proof. Proof of (i): Consider a tiling of the remaining area of the unit region
(after the placement of the holes) by tiles of size ∆
4
× ∆
4
. From Assumption 4.3.1
on the placement of holes, we see that the tiled regions will remain connected in
the presence of holes. That is, there exists a sequence of contiguous tiles to travel
from any tile to any other. Since 3 straight-line paths are sufficient to go around
any allowable hole (see Figure 4.1), we have the following claim.
Claim 4. Given any source S and destination D, there exist tiles T0, ..., T4K+1
such that S lies in T0, D lies in T4K+1 and tile Ti is reachable (i.e., a straight-line
path that does not intersect a hole exists) from Ti−1 for all i ∈ {1, · · · , 4K + 1}.
(Even if there are less than K holes in between, it is possible to split a
straight-line path into smaller straight-line paths so that there are exactly 4K +1
tiles between the two nodes.)
From our assumption on the hole shapes (Assumption 4.3.2) there is a ∆
4
×∆
4
tile such that D can be reached from any point within this tile. Similarly, there is
a tile such that any point within this tile can be reached from S. Without loss of
generality, we assume that the tiles are T1 and T4K respectively.
From step 4 of our algorithm where a random waypoint at depth 4K + 1
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depth greedily forwards the packet to the final destination, it follows that the
probability that no path is created to the destination D, P
(
No path to D
) ≤
P
(
A4K+1
)
where AL is the event {no surviving waypoints of depth L in TL} (i.e,
those not killed in Step 3(ii)). Notice that
P(A4K+1) = P(A4K+1|A4K)P(A4K) +
P(A4K+1|Ac4K)(1− P(A4K)) (3.1)
≤ P(A4K) + ǫ4K(1− P(A4K)) (3.2)
where ǫ4K is an upper bound on the probability that no random waypoint of
depth 4K + 1 was chosen in T4K+1 given that there was one in T4K . Since we
choose R log(n) points independently at random, the probability that T4K+1 was
not chosen, i.e.,
P(A4K+1|Ac4K) ≤
(
1− (∆
2
16
)
)R log(n) ≤ c1
nR
, (3.3)
for some c1 > 0. Thus,
P(A4K+1) ≤ P(A4K) + c1
nR
. (3.4)
Note that as the bound on P(AL|AcL−1) (similar to (5.41)) is independent of L, we
can recursively use Equation 3.4 to show that P(A4K+1) ≤ c2nR , for some c2 > 0. By
a union bound over all the source destination pairs, and for R > 4 we see that
P(∪ni=1{No path between Si, Di}) ≤
c2
n2
(3.5)
and hence by Borel-Cantelli’s lemma (i) is almost surely true.
Proof of (ii): We construct a tiling of the unit region by tiles of size
M(n) × M(n). Consider the scenario where all the nodes removed by the hole
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placements are reintroduced in the network, i.e, they are allowed to have their
own traffic and also forward packets from other sources. Then, given any tile, the
RANDOMWAY algorithm would only create more “lines” (or packet routes) than
the scenario when the nodes were removed by the holes. This occurs because (i)
the number of tiles covered by a source’s packet is only increased by removing
the holes as RANDOMWAY algorithm drops packets on hitting a hole, (ii) the
reintroduced nodes offer additional traffic that increase the number of packets.
We show that even in this scenario, the number of paths that pass through any
tile is bounded above by Θ˜(
√
n).
Let X iL(Si, Di) be the i
th random waypoint at depth L created between
the source Si and destination Di by RANDOMWAY(n,K). Let (A,B) be the line
segment joining the points A and B. We define C(Si, Di) as the set of all line
segments created by our algorithm for routing packets between Si and Di. That
is, C(Si, Di) =
{
(X iL−1, X
j
L) ∀j ∈ {R log(n) × (i − 1), · · · , i × R log(n) − 1}, ∀i ∈
{1, · · · , (R log(n))L−1}, ∀L ∈ {1, · · · , 4K + 1}}.
Let Gj(i) be a Bernoulli random variable with Gj(i) = 1 if tile j, j ∈
{1, · · · , 1
M(n)2
} was touched by any line element of C(Si, Di) i ∈ {1, · · · , n} 2. By
symmetry of the uniform traffic pattern assumption over the unit torus, all tiles
are equally likely to have been touched by C(Si, Di). We now construct a collection
of i.i.d. Bernoulli random variables G˜j(i), j ∈ {1, · · · , 1M(n)2 }, i ∈ {1, · · · , n} with
2Although the random variable G is a function of the network size, we do not explicitly denote
this, for notational ease.
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G˜j(i) =
{
1 w.p α(n)
0 w.p 1− α(n)
where α(n) is chosen to satisfy
α(n) ≥ Total tiles touched by any line in C(Si, Di)
Total number of tiles
. (3.6)
Since the Gj(i) and G˜j(i) are Bernoulli random variables, and P (Gj(i) = 1) is
less than P (G˜j(i) = 1) (by construction, and the definition of α(n)), we have that
Gj(i) ≤st G˜j(i), for all j, i, where ≤st denotes stochastic ordering [42].
Observing that the total number of lines in C(Si, Di) is (R log(n))
4K+1 and
that no line can cover more than 2
√
n tiles, Equation 3.6 is satisfied by choosing
α(n) = 2(R log(n))
4K+1
√
n
.
Using the above construction, we show an upper bound on the the number
of paths passing through any tile. Given any tile j, let H(j) be the number
of source-destination pairs that generate a line that touches tile j. Note that
for any given constant λ(n), P
(
H(j) > λ(n)
)
= P
(∑n
i=1Gj(i) > λ(n)
)
and
≤(b) P
(∑n
i=1 G˜j(i) > λ(n)
))
. Notice that for any given j, (
∑n
i=1 G˜j(i)) is a
sum of independent random variables, and that for each i, j, G˜j(i) stochastically
dominates Gj(i). From Theorem 1.A.3 of [42],
∑n
i=1 G˜j(i) stochastically dominates∑n
i=1Gj(i), and inequality (b) follows.
By the bound on sums of i.i.d. Bernoulli random variables [43], P
(∑n
i=1 G˜j(i) >
(1 + β)nE(G˜j(1))
)
≤ e−β2 nE(G˜j(1))/2.
By our definition of G˜j(i) in Equation 3.6, E(G˜j(1)) =
2(R log(n))4K+1√
n
, and
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by choosing β = 2, we get
P
( n∑
i=1
G˜j(i) > 2nE(G˜j(1))
)
≤ e−nE(G˜j(1))/2
≤ e−(R log(n))4K+1
√
n. (3.7)
Thus, the probability that H(j) was greater than 2(R log(n))4K+1
√
n is exponen-
tially small. Since the total number of lines created between any source destination
pair is |C(Si, Di)| = (R log(n))4K+1, the number of paths passing though any tile
j is at most H(j)× (R log(n))4K+1 = √n(R log(n))8K+2.
Scheduling scheme (iii): Consider a time interval of length T. By our
protocol model, a transmitting node in a tile prevents only at most a fixed number
J of neighbors from transmitting simultaneously. From the technique used in [23],
each tile can be colored with one of J + 1 colors such that no two interfering tiles
have the same color. Thus, each tile can transmit for a fixed fraction T/(J + 1) of
the interval. Since the number of packet routes is no more than
√
n(R log(n))8K+2,
each route can be provided a fraction T
(J+1)
√
n(R log(n))8K+2
of the time and hence a
throughput of T (n) = Θ( 1√
n(log n)P
) P <∞ is achievable.
3.6.3 Proof of Theorem 3.4.1
Theorem. Let Λ be a traffic matrix satisfying the properties of our traffic model.
Then, algorithm RANDOMSPREAD achieves a rate of Θ˜(Λi,j) (a.s), for all source-
destination pairs (i, j).
Proof. The proof technique is as follows. We tile the unit torus region by tiles of
sideM(n)/4. We show that the number of packet routes through any tile is no more
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than Θ˜(
√
n). By the scheduling scheme (part (iii) in proof of Theorem 3.3.3) this
allows a throughput of Θ˜( 1√
n
) per each packet route. Since the RANDOMSPREAD
algorithm increases the number of packets simultaneously transmitted by type-
b sources (by a
√
n factor), the throughput achieved by the type-b sources is
Θ˜(
√
n 1√
n
) = Θ˜(1). It remains to be shown that the number of packet routes
through any tile is indeed upper bounded by Θ˜(
√
n).
We now partition the packet-routes in the network into 4 disjoint classes.
T1: Packet routes generated by type-a source nodes to their corresponding des-
tinations.
T2: Outward lines radiating from type-b source nodes to their first intermediate
way-point.
T3: Inward lines radiating into type-b destination nodes from their last interme-
diate way-points.
T4: The rest of the packet routes generated between the first and the last inter-
mediate way-points for type-b source’s packets.
The number of routes through any tile is the sum of the routes of each class
Ti, 1 ≤ i ≤ 4, through it.
Claim 5. T1 and T4 are Θ(
√
n(log(n))P ), for some P <∞ (almost surely).
Proof. For T1: Note that as the requirement of type-a nodes is Θ(
1√
n
), only one
packet (line) per node is sent. Since the number of type-a nodes is less than n/2,
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ith Box
Bi
type−b
sources
Figure 3.5: Concentric tiles in the proof of Theorem 3.4.1
and the source and destination nodes are randomly distributed, the load per tile
is obtained by dropping n/2 lines (according to the traffic model) randomly on a
unit torus. The bound on the number of lines through a tile of M(n)×M(n), by
dropping Θ(n) lines is at most Θ(
√
n log(n)) (from Lemma 4.13 of [23]).
For T4: By the upper bound on the transport capacity [23], Θ(
√
n), it
follows that there can be at most Θ(
√
n) type-b nodes. Each of these nodes send
out
√
n packets and choose a random second and third waypoint (see Figure 3.4)
for each packet. These waypoints are chosen by dropping a random line (with
property 1 of Traffic model) and selecting the end points. Thus, the T4 traffic
generated by type-b nodes is equivalent to throwing n lines randomly. Again, by
Theorem of [23] it follows that the T4 traffic per tile is no more than Θ(
√
n log n).
Noticing that T3 is analogous to T2, it is now sufficient to show that the
traffic T2 in any tile is Θ˜(
√
n). Consider any tile j and construct concentric squares
around it as in Figure 3.5. We define the following collection of sets as follows. let
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B1 = tile j.
Bi = {Neighbors of all tiles in Bi−1} ∪Bi−1. (3.8)
Let li be the number of type-b sources inside Bi.
Claim 6. li ≤ c1(2i− 1), ∀i = 1, 2, · · · , ǫM(n) , for some c1 > 0.
Proof. From Assumption 3.4.1 (property (1)), the destination node for each type-b
source within any box Bi is outside it. Also, from (4) of Assumption 3.4.1, since
the traffic distribution is achievable, the traffic demand of the nodes inside Bi
cannot exceed the min-cut capacity of edges leaving the Bi. Since each tile can
at most support a constant throughput of c2 > 0 and the number of tiles in the
perimeter is no more than 4
√
n× (2i− 1) (the tiles on the boundary of Bi are the
tiles that can transmit across the perimeter). Since each type-b node has a traffic
demand of
√
n, the number of such nodes inside Bi cannot exceed c1(2i − 1) for
some c1 > 0.
Now we consider the T2 load due to li, 1 ≤ i ≤ ǫM(n) on tile j, i.e., we count
the number of lines (packet-routes) through j due to all the type-b nodes within
B ǫ
M(n)
. (We shall show later that the load due to all type-b nodes outside the
B ǫ
M(n)
is also of the same order).
Recall that there are n nodes uniformly distributed in the network. We
construct sectors of angular separation 2π√
n
around each node with a common 0◦
angle (x-axis) for all nodes (i.e., there are
√
n sectors for each node). Consider any
node A, and suppose
√
n random lines radiate outwards (i.e., the destination end of
78
each of the lines is uniformly random). We observe that the probability that there
are more than W log n lines in any one of the sectors is exceedingly small (∼ 1
nW
).
Since there are only a total of n nodes (and thus, at most n type-b nodes), and
each node has
√
n sectors, it now follows (using an union bound) that the number
of lines radiating outwards from any of the (type-b) nodes and through any of its
corresponding sectors is uniformly bounded by W log n, with a probability that
decays at least as fast as 1/nW−1.5. Choosing W = 5, and from Borel-Cantelli
Lemma, we have the above property holding almost surely. Thus, without loss of
generality, in the rest of the proof, we will assume that the maximum number of
lines radiating outwards from any type-b node and through any of its corresponding
sectors defined above (each of angle 2π√
n
) is no more than 5 log(n).
Now, consider a type-b node at a distance i from the tile j (i.e, a node in
Bi but not in Bi−1) and let ρi be the number of lines through tile j due to this
type-b node (i.e, the number of outward radiating lines from this type-b node that
intersects tile j). Then, from the discussion above and straight-forward geomet-
ric arguments (essentially, counting the number of sectors of the type-b node at
distance i that can “cover” tile j),
ρi ≤
(α logn
2i− 1
)√
n, (3.9)
for all 1 ≤ i ≤ ǫ
M(n)
, for some (finite) fixed α > 0.
Let ai be the number of type-b sources in Bi −Bi−1. Then, li =
∑i
k=1 ak.
The total number of lines through tile j due to type-b source nodes within box
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B ǫ
M(n)
is lesser than
ǫ
M(n)∑
k=1
ρkak, s.t.
i∑
k=1
ak ≤ c1(2i− 1). (3.10)
We provide an upper bound on the number of lines through a tile by max-
imizing the sum in Equation 3.10 as follows.
max
ai,1≤i≤ ǫM(n)
α
√
n log n
ǫ
M(n)∑
i=1
( ai
2i− 1
)
s.t
i∑
k=1
ai ≤ c1(2i− 1) ∀i. (3.11)
Using standard optimization techniques, we can bound the above ILP (by an LP
relaxation) to obtain the following result.
Claim 7. The solution a∗ = c1(1, 2, 2, 2, · · · , 2) provides an upper bound for the
cost function in Equation 4.8.
Proof. Notice that a∗ exactly satisfies all the constraints of Equation 4.8. Let b∗
be any solution that satisfies the constraints. Then,
i∑
k=1
a∗k ≥
i∑
k=1
b∗k
for all 1 ≤ i ≤ ǫ
M(n)
. We show that any b∗ can be achieved by sequentially moving
weights (integers) from a lower index of a∗ to a larger index, and show that the
value of Equation 4.8 only reduces in each step. Let k∗ be the smallest index where
a∗k∗ < b
∗
k∗ . If no such index exists, our claim is true. But,
k∗∑
k=1
a∗k ≥
k∗∑
k=1
b∗k.
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This implies that weights/integers can be transferred from smaller (k < k∗) indices
of a∗ to make a∗k∗ = b
∗
k∗ without making a
∗
k < b
∗
k for any k < k
∗. Let the new vector
created be c∗. Again,
i∑
k=1
c∗k ≥
i∑
k=1
b∗k
for all i. We can repeat this process until b∗ is obtained or we get a c∗ such that
c∗k > b
∗
k for all k. Now, in any one step by moving a
∗ to c∗ by setting c∗k = a
∗
k − 1
and c∗m = a
∗
m + 1, k > m, the value of Equation 4.8 can only reduce. Thus,
a∗ = (1, 2, · · · , 2) is optimal.
Substituting this optimal solution in Equation 4.8 and observing that the
cost function grows as the sum of a harmonic series (and hence Θ(logn)), the
number of lines through tile j due to sources within B ǫ
M(n)
can be no more than
Θ˜(
√
n) (a.s).
We now consider the effect of all type-b sources outside the B ǫ
M(n)
box.
Let a˜ be the number of type-b sources outside the box. By [23], the transport
capacity for any arbitrary network is no more than Θ(
√
n), and hence a˜ ≤ C√n.
By Equation 3.9, it follows that for any source outside the B ǫ
M(n)
, the number of
lines through tile j can be no more than C logn. Thus, the contribution of type-b
sources outside the box is Θ(
√
n log n). By utilizing a scheduling scheme similar to
proof of (iii) in Theorem 3.3.3, each line can be provided a throughput of Θ˜( 1√
n
),
and hence all the traffic demands of both type-a and type-b nodes are satisfied.
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Chapter 4
Refinements to the traffic and graph models
4.1 Overview
In this chapter, we allow for (i) a more complex network topology with
an arbitrary number of routing holes and (ii) an arbitrary number of arbitrarily
located source-destination pairs with variable traffic requirements. We note that
Valiant-like scheme for distributing traffic over the whole network are provably sub-
optimal as they require packets to be unnecessarily transported over long distances.
Such networks require new routing algorithms as well as different proof techniques
to demonstrate optimality (please also refer to Section 4.2), as we shall show in
the rest of this chapter.
In the previous chapter, we demonstrated that traditional shortest path
schemes (such as DSDV or AODV) and greedy geographic schemes (with face-
traversal) can cause heavy throughput losses in the presence of network non-
uniformities or unbalanced traffic demands. As source-destination pairs setup
routes without knowledge of other flows in the network, greedy or shortest path
routing can cause spatial congestion. However, we assumed networks with a finite
number of routing holes (whose size was comparable to the network size), and
randomly distributed source-destination pairs (thus the typical distance between
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a source and its destination was comparable to the network diameter). For such
networks, we proposed scalable and distributed algorithms based on geographic
schemes that were near throughput-optimal.
Also, certain randomized strategies to route around holes were suggested in
[58]. However, such schemes may fail in networks with typical hole configurations,
and even when working, may provide low throughput.
4.2 Main contributions
We consider a random planar network with n nodes arbitrarily distributed
over a unit region, with each node having a uniform circular radio range ofM(n) =
C
√
logn
n
, for any C > 1√
π
. This scaling ensures that the resultant graph is con-
nected [39].
(a) We first consider non-uniform networks with large number of routing holes
and n/2 uniformly randomly distributed source-destination pairs. In contrast
to Chapter 3, with finite number of holes of constant area, we allow for an
arbitrary number of holes of varying sizes. Over such networks, we demon-
strate that a near-optimal throughput capacity of Θ(
√
1
n
) is achievable (up
to poly-logarithmic factors) by our algorithm RandHT(n). Unlike the RAN-
DOMWAY algorithm (Chapter 3), the new algorithm does not overload the
network with increasing number of holes, and is also oblivious to the number
of holes in the network.
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(b) Next, we consider networks with an arbitrary number of source-destination
pairs with arbitrary locations and varying rate requirements. We assume that
the network however has no routing holes. Conventionally, cut-set bounds
(amount of traffic that can enter/leave the boundary of any sub-region of the
network) have been used to characterize upper bounds on network capacity
[49, 55]. However, when sources and sinks can be arbitrarily close or far, and
with widely varying traffic requirements, cut-set bounds alone are insufficient
to characterize network loads. This is because traffic flows that never leave
the region are unaccounted by such cuts. In this chapter, we jointly utilize
transport capacity bounds (bounds that arise due the interference nature of
the channel) along with cut-set based bounds to characterize the allowable set
of source-destination pairs. That is, we demonstrate that all routing scheme
have a local conservation property, where using less amount of the local
cut capacity requires it to use more of the limited local transport-capacity,
and vice-versa. Using this key property, we demonstrate that locally load
balancing the traffic by means of a low-complexity randomized algorithm
(RandLLB) is optimal up to a poly-logarithmic factor.
Finally, we discuss some considerations when implementing these algo-
rithms in practical deployments. These include combining RandHT and RandLLB
algorithms over mixed networks and incorporating GPSR-like algorithms [12, 50]
into RandHT in order to guarantee (low-rate) connectivity in “worst-case” network
topologies.
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4.3 System Description
We consider a random planar network where n nodes are randomly and
uniformly thrown over a unit torus (a square region with wrap-around at the
edges). We allow for a uniform circular radio range, M(n) = C
√
logn/n to ensure
connectivity and a non-zero number of nodes in any tile of size M(n)×M(n).
4.3.1 Networks with Routing Holes
In the first part of the chapter, we consider a random planar network with
a random traffic pattern where n/2 source-destination pairs are chosen uniformly
randomly from the torus. Further, we allow for an arbitrary number of holes to
occur on the network. We ignore the traffic generated by any source or destination
node that are removed by the occurrence of a hole. We assume the following
conditions on the holes.
Assumption 4.3.1. Hole placements: Let δr be the side of the smallest unique
axis-parallel square that contains the hole r, and ǫr = δr(1 + ∆) be the side of a
larger concentric square around the hole. Then, no other hole t can be placed such
that its ǫt outer square can intersect with that of hole r.
Assumption 4.3.2. Hole shapes: Consider the tiling of the unit region by square
tiles of dimension p × p for some small p > nγ−1/2 for some 0 < γ < 1/2. Then
the holes are composed by the union of contiguous tiles. Further, any node A in
the interior of the δ-square can reach any point in the annular region between the
ǫ and the δ-squares by straight line not intersecting the hole. For an illustration,
see Figure 4.1.
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Figure 4.1: Assumptions on holes in wireless networks.
The hole assumptions are similar to Chapter 3 - however we now allow for a
large number of holes of varying sizes to occur on the network. Thus, the hole sizes
are decoupled from the network size. We note that this allows for a significantly
larger class of non-uniform network topologies. We also note that after the removal
of nodes due to holes, the number of surviving source-destination pairs are Θ(n)
(w.h.p).
4.3.2 Networks with Arbitrary Traffic
In the second part, we are concerned with the issue of traffic non-uniformity
in networks. Here, the random planar network is without any routing holes, but
with arbitrarily chosen source and destination pairs from the network.
Formally, we allow for H source-destination pairs, with 0 ≤ H ≤ n2 and
with l-th source-destination pair (l ∈ {1, 2, · · · , H}) at a distance nαl−1/2 away
from each other, for 0 < α∗ ≤ αl ≤ 12 . The algorithms and proofs described
immediately extend to any constant scaling of the distance model described above.
However for notational simplicity, we keep the constant as unity. The rate required
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by any flow is assumed to be from a finite set R = { 1⌈nγ1 ⌉ , · · · , 1⌈nγ|R|⌉}, with 0 ≤
γi < ∞. Thus, for a given source-destination configuration, a rate vector r¯ =
[r1, · · · , rH ], rl ∈ R describes the traffic demand. In other words, the S-D pairs
may be arbitrarily close to each other (compared to network diameter).
4.3.3 Interference Model and Standard Definitions
Definition 4.3.1. The throughput capacity T (n) of a network is defined as the
maximum data-rate that is simultaneously achievable by all surviving source-destination
pairs.
Also, we assume the following to model the interference effects of simulta-
neously transmitting nodes which are within each other’s radio range.
Definition 4.3.2 (Protocol Model, [23]). A transmission between a node A and
its receiving node B is assumed to be successful if d(A,B) ≤M(n) and d(C,B) >
(1 + d)M(n), for some d > 0, for all other transmitting nodes C 6= A.
This successful transmission occurs at rate ‘1’ WLOG. We define the packet
delay D(n) as the maximum time taken by the routing algorithm to travel from
the source to its destination over all source-destination pairs.
We define f(n) = Θ˜(g(n)) if f(n) = O(g(n)(logn)k) and g(n) = O(f(n)(logn)k1)
for some k, k1 < ∞, and thus, a throughput T (n) is near-optimal if it achieves
Θ˜(T ∗(n)), where T ∗(n) is the optimal throughput.
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4.4 Routing with Network Holes
In this section, we consider the problem of routing over a network with a
large number of holes - in particular, we consider networks in which the number
of holes may be comparable to the number of nodes in the network. An impor-
tant question is to determine if geographic forwarding based schemes can provide
routing strategies that are throughput and delay optimal.
Geography based routing schemes are preferred for routing over large net-
works predominantly for two reasons. Firstly, the routing information is scalable,
i.e., the amount of routing information that a node needs to remember is propor-
tional to the number of its neighbors and does not increase significantly with the
network size. Secondly, the routing strategy is stable, low complexity and scalable
- the routes are chosen in a greedy geographic manner, and hence the routes are
easily computed and do not flip/switch due to the loss or the addition of a few
extra nodes.
In Chapter 3, we studied a network with a finite number of holes, and
demonstrated that pure greedy forwarding strategies such as GPSR can cause the
throughput capacity of the network to be considerably reduced. We also proposed a
randomized forwarding algorithm (RANDOMWAY) that was throughput optimal
(while inheriting the nicer properties of geographic routing schemes) for networks
with a finite number of constant area ‘holes’. While the routing scheme was obliv-
ious to the actual location of the holes, a drawback of the proposed scheme was (i)
an exponential drop in throughput with increasing number of network holes, (ii)
the algorithm required a knowledge of the number of holes in the network.
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Field Name Functionality
TOPOLOGY or DATA Toggle bit - Topology infomation or Data Packet.
TOPOLOGY DATA Information about Hole location and dimension
SRC-LOC The ID and location of source
STAGE The stage of routing
NEXT-DEST Location of the next waypoint
SEC-DEST Location of next+1 waypoint
FINAL-DEST Location and ID of the original destination
DATA Message to the destination node
Table 4.1: Fields in the header of the packet (RandHT).
In this section, we propose a randomized routing algorithm based on greedy
forwarding that provides near-optimal throughput and delay even in the presence
of a more complicated network topology (an arbitrary number of network holes),
and operates without the knowledge of the number of holes. We also characterize
the scaling laws for its throughput, delay and routing information at each node.
The network model is as described in Section 4.3.1.
4.4.1 The RandHT(n) Algorithm
We first define a packet structure to provide a common communication
scheme between nodes. See Table 4.1.
The source node while sending out a data packet sets the data flag bit,
and sets its SRC-LOC and FINAL-DEST. It sets STAGE=0, NEXT-DEST =
FINAL-DEST and other fields to a NULL symbol.
We shall initially assume that the nodes that are on the boundary of a hole
h know the dimensions and location of the smallest (upto an order) axis-parallel
89
square that contains the hole h, i.e., they know the pair {xmin(h), ymax(h)} which
are the end points of the diagonal of the containing square. We denote this square
as Sq(h). We will shortly describe an update scheme by which the nodes on the
hole boundary can obtain this data. The randomized hole traversing algorithm
(RandHT(n)) is defined as follows (See Figure 4.2.)
Algorithm RandHT(n):
A node on receiving a packet with the data flag set (i.e., signifying that it
is a data packet) checks if the FINAL-DEST id is identical to its own. If yes, it
accepts the packet. Else it checks if it is on the boundary of a hole.
If not, it first checks if its node location ‘matches’ (within a radio-range
hop) the NEXT-DEST. If that does not match its own location, it forwards the
packet greedily towards NEXT-DEST. If it is the NEXT-DEST,
1. The node checks the STAGE to see what stage of routing the packet is in.
If STAGE=0, NEXT-DEST is always FINAL-DEST. The node would have
already accepted the packet.
2. If STAGE=1, it updates STAGE = 2, and sets NEXT-DEST = SEC-DEST
and clears SEC-DEST to null, and forwards the packet to neighbor closest
to the new NEXT-DEST.
3. If STAGE=2, it picks a random location B from the ∆2Sq(h) Box 3 and sets
NEXT-DEST=B, STAGE=3 and forwards packet greedily towards B.
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4. If STAGE = 3, it picks a random location B′ from the ∆2Sq(h) Box 4 and
sets NEXT-DEST= the intersection of BB′ and the line joining source and
destination, sets STAGE=4, and greedily forwards towards NEXT-DEST.
5. If STAGE = 4, it sets NEXT-DEST = FINAL-DEST, STAGE = 0, and
greedily forwards towards NEXT-DEST.
If it does lie on a hole, it generates two random points A′ and A from
∆2Sq(h) boxes 1 and 2 respectively, and sets NEXT-DEST =the intersection of
AA′ and the line joining source and destination, sets STAGE=1, SEC-DEST =
A and greedily forwards towards NEXT-DEST. It also updates the TOPOLOGY
DATA field to provide the xmin(h), ymax(h) of the hole h that it is bordering.
This provides the nodes the information about the holes’ dimensions to compute
random points from appropriate boxes.
End of Algorithm
Calculation of the Hole’s dimensions:
A node on the hole perimeter (at location (x, y) receiving a packet with the
topology flag set (i.e., signifying that it is a topology packet) computes xmin(h) =
min(xmin(h), x) , ymax = max(ymax(h), y) and passes it to the clock-wise closest
neighbor that is on the hole boundary. A periodic update of such messages, along
with their respective timeout mechanisms can be used to generate a knowledge of
hole dimensions at the boundaries.
More informally, our algorithm constructs a random path (as shown in
Figure 4.2) in the annular region around the hole, and then continues on in its
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Figure 4.2: RandHT algorithm - Routing around a hole.
straight-line path once it leaves the (1+∆)Sq(h) region around the hole. We note
that the above algorithm can be either used to initialize static routes that can
be remembered, or each packet can be independently routed. For the following
analysis, we assume that RandHT is run to setup static routes.
4.4.2 Analysis of RandHT(n) Algorithm
In this section, we provide a quantitative analysis of the throughput-capacity
achievable in networks with holes (as defined in Section 4.3.1) and random source-
destination pairs. Before we begin our analysis, we show the following upper bound
on the best achievable throughput capacity.
Claim 8. In networks with holes and a random distribution of source-destination
pairs the best achievable throughput-capacity T (n) = O( 1√
n
).
Above claim follows by separating the toroidal region into two halves by a
vertical plane (or any such cut), and noticing that there are Θ(n) source-destination
pairs across the cut, while the capacity on the cut is limited to Θ(
√
n). By pigeon-
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hole principle, there are edges that have to carry a traffic of at least Θ(
√
n) S-
D pairs, and hence the simultaneously achievable throughput-capacity T (n) =
O( 1√
n
). Thus, to demonstrate near-optimal routing algorithms on networks, we
need to show that the achievable throughput T (n) is within a poly-logarithmic
factor of the upper bound. We prove the following theorem.
Theorem 4.4.1. Consider networks as defined in Section 4.3.1. The simultane-
ously achievable throughput capacity with RandHT is T (n) = Θ˜( 1√
n
). Further, the
delay D(n) = Θ˜(nT (n)).
Thus, we show that our routing scheme achieves near-optimal throughput
and delay (at the maximum capacity), and the routing information at nodes does
not grow significantly. The proof is presented in the chapter end in Section 4.7.1.
4.4.3 Scaling of Routing Information
A main motivation of geographic routing schemes is the minimal amount
of routing information that each node has to store. Here, we discuss the scaling of
routing information of our algorithm. The RandHT(n) algorithm can be used in
two ways: (i) The route for each packet to its destination was setup independently
and randomly according to RandHT, or (ii) the RandHT algorithm is run once
initially to setup static routes (i.e. all packets from a S −D pair follow the same
route).
In case (i), the only routing information needed at any node is the locations
of the neighboring nodes, which grows as Θ(log n). This is due to the fact that the
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waypoint nodes are not required to remember the next waypoint, but generate it
randomly, from the information available in the packet. In case (ii), the waypoint
nodes are required to remember the next waypoint so that the packets are routed
along the static routes. However, we note that a maximum of n1/2−γ holes can
occur on the path between a source and its destination, and thus each path may
have at least 3× n1/2−γ waypoints, and with n routes, this implies that each node
is a waypoint for n1/2−γ routes on an average.
We note that while our analysis for the throughput assumed static-routes
for tractability, we strongly believe that the throughput achieved by per-packet
routes would be order-wise unchanged.
4.5 Networks with Arbitrary Traffic Patterns
In this section, we consider the problem of routing between arbitrarily cho-
sen source destination pairs, with arbitrary traffic demands. Thus, we consider a
fairly general network and traffic model (See Section 4.3.2 for a description of the
model). A critical issue is to determine if some form of randomized geographic
routing can provide near-optimal throughput. Such a routing scheme would pro-
vide highly distributed networks (with low computational capabilities) to achieve
high data rates without any route setup overheads. Also, geographic routing would
converge immediately to the near-optimal routes.
Previously, we studied networks with randomly chosen source-destination
pairs (such that the source and destination are Θ(1) distance away from each
other, corresponds to α = 1/2) with a two-level traffic demand, and demonstrated
94
a randomized routing algorithm RANDOMSPREAD that was near-optimal. Here,
we generalize the model to allow arbitrary locations of source and destination (See
Section 4.3.2).
Typically, upper bounds on network capacity have utilized cut-set ideas to
limit the traffic that can leave any set [49]. Essentially, if we consider any closed
region of space, the amount of traffic that can enter or leave this area is bounded
by the amount of radio resource along the boundary of the set. However, when
sources and sinks can be arbitrarily close or far, and with widely varying traffic
requirements, the cut-set bound alone is not sufficient to characterize network load
distributions. (The traffic flows that never leave the region are unaccounted by
such cuts.) In this chapter, we jointly utilize transport capacity bounds (bounds
that arise due the interference nature of the channel) along with cut-set based
bounds to characterize the allowable set of source-destination pairs.
The joint approach is based on the following reasoning. Every sub-region
of the geographic region contains two “resources”: (i) the transport capacity of
the sub-region, and (ii) the amount of traffic that can enter/leave the sub-region
through its boundary (the perimeter cut-capacity). For each S-D pair, any routing
algorithm “uses up” some amount of each of the two “resources”. For instance,
if the S-D pair lies completely within a sub-region, straight line routing uses up
only the transport capacity within the region. On the other hand, if the S-D pair
decides to route by spreading the load over the entire geographic region, it will
use the perimeter cut-capacity of the sub-region along with some amount of the
transport capacity of the sub-region. We demonstrate that any routing scheme
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has a local conservation property between these two resources, namely, that using
less amount local transport capacity resource requires it to use more of the local
cut-capacity resource, and vice-versa.
We propose an algorithm RandLLB (Randomized Local Load Balancing)
and demonstrate using the above property that it is ‘near-optimal’ for arbitrary
traffic demands (a finite-level traffic model is considered for analytical tractability
- this can be readily extended to an arbitrary traffic model). We describe the
algorithm below.
Algorithm RandLLB(n) Consider a source-destination pair l ∈ {1, · · · , H}
demanding a rate r ∈ R, and whose destination is nα−1/2 away from its source 1
(with 0 < α∗ < α ≤ 1/2).
1. The source node chooses nα locations at random from within a circle of radius
nα−1/2 about the source location for its first waypoint S ′(i), for 1 ≤ i ≤ nα.
2. The source node then chooses nα locations at random from within a circle of
radius nα−1/2 about the destination location for its second waypoint D′(i).
3. Thus, each source constructs nα paths from source to the destination, and
randomly distributes the traffic load over a region that is proportional to the
square of the distance between the source and destination.
4. The source splits its rate uniformly over the nα multi-path routes.
1For notational simplicity, we suppress the source-destination index l in α (i.e. αl) with the
understanding in the proof that each source-destination pair has potentially a different αl.
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Figure 4.3: Local load balancing with three-hop routing.
For an illustration of this process, see Figure 4.3. End of Algorithm
4.5.1 Analysis of RandLLB(n) Algorithm
We show that the above algorithm spreads the local traffic load in an appro-
priate manner such that the traffic through any tile is manageable for any config-
uration of source destination pairs and their traffic demands if they are achievable
by any other scheme. That is, we show the following theorem.
Theorem 4.5.1. Consider an arbitrary distribution of source and destination pairs
over a random planar network (see Section 4.3.2). Let a rate vector Λ = [λs,d ∈ R]
be achievable by any scheme. Then, the RandLLB(n) achieves a throughput rate
of Θ˜(Λ), i.e, the algorithm is throughput-optimal up to poly-logarithmic factors.
Proof. The main steps in the proof are as follows:
(i) We assume all the sources require a rate r ∈ R.
(ii) We develop two basic spatial constraints (cut-set and transport capacity
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based bounds) on the positions of the S-D pairs that are necessary for all
routing schemes.
(iii) We construct a bound on the total traffic that may pass through any given
tile, given the constraints on the positions of S-D pairs.
(iv) We show that the traffic through any tile (of the size of the radio range) is
no more than Θ(log(n)) for any achievable S-D pair configuration and since
each tile of the radio range is capable of supporting a constant traffic (to
its neighboring tiles), we can scale down the throughput of all sources by a
log-factor to achieve near-optimal throughput.
(v) We repeat the argument for each traffic level in the finite 2 set R.
The complete proof is available at the end of the chapter in Section 4.7.2.
4.6 Discussion
In the previous sections, we formally demonstrated that randomized geo-
graphic schemes can obtain near-optimal throughput performance, with low com-
plexity and very little coordination. Here, we try to address some issues that may
arise in practical networks.
2Alternately, we can sharpen this bound by considering all rate requirements that are a
multiple of a basic rate rˆ. By showing achievability for this basic rate rˆ with arbitrary S- D pairs,
we can immediately generalize to rate requirements that are a multiple rˆ. This is because any
multiple of rˆ can be viewed as a group of sources (destinations) that are co-located in the same
tile.
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Figure 4.4: The traffic load through any arbitrary tile.
4.6.1 Networks with Traffic and Node Non-uniformity
A key property of the RandLLB algorithm that allows it to achieve opti-
mality is that a source-destination pair that is separated by a distance d spreads
its traffic only over tiles that are of the same distance from either of them. How-
ever, in networks with holes, it is possible that the shortest path between a source
and its destination is much larger than the Euclidean distance between them. In
such situations, combining the RandLLB algorithm with the RandHT algorithm
may be sub-optimal, as the hole traversing algorithm introduces a traffic demand
of rate r over a region of much larger size than the source-destination separation.
Consider networks with the following property (in addition to Section 4.3).
Condition 4.6.1. Let d(x, y) be the Euclidean distance between nodes x and y.
Then, the shortest distance path between nodes x and y in the network defined as
dN(x, y) ≤ K3d(x, y) ∀(x, y).
For such networks, we propose the following scheme.
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1. Each source x performs RandLLB(n) on its traffic to its destination y, spread-
ing over an area (2K3d(x, y))
2.
2. A packet on hitting a hole h’s boundary checks if the |h| is greater than
d(SRC-LOC, FINAL-DEST).
3. If greater, the packet is dropped at the hole boundary.
4. If the hole is smaller, it performs a RandHT(n) to traverse the hole.
Note that the above scheme has the following properties. (i) A source destination
pair (x, y) only loads tiles that are within Θ(d(x, y)). (ii) The shortest path has a
tubular region of width atleast ∆|h|/2 around it which is not affected by holes. We
expect that the above scheme “optimally” combines the two algorithms proposed,
namely, RandHT and RandLLB. We plan to provide a formal proof of the above
claim in the future.
4.6.2 Networks with Arbitrarily Connected Graphs
While in many practical scenarios of ad-hoc wireless networks we may model
the non-uniformity of the network as occurrence of holes, the actual network topol-
ogy can be fairly complex and not satisfy the hole assumption in Section 4.3.1. In
such cases, constructing greedy routes in a throughput-optimal manner may re-
quire much more complex algorithms. Moreover, algorithms such as RandHT(n)
may fail to construct a path to the destination in such complex networks.
Although GPSR-like algorithms provide low-throughput even with minimal
network non-uniformity, they are capable of constructing a path to the destination
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if one exists (however, with poor load-balancing). To overcome such pathological
networks practical algorithms could combine the randomized algorithms proposed
in this chapter along with deterministic GPSR-like algorithms to provide worst-
case performance guarantees. For example, they could be combined in the following
manner:
1. Each source tries to construct both a GPSR based route (green) and Ran-
domized route (red) to the destination.
2. In each tile of size M(n) ×M(n), the channel access time available at each
tile is divided into a fraction β for randomized schemes and a fraction 1− β
for GPSR-like schemes.
3. Based on the fraction of red and green packets received at the destination,
the β-factor can be updated (by some gossip mechanism) to utilize the more
efficient of the two schemes.
This assures that if the network is complex, GPSR-like schemes guarantee a path
to the destination, while if the network has “manageable” holes, the randomized
algorithms provide much better throughput.
4.6.3 Practical Issues
We wish to emphasize here that the focus of these algorithms is on providing
a near-optimal performance - there are some implementation issues that may arise
in practical protocols:
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1. Identification of Hole perimeter - In our algorithms, we had assumed that
the nodes have knowledge of whether they are in the hole boundary or not.
In practice, techniques explored in [50] may be used by the nodes to learn of
their membership on a hole-perimeter.
2. Stability of topology updates - With a changing topology where nodes may
move in and out of holes and hole shapes could change significantly over
time, an important issue is if the hole update mechanisms can still provide
a good path to the destination. As part of future work, we will investigate
the effect of node mobility.
4.7 Proofs of Theorems
4.7.1 Proof of Theorem 4.4.1
Theorem. Consider networks as defined in Section 4.3.1. The simultaneously
achievable throughput capacity with RandHT is T (n) = Θ˜( 1√
n
). Further, the delay
D(n) = Θ˜(nT (n)).
We shall make use of the following result to demonstrate our proof.
Claim 9. Consider a torus of dimensions nγ−1/2, with 0 < γ < 1/2. We pick
Rnγ log n random source destination pairs and connect them with straight-lines.
Then, in each tile of size M(n) ×M(n), there are O(√n logn) lines through any
tile, with high probability.
We begin by considering a tiling of the unit torus by square tiles of the size
M(n) × M(n) and showing that the number of lines through any arbitrary tile
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chosen from the tiling is Θ˜(
√
n) w.h.p. Note that a route may pass through the
same tile more than once - each time using a different straight-line path. Then,
based on standard coloring arguments in [23, 60], we can show that the constant
bandwidth available at a tile can be uniformly split among all lines passing through
it to provide a throughput T (n) = Θ˜( 1√
n
) for all routes. There are three kinds of
tiles: (i) Tiles that lie outside the (1 + ∆)Sq(h) of all holes h, (ii) Tiles that lie
within Sq(h) for some h, (iii) Tiles that lie in the annular region (1 + ∆)Sq(h)−
Sq(h) of some h. We show the above bound for each of these possibilities.
CASE 1: If a tile is outside the annular region, the tile is exactly equivalent
to a tile in a network without holes where Θ(n) random source destination pairs
are chosen. This is due to the fact that outside the annular regions, the number
of lines that go through a tile is unchanged if the routing were according to our
scheme or by a direct straight-line path - i.e., our stage 0 routes and the straight-
line paths from source to destination are exactly the same on regions outside the
region (1+∆)Sq(h) of any h. From standard results on throwing n/2 random lines
due to random choice of source destination pairs on a unit torus (Lemma 4.13 of
[23] or Claim 5 of Chapter 3), we know that the maximally loaded tile is at most
Θ˜(
√
n) with probability 1− 1
n2
.
CASE 2: If a tile is inside the square region Sq(h), for some hole region h,
it is clear that packets of only 2 stages pass through it. The stage 0 lines may pass
through a tile in this region if a randomly chosen destination is on the other side
of the hole. If a stage 0 packet hits a hole, it leaves the region by using the reverse
path (Stage 1 packet) to a random point C in the annular region (Figure 4.2).
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Thus, for every stage 0 packet through a tile, there is at most one stage 1 packet
passing through it. Since the stage 0 of any route is an exact subset of the straight-
line between the random source destination pair (stage 1 is a subset as well, but
with flows in the opposite direction), the total load on a tile in the Sq(h) region is
again upper bounded by Θ˜(
√
n).
CASE 3: Note that all stages of packets may pass through the annular
region. But as the traffic due to stages 0 and 1 have been shown to be Θ˜(
√
n),
w.h.p, we restrict our attention to Stage 3 of any route. This is because, stage 2
routes are subsets of AA′ and stage 4 routes are subsets of BB′ and both AA′ and
BB′ are symmetric to AB (in the sense that their distribution is identical to AB
over the corresponding rectangular arm - Region(Stage 3)). Thus, if we show the
load due to stage 3 of routes is no more than Θ˜(
√
n) with probability 1− 1
n2
, our
claim on the achievable throughput capacity follows. First, we show a bound on
the number of stage 3 routes that are generated for any hole h, and let |h| be the
side of the smallest square containing the hole.
Claim 10. The number of stage 3 routes around any hole h is O(n|h| logn).
Proof. (claim 10) The number stage 3 routes is upper bounded by the number of
source destination pair straight-lines that touch the Sq(h). Again, since we know
that the holes are measurable with respect to a small tiling, they are the union
of tiles of the size M(n) ×M(n), and we know (from Lemma 4.13 of [23], that
the maximum number of lines through a tile is O(
√
n log n). Further, all lines
touching the hole have to pass through the perimeter of the square Sq(h), which
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is |h|O(√n) tiles long. Thus, the total lines that need to be converted to stage 3
is O(n|h| logn).
Now, we consider a tile in the rectangular region where stage 3 routes are
active (See Figure 4.2). The distribution of stage 3 routes over this region is
not uniform for standard bounds to apply. We upper bound this system by the
following uniform system.
Consider a toroidal region Tbound of side 2(1 + ∆)|h|. In this region we
throw 2(1+∆)2|h| ×Kn(log n)2 (we choose a sufficiently large K) random source
destination pairs. Noticing that this network is a smaller analog of the uniform
network considered in the proof of Lemma 4.13 of [23], we apply our standard
bounds on uniform networks to show the following claim.
Claim 11. The number of lines through any tile is no more than Θ(
√
n(logn)2)
with probability at least 1− 1
n2
.
In this toroidal region, we pick two boxes B2, B3 of size (∆|h|)2 that are
a distance |h| apart from each other, i.e., a region similar to Region(stage 3)
in Figure 4.2. We show that the number of source destination pairs such that
the source lies in box B2 and destination in box B3 is greater than the number
of stage 3 routes of the original network, and further as each of these lines are
independently and identically distributed as the line segment AB. Now, as we
throw 2(1 +∆)2|h| ×Kn log n over (1 + 1/∆)2 tiles of size (∆|h|)2, the number of
sources over box 2is at least Θ(n|h|(log n)2) with probability 1− 1
n2
. Further, each
of these sources pick a random destination. We count the number of destinations
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that would fall in box 3. As we throw Θ(n|h|(logn)2) over (1+1/∆)2 boxes, there
exist at least Θ(n|h|(logn)) source destination pairs that have a random source in
box B2 and a random destination in box B3 (this is with probability at least 1− 1n2 ).
Let L be the number of lines over a tile of size M(n)×M(n) in the Region(Stage
3), and let L∗ be the number of lines passing through any M(n) ×M(n) tile in
toroidal region Tbound. Then,
P
(
L > Θ(
√
n(log n)2)
)
≤ P
(
{L∗ > Θ(√n(logn)2)}∣∣
{#(Stage 3 lines) < #lines in Tbound from B2 to B3}
)
(4.1)
as the lines are identically distributed. Since P(A|B) ≤ P(A)/P(B), and
P({L∗ > Θ(√n(log n)2)}) ≤ 1/n2 (4.2)
P({#(Stage 3 lines) < #lines in Tbound
from B2 to B3}) ≥ 1− 2/n2 (4.3)
it follows that P(L > Θ(
√
n(logn)2)) ≤ 2/n2.
By our scheduling algorithm where each tile of size M(n) ×M(n) can be
allocated a constant fraction of a time-slot for collision-free transmissions (the
interference graph is a finite degree graph that can be colored with finite colors
[60]) it follows that every line through a tile can be provided an equal rate of
Θ˜( 1√
n
) thus providing the same throughput to all routes in the network. Further,
the delay D(n) is the sum of the time spent by a packet in each hop. Note that
the number of hops is at most 3× dist(S −D), and the delay at each hop due to
scheduling is no more than Θ˜(
√
n). Thus, delays are no more than 3
M(n)
×Θ˜(√n) =
Θ˜(nT (n)). Note that this lies on the optimal throughput delay curve [41, 52].
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4.7.2 Proof of Theorem 4.5.1
Theorem. Consider an arbitrary distribution of source and destination pairs over
a random planar network (see Section 4.3.2). Let a rate vector Λ = [λs,d ∈ R] be
achievable by any scheme. Then, the RandLLB(n) achieves a throughput rate of
Θ˜(Λ), i.e, the algorithm is throughput-optimal up to poly-logarithmic factors.
Proof. As mentioned earlier, the main steps in the proof are as follows:
(i) We assume all the sources require a rate r ∈ R.
(ii) We develop two basic spatial constraints (cut-set and transport capacity
based bounds) on the positions of the S-D pairs that are necessary for all
routing schemes.
(iii) We construct a bound on the total traffic that may pass through any given
tile, given the constraints on the positions of S-D pairs.
(iv) We show that the traffic through any tile (of the size of the radio range) is
no more than Θ(log(n)) for any achievable S-D pair configuration and since
each tile of the radio range is capable of supporting a constant traffic (to
its neighboring tiles), we can scale down the throughput of all sources by a
log-factor to achieve near-optimal throughput.
(v) We repeat the argument for each traffic level in the finite 3 set R.
3Alternately, we can sharpen this bound by considering all rate requirements that are a
multiple of a basic rate rˆ. By showing achievability for this basic rate rˆ with arbitrary S- D pairs,
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Thus, we first assume that all S-D pairs require a rate r . Note that there
are three types of traffic - the initial outward star i.e., the routes between S and
S ′i, (1 < i < nα) (∗-traffic), the traffic between the 1st and the 2nd waypoints of
each route (routes between S ′i and D′i for 1 < i < nα ) or (#-traffic), and the
final inward star traffic. By symmetry, the traffic load seen due to the inward star
traffic is same as the ∗-traffic. Consider any given tile (as in Figure 4.4) of size
M(n)×M(n), and construct concentric squares Bi.
4.7.2.1 Necessary Conditions on Source-destinations
The following are necessary conditions for any routing scheme:
Condition 4.7.1. (i)Traffic bound I (transport capacity): Since any tile can at
most support a rate ‘1’, the total traffic supported inside any box Bi is at most
(2i− 1)2. (ii) Traffic Bound II (perimeter or cut-set): The total traffic leaving (or
entering) box Bi is at most 4× (2i− 1).
Now, consider a source whose destination is nα−1/2 away or equivalently for
an M(n)×M(n) tiling of the space, nα/√log n boxes away. Let this source be in
the square region Bi. Then one of the following is true:
(i) Dist(S−D) < i
3
boxes: We show that the number of such sources inside box
Bi cannot exceed ci for some 0 ≤ c <∞. Let pl be a source inside this box,
we can immediately generalize to rate requirements that are a multiple rˆ. This is because any
multiple of rˆ can be viewed as a group of sources (destinations) that are co-located in the same
tile.
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whose distance to its destination is l boxes away and affects tile T . Then,
the following claim holds:
l∑
j=1
jpj ≤ 16l
2
r
, l = 1, 2, ...,
i
3
. (4.4)
This is due to the fact that any source that is at a distance l from the
destination and affecting tile T has to be within 2l boxes from tile T , and
thus the destination and source are within 3l boxes from tile T . Further,
when we consider a 4l box around the tile, we note that both the source and
the destination are at least a distance l from the perimeter, and hence all
routing strategies would have to at least use up l units of transport capacity
from the Box B4l. Thus, we consider the following optimization problem.
max
i/3∑
l=1
pl s.t. (4.5)
l∑
j=1
jpj ≤ 16l
2
r
, 1 ≤ l ≤ i
3
.
We claim that the solution to the above problem is bounded above by ci for
some 0 ≤ c <∞.
Proof. We write the Lagrangian form of the above problem as follows.
i/3∑
l=1
pl −
i/3∑
l=1
λl
( l∑
j=1
jpj − 16l
2
r
)
. (4.6)
We differentiate the above equation with respect to pls and set them to zero
to derive for the optimal Lagrange multipliers λ∗, which provide an upper
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bound on max
∑i/3
l=1 pl by weak duality as follows. (We refer to Chapter 5 of
[61] for the result.)
max
i/3∑
l=1
pl ≤
i/3∑
l=1
λ∗l
16l2
r
We first see that λi/3 = 3/i, by differentiating w.r.t pi/3. By differentiating
w.r.t pl, we can show the following form for λls.
1 = l(λi/3 + · · ·+ λl). (4.7)
By induction, we can show that λl =
1
l
− λl+1, which produces the form
λl =
1
l + 1
− 1
l
=
1
l(l + 1)
for the optimal Lagrange multipliers. Substituting these optimal λ values in
Equation 4.7, we obtain
i/3∑
l=1
λ∗l
16l2
r
≤
i/3∑
l=1
1
l(l + 1)
16l2
r
≤ 32 i
r
.
Thus, the above proof provides us an upper bound on the number of sources
that can affect tile T within Box Bi, with distance to destination less than
i/3, and shows that it cannot be more than 32i/r.
(ii) Dist(S − D) > 2√2i boxes: The destination lies outside the box Bi, and
hence it uses up r units of capacity from the perimeter bound (allowable
4 × (2i − 1)). Thus the total number of such sources is upper bounded by
4(2i− 1)× 1
r
.
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(iii) Dist(S −D) is between i
3
and 2
√
2i boxes: In this case, the destination can
either lie inside or outside the box. If the destination was outside, the source
uses up r units from the allowable perimeter capacity of 4(2i − 1). If the
destination was inside, an arbitrary part rin is supported completely inside
the box, and r − rin leaves the box. Note that this is true for every routing
scheme. Then the rate inside the box uses up at least rin× i3 of the allowable
transport capacity (2i− 1)2. The rate outside the box uses up r− rin of the
perimeter bound 4× (2i−1). Thus the total number of such sources is upper
bounded by
( (2i−1)2
i/3
+ 4(2i− 1))1
r
.
Thus, a uniform bound on the number of sources in region Bi that can affect tile
T is given by 32
r
(2i− 1) which is greater than ( (2i−1)2
i/3
+ 4(2i− 1))1
r
+ 32 i
r
.
4.7.2.2 Traffic through a tile due to a source
We now provide a bound on the traffic through tile T due to a source s in
Bi − Bi−1. The bounds arise from two kinds of traffic:
The ∗-traffic: Note that the outward star traffic is generated by choosing
nα points at random from a circle of radius nα−1/2 centered at the source node.
If the source-destination separation was less than i/3 boxes, the ∗-traffic does not
touch tile T . Else, the number of lines that can go through tile T (say lines(T, s)),
lines(T, s) ≤ K log n
2i− 1 × n
α
with probability 1 − 1
n4
for some K < ∞. (The above bound can be obtained
from standard results on throwing nα lines randomly at 4(2i − 1) boxes, when
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4(2i − 1) = O(nα)). Thus, the traffic through a tile due to one source is r.n−α ×
lines(T, s) = r × K logn
2i−1 with probability 1− 1n4 .
The #-traffic: Again, if the source-destination separation was less than
i/3 boxes, the #-traffic does not touch tile T . If greater, note that the traffic is
generated by picking nα random lines that have a source in Circle 1 and destination
in Circle 2 (of Figure 4.3).
Claim 12. The number of # lines through any given tile is O(logn) with probability
at least 1− 1
n4
.
For brevity, we skip a formal proof of the above claim - the sketch of the
proof is as follows. We upper bound the traffic by considering a torus of side
8nα/
√
log n (in box lengths) containing the circles, and throwing K1n
α log n lines
at random. Then, (i) the number of random lines such that the source is in Circle 1
and destination in Circle 2 is Ω(nα) with probability 1− 1
n4
, (ii) Every tile in the
larger torus contains no more than K1 log n lines with probability 1 − 1n4 . Hence,
the above system dominates the # traffic, and still does not overload the tiles by
more than K1 logn lines.
Thus, the traffic through any “touchable” tile is (number of lines) × (traffic
through each line). Since the rate of r was split uniformly among nα routes, the
# traffic through any tile is upper bounded by K1 log n× rn−α. As nα is at-least
i/3
√
logn for any source whose # traffic can touch tile T , the total traffic
K1 log n× rn−α ≤ K1r log n 1
2i− 1 .
We note that the inward star traffic is symmetric to the ∗-traffic.
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4.7.2.3 Maximizing the Traffic through any Tile
Previously, we characterized the necessary conditions on the number of
sources in any Bi − Bi−1 annular region, and also provided an upper bound (that
holds with high probability) on the load seen on a tile due to any source inBi−Bi−1.
Thus, to demonstrate that our algorithm does not overload any tile, we maximize
the traffic on any tile given the constraints on the source-destination pairs, and
show that the maximum traffic is Θ˜(log n), i.e., is near-optimal.
Let ai be the number of sources in region Bi − Bi−1 that can affect tile
T . Then,
∑i
l=1 al ≤ 32r (2i − 1) for all 1 ≤ i ≤
√
n/ logn. Hence, the maximum
traffic through a tile upper bounded by the solution to the following optimization
problem. Let K2 = K1 +K.
max
√
n/ logn∑
i=1
(
ai ×K2 r log n
2i− 1
)
s.t (4.8)
i∑
l=1
al ≤ 32
r
(2i− 1), ∀{1 ≤ i ≤
√
n/ log n}.
Claim 13. a∗ = 32
r
[1, 2, 2, · · · , 2] maximizes the above problem.
This is a restatement of Claim 7 in Chapter 3.
The traffic through any tile is at most
10
r
rK2 log n
√
n/ logn∑
i=1
2
2i− 1 = Θ(log
2(n)). (4.9)
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Thus, we show that for any allowable source-destination configuration, the traffic
through any tile is at most Θ(log2(n)). By means of a finite coloring scheme for the
tiles, we can provide a constant throughput for each tile, and hence, by reducing
the throughput of each source by a poly-logarithmic factor, we can support Θ˜(Λ).
We showed the above proof for a given rate r - the method can be similarly used
for other rates r∗ from R.
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Chapter 5
Broadcasting in Sensor Networks
5.1 Overview
Broadcasting and querying are common communication primitives required
in many sensor network applications. Applications regularly require broadcast op-
erations to update global information and also to perform network maintenance
such as updating topology and propagating alarm signals. Similarly, many sens-
ing applications periodically inform the sensors to collect information. Thus,
an important communication task of a sensor network is to disseminate mes-
sages/instructions information to most nodes. A related broadcasting problem
arises when a node (say, a controller or a fusion center) needs to query/send a con-
trol message to a subset of nodes which are approximately spatially uniform. Such
a scenario can arise for instance when the controller needs a spatially uniform sam-
ple of a physical underlying process. In the presence of energy and computation
constrained nodes, we require that the communication operations for both these
scenarios be energy efficient, computationally simple and delay sensitive. Since
the channel utilized by the sensor nodes is a wireless channel, the messages are
broadcast to all nodes within the radio range of the transmitting node. Efficient
broadcast strategies utilize the inherent broadcast nature of the communication
channel to minimize the total number of transmissions, while guaranteeing the
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Forwarding packets along rays
M(n)
M(n)
The Radio Range of any Sensor Node = M(n)
Source Node
Figure 5.1: Forwarding packets along straight lines - We require only one trans-
mission per tile for broadcasting.
reception of the message at all nodes.
Flooding based strategies are conventionally employed to perform query-
ing and broadcasting in sensor networks. These schemes have low hop-delays of
Θ( 1
M(n)
) to reach any node that is a unit distance away, whereM(n) is the transmis-
sion range of any sensor node. However, in sensor networks with large radio ranges,
flooding based broadcasting schemes cause many redundant transmissions leading
to a broadcast storm problem. Many approaches have been proposed to mitigate
the broadcast storm problem, where broadcast schemes employ some knowledge
of the previous transmissions to reduce the extraneous transmissions. Although
many of the broadcast strategies previously discussed utilize some kind of local
knowledge or state information, we note that a systematic analysis of the role of
information in broadcasting, and the related trade-offs in the number of transmis-
sions, delay and congestion, has not been explored previously. In this chapter,
we present a systematic study the role of geographic information and state infor-
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Source
Local Quadrant
 ’up’
in which the source lies
Local Quadrants
 ’up’
Figure 5.2: Local Quadrants in Sensor nodes
mation [62] (i.e. memory of previous messages or transmissions) in reducing the
redundant transmissions in the network.
5.1.1 Related Work
There has been considerable work on broadcasting and querying in sensor
networks [5, 7–11, 63–67]. It was demonstrated in [11] that flooding based broad-
casting/querying schemes such as [5, 66] cause many redundant transmissions lead-
ing to the broadcast storm problem. As discussed in [68], many of the broadcast
schemes introduced to mitigate this problem can be broadly classified into prob-
abilistic schemes, location based schemes and neighbor knowledge based schemes.
Also, querying in sensor networks has been studied in papers such as [67, 69], while
authors in [65] propose random walks initiated by the source node and the desti-
nation node. They have shown that querying delay, transmission overheads can be
reduced by spreading routing information through the network. This phenomenon
has been quantitatively studied in [70].
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Advertisement
region of radius
A(n)
Sampled nodest(n)
Figure 5.3: Spatial sampling in Sensor nodes
5.2 Problem Statement and Main Contributions
We consider dense sensor networks on a plane, where each node has a large
number of neighbor nodes, within its radio range M(n). We model this by a
continuum of sensor nodes, where we associate a sensor node to every point in the
plane. We measure broadcast delay in terms of the number of hops required to
reach any given point on the network, ignoring the queuing delay at the nodes (for
a similar model, see Chapter 2, [40]). Under this network model, we quantitatively
analyze the efficiency of broadcast strategies with varying levels of information at
the sensor nodes.
If all nodes in the network had perfect geographic information, one could
use only ( 1
M(n)
)2 transmissions in the network (in other words, one transmission
per tile, see Figure 5.1) by using “perfect” geographic information at the nodes in
order to send out “rays”.
Similarly, if the nodes had perfect state information, where all nodes had
knowledge of past transmissions and routing tables, it is possible to reduce the
broadcast redundancy by constructing a minimum spanning tree or creating an
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Table 5.1: Trade-offs in Broadcasting - Networks with limited information
Information type Transmissions T (n) Congestion
Zero Information c
1
M(n) , c > 1 Heavy congestion
Source Quadrant Information ( 1
M(n)
)5/2 Moderate congestion
Transmission State Information ( 1
M(n)
)2 log n Low congestion
overlay network. However, in many sensor networks, it is impractical to acquire
perfect geographic information, or have enough resources to store all routing in-
formation.
In this chapter, we consider three broadcasting schemes with varying levels
of local information: (i) where nodes have no geographic or state information, (ii)
nodes have coarse geographic information about the origin of the broadcast (see
Figure 5.2), and (iii) where nodes have no geographic information, but remember
previously received messages. Finally, we also consider the related problem of
broadcasting to a set of “spatially uniform” points in the network (lattice points)
in the regime where all nodes have only a local sense of direction (Figure 5.3).
5.2.1 Main Contributions
We first observe that flooding-based strategies lead to broadcast delays
that are of the same order as optimal straight-line broadcasting (although with
many more transmissions), i.e., the broadcast delay D(n) = Θ( 1
M(n)
). Thus, in
order to compare broadcasting in networks with varying levels of information, we
restrict the strategies to possess a broadcast delay D(n) = Θ( 1
M(n)
), i.e., order-
wise equivalent to flooding based strategies. For a broadcast to reach a node, it
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is necessary for a transmission to occur within the radio range M(n) of the sensor
node. However, if all the neighbor nodes within a radius A(n) contain routing
information to direct the transmission to the intended node, the transmissions are
only required to reach a ball of radius A(n) about the node. Thus, it is possible
for nodes to advertise the location to a radius A(n), at the cost of increased local
routing information about the receiving node.
We measure delay in terms of hop-count, and energy efficiency in terms of
total transmissions per search/broadcast and quantitatively analyze the informa-
tion vs. efficiency trade-off in networks. The trade-offs are provided in Table 5.2.
We show the following results on broadcast efficiency for networks with varying
levels of information.
(i) In networks with zero information, we present broadcast strategies based on
random packet relaying. We show that exponentially large number of trans-
missions (of the order of c
1
M(n) , for some c > 1) are required to ensure a
transmission within a radius M(n) of any given node at a unit distance from
the source of the broadcast, to achieve a broadcast delay of Θ( 1
M(n)
). More-
over, we show that there are a large number of simultaneous transmissions
in the region surrounding the source node, thus causing congestion in that
area.
(ii) We consider networks with source quadrant information, and present a (sub)-
broadcasting strategy based on packet forwarding that provides radial drift
to the transmissions. We show that the outward spread of the transmissions
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reduce the broadcast redundancy. We show that only ( 1
M(n)
)5/2 transmissions
are required to achieve a delay D(n) = Θ( 1
M(n)
) (however, with a possible
advertisement radius that scales as A(n) = (M(n))γ , γ < 0.5). Equivalently,
this scheme can be interpreted as a sub-broadcasting strategy where at least
one node in any region of radius A(n) receives a broadcast message.
(iii) In networks with state information, we show that broadcast strategies can
learn to inherently provide a radial drift to the transmissions. The broad-
cast strategies can use the state information to suppress transmissions by
redundant nodes and advance the packets away from the source of the broad-
cast. By considering a strategy of suppression based on [71], we show that
this implied radial drift suffices to achieve optimal broadcast delays with
T (n) = ( 1
M(n)
)2 log 1/M(n), and negligible congestion throughout the net-
work.
(iv) For the problem of spatial sampling in networks with local direction informa-
tion, we present a randomized-tree based broadcast strategy that provides
a lower transmission overhead. We show that we can sample on a “grid”
of a given size s(n) ∼ Ω( 1
log 1
M(n)
) (see Figure 5.3), as long as the “bin” size
(the local advertisement radius) scales as (M(n))γ , γ < .49. Such a sampling
requires the number of transmissions to scale as T (n) = ( 1
M(n)
)α, for a finite
α that depends on s(n).
Finally, we provide continuum model based simulations which support the
analytical results obtained in the chapter. From the above results we infer that
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broadcasting with very little geographic or state information is significantly more
efficient than networks without any such “local” knowledge. While strategies with
local state information can provide low transmission overheads and low congestion,
the memory requirement scales linearly with the number of simultaneous broadcast
messages. Further, such strategies also require nodes to compare the messages in
their memory with every received broadcast. On the other hand, we note that
strategies with geographic location information also provide substantial reductions
in the number of transmissions, and the information requirements do not increase
with simultaneous broadcasts. However, obtaining geographic information at the
sensor nodes might require significant computation and/or hardware, such as GPS.
In practice, these considerations can be used to trade-off between memory, hard-
ware and energy efficiency (number of transmissions).
5.3 System Description
5.3.1 Network Model
In this chapter, we study broadcast strategies in dense networks in the
large-n regime, (where n→∞). The results of [39] show that for
M(n) = Ω
(√ log n
n
)
, (5.1)
the network formed by the collection of sensor nodes in a given region of finite
area is asymptotically connected, and more importantly the number of nodes in
the transmission radius of each node in that given region tends to infinity asymp-
totically. In this section, we consider any M(n) that scales as O( 1
np
), p ∈ (0, 1
2
), to
model the growth of the network size relative to the radio range.
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As in Chapter 2, we assume a continuum model of the sensor network, where
any point in the radio range of a transmitting node S can receive the packet trans-
mitted by the node, and can act as a retransmission node. We refer to Section 2.2.1
for a comparison of analytical results using a continuum model and simulation re-
sults with a discrete model with a dense network of nodes, which indicate that the
discretization effects are not significant, especially when the number of neighbors
of each node is large.
5.3.2 Broadcast Model
To broadcast a query “m”, the originating node S0 sends out a packet, to
all its neighbors (in a single transmission) and requests a subset S1 of its neighbors
to retransmit it. The repeated application of this process disseminates the infor-
mation/query into the network. Let S0 = 0 be the position of the source node,
i.e., the position of the node initiating the query. The set Si is the set of all points
(nodes associated with the points) in the network that transmit the packet at the
ith iteration of the process, or are the ith generation transmitters.
In this setup, we define the normalized broadcast delay, D(n) as follows.
Let X be any given point (or the node at position X), a unit distance away from
the origin. We define
D(n) = inf{i : d(Si, X) < M(n)} (5.2)
where d is the Euclidean distance metric. That is, the normalized delay D(n) is
defined as the iteration by which there is a transmission within the radio range
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of the given point/node X. Note that the ‘unit’ distance between the node and
the origin is arbitrary. For any other distance r, the hop-delay can be scaled
accordingly. Thus, D(n) is the hop count of the minimum hop path from the
source to the destination node X.
We also define the transmission overhead T (n) as the total number of trans-
missions by the iteration D(n), i.e.
T (n) =
D(n)∑
k=1
|Sk|, (5.3)
where |.| denotes the cardinality of the set. Conventional flooding based strategies
achieve a broadcast delay of Θ( 1
M(n)
) hops in densely connected networks, as the
minimum distance of order M(n) is covered in each iteration along all directions.
In the following sections, we consider various broadcast strategies (with different
levels of local information), and compare their transmission overheads for achieving
a delay that is Θ( 1
M(n)
).
5.4 Technical Results
5.4.1 Broadcast with Zero Information
In this section, we study the energy-delay trade-offs of broadcasting, in
networks that do not have any geographic or state information. To broadcast
information in such networks very limited capability, we employ a simple broadcast
strategy based on random packet forwarding, that requires no state or geographic
information. In this scheme, each transmitting node selects only one retransmitting
node randomly from its neighbor set (the nodes within the radio rangeM(n)), and
124
requests the node to retransmit the packet.
As discussed earlier in Section 5.3, in order to compare the different broad-
cast schemes, we require the normalized broadcast delay, D(n) = Θ( 1
M(n)
). By
randomly forwarding a single message, it may not be possible to achieve the re-
quired normalized delay and hence we initiate multiple broadcasts of the same
message, corresponding to independent parallel random walks. That is, we origi-
nate R(n) independent copies of the same broadcast message at the source node,
and propagate each message by random packet forwarding.
To analyze the energy efficiency of the broadcast strategy, we choose an
arbitrary node that is a unit distance away from the source node, and compute the
total number of transmissions T (n) that are required to ensure that the message
is received by the chosen node, within Θ( 1
M(n)
) iterations. The energy efficiencies
are studied in terms of the number of broadcasts.
Since every transmitting node has only one offspring node, we denote the
position of the transmitting node, of the kth copy of the message by
Ski = S
k
i−1 +X
k
i , (5.4)
where Skl denotes the position of the k
th random walk after l iterations and Xki is
the random displacement from the node transmitting copy k at iteration i−1. The
following theorems provide necessary and sufficient conditions for the broadcast
delay D(n) = Θ( 1
M(n)
) (w.h.p).
Theorem 5.4.1. For any given K < ∞, there is a c > 1 such that for R(n) =
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c
1
M(n) ,
P
( ⋂
l=1,...,R(n) k=1,..., K
M(n)
Slk /∈ Bǫ(x)
)
−→ 1,
for some ǫ > 0.
Theorem 5.4.2. Consider R(n) random walks starting from S0 = 0 and any given
point x = (x1, x2) on the boundary of the compact ball B1(0). Then, there exists a
c <∞ such that for R(n) ≥ c 1M(n) ,
min
k∈1,...,R(n)
||Sk 2
M(n)
− x|| → 0 (a.s).
The proofs are available in Section 5.5.1.
That is, there exists (w.h.p) a random walk that is arbitrarily close to x,
after 2
M(n)
iterations.
Thus, the theorems show that exponentially large number of transmissions
(of the order of c
1
M(n) , for some c > 1) are necessary and sufficient to ensure a
transmission within a radius M(n) of any given node at a unit distance from the
source of the broadcast, to achieve a broadcast delay of Θ( 1
M(n)
).
5.4.2 Broadcast with Source Quadrant Information
In this section, we study the efficiency of broadcasting in networks with
source quadrant information and compute the number of transmissions required
to obtain a normalized delay of Θ( 1
M(n)
). We assume that the nodes have a local
notion of four directions, not common to all nodes. That is, the nodes are capable
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Figure 5.4: Random packet forwarding with knowledge of source location, and
local quadrants
of grouping their neighbors into four different quadrants, the orientations of the
quadrants not necessarily common to all the nodes.
To broadcast in networks with limited geographic information, we study
broadcasting strategies similar to the schemes presented in Section 5.4.1. The
broadcast strategy follows the random packet forwarding model, but utilizes the
location information to direct the packets radially away from the source node,
reducing the broadcast redundancy. We again use the multiple independent query
model to achieve a normalized delay of Θ( 1
M(n)
). The broadcast strategy is as
follows:
1. The source node transmits R(n) independent copies of the broadcast message
by picking a node uniformly randomly from its neighbor set, for each copy
of the message.
2. The nodes, on receiving a request to transmit, retransmit the message and
choose exactly one neighbor from the quadrant opposite to the source’s quad-
rant, and request that neighbor to retransmit the message.
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Similar to Equation 5.4, we define the position of the kth copy of the message
by
Ski = S
k
i−1 +X
k
i . (5.5)
However, since the nodes have a knowledge of the source quadrant, they provide
a radial drift to the incremental steps Xki . The following theorem provides a
bound on the number of concurrent trajectories that are sufficient to successfully
broadcast to a node that is a unit distance away.
Theorem 5.4.3. Consider R(n) random walks starting from S0 = 0 and any given
point x = (1, θ∗) on the boundary of the compact ball B1(0). Let c1 = 1d Then, for
R(n) ≥ 1
M(n)
α
, α > 3/2,
min
k∈1,...,R(n)
||Sk c1
M(n)
− x|| → 0 (a.s).
The proof is provided in Section 5.5.2.
Remark 5.4.1. Thus, the total number of transmissions T (n) = (R(n) ∗ c1
M(n)
) is
less than ( 1
M(n)
)α for any α > 5
2
. The results demonstrate that it is sufficient for
( 1
M(n)
)5/2 transmissions to broadcast to any randomly chosen point that is a unit
distance away from the source, with local geographic knowledge, even without any
suppression of transmissions. However, we note that the broadcast strategy causes
a polynomially large (of order 1
M(n)
3/2
) number of transmissions around the source
node, causing significant congestion, although the congestion is substantially lower,
compared to broadcasting with Zero Information, where the number is exponentially
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large. Also, we note that this approach could possibly require nodes to locally ad-
vertise with a radius that scales as A(n) = (M(n))γ , γ < 0.5 (see Section 5.4.4 for
additional discussion). This is to compensate for the error in the approximation
where we have assumed that the radial displacements are i.i.d. (see Chapter 2 for
additional details). Equivalently, this scheme provides a sub-broadcasting strategy
where at least one node in any region of radius A(n) receives a broadcast message.
5.4.3 Broadcast with “State” Information
In this section, we analyze broadcasting in networks with limited state
information. We assume that the nodes in the network are capable of remembering
previously received messages and their decision to transmit or to not transmit
the received message. However, we assume that the nodes have no knowledge
of the position of the neighbors or the source node. In such networks with very
little state information, and no location information, we study broadcast strategies
that possess broadcast delays of D(n) = Θ( 1
M(n)
) and compute the number of
transmissions required to achieve the order-wise optimal delays.
The broadcast scheme we study is a variation of the gossip algorithm pre-
sented in [71] where a node decides to retransmit the broadcast message with a
probability p, upon the first arrival of the message (however, no analytical results
have been presented in [71]). The broadcast algorithm we employ is described
below.
1. In the first iteration, the source node S0 transmits the message ‘m’, to all
its neighbors, and chooses C log 1
M(n)
nodes randomly from its neighbor set,
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Figure 5.5: Branching in Sensor networks with Local Direction Information
and requests them to retransmit the message.
2. In the next iteration, the chosen nodes transmit their message and choose
C log 1
M(n)
nodes randomly from their neighbor sets, but nodes that have re-
ceived the previous broadcast of the message ignore all subsequent broadcasts
of the same message. Thus, nodes chosen from regions that had previously
heard the message do not transmit.
3. The process is repeatedly iterated to spread the query over the network.
As in the notation developed in Section 5.3, we define Si to be the set of transmit-
ters in iteration i and Pi to be the set of all transmitters till iteration i.
Theorem 5.4.4. Let S0 = 0, X be any given point such that ||X−S0|| = 1. Then,
for some ǫ > 0, there exists a 0 < Cǫ <∞, such that for C = Cǫ,
min
Y ∈P 1
ǫM(n)
||X − Y || ≤ M(n) (a.s.). (5.6)
The proof is in Section 5.5.3. Since, the algorithm allows only for C log 1/M(n)
transmissions in every tile of size 1
K
M(n)2, and the total number of tiles is no
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greater thanK( 1
M(n)
)2, the total number of transmissions T (n) ≤ K1( 1M(n))2 log 1/M(n).
The above result shows that “state information” in the networks can be utilized
to simultaneously reduce the number of transmissions, and to distribute the trans-
missions more uniformly over the network.
Remark 5.4.2. The results in this section demonstrate that “state information”
in the networks can be utilized to simultaneously reduce the number of transmis-
sions, and to distribute the transmissions more uniformly over the network. The
proof in this sections show that the state information inherently provides a linear
drift, emphasizing the role of suppression in efficient broadcasting. Further, the re-
sults can be extended to show that the branching algorithm can spread information
uniformly in a two dimensional region. Moreover, uniformly spaced transmissions
considerably reduce the congestion in the network.
5.4.4 Spatial Sampling
In this section, we study the problem of broadcasting to a set of spatially
uniform nodes (lattice points) in networks where nodes have no “state” or geo-
graphic information, but only a rudimentary sense of local direction. That is, each
sensor node in the network has an approximate sense of ‘East’, ‘West’, ‘North’
and ‘South’, formally defined in 5.4.4.A. Necessity for such a broadcasting scheme
could arise when a spatially uniform sample of an underlying physical process is
required by an application at the source node (see Figure 5.3). For example, a
sensor network deployed for measuring air quality might require measurements
from the sensor network sampled uniformly over the deployed region; and thus,
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will need to send a query/message to the appropriate subset of nodes. We examine
if such queries/messages can be broadcast efficiently with the availability of “local
direction” information, and propose a random tree based broadcast protocol that
utilizes the local information to spread messages over the network.
Under this broadcast scheme, we compute the number of transmissions re-
quired to reach a circular advertisement region of radius A(n) about the destination
node (a lattice point that is a unit distance away) within a delay of Θ( 1
M(n)
). We
assume a lattice grid with a lattice spacing of 1
log log 1/M(n)
. We show that under the
strategy described below, that only ( 1
M(n)
)γ , ∀γ > 1 transmissions are required to
reach an circular advertisement region of radius (M(n))α, α < 1
2
. We note that the
choice of a lattice spacing of 1
log log 1/M(n)
in our proof is for notational ease. Our
results can be immediately extended for any lattice spacing that is Ω( 1
log 1/M(n)
);
however, the number of transmissions will then scale as ( 1
M(n)
)γ¯, for some finite
γ¯ > 1 (i.e., there will be a polynomial increase in the number of transmissions).
1. The source node S0 = 0 transmits a query to a randomly chosen retransmis-
sion node in each direction. The packets contain the data, the direction in
which they were sent, and the Time to Branch(TTB) counter is set to p(n)
(See Figure 5.5).
2. The retransmission nodes check the packet’s TTB counter. If TTB = 0,
then the retransmission node transmits one query each to the two orthogonal
directions to the previous step, and sets TTB = p(n), in the newly created
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Figure 5.6: Illustrates the query branching in sensor networks. Note that the
branches do not follow straight lines due to approximate direction knowledge.
query packets. If TTB > 0, then TTB value alone is changed to TTB − 1,
and the packet is retransmitted along the same direction.
Under this setup, we demonstrate the following result.
Theorem 5.4.5. Consider any point X = (1, θ∗) on the boundary of a unit ball
around the origin. Consider a branching query process as described above. Then,
there exists a 0 < b <∞ such that ∀α < 1/2.
min
Y ∈S b
M(n)
||Y −X||L2 ≤M(n)α (a.s) (5.7)
Moreover,by iteration b
M(n)
, the total number of transmissions
T (n) = O(
1
M(n)
γ
), ∀γ > 1, (a.s.) (5.8)
The proof is available in Section 5.5.4.
The theorem shows that we can sample on a “grid” of size s(n) ∼ Ω( 1
log 1
M(n)
)
(see Figure 5.3), as long as the “bin” size (the local advertisement radius) scales as
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Figure 5.7: Sample Paths of Broadcasts in Networks with Local Information
Table 5.2: Zero Information - Success Probability with 15/M(n) iterations
M(n) Sub-Critical Super-Critical
Parameter Prob. Parameter Prob.
0.11 c = 1.4 0.12 c = 2.0 0.99
0.09 c = 1.4 0.09 c = 1.9 0.93
0.07 c = 1.4 0.02 c = 2.0 0.99
(M(n))γ , γ < .49. Such a sampling requires the number of transmissions to scale
as T (n) = ( 1
M(n)
)α, for a finite α that depends on s(n).
5.4.5 Simulation Results
In this section, we provide simulation results for the strategies considered.
In all the simulations, we set the source location to be at (0, 0). For the first three
Table 5.3: Source Quadrant Information - Success Probability with 2/M(n) itera-
tions
M(n) Sub-Critical Super-Critical
Parameter Prob. Parameter Prob.
0.11 γ = 1.5 0.25 γ = 3.0 1.00
0.09 γ = 1.5 0.2 γ = 2.7 0.97
0.07 γ = 1.5 0.07 γ = 2.7 0.97
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Table 5.4: State Information - Success Probability with 5/M(n) iterations
M(n) Sub-Critical Super-Critical
Parameter Prob. Parameter Prob.
0.11 C = 1 0.26 C = 2.0 0.99
0.09 C = 1 0.25 C = 2.0 1.00
0.07 C = 1 0.12 C = 2.0 1.00
Table 5.5: Spatial Sampling by Branching - Success Probability with 15/M(n)
iterations
M(n) Sub-Critical Super-Critical
Parameter Prob. Parameter Prob.
0.06 α = 0.8 0.18 α c = 0.4 0.94
0.04 α = 0.8 0.16 α c = 0.4 0.90
0.02 α = 0.8 0.20 α c = 0.4 0.98
broadcast strategies, the destination is chosen to be at (1, 0). For spatial sampling
(broadcasting on a lattice), we choose the destination to be at (.7, .7) (for better
representation). For each of the strategies, we provide simulation results to show
the probability of “success” (appropriately defined for each strategy) for varying
parameters and averaged over 50 runs. The transmission radius is chosen such that
the number of hops between the source and destination is about 10 – 15. Sample
paths of all the strategies described above are illustrated in Figure 5.7.
In Table 5.2, we have provided the probability that a query reaches within
anM(n) distance of the destination (success) within Θ(1/M(n)) for the case where
there is no information. Similarly, we provide our simulation results for the Source
Quadrant Information, “State” information and Spatial sampling respectively in
Tables 5.3, 5.4 and 5.5.
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5.5 Proofs of Theorems
5.5.1 Proof of Theorems 5.4.1 and 5.4.2
Proof. (of Theorem 5.4.1)
P
( ⋂
l=1,...,R(n) k=1,..., K
M(n)
Slk /∈ Bǫ(x)
)
(5.9)
= P
( ⋂
k=1,..., K
M(n)
Sk1 /∈ Bǫ(x)
)R(n)
, (5.10)
≥
(
1−
K
M(n)∑
k=1
P(Slk ∈ (Bǫ(x))
))R(n)
,
=
(
1−
K
M(n)∑
k= 1
M(n)
P(Slk ∈ (Bǫ(x))
))R(n)
, (5.11)
=
(
1− K
M(n)
P(Sl K
M(n)
∈ (Bǫ(x))
))R(n)
.
(5.12)
Equation (5.29) follows since the maximum distance covered in a hop is onlyM(n).
Note that
P
(
S1 K
M(n)
∈ Bǫ(x)
)
≤ P
(
S1 K
M(n)
∈ Bc1−ǫ(0)
)
(5.13)
By Chernoff’s bound, P(S1n ∈ Bc1−ǫ(0)) ≤ e−nI(δ), for small δ > 0, where I
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is the rate function associated with the random variables. Hence,
P
( ⋂
l=1,...,R(n), k=1,..., K
M(n)
Slk /∈ Bǫ(x)
)
≥
(
1− K
M(n)
(
e
− 1
M(n)
I(δ)
))R(n)
. (5.14)
Let R(n) = c
1
M(n) for any c < e−I(δ)/2 then, the R.H.S term tends to 1 as n → ∞
.
Thus, the total number of required transmissions, T (n) = c
1
M(n) × 2
M(n)
,
grows exponentially with the network diameter 1
M(n)
.
We provide the Theorem 5.4.2 for completeness.
Theorem. Consider R(n) random walks starting from S0 = 0 and any given point
x = (x1, x2) on the boundary of the compact ball B1(0). Then, there exists a c <∞
such that for R(n) ≥ c 1M(n) ,
min
k∈1,...,R(n)
||Sk 2
M(n)
− x|| → 0. (a.s)
That is, there exists a random walk that is arbitrarily close to x, after 2
M(n)
iterations.
Proof. (of Theorem 5.4.2)
Proof. We prove the above claim by using Borel-Cantelli’s lemma and showing
that, the probability that none of the random walks are ‘close’ to the point x is
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‘exceedingly’ small. That is, to prove that mink∈1,...,R(n) ||Sk 2
M(n)
−x|| → 0, we show
that ∑
P(∩k∈1,...,R(n)Sk 2
M(n)
/∈ Bǫ(x)) <∞, given any ǫ > 0.
P(
⋂
k∈1,...,R(n)
Sk 2
M(n)
/∈ Bǫ(x)) = {P(S1 2
M(n)
/∈ Bǫ(x))}R(n) (5.15)
= {1− µ( 2
M(n)
)(Bǫ(x))}R(n), (5.16)
Equation 5.15 is due to the independence of the random walks, and Equa-
tion 5.16 follows, as S1 2
M(n)
is the sum of i.i.d. random variables, with distribution
µ. To provide an upper bound for P(S1 2
M(n)
/∈ Bǫ(x)) (i.e. a lower bound on
µ( 2
M(n)
)(Bǫ(x))), we need the following claim.
Claim 14. There exists sub-probability measures ν1, ν2 and constants δ1, δ2 > 1
such that
1. δ1ν1,δ2ν2 are probability distributions, symmetric about
M(n)
2
x1 and
M(n)
2
x2,
2. σ2δ1 , σ
2
δ2
> 0, with compact supports B1, B2 ⊂ R respectively,
3. µn(Bǫ(x)) ≥ (δ1δ2)−nφ(n)(Bǫ(x)), where φ = δ1ν1 × δ2ν2, i.e., the product
distribution.
We construct a sub-probability measure ν such that ν = µ on the set
A ⊂ BM(n)(0) ⊂ R2 and zero elsewhere, where
A = {y : ||y − M(n)
2
x||L∞ <
M(n)
10
}.
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Thus, if (x1, x2) are the components of the vector x, the measure ν is defined on
the product space
A = [
M(n)
2
(x1 − 1
5
),
M(n)
2
(x1 +
1
5
)]
×[M(n)
2
(x2 − 1
5
),
M(n)
2
(x2 +
1
5
)].
Hence, the measure ν over the set A can be expressed in product form as follows:
ν = ν1 × ν2,
where ν1 is a measure on B1 = [
M(n)
2
(x1 − 15), M(n)2 (x1 + 15)] and ν1 is a measure
on B2 = [
M(n)
2
(x2 − 15), M(n)2 (x2 + 15)]. Now, let δ1, δ2 > 1 such that δ1ν1,δ2ν2 are
probability distributions over their respective supports. Then, φ = δ1ν1 × δ2ν2 is
a probability measure on A.
To prove Claim 14 (iii), we establish the following lemma.
Lemma 5.5.1. Let µ, ν and φ be as defined above. Then
µ(l)(x) ≥ ν(l)(x) = 1
(δ1δ2)l
φ(l)(x)
We prove this by induction. Clearly, for l = 1, we have
µ(x) ≥ ν(x) (5.17)
Let us assume that for l − 1,
µ(l−1)(x) ≥ ν(l−1)(x) (5.18)
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Since µ(l) = µ(l−1) ∗ µ, we have
µ(l)(x) =
∫∞
−∞ µ(l−1)(y)µ(x− y)dy
≥ ∫∞−∞ ν(l−1)(y)ν(x− y)dy
= ν(l)(x) (5.19)
⇒ µ(l)(x) ≥ ν(l)(x) = 1
(δ1δ2)
l
φ(l)(x) (5.20)
We require the following corollary of the result in [73] Thm.1, pg. 533, on
the concentration of the distribution about its mean.
Lemma 5.5.2. We assume that ψ is a probability measure with mean t, has vari-
ance σ2ψ > 0, a compact support B ⊂ R.
ψ(l)
([
lt− ε
2
, lt+ ε
2
]) ≥ ε
(ε+ σψ)
√
54l
, ∀ε > 0, ∀l ∈ N.
To show Theorem 5.4.2, we apply Lemma 5.5.1 to Equation 5.16, to see
that
P(S1 2
M(n)
/∈ Bǫ(x)) = 1− µ( 2
M(n)
)(Bǫ(x))
≤ 1− (δ1δ2)−
2
M(n)φ( 2
M(n)
)(Bǫ(x)). (5.21)
Notice that
φ(l)(Bǫ(x)) ≤ δ1ν1(l)[lx1 − 2ǫ, lx1 + 2ǫ]
×δ2ν2(l)[lx2 − 2ǫ, lx2 + 2ǫ]. (5.22)
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Applying Lemma 5.5.3 to the distributions δ1ν1 and δ2ν2, we see that for a large
enough K,
φ(l)(Bǫ(x)) ≤ K
l
∀l ∈ N. (5.23)
It follows by Equation 5.21 that
{P(S1 2
M(n)
/∈ Bǫ(x))}R(n) = {1− µ( 2
M(n)
)(Bǫ(x))}R(n), (5.24)
≤ {1− (δ1δ2)−
2
M(n)
KM(n)
2
}R(n), (5.25)
Let c > (δ1δ2)
2. Then, it is seen that
∑
{1− (δ1δ2)−
2
M(n)
KM(n)
2
}c
1
M(n)
<∞ (5.26)
Thus, for R(n) = c
1
M(n) , we show, by using Borel-Cantelli’s lemma that
min
k∈1,...,R(n)
||Sk 2
M(n)
− x|| → 0. (a.s).
We show that the probability that none of the paths reach the radio range
of the node within Θ( 1
M(n)
) steps is high.
Theorem 5.5.1. For any given K <∞, there is a c > 1 such that
P
( ⋂
l=1,...,R(n) k=1,..., K
M(n)
Slk /∈ Bǫ(x)
)
−→ 1.
for some ǫ > 0.
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Proof.
P
( ⋂
l=1,...,R(n) k=1,..., K
M(n)
Slk /∈ Bǫ(x)
)
(5.27)
= P
( ⋂
k=1,..., K
M(n)
Sk1 /∈ Bǫ(x)
)R(n)
, (5.28)
≥
(
1−
K
M(n)∑
k=1
P(Slk ∈ (Bǫ(x))
))R(n)
,
=
(
1−
K
M(n)∑
k= 1
M(n)
P(Slk ∈ (Bǫ(x))
))R(n)
, (5.29)
=
(
1− K
M(n)
P(Sl K
M(n)
∈ (Bǫ(x))
))R(n)
,
(5.30)
Equation(5.29) follows since the maximum distance covered in a hop is onlyM(n).
Note that
P
(
S1 K
M(n)
∈ Bǫ(x)
)
≤ P
(
S1 K
M(n)
∈ B1−ǫc(0)
)
(5.31)
By Chernoff’s bound, P(S1n ∈ B1−ǫ(0)) ≤ expnI(δ), for small δ > 0, where I
is the rate function associated with the random variables. Hence,
P
( ⋂
l=1,...,R(n), k=1,..., K
M(n)
Slk /∈ Bǫ(x)
)
≥
(
1− K
M(n)
(
exp
− 1
M(n)
I(δ)
))R(n)
. (5.32)
Let R(n) = c
1
M(n) for any c < exp I(δ)/2 then, the R.H.S term tends to 1 as n→∞
.
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5.5.2 Proof of Theorem 5.4.3
Let the source node be at 0, and consider any given copy (indexed by k) of
the broadcast message. We denote the transmitting node at the i− 1th iteration
to be Ski−1. Since the Source Quadrant Information is available to all nodes, the
transmitting node for the ith iteration (i ≥ 2), Ski , is chosen uniformly from the
opposing quadrant. Let us denote the offset angle (from the line joining the source
and the node) by θki , as shown in Figure 5.4(i).
The radial progress in the ith jump is defined as the random variable Y ki ,
where Y ki = ||Ski || − ||Ski−1||. Moreover, as the initial direction of transmission is
uniformly distributed over [0, 2π], Ski are also angularly uniformly distributed. In
Chapter 2, it has been shown that Y ki are ‘well-approximated’
1 by ||Xki || cos θki ,
a sequence of i.i.d. random variables, having compact support in [0,M(n)] ⊂
R. Motivated by the above approximation, in this section, we model the radial
progress at each step by i.i.d. random variables.
Consider R(n) independent messages originating at Sk0 = 0. The position
of the kth walk is given by (Zki , φ
k
i ) (in polar coordinates), where Z
k
i be the radial
distance traveled in i iterations of the kth random walk. The angle φki is uniformly
distributed in [0, 2π] and independent of Zki and also of φ
n
m if n 6= k. This follows,
because the initial angle θk1 is chosen uniformly over [0, 2π], independent of any
1The approximation is in the sense that the error in the source-to-destination path length is
vanishingly small, see Lemma 2.4.2 in 2 for additional details.
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other quantity. The radial displacement is given by
Zki = Z
k
i−1 + Y
k
i , i ≥ 2
where Y ki are i.i.d. random variables, with support [0,M(n)] ⊂ R and E(Y1) =
dM(n), d > 0. Also, Zk1 = Y
k
1 , where Y
k
1 = X
k
1 cos θ˜
k
1 and θ˜
k
1 is chosen as a inde-
pendent, identically distrbuted random variable as θk2 . Note that the actual radial
displacement in the first hop is actually Xk1 ; however, the above approximation in
the first hop leads to a vanishingly small source-to-destination path length error,
which can handled by a receiver advertisement radius, see Remark 5.4.1. We define
the distribution of Y ki on [0,M(n)], by ν.
Under these conditions, the following theorem provides an upper bound on
the number of transmissions required to ensure a delay of Θ( 1
M(n)
). We require the
following corollary of the result in [73] Theorem.1, pg. 533, on the concentration
of the distribution about its mean.
Lemma 5.5.3. We assume that ψ is a probability measure with mean t, variance
σ2ψ > 0, and a compact support B ⊂ R. Then, for some K < ∞, there exists an
N0 such that
ψ(n)
([
nt− ε
2
, nt+ ε
2
]) ≥ K√
n
, ∀n > N0 ∈ N.
We state the main theorem here for completeness.
Theorem. Consider R(n) random walks starting from S0 = 0 and any given
point x = (1, θ∗) on the boundary of the compact ball B1(0). Let c1 = 1d Then, for
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R(n) ≥ 1
M(n)
α
, α > 3/2,
min
k∈1,...,R(n)
||Sk c1
M(n)
− x|| ≤M(n). (prob.)
Proof. Consider the probability
P
( ⋂
k∈{1,··· ,R(n)}
Sk c1
M(n)
/∈ BM(n)(x)
)
.
Note that, as the paths are independent and identically distributed,
P
( ⋂
1≤k≤R(n)
Sk c1
M(n)
/∈ BM(n)(x)
)
= P
(
S1 c1
M(n)
/∈ BM(n)(x)
)R(n)
By definition, S1 c1
M(n)
= (Z1 c1
M(n)
, θ1 c1
M(n)
) , and hence the probability
P
(
S1 c1
M(n)
/∈ BM(n)(x)
)
≤
P
(
{Z1 c1
M(n)
/∈ [1−M(n)/4, 1 +M(n)/4]}
∪{θ1 c1
M(n)
/∈ [θ∗ − M(n)
4
, θ∗ +
M(n)
4
]}
)
(5.33)
= 1−
[
P
(
{Z1 c1
M(n)
∈ [1−M(n)/4, 1 +M(n)/4]}
)
×P
(
{θ1 c1
M(n)
∈ [θ∗ − M(n)
4
, θ∗ +
M(n)
4
]}
)]
, (5.34)
by the independence of Z1 c1
M(n)
and θ1 c1
M(n)
.
By applying Lemma 5.5.3 to the random variables Z1i , there exists a k1 > 0,
such that
P
(
{Z1 c1
M(n)
∈ [1−M(n)/4, 1 +M(n)/4]}
)
≥ k1
√
M(n), (5.35)
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as E(Z1 c1
M(n)
) = 1. By the uniform distribution of θ1 c1
M(n)
, it follows that
P
(
{θ1 c1
M(n)
∈ [θ∗ − M(n)
4
, θ∗ +
M(n)
4
]}
)
=
M(n)
4π
. (5.36)
By Equations 5.35,5.36, and for some k2 > 0
P
(
S1 c1
M(n)
/∈ BM(n)(x)
)
≤ 1− k2M(n)
3
2 . (5.37)
For R(n) = 1
M(n)
α
, ∀α > 3
2
,
P
( ⋂
k∈{1,··· ,R(n)}
Sk c1
M(n)
/∈ BM(n)(x)
)
≤ {1− k2M(n)
3
2}R(n) → 0. (5.38)
Theorem 5.4.3 thus follows.
5.5.3 Proof of Theorem 5.4.4
We first prove that the broadcast algorithm discussed previously achieves a
delay of Θ( 1
M(n)
). We show this , by choosing any node X, that is a unit distance
away from the Source node S0 and demonstrating that there is a transmission
within the radio range of that given node within Θ( 1
M(n)
) iterations.
By our notations in Section 5.3, we define Si to be the set of transmitters
in iteration i and Pi to be the set of all transmitters till iteration i.
We restate the theorem to be proved for convenience.
Theorem. Let S0 = 0, X be any given point such that ||X − S0|| = 1. Then, for
some ǫ > 0, there exists a 0 < Cǫ <∞, such that for C = Cǫ,
min
Y ∈P 1
ǫM(n)
||X − Y || ≤M(n) (prob.) (5.39)
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Figure 5.8: Branching in Sensor nodes.
Proof. Consider tiles of size ǫM(n) × ǫM(n) about the line connecting the source
node and X, as in Figure 5.8. We choose ǫ > 0 such that a transmission (of range
M(n)) in any tile covers the adjacent tiles as well (it can be seen that for any ǫ < 1
3
,
this condition is satisfied). A tile is defined to be ‘covered’ if all nodes within the
tile have received the broadcast message; else it is defined to be ‘uncovered’. Let
At be the event {Tile Tt covered by time t} and let the event Et be the event {Some
node in Tile Tt was picked as a transmitter}. We require the following lemma.
Lemma 5.5.4. The probability
P(Ect/At) = P
(
No transmissions in tile Tk|At
)
≤M(n)Cǫ
2
π . (5.40)
Proof. Let W be any partitioning of the tile Tt. Let the partition W be the union
of disjoint sets Fi, i = 1, · · · , f(n), where the disjoint sets Fi correspond to the
incrementally covered regions of the tile Tt, over different transmissions (see Fig-
ure 5.8 for an illustration). Let l(Fi) denote the fraction of the area of Fi in the
tile, with
∑f(n)
i=1 l(Fi) = 1. Then,
P
(
Ect |At
)
=
∫
P
(
Ect |At,W
)
dµAt(W), (5.41)
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where µAt(W) is the probability that the partition W was created by the trans-
mission process. We now derive an uniform upper bound on P
(
Ect |At,W
)
(which
does not depend on W), and hence, provide an upper bound on L.H.S of (5.41).
Since we choose C logM(n) nodes uniformly from an area of π(M(n))2, the
probability
P
(
Ect |At,W
)
=
f(n)∏
i=1
(
1− l(Fi)ǫ
2
π
)C log 1
M(n)
,
=
f(n)∏
i=1
M(n)
(
C log ( 1
1−
l(Fi)ǫ
2
π
)
)
,
= M(n)
−C
(
Pf(n)
i=1 log (1−
l(Fi)ǫ
2
π
)
)
(5.42)
As M(n) < 1, we now have from (5.42)
P
(
Ect |At,W
)
≤ M(n)[Cβ∗],
where
β∗ = − max
xi:1≤i≤f(n)
f(n)∑
i=1
g(xi),
s.t.
f(n)∑
i=1
xi = 1, xi ∈ [0, 1], (5.43)
g(x) = log (1− (ǫ2/π)x), x ∈ [0, 1].
It can be directly computed to show that g(x) is a negative concave function with
g(0) = 0, g(1) = log (1− (ǫ2/π)). By using Lagrange Multipliers, it can be shown
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that for each fixed f(n), the maximum is achieved when xi =
1
f(n)
, for all i. Thus,
β∗ = −max
f(n)
f(n)g(
1
f(n)
). (5.44)
Further, we have log (1− (ǫ2/π)) ≤ −(ǫ2/π), and hence, β∗ ≤ (ǫ2/π). The result
now immediately follows.
Now, the probability that the tile Tt+1 was covered by time t+ 1
P(At+1) ≥ P(At ∩Et), (5.45)
= P(At)P(Et/At), (5.46)
= P(At)
[
1− P(Ect /At)
]
. (5.47)
Note that the inequality in (5.45) is due to the fact that the event At ∩Et implies
At+1, by construction. Utilizing Lemma 5.5.4 in (5.47),
P(At+1) ≥ P(At)
(
1− (M(n))Cǫ2/π
)
≥
(
1− (M(n))Cǫ2/π
)t
(5.48)
Hence, it follows that
P(A 1
M(n)
) ≥
(
1− (M(n))Cǫ2/π
) 2
M(n) → 1, (5.49)
for Cǫ
2
π
> 1. Thus it is seen that by iteration K
M(n)
, the tile T K
M(n)
is covered with
high probability.
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5.5.4 Proof of Theorem 5.4.5
Since the nodes create two queries at every branching, the spatial distribu-
tion of the query can be studied as a process indexed by a binary tree. Consider
a query sent by the source node along the direction di. Let Γ denote an infinite
binary tree, where the vertices correspond to the queries generated by repeated
branching of the initial query. Let Γ(l,k) denote the query at the kth vertex at
depth l, with l ∈ N, and k ∈ Jl := {0, 1, . . . , 2l−1 − 1}. Let Z lk be the position of
the query Γ(l,k), just before the i+ 1
th branching. Then,
Z lk = Z
l−1
[ k
2
]
+ Y lk , (5.50)
where Y lk is the random distance traveled by the query after its l
th branching.
Hence, the random variable has a support [0, p(n)M(n)]di and E(Y
l
k) = cp(n)M(n)di,
where di is the direction of travel of the query. As defined in Section 5.3, we denote
by Si, the set of transmitters in the ith iteration.
Under the model discussed above, we show that the number of transmissions
to reach a circular advertisement region of radius A(n) =M(n)α, α < 1
2
about any
given point x = (1, θ∗) (in polar coordinates), with a normalized delay of Θ( 1
M(n)
)
is 1
M(n)
γ
, ∀γ > 1. That is, we show that the number of transmissions T (n) is only
marginally greater than an optimal number of transmissions, if an advertising
radius of A(n) =M(n)α, α < 1
2
is allowed. We show this in the following theorem
for rational angles.
Theorem. Consider any point X = (1, θ∗) on the boundary of a unit ball around
the origin. Consider a branching query process as described above. Then, there
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exists a 0 < b <∞ such that ∀ < 1/2.
min
Y ∈S b
M(n)
||Y −X||L2 ≤M(n)α (prob.) (5.51)
Moreover,by iteration b
M(n)
, the total number of transmissions
T (n) = O(
1
M(n)
γ
), ∀γ > 1. (5.52)
Proof. We first show Theorem 5.4.5 for θ∗ ∈ [0, π
4
] such that tan θ∗ is rational.
The result follows for any θ∗ ∈ [0, π
4
] by the density of rationals Q in R and by
the continuity of tan θ∗ on [0, π
4
]. For any other θ∗ /∈ [0, π
4
], the result follows, by
symmetry.
The main steps of the proof are as follows.
1. We employ a p(n) = 1
M(n) log log 1
M(n)
to create slowly branching trees,
2. We show the existence of a path in the binary tree with a mean angular drift
along θ∗.
3. We then show that the path lies within a radius M(n)α, α < 1
2
about the
destination X.
Firstly, we describe the construction of the path in the binary tree. Let
tan θ∗ = r
q
. Recall that the branching occurs exactly once every p(n) = 1
M(n) log log 1
M(n)
hops in each query. Further, note that at each branching, exactly two queries are
sent along the two perpendicular directions to the original direction along which
the query was traveling. That is, if a query traveling along direction d(1) branched,
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the two new queries would be directed along d(j) and d(−j). Consider the initial
queries sent along the direction d(j) and d(−j) by the source node S0.
1. We denote by D1 := (d(j); d(1); d(j); d(−1)), a sequence of the directions of
branchings followed by the query, as depicted in Figure 5.6(in dotted lines).
In particular (d(j); d(1); d(j); d(−1)) defines the path of a query through four
successive branchings; the direction followed at each branching provided by
the sequence of directions. Similarly, we also define another sequence of
branchings D2 := (d(−j); d(1); d(j); d(1)). From the construction of the tree,
the expected position of the query, after the branchings (d(j); d(1); d(j); d(−1))
is cp(n)M(n)(2d(j)). The expected position of the query after the sequence
of branchings (d(−j); d(1); d(j); d(1)) is given by cp(n)M(n)(2d(1)).
2. Consider the sequence of branchings obtained by following r branchings of
type D1, followed by q branchings of type D2, i.e., the sequence Drq =
(D1; . . . ;D1︸ ︷︷ ︸
r terms
;D2; . . . ;D2︸ ︷︷ ︸
q terms
). The expected position of the query after the se-
quence of branchings Drq is cp(n)M(n)(2rd(1) + 2qd(j)).
3. We construct the sequence of branchings formed by following l∗ branch-
ings of type branchings Drq, where l
∗ = 1√
r2+q2cp(n)M(n)
. That is,Dθ∗ =
(Drq; . . . ;Drq︸ ︷︷ ︸
l∗ terms
). Note that the expected position of the query after the se-
quence of branchings Dθ∗ is
l∗ × cp(n)M(n)(2rd(1) + 2qd(j)) = (d(1) cos θ∗+ d(j) sin θ∗)
= (1, θ∗)(in polar coordinates.)
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In effect, we construct a path with mean drift along θ∗, by appending a series of
branchings. Note that the number of iterations to reach the end of the sequence
Dθ∗ is l
∗× (r+ q)×4×p(n) = b
M(n)
. Thus, by construction, we show the existence
of a path such that the mean position after b iterations is the destination node
X. We now show that the position of the path after the sequence of branchings
Dθ∗ is within a distance M(n)
α of its mean X = (1, θ∗), for all α < .5, with high
probability.
Now, let Γ correspond to a binary tree created by a query along the direction
d(j) from the source node. Notice that the position of the path Dθ∗ is an element
of this tree, at depth b. We denote position of the query after the sequence Dθ∗
by the random variable Zbt , where t ∈ {1, · · · , 2b−1 − 1}. Thus, the position of the
query is given by (depth b, leaf t)
Zbt =
b−1∑
i=0
Y b−i
[ t
2i
]
. (5.53)
Let L1 = {i : E(Y b−i[ t
2i
]
) = d(1)}, that is, the set of indices such that the query is
along direction d(1). Similarly, we define L2 = {i : E(Y b−i[ t
2i
]
) = d(j)}, L3 = {i :
E(Y b−i
[ t
2i
]
) = d(−1)} and L4 = {i : E(Y b−i[ t
2i
]
) = d(−j)}.
Since these sets are constructed deterministically, we rewrite sum in (5.53)
as follows.
Zbt =
∑
i∈L1
Y b−i
[ t
2i
]
+
∑
i∈L2
Y b−i
[ t
2i
]
+
∑
i∈L3
Y b−i
[ t
2i
]
+
∑
i∈L4
Y b−i
[ t
2i
]
(5.54)
Notice that Y b−i
[ t
2i
]
for i ∈ {Lr, r = 1 to 4} are i.i.d. random variables. Fox example,
Y b−i
[ t
2i
]
, i ∈ L1 is a random variable corresponding to a query along the direction d(1).
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Thus, each random variable in this set is a sum of p(n) hops along direction d(1).
Thus,
Y b−i
[ t
2i
]
= d(1)
( p(n)∑
m=1
Rm
)
, (5.55)
where Rm are i.i.d. random variables with support [0,M(n)] and mean cM(n).
(See discussion in 5.4.4.A for the above construction). Since each random variable
Y b−i
[ t
2i
]
is a sum of p(n) random variables of kind Rm, we have the following claim.
Claim 15. Let .5 < β < 1. Then,
P
(
||Y b−i
[ t
2i
]
− c(M(n)p(n))d(1)|| > M(n)(p(n))β
)
≤ e−p(n)2β−1ǫ, (5.56)
for some ǫ > 0.
Proof. By construction,
P
(
||Y b−i
[ t
2i
]
− (M(n)p(n)c)d(1)|| > M(n)(p(n))β
)
≤ P
( p(n)∑
m=1
(Rm −M(n)c) > M(n)(p(n))β
)
. (5.57)
Let R˜m =
1
M(n)
Rm. Then, note that
P
( p(n)∑
m=1
(Rm −M(n)c) > M(n)(p(n))β
)
= P
( p(n)∑
m=1
(R˜m − c) > (p(n))β
)
= P
( 1
(p(n))β
p(n)∑
m=1
(R˜m − c) > 1
)
≤ e−p(n)2β−1ǫ, ǫ > 0. (5.58)
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A similar inequality can be derived for the negative side as well. The inequality
in (5.58) follows from the result ([74]) in moderate deviations about the mean, for
sums of random variables.
Consider the path Dθ∗. It is easily seen that there are (2q + r) ∗ l∗ queries
in the path along direction d(1), (2r+ q)∗ l∗ in the path along direction d(j), (r)∗ l∗
in the path along direction d(−1) and (q)∗ l∗ in the path along direction d(−j). Note
that this implies that for the first term on the R.H.S of (5.54)
P
(
(||
∑
i∈L1
Y b−i
[ t
2i
]
− 2q + r√
r2 + q2
d(1)|| > K(p(n))β−1
)
≤ e−p(n)2β−1ǫ1 , (5.59)
for some ǫ1 > 0, and K <∞. Using a similar bound for all the terms on the R.H.S
of (5.54), and noting that
X =
2q + r√
r2 + q2
d(1) +
2r + q√
r2 + q2
d(j) +
r√
r2 + q2
d(−1) +
q√
r2 + q2
d(−j), (5.60)
we find that
P
(
||Zbt −X|| > K1(p(n))β−1
)
≤ e−p(n)2β−1ǫ2 (5.61)
for some ǫ2 > 0, and K1 < ∞. Since p(n) = 1M(n) log log 1
M(n)
, the quantity
K(p(n))β−1 = O(M(n)α) for all α < 1− β, and thus, (5.51) follows.
The total number of transmissions in any binary tree by iteration b
M(n)
is
given by p(n)× 2K log log 1M(n) , where K log log 1
M(n)
is the depth of the binary tree.
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Notice that we create four binary trees, and hence the total number of transmissions
T (n) = 4p(n) ∗ log 1
M(n)
K
, which is order-wise smaller than 1
M(n)
γ
for all γ > 1.
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Chapter 6
Spatial Broadcast Processes
6.1 Introduction
Spatial branching processes model many phenomena that naturally occur in
a range of scientific applications. While motivations have normally arisen out of bi-
ological phenomena (modeling the spread of epidemics and dispersion of species),
we consider this problem in the context of message broadcasting in spatial net-
works. In particular, we consider the notion of a continuum of nodes on Rd, with
a message at the origin at time n = 0. At each time-step the nodes with a message
pick a random number of nodes (probability that the number of nodes chosen is
k = pk), with a maximum possible number of children being m. Each child is
chosen in an i.i.d. manner according to law µ about the parents location. That
is, a child is chosen at Z = X + y where y is the parent’s location and X is a
random variable distributed according to law µ. The message is passed on to the
child, and the parent removes any memory of the broadcast. In this chapter, we
demonstrate that (upto some constraints on the moments of µ) the positions of the
n-th generation children (Ln)are dense in any ball of radius K
√
n about the origin.
In the context of broadcasting, our result shows that the message broadcast in the
above scheme progresses densely atleast over a distance K
√
n over n time steps.
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6.1.1 Related work
The branching random walks have been well studied in the past, and many
functional aspects of the branching process have been analyzed. In [76], the au-
thor studied the branching random walk on R and analyzed the ratio supZn
n
, where
supZn is the rightmost most child alive at time n, and showed that the ratio con-
verges to a constant γ > 0 in the limit. Thus, it was shown that the farthest particle
from the starting position in fact travels at a rate of n. However, the issue of the
density of these children was not considered. Later, the branching random walk
was generalized to allow for more complicated and dependent branching schemes
and the ratio was shown to converge for a larger class of branching processes.
In [77], the authors considered the process Rn(yn) := { number of n-th
generation children to the right of a point yn} and showed that the ratio
Rn(yn)
mn
−→ φ(y)W , for yn = y
√
n+ o(
√
n). (6.1)
where
m =
∞∑
i=1
kpk,
W = limn→∞
Rn(−∞)
mn
(6.2)
where W is a well-defined random variable, and φ(y) is the cumulative normal
function.
While the above result shows that there are an exponential number of points
between points that are separated by distance
√
n or more, it does not differentiate
between points that are any closer.
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Further, certain functionals of the branching process have been shown to
be martingale processes that converge to a limiting random variable. For example,
[78] shows that there are scaling and translation constants such that the scaled
and translated branching random walk converges to a Poisson point process in the
limit. Other martingale processes that arise out of branching random walks are
considered in [79].
Finally, the asymptotic shape of the branching random walk has been stud-
ied in [80], where it is shown that the branching spatial walk, when scaled as n−1,
appears like a convex set. Note that this scaling again does not describe the den-
sity of points for distances that are order-wise smaller than n. That is, for R, the
scaling provides the convex set as an interval [−γ, γ], but the distance between
actual points could grow polynomially.
A good summary of the current results in this area has been provided in
[81].
In this chapter, we provide an analysis of the density of the process at its
true scale, and show that the points grow denser upto a scale
√
n, and it remains
to be seen if points drift farther away after this scale.
6.2 Model and Notations
Definition 6.2.1. Let m ∈ N and let Jn := {0, 1, . . . , mn−1 − 1}, n ∈ N. On a
complete probability space (Ω,F,P), we are given a triangular array of i.i.d. random
variables {Y nk , k ∈ Jn , n ∈ N}, each with law µ. Let πn : Jn → Jn−1 be defined
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by
πn(k) =
[
k
m
]
, k ∈ Jn , n ≥ 2 .
where [ · ] denotes the integer part of a real number. Define the collection of random
variables {Znk , k ∈ Jn , n ∈ N}, by
Znk =
{
Y 10 if n = 1 , k = 1
Y nk + Z
n
πn(k)
if n > 1 .
Let Γ be a random tree on (Ω,F,P), such that each node has k descendants, with
probability pk, k = 1, . . . , m (with assumption p1 < 1). Assume that the collection
of branching variables and {Y nk , k ∈ Jn , n ∈ N} are independent. Let Kn denote
the nodes at level n. Note that Kn is a 2
Jn-valued random variable taking non-
empty values (i.e., Kn is a non-empty subset of Jn).
Assumption 6.2.1. We assume that µ is continuous and spherically symmetric
in Rd, that is,
µ(x) = µ(y) if ||x|| = ||y||,
has a finite covariance matrix and that its distribution function is continuous and
decreasing, that is,
µ(x) ≤ µ(y) if ||x|| ≥ ||y||.
Also, ||.|| indicates an L2 norm on Rd unless indicated otherwise.
We use the following notation for convolutions of µ
µ(n+1)(A) :=
∫
Rd
µ(n)(x+ A)µ(dx) , n ∈ N ,
where µ(1) := µ.
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For q ∈ [1,∞), let
M (q)µ :=
∫
||x||q µ(dx) .
6.3 Main Results
The main results are the following:
Proposition 6.3.1. Under Assumption 6.2.1, and if M
(q)
µ < ∞ for some q > 2,
then for any x0 ∈ R,
min
i∈Kn
||Zni − x0|| →n→∞ 0 , P− a.s.
Proposition 6.3.2. Let Assumption 6.2.1 hold. If M
(q)
µ < ∞ for some q > 4,
then for any ball B,
sup
x∈B
d(x, Ln) −−−→
n→∞
0 , P− a.s. ,
where d denotes the Euclidean distance. If M
(q)
µ <∞ for some q > 5, then for any
K > 0,
sup
||x||≤K√n
d(x, Ln) −−−→
n→∞
0 , P− a.s.
The proof of Propositions 6.3.1 and 6.3.2 relies on the following lemma
which can be obtained by an inductive argument by conditioning on F1, i.e. the
branching variables in step 1.
161
Lemma 6.3.1. Define the operator T on the space of bounded, Borel measurable
functions f on Rd by
Tf(x) :=
m∑
k=1
pk
(
µ[f ](x)
)k
,
where
µ[f ](x) :=
∫
Rd
f(y)µ(x+ dy) , x ∈ Rd ,
and µ(x+ ·) denotes the translation of the measure µ by x. Let T n denote the n-th
power of the operator T . Then, for any bounded Borel map f : Rd → R,
E
[ ∏
k∈Kn
f(Znk )
∣∣∣∣ Y 10 = x
]
= T n−1f(x) ,
where E is the expectation operator in (Ω,F,P).
For ε < 1
2
, let hε = IBε(0), where I stands for the indicator function and
Bε(0) stands for a ball of radius ε centered at 0. Note then that
P
(
min
i∈Kn
||Zni || > ε
∣∣∣ Y 10 = x) = T n−1(1− hε)(x) .
Hence, in order to establish Proposition 6.3.1, it is enough to show that for some
sequence εn → 0, ∞∑
n=1
T n(1− hεn)(x) <∞ . (6.3)
Remark 6.3.1. Since 0 ≤ µ[1− hε](x) ≤ 1, for x ∈ Rd, it follows that
T n(1− hε) ≤ T˜ n(1− hε) ,
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where T˜ is the operator
T˜ f(x) := p1µ[f ](x) +
m∑
k=2
pk
(
µ[f ](x)
)2
= p1µ[f ](x) + (1− p1)
(
µ[f ](x)
)2
,
Thus it is sufficient to prove Lemma 6.3.1 for a 2-branching tree, for which each
node has two descendants with probability p > 0 and one descendant with probability
1− p, i.e., for the operator
Tf(x) = p
(
µ[f ](x)
)2
+ (1− p)µ[f ](x) , p ∈ (0, 1] .
6.4 Technical Results
We proceed by establishing a series of lemmas.
We first provide a proof of the crucial Lemma 6.3.1.
Proof. We prove this using induction. For n = 2, consider
E
[∏
k∈K2
f(Z2k)
∣∣∣∣ Y 10 = x
]
= EF1 E
[∏
k∈K2
f(Z2k)
∣∣∣∣ Y 10 = x,F1
]
Since F1 provides us information on the number of children, let that number be
k∗. Then,
EF1 E
[∏
k∈K2
f(Z2k)
∣∣∣∣ Y 10 = x,F1
]
= EF1 E
[
k∗∏
k=1
f(Y 2k + Y
1
0 )
∣∣∣∣ Y 10 = x,F1
]
= EF1
k∗∏
k=1
E
[
f(Y 2k + x)
∣∣∣∣ Y 10 = x,F1
]
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Tree of depth n centered at 0
Y0
1
Z Z 21
2
1
= 0
Figure 6.1: Induction to prove Lemma 6.3.1.
by the independence of the second step displacements given the position at the
first step. Further, due to the symmetry of the Y 2k variables and by our definition
of µ[f ](x), it follows that
EF1
k∗∏
k=1
E
[
f(Y 2k + x)
∣∣∣∣ Y 10 = x,F1
]
= (µ[f ](x))k
∗
.
Taking expectation over the number of children, we get
E
[∏
k∈K2
f(Z2k)
∣∣∣∣ Y 10 = x
]
=
m∑
k=1
pk
(
µ[f ](x)
)k
= Tf(x).
Now, for the inductive step, we assume that the result is true for trees of depth
n− 1, and we consider a depth n tree as k∗ trees of depth n− 1 branching out of
the initial location Y 10 . Please see Figure 6.1 for an illustration.
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Again, by conditioning on F1, we have
E
[ ∏
k∈Kn
f(Znk )
∣∣∣∣ Y 10 = x
]
= EF1 E
[ ∏
k∈Kn
f(Znk )
∣∣∣∣ Y 10 = x,F1
]
Note that conditioned on the number of branching variables of the first
node (k∗), the product in the above equation is a product of k∗ independent trees,
each of depth n− 1, and distributed identically about Z2k 1 ≤ k ≤ k∗. Thus,
E
[ ∏
k∈Kn
f(Znk )
∣∣∣∣ Y 10 = x
]
= EF1
k∗∏
k=1
E
[
T n−1f(Z2k)
∣∣∣∣ Y 10 = x,F1
]
= EF1(E
[
T n−1f(Z2k)
∣∣∣∣ Y 10 = x,F1
]
)k
∗
.
Also, as E
[
T n−2f(Z2k)
∣∣∣∣ Y 10 = x,F1
]
= µ[T n−2f ](x), it follows that
E
[ ∏
k∈Kn
f(Znk )
∣∣∣∣ Y 10 = x
]
=
m∑
k=1
pk
(
µ[T n−2f ](x)
)k
= T n−1f(x).
We show that the non-decreasing property of the measure is preserved under
convolutions.
Lemma 6.4.1. Under Assumption 6.2.1, for fixed ε > 0 and n ∈ N, x 7→
µ(n)[hε](x) is non-increasing with ||x|| in Rd.
Proof. We prove the above for µ on R and note that this proof can be extended
immediately to higher dimensions by defining integrations in Rd as a sequence of
integrations along smaller dimensions. (For example, µ on R2 can be proved by
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considering one-dimensional integrals for each point on the other dimension, and
showing that the inner integral is negative for each point.)
(i) µ(n) is symmetric: By induction, this is true for n = 1 and assumed to
be true for n− 1.
µ(n)(x) =
∫
R
µ(n−1)(y)µ(x− y)dy =
∫
R
µ(n−1)(−y)µ(x+ y)dy =
∫
R
µ(n−1)(y)µ(x+ y)dy
= µ(n)(−x).
(ii) µ(n)(x) ≤ µ(n)(y) if ||x|| ≥ ||y||. : Since µ is symmetric, continuous and non-
increasing, it follows that µ(1) (first derivative) exists almost everywhere and it is
an odd function.
Let x > 0, we show that µ
(1)
(n)(x) ≤ 0 (i.e the derivative is negative).
µ
(1)
(n)(x) =
∫
R
µ(n−1)(y)µ
(1)(x− y)dy =
∫ −x
−∞
µ(n−1)(y)µ
(1)(x− y)dy +
∫ x
−x
µ(n−1)(y)µ
(1)(x− y)dy
+
∫ 3x
x
µ(n−1)(y)µ
(1)(x− y)dy +
∫ ∞
3x
µ(n−1)(y)µ
(1)(x− y)dy
(6.4)
Since - term 1 > term 4 and - term 2 > term 3 (Figure 6.2), it follows that
for any positive x, the derivative at x µ
(1)
(n)(x) is negative, and our claim follows.
We need the following estimate:
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Term 1
Term 2
Term 3 Term 4
x
−x 3x
Figure 6.2: Evaluation of µ
(1)
(n)(x) .
Lemma 6.4.2. For ε > 0, define recursively
̺1 := 1 + p− pµ[hε](0)
̺n := 1 + p− p̺1 · · ·̺n−1µ(n)[hε](0) , n = 2, 3, . . .
(6.5)
Then, for all n ∈ N,
T n(1− hε)(x) ≤ 1− ̺1 · · · ̺nµ(n)[hε](x)
= 1− ̺np−1(1 + p− ̺n)
µ(n)[hε](x)
µ(n)[hε](0)
, ∀x ∈ R . (6.6)
Also
̺n ∈ [1, 1 + p] , ∀n ∈ N .
Proof. We use the identity (1 − y)2 = 1 − (2 − y)y, along with the fact that
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µ(n)[hε](x) ≤ µ(n)[hε](0), for all x ∈ R. Thus,
T (1− hε)(x) = p
(
1− µ[hε](x)
)2
+ (1− p)(1− µ[hε](x))
= 1−
[
p
(
2− µ[hε](x)
)
+ 1− p
]
µ[hε](x)
≤ 1−
[
p
(
2− µ[hε](0)
)
+ 1− p
]
µ[hε](x)
= 1− ̺1µ[hε](x) ,
and since (2 − ̺1) = µ[hε](0), (6.6) holds for n = 1. Proceeding by induction,
suppose that (6.6) holds for n− 1. Then we have
T n(1− hε)(x) = p
(
µ
[
T n−1(1− hε)
]
(x)
)2
+ (1− p)
(
µ
[
T n−1(1− hε)
]
(x)
)
≤ p
(
µ
[
1− ̺1 · · · ̺n−1µ(n−1)[hε]
]
(x)
)2
+ (1− p)
(
µ
[
1− ̺1 · · · ̺n−1µ(n−1)[hε]
]
(x)
)
= p
(
1− ̺1 · · · ̺n−1µ(n)[hε](x)
)2
+ (1− p)
(
1− ̺1 · · · ̺n−1µ(n)[hε](x)
)
= 1−
(
p
(
2− ̺1 · · · ̺n−1µ(n)[hε](x)
)
+ (1− p)
)
̺1 · · · ̺n−1µ(n)[hε](x)
≤ 1−
(
p
(
2− ̺1 · · · ̺n−1µ(n)[hε](0)
)
+ (1− p)
)
̺1 · · · ̺n−1µ(n)[hε](x)
= 1− ̺1 · · · ̺nµ(n)[hε](x) ,
and since p̺1 · · · ̺n−1µ(n)[hε](0) = 1 + p− ̺n, the last equality in (6.6) also holds.
Lastly by (6.6),
0 ≤ 1− ̺1 · · · ̺n−1µ(n−1)[hε](x),
and hence
0 ≤ µ
[
1− ̺1 · · · ̺n−1µ(n−1)[hε]
]
(0),
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which yields
0 ≤ 1− ̺1 · · · ̺n−1µ(n)[hε](0). (6.7)
Combining (6.6) and (6.7) we obtain 1 ≤ ̺n as ̺n = 1+p(1−̺1 · · · ̺n−1µ(n)[hε](0)).
Thus, since the ̺is are positive, it follows that
0 ≤ 1− ̺1 · · · ̺n−1µ(n−1)[hε](x) ≤ 1 ,
and by applying the same technique as in Equation 6.7 it follows that 1 ≤ ̺n ≤
1 + p.
We borrow a result from [75] [Theorem 6.2].
Lemma 6.4.3. Let µ be probability measure on Rd. Then, there exists a constant
Cd, independent of µ, such that for any b > 0
sup
z∈Rd
µ(n)
(
Bb/2(z)
) ≤ C0b
nd/2
.
We also need the following estimate.
Lemma 6.4.4. For each K > 0 there exists a constant Cd(K) ∈ (0, 1) and
N2(K) ∈ N, such that for all n ≥ N2(K), and ε ∈ (0, 1)
µ(n)[hε](x) ≥ C2(K)ε
nd/2
, ∀||x|| ≤ K√n .
Thus in view of Lemma 6.4.3, for some constant C˜d(K) ∈ (0, 1),
inf
||x||≤K√n
{
µ(n)[hε](x)
}
≥ C˜2(K)µ(n)[hε](0) , ∀n ≥ N2(K) , ∀ε ∈ (0, 1) .
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Proof. Note that
µ(n)[hε](x) =
∫
Bε/2(x)
µ(n)(dy) .
Hence, since µ[hε](x) is symmetric and non-increasing in ||x|| ∈ [0,∞), we obtain∫ (K+1)√n
K
√
n
µ(n)(dy) ≤ C˜dn
d/2
ε
µ(n)[hε](K
√
n)
= C˜d
nd/2
ε
inf
||x||≤K√n
{
µ(n)[hε](x)
}
(6.8)
by considering the d-dimensional annular region, and covering them by C˜d
nd/2
ε
balls each of radius ε/2. Since the measure over each ball decreases wit increasing
distance from the origin, the measure over the above balls are upper-bounded by
the measure over the ball at a point that is K
√
n away from the origin.
Therefore, since by the Multidimensional Central Limit Theorem [82]∫
K
√
n≤||y||≤(K+1)√n
µ(n)(dy) −−−→
n→∞
1√
2πσµ
∫
K≤||y||≤K+1
e
− y2
2σ2µ dy , (6.9)
and the RHS of Equation 6.9 is a constant, the result follows by (6.8) and Lemma 6.4.3.
Lemma 6.4.5. There exists C1 > 0, such that for each fixed ε > 0, the sequence
{̺n} defined in Lemma 6.4.2 satisfies
δˆk,ℓ := min
k≤j≤k+ℓ−1
{
̺k − 1
} ≤ C1
ℓ
(
log(k + ℓ)− log(ε) + log(ε+ σµ)
)
, ∀k, ℓ ∈ N .
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Proof. Let δn := ̺n − 1, for n ∈ N. Since ̺n ≥ 1, then by (6.5) and Lemma 6.4.4
we obtain
1 ≥ ̺1 · · · ̺k+ℓ−1µ(k+ℓ)[hε](0)
≥ µ(k+ℓ)[hε](0)
[ ∏
k≤j≤k+ℓ−1
(
1 + δj
)]
≥ C˜dε
(
1 + δˆk,ℓ
)ℓ
(k + l)d/2
(6.10)
Using the inequality (1 + y) ≥ ey log 2, for y ∈ [0, 1], we obtain from (6.10)
εeℓδˆk,ℓ log 2
(ε+ σµ)
√
54(k + ℓ)
≤ 1 , (6.11)
and the result follows by (6.11).
We now combine the different estimates in the Lemmas to derive the fol-
lowing.
Theorem 6.4.1. Suppose that
∫ ||x||qµ(dx) <∞, for some q ∈ [2,∞). Let εn = 1n .
Then for each α ∈ (0, 1
2
) and K > 0, there exists N0 = N0(α,K) > 0 such that,
for all n ≥ N0,
sup
||x||≤K√n
{
T n(1− hεn)(x)
}
≤
(
1− p
2
C˜2(2K)
)nα˜
+
( 2
Knα
)q
M (q)µ ,
where α˜ := 1
2
− α, and C˜d is the constant in Lemma 6.4.4.
Proof. Fix n ∈ N, and apply Lemma 6.4.5 to the sequence {̺k}, which is computed
relative to ε = 1
n
. Then for some k˜ = k˜(n) satisfying n−2[nα˜] ≤ k˜ ≤ n−[nα˜]−1,
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it holds
̺k˜ − 1 ≤
C3[
nα˜
](log(n)− log(εn))
≤ 2C3 log(n)[
nα˜
] . (6.12)
Let N0 > 0 be large enough so as to satisfy
N0 − 2N α˜0 ≥ N2(2K) (6.13a)
log(N0)[
N α˜0
] ≤ p
4(1− p)C3 , (6.13b)
where N2 is the constant in Lemma 6.4.4. By Lemma 6.4.4 and (6.13a), we obtain
inf
||x||≤2K√n
{
µ(k˜)[hεn](x)
}
≥ C˜d(2K)µ(k˜)[hεn](0) , ∀n ≥ N0 (6.14)
Therefore, (6.6) together with (6.12) (6.13b), and (6.14), yields
inf
||x||≤2K√n
{
T k˜(1− hεn)(x)
}
≤ 1− ̺k˜p−1(1 + p− ̺k˜)
µ(k˜)[hεn ](x)
µ(k˜)[hεn](0)
= 1− (1− p−1(̺k˜ − p)(̺k˜ − 1))µ(k˜)[hεn ](x)µ(k˜)[hεn](0)
≤ 1− 1
2
C˜2(2K) . (6.15)
Let g(x) := px2 + (1− p)x. Applying Jensen’s inequality, we obtain
T n(1− hεn)(x) = g
(
µ
[
T n−1(1− hεn)
]
(x)
)
≤ µ
[
g
(
T n−1(1− hεn)
)]
(x)
...
≤ µ(n−k˜)
[
g(n−k˜)
(
T k˜(1− hεn)
)]
(x) , (6.16)
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where g(k) stands for the k-fold composition of g. Since g(k)(z) ≤ (1 − p + pz)kz
for all z ∈ [0, 1], and using (6.15), we obtain for ||x|| ≤ K√n,
µ(n−k˜)
[
g(n−k˜)
(
T k˜(1− hεn)
)]
(x) =
∫
g(n−k˜)
(
T k˜(1− hεn)(x− y)
)
µ(n−k˜)(dy)
≤ sup
||x||≤2K√n
{
g(n−k˜)
(
T k˜(1− hεn)(x)
)}
+
∫
||y||≥2K√n
µ(n−k˜)(dy)
≤
(
p sup
||x||≤2K√n
T k˜(1− hεn)(x) + (1− p)
)n−k˜
+
1(
K
√
n
)q ∫ ||y||qµ(n−k˜)(dy)
(6.17)
by the application of Chebyshev’s Inequality for ||y||. Also, by the application of
Minkowski’s inequality for identically distributed random variables ( E(||∑n−k˜i=1 Xi||q) ≤
(n− k˜)q E(||X1||q) we have,
µ(n−k˜)
[
g(n−k˜)
(
T k˜(1− hεn)
)]
(x) ≤
(
1− p
2
C˜2(2K)
)n−k˜
+
(n− k˜)qM (q)µ(
K
√
n
)q
≤
(
1− p
2
C˜2(2K)
)nα˜
+
( 2
Knα
)q
M (q)µ , (6.18)
and the result follows by (6.16)–(6.17).
6.5 Proofs of Main Propositions
The first part of Proposition 6.3.1 follows by Theorem 6.4.1 and the Borel-
Cantelli Lemma.
To prove Proposition 6.3.2, let B be a bounded ball. For n ∈ N, let Bn be
a collection of points in B such that d(x,Bn) ≤ 12n , for all x ∈ B. Since Bn can be
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chosen so that its cardinality |Bn| ∼ n, we have
P
( ⋃
x∈Bn
d(x, Ln) >
1
n
)
=
∑
x∈Bn
T n(1− hεn)(x)
≤ n
(
sup
x∈B
T n(1− hεn)(x)
)
. (6.19)
Thus a triangle inequality yields
P
(
sup
x∈B
d(x, Ln) >
2
n
)
≤ n
(
sup
x∈B
T n(1− hεn)(x)
)
, (6.20)
and since, by Theorem 6.4.1, the right hand side of (6.20) is summable when
M
(q)
µ <∞ for some q > 4, we obtain
sup
x∈B
d(x, Ln)→ 0 , P− a.s. .
Choosing B˜n such that d(x, B˜n) ≤ 12n , on {x : ||x|| ≤ K
√
n}, and repeating the
argument in (6.19)–(6.20), we obtain
sup
||x||≤K√n
d(x, Ln)→ 0 , P− a.s. .
In particular, we allow the distances to reduce to 0 at the rate of 1
n
. If we
allow for a slower rate of decay to zero, i.e. 1
nδ
for some small δ > 0, we can merely
assume a moment to exist for some q > 2.
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Chapter 7
Conclusion
Routing and broadcasting are two important communication primitives in
any network. Sensor and wireless ad-hoc networks are characterized by a large
number of nodes with low computational/memory capabilities and interact with
their local neighbors by means of their wireless transceivers. In such networks, it
is important that these primitives be designed accommodating the network limi-
tations while at the same time providing beneficial properties such as
• Robustness: The schemes should perform well even when some nodes die or
have incorrect routing information.
• Scalability: The performance of the scheme should not deteriorate with in-
creasing size of the network, i.e. should be easily adaptable if the network’s
size increased.
• Low Complexity: The algorithms should be simple and not be computation
or memory intensive.
• Throughput and Delay: The schemes should provide as high data rates as
allowed by the network and also have as low a latency as possible.
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In this dissertation we consider schemes for both routing and broadcasting
in such networks where nodes have very limited information, and develop schemes
that are robust, scalable, throughput/delay optimal and of low complexity.
In the context of point-to-point routing, we consider greedy geographic
routing that perform packet forwarding based on their geographic locations. In
Chapter 2 we show that even when the nodes have very limited or erroneous
geographic information, the routing delays are only increased by a constant factor,
as well as the throughput which is also only diminished by a constant factor. Thus
these results show that greedy schemes do not suffer significant degradations in
throughput or delay in the presence of routing errors and are robust.
In Chapter 3, we consider a network where there may be regions of dead
nodes (“holes”) and demonstrate a greedy forwarding based algorithm RANDOMWAY
that operates without the knowledge of the position of holes while still operating
on the optimal throughput-delay curve. We also demonstrate an algorithm RAN-
DOMSPREAD that performs load balancing over the network when non-uniform
traffic demands are made. In the light of our results in Chapter 2, these algorithms
indicate that it is possible to construct robust routing schemes that are low com-
plexity, but still providing good delay and throughput behavior even in anisotropic
networks with non-uniform traffic.
In Chapter 4, we extend the class of holes and allow for truly arbitrary
traffic demands and provide two algorithms RandHT and RandLLB that operate
under these constraints. RandHT is a randomized hole traversal algorithm that is
demonstrated to perform well even when the network is anisotropic with a large
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number of holes of various sizes. RandLLB is a randomized localized load balancing
algorithm that spreads the traffic between a source and a destination over the
appropriate region to support any traffic demand that is supportable (by any other
scheme).
In the context of broadcasting, in Chapter 5, we study the role of informa-
tion in the delay performance of some broadcast schemes. We demonstrate that
without memory or geographic information, the transmission overheads are enor-
mous to achieve good delay performances. We also provide two algorithms that
operate with coarse geographic knowledge, and limited memory of previous mes-
sages that significantly reduce the transmission overheads to achieve good delays.
The analysis of broadcast without any information requires the study of
random branching processes, and in Chapter 6 we demonstrate a limit theorem
that describes the density of the spatial process. This result has applications in
the study of broadcasting messages over planar networks.
Thus, the main theme of this dissertation is the design and analysis of
routing and broadcasting schemes in large networks with nodes that have very
low complexity and limited memory. The results in this dissertation argue that
even with a small amount of geographic information at the nodes it is possible to
improve the performance of broadcasting and routing in networks significantly.
An important area of future work is to implement these algorithms as part
of a complete routing/broadcasting protocol and to test their performance in sensor
test-beds and real networks.
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