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Handi Pramanda Putra 
ABSTRAK 
Jaringan Residual Network (ResNet) dikembangkan oleh peneliti dari 
Microsoft research. Model jaringan ini memperoleh peringkat pertama dalam 
kompetisi klasifikasi image ILSVRC pada tahun 2015 dengan akurasi 96,43%. 
Jaringan yang digunakan pada model ini memiliki 50 lapisan. Model ResNet 
memperkenalkan blok baru yang dikenal dengan blok residual. Karakteristik 
Jaringan saraf residual memanfaatkan koneksi skip, atau jalan pintas untuk 
melompati beberapa layer. Sehingga layer – layer tersebut dapat menyalin inputnya 
pada layer selanjutnya. Model-model khas ResNet ini diimplementasikan dengan 
lompatan satu layer. Motivasi untuk melakukan skip/melompati 1 lapisan adalah 
untuk menghindari masalah hilangnya gradien, dengan menggunakan kembali 
aktivasi dari lapisan sebelumnya. Pada penelitian ini dilakukan menggunakan 
model arsitektur Resnet50 yang sudah dimodifikasi dengan menggunakan dataset 
citra makanan. Modifikasi dilakukan dengan membuat fully-connected layer secara 




Kata kunci : Residual Network, makanan, epoch, adam optimizer 
ABSTRACT 
The Residual Network (ResNet) was developed by researchers from 
Microsoft research. This network model was ranked first in the ILSVRC image 
classification competition in 2015 with an accuracy of 96.43%. The network used 
in this model has 50 layers. The ResNet model introduces a new block known as a 
residual block. Characteristics Residual neural networks make use of skip 
connections, or shortcuts to jump over multiple layers. So that these layers can copy 
their input to the next layer. ResNet's signature models are implemented in single 
layer hops. The motivation to skip 1 layer is to avoid the gradient loss problem, by 
reusing the activation from the previous layer. This research was conducted using 
a modified Resnet50 architectural model using a food image dataset. Modifications 
were made by manually creating a fully-connected layer and testing was done with 
an epoch of 100 and using the Adam optimizer. 
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