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Abstract
The Ginzburg{Landau equation which describes nonlinear modulation of
the amplitude of the basic pattern does not give a good approximation when
the Landau constant (which describes the inuence of the nonlinearity) is small.
In this paper a derivation of the so{called degenerate (or generalized) Ginzburg{
Landau (dGL) equation is given. It turns out that one can understand the dGL{
equation as an example of a normal form of a co{dimension two bifurcation for
parabolic PDEs. The main body of the paper is devoted to the proof of the
validity of the dGL as an equation whose solution approximate the solution of
the original problem.
1 Introduction
In many experimental situations in uid dynamics [4], [36], [9], [35], chemical reac-
tions, combustion and population dynamics [22], [2], [16] it was observed that when
the control parameter R lies close to its critical value R
c
(i.e. when the basic state
loses its stability), a state with a periodic or quasiperiodic structure appears.
The dynamics of the bifurcation are described by the following amplitude (Landau)
equation:
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This equation is obtained by imposing in the original system the periodicity condition
U(x; t) =
P
1
n= 1
U
n
(t) exp(ink
c
x), using the fact that U
1
is the most unstable mode
(Re[(k
c
)] is small; Re[(k
c
)] > Re[(k)]) and applying e.g. the center manifold
reduction. The coecients of (1) can be explicitly found in any particular problem
under consideration (see for instance [4]). In the classical (supercritical) case one
assumes the real part of (k) to be positive and of order 
2
around the critical wave
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negative, of order one. Then in the original equation using the natural scaling and
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one nds the Ginzburg-Landau equation
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where the coecients are in general complex, U
b
is the basic state; X and T are long
space and time variables (T = 
2
t, X = x).
This equation is well{known [13], [25], [33] and its solutions have been extensively
studied (see [7] and references therein). Much work has been done on the ques-
tion of the validity of (3) in one{ and multidimensional situations [5], [17], [28], [29],
[30], [1], [32]. Equation (3) can be viewed as the normal form for a co{dimension one
bifurcation for parabolic PDEs.
From (1) it is easy to see that when Re[] is small, higher order terms should be
taken into consideration [14]. This situation is not exceptional; evidence of this kind
was found in [26] | for the Plane Poiseuille ow, in [12] | for the Jerey{Hamel ow
in a divergence channel, in [6] | for the tree{dimensional Poiseuille ow, in [34] | in
the Blasius boundary{layer ow, in [23], [4] | for the Taylor{Couette ow between
counter{rotating cylinders, in [21] | for the double diusive convection. For more
examples see [14] and [15].
Varying a second control parameter  (the angle of divergence of a channel in the
Jerey{Hamel ow or the Prandtl number in the Poiseuille ow) in the system one
reaches the situation when zeros of Re[(k)] lie as close to the critical wave number
k
c
as one would wish.
In [15] Fujimura and Kelly investigated stably stratied plane Poiseuille ow in a
horizontal channel of innite extent in both horizontal directions. It is remarkable
that in this case the sub{critical bifurcation persists for most values of the Prandtl
number and by changing the Rayleigh number one can get even higher order degen-
erations.
It is clear from (1) that in order to get a full bifurcation picture when the Landau
constant is small (Re[] =


0

2
, where  is a small parameter and


0
is a constant)
one has to take  to be of order 
2
. In this paper the case of real coecients will
1
Here we suppose that a transformation x! x+ !
1
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1
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be considered which arises when the original system is invariant under the reection
(x !  x). This is for example the case in the reaction{diusion systems. Using
natural scaling in this kind of systems and varying the amplitude
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one gets
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This equation was rst proposed in [14] and was called the degenerate Ginsburg{
Landau equation (dGL). A lot of work was done to study the solutions of the equa-
tions of this type. Periodic solutions and their stability in sub{critical (Re[
0
] < 0,
Re[


0
] > 0) and super{critical (Re[
0
] > 0, Re[


0
] < 0) cases were considered in [14];
periodic and quasiperiodic solutions in the sub{critical case and


0
= 0 in [8]; singular
heteroclinic orbits | in [19]; plane waves and their stability | in [18]. There is a
number of papers investigating the solutions of (5) without gradient terms (i.e. when


1
=


2
= 0), see for instance [3] and review paper of Saarloos and Hohenberg [27]
and references therein.
The aim of this paper is to prove the validity of this kind of equations in the case of
real coecients. Let us note that the case when the coecients are not real brings
out additional diculties involving for instance dierent time scaling for the phase
and the amplitude (see [14]).
Remark. One can skip this diculty and automatically extend our validity re-
sult by weakening the condition for system being reection symmetric to demanding
both: real and imaginary parts of the Landau constant to be of order 
2
which can
be achieved by e.g. varying some extra parameter in the system.
In the second section of the paper the derivation of the dGL{equation in the Fourier
space will be given and the nature of all, including the "hidden" [14] coecients


1
,


2
in front of the gradient terms, will be demonstrated. In the third section the
functional spaces to work in will be discussed. Next the existence and uniqueness of
the solution for the Fourier transformed version of the dGL{equation will be shown.
The question of global existence of solutions of the Cauchy problem for the equation
of the type (5) were considered in [11], [10].
Finally the main theorem will be formulated which states that if the solution of the
Fourier transformed dGL exists until the time T
0
, then there exists a unique solution
of the Fourier transformed version of the original problem and it is well approximated
by the solution of the Fourier transformed dGL in the chosen norm which immedi-
ately can be reduced to the long{term validity result in the physical space.
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To prove the validity the xed point argument for the map dened by the equation
for the error will be used, which is a standard method in dealing with this kind of
problems [17].
Let us mention some additional complications on the way:
 The absence of the spectral gap due to the continuity of the spectrum. To deal
with it we will use the technique developed in [1], [28], [29].
 The mere distinction between critical and non{critical modes as was done in
the proofs for the validity of the GL equation ( see for example [28], [1]), is not
good enough anymore.
 The order of the arising time{dependent linear terms must be rened.
 The more complicated structure of the nonlinearity in the error equation must
be taken into consideration.
2 Derivation of the amplitude equation.
We will study here the solutions of the class of nonlinear PDEs in one space variable
x 2 ( 1;1), t  0 which are of the form
@U
@t
= L(U) +N(U) (6)
where L is a real linear elliptic dierential operator of order 2d in x, with constant co-
ecients containing some control parameters R and . N(U) are quadratic nonlinear
terms. They are of the structure
N(U) = P (U
2
) (7)
where P is again an real linear dierential operator of order ` in x, with constant
coecients. This choice of nonlinear terms is made to demonstrate the essence of the
phenomena and to avoid some computational complications. The generalization of
N(U) to an operator of the form
m
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with P
(j)
k
, Q
(j)
k
liner operators, can be easily done. The only requirement made
here is that the symbols of linear operators are polynomial in k with real coecients
smoothly dependent on control parametersR and , and the natural requirement that
the symbol of the linear operator is of higher order polynomial than the multiplication
of symbols of operators P
j
and Q
j
in the nonlinear part. Let U
b
be a basic state of (6)
(We can take U
b
= 0). Linearization around this state gives in the (k;R){plane a
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neutral parabola{like stability curve (k;R) = 0 with a minimum in (k
c
; R
c
). We are
interested in what is going on around this minimum R = R
c
 
2
, i.e. in the case of
super{ or of sub{critical bifurcations.
We will work with the Fourier{transformed version of (6)
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= (k)  + (k)   ; (9)
where (t; k) denotes the Fourier{transform of U(x; t) :  = F(U), and (k), (k)
are symbols of the operators L and P respectively.
As mentioned in the introduction an appropriate approximation in physical space
is of the form
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approximation (11) into (9) provides us with the following relations for the rst four
amplitudes :
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with A
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(K;T ) = A
m
( K;T ); Res
j
are of order one and express the corresponding
higher order terms. One can easily write down the equations for A
 1
, A
 2
, A
 3
simply
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by changing signs of the indexes. Through this paper  should be understood as a
convolution in the natural variable domain, i.e. K in the last formula. Expanding (14)
and expressing everything in terms of the critical amplitude A
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we get :
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From (15) one sees that all non{critical modes are slaved to the critical one A
1
.
The equation for the critical mode shows that the condition for the Landau constant
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in order to get a full bifurcation picture one has to take  of order 
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In the physical space it corresponds to the so{called degenerate Ginzburg{Landau
equation (dGL) [14], [8] of the form:
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The coecients in front of the nonlinear gradient terms can be called "hidden" coe-
cients in a sense that the knowledge of all coecients of the Landau amplitude equa-
tion does not permit to dene all coecients of the modulation equation through the
algorithmic derivation [14]. It becomes obvious now what kind of properties one has
to ask from the operators L and N in order to get a certain type of degenerate equa-
tion. For example the equation without gradient terms, whose solutions were widely
studied in [27] corresponds to (in some sense) symmetry conditions f
0
0
= f
0
2
= 0.
Remark. Let us note that using the smallness of the Landau constant we could
write A
0
1
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1
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very beginning. This can be easily checked by straightforward calculations substitut-
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. From now on we will write A
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.
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3 Functional spaces.
The choice of the functional spaces to work in plays an important role in the proof of
the validity of the GL{type equations. They should be easy to handle and be large
enough to contain all interesting solutions such as periodic and quasiperiodic solutions
found in [14], [8], [18], pulse and kink like solutions found in [27], [24]. The earlier
results for the validity of GL{type equations show the development in the conditions
for the dimension of the problem and in the order of estimates as well as in the choice
of the functional spaces. See for instance [5], [17], [20], [28], [30], [29], [32], [1], [31].
Let us introduce a space of analytic functions, bounded in a strip S

with S

=
fz 2 C : jImzj  g, which was used in [17], [1]
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. The requirement of analyticity is not a strong restriction, as it
was shown in [37] that all solutions of semi{linear parabolic systems with essentially
bounded initial conditions become analytic in the strip with width #(t) which for
t < t
0
grows proportionally to t
2d
( with 2d the degree of the liner operator) and then
remains bounded. In this paper we will work with these spaces as far as they satisfy
both of our two requirements : they are convenient to work with and they are big
enough to include the most interesting solutions (see for instance [17]).
Let us dene so{called mode lters [1], [28] as follows. Let  be a smooth cut function:
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with some xed integer m  4. Using (k) one can extract important modes and in
some sense localize the problem of validity by introducing the following lters:
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It is obvious that it is not a projection and consequently the decomposition is not
unique. We will use the following properties.
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.
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The proofs are straightforward. For details one can consult [1], [17].
Let us dene the functional spaces B
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where the index "nc" is used for the noncritical modes (0,2,3).
4 Existence of solutions for the FdGL equation.
In order to prove the validity for the dGL equation we have to answer the question
about solvability of the FdGL equation, i.e. for (16) with initial conditions A
1
j
t=0
=
~
A
1
from B

and consequently for (15) with the rest of the initial conditions for
non{critical modes naturally produced by the system (15) (for instance A
0
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). Let us
formulate
Theorem 1 The Fourier transformed version of the dGL equation (16) with the ini-
tial conditions
~
A
1
in B

, has a unique solution in C([0; T
0
]! B

) for some T
0
> 0
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Proof of this statement can be given in a standard way, see e.g. [17], by rewrit-
ing (16) as an integral equation and applying the contracting mapping argument in
B = fA
j
jA
i
2 C([0; T
0
]! B

); j = 1g.
As we already mentioned in the introduction the question of the global existence
and uniqueness of the solutions for the dGL were considered for the Cauchy problem
with periodic boundary conditions in [11] and for the Cauchy problem on the real
line in [10] by applying the semi{group theory in the original physical space under
suitable conditions. Let us note that for the validity result one does not need the
global existence of solutions for which some special requirements for the coecients
of (66) were made in [11] and [10]. The validity statement only assures us that for the
time interval in which the solution of (66) exists it will give a good approximation to
the solution of the original problem.
5 The validity and the error estimates.
In this section the main theorem will be formulated and proved:
Theorem 2 Let the system (15) have an unique solution for T 2 (0; T
0
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0
> 0. Let
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be our approximation, then there exist C > 0 and a unique solution  2 B
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Fourier{transformed original problem (9) with the same initial conditions j
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As an obvious corollary of this theorem one gets the validity result for the equation
in the physical space with the following estimate
sup
t
T
0

4
sup
R
jU   U
GL
j  C
2
: (26)
Let us give the sketch of the proof. First we will write down the error equation
induced by 
GL
. We look for a solution of the form
 = 
GL
+ 
2
W; W j
t=0
= 0; (27)
where 
GL
has a structure given by (24). Substituting this in (9) one gets
@W
@t
= (k) W + 2(k) 
GL
W + 
2
(k)W W +
1

2
R(
GL
) (28)
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Using properties of the lters (lemmas 1,2,3), one deduces that P
1
(
GL
) = O(),
P
2
(
GL
) = O(
2
), P
3
(
GL
) = O(
3
) in the B

norm, which immediately gives us
the structure of the error : W = W
1
+ W
2
+ 
2
W
3
with P
1
W = W
1
, P
2
W = W
2
,
P
3
W = 
2
W
3
. Then one has the following system:
@W
0
@t
= 
0
(k) W
0
+ 2
0
(k) L
 1;1
+ 
2
2
0
(k)M
0
+ 
2
R
0
;
@W
1
@t
= 
4

1
(k) W
1
+ 2
1
(k) 
2
(L
1; 2
 1;2
+ L
0; 1
0;1
) + 
4
2
0
(k)M
1
+ 
4
R
1
;
@W
2
@t
= 
2
(k) W
2
+ 
2
(k) L
 1; 1
1;1
+ 
2
2
2
(k)M
2
+ 
2
R
2
;
@W
3
@t
= 
3
(k) W
3
+ 2
3
(k) L
 1; 2
1;2
+ 
2
2
3
(k)M
3
+ 
2
R
3
(29)
with W
j
j
t=0
= 0.
W
0
= w
0
; W
j
=
 
w
 j
w
j
!
for j 6= 0 (30)
L
l;m
i;j
=
 
A
l
 w
m
+A
m
 w
l
A
i
 w
j
+A
j
 w
i
!
N
l;m
i;j
=
 
w
l
 w
m
w
i
 w
j
!
(31)
L
i;j
= A
i
 w
j
+A
j
 w
i
N
i;j
= w
i
 w
j
M
0
= L
 2;2
+
1
2
L
0;0
+N
 1;1
+

0
0
(k)

0
(k)
K
0
L
 1;1
M
1
= L
2; 3
 2;3
+N
0; 1
0;1
+N
1; 2
 1;2
+

0
1
(k)

1
(k)
K
1
(L
1; 2
 1;2
+ L
0; 1
0;1
)
M
2
= L
1; 3
 1;3
+ L
0; 2
0;2
+
1
2
N
 1; 1
1;1
+

0
2
(k)
2
2
(k)
K
2
L
 1; 1
1;1
M
3
= L
0; 3
0;3
+N
 1; 2
1;2
+

0
3
(k)

3
(k)
K
3
L
 1; 2
1;2
(32)
From lemmas (1,2,3) and (14), (15) one obtains
Lemma 5 The inhomogeneous terms are of order one, i.e.
sup
t
T
0

4
jjR
j
jj
B

= O(1): (33)
Rewriting system (29) in integral form using the variation of constant formula and
the notations dened for lemma 4, one gets
W
0
=
R
t
0
E
0
(t  s)
n
2
0
(k) L
 1;1
+ 
2
2
0
(k)M
0
+ 
2
R
0
o
ds;
W
1
=
R
t
0
E
1
(t  s)
n
2
1
(k) 
2
(L
 2;1
+ L
0;1
) + 
4
2
0
(k)M
1
+ 
4
R
1
o
ds;
W
2
=
R
t
0
E
2
(t  s)
n

2
(k) L
1;1
+ 
2
2
2
(k)M
2
+ 
2
R
2
o
ds;
W
3
=
R
t
0
E
3
(t  s)
n
2
3
(k) L
1;2
+ 
2
2
3
(k)M
0
+ 
2
R
3
o
ds:
(34)
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We have to prove now that this system has a bounded solution on the long time scale
T
0
=
4
(for some T
0
> 0) when the solution of the equation (16), and consequently of
the system (15), exists and is bounded. In order to do this we will use a xed point
argument for a contractive map on a ball in C
h
0;
T
0

4
i
! B

with the center dened
by the inhomogeneous termsR = (R
0
;R
1
;R
2
;R
3
) which are of order one as specied
in lemma 5.
For the equations of the non{critical modes W
nc
= (W
0
;W
2
;W
3
) it is clear from
the form of (29) that if we suppose long{time boundedness for the critical modes
then it becomes easy to show that the rest of the modes will also be bounded due to
the fact that we have separated ourselves from the small (positive or negative) prob-
lematic part of the spectrum. The restrictions : (k)j
rangeP
0
, (k)j
rangeP
2
, (k)j
rangeP
3
are generators of exponentially damped semi{group (lemma 4) and consequently W
0
,
W
2
, W
3
will be of order one over any time{scale. From the equation for the critical
mode it is obvious that in order to get the
T
0

4
boundedness result for the solutions in
the second equation (29) one needs at least to get rid of the term L = (L
 2;1
+L
0;1
).
The smallness of the Landau constant is going to play a crucial role in the proof of
the following result:
Lemma 6 In the system (29) with the Landau constant of order 
2
the term
L = (L
 1;2
+ L
0;1
) is of order 
2
i.e.
jj(L
 2;1
+ L
0;1
)jj
B

= O(
2
): (35)
Proof To make notations of the proof easier we will splitW
j
= (w
 j
; w
j
) and consider
the system with the positive indices:
@w
0
@t
= 
0
(k) w
0
+ 2
0
(k) L
 1;1
+ 
2
2
0
(k)M
0
+ 
2
R
0
;
@w
1
@t
= 
4

1
(k) w
1
+ 2
1
(k) 
2
(L
 1;2
+ L
0;1
) + 
4
2
1
(k)M
1
+ 
4
R
1
;
@w
2
@t
= 
2
(k) w
2
+ 
2
(k) L
1;1
+ 
2
2
2
(k)M
2
+ 
2
R
2
;
@w
3
@t
= 
3
(k) w
3
+ 2
3
(k) L
1;2
+ 
2
2
3
(k)M
3
+ 
2
R
3
:
(36)
To get the result for the complete system one has to repeat the same procedure
for the part with negative sign. Let us rewrite the equations for the zero{ and the
second{mode as integral equations
w
0
=
R
t
0
E
0
(t  s)

2
0
(k)

L
 1;1
+ 
2
M
0

+ 
2
R
0

ds;
w
2
=
R
t
0
E
2
(t  s)


2
(k)

L
1;1
+ 2
2
M
2

+ 
2
R
2

ds:
(37)
Integrating the rst terms by part one gets
w
0
= 2f
0
(k)

L
 1;1

  2
R
t
0
E
0
(t  s) f
0
(k) [L
 1;1
]
0
ds
+ 
2
R
t
0
E
0
(t  s)R
0
ds+ 2
2
R
t
0
E
0
(t  s) 
0
(k)M
0
ds;
w
2
= f
2
(k) L
1;1
 
R
t
0
E
2
(t  s) f
2
(k) [L
1;1
]
0
ds
+ 
2
R
t
0
E
2
(t  s) R
2
ds+ 2
2
R
t
0
E
2
(t  s) 
2
(k)M
2
ds:
(38)
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Using (15) and (36) we have
h
L
1;1
i
0
= 4
1
(k)
2
A
1
 L + 2
4
[w
1
 S
1
+ 
1
(k)A
1
 w
1
+ 2
1
(k)A
1
M
1
+A
1
 R
1
]
h
L
 1;1
i
0
= 2
1
(k)
2

A
 1
 L+A
1
 L

+ 
4
[(w
 1
 S
1
+ w
1
 S
 1
) + 
1
(k)L
 1;1
+ 2
1
(k) (A
1
M
 1
+A
 1
M
1
) + (A
 1
R
1
+ A
1
 R
 1
)] ;
(39)
where S
1
denotes the right hand side of (16), S
 1
= S
1
and

L = L
 2;1
+ L
 1;0
. Let
us write

2
= 2 [w
1
 S
1
+ 
1
(k)A
1
 w
1
+ 2
1
(k)A
1
M
1
+A
1
 R
1
]

0
= (w
 1
 S
1
+ w
1
 S
 1
) + 
1
(k)L
 1;1
+ 2
1
(k) (A
1
M
 1
+A
 1
M
1
) + (A
 1
 R
1
+A
1
 R
 1
)
(40)
We are now in a position to consider L = A
 1
 w
2
+ A
2
 w
 1
+ A
1
 w
0
+ A
0
 w
1
which can be written using (15), (36), (38), (39), (40), as follows
L = f
2
(k)A
 1
 L
1;1
+ 2f
0
(k)A
1
 L
 1;1
+ f
2
A
1
A
1
 w
 1
+ 2f
0
A
 1
A
1
 w
1
+ 
2
A
 1
 [
R
t
0
E
2
(t  s) f2
2
(k)M
2
  f
2
(k)(4
1
(k)A
1
 L+ 
2

2
g ds]
+ 2
2
A
1
 [
R
t
0
E
0
(t  s)
n

0
(k)M
0
  f
0
(k)(2
1
(k)(A
1
 L+A
 1
L) + 
2

0
)
o
ds]
+ 
2
h
(S
2
 w
 1
+ S
0
 w
1
) +A
 1

R
t
0
E
2
(t  s)R
2
ds +A
1

R
t
0
E
0
(t  s)R
0
ds
i
:
Here S
0
, S
2
are terms in front of 
2
in the rst and the third equation in (15)
S
0
= 2 [f
0
0
K
0
A
1
A
 1
+ (f
0
f
2
f
 2
+ 2f
3
0
)A
1
A
1
A
 1
A
 1
)] ;
S
2
= f
0
2
K
2
A
1
A
1
+ 4(f
0
f
2
2
+ f
2
2
f
3
)A
1
A
1
A
1
A
 1
:
(41)
Now use the fact that the Landau constant is small, i.e. f
2
+2f
0
=


2
, then applying
the expansion of (13), one nds
L = 
2
c
h
V
1
+ 
2
V
2
+(L)
i
(42)
with
V
1
= 2

A
 1
A
1
 w
1
+

A
1
A
1
 w
 1
+ S
2
 w
 1
+ S
0
 w
1
  2A
 1

R
t
0
E
2
(t  s)
2
(k)M
2
ds  2A
1

R
t
0
E
0
(t  s)
0
(k)M
0
ds
+ A
 1

R
t
0
E
2
(t  s)R
2
ds +A
1

R
t
0
E
0
(t  s)R
0
ds
V
2
=  A
 1

R
t
0
E
2
(t  s)f
2
(k)
2
ds  2A
1

R
t
0
E
0
(t  s)f
0
(k)
0
ds
+ 2A
1
L
 1;1
f
0
0
K
0
+A
 1
L
1;1
f
0
2
K
2
(L) =  4
1
(k)
h
A
 1

R
t
0
E
2
(t  s)f
2
(k)A
1
 L ds
+ A
1

R
t
0
E
0
(t  s)f
0
(k)

A
1
 L+A
 1
 L

ds
i
(43)
Iterating (42) and using estimates of lemma 4 one easily gets that L = 
2
V
1
+

4
(V
2
+(V
1
))+h.o.t. with V
1
of order one which proves the lemma and gives us the
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higher order terms.
Using the result of the lemma one gets the following equation for the critical mode
@W
1
@t
= 
4

1
(k) W
1
+ 2
1
(k) 
4

V
1
+ 
2
(V
2
+(V
1
))

+ 
4
2
1
(k)M
1
+ 
4
R
1
(44)
or
@W
1
@t
= 
4

1
(k) W
1
+ 
4

B
1
(W ) + 
2
~
B
1
(W ) +
~
Q
1
(W;W )

+ 
4
~
R
1
; (45)
where
~
R
1
is an order one inhomogeneous term consisting of inhomogeneous terms
from (43) which are also of order one due to the lemma 4. In B
1
(W );
~
B
1
(W ) we
arrange time dependent linear parts according to corresponding orders and in
~
Q
1
nonlinear terms which can be explicitly expressed as
B
1
(W ) = 2
1

V
`
1
+ L
 2;3

~
B
1
(W ) = 2
1

V
`
2
+(V
`
1
) +

0
1
(k)

1
(k)
K
1
V
`
1

~
Q
1
(W;W ) = 2
1
(N
 1;2
+N
0;1
+ V
n
1
) ;
(46)
where V
`
j
and V
n
j
are respectively linear and nonlinear parts of V
j
. Let us now consider
the nonlinear part. We are ready to prove the following result:
Lemma 7 In the equation (45) due to the smallness of the Landau constant the
nonlinear terms are of order 
2
:
jj
~
Q
1
(W;W )jj
B

= O(
2
) (47)
Proof: Let us consider the highest order in the
~
Q
1
(W;W ){term:
~
Q
1
(W;W ) = 2
1
(k)(N
 1;2
+N
0;1
+ V
n
1
) + : : :
(15);(38)
=
= 2
1
(k)(N
 1;2
+N
0;1
+ f
2
(k)A
 1
 w
1
 w
1
+ 2f
0
(k)A
1
 w
1
 w
 1
) + : : :
= 2
1
(k)(2f
0
(k) + f
2
(k))(A
1
 w
1
 w
 1
+A
 1
 w
1
 w
 1
) + : : :
 2
1
(k)c(2f
0
+ f
2
)(A
1
 w
1
 w
 1
+A
1
 w
1
 w
 1
) + : : :
(48)
where 2f
0
+ f
2
= 
2

, which proves the lemma. Then one gets
@W
1
@t
= 
4

1
(k)W
1
+ 
4
B
1
(W ) + 
6
Q
1
(W;W ) + 
4
~
R
1
; (49)
where B
1
is dened in (46) and in Q
1
(W;W ) the nonlinear terms and the higher order
linear terms were collected using the results of the lemmas 6 and 7.
Using the notations introduced in lemma 4, (49) can be rewritten as follows:
W
1
= 
4
E
1
B
1
(W ) + 
4
E
1


2
Q
1
(W;W ) +R
1

; (50)
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and for non{critical modes we have
W
nc
= E
nc
B
nc
(W ) + 
2
E
nc
(Q
nc
(W;W ) +R
nc
) ; (51)
where the index "nc" corresponds to the vector with (0; 2; 3){components, for example
E
nc
= (E
0
; E
2
; E
3
) and
B
0
= 2
0
L
 1;1
Q
0
= 2
0
M
0
B
2
= 
2
L
1;1
Q
2
= 2
2
M
2
B
3
= 2
3
L
1;2
Q
3
= 2
3
M
3
(52)
Using the fact that non{critical modes are slaved by the critical ones (36,38), one can
map B
1
(W ) ! B
0
1
(W
1
) and B
nc
(W ) ! B
0
nc
(W
1
). Skipping primes, one can consider
B(W
1
) = (B
1
(W
1
);B
nc
(W
1
)) as operators of W
1
. So one obtains a system
W = EB(W
1
) + E


2
Q(W;W ) +R

(53)
with W = (W
1
;W
nc
) = (W
1
;W
0
;W
2
;W
3
), E = (
4
E
1
; E
nc
), Q = (Q
1
;Q
nc
) and
R = (R
1
;R
nc
).
From the form of our nonlinearity (32), (46) (52) and estimates of lemma 4 it is
obvious that
Lemma 8 Let Q be given by (46, 49 ,52); j = 0; 1; 2; 3; sup
t2[0;T
0
=
4
]
jjU
j
jj
B
  and
sup
t2[0;T
0
=
4
]
jjW
j
jj
B
  for some 0 <  < 1. Then there exists a constant C()
independent of  such that
sup
t2[0;T
0
=
4
]
jjQ(U;U) Q(W;W )jj
B


C

sup
t2[0;T
0
=
4
]
jjU
1
 W
1
jj
B

+ sup
t2[0;T
0
=
4
]
jjU
nc
 W
nc
jj
B



Csup
t2[0;T
0
=
4
]
jjU  W jj
B
:
(54)
Note that C is also depending on our 
GL
.
We have to show now that the operator Id   EB is long{time invertible with EB =
(
4
E
1
B
1
; E
nc
B
nc
). This result will be formulated as follows.
Lemma 9 There exists a constant c independent of  such that
sup
t
T
0

4
jj (Id  EB)
 1
gjj
B
 cjjgjj
B
: (55)
with g 2 C ([0; T
0
=
4
]! B).
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Proof of 9: We want to show that the operator (Id  EB) is a long{time invertible
operator, in other words, that for every given g 2 C ([0; T
0
=
4
]! B) there exists an
unique W = (W
1
;W
nc
) which is the solution of
(Id  EB)W = g: (56)
Let us construct the following iterative sequence
W
n+1
= g + EBW
n
; W
0
= 0; g = (g
1
; g
nc
): (57)
Our purpose is to show that this is a Cauchy sequence. Let us show rst that the
following estimate holds
jjW
n+1
1
 W
n
1
jj
B



c
1

4

n
max
8
<
:
t
n
n!
;
,(1  
`
2d
)t
n 
`
2d
,(n + 1 
`
2d
)
9
=
;
supjjg
1
jj
B

(58)
With 2d is the order of the linear part and ` is the maximal order of the nonlinearity.
We prove this by induction:
jjW
n+1
1
 W
n
1
jj
B

= 
4
jjE
1
B
1

W
n
1
 W
n 1
1

jj
B

 
4
R
t
0
jjE
1
(t  s)B
1
(W
n
1
 W
n 1
1
)jj
B

ds
 
4
c
0
R
t
0
max
n
1; (t  s)
 
`
2d
o
jjW
n
1
(s) W
n 1
1
(s)jj
B

ds
(59)
jjW
1
1
 W
0
1
jj
B

= jjg
1
jj
B

and jjW
2
1
 W
1
1
jj = (c
0

4
)max

t;
t
1 
`
2d
1 
`
2d

sup
t
T
0

4
jjg
1
jj
B

. The
above inequalities are obtained by repeatedly applying lemma 4 to the components
of the operator B
1
given by (46). By integration one gets (58).
Hence we proved that (57) is a Cauchy sequence which implies that there exists
W
?
1
= lim
n!1
W
n
1
and
sup
t
T
0

4
jjW
?
1
jj
B

= lim
n!1
sup
t
T
0

4
jjW
n
1
jj
B

 lim
n!1
P
n
j=0
sup
t
T
0

4
jjW
j
1
 W
j 1
1
jj
B

 lim
n!1
sup
t
T
0

4

P
n
m=0
(
c
1

4
t
)
m
m!
;
P
n
m=0
t
 
`
2d
 (1 
`
2d
)(c
0
t
4
)
m
 (m+1 
`
2d
)

jjgjj
B

 c sup
t
T
0

4
jjgjj
B
:
(60)
This proves the statement of the lemma for the critical mode. To complete the proof
for the slaved modes we set
W
nc
= g
nc
+ E
nc
B
nc
(W
1
)
and then the estimate
sup
tT
0
=
4
jjW
nc
jj
B

 c sup
tT
0
=
4
jjgjj
B
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proves the lemma.
Now we are able to invert the time dependent linear part
W = (Id  EB)
 1
E


2
Q+R

: (61)
For this equation we can apply a xed point argument. The map F

corresponding
to (61) from a ball with the center (Id  EB)
 1
ER (which is of order one according
to lemma 4,5 and 9)
F

: C
h
0; T
0
=
4
i
! B

! C
h
0; T
0
=
4
i
! B

is contracting due to the smallness of  and the results of lemmas 8 and 9.
By this we established the existence and uniqueness of order one solutions of (29).
However, as we already mentioned the decomposition ofW on (W
1
;W
nc
) is not unique
and our results do not imply the uniqueness of the error W . The uniqueness of W
follows from the uniqueness of the solutions of (9) with small initial conditions. This
can be easily proven by supposing that two solutions exist and applying the same
contracting argument to their dierence.
Remark. As we already mentioned in section 3 one can easily extend the validity
statement for a larger class of spaces using the results of Takac et al.: weakening the
assumption of analyticity in the strip to the essential boundedness. For details one
can see [37].
6 Discussion
In this paper we proved the validity of the degenerate equation for the model prob-
lem (9). The choice of more general nonlinear terms will not give any essential
diculties apart from more complicated calculations. The most interesting exten-
sion would be to make the coecients complex i.e. to consider the situation without
reection symmetry . The equation in this case looks as follows,
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with 
1
,


r
, ,


1
,


2
, 
00
1
2 C and


i
2 R, see [14]. Let us note that in this
case one can get rid of the problematic 
2
{terms by the following transformation
U(X; t) = e
i
2

(X;t)
~
U(X; t) with 

t
(X; t) = 
i
j
~
U(X; t)j
2
. After this one recovers on
the long time T = 
4
t an amplitude equation (5) with all coecients in C and more-
over one has to take care of the short{time behavior of 
.
Furthermore it would be interesting to extend the proof to the spatial multidimen-
sional case which would allow us to treat the important physical problems mentioned
in the introduction.
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7 Appendix.
7.1 The amplitude equation in the cubic case
Let us show now how the coecients of the amplitude equation will be changed if the
cubic term in the nonlinearity of original equation is present, i.e. instead of (7) one
has N(U) = P (U
2
) +Q(U
3
). Which will be the case in the Chapter 3. Let q(k) be a
symbol of the linear operator Q and let us add
g
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to the (13). Then instead of (14) one has.
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And analogically to (15) expanding (65) one gets
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Using (65) the fact that Landau constant in this 2
1
(2 f
0
+f
2
)+3 q
1
=

 
2
is small of
order 
2
and returning to the original physical space we get the following degenerate
Ginzburg{Landau equation.
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