Time-dependent density-functional theory in the adiabatic approximation has been very successful for calculating excitation energies in molecular systems. This paper studies nonadiabatic effects for excitation energies, using the current-density functional of Vignale and Kohn ͓Phys. Rev. Lett. 77, 2037 ͑1996͔͒. We derive a general analytic expression for nonadiabatic corrections to excitation energies of finite systems and calculate singlet s→s and s→p excitations of closed-shell atoms. The approach works well for s→s excitations, giving a small improvement over the adiabatic local-density approximation, but tends to overcorrect s→p excitations. We find that the observed problems with the nonadiabatic correction have two main sources: ͑1͒ the currents associated with the s→p excitations are highly nonuniform and, in particular, change direction between atomic shells, ͑2͒ the so-called exchange-correlation kernels of the homogeneous electron gas, f xc L and f xc T , are incompletely known, in particular in the high-density atomic core regions.
I. INTRODUCTION
Time-dependent density-functional theory ͑TDDFT͒ 1, 2 has become a popular tool for calculating excitation energies [3] [4] [5] of complex molecular systems, 6 including systems of biochemical interest 7, 8 ͑see also Ref. 9 for an overview of recent applications͒. Almost all present applications of TDDFT employ the adiabatic approximation for timedependent exchange-correlation ͑xc͒ effects: in constructing the xc potential at time t, all functional dependence of the time-dependent density prior to t is ignored. In the linearresponse regime, this implies frequency-independent and real xc kernels. The simplest of these is the adiabatic localdensity approximation ͑ALDA͒. 10 There have been several attempts to construct a TDDFT approach beyond the ALDA. Gross and Kohn suggested using the frequency-dependent xc kernel of the uniform electron gas, 11 but this was was shown to violate the harmonic potential theorem. 12 Vignale and Kohn ͑VK͒ 13 showed that a nonadiabatic local approximation requires the timedependent current as the basic variable, rather than the density. This formalism was later cast in a physically more transparent form by Vignale, Ullrich, and Conti ͑VUC͒, 14 using the language of hydrodynamics: nonadiabatic xc effects manifest themselves as viscoelastic stresses in the electron liquid. A detailed account of the VK/VUC functionals is available in Ref. 15 .
The first application of the VUC formalism was to calculate linewidths of intersubband plasmons in semiconductor quantum wells. 16, 17 These intersubband plasmons are collective electronic excitations with frequencies in the farinfrared. In the absence of disorder and phonon scattering, ALDA would give infinitely sharp plasmon lines, ignoring damping due to electronic many-body effects. This effect is included in the VUC formalism, with good quantitative agreement with experimental linewidth data. 17 We also mention an application of the VUC formalism for Hooke's atom with a time-periodic force constant. 18 Van Faassen et al. recently used the VUC formalism to calculate static axial polarizabilities in molecular chains, 19, 20 which are greatly overestimated within the ALDA. For many systems, a significant improvement over ALDA was achieved, in excellent agreement with ab initio quantum chemical methods. On the other hand, no improvement was obtained for hydrogen chains with alternating bond lengths, which can be viewed as a model for conjugated polymers.
The VUC formalism is thus showing considerable promise for modeling nonadiabatic effects in applications of TD-DFT, but there are still many open questions: For what systems can nonadiabatic effects be expected to be important, and when is the VUC formalism applicable and successful? What are the reasons for failures of the VUC formalism, and what are the possible remedies?
The purpose of the present paper is twofold. We derive a simplified procedure for calculating excitation energies from current-TDDFT within the VUC approximation. This is an extension of the so-called small-matrix approximation ͑SMA͒. 5 The resulting analytic expression yields an intuitive interpretation of nonadiabatic effects in terms of energy dissipation in the viscous electron liquid.
We then test our formalism and calculate singlet s→s and s→p excitation energies in closed-shell atoms and ions. Formally, VUC is justified for systems with slowly varying densities and currents such as quantum wells and long mo-lecular chains, where it gives sensible results. However, to test its usefulness for molecular calculations, one needs to apply and analyze the VUC approximation in situations with rapidly varying ground-state densities and current responses, such as in atomic systems. We find that VUC breaks down for certain atomic s→p excitations, and our SMA analytic expression allows us to perform a detailed diagnosis of the problems.
We note that the SMA as well as its simplified version, the so-called single-pole approximation, 4 are justified for excitations involving states that are energetically well separated from the rest of the spectrum. 5 This is the case for low-lying atomic states, but is often not true in larger systems or in the presence of near-degeneracies. 21 In practice, full TDDFT calculations of excitation energies beyond the SMA 3 are feasible even for large molecules.
This paper is organized as follows: Section II contains an overview of linear current-density response theory, and a derivation of an analytic expression for nonadiabatic corrections to ALDA excitation energies. Numerical results, together with an analysis of the performance of the VUC functional, are presented in Sec. III. We give our conclusions in Sec. IV. We use Hartree atomic units (eϭmϭបϭ1) unless indicated otherwise.
II. FORMALISM

A. Linear current-density response within and beyond the adiabatic approximation
We consider systems that are everywhere nonmagnetic, such as closed-shell atoms or molecules, and we consider only singlet excitations. The spin degree of freedom is therefore ignored. In TDDFT, the linear current-density response j͑r,͒ to an external, frequency-dependent vector potential a ext (r,) is given by
where and denote Cartesian coordinates. Equation ͑1͒
features the noninteracting ͑Kohn-Sham͒ current-current response tensor , defined as ͑ r,rЈ, ͒ϭn 0 ͑ r͒␦͑rϪrЈ͒␦ ϩR ͑ r,rЈ, ͒. ͑2͒ n 0 is the ground-state density, and the paramagnetic part of the response tensor is
͑3͒
The noninteracting density-density response function
is related to as follows:
͑5͒
j is calculated in Eq. ͑1͒ as the current-density response of a noninteracting system to an effective vector potential. The many-body effects enter through the linearized Hartree vector potential
and through the xc vector potential a xc (r,). The simplest approximation for a xc is the ALDA, which is defined as
is the frequency-independent ALDA xc kernel (e xc is the xc energy density of a homogeneous electron gas͒. Combining this with the integral kernel of the Hartree term ͑6͒, we define
In contrast with the xc scalar potential, the xc vector potential admits a frequency-dependent local approximation. [13] [14] [15] The resulting expression can be written as follows:
͑10͒
Here, xc is the xc viscoelastic stress tensor:
where u(r,)ϭj(r,)/n 0 (r) is the velocity field, and xc and xc are complex viscosity coefficients defined as xc ͑ n, ͒ϭϪ
f xc L (n,) and f xc T (n,) are frequency-dependent xc kernels for the homogeneous electron gas, and are reasonably well known. 11, 22, 23 In Eq. ͑11͒, xc and xc are both evaluated at the local n 0 (r).
B. Excitation energies from the current-density response: Small-matrix approximation
To determine the excitation energies of the system, we search for those frequencies where there exist solutions of Eq. ͑1͒ with finite j͑r,͒ in the absence of any external perturbation. 4 These solutions can be viewed as the ''eigenmodes'' of the system. The current response equation then becomes
where
Equations ͑14͒ and ͑15͒ can in principle be solved numerically, for instance by generalizing Casida's technique. 3 Instead, we proceed to derive an approximation for the excitation energy involving levels p ͑occupied͒ and q ͑unoccupied͒, both of which are assumed to be nondegenerate. 24 The Kohn-Sham ͑KS͒ orbitals are taken to be real. We approximate the current-current response tensor as
where pq ϭ p Ϫ q , and
We will comment later on the motivation for this approximation. Equation ͑15͒ thus becomes
͑18͒
Operating with ͚ ͐d 3 rP pq (r) on Eq. ͑18͒ allows us to cancel H()ϭ ͚ ͐d 3 rP pq (r)a Hxc (r,), which leads to
where u pq ϭ P pq /n 0 is the velocity field associated with the p→q excitation under study. We perform partial integrations, and use
in the ALDA part. After some further manipulations, this leads to the following expression:
where 
͑25͒
The ALDA-SMA, Eq. ͑23͒, is normally derived starting from the density response equation and replacing the response function ͑4͒ by
keeping only those terms which contain that Kohn-Sham excitation pq which we want to correct. Notice that relation ͑5͒ only holds between the exact density and current response functions, and should therefore not be used to derive a corresponding expression for from an approximate , or vice versa. Instead, our approximation for , Eq. ͑16͒, is a direct consequence of the requirement that it reduces to the ALDA result ͑23͒ in the appropriate limit. In classical fluid dynamics, 25 the average rate of energy dissipation per unit time in a viscous fluid is
where is the viscoelastic stress tensor of the fluid. In deriving Eq. ͑27͒, the viscosity coefficients and are usually assumed to be real, positive constants. In our case, they are frequency dependent and complex, so the rate of energy dissipation ͑27͒ has both real and imaginary part. Assuming small nonadiabaticity, Eq. ͑24͒ becomes
to lowest order in Ė diss / ALDA 2 . Thus, energy dissipation from xc viscoelastic stresses leads to nonadiabatic corrections to ALDA in the form of a frequency shift and a finite linewidth.
A finite linewidth is an important physical property of collective excitations in extended systems, such as intersubband plasmons in quantum wells. 16, 17 However, for boundto-bound transitions in finite systems the linewidth should be exactly zero. This condition is difficult to satisfy for approximate xc functionals based on the electron gas, and we will see that VUC leads to atomic excitation energies with finite ͑but usually small͒ imaginary parts.
III. RESULTS AND DISCUSSION
A. Excitation energies of closed-shell atoms and ions
We now apply our formalism to calculate nonadiabatic corrections to ALDA excitation energies for closed-shell atoms and ions. To evaluate Eq. ͑21͒, one needs the viscoelastic xc stress tensor expressed in spherical polar coordinates (r,,). In particular, see Ref. 25 for the incompressible part of xc . Notice further that if the excitation frequency acquires a finite imaginary part, analytic continuation of the xc kernels into the complex plane is required. 26 In the following calculations, we have used the LDA functional of Vosko et al. 27 and the longitudinal and transverse xc kernels f xc L (n,) and f xc T (n,) in the parametrization of Qian and Vignale ͑QV͒. 23 The QV parametrization requires as input the xc energy density e xc (n) 27 and the xc shear modulus xc 28 of a homogeneous electron gas of density n. At present, the shear modulus xc is only approximately known for a few values in the metallic density range 1Ͻr s Ͻ5 ͑see Table 1 in Ref. 23͒. We will therefore present later two different VUC results: ͑a͒ using xc ϭ0 in the QV parametrization, ͑b͒ including xc , but only in the range 1Ͻr s Ͻ5 where it is known.
We have calculated excitation energies associated with s→s and s→p singlet transitions of the closed-shell atoms Be, Mg, Ca, Sr, and the positive ions B ϩ , Al ϩ , Sc ϩ , Y ϩ . For the neutral atoms, only the lowest excitation energies were calculated. For the positive ions, LDA yields more unoccupied bound KS orbitals, which allows one to consider some additional higher excitations. The results are given in Tables I and II, showing experimental 29,30 and calculated values: pq ͑bare KS͒, ALDA ͓ALDA, Eq. ͑23͔͒, and ͓VUC, Eq. ͑21͔͒.
We first discuss the s→s transitions in Table I . We find in all cases that the VUC functional produces a small but noticeable improvement upon the ALDA excitation energies. The up-shift is around 1% for the lowest excitations of the neutral atoms and the ions, but less than 0.1% for the higher excitations of the ions. We also find that all excitation ener- gies in VUC acquire an imaginary part, which is of the order of the shift of the real part. The VUC results with and without xc are very close. The situation is less straightforward for the s→p transitions in Table II . We observe the general trend that the VUC corrections to the ALDA excitation energies are much larger than for the s→s transitions ͑real as well as imaginary parts͒. For the positive ions, we see that the effect of the VUC functional becomes smaller for higher s→p excitations. For the lower excitations, there are pronounced differences for the case with and without xc .
VUC often corrects the ALDA excitation energies in the right direction. Sometimes the performance is better with xc ϭ0 ͑down-shift for Mg and Al ϩ 3s→3 p), and sometimes better with finite xc ͑up-shift for Be and B ϩ ). There are cases of substantial improvement over the ALDA, in particular for Mg and Ca. On the other hand, for Be and B ϩ ͑finite xc ) we find that VUC drastically overcorrects the ALDA. The calculation breaks down for Sr and Y ϩ resulting in VUC down-shifts larger than ALDA ͓the corresponding numbers in Table II were obtained from Eq. ͑28͒, since Eq. ͑24͒ would yield imaginary excitation energies in this case͔.
These trends are in qualitative agreement with a recent study by van Faassen and de Boeij 31 who implemented the VUC functional in benchmark studies of various molecular excitations. Their computational approach differs from ours in that they solve numerically the full current response Eqs. ͑14͒ and ͑15͒, but they ignore the imaginary part of the VUC functional. They find that VUC gives good results for * ← transitions, but in general fails for *←n transitions, giving strong overestimates in many cases.
B. Analysis of the VUC functional for atomic excitations
As we have seen in the previous section, going beyond the ALDA works well for some excitations, but results in overcorrections for others. In the following, we provide an analysis of the situation. There are several potential issues when applying our VUC approach to a calculation of atomic or molecular excitation energies. The first issue concerns our use of the SMA versus a full solution of the TDDFT response equation. However, this is an unlikely source for the observed VUC breakdown in some of the s→p excitations: first of all, there are no such problems in the ALDA-SMA, and second, a similar failure was observed by van Faassen and de Boeij 31 in their full calculations for molecules. Full s→p ALDA excitation energies for Be, Mg, Ca, and Sr were also calculated by Vasiliev et al., 32 and all of them are lower than the ALDA-SMA by about 0.14 eV.
Next, one needs to consider the range of validity of the VUC functional itself for atomic excitations. In their original derivation based on a weakly inhomogeneous electron gas, VK 13 gave the conditions k,qӶk F ,/v F , where k F and v F are the local Fermi wave vector and velocity, respectively. k is a measure for the degree of nonuniformity of the groundstate density, and we can rewrite the associated condition as
On the other hand, q measures the degree of spatial variation of the external perturbation. For finite systems like atoms and molecules, one needs to consider instead the spatial variation of the current response, so that
͑30͒
With the velocity profile defined as uϭj/n 0 , conditions ͑29͒ and ͑30͒ also imply
͑31͒
Conditions ͑30͒ and ͑31͒ require that the gradients of the current and velocity fields are small, in order for the hydrodynamic VUC approach to be applicable. This indicates a largely collective motion of the electron liquid, with only little internal compression. It turns out that none of the conditions ͑29͒-͑31͒ is particularly well satisfied for atoms. Close to the nucleus, the ground-state densities change quite rapidly, so that ٌ͉n 0 ͉/n 0 is typically of the same order or larger than the local k F ͑the condition involving /v F is easily satisfied in the inner atomic region͒. The conditions involving j and u depend on the particular kind of excitation under consideration. In general, condition ͑30͒ is better satisfied for the s→s than for the s →p transitions. This is illustrated in Fig. 1 , where we plot ٌ͉ r j r pq / j r pq ͉ and k F for the s→s and s→p excitations. In the former case, the criterion ͑30͒ is quite well satisfied. However, for s→p excitations we find a sharp peak around r ϭ1.8 a.u. ͑Be͒ and rϭ0.4-0.6 a.u. ͑Mg, Ca, Sr͒, which means that Eq. ͑30͒ is strongly violated. The reason for this sharp peak is that the radial current associated with s→p excitations reverses direction between atomic shells and in doing so passes through zero, so that ٌ͉ r j r pq / j r pq ͉ becomes infinite. A similar behavior occurs for the polar currents j pq ͑which are absent for the strictly radial s→s excitations͒.
We now direct our attention to the fact that the VUC functional requires the longitudinal and transverse xc kernels f xc L (n,) and f xc T (n,) of the homogeneous electron gas as input, which are only approximately known. We have recalculated the excitation energies in Tables I and II using the parametrization of Nifosi et al., 22 and we find that for the s→p excitations the results get slightly worse in the sense that we obtain even stronger overestimates. The QV parametrization, 23 which satisfies exact constraints for f xc L (n,) and f xc T (n,) in the low-frequency limits, seems to give overall better results.
As discussed earlier, the QV parametrization relies in part on the xc shear modulus xc , which is available only for few values of the Wigner-Seitz radius r s between 1 and 5. While this is normally sufficient to describe systems in the metallic density range, atomic densities are much higher near the nucleus, which means that the region of r s ϳ0.1 becomes important. This is illustrated Fig. 2 , which shows r s for Be, Mg, Ca, and Sr. Our results in Tables I and II were calculated setting xc ϭ0 in those regions with r s Ͻ1, which is of course a potential source for errors. It therefore remains a very important task to develop parametrizations for f xc L (n,) and f xc T (n,) that are accurate over the wide density range occurring in atoms and molecules.
Indeed, our insufficient knowledge of the xc kernels is another likely reason why the VUC functional performs progressively worse for heavier atoms and ions, for the case of s→p excitations. To confirm this diagnosis, and to illustrate the importance of a more accurate treatment of the highdensity regions, we plot in Figs. 3 and 4 the essential ingredients of the nonadiabatic VUC correction formula for the excitation energies, Eq. ͑24͒. Figure 3 shows the radial derivatives of the radial component of the velocity field, ٌ͉ r u r pq ͉, associated with the lowest s→s and s→p excitations. Derivatives of the velocity field enter quadratically in Eq. ͑24͒, weighted with the viscosity coefficients xc and xc . One clearly sees that the s →p transitions have much larger values of ٌ͉ r u r pq ͉ ͑and in addition, there are also components and derivatives along , which are absent for the s→s transitions͒. This suggests that the large VUC frequency shifts for the s→p excitations arise predominantly from contributions in the high-density region close to the nucleus. This region has a much smaller weight for the s→s excitations, because the velocity gradients are much smaller. Figure 4 shows the real part of the radial integrand of the VUC correction, r 2 R pq (r,) ͓Eq. ͑25͔͒, evaluated with finite xc and at ALDA . For the two types of excitation, very different spatial regions contribute to the VUC correction: the outer region (rϾ5 a.u.) for s→s, and the region close to the nucleus for s→p ͑notice the logarithmic scale͒. The broad hump for Be around r s ϭ1, which produces a positive frequency shift, rapidly decreases and moves to the right for the heavier atoms. The dominant contributions for the s→p excitations in Ca and Sr, associated with frequency downshifts, take place for r s Ͻ1 ͑see Fig. 2͒ . This again points out the need for a more accurate parametrization of f xc L (n,) and f xc T (n,) in that region.
IV. CONCLUSION
The goal of this work was to gain deeper insight into the nature of nonadiabatic effects beyond the ALDA in the calculation of excitation energies with TDDFT. Such effects are best described in the framework of linear current-density response, using the linearized xc vector potential first derived by VK 13 and later recast in the language of hydrodynamics by VUC.
14 This approach has met with recent success in calculating axial polarizabilities of molecular chains, 19 ,20 but appears to perform inconsistently for molecular excitations. 31 Starting from the full current-density response equation, we have derived a simplified approach for calculating VUC excitation energies, which can be viewed as a generalization of the so-called small-matrix approximation. 5 This formalism is appealing because if features an explicit and relatively simple expression for the nonadiabatic VUC corrections on top of the ALDA excitation energies. Furthermore, our approach allows for an intuitive physical interpretation for nonadiabatic frequency shifts in terms of the average rate of energy dissipation induced by the xc viscosity of the electron liquid.
Our calculations of excitation energies for various closed-shell atoms and ions show that the VUC approach works for some excitations ͑namely, s→s), but has problems for others (s→p). A detailed analysis identifies two likely causes for the observed difficulties.
͑1͒ The VUC functional is formally justified only if the system under consideration has a slowly varying groundstate density, and if the currents associated with a particular excitation are also slowly varying on the scale of the local k F . These conditions are often not too well satisfied in practice, and sometimes even severely violated. Of course, our experience with the LDA in ground-state DFT shows that a method may be very successful in practice even though it is not very well formally justified. Thus, one cannot say with certainty that VUC always breaks down if conditions ͑29͒-͑31͒ are violated. However, our comparison of s→s and s →p excitations suggests that these criteria nevertheless provide some useful guidance, in particularly if the violation is very strong ͑i.e., involving a singularity͒.
͑2͒ The VUC functional requires the complex, frequency-dependent xc kernels f xc L and f xc T of the homogeneous electron gas as input, which are only approximately known. The last few years have witnessed steady progress in constructing better parametrizations for the xc kernels, but clearly more work is required. This is especially important in the high-density region (r s Ͻ1), which often makes the largest contribution to the nonadiabatic corrections.
Since the VUC functional is based on the frequencydependent xc kernel of the homogeneous electron gas, it produces excitation energies with small but finite imaginary parts. The requirement that excitation energies of bound-tobound transitions in finite systems be real imposes an additional constraint on any approximate, frequency-dependent xc vector potential, which will be the subject of future study. We also mention that the VUC formalism in its full implementation 3, 31 may produce oscillator strengths with small imaginary parts ͑which should, however, satisfy the f -sum rule since particle conservation is guaranteed͒. One can show that within the VUC-SMA of the present paper one obtains the ͑real͒ Kohn-Sham oscillator strengths.
In summary, the VUC approach shows much promise for the calculation of excitation energies for atomic and molecular systems, as well as for plasmon-like excitations in solids and nanostructures. The specific question of the applicability and of possible improvements of the VUC functional, and the more general question of the importance and significance of nonadiabatic effects in electron dynamics, merit further study.
