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Abstract
We study the Modular Isomorphism Problem applying a combination of existing and new tech-
niques. We make use of the small group algebra to give a positive answer for two classes of groups of
nilpotency class 3. We also introduce a new approach to derive properties of the lower central series
of a finite p-group from the structure of the associated modular group algebra. Finally, we study
the class of so-called p-obelisks which are highlighted by recent computer-aided investigations of the
problem.
1 Introduction
The question of how strongly the group ring RG of a group G over a commutative ring R dictates the
structure of G is still far from being well-understood. The most classical version of this problem that is
still open today, in its full generality, states:
Modular Isomorphism Problem (MIP). Let k be a field of characteristic p > 0 and let G be a
finite p-group. Let H be another group. Does a ring isomorphism between kG and kH imply a group
isomorphism between G and H? In symbols:
kG ∼= kH =⇒ G ∼= H?
If H is a subgroup of the unit group of kG such that kG = kH , then H is said to be a group base of
kG. The (MIP) can thus be reformulated as: are all group bases of a modular group algebra of a finite
p-group isomorphic?
An explicit formulation of the (MIP) can already be found in a famous survey of Brauer [Bra63].
Since then, the problem has been studied by many researchers: we refer to [HS06, EK11] for an overview
of most known results. New points of view and approaches to the problem can be found in the very
recent papers [BK19, Sak20, BdR20, MM20]. We study the (MIP) for certain classes of groups, inspired
by some of these recent results and accessing the problem from different directions.
We start by recalling the construction of the so-called small group algebra of kG and its employment
in the study of the (MIP): among its biggest merits are Sandling’s positive solution of the (MIP) for
groups with central elementary abelian derived subgroup [San89] and Salim and Sandling’s solution for
groups of order p5 [SS96a].
We use the small group algebra to positively solve the (MIP) for two new classes of groups, cf.
Theorem 3.3 and Theorem 3.5. In particular, for p odd, our work completely covers 5 of 43 isoclinism
classes of groups of order p6, while 10 other classes are covered by known results. In view of this, we see
our work as a first step towards a systematic study of the (MIP) for groups of order p6. We also show
that the strategy of Salim and Sandling for groups of order p5 is not directly translatable to groups of
order p6 by exhibiting a pair of non-isomorphic groups, of class 3 and with elementary abelian derived
subgroups, whose small group algebras have isomorphic groups of units, cf. Example 3.11.
We continue our investigation with the determination of a new invariant for certain 2-generated groups
of class 3. In relation to this, we stress that, though the lower central series is a fundamental object in
the study of finite p-groups, it is still quite unclear which properties of it are detected by the group
algebra. For instance, it is not known in general whether group bases for the same algebra have the same
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nilpotency class and, even if they did, it is not known whether corresponding elements of the lower central
series are isomorphic. Moreover, Example 2.1 from [BK19] makes it clear that the ideals corresponding
to the lower central series in kG are not canonical and thus they are probably not the best candidates for
recognizing the lower central series of the group. Via new quotient-in-quotient embedding techniques, we
show that, for certain 2-generated groups of nilpotency class 3, the isomorphism types of the members
of the lower central series of any group base are determined by kG, cf. Theorem 4.1. With the aid of
computer algebra systems, it can be checked that the last theorem does not follow from known results
on the (MIP), contributing to the mystery around the connection between the lower central series of the
group and the Lie structure of the modular group algebra.
We conclude the present paper with the study of the (MIP) for a family of groups called p-obelisks.
These groups are highlighted in computer-aided investigations for groups of order 56 [MM20] and, in
some sense, are the groups of order 56 that are “closest” to being counterexamples to the (MIP). We
show that if kG ∼= kH and G is a p-obelisk, then so is H , cf. Theorem 5.5.
Acknowledgements. The research in this paper has been conducted at various institutions with different
sponsors to whom we wish to express our gratitude. We thank Eric Jespers from the Vrije Universiteit
Brussel, Christopher Voll from the Universita¨t Bielefeld, and Bernd Sturmfels from the Max-Planck-
Institute for Mathematics in the Sciences. We, moreover, wish to thank CIRM-FBK Trento for the
financial support and hospitality during our Research in Pairs visit in February 2018.
2 Preliminaries and notation
Throughout the article, the following assumptions will hold. Let p be a prime number. We denote by G
a p-group and by k the field of p elements. The (modular) group algebra of G over k is denoted by kG.
Note that this provides the most general situation for the (MIP): indeed, for any field extension F/k, an
isomorphism kG ∼= kH induces, via extension of scalars, an isomorphism FK ∼= FH .
2.1 Group theoretical notions
We denote the order of an element g ∈ G by |g| and the order of G by |G|. The index of a subgroup X
in G is denoted by |G : X |. The lower central series of G is denoted by (γi(G))i≥1 and its upper central
series by (Zi(G))i≥1. We write Z(G) instead instead of Z1(G) for the centre of G. We write, moreover,
Φ(G) for the Frattini subgroup of G. We define
µp(G) = 〈x ∈ G | x
p = 1〉 and Gp = 〈xp | x ∈ G〉.
In this paper, conjugation is considered to be a right action and, consequently, commutators are defined
and grouped in the following way. For x, y, z ∈ G, we set
[x, y] = x−1y−1xy and [x, y, z] = [[x, y], z].
For the convenience of the reader, we include the well-known commutator formulas; see for example
[Hup67, III, 1.2 Hilfssatz].
Lemma 2.1. Let X be a group. For elements a, b, c ∈ X, the following hold:
[a, bc] = [a, c][a, b]c and [ab, c] = [a, c]b[b, c].
Given the special role that the subgroup Z(G)∩γ2(G) will play for us, we associate to it the non-standard
notation Γ(G) = Z(G) ∩ γ2(G).
When considering explicit examples, we will refer to the SmallGroups library in GAP [GAP19, BEO19]
and will denote by SG(n,m) the m-th group of order n in the catalog.
2.2 Algebra notions
Until the end of Section 2.2, let A be a k-algebra with fixed k-basis B. An element b ∈ B is said to be in
the support of an element a ∈ A if the image of a under the natural projection A→ kb is non-zero.
The algebra A has a natural Lie algebra structure via defining, for all a, b ∈ A, Lie brackets as
[a, b] = ab − ba. Given any two subsets X,Y of A, denote by [X,Y ] the set of all elements [x, y] with
x ∈ X and y ∈ Y . If A is a local algebra, we denote, moreover, by V (A) the elements of A which map to
2
the identity modulo the radical of A. In case A equals kG or one of its quotients, V (A) is usually called
the group of normalized units of A.
For each element g ∈ G, write now g¯ = g − 1 ∈ kG and, for each subset X of G, write X for the set
{x¯ | x ∈ X}. Then kG is a local algebra whose radical coincides with the augmentation ideal
I(kG) = V (kG)− 1 =

∑
g∈G
λgg | λg ∈ k,
∑
g∈G
λg = 0

 ,
which is easily seen to be generated, as a kG-ideal, by the elements g¯ as g varies in G. The augmentation
ideal is a nilpotent ideal of kG and hence, for every element x ∈ I(kG) different from 0, there exists a
minimal number w such that x ∈ I(kG)w \ I(kG)w+1. Such minimal w is called the weight of x in kG,
written
wt(x) = w.
We define, additionally, the weight of an element g ∈ G to be the weight of g¯ in kG, i.e. wt(g) = wt(g¯).
The following lemma collects some straightforward equalities holding in I(kG).
Lemma 2.2. Let g, h ∈ G. Then the following hold:
gh = g¯ + h¯+ g¯h¯,
h¯g¯ = g¯h¯+ (1 + g¯ + h¯+ g¯h¯)[h, g].
We conclude this section by observing that
kGI(kγ2(G)) = 〈x · y | x ∈ kG, y ∈ I(kγ2(G)〉kG,
the ideal of kG that is generated by the elements of I(kγ2(G)), is minimal among the ideals J of kG such
that the quotient kG/J is commutative [San85, Lemma 3.5].
2.3 Jennings theory
Many attempts of tackling the (MIP) rely, in one way or the other, on the theory of Jennings [Jen41]
providing a k-basis of I(kG) that is well-suited for calculations in a way that we now explain. For more
detail, we refer the reader to [DdSMS99, HS06].
The dimension subgroups of G are defined, for each positive integer n, by
Dn(G) = G ∩ (1 + I(kG)
n)
and filter the elements of (the group base) G according to their weights, as defined in Section 2.2. A
first characterization of the dimension subgroups was provided by Jennings himself who showed that the
series of dimension subgroups coincides with the the Brauer-Jennings-Zassenhaus series, i.e. that
Dn(G) =
{
G if n = 1,
[G,Dn−1(G)]D⌈n
p
⌉(G)
p if n ≥ 2.
Another celebrated characterization of the dimension subgroups of G is given in terms of the members
of the lower central series and reads
Dn(G) =
∏
ipj≥n
γi(G)
pj = D⌈n
p
⌉(G)
pγn(G);
cf. [DdSMS99, Theorem 11.2, Proposition 11.12]. From the last characterization, it follows that every
quotient Dn(G)/Dn+1(G) is elementary abelian and that, for each choice of m and n, one has
[Dm(G), Dn(G)] ⊆ Dm+n(G) and Dn(G)
p ⊆ Dnp(G); (2.1)
see for instance [DdSMS99, Section 11.2]. In particular, the graded k-module
L(G) =
⊕
n≥1
Dn(G)/Dn+1(G)
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is naturally a restricted k-Lie algebra [DdSMS99, Chapter 12].
For each positive integer n, it is not difficult to see, via the obvious maps, that Dn(G)/Dn+1(G)
embeds as a k-subspace of I(kG)n/I(kG)n+1. We derive that, if g1, . . . , gm ∈ Dn(G) are such that
their images in Dn(G)/Dn+1(G) form a basis over k, then their images g1, . . . , gm ∈ I(kG)n are linearly
independent over k when viewed in I(kG)n/I(kG)n+1. Additionally, the following hold
wt(g¯) = w⇐⇒ wt(g) = w ⇐⇒ g ∈ Dw(G) \Dw+1(G)
and, as a consequence of (2.1), for each x, y ∈ G, one also has
wt([x, y]) ≥ wt(x) + wt(y) and wt(xp) ≥ pwt(x).
We write dn = dimkDn(G)/Dn+1(G) and let t be minimal with the property that Dt+1(G) = 1. Set
d0 = 0 and m = d1 + . . .+ dt = logp |G|. A Jennings tuple is a tuple
(g1, . . . , gd1 | gd1+1, . . . , gd1+d2 | . . . | gm−dt+1, . . . , gm)
of elements of G with the property that for all n ≥ 0
gd0+...+dn+1Dn+2(G), . . . , gd0+...+dn+1Dn+2(G) is a basis of Dn+1(G)/Dn+2(G).
It follows that any element g of G can be written uniquely as a product
g =
m∏
i=1
gαii with 0 ≤ α1, . . . , αm ≤ p− 1.
If (g1, . . . , gm) is a Jennings tuple of G, then the set{
m∏
i=1
gi
αi | 0 ≤ α1, . . . , αm ≤ p− 1
}
forms a k-basis of I(kG) which we will refer to as the Jennings basis on (g1, . . . , gm). A Jennings basis
of I(kG) is a k-basis of I(kG) that can be defined on a Jennings tuple. Observe that any Jennings basis
of I(kG) can be extended to a k-basis of kG by adding the element 1. The advantage of working with a
Jennings basis is that calculations can be translated directly from the relations of the group elements.
Let now g ∈ G. It is possible that multiple powers of G appear in a Jennings tuple of G. For instance,
if G is cyclic and g /∈ Φ(G), then (g | gp | . . . | gexp(G)) is a Jennings tuple of G. For a Jennings tuple
(g1, . . . , gm), we say that g is a factor of the element
y =
m∏
i=1
gi
αi , with 0 ≤ α1, . . . , αm ≤ p− 1,
if there exist non-negative integers i and j such that gp
j
= gi and αi 6= 0.
Another convenient feature of Jennings bases is that, in some cases, they can be constructed to
“remember” the group structure. The following fact, which readily follows from the second formula in
Lemma 2.2, will be useful to us. Let (c1, ..., cm) be a Jennings tuple of γ2(G) such that the elements
c1, . . . , cm are also elements of a Jennings tuple g of G. Then, with respect to the Jennings basis on g, an
element x ∈ I(kG) lies in the ideal kGI(kγ2(G)) if and only if each element in the support of x contains
a factor from {c1, . . . , cm}.
We conclude the current section by defining a class of ideals of kG that are strictly connected to the
dimension subgroups of G. We define the Zassenhaus ideals of kG via their characterization, given by
Passi and Segal in [PS72]: for each positive integer n, the n-th Zassenhaus ideal of kG is
Hn(kG) = Dn(G) + I(kG)
n+1.
The Zassenhaus ideals are canonical ideals of kG, i.e. each Hn(kG) can be defined independently of the
group base of kG, cf. [HS06, Section 1.3]. Moreover, thanks to their definition, Zassenhaus ideals allow us
to isolate, within quotients of the form I(kG)n/I(kG)n+1, specific contributions of the chosen Jennings
basis. More precisely, if U is the subspace of kG that is spanned by all elements of a Jennings basis of
I(kG) not lying in G = G− 1, then, for each positive integer n, one has
I(kG)n/I(kG)n+1 = Hn(kG)/I(kG)
n+1 ⊕ (U ∩ I(kG)n + I(kG)n+1)/I(kG)n+1.
For more on this, see for instance [HS06, Section 2.4].
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2.4 Group theoretical invariants
One goal in the study of the (MIP) is to determine properties of G, the so-called group theoretical
invariants, that can be derived from the structure of kG as an algebra. More precisely, if G and H are
p-groups satisfying kG ∼= kH and P is a group theoretical invariant, then both G and H will satisfy P .
The order of G is an obvious invariant, being the same as the k-dimension of kG. We will usually assume
this invariant implicitly. Other invariants are collected in the following list. Many of them are classical,
have been known for decades, and are included in [San85, Section 6]. We only provide references for the
ones not included in Sandling’s survey.
(1) The isomorphism type of the quotient G/γ2(G).
(2) The isomorphism type of G/Φ(G) and hence the minimal number of generators of G.
(3) The isomorphism type of the quotient Dn(G)/Dn+1(G) for any positive integer n.
(4) The isomorphism type of the quotient Dn(γ2(G))/Dn+1(γ2(G)) for any positive integer n. In
particular, if γ2(G) is abelian, then the isomorphism type of γ2(G) is an invariant.
(5) The isomorphism type of Γ(G) = γ2(G) ∩ Z(G).
(6) The isomorphism type of the quotient G/γ2(G)
pγ3(G) – the Sandling quotient.
(7) The isomorphism type of the restricted k-Lie algebra L(G) of G.
(8) If the nilpotency class of G equals 2, then the nilpotency class is an invariant [BK07, Theorem 2].
(9) If G is 2-generated, then the isomorphism type of G/γ2(G)
pγ4(G) is an invariant [MM20].
(10) If G/CG(γ2(G)/Φ(γ2(G)) is cyclic, then the isomorphism type of CG(γ2(G)/Φ(γ2(G)) is an invariant
[Bag99, Corollary 7].
We remark that not all authors write about group theoretic invariants: words like determined often serve
the same purpose. The list of invariants provided above is not complete, but only contains those we will
explicitly use in this article. Sometimes, in examples, we will speak of groups sharing all known group
theoretical invariants. By this we mean the list of invariants included in [MM20], which, to the best of
our knowledge, covers all invariants known to this day.
2.5 The small group algebra
In this section, we define the small group algebra of kG and briefly discuss its history. We present some
classical related constructions and list a number of known properties. This section mostly follows [HS06,
Section 2.3] and [San89], though the notation might differ.
Until the end of the present section, assume that γ2(G)
pγ4(G) = 1 and write G
ab = G/γ2(G) for the
abelianization of G. The small group algebra of kG is kG/I(kG)I(kγ2(G)) and its group of normalized
units is S = SG = V (kG/I(kG)I(kγ2(G))). We then have a natural short exact sequence of groups
1 −→ γ2(G) −→ S
κ
−→ V (kGab) −→ 1 (2.2)
with the property that κ−1(Gab) is a copy of G. Without loss of generality we identify G and κ−1(Gab).
The group V (kGab) being abelian, we have that G is a normal subgroup of S.
The history of the small group algebra, or small group ring in this case, dates back to Whitcomb’s proof
of the fact that integral group rings determine finite metabelian groups [Pas77, Theorem 2.5]. The small
group algebra gains much popularity thanks to [San89] and the determination of Sandling’s invariant;
see also Section 2.4. The small group algebra also plays a fundamental role in the proof, by Salim and
Sandling, that the (MIP) has a positive answer for groups of order p5 [SS96b, SS95, SS96a]; for more
detail see also [Sal93]. In the context of central Frattini extensions and with a relative definition of small
group algebra, Hertweck and Soriano classify the central Frattini extensions giving rise to isomorphic
small group algebras [HS07].
We conclude the current section by giving the construction of a complement of G in S and deriving
related properties. For this, fix x1, . . . , xn ∈ G (a minimal set of) generators of G with the property that
Gab =
n⊕
i=1
〈xiγ2(G)〉.
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Denote x = (x1, . . . , xn) and, for each δ = (δ1, . . . , δn) ∈ Z
n, write xδ = x1
δ1 · · ·xn
δn . Set |xiγ2(G)| = p
λi .
Define, additionally, D(G) as
D(G) =
{
δ = (δ1, . . . , δn) | 0 ≤ δi < p
λi , δ 6≡ 0 mod p,
n∑
i=1
δi ≥ 2
}
. (2.3)
We then have that the subgroup A = A(G|x) of S that is generated by the elements
a = 1 + xδ = 1 + x1
δ1x2
δ2 · · ·xn
δn with δ ∈ D(G) (2.4)
is a complement of G in S, equivalently
S = G⋊A;
see for example [HS06, Section 2.3]. Moreover, for x ∈ G and a of the above form, the commutator [x, a]
is equal to
[x, a] = [. . . [x, x1], . . . x1︸ ︷︷ ︸
δ1
], x2], . . . , x2︸ ︷︷ ︸
δ2
], . . . xn−1], xn], . . . , xn︸ ︷︷ ︸
δn
].
Observe that [G,A] is contained in γ3(G) and, since G has class at most 3, all elements a of the form
(2.4) with
∑n
i=1 δi ≥ 3 centralize G and are thus central in S. Moreover, A is abelian and [A, γ2(G)] = 1.
The following proposition collects some results, already presented by Salim in his PhD thesis [Sal93].
Point (1) is a special instance of [Sal93, Thm. 3.5], point (4) follows from [Sal93, Thm. 3.7], while point
(3) is included in [Sal93, Cor. 3.11].
Proposition 2.3. The following hold:
(1) for each i ∈ Z≥2, one has γi(S) = γi(G),
(2) Γ(S) = Γ(G),
(3) [Ap, S] = {1},
(4) G ∩ Z(S) = Z(G).
Proof. (1)-(2) Let x, y ∈ S and let g, h ∈ G and a, b ∈ A be such that x = ga and y = hb. It follows from
Lemma 2.1 and the fact that [G, γ3(G)] = 1 = [A,Aγ2(G)] that
[x, y] = [ga, hb] = [ga, b][ga, h]b
= [g, b]a[a, b]([g, h]a[a, h])b
= [g, b][g, h][a, h] ∈ γ3(G)γ2(G)γ3(G) = γ2(G).
Since γ2(G) ⊆ γ2(S), we derive that in fact γ2(S) = γ2(G).
We now show that Γ(S) = Γ(G). Since Z(S)∩G ⊆ Z(G), we have that Z(S)∩ γ2(S) ⊆ Z(G)∩ γ2(G).
To show the opposite inclusion, it now suffices to show that Z(G) ∩ γ2(G) ⊆ Z(S). To this end, let
x = ga ∈ S and let z ∈ Γ(G). Then [z, x] = [z, ga] = [z, a][z, g]a = 1, because [z, a] ∈ [γ2(G), A] = 1 and
[z, g] ∈ [Z(G), G] = 1, and therefore z ∈ Z(S).
To show that γ3(S) = γ3(G), observe that γ2(S)A = γ2(G)A ⊆ CS(γ2(G)) = CS(γ2(S)). We then get
the following commutative diagram of natural maps
S/γ2(S)A⊗ γ2(S)/Γ(S)
∼=

// // γ3(S)
G/γ2(G)⊗ γ2(G)/Γ(G) // // γ3(G)
⊆
OO
and so the inclusion map is an equality.
We now show that γ4(S) = 1. Since A is abelian and S = G⋊A, we have that [A,S] ⊆ γ3(S) = γ3(G).
It follows that γ3(S) ⊆ γ2(G)∩Z(G) = γ2(S)∩Z(S) and, in particular, γ3(S) is central in S, equivalently
γ4(S) = [S, γ3(S)] = 1.
(3) This is a direct consequence of γ2(G) being elementary abelian.
(4) We clearly have that Z(S) ∩ G ⊆ Z(G) and so we prove the other inclusion. To this end, let
z ∈ Z(G) and s = ga ∈ S. It follows from Lemma 2.1 that [z, ga] = [z, a][z, g]a = [z, a]. If we now take
a = 1 + xi xj as in (2.4), then [z, a] = [[z, xi], xj ] = 1 and we are done.
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Lemma 2.4. The following hold:
Z2(S) = Z2(G)A, [Z2(G), A] = 1, Z2(G) = Z2(S) ∩G.
Moreover, Z2(S) is equal to the direct product of Z2(G) with A.
Proof. Note that, for x = ga and y = hb in S, the following equality holds [x, y] = [ga, hb] = [g, b][g, h][a, h]
and, moreover, that, by Proposition 2.3(2), we have
Z2(G) = {z ∈ G | for all g ∈ G : [z, g] ∈ Γ(G)},
Z2(S) = {z ∈ S | for all s ∈ S : [z, s] ∈ Γ(S) = Γ(G)}.
We start by showing that Z2(G)A is contained in Z2(S). First, observe that A is contained in Z2(S)
because [S,A] = [G,A] ⊆ γ3(G) ⊆ Γ(G). Moreover, if we now take a = 1 and x = g ∈ Z2(G), it follows
from the above formula that [g, hb] = [g, b][g, h] ∈ γ3(G)Γ(G) = Γ(G). We now show that Z2(S) is
contained in Z2(G)A. To this end, assume that x = ga ∈ Z2(S): we show that g ∈ Z2(G). Indeed, it
follows from Lemma 2.1 that [g, h] = [g, b]−1[x, y][a, h]−1 ∈ γ3(G)Γ(G) = Γ(G).
We now show that [Z2(S), A] = 1. For this, observe that [Z2(S), A] = [Z2(G), A]. Let now x ∈ Z2(G)
and a = 1 + xi xj ∈ A as in (2.4). Then we have [x, a] = [[x, xi], xj ] ∈ [Γ(G), G] = 1 and thus the claim
is proven.
We conclude by observing that Z2(S) ∩G = (Z2(G)A) ∩G = (G ∩ A) Z2(G) = Z2(G).
3 Applications of the small group algebra
Until the end of the present section, assume that γ2(G)
pγ4(G) = 1. It is not difficult to show that, under
the additional assumption that p is odd, the subgroup structure of G is as in the upcoming Figure 1. We
remark that, in Figure 1, the only inclusion requiring p odd is Gp ⊆ Z(G). In the statements in which
we will require this, we will explicitly assume that p is odd.
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③
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③
③
③
③
③
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❘❘
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②
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②
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❧
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1
Figure 1: Subgroup structure of G in case γ2(G)
pγ4(G) = 1 and p odd
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Write Gab = G/γ2(G) for the abelianization of G and S = V (kG/I(kG)I(kγ2(G))) for the normalized
units of the small group algebra of kG. Let, moreover, x = (x1, . . . , xn) be a vector of generating
elements of G satisfying Gab = ⊕ni=1〈xiγ2(G)〉 and denote |xiγ2(G)| = p
λi . Let A = A(G|x) denote the
complement of G in S as defined in Section 2.5. Then A satisfies the following:
S = G⋊A, [G,A] ⊆ γ3(G), [A,Aγ2(G)] = 1.
The aim of the current section is to prove that, for certain additional conditions on G, the unit group of
the small group algebra of kG determines the isomorphism type of G. We observe that, if H is another
group base of kG, then kGab = kHab and so, through the short exact sequence in (2.2), the group S
possesses a normal subgroup that is isomorphic to H . Because of this, we can consider every group base
of kG to be embedded in S as a normal subgroup.
Proposition 3.1. Let H be a group base of kG and consider it embedded in S. Then S = G⋊A = H⋊A.
Proof. Write y = (y1, . . . , yn) = (x1γ2(G), . . . , xnγ2(G)) and denote A
ab = A(Gab|y). Let D(G) be as
defined in (2.3) and define B = {yδ | δ ∈ D(G)}. It follows from the description in Section 2.5 that Aab is
generated by 1+B and, with the notation from (2.2), that Aab = κ(A). Moreover, V (kGab) is the direct
product of Gab and Aab. Define now U to be the k-linear span of B in kGab: we claim that 1+U = Aab.
For this, observe that, as we have defined it, U satisfies the following equality for all positive integers m:
I(kGab)m/I(kGab)m+1 = Hm(kG
ab)/I(kGab)m+1 ⊕ ((U ∩ I(kGab)m) + I(kGab)m+1)/I(kGab)m+1.
In particular, it holds that
|U | = |I(kGab)|/
∏
m≥1
|Dm(G
ab) : Dm+1(G
ab)| = |I(kGab)|/|G| = |Aab|.
Since U is multiplicatively closed, we get that 1+U is a group and thus 〈1+B〉 = 1+U . It follows from
the theory of Zassenhaus ideals, cf. Section 2.3, that Aab = 1 + U and therefore
V (kGab) = Hab ×Aab = κ(H)× κ(A).
To conclude, assume, for a contradiction, that A intersects H non-trivially. Thanks to Proposition
2.3(1), the subgroups γ2(H) and γ2(G) coincide and thus A∩ γ2(H) = 1. It follows then that H ∩A has
a non-trivial image in V (kGab), but this contradicts the fact that V (kGab) = Hab × κ(A).
Thanks to the last result, the subgroup A is a mutual complement of both G and H . It follows that,
if S determines the isomorphism type of G, then so does S/(A ∩ Z(S)). Without loss of generality, we
assume, until the end of the present section, that A ∩ Z(S) = 1. It follows from Proposition 2.3(3) that
A is elementary abelian.
Lemma 3.2. Let H be a group base of kG and consider it embedded in S. Let g1, . . . , gn be a generating
set of G. Then there exist a1, . . . , an ∈ A such that g1a1, . . . , gnan is a generating set of H.
Proof. We start by claiming that, if {yi | 1 ≤ i ≤ m} is a generating set of H , where each yi is
written as yi = zibi with zi ∈ G and bi ∈ A, then G is generated by z1, . . . , zm. To this end, call
Z = 〈zi | 1 ≤ i ≤ m〉: we show that Z = G. First observe that γ3(G) ⊆ Z: indeed, for any choice of i, j, ℓ,
one has [yi, yj , yℓ] = [zi, zj, zℓ]. Now, by Proposition 2.3(1), the subgroups γ3(G) and γ3(S) coincide and
thus it follows that Z contains γ3(S). Moreover, since [S,A] is contained in γ3(S), we derive that actually
Z contains γ2(S). In particular, Z is normal in G and so S = HA ⊆ ZA yields Z = G.
Write now each gi as gi = hici, where hi ∈ H and ci ∈ A; this can be done thanks to Proposition 3.1.
A consequence of the above claim is that h1, . . . , hn generate H . We conclude by defining ai = c
−1
i .
The following is our first main result.
Theorem 3.3. Assume that p is odd, γ2(G)
pγ4(G) = 1, and CG(γ2(G)) is a maximal subgroup of G that
is abelian. Then the small group algebra of kG determines G up to isomorphism. Moreover, the (MIP)
has a positive answer for G.
Proof. Set C = CG(γ2(G)) and let H be another group base of kG, which we consider to be embedded
in the group S of normalized units of the small group algebra of kG. Then Proposition 3.1 yields that
S = G ⋊ A = H ⋊ A. Now, by Proposition 2.3(1), we have γ2(G) = γ2(H), from which we derive that
CS(γ2(S)) = CA = CH(γ2(H))A. We will show that, for a certain family of generators g1, . . . , gn of G,
there exist generating elements h1, . . . , hn of H satisfying the same relations as g1, . . . , gn. To this end,
let g1, . . . , gn be a minimal generating set of G satisfying the following:
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• C = 〈g2, . . . , gn〉γ2(G),
• for |γ2(G) : γ2(G) ∩ Gp| = pr−1, the elements g2, . . . , gr are such that [g2, g1], . . . , [gr, g1] form a
basis of γ2(G) modulo γ2(G) ∩G
p.
The following ensures the existence of such a generating set. Since C is abelian, γ2(G) = [〈g1〉, C] and,
since [C, γ2(G)] = 1, we have that γ3(G) = [〈g1〉, γ2(G)]. Let now a1, . . . , an be as in Lemma 3.2 and
observe that CH = CH(γ2(H)) is generated by g2a2, . . . , gnan modulo γ2(H). Thanks to Bagin´ski’s
invariant from Section 2.4(9), the groups C and CH are maximal subgroups respectively in G and H and
both of them are abelian. In other words, for each i, j ∈ {2, . . . , n}, it holds that [giai, gjaj ] = [gi, gj ] = 1.
Denote by g the vector (g1, . . . , gn) and, for each δ = (δ1, . . . , δn) ∈ Zn, write gδ = g
δ1
1 . . . g
δn
n . For each
i ∈ {1, . . . , n}, we now choose βi ∈ γ2(G) = γ2(H) such that it satisfies [βi, g1] = ([ai, g1][gi, a1])
−1.
Define, moreover, for each i, the element hi to be giβiai and h = (h1, . . . , hn). Then, for i, j, ℓ ∈ {1, . . . , n}
the following hold:
• for i, j ≥ 2, one has [hi, hj ] = [gi, gj ] because Aγ2(G) is abelian and [giai, gjaj ] = 1;
• [hi, h1] = [gi, g1] thanks to the definition of the βi’s:
[hi, h1] = [giβiai, g1a1] = [giβiai, g1][gi, a1] = [gi, g1][βiai, g1][gi, a1]
= [gi, g1][βi, g1][ai, g1][gi, a1] = [gi, g1];
• [hi, hj, hℓ] = [gi, gj , gℓ] because [G,A] ⊆ γ3(G) ⊆ Z(G);
• for each δ ∈ pZn, one has hδ = gδ because [Aγ2(G), G] is central in S, γ2(G) is elementary abelian,
and p is odd.
This shows that G and H have the same presentations in terms of g1, . . . , gn and h1, . . . , hn, respectively.
So, in particular, G and H are isomorphic.
The small group algebra has been used to (positively) solve the (MIP) for 2-generated groups G satisfying
γ2(G)
pγ4(G) = 1 [MM20]. Extending the last result to 3-generated groups is not straightforward; the
next result is a first step in this direction.
Lemma 3.4. Assume that G has class 3 and |G : Φ(G)| = |G : Z2(G)| = p
3. Then the following hold:
(1) |γ2(G) : γ3(G)| ≤ p3,
(2) there exists a unique subgroup KG of G, containing Z2(G), with the property that the following
sequence induced by the commutator map is exact:
1→ ∧2(KG/Z2(G))→ ∧
2(G/Z2(G))→ γ2(G)/Γ(G)→ 1.
(3) if |γ2(G) : Γ(G)| = p3, then KG = Z2(G),
(4) if |γ2(G) : Γ(G)| < p3, then |γ2(G) : Γ(G)| = p2 and KG is maximal in G.
Proof. It follows from the assumptions that Φ(G) = Z2(G). Now, to lighten the notation, we write
U = G/Φ(G), which is a 3-dimensional vector space over k. Since γ2(G) is elementary abelian, the
commutator map induces a bilinear map U × U → γ2(G)/γ3(G). The last map being alternating, the
universal property of wedge products induces a surjective linear map ∧2U → γ2(G)/γ3(G) and, as ∧
2U
has dimension 3, the first claim follows.
We now prove (2)-(3)-(4) simultaneously. For this, note that γ3(G) ⊆ Γ(G) and, since Φ(G) = Z2(G),
the commutator map induces a non-degenerate alternating map ν : U ×U → γ2(G)/Γ(G). In particular,
the dimension of U being odd, we get that
p2 ≤ |γ2(G) : Γ(G)| ≤ |γ2(G) : γ3(G)| ≤ p
3.
Let now W be a subspace of U such that the following short exact sequence, induced by ν, is exact:
1→ ∧2W −→ ∧2U
ν˜
−→ γ2(G)/Γ(G)→ 1.
The existence of W is guaranteed by the following. If γ3(G) = Γ(G), then ν˜ is injective and W = 0; in
particular, W is unique with this property and KG = Z2(G). Assume now that γ3(G) 6= Γ(G). Then ν˜
has a nontrivial kernel and, ν˜ being induced by ν, there is a subspaceW of U such that ker ν˜ = ∧2W . The
map ν˜ being surjective, it follows that W has dimension 2 and the fact that |γ2(G) : Γ(G)| = p
2 ensures
that W is unique with this property. In particular, KG, defined by KG/Z2(G) =W , is maximal.
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In the following results, let KG denote the characteristic subgroup from Lemma 3.4.
Theorem 3.5. Assume that p is odd, γ2(G)
pγ4(G) = 1, and |G : Φ(G)| = |G : Z2(G)| = p
3. If G
has class 3, assume, furthermore, that [[KG, G], G] ⊆ [KG, γ2(G)]. Then the isomorphism type of G is
determined by the unit group of the small group algebra of kG. Moreover, the (MIP) has a positive answer
for G.
Proof. If γ3(G) = 1, then the result follows from the work of Sandling, cf. Section 2.4(6). Assume now
that γ3(G) 6= 1, so it follows from the assumptions that Φ(G) = Z2(G). Similarly as in the proof of
Theorem 3.3, let H be another group base of kG, which we consider to be embedded in the group S of
normalized units of the small group algebra of kG. Then the equality S = G ⋊ A = H ⋊ A holds by
Proposition 3.1 and γ2(G) = γ2(H), by Proposition 2.3(1). We will show that, for a certain family of
generators g1, g2, g3 of G, there exist generating elements h1, h2, h3 of H satisfying the same relations as
g1, g2, g3. We will study two cases separately.
First, suppose that |γ2(G) : Γ(G)| = p3 and let g1, g2, g3 be any minimal generating set of G. By
Lemma 3.2 there are elements a1, a2, a3 in A such that hi = giai generate H . We will show that
h1, h2, h3 already satisfy the same relations as g1, g2, g3. From Lemma 3.4 we know that KG = Z2(G),
Γ(G) = γ3(G), and the commutators [g2, g1], [g3, g1], [g3, g2] form a basis of γ2(G) modulo γ3(G) and they
do not lie in Gp. Notice that for i, j, ℓ ∈ {1, 2, 3} and m any positive integer we have
• [gi, gj ] ≡ [hi, hj ] mod γ3(G) because [G,A] ⊆ γ3(G);
• [gi, gj , gℓ] = [hi, hj, hℓ] as [G,A] ⊆ Z(G);
• gp
m
i = h
pm
i because Aγ2(G) is elementary abelian, [G,A] is central, and p is odd.
It follows that h1, h2 and h3 satisfy the same relations as g1, g2 and g3.
We now consider the case |γ2(G) : Γ(G)| = p2, which is the only case left in view of Lemma 3.4.
By Lemma 3.4, the subgroup KG is maximal in G. We choose a generating set g1, g2, g3 of G such that
g2, g3 ∈ KG and so, by Lemma 3.2, there exist a1, a2, a3 ∈ A such that g1a1, g2a2, g3a3 generate H . Let
β2 and β3 be elements of γ2(G) such that
[β3, g2][g3, β2] = ([a3, g2][g3, a2])
−1.
Note that such β2 and β3 exist because [a3, g2][g3, a2] ∈ [KG, G,G] ⊆ [KG, γ2(G)] and g2, g3 form a basis
of KG modulo γ2(G) Z(G). Set h1 = g1a1, h2 = g2β2a2, and h3 = g3β3a3. As γ2(G) = γ2(H), we know
that h2 and h3 are elements of H . Now [g2, g1] and [g3, g1] form a basis of γ2(G) modulo Γ(G) and do
not lie in Gp. So for i, j, ℓ ∈ {1, 2, 3} and m any positive integer we have:
• [g2, g1] ≡ [h2, h1] mod γ3(G) and [g3, g1] ≡ [h3, h1] mod γ3(G) because [G,A] ⊆ γ3(G);
• [h3, h2] = [g3, g2][β3, g2][g3, β2][a3, g2][g3, a2] = [g3, g2];
• [gi, gj , gℓ] = [hi, hj, hℓ] since [G,A] ⊆ Z(G);
• gp
m
i = h
pm
i because Aγ2(G) is elementary abelian, [G,A] is central, and p is odd.
This shows that G and H have the same presentations in terms of respectively g1, g2, g3 and h1, h2, h3
so, in particular, G and H are isomorphic.
The upcoming series of corollaries yields a number of new classes of p-groups of orders p6 and p7 for
which the (MIP) is positively solved.
Corollary 3.6. Assume that p is odd, γ2(G)
pγ4(G) = 1, and |G : Φ(G)| = |G : Z2(G)| = p3. The
isomorphism type of G is determined by the normalized units of the small group algebra of kG if one of
the following holds:
(1) |γ2(G) : γ2(G) ∩ Z(G)| = p3,
(2) |γ3(G)| = p.
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Proof. We assume that γ3(G) 6= 1 as a consequence of Section 2.4(6). Then, by Lemma 3.4, the index
|γ2(G) : Γ(G)| is either p2 or p3.
If |γ2(G) : Γ(G)| = p3, then Lemma 3.4 yields KG = Z2(G) and therefore we have [KG, G] ⊆ Z(G)
and [[KG, G], G, ] = 1. The claim follows from Theorem 3.5.
Assume now that |γ3(G)| = p and, as a consequence of (1), that |γ2(G) : Γ(G)| = p2. Then, by
Lemma 3.4(4), the subgroup KG is maximal in G. Now the commutator map
G/CG(γ2(G))× γ2(G)/Γ(G)→ γ3(G)
is a non-degenerate alternating map and, as γ2(G)/Γ(G) is 2-dimensional, G/CG(γ2(G)) has dimension
2. In particular, CG(γ2(G)) is different from KG and thus [KG, γ2(G)] 6= 1. It follows that [KG, γ2(G)] =
γ3(G) and so we are done by Theorem 3.5.
Corollary 3.7. Assume that |G| = p6, γ2(G)pγ4(G) = 1, and |G : Z2(G)| = p3. Then the isomorphism
type of G is determined by the normalized units of the small group algebra of kG.
Proof. The work in [Wur93] covers the case p = 2 and Section 2.4(6) covers the case γ3(G) = 1. We assume
that p is odd and that γ3(G) 6= 1. We show that Φ(G) = Z2(G). The inclusions γ2(G) ⊆ Φ(G) ⊆ Z2(G)
are clear, so we show that Z2(G) = γ2(G). The commutator map induces a non-degenerate map
G/Z2(G)×G/Z2(G)→ Z(G)γ2(G)/Z(G)
and so, the dimension of G/Z2(G) being odd, we have that p < |Z(G)γ2(G) : Z(G)| ≤ p
3. Moreover, the
class of G being 3, we have that |γ3(G)| ≥ p and γ2(G) is not central. We derive that Z(G) = γ3(G) and
γ3(G) has order p. In particular, γ2(G) contains Z(G) and γ2(G) = Z2(G) = Φ(G). We conclude thanks
to Corollary 3.6.
We remark that, under the conditions that G has class 3, order p6, and γ2(G) is elementary abelian, the
only possibilities for the index of Z2(G) in G are p
2 and p3. The latter case is settled by Corollary 3.7
while the case |G : Z2(G)| = p2 cannot be settled within the small group algebra, as Example 3.11 shows.
Remark 3.8. (Isoclinism classes.) We here shortly discuss the influence of our results on the (MIP)
for groups of order p6 in terms of isoclinism classes. Following P. Hall’s definition [Suz86, Definition 4.28],
two groups X and Y are isoclinic if there exist isomorphisms
ϕ : X/Z(X)→ Y/Z(Y ) and ψ : γ2(X)→ γ2(Y )
commuting with the commutator map, in other words such that, for each x, x′ ∈ X , one has
ψ([x, x′]) = [ϕ(x) Z(X), ϕ(x′) Z(X)].
We rely on the classification, given in [Jam80], of the 43 isoclinism classes Φ1, . . . ,Φ43 of groups of order at
most p6 for p odd. We note that the isomorphism types of the proper members of the lower central series
of a p-group are invariants of its isoclinism classes [Suz86, (4.30)]. In particular, Sandling’s condition
γ2(G)
pγ3(G) = 1 is invariant under isoclinism and covers the classes Φ2,Φ4,Φ5,Φ11,Φ12,Φ13,Φ15. The
class Φ1 corresponds to the abelian groups and was already covered by [Des56]. The class Φ14 is covered
by [BdR20], while the class Φ35 is covered by [BC88]. To the best of our knowledge, no other class is
fully covered by existing results. Our Theorem 3.3 yields the new classes Φ3 and Φ16, while Corollary 3.7
yields the new classes Φ31,Φ32,Φ33.
Corollary 3.9. Assume that |G| = p7, γ2(G)pγ4(G) = 1, and |G : Z2(G)| = |G : Φ(G)| = p3. The
isomorphism type of G is determined by the normalized units of the small group algebra of kG if one of
the following holds:
(1) |γ3(G)| = p,
(2) if G has class 3, then [KG, γ2(G)] = γ3(G).
Proof. If p = 2, then we are done thanks to work of Wursthorn [BKRW99]; assume thus that p is odd.
If γ3(G) = 1, then Section 2.4(6) yields the claim. Assume that γ3(G) 6= 1. If |γ3(G)| = p, then we are
done by Corollary 3.6. To conclude, assume that [KG, γ2(G)] = γ3(G); then [KG, G,G] ⊆ [KG, γ2(G)]
and so we are done by Theorem 3.5.
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Remark 3.10. (Computational evidence for p = 5.) Assume p = 5. We list here the number
of groups of order p6 and p7 that we are able to deal with using the results from this section. Up to
isomorphism, there are 684 groups of order p6, of which 373 have class 3 and elementary abelian derived
subgroup. Under the last assumptions, there are 50 groups G with CG(γ2(G)) maximal and abelian (and
so covered by Theorem 3.3) and 18 groups with second centre of index p3 (covered by Corollary 3.7). On
the other hand, there are 34297 groups of order p7, of which 22436 have class 3 and elementary abelian
derived subgroup. Within this last class, 170 groups are covered by Theorem 3.3 and 13289 groups are
given by Corollary 3.9, contributing to a total of 13459 groups.
The last result of this section is the following example of groups of order 56 with isomorphic small group
algebras. Example 3.11 demonstrates that it is not possible to apply the same strategy adopted by Salim
and Sandling for the groups of order p5 [SS95, SS96a, SS96b] to the groups of order p6, though some of
the techniques from this section resemble theirs; see for Example [Sal93, Lemma 6.1]. We recall indeed
that the work of Salim and Sandling builds upon three main subcases: groups that are determined by
known group theoretical invariants, groups of maximal class [SS96b], and the remaining groups, having
class at most 3 and elementary abelian derived subgroup, are shown to be determined by the unit group
of the small group algebra, cf. [SS96a] and [Sal93, Chapter 6].
Example 3.11. Assume that G = SG(56, 553) and let H = SG(56, 554). It can be checked using GAP
that G and H share all known group theoretical invariants. We will show that the unit groups of the
small group algebras of kG and kH are isomorphic. We will do so by displaying a normal subgroup of
S = V (kG/I(kG)I(kγ2(G))) satisfying the same relations as H . It will be clear from the presentations
of G and H that both groups are 4-generated of class 3 and satisfy γ2(G)
pγ4(G) = γ2(H)
pγ4(H) = 1; it
thus makes sense to work at the level of small group algebras.
The SmallGroup Library in GAP provides the following polycyclic presentations of the two groups in
question, where trivial commutators are omitted:
G = 〈g1, g2, g3, g4, g5, g6 | g
5
1 = g
25
2 = g
25
3 = g
5
4 = g
5
5 = g
5
6 = 1,
[g2, g1] = g6, [g4, g3] = g5, [g5, g4] = g6, g
5
2 = g
5
3 = g
−1
6 〉;
H = 〈h1, h2, h3, h4, h5, h6 | h
5
1 = h
25
2 = h
25
3 = h
5
4 = h
5
5 = h
5
6 = 1,
[h2, h1] = h6, [h4, h3] = h5, [h5, h4] = h6, h
5
2 = h
5
3 = h
−2
6 〉.
Since our methods are more suitable for controlling differences between commutators rather than between
p-th powers, we translate the last presentations to
G = 〈g1, g2, g3, g4, g5, g6 | g
5
1 = g
25
2 = g
25
3 = g
5
4 = g
5
5 = g
5
6 = 1,
[g2, g1] = g
−1
6 , [g4, g3] = g5, [g5, g4] = g
−1
6 , g
5
2 = g
5
3 = g6〉;
H = 〈h1, h2, h3, h4, h5, h6 | h
5
1 = h
25
2 = h
25
3 = h
5
4 = h
5
5 = h
5
6 = 1, (3.1)
[h2, h1] = h
2
6, [h4, h3] = h5, [h5, h4] = h
2
6, h
5
2 = h
5
3 = h6〉.
We note that A = A(G|g1, . . . , g4)/(A∩Z(S)) is generated by the elements a = 1+ g¯3g¯4 and b = 1+ g¯4
2.
Moreover, one can compute that CS(b) = 〈A, γ2(G), g1, g2, g4〉 and [g3, b] = [g3, g4, g4] = [g
−1
5 , g4] = g6.
Define now
h˜1 = g
−2
1 b
−2, h˜2 = g2, h˜3 = g
−2
2 g
−2
3 , h˜4 = g4
and set H˜ = 〈h˜1, h˜2, h˜3, h˜4〉. We claim that H˜ ∩ A = 1 and H˜ ∼= H . To this end, define
h˜5 = [h˜4, h˜3] = [g4, g
−2
2 g
−2
3 ] = [g4, g
−2
3 ] = g
−2
5 and h˜6 = h˜
5
2 = g6.
We will show that the relations of H˜ with respect to the generators h˜1, . . . , h˜6 are exactly those from H ’s
presentation in (3.1). It is not difficult to show that
h˜51 = h˜
25
2 = h˜
25
3 = h˜
5
4 = 1 and h˜
5
3 = (g
−2
2 g
−2
3 )
5 = g−46 = g6 = h˜6,
settling the p-th powers. Moreover, we compute
[h˜2, h˜1] = [g2, g
−2
1 b
−2] = [g2, g1]
−2 = g26 = h˜
2
6,
[h˜3, h˜1] = [g
−2
2 g
−2
3 , g
−2
1 b
−2] = [g−22 , g
−2
1 ][g
−2
3 , b
−2] = g6g
−1
6 = 1,
[h˜4, h˜1] = [g4, g
−2
1 b
−2] = 1, [h˜3, h˜2] = [g
−2
2 g
−2
3 , g2] = 1, [h˜4, h˜2] = [g4, g2] = 1,
[h˜5, h˜1] = [h˜5, h˜2] = [h˜5, h˜3] = 1, [h˜5, h˜4] = [g
−2
5 , g4] = [g5, g4]
−2 = g26 = h˜
2
6.
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Since h˜6 is clearly central in H˜ , all the relations from (3.1) hold. This shows that H˜ is isomorphic to H ,
implying that the unit groups of the small group algebras of kG and kH are isomorphic. Having a closer
look on the elements of H˜ we see that they are also linearly independent in kG/I(kG)I(kγ2(G)), as so
are the elements of G. So H˜ is a group basis of kG/I(kG)I(kγ2(G)). Hence the small group algebras of
G and H are also isomorphic.
We close the present section with an account of the history of pairs of groups that are not told apart by
the small group algebra. To the best of our knowledge, the first example appearing in the literature dates
back to [Bag99, Section 4] and concerns groups of order at least p5, of maximal class with an elementary
abelian maximal subgroup (in particular the forth element of the lower central series is, in this case,
non-trivial). In [HS07], the authors display a pair of groups of order 32 with the same relative small
group algebra: for both such groups the derived subgroup is cyclic of order 4, so the considered small
group algebra is different from the one from this paper. We also wish to mention two examples that
are mentioned in the literature, but were never published. The first one, attributed to Kimmerle and
Scott, figures in [San85, Footnote 6.e after 6.25 from Chapter 6] and [HS07]. The second one, attributed
to Wursthorn, concerns four groups of order 55 and maximal class that have all isomorphic small group
algebras and is referred to in [SS96b, page 1073].
4 Lower central series invariants
In [BdR20], the (MIP) is solved for 2-generated p-groups of class 2, while in [MM20, Proposition 2.5] it
is solved for 2-generated groups of class 3 in which the derived subgroup is elementary abelian. In this
section, we consider 2-generated groups of class 3, but drop the assumption that the derived subgroup is
elementary abelian. The main result of this section is the following.
Theorem 4.1. Assume that p is odd and H is a group such that kG ∼= kH. Assume moreover that G
is 2-generated with γ3(G) central of exponent p. Then H has the same class as G and, for each integer
i ≥ 2, one has γi(G) ∼= γi(H).
Under the assumptions of Theorem 4.1, proving that γ3(G) ∼= γ3(H) turns out to be the most challenging
task. Indeed, the number |γ3(G)| is not a known group theoretical invariant and cannot be derived from
known group theoretical invariants either, as the following example shows.
Example 4.2. For G = SG(37, 19) and H = SG(37, 43), a quick check using the software of [MM20]
shows that G and H share all known group theoretical invariants, but do not satisfy |γ3(G)| = |γ3(H)|.
Lemma 4.3. Assume that G has class 3, γ2(G)/γ3(G) is cyclic, and γ3(G) is elementary abelian. Then
Γ(G) = γ2(G)
pγ3(G) and Γ(G) is maximal in γ2(G).
Proof. The subgroup γ3(G) being contained in Γ(G) and the commutator map G × γ2(G) → γ3(G) is
bilinear. It follows that γ2(G)
p is contained in Γ(G) and so, γ2(G)/γ3(G) being cyclic, we get that
Γ(G) = γ2(G)
pγ3(G) has index p in G.
Proposition 4.4. Assume that G has class 3, γ2(G)/γ3(G) is cyclic, and γ3(G) is elementary abelian.
Let, moreover, H be a group such that kG ∼= kH. Then H has class 3, the quotient γ2(H)/γ3(H) is
cyclic, γ2(G) ∼= γ2(H), and γ3(H) is elementary abelian.
Proof. Thanks to the list in Section 2.4 we know that
(1) G/γ2(G) ∼= H/γ2(H),
(2) Γ(G) ∼= Γ(H),
(3) for each n: we have Dn(γ2(G))/Dn+1(γ2(G)) ∼= Dn(γ2(H))/Dn+1(γ2(H)).
From (1) and (2) combined with Lemma 4.3, we derive that Γ(H) is maximal in γ2(H) and, in particular,
H has class at least 2 and γ2(H) is abelian. We next show that γ3(H) is contained in Γ(H); for a
contradiction, we assume that this is not the case. It follows that γ2(H) = Γ(H)γ3(H) and so, Γ(H)
being central in H , we get that
γ3(H) = [H, γ2(H)] = [H,Γ(H)γ3(H)] = [H, γ3(H)] = γ4(H).
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In particular, H has class 2, contradicting Section 2.4(8). This proves that H has class 3. The fact that
the abelian groups γ2(G) and γ2(H) are isomorphic follows from (3).
We now claim that Γ(H) = γ2(H)
pγ3(H). For this, assume first that γ2(H) does not have exponent
p. We remark that, by Lemma 4.3, we have that Γ(G) = γ2(G)
pγ3(G) and so, γ2(G)/γ3(G) being cyclic,
we also have that Γ(G) = µexp(γ2(G))/p(γ2(G)). Given the isomorphism type of γ2(G), this is the only
subgroup of γ2(G) that is isomorphic to Γ(G). It follows from (2) that
Γ(H) = µexp(γ2(H))/p(γ2(H)) = γ2(H)
pγ3(H)
and thus that γ2(H)/γ3(H) is cyclic. Now, γ2(H)
p and γ3(H) being central, we have that
γ3(H)
p = [H, γ2(H)]
p = [H, γ2(H)
p] = 1,
equivalently γ3(H) has exponent p.
Assume now that γ2(G)
p = 1. Then γ2(G) is elementary abelian and so is γ2(H). In particular, γ3(H)
is elementary abelian. Now, relying on Section 2.4(6), the (Sandling) quotients G/γ3(G) and H/γ3(H)
are isomorphic and so |γ3(G)| = |γ3(H)|. Since γ2(G)/γ3(G) is cyclic, the equalities
|γ2(G) : γ3(G)| = p = |γ2(H) : γ3(H)|
hold, proving that γ2(H)/γ3(H) is cyclic.
Lemma 4.5. Let X be a 2-generated p-group of class 3 such that γ3(X) is elementary abelian. Let
moreover JX be a subgroup of X containing T = Φ(γ2(X)) ∩ γ3(X) such that JX/T = CX/T (γ2(X)/T ).
Then the following hold:
(1) p ≤ |γ3(X)| ≤ p2,
(2) |X : JX | = p,
(3) if |γ3(X)| = p2, then Φ(X) 6= Xpγ3(X).
Proof. Since X is 2-generated, the quotient γ2(X)/γ3(X) is cyclic and thus the commutator map induces
a surjective homomorphism X/Φ(X)⊗γ2(X)/Γ(X)→ γ3(X). As a consequence of Lemma 4.3, the index
|γ2(X) : Γ(X)| is p and thus |γ3(X)| ≤ |X/Φ(X)| = p2. Since X is assumed to have class 3, we also
have |γ3(X)| ≥ p. Let ϕ : X → X/T be the natural projection. It follows from (1) and the fact that
γ2(X)/γ3(X) is cyclic that γ3(ϕ(X)) has order p. Now, the commutator map induces a non-degenerate
bilinear map
ϕ(X)/ϕ(JX)× γ2(ϕ(X))/Γ(ϕ(X))→ γ3(ϕ(X))
and so, γ3(ϕ(X)) having order p, we derive |X : JX | = |γ2(X) : Γ(X)| = p. To conclude, assume that
|γ3(X)| = p2 and assume, for a contradiction, that Φ(X) = Xpγ3(X). Then the commutator map induces
a bilinear map
X/Φ(X)×Xpγ3(X)/Γ(X)→ γ3(X)
whose image generates γ3(X). From the fact that γ3(X) is elementary abelian, we get that the last
bilinear map has a non-trivial right kernel and thus |γ3(X)| has order at most p
1·logp |X
pγ3(X):Γ(X)| = p.
Contradiction.
The remaining part of this section will be devoted to the proof of Theorem 4.1. To this end, the following
assumptions will hold until the end of Section 4. Assume p is odd and let H be a p-group such that
kG ∼= kH . Assume, additionally, that G is 2-generated with γ3(G) central of exponent p. Without loss of
generality, we assume that kG = kH and so we view G and H as group bases of the same modular group
algebra. If the class of G is smaller than 3, then it follows from [BdR20] that G ∼= H and in particular
Theorem 4.1 holds. We assume that G has class 3.
From group theoretical invariants and Proposition 4.4, we know that H is 2-generated of class 3,
γ2(G) ∼= γ2(H), and that γ3(H) is elementary-abelian. We will show that |γ3(G)| = |γ3(H)|. For a
contradiction, we assume that |γ3(G)| < |γ3(H)|.
We fix the notation. Let gG, hG and gH , hH be generators of G and H , respectively. In case it is clear
which group we are considering, we will omit indices. As a consequence of Lemma 4.5(2), we assume
without loss of generality that hG and hH are elements of JG and JH , respectively. Set c = [g, h] and
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let pt+1 denote the order of c. Observe that, thanks to Lemma 4.5(1), we have that |γ3(G)| = p and
|γ3(H)| = p2. Summarizing, in both groups we have
c = [g, h], |c| = pt+1, [c, g] = d 6= 1, dp = 1,
while, up to possible rescaling (namely up to possibly replacing gH with a power), the following hold
independently
[cG, hG] = 1, γ3(G) = 〈[cG, gG]〉 = 〈dG〉,
[cH , hH ] = c
pt
H , γ3(H) = 〈[cH , hH ], [cH , gH ]〉 = 〈c
pt
H 〉 × 〈dH〉.
From the fact that γ2(G) and γ2(H) are isomorphic, it follows that
γ2(G) = 〈cG〉 × 〈dG〉 and γ2(H) = 〈cH〉 × 〈dH〉.
Moreover, from Lemma 2.1 we derive that [Gp
t+1
, G] = [Hp
t+1
, H ] = 1 while, for any integer i, the
following hold:
[higp
t
, h] 6= 1 and [g, hp
t
gi] 6= 1.
Let Gab = G/γ2(G) denote the abelianization of G, as in Section 2.5, and let
π : G −→ G/Gp
t+1
γ2(G) ∼= G
ab/(Gab)p
t+1
denote the natural projection. Then π(gG) and π(hG) both have order p
t+1 and π(G) = 〈π(gG)〉⊕〈π(hG)〉.
It follows, for every ℓ ≤ t+ 1, that
(Gp
ℓ
\Gp
t+1
) ∩ γ2(G) ⊆ 〈c
pℓ
G 〉
and an analog statement can be derived for H by looking at H/Hp
t+1
γ2(H). Note that, if t = 0, then
Section 2.4(6) yields that G ∼= H and so Theorem 4.1 follows. We assume that t ≥ 1. We fix, moreover,
r to be an integer such that, for any other integer r0, one has
wt (crGdG) ≥ wt (c
r0
G dG) .
Lemma 4.6. The following hold:
(1) wt(cG) = wt(cH) = 2,
(2) for each ℓ ≤ t, one has wt
(
gp
ℓ
G
)
= wt
(
hp
ℓ
G
)
= wt
(
gp
ℓ
H
)
= wt
(
hp
ℓ
H
)
= pℓ,
(3) for X ∈ {G,H}, there exists a Jennings tuple J = (g1, . . . , gm) of X satisfying
{g1, . . . , gm} ⊇ {g, g
p, . . . , gp
t
, h, hp, . . . , hp
t
, c, cp, . . . , cp
t
} ∪
{
∅ if X = H,
{crd} if X = G,
and, if i, j ∈ {1, . . . ,m} and ℓ ≤ t are such that gi = hp
ℓ
and gj = g
pℓ , then i < j.
Proof. To lighten the notation, we will avoid the use of indices in this proof.
(1) Thanks to Lemma 4.5(3), the element c is not a product of p-th powers and has thus weight 2.
(2) As gp
t
and hp
t
are not elements of the derived subgroup, we have, for all ℓ ≤ t, that
wt
(
gp
ℓ
)
= wt
(
hp
ℓ
)
= pℓ.
(3) We will prove the existence of J for X = G; similar arguments apply to H . We define
τ = {g, gp, . . . , gp
t
, h, hp, . . . , hp
t
, c, cp, . . . , cp
t
}.
To show that the elements of τ figure as entries of a Jennings tuple of G, we shall show that elements
of τ with the same weight i in G are linearly independent modulo Di+1(G). For non-negative integers
i, j < t, it follows from the properties of the dimension subgroups that wt
(
gp
i
)
= wt
(
gp
j
)
if and only
if i = j; analogously it holds that wt
(
hp
i
)
= wt
(
hp
j
)
or wt
(
cp
i
)
= wt
(
cp
j
)
if and only if i = j.
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We proceed by showing that, for any ℓ ≤ t, the weight of cp
ℓ
is different from the weight of any other
element in τ . If wt
(
cp
ℓ
)
= 2pℓ, the same argument as above yields the claim. Assume now that, for
some ℓ ≤ t, one has wt
(
cp
ℓ
)
6= 2pℓ, equivalently that cp
ℓ
∈ D2pℓ+1(G) = G
pℓ+1 . From the inclusion
(Gp
ℓ+1
\Gp
t+1
)∩ γ2(G) ⊆ 〈c
pℓ+1〉, we conclude that cp
ℓ
∈ Gp
t+1
and so cp
ℓ
has weight larger than that of
any element in the set {g, gp, . . . , gp
t
, h, hp, . . . , hp
t
}.
We have proven that the only elements in τ having the same weight come in pairs (gp
ℓ
, hp
ℓ
), for ℓ ≤ t.
Moreover, two elements gp
ℓ
and hp
ℓ
are linearly independent in Dpℓ(G)/Dpℓ+1(G) as they span the 2-
dimensional k-vector space (Gab)p
ℓ
/(Gab)p
ℓ+1
. In the choice of the Jennings tuple J , we take without
loss of generality hp
ℓ
to precede gp
ℓ
.
We finally assume, for a contradiction, that crd has the same weight as some other element of τ . Note
that, as d ∈ γ3(G), we have wt (crd) ≥ 3. If wt (crd) = 3, we are reduced to considering the case p = 3
and showing that g3, h3 and crd are linearly independent in D3(G)/D4(G) = G
3γ2(G)
3γ3(G)/G
9γ2(G)
3.
Now, if g3, h3 and crd are linearly dependent, then there exist integers 0 ≤ i1, i2, i3 ≤ 2, of which
at least two are non-zero modulo 3, such that (h3)i1(g3)i2 (crd)i3 ∈ G9γ2(G)3. It then follows that
π((h3)i1(g3)i2) ∈ (Gab)9, contradicting the structure of π(G).
Assume now, for some integer s, that wt (crd) = ps > 3. It follows that crd ∈ Gp
s
\Gp
s+1
. If s ≤ t,
then the inclusion (Gp
s+1
\ Gp
t+1
) ∩ γ2(G) ⊆ 〈c
ps+1〉 provides a contradiction. So s ≥ t + 1 and, in
particular, crd has weight different from the weights of any gp
ℓ
and hp
ℓ
with ℓ ≤ t. In conclusion, if,
for some ℓ ≤ t, the elements crd and cpℓ are linearly dependent modulo Dwt(crd)+1(G) then there is an
integer m such that wt
(
crd(cp
ℓ
)m
)
> wt (crd), contradicting the choice of r.
We fix Jennings tuples of G and H and assume them to satisfy the properties listed in Lemma 4.6. Let,
moreover, m be an integer such that, for any integer m0, one has
wt
(
cp
t
G d
m
G
)
≥ wt
(
cp
t
G d
m0
G
)
.
Set w = wt
(
cp
t
G d
m
G
)
and observe that
wt (cG) > wt (c
p
G) > . . . > wt
(
cp
t
G
)
≥ wt
(
cp
t
dm
)
= w.
In particular, no element among cG, c
p
G, . . . , c
pt
G has weight bigger than w.
Until the end of this section, let K be the smallest ideal of kG containing dG and I(kG)
2w. We define
Z = Z(kG) +K/K and µ0p(Z) = {a ∈ Z | a
p = 0}.
By abuse of notation, we will denote the elements of Z as they were elements of kG. Then µ0p(Z) is a
k-vector space containing cp
t
G , c
pt
H and dH in which, by definition of K, the image of c
pt
G is non-trivial (see
also (4.1) below). We fix a subspace L of µ0p(Z) such that
µ0p(Z) = 〈c
pt
G 〉 ⊕ L
and let L be the ideal of kG containing K such that L/K = L. There then exist α and β in k such that
dH ≡ αc
pt
G mod L and c
pt
H ≡ βc
pt
G mod L.
Moreover, modulo L, the following equalities hold:
0 6≡ cp
t
G d
m = cp
t
G + d
m
G + c
pt
G d
m
G ≡ c
pt
G mod L and therefore 0 ≡ c
pt
G d
m
2
≡ cp
t
G
2
mod L. (4.1)
We let ϕL : kG→ kG/L be the canonical projection.
Lemma 4.7. One has β 6= 0.
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Proof. Write |G| = pm and denote by J = (g1, . . . , gm) the chosen Jennings tuple of G. As remarked in
Section 2.3, any element of G can be written as
∏m
i=1 g
αi
i with 0 ≤ αi ≤ p − 1. Let w˜ be the weight of
cp
t
H and note that, by the theory of Zassenhaus ideals, cf. Section 2.3, we can write
cp
t
H = a¯+ y where a ∈ Dw˜(G), y ∈ I(kG)
w˜+1.
Let 0 ≤ α1, . . . , αm ≤ p− 1 be such that a =
∏m
i=1 g
αi
i . Thanks to Lemma 2.2 we have
a¯ =
m∑
i=1
αigi + r,
where the Jennings basis elements in the support of r are products of at least two elements from J and
are linearly independent from the elements in J . Note that the weight of a¯ is the smallest weight among
the weights of gi’s satisfying αi 6= 0. As the weight of a¯ equals w˜, we conclude that αi = 0 whenever the
weight of gi is smaller than w˜ and there must exist an i such that gi has weight w˜ and αi 6= 0.
Observe now that cp
t
H ∈ kGI(kγ2(G)), as the ideal kGI(kγ2(G)) is canonical. It follows that, in the
expression of cp
t
H as linear combination of elements in the Jennings basis on J , each support element
features a factor from γ2(G), cf. Section 2.3. In particular, if the weight of gi is w˜ and αi 6= 0, then
gi ∈ γ2(G).
We write cH ∈ kGI(kγ2(G)) as cH = δ1cG + δ2dG for some δ1, δ2 ∈ kG. Since γ2(G) is abelian and
dG
p
= 0, Lemma 2.2 yields elements ε0, . . . , εp−1 ∈ kG such that
cp
t
H = cH
pt = (δ1cG + δ2dG)
pt =
p−1∑
j=0
εjcG
pt−jdG
j
.
As dG is central in G and [cG, kG] ⊆ kGdG, the elements of J in the support of εjcG
pt−jdG
j
have at
least pt factors from {cG, dG}. However, at the same time there is an element gi in the support of a¯ such
that gi ∈ γ2(G), i.e. gi is an element from {cG, ..., c
pt
G , c
r
GdG}. It follows that, if gi = c
pt
G , then αi 6= 0 and
in particular β 6= 0.
Lemma 4.8. There exists δ ∈ k such that dH(c
pt
H )
δ ≡ 1 mod L.
Proof. Define δ = −αβ−1 and observe that δ is well-defined thanks to Lemma 4.7. As a co nsequence of
(4.1), one has cp
t
H
2
≡ 0 mod L and so we compute
dH(cH)δp
t ≡ dH + δc
pt
H + δdH · c
pt
H ≡ αc
pt
G + δβc
pt
G + αβδc
pt
G
2
≡ 0 mod L.
Removing bars yields the claim.
For the remaining part of Section 4, let A denote the algebra A = kG/L = kH/L. If dH /∈ L, then we
replace gH by gHh
δ
H where δ is chosen as in Lemma 4.8. This choice has no influence on the results
from this section, nonetheless it guarantees that dH ∈ L. In particular, the images of gH and cH in A
commute. Our strategy is to show that the ideal [A,A]A ∩ Z(A) has conflicting properties, when viewed
as an ideal of kG/L or kH/L, respectively. The choice of the ideal is inspired by Sandling’s argument
[San85, Lemma 6.10] relying on the ideal [kX, kX ]kX ∩ Z(kX) of kX to show that the isomorphism
type of Γ(X) is an invariant of kX ; cf. Section 2.4(5). We point out that, under our assumptions, we
have indeed that Γ(ϕL(G)) 6∼= Γ(ϕL(H)). Compared to [San85, Lemma 6.10], however, we do not have a
well-understood basis of the center of A resulting in more complicated calculations on our side.
Lemma 4.9. There exists x ∈ I(kG)3 ∩ kGI(γ2(kG)) such that ϕL(cH + x) ∈ [A,A]A ∩ Z(A) and the
following hold:
[x, cG] ≡ [x, cH ] ≡ [x, gH ] ≡ 0 mod L.
Proof. The elements cG and cH are both elements of the canonical ideal kGI(kγ2(G)) and have weight
2; moreover, modulo I(kG)3, they are, up to invertible scalars, unique with this property. It follows that
there exist elements x ∈ I(kG)3 ∩ kGI(γ2(kG)) and λ ∈ k∗ such that
ϕL(cH + x) = ϕL(λcG) ∈ [A,A]A ∩ Z(A).
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For such an x, we use the facts that ϕL(cG) is central and [ϕL(cH), ϕL(gH)] = 0 to derive that
0 = [ϕL(x), ϕL(cG)] = [ϕL(x), ϕL(cH)] = [ϕL(x), ϕL(gH)].
Proof of Theorem 4.1. We will show that the element x introduced in Lemma 4.9 cannot exist, which
will provide a contradiction to kG = kH .
As a generating set of A as a vector space, we will use the image under ϕL of the Jennings basis of
kG = kH obtained from the Jennings tuple of H . To lighten the notation, we will drop the index H in
our calculations. Moreover, we will abuse notation and denote the elements of A in the same way we
denote elements in kH , e.g. we will write d¯ = 0. As x ∈ [A,A]A, any base element in the support of x
features a factor c and has weight at least 3. Moreover, as a consequence of Lemma 4.9, the element c¯+x
is central, so in particular
(c¯+ x)h = c¯+ x.
From the equalities [c, h] = cp
t
and [g, h] = c and Lemma 2.2 we derive
c¯h = c¯+ cpt + c¯cpt and g¯h = g¯ + c¯+ g¯c¯, (4.2)
from which it follows that
xh − x = c¯− c¯h = −cpt − c¯cpt . (4.3)
We will show that (4.3) cannot hold. We start by showing that, to this aim, we can restrict our computa-
tions to a specific subset of the support elements of x. We can ignore central base elements, because they
do not contribute to xh − x. Moreover, if a support element y contains a factor from {h¯, hp, . . . , hpt},
then, as a consequence of (4.2) and the choice of the Jennings basis, such factor will also be present in
any support element of yh. Finally, assume that y is in the support of x and contains a central factor
from Hpt+1 which does not lie in γ2(H). Then the projection of y
h − y onto the linear subspace spanned
by cpt and c¯cpt is 0 as this central factor cannot be eliminated by conjugation. So considering y cannot
influence the satisfiability of (4.3).
To show that x cannot satisfy (4.3), we assume without loss of generality that each element y in the
support of x is of the form g¯ic¯j , where i and j are non-negative integers with j > 0. The positivity of
j follows from x being in [A,A]A and we have used the intercommutativity of g¯ and c¯ to simplify the
notation. Each such support element y can be written as
y = gi0gp
i1 ...gpt
it
cj0cp
j1 ...cpt
jt
where 0 ≤ i0, . . . , it, j0, . . . , jt < p and
i0 + pi1 + . . .+ p
tit = i and j0 + pj1 + . . .+ p
tjt = j
are the p-adic expansions of i and j. Following this notation, we compute
yh = (g + c+ g c)i0 ...(gpt + cpt + gpt cpt)it(c+ cpt + ccpt)j0cp
j1 ...cpt
jt
. (4.4)
Now if a certain y = g¯ic¯j is in the support of x and the support of yh− y contains an element y˜ different
from cpt and c¯cpt , then there must be another support element y′ in x such that (y′)h − y′ also contains
y˜ in its support. Relying on the last observation, we will show that y is not in the support of x for
1 ≤ i, j ≤ pt − 1. Note that it is sufficient to show that no y satisfying these conditions on i and j is an
element in the support of x as only in these cases yh− y can contain cpt as an element in the support and
cpt is an element necessary for (4.3) to hold. Our restrictions, in particular, imply it = jt = 0 in (4.4).
We will prove the impossibility of any such y coming up in the support of x by induction on triples
of the form (ℓ, j, r), where i = pℓ(sp− r) for some integer s, ordered lexicographically. Observe that the
entries of such triples range over
0 ≤ ℓ ≤ t− 1, 1 ≤ j ≤ pt − 1, 1 ≤ r ≤ p− 1.
When considering yh − y, note that the elements in the support are those which can be gotten from
multiplying explicitly in (4.4) with the exception of the element g¯i0 . . . gpt
it
c¯j0 . . . cpt
jt
= y. In particular,
working with the factor (c+ cpt + ccpt)j0cp
j1 ...cpt
jt
in (4.4), we derive:
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Trick: If yh − y contains an element g¯i
′
c¯j
′
in its support such that j′ < j + pt − 1, then at least one of
the factors in c¯j
′
is coming from the product
(g + c+ g c)i0 ...(gpt + cpt + gpt cpt)it .
Note that, if j′ is of the form j′ ≤ j + pℓ for some ℓ belonging to the induction range, then the Trick is
always applicable.
For the induction base, assume (ℓ, j, r) = (0, 1, 1). Then, for some s, we have i = sp − 1 and the
element gsp−1c2 is in the support of yh − y and y is the only element with this property. Indeed, let
y′ = g¯i
′
c¯j
′
be such that gsp−1c2 is in the support of y′h − y′ and compute
(y′)h = (g + c+ g c)i
′
0 ...(gpt + cpt + gpt cpt)i
′
t(c+ cpt + ccpt)j
′
0cp
j1 ...cpt
j′t
. (4.5)
As the support of (y′)h − y′ contains an element featuring the factor c¯ exactly twice, we deduce that
1 ≤ j′ ≤ 2. Moreover, the factor (gp + cp + gp cp)i
′
1 ...(gpt + cpt + gpt cpt)i
′
t does not contribute a factor
c¯, as the smallest available factor is c¯p. The factor gsp−1 can only be obtained from the subproduct
(g + c+ g c)i
′
0 ...(gpt + cpt + gpt cpt)i
′
t and, being (g + c + g c)i
′
0 the only candidate able to contribute a
factor c¯, the index i′ must equal ps−1. Combining the Trick with the fact that one factor c¯ is contributed
by (c+ cpt + ccpt)j
′
0cp
j1 ...cpt
j′t
, we conclude that j′ = 1.
We proceed with the induction step. Write i = pℓ(sp − r) and assume that the triples satisfying
(ℓ′, j′, r′) < (ℓ, j, r) have been excluded. We claim that the element gp
ℓ(sp−r)cj+p
ℓ
is in the support of
yh−y and assume that this element also appears in the support of y′h−y′ for some y′, presented as in (4.5)
and associated to the triple (ℓ′, j′, r′). It follows from the induction hypothesis that i′0 = . . . = i
′
ℓ−1 = 0.
We note that, for the factor g¯p
ℓ(ps−r) to be realizable, it is necessary that i′ℓ 6= 0 and ℓ
′ = ℓ. The induction
hypothesis yields j′ ≥ j and the factor
(gpℓ+1 + cpℓ+1 + gpℓ+1 cpℓ+1)i
′
ℓ+1 ...(gpt + cpt + gpt cpt)i
′
t
cannot contribute to the factor c¯j
′
as its minimum contribution would be c¯p
ℓ+1
. On the other hand, since
j′ ≤ j + pℓ, the Trick ensures that the product (g + c + g c)i
′
0 ...(gpt + cpt + gpt cpt)i
′
t contributes the
factor c¯j
′
. The minimum contribution is c¯p
ℓ
, as i′0 = . . . = i
′
ℓ−1 = 0. The maximal possible contribution
being c¯j+p
ℓ
, we conclude that j = j′. It follows from the induction hypothesis that r′ ≥ r. In particular,
to obtain the factor gp
ℓ(sp−r), the product (g + c + g c)i
′
0 ...(gpt + cpt + gpt cpt)i
′
t has to contribute the
maximal amount of possible factors g¯ at the same time, i.e. contributing only pℓ times the factor c¯. We
deduce that r′ = r.
In order to conclude the proof, we shall make sure that the elements of the form gp
ℓ(sp−r)cj+p
ℓ
used
in the arguments above are not congruent to 0 modulo L. None of such elements is central as an element
of kG, as pℓ(sp− r) < pt, and so they do not lie in µ0p(Z), if they do not lie in K itself. We will consider
their weights to determine if they lie in K, taking into account that an element cpℓ might have smaller
weight than cpℓdu for some integer u, even these two elements are congruent modulo K.
Among the elements in consideration, the ones of shape gp
ℓ(sp−1)cj+p
ℓ
have biggest weight, so we will
ignore the case r > 1. As pℓ(sp− 1) < pt+1, Lemma 4.6 implies that
wt
(
g¯p
ℓ(sp−1)
)
= pℓ(sp− 1).
Moreover, the weight of c¯ being 2, the maximal possible weight of an element gp
ℓ(sp−1)cj+p
ℓ
is realized
when ℓ = t− 1 and j = pt − 1. We define
z = gp
t−pt−1cp
t+pt−1−1,
which comes up when, in the induction process, we exclude gp
t−pt−1cp
t−1. We claim that wt(z) < 2w.
Erasing the factor cpt of weight not larger than w, Lemma 4.7 yields the translation of the claim into
wt
(
gp
t−pt−1cp
t−1−1
)
< w. As noted above, the weight of gp
t−pt−1 is pt − pt−1. Let now u be an integer
such that, for any integer u0, one has w
′ = wt
(
cp
t−1
du
)
≥ wt
(
cp
t−1
du0
)
. It follows that w ≥ pw′ and,
the weight of c¯ being 2, that w′ ≥ 2pt−1. From the last observations we derive
wt
(
gp
t−pt−1cp
t−1−1
)
≤ wt
(
gp
t−pt−1cp
t−1
)
≤ wt
(
gp
t−pt−1cpt−1du
)
= pt − pt−1 + w′
≤ pt − pt−1 + w − (p− 1)w′ ≤ pt − pt−1 + w − (p− 1)2pt−1
≤ w − (pt − pt−1) < w
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and so the claim is proven.
Remark 4.10. Theorem 4.1 can be used to solve the (MIP) in some cases that cannot be handled by the
known group theoretical invariants. For instance, if G = SG(37, 19) and H is a group not isomorphic to G
but sharing all group theoretical invariants with G, thenH ∼= SG(37, 43). One finds that |γ3(G)| = 3 while
|γ3(H)| = 32, so Theorem 4.1 yields kG 6∼= kH . Other examples of groups for which group theoretical
invariants are not sufficient to solve the (MIP), but are when upgraded with Theorem 4.1, are
SG(37, 23), SG(37, 45), SG(37, 27), SG(37, 47),
SG(57, 19), SG(57, 21), SG(57, 77), SG(57, 87), SG(57, 30086),
SG(77, 23), SG(77, 25), SG(77, 111), SG(77, 125), SG(77, 104602).
It seems like still some work will be required to understand this evidence in a generic sense. Some of
the groups listed above for which the third terms in their lower central series’ have the same size can
only be distinguished using the so-called Roggenkamp parameter
∑
gG logp(|CG(g)/Φ(CG(g))|), where
the sum runs over conjugacy classes of G. This invariant is far from easy to compute by hand in a general
situation.
5 The class of obelisks
In computer-aided investigations of the (MIP) such as [Wur93, Eic08, MM20] one is interested in de-
termining the smallest number m such that, given two non-isomorphic groups G and H , one has
I(kG)/I(kG)m 6∼= I(kH)/I(kH)m. It follows directly from the theory of Jennings that
G/Dℓ(G) ∼= H/Dℓ(H) =⇒ I(kG)/I(kG)
ℓ ∼= I(kH)/I(kH)ℓ.
The following questions are based on computational evidence.
Question 5.1. Let H be a p-group not isomorphic to G satisfying |H | = |G| and let ℓ be the maximal
integer such that G/Dℓ(G) ∼= H/Dℓ(H). Are the following statements true?
(1) It holds that I(kG)/I(kG)2ℓ+1 6∼= I(kH)/I(kH)2ℓ+1 [BKRW99].
(2) If p is odd and m = max{ℓ, 2ℓ− p−12 }, then I(kG)/I(kG)
m+1 6∼= I(kH)/I(kH)m+1 [MM20].
Both questions are still open. Moreover, it turns out that the only groups of order 56 which share
all known group theoretical invariants and for which the upper bound given in the previous question
from [MM20] is sharp are the so-called p-obelisks (see Definition 5.2 below). These groups were first
investigated in [Bla61] and later in [Sta17]. As a first step towards understanding the modular group
algebras of p-obelisks and solving the (MIP) for this class of groups, we show in this section that the
property of being a p-obelisk is an invariant of the group algebra. Until the end of the present section,
assume that p > 3.
Definition 5.2. A p-obelisk is a finite non-abelian p-group O with |O : γ2(O)| = p2 and Op = γ3(O).
The following proposition collects known properties of p-obelisks; see for example [Sta17, Lemmas 322-3]
or [Bla61, Theorem 4.3 and its proof] (this is also to be found in [Hup67, III, Satz 17.9]).
Proposition 5.3. Let G be a p-obelisk of class c and i a positive integer. Then the following hold:
(1) the quotient γi(G)/γi+1(G) is elementary abelian of rank
dimk(γi(G)/γi+1(G)) =
{
2 if i ≤ c− 1 and i odd,
1 if i ≤ c and i even.
(2) one has γi(G)
p = γi+2(G).
Lemma 5.4. Let O be a p-obelisk. Let n be a positive integer and write n = apℓ + b where ℓ ≥ 0,
1 ≤ a ≤ p− 1 and 0 ≤ b < pℓ. Then Dn(O) = γm(n)(O) where
m(n) =


2ℓ+ 1, if a = 1 and b = 0,
2ℓ+ 3, if a > 2 or a = 2 and b ≥ 1,
2ℓ+ 2, otherwise
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Proof. We work by induction on n and using the iterative formula for dimension subgroups. We clearly
have D1(O) = γ1(O). Moreover, from p ≥ 5 we compute D2(O) = γ2(O)Op and D3(O) = γ3(O)Op. The
group O being a p-obelisk, we deduce D2(O) = γ2(O) and D3(O) = γ3(O). We have proven the claim
when n equals 1, 2 or 3.
Assume now that n ≥ 4 and that, for each n′ < n, the equality Dn′(O) = γm(n′)(O) holds. We write
n = apℓ + b with ℓ ≥ 0, 1 ≤ a ≤ p− 1, 0 ≤ b < pℓ.
Let first a = 1 and b = 0; then n ≥ 4 implies ℓ 6= 0 and, in particular, we have 2ℓ + 1 ≤ pℓ = n. Note
that, by Proposition 5.3(2), we have γ2ℓ−1(O)p = γ2ℓ+1(O). Thanks to the inductive formula for the
dimension subgroups, cf. Section 2.3, the induction hypothesis yields
Dn(O) = Dapℓ−1(O)
pγn(O) = γ2(ℓ−1)+1(O)
pγn(O) = γ2ℓ+1(O).
Now let a > 2 or a = 2 and b ≥ 1. The inductive formula for the dimension subgroups combined with
Proposition 5.3 and the fact that n ≥ 4 yields
Dn(O) = Dapℓ−1+⌈ b
p
⌉(O)
pγn(O) = γ2(ℓ−1)+3(O)
pγn(O) = γ2ℓ+3(O).
We next assume that a = 1 and b ≥ 1 or a = 2 and b = 0. The combination of Proposition 5.3, the
induction hypothesis, and the fact that p ≥ 5 yields
Dn(O) = Dapℓ−1+⌈ b
p
⌉(O)
pγn(O) = γ2(ℓ−1)+2(O)
pγn(O) = γ2ℓ+2(O).
Theorem 5.5. Let O be a p-obelisk such that kG ∼= kO. Then G is a p-obelisk.
Proof. The (MIP) is solved for orders dividing p5 [SS96a] so we assume without loss of generality that
|G| = |O| ≥ p6. Then, by Proposition 5.3(1), the nilpotency class of O is at least 4. From Section 2.4
we know that G and O have the same order and also that G/γ2(G) ∼= O/γ2(O); the last quotients are
elementary abelian of order p2 by Proposition 5.3(1). In particular γ2(G)/γ3(G) and γ2(O)/γ3(O) are
cyclic of order p and hence |γ2(G) : γ3(G)| = |γ2(O) : γ3(O)|. Now, by Section 2.4(4) and Lemma 5.4 we
have
D1(G)/D2(G) ∼= D1(O)/D2(O) = O/γ2(O).
From D2(G) = γ2(G)G
p we then obtain Gp ≤ γ2(G) and D2(G) = γ2(G). In the same way we get
D2(G)/D3(G) ∼= D2(O)/D3(O) = γ2(O)/γ3(O).
Both D3(G) = γ3(G)G
p and γ3(G) being subgroups of index p of D2(G) = γ2(G), we get G
p ⊆ γ3(G)
and, in particular, that D3(G) = γ3(G). We claim that, for each integer n ≥ 3, the following holds:
(i) γ3(G) = G
pγn(G)
(ii) γi(G) = Dj(G) for all 1 ≤ i ≤ n and any j satisfying γi(O) = Dj(O).
To prove the last claim, we will work by induction on n. For this proof only, we will use the bar notation
with a different meaning from that introduced in Section 2.2.
Assume n = 3. We have already proven (i), so we show (ii). By Lemma 5.4, one has γ3(O) = Dj(O)
if and only if 3 ≤ j ≤ p. When i ∈ {1, . . . , p}, we get from Section 2.4(4) that
Di(O)/Di+1(O) ∼= Di(G)/Di+1(G)
and so γ3(G) = Dj(G) if and only if 3 ≤ j ≤ p. This proves the base case. We now assume that the
claim holds for n ≥ 3 and prove it for n+ 1.
Assume that n is even. Set G = G/γn+1(G). We claim that G is a p-obelisk. Indeed, applying in this
order the induction hypothesis on (i), then on (ii), the formula for dimension subgroups, and then again
(ii), one gets
γ3(G) = G
p
γn(G) = G
p
D
2p
n−2
2
(G) = G
p
(D
2p
n−4
2
(G))pγ
2p
n−2
2
(G) = G
p
γn−2(G)
p = G
p
.
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We have proven that G is a p-obelisk, equivalently γ3(G) = G
pγn+1(G) and (i) holds. We continue with
(ii). By Lemma 5.4 ,we have D
p
n
2
(O) = γn+1(O) and so the induction hypothesis on (ii) yields
D
p
n
2
(G) = D
p
n−2
2
(G)pγ
p
n
2
(G) = γn−1(G)
pγ
p
n
2
(G).
Note that, by Lemma 5.4, we have that γn(O) = D2p
n
2
−1(O) and, for each 2p
n
2
−1 + 1 ≤ j ≤ p
n
2 , that
γn+1(O) = Dj(O). It follows from the combination of Section 2.4(3) with the induction hypothesis on
(ii) that γn(G) = D2p
n
2
−1(G) and, for each 2p
n
2
−1 + 1 ≤ j, j′ ≤ p
n
2 , that Dj(G) = Dj′ (G). Hence we get
γn(G)/γn−1(G)
pγ
p
n
2
(G) = D
2p
n
2
−1(G)/Dp
n
2
(G) ∼= D2p
n
2
−1(O)/Dp
n
2
(O) = γn(O)/γn+1(O) (5.1)
with |γn(O) : γn+1(O)| ≤ p. As G is an obelisk, Proposition 5.3 yields γn−1(G)p ⊆ γn+1(G) = 1
from which it follows that γn−1(G)
pγ
p
n
2
(G) ⊆ γn+1(G) ⊆ γn(G). As a consequence of (5.1) we have
that |γn(G) : γn−1(G)pγp
n
2
(G)| ≤ p and so either γn(G) = γn+1(G) or γn+1(G) = γn−1(G)pγp
n
2
(G). If
γn(G) = γn+1(G), then γn(G) = 1 and, as by induction γ3(G) = G
pγn(G), we obtain that G is an obelisk.
Assume, on the other hand that γn−1(G)
pγ
p
n
2
(G) = γn+1(G). Then γn+1(G) = Dp
n
2
(G) together with
the reasoning above implies (ii) for n+ 1.
Assume now that n is odd. Set G = G/γn+1(G), which we can show to be an obelisk via computing
γ3(G) = G
p
γn(G) = G
p
D
p
n−1
2
(G) = G
p
(D
p
n−3
2
(G))pγ
p
n−1
2
(G) = G
p
γn−2(G)
p = G
p
. (5.2)
In particular the equality γ3(G) = G
pγn+1(G) holds. Now, by Lemma 5.4 we haveD
2p
n−1
2
(O) = γn+1(O).
Then, by the iterative formula for dimension subgroups and induction hypothesis on (ii), we have
D
2p
n−1
2
(G) = D
2p
n−3
2
(G)pγ
2p
n−1
2
(G) = γn−1(G)
pγ
2p
n−1
2
(G).
It follows from Lemma 5.4 that γn(O) = D
p
n−1
2
(O) and, for each p
n−1
2 +1 ≤ j ≤ 2p
n−1
2 , that γn+1(O) =
Dj(O). Section 2.4(4) and the induction hypothesis on (ii) then yield that γn(G) = D
p
n−1
2
(G) and, for
each p
n−1
2 + 1 ≤ j, j′ ≤ 2p
n−1
2 , that Dj(G) = Dj′(G). The following hold:
γn(G)/γn−1(G)
pγ
2p
n−1
2
(G) = D
p
n−1
2
(G)/D
2p
n−1
2
(G) ∼= D
p
n−1
2
(O)/D
2p
n−1
2
(O) = γn(O)/γn+1(O) (5.3)
where γn(O)/γn+1(O) is elementary abelian of rank at most 2. Since G is a p-obelisk, we have γn−1(G)p =
γn+1(G) = 1 and so γn−1(G)
pγ
2p
n−1
2
(G) ⊆ γn+1(G) ⊆ γn(G). If γn(G) = γn+1(G), then γ3(G) =
Gp and G is a p-obelisk. If p = |γn(G) : γn+1(G)| = |γn(G) : γn−1(G)pγ
2p
n−1
2
(G)|, then |γn(O) :
γn+1(O)| = p which, together with Proposition 5.3, implies γn+1(O) = 1. As G and O have the same
order, we get that γn+1(G) = 1 and the equality γ3(G) = G
pγn+1(G) = G
p yields that G is a p-
obelisk. Assume now that |γn(G) : γn−1(G)pγ
2p
n−1
2
(G)| = p2. If also |γn(G) : γn+1(G)| = p2 then
D
2p
n−1
2
(G) = γn−1(G)
pγ
2p
n−1
2
(G) = γn+1(G) and (ii) follows from a similar argument as before. So the
only possibility left is |γn(G) : γn+1(G)| = p. Set G = G/γn−1(G)pγ
2p
n−1
2
(G). As γn+1(G) has order
p, we get γn+2(G) = 1. Moreover, for each p ≥ 5 and n ≥ 3, we have n + 2 ≤ p
n−1
2 and so, imitating
the arguments in (5.2), we get that γ3(G) = G
p
γn(G) = G
p
. In particular G is a p-obelisk satisfying
p = |γn−1(G) : γn(G)| = |γn(G) : γn+1(G)| = |γn+1(G) : γn+2(G)|; contradiction to Proposition 5.3(1).
The claim is now proven.
We conclude by observing that, when n is such that γn(G) = 1, then (i) yields γ3(G) = G
p and, since
such an n always exists, we are done.
Within the family of p-obelisks, there is a natural separation that is dictated by the collection of sizes of
minimal generating sets of maximal subgroups.
Definition 5.6. Let O be a p-obelisk. Then O is framed if all maximal subgroups of O are 2-generated.
Though not referred to with the name “framed p-obelisks”, these groups are the reason Blackburn became
interested in p-obelisks in the first place [Bla61, Theorem 4.2]. However, not all obelisks are framed [Sta17,
Lemma 437] and in non-framed obelisk there are exactly 2 maximal subgroups that are not 2-generated
(but 3-generated) [Sta17, Lemma 335]. The following result [Sta17, Proposition 336] makes it clear how
the restricted k-Lie algebra of an obelisk determines whether the obelisk is framed or not.
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Lemma 5.7. Let O be a p-obelisk. The following are equivalent:
(1) the obelisk O is framed,
(2) for each maximal subgroup M of O, the images of Mp and [M,M ] in γ3(O)/γ4(O) are distinct
subgroups of order p.
Theorem 5.8. Let O be a framed p-obelisk such that kG ∼= kO. Then G is a framed p-obelisk.
Proof. Thanks to Theorem 5.5, the group G is an obelisk if and only if O is. Now from Lemma 5.4 we
know that γ3(G)/γ4(G) = Dp(G)/Dp+1(G) and γ3(O)/γ4(O) = Dp(O)/Dp+1(O). The combination of
Lemma 5.7 with Section 2.4(7) yields that G is framed if and only if O is.
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