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Abstract
We introduce and study a new class of kinetic equations, which arise in the descrip-
tion of nonequilibrium macroscopic dynamics of soliton gases with elastic collisions
between solitons. These equations represent nonlinear integro-differential systems and
have a novel structure, which we investigate by studying in detail the class of N -
component ‘cold-gas’ hydrodynamic reductions. We prove that these reductions repre-
sent integrable linearly degenerate hydrodynamic type systems for arbitrary N which
is a strong evidence in favour of integrability of the full kinetic equation. We derive
compact explicit representations for the Riemann invariants and characteristic veloc-
ities of the hydrodynamic reductions in terms of the ‘cold-gas’ component densities
and construct a number of exact solutions having special properties (quasi-periodic,
self-similar). Hydrodynamic symmetries are then derived and investigated. The ob-
tained results shed the light on the structure of a continuum limit for a large class of
integrable systems of hydrodynamic type and are also relevant to the description of
turbulent motion in conservative compressible flows.
1 Introduction and summary of results
The possibility of modelling certain types of turbulent motion with the aid of the equations
for weak limits of highly oscillatory dispersive compressible flows (the so-called Whitham
modulation equations [42], [15], [31]) was pointed out by P.D. Lax in [30]. While this “de-
terministic analogue of turbulence” has obvious limitations to its possible applications to
the description of hydrodynamic (incompressible) turbulent flows, it opens a whole new per-
spective for constructing the statistical description of purely conservative wave regimes in
integrable dispersive systems by assigning appropriate probabilistic measures to the wave
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sequences, so that their weak limits could then be regarded as ensemble averages. Such an
unconventional union of integrability and stochasticity has a natural physical motivation:
nonlinear dispersive waves, while often being successfully modelled by integrable systems,
could demonstrate a very complex behaviour calling for a statistical description characteristic
of the classical turbulence theories. Recently, a closely related programme for the construc-
tion of the theory of wave turbulence in the frameworks of integrable systems has been put
forward by V.E. Zakharov [49].
One of the important problems arising in this connection is the description of “soliton
gases” — random distributions of solitons which can be mathematically defined in terms of
generalised reflectionless potentials with shift invariant probability measure on them (see e.g.
[29]). Due to isospectrality of the “primitive” microscopic evolution, the macroscopic dynam-
ics of a homogeneous soliton gas is trivial (for the so-called ‘strongly integrable’ systems, such
as the Korteweg – de Vries (KdV), nonlinear Schro¨dinger (NLS) or Kadomtsev-Petviashvili
(KP-II) equations — see [49]), namely, all the statistical characteristics can be specified
arbitrarily at the initial moment and remain unchanged in time. However, if the soliton gas
is spatially inhomogeneous, i.e. if the probability distribution function depends on the space
coordinate, then nontrivial macroscopic dynamics can occur due to phase shifts of individ-
ual solitons in their collisions with each other. An approximate kinetic equation describing
spatial evolution of the soliton distribution function in a rarefied gas of the KdV solitons,
when these phase shifts can be taken into account explicitly, was derived by Zakharov back
in 1971 [46].
Generalization of Zakharov’s kinetic equation to the case of a soliton gas of finite den-
sity has been made possible rather recently [6] and required consideration of the continuum
thermodynamic limit of the Whitham modulation equations associated with finite-gap po-
tentials. In the thermodynamic limit, the nonlinear interacting wave modes transform into
randomly distributed localised states (solitons) and the modulation system assumes the form
of a nonlinear kinetic equation. This new kinetic equation was extended, using physical rea-
soning, in [7] to other integrable systems with two-particle elastic interactions of solitons
(i.e. when multi-particle effects are absent).
The kinetic equation for solitons in general form represents a nonlinear integro-differential
system
ft + (sf)x = 0 ,
s(η) = S(η) +
1
η
∞∫
0
G(η, µ)f(µ)[s(µ)− s(η)]dµ .
(1)
Here f(η) ≡ f(η, x, t) is the distribution function and s(η) ≡ s(η, x, t) is the associated
transport velocity. The (given) functions S(η) and G(η, µ) do not depend on x and t. The
function G(η, µ) is assumed to be symmetric, i.e. G(η, µ) = G(µ, η). The choice
S(η) = 4η2 , G(η, µ) = log
∣∣∣∣η − µη + µ
∣∣∣∣ (2)
corresponds to the KdV soliton gas [6], where the KdV equation is taken in the canonical
form
φt − 6φφx + φxxx = 0 . (3)
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In the KdV context, η ≥ 0 is a real-valued spectral parameter (to be precise, before the
passage to the continuum limit one has λk = −η2k, where λk, k = 1, . . . , N are the dis-
crete eigenvalues of the Schro¨dinger operator), thus the function f(η, x, t) is the distribution
function of solitons over spectrum so that κ =
∫∞
0
f(η)dη = O(1) is the spatial density of
solitons. If κ≪ 1, the first order approximation of (1), (2) yields Zakharov’s kinetic equation
for a dilute gas of KdV solitons [46] (see equations (28), (29) below).
The quantity S(η) in (1) has a natural meaning of the velocity of an isolated (free) soliton
with the spectral parameter η and the function 1
η
G(η, µ) is the expression for a phase shift
of this soliton occurring after its collision with another soliton having the spectral parameter
µ < η. Then s(η, x, t) acquires the meaning of the self-consistently defined mean local
velocity of solitons with the spectral parameter close to η (see [7]).
Theory of nonlocal kinetic equations of the form (1) is not developed yet. Possible
approaches to their treatment were discussed in [2] in connection with special classes of exact
solutions for the Boltzmann kinetic equation for Maxwellian particles. The derivation of (1),
(2) as a certain (albeit singular) limit of the integrable KdV-Whitham system suggests that
this new kinetic equation is also an integrable system, at least for special choices of functions
G(η, µ). A natural question arising in this connection is: what is the exact meaning of
integrability for the equations of the type (1)?
Integrability of kinetic equations has been the object of intensive studies in recent decades.
For instance, integrability of the collisionless Boltzmann equation (which is sometimes called
the Vlasov equation) can be defined in terms of two other closely connected (even equivalent
in some sense) objects: the Benney hydrodynamic chain [3], [47], [17] and the dispersionless
limit of the Kadomtsev–Petviashvili equation ([27, 28], [21]. It turns out that all these three
different nonlinear partial differential equations possess the same infinite set of N -component
hydrodynamic reductions parameterised by N arbitrary functions of a single variable [18, 19]
(we note that the solutions to these N -component reductions are parameterised, in their
turn, by another N arbitrary functions of a single variable). This property was used in
[12, 13](see also [48], [14], [20], [34]) when introducing the integrability criterion for a wide
class of kinetic equations, corresponding hydrodynamic chains and 2+1 quasilinear equations.
Moreover, it was proved in [36] that the existence of at least one N -component hydrodynamic
reduction written in the so-called symmetric form is sufficient for integrability in the sense
of [12]. Another possible approach to analyse an integrable kinetic equation is to use the
fact that it possesses infinitely many particular solutions determined by the corresponding
hydrodynamic reductions (see [34] for details).
The distinctive feature of the kinetic equation (1) is its nonlocal structure, which repre-
sents an obstacle to the direct application to it of the approaches developed in [36] and [34].
For instance, the possibility of an explicit construction of symmetric hydrodynamic reduc-
tions, and even the existence of such reductions for (1), are open questions at the moment.
In this paper, we study a particular, yet probably the most important from the viewpoint of
capturing the essential properties of the full equation, family of the ‘cold-gas’ N -component
hydrodynamic reductions of (1) obtained via the delta-function ansatz for the distribution
function f(η, x, t) =
∑N
i=1 f
i(x, t)δ(η − ηi), where ηN > ηN−1 > · · · > η1 > 0 are arbitrary
numbers. Then the velocity distribution s(η, x, t) over the ‘spectrum’ becomes a discrete
set of functions {si(x, t) : si = s(ηi, x, t), i = 1, . . . , N} and the sought reductions family
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assumes the form of a system of hydrodynamic conservation laws
uit = (u
ivi)x , i = 1, . . . , N , (4)
where the the ‘densities’ ui = ηif
i(x, t) and the velocities vi = −si(x, t) are related alge-
braically:
vi = ξi +
∑
m6=i
ǫimu
m(vm − vi) , ǫik = ǫki . (5)
Here
ξi = −S(ηi) , ǫik =
1
ηiηk
G(ηi, ηk) , i 6= k .
Despite the deceptively simple form of system (4), (5), an attempt of the analysis of
its integrability properties by employing standard methods of the theory of hydrodynamic
type systems (verification of the Haantjes tensor vanishing, computation of the Riemann
invariants in terms of the densities of conservation laws, establishing the semi-Hamiltonian
property etc. — see, e.g. [37]) reveals serious technical problems already for a modest
N = 4. The reason for such unexpected difficulties in the apparently straightforward proce-
dure lies in the fact that the existing theory heavily relies on the knowledge of the explicit
dependence of the coefficient matrix of the hydrodynamic type system on field variables
while the dependence vi(u) in (4) is given implicitly by algebraic system (5). It turns out
that the resolution of this system for vi using standard computer algebra packages becomes
notoriously resource consuming with the growth of N and does not hold any promise of get-
ting structurally transparent results for the Riemann invariants and characteristic velocities.
This makes the standard direct route completely prospectless from the viewpoint of proving
integrability of (4), (5) and obtaining explicit analytic results for an arbitrary N . To deal
with the specific structure of system (4), (5) we develop in this paper a new approach, which
has enabled us to perform the complete analysis of its integrability for an arbitrary N and,
in particular, to derive compact and elegant representations for the Riemann invariants and
characteristic velocities.
The main results of the paper can be summarized as follows:
• We prove that reductions (4), (5) represent linearly degenerate integrable systems of
hydrodynamic type for arbitrary N . This is done by proving the existence of a certain
representation of the densities ui and velocities vi in terms of the so-called Sta¨ckel
matrix which depends on N functions ri(x, t), which are the Riemann invariants of
equations (4), (5). We also prove that system (4), (5) belongs to the Egorov class
(see Def. 7.1 in Section 7). Moreover, as a by-product of our analysis, we conclude
that the system under study is the only (up to unessential transformations) system
of hydrodynamic type which is simultaneously Egorov and linearly degenerate. The
characteristic velocities, conservation law densities and symmetries (commuting flows)
for such systems are fixed by N(N − 1)/2 symmetric constants ǫik, i 6= k, and N
constants ξi (i.e. by N(N + 1)/2 constants in total).
• We derive an explicit Riemann invariant representation of system (4), (5),
rit = v
i(r)rix, i = 1, . . . , N , (6)
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where the Riemann invariants ri are expressed in terms of the component densities
u1, u2, . . . , uN as
ri = −
1
ui
(
1 +
∑
m6=i
ǫimu
m
)
, i = 1, . . . , N (7)
and for the characteristic velocities vi(r) we obtain
vi =
1
ui
N∑
m=1
ξmβim, where u
i =
N∑
m=1
βim. (8)
Here the matrix β = −ǫ−1 where the off-diagonal elements of the symmetric matrix ǫ
are fixed by system (5) while the diagonal elements are defined as ǫii = r
i. Remarkably,
the off-diagonal symmetric elements of the matrix β are nothing than the rotation
coefficients of the curvilinear conjugate coordinate net associated with system (6).
We also note that the second formula in (8) is in fact the inversion of the explicit
representation (7). Importantly, the characteristic velocities in (6) coincide with the
transport velocities in the conservation laws (4) — this is the consequence of linear
degeneracy of system (4), (5).
• We construct the full set of commuting flows to (4), (5), of which N − 2 are linearly
degenerate. This has allowed us, in particular, to obtain the family of quasi-periodic
solutions
x+ ξit =
ri∫
ξdξ√
RK(ξ)
+
∑
m6=i
ǫim
rm∫
dξ√
RK(ξ)
, i = 1, 2, ..., N , (9)
where
RK(ξ) =
K∏
n=1
(ξ −En) ,
and E1 < E2 < · · · < EK are real constants (K = 2N +1 if N is odd and K = 2N +2
if N is even)
• We show that for the special case N = 3 there exists a family of similarity solutions to
(6), (8) having the form r˜i = t−αli(x/t), i = 1, 2, 3, α 6= 0, where each r˜i is a certain
rational function of the corresponding Riemann invariant ri (7) (and hence, is also a
Riemann invariant). These solutions are found in an implicit (hodograph) form. For
N > 3 such solutions generally do not exist.
Integrability, for arbitrary N , of the class of the hydrodynamic reductions studied in
this paper is a strong evidence in favour of integrability of the full nonlocal kinetic equation
(1), at least for certain choices of the functions S(η) and G(eta, µ) in the integral closure
equation. Of course, such an outcome does not look surprising for the particular choice (2) of
S(η) and G(η, µ) corresponding to the thermodynamic limit of the integrable KdV-Whitham
equations but our analysis suggests that the general integro-differential kinetic equation (1)
is a representative of a whole new unexplored class of integrable equations with potentially
important physical applications.
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The structure of the paper is as follows. In Section 2 we outline the derivation of the
kinetic equations for the gas of the KdV solitons following the thermodynamic limit proce-
dure of [6] and extending it to the entire KdV-Whitham hierarchy. We then introduce the
generalised kinetic equation (1), and in Section 3 consider its N -component ‘cold-gas’ hydro-
dynamic reductions (4), (5) having the form of hydrodynamic conservation laws. We then
formulate our main Theorem 3.1 stating that the hydrodynamic reductions under study are
linearly degenerate and integrable (in Tsarev’s generalised hodograph sense) hydrodynamic
type systems for any N . Section 4 is devoted to the account of the main results of the the-
ory of linearly degenerate hydrodynamic type systems. In Section 5 we prove the statement
of the main Theorem 3.1 for the case N = 3 by explicitly constructing the corresponding
Sta¨ckel matrix and presenting expressions for the Riemann invariants and characteristic ve-
locities in terms of the conserved component densities. We also construct two distinguished
families of exact solutions (self-similar and quasi-periodic) to the 3-component reduction.
In Section 6, the existence of the Riemann invariant parametrization of the cold-gas hydro-
dynamic reduction, via a single Sta¨ckel matrix, is proved for arbitrary N , which enables us
to complete the proof of the main Theorem 3.1 for a general case. In Section 7, we derive
explicit expressions (7) and (8) for the Riemann invariants and characteristic velocities in
terms of the component densities. And at last, in Section 8 we derive hydrodynamic sym-
metries (commuting flows) of the N -component hydrodynamic reductions under study and
then extract the family of linearly degenerate commuting flows. We conclude in Section 9
with a general outlook and perspectives arising from our study.
2 Kinetic equation for a soliton gas as the thermody-
namic limit of the Whitham modulation system
We start with an outline of the derivation of the kinetic equation for the gas of the KdV
solitons as the thermodynamic limit of the KdV-Whitham system following [6]. We then
naturally extend this derivation to the entire Whitham-KdV hierarchy.
Let us consider the Whitham modulation system associated with the N -gap potentials
φN(x, t) of the KdV equation (3). This system is most conveniently represented as a single
generating equation in the form [15]:
(dpN)t = (dqN)x , (10)
where dpN and dqN are the quasimomentum and quasienergy differentials defined on the
two-sheeted hyperelliptic Riemann surface of genus N :
Γ : µ2(λ) =
2N+1∏
j=1
(λ− λj) , λ ∈ C, λj ∈ R . (11)
λ1 < λ2 < · · · < λ2N < λ2N+1 ,
with cuts along spectral bands [λ1, λ2], . . . [λ2j−1, λ2j], . . . , [λ2N+1,∞]. We introduce the
canonical system of cycles on Γ as follows (see Fig. 1): the αj-cycle surrounds the j-th cut
clockwise on the upper sheet, and the βj- cycle is canonically conjugated to αj ’s such that
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Figure 1: The canonical system of cycles on the hyperelliptic Riemann surface of genus N .
the closed contour βj starts at λ2j , goes to +∞ on the upper sheet and returns to λ2j on
the lower sheet.
The meromorphic differentials dpN and dqN are uniquely defined by their asymptotic
behaviour near λ = −∞:
− λ≫ 1 : dpN ∼ −
dλ
(−λ)1/2
, dqN ∼ (−λ)
1/2dλ (12)
and the normalization∮
βi
dpN = 0 ,
∮
βi
dqN = 0 , i = 1, . . . , N ; cN = −
1
2
2N+1∑
j=1
λj . (13)
The integrals of dpN and dqN over the α - cycles give the components of the wave number
and the frequency vectors respectively∮
αj
dpN(λ) = kj(λ1, . . . , λ2N+1) ,
∮
αj
dqN(λ) = ωj(λ1, . . . , λ2N+1) , j = 1, . . . , N .
(14)
Let λ1 = −1, λ2N+1 = 0. Following Venakides [44] we introduce a lattice of points
1 ≈ η1 > η2 > . . . > ηN ≈ 0 , (15)
where
− η2j =
1
2
(λ2j−1 + λ2j) (16)
are the centres of bands.
We now assume that the spectral bands are distributed such that one can introduce two
positive continuous functions on [0, 1]:
1. The normalized density of bands ϕ(η):
ϕ(η)dη ≈
number of lattice points in (η, η + dη)
N
.
That is,
ϕ(ηj) =
1
N(ηj − ηj+1)
+O(
1
N
) ,
1∫
0
ϕ(η)dη = 1 , η2 = −λ ∈ [0, 1] . (17)
2. The normalized logarithmic band width γ(η):
γ(ηj) = −
1
N
log δj +O(
1
N
) , δj = λ2j − λ2j−1 . (18)
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The functions ϕ(η) and γ(η) asymptotically define the local structure of the Riemann surface
Γ (11) for N ≫ 1. In other words, instead of 2N + 1 discrete parameters λj we have two
continuous functions of η on [0, 1] which do not depend on x, t on the scale of the typical
change of λj’s in (10), say ∆x ∼ ∆t ∼ l.
The existence of the continuous distributions ϕ(η) and γ(η) implies the following band-
gap scaling for N ≫ 1:
|gapj | ∼
1
ϕ(ηj)N
, |bandj| ∼ exp {−γ(ηj)N} , j = 1, . . . , N (19)
Introduction of the distribution (19) is motivated by the structure of the spectrum of Hill’s
operator in the semi-classical limit [41], [43] although the scaling (19) alone, of course, does
not imply exact periodicity of the (finite-gap) potential.
The scaling (19) has an important property: it preserves the finiteness of the integrated
density of states as N →∞. The integrated density of states is defined in terms of the real
part of the quasimomentum integral (see [24]):
NN(λ) =
1
π
Re
λ∫
−1
dpN(λ
′) , λ ∈ [−1, 0] . (20)
Now, using (14) one can readily see that
NN(λ) =
1
2π
M∑
j=1
kj if λ ∈ [λ2M , λ2M+1] , M = 1, . . . , N , (21)
which is a particular (finite-gap) case of the general gap-labeling theorem for quasi-periodic
potentials [24]. It is not difficult to show that the scaling (19) implies that kj ∼ 1/N so the
total density of states
NN(0) =
1
2π
N∑
j=1
kj (22)
remains finite in the limit as N → ∞. For this reason we shall call the continuum limit as
N →∞, defined on the spectral scaling (19), the thermodynamic limit.
We shall not be concerned here with the existence and the exact meaning of the thermo-
dynamic limit for the finite-gap potentials uN(x, t) (which is a separate interesting problem
closely connected with Venakides’ continuum limit of theta-functions [44]) but shall rather
directly consider this limit for the associated Whitham system (10). It is however, instruc-
tive to note that it follows from (19) that in the thermodynamic limit the band/gap ratio
vanishes for each oscillating mode (i.e. kj → 0 ∀j = 1, 2. . . . , N), so the thermodynamic
limit of the sequence of finite-gap potentials associated with the spectral scaling (19) is es-
sentially an infinite-soliton limit. It was proposed in [8] that this limiting potential should be
described in terms of ergodic random processes and can be viewed as a homogeneous soliton
gas (or homogeneous soliton turbulence – depending on which of the two “identities” of a
soliton is emphasized: the particle or the wave one). Then it is natural to suppose that the
same thermodynamic limit for the associated Whitham system should describe macroscopic
evolution of the spatially inhomogeneous soliton gas. Indeed, as we shall see, the thermody-
namic limit of the Whitham equations turns out to be consistent (in the small-density limit)
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with the kinetic equation for solitons derived by Zakharov [46] using the inverse scattering
problem formalism.
We first note that NN(λ) defined by (20) is a monotone increasing positive function so
dNN(λ) is a measure supported on the spectrum of the finite-gap potential uN(x) [24]. Next
we introduce a ‘temporal’ analogue of the density of states (20) by the formula
VN(λ) =
1
π
Re
λ∫
−1
dqN (λ
′) , λ ∈ [−1, 0] . (23)
Then integration of the generating modulation equation (10) on the real axis of λ from −1
to −η2 ∈ [−1, 0] yields
∂tdNN(−η
2) = ∂xdVN(−η
2) , η ∈ [0, 1]. (24)
Thus the finite-gap Whitham-KdV system can be regarded as the system governing the
evolution of the spectral measure.
Now we consider the thermodynamic limits of dNN and dVN which we denote as
dNN → πf(η)dη , dVN → −πf(η)s(η)dη as N →∞, (25)
where the limit is taken on the thermodynamic spectral scaling (19). Since πf(η)dη is the
limiting spectral measure, the function f(η) has the natural meaning of the distribution
function of the solitons over the spectrum (the meaning of the function s(η) will become
clear soon). The functions f(η) and s(η) were shown in [8], [6] to be expressed in terms of
the ratio σ(η) = ϕ(η)/γ(η) of the lattice distribution functions (17), (18) by certain integral
equations, which are then combined into a single equation directly connecting f(η) and s(η)
[6]:
s(η) = 4η2 +
1
η
1∫
0
log
∣∣∣∣η + µη − µ
∣∣∣∣ f(µ)[s(η)− s(µ)]dµ . (26)
We stress that in the continuum (thermodynamic) limit given by equations (25), (26) the ex-
plicit dependence of the density of states on the discrete spectral branch points λj disappears.
The only ‘reminder’ of the hyperelliptic Riemann surface Γ (11) is the kernel ln |η+µ|/|η−µ|
which arises as the continuum limit of the off-diagonal elements of the period matrix B of
the Riemann theta-function ΘN(x, t|B) defining, via the Its-Matveev formula, the finite-gap
potential (see [44] and [6]).
Thus, integral equation (26) can be viewed as a local (in the x, t - plane) relationship
between the functions f(η) and s(η) characterizing the soliton gas. Let l ≫ 1 be the
characteristic length at which the change of functions f(η), s(η) is small (of order 1/l≪ 1).
Next, in the spirit of the modulation theory (see [42], [15]) we assume that on a larger
spatiotemporal scale, ∆x ≫ l, ∆t ≫ l, we have f(η) ≡ f(η, x, t), s(η) ≡ s(η, x, t) and
postulate, using (25), that
∂tdNN → π∂tf(η, x, t)dη , ∂xdVN → −π∂x[f(η, x, t)s(η, x, t)]dη . (27)
Then modulation equation (24) assumes the form of a conservation equation for f ,
ft + (sf)x = 0 , (28)
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which is clearly the expression of the isospectrality of the KdV evolution. Since ρ(x, t) =∫ 1
0
fdη is the density of solitons the quantity s(η, x, t) can naturally be interpreted as the
velocity of the soliton gas (or, more precisely, the velocity of a ‘trial’ soliton with the spectral
parameter λ = −η2 – see [23]). One can see from (26) that this velocity differs from the
velocity 4η2 of the free soliton with the same spectral parameter. This difference is obviously
due to the collisions of the ‘trial’ η-soliton with other ‘µ’ - solitons in the soliton gas. Indeed,
for small densities ρ =
∫
fdη ≪ 1 one can consider the second term in (26) as a small
correction to the free-soliton velocity and obtain that to the first order in ρ
s(η) ≈ 4η2 +
1
η
1∫
0
ln
∣∣∣∣η + µη − µ
∣∣∣∣ f(µ)[4η2 − 4µ2]dµ , (29)
which is Zakharov’s expression for the average velocity of a trial soliton in a rarefied soliton
gas, obtained in [46] by taking into account the change in the soliton position due to phase
shifts in its pairwise collisions with other solitons. We would like to emphasize crucial
difference between the mathematical structure of Zakharov’s asymptotic formula (29), which
represents an explicit expression for the trial soliton velocity s(η) in terms of the spectral
distribution function f(η), and that of formula (26) which is a non-perturbative integral
equation for s(η).
Equations (28) and (26) thus provide a self-consistent kinetic description of the KdV
soliton gas of finite density. We note that the upper limit in the integrals in (26), (29) can
be replaced by +∞ to make the kinetic equation independent on the original spectral lattice
normalization (15).
The outlined procedure of the thermodynamic limit can be readily extended to the entire
Whitham-KdV hierarchy,
(dpN)tn = (dq
(n)
N )x , n ∈ N , (30)
where n is the number of the “higher” Whitham-KdV equation in the hierarchy (the original
modulation equation (10) corresponding to the KdV equation itself has the number n = 1)
and tn is the corresponding “higher” time, so that (dpN)tntm = (dpN)tmtn for all n 6= m. The
meromorphic differential dq
(n)
N is uniquely defined by its asymptotic behaviour near λ = −∞,
dq(n) ∼ (−λ)n−1/2dλ , (31)
and the normalization ∮
βj
dq(n)(λ) = 0 , j = 1, . . . , N (32)
analogous to (13).
Now, applying the above procedure of the thermodynamic limiting transition to equation
(30) we obtain the same transport equation (28) for the distribution function f(η, x, t)
ftn + (snf)x = 0 , (33)
while the integral closure equation for sn assumes the form
sn(η) = Cnη
2n +
1
η
1∫
0
log
∣∣∣∣η + µη − µ
∣∣∣∣ f(µ)[sn(η)− sn(µ)]dµ , (34)
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where Cn are certain constants whose specific values won’t be required below. Moreover,
since the characteristic speeds of the commuting KdV-Whitham flows, and, therefore, the
corresponding transport velocities sn in the thermodynamic limit equation (34), are defined
up to a constant factor, hereafter one can assume Cn to be arbitrary constants.
We note that equation (34) differs from (26) only in the first term corresponding to
the free-soliton velocity. Also note that the ‘phase-shift’ logarithmic kernel in the integral
equation (34) is the same for all n, which is not surprising as the entire finite-gap Whitham-
KdV hierarchy (30) is associated with the same Riemann surface, i.e. with the same period
matrix B responsible for the form of the integral kernel in the limit.
Now it is only natural to consider a generalization of the derived kinetic equations (33),
(34) by introducing in (34) an arbitrary function S(η) instead of the free-soliton velocity
term and an arbitrary symmetric function G(η, µ) instead of the logarithmic ‘phase-shift
kernel’ in the integral term. Also, as was already mentioned, we replace the upper limit of
integration in the closure equation (26) by +∞. As a result, we arrive at the generalised
kinetic equation (1), which will be our main concern in the remainder of the paper.
3 ‘Cold-gas’ hydrodynamic reductions
We introduce an N -component ‘cold-gas’ ansatz for the distribution function f(η, x, t):
f =
N∑
i=1
f i(x, t)δ(η − ηi) , (35)
where ηN > ηN−1 > · · · > η1 > 0 are arbitrary numbers and f i(x, t), n = 1, . . . , N are
unknown functions.
Before we proceed with the analysis of mathematical consequences of this ‘cold-gas’ ansatz
it is instructive to say a couple of words about its physical meaning (see [7]). To be definite,
we shall refer to the KdV case here. The distribution (35) represents an idealized description
of the distribution function in a soliton gas with the solitons having their spectral parameters
η distributed in narrow vicinities of N discrete values ηi. As a matter of fact, owing to non-
degeneracy of discrete spectrum of the linear Schro¨dinger operator, all individual spectral
parameters within the i-th component of the soliton gas must be different. The soliton
positions in such a ‘quasi-monochromatic’ component of the soliton gas are statistically
independent which results in the Poisson distribution with the mean density fi for the
number of solitons in a unit space interval (the Poisson distribution naturally arises in the
thermodynamic limit of finite-gap potentials [8]). It is also clear that one can neglect the
effect of the interactions between the solitons belonging to the same gas component compared
with the cross-component interactions (the typical time of the interactions between solitons
with close values of the spectral parameter is much larger than when these parameters are
mutually spaced within the spectral interval — see, e.g., [33]). This will be shown below to
have important mathematical consequences.
Substitution (35) reduces (1) to a system of hydrodynamic conservation laws,
uit = (u
ivi)x, i = 1, . . . , N , (36)
where the component ‘densities’ ui and the velocities vi defined as
ui(x, t) = ηif
i(x, t) , vi(x, t) = −s(ηi, x, t) , (37)
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are related algebraically
vi = ξi +
∑
m6=i
ǫimu
m(vm − vi), ǫik = ǫki. (38)
Here
ξi = −S(ηi) , ǫik =
1
ηiηk
G(ηi, ηk) i 6= k . (39)
Note that the quantities ǫii are not defined.
In a two-component case, the above algebraic system (38) can be easily resolved for u1,2
in terms of v1,2:
u1 =
1
ǫ12
v2 − ξ2
v1 − v2
, u2 =
1
ǫ12
v1 − ξ1
v2 − v1
. (40)
Substituting (40) into (36) we arrive at the
Lemma 3.1 (El & Kamchatnov 2005 [7]): Hydrodynamic type system (36 ), (38) for
N = 2 reduces to a diagonal form in the field variables v1 and v2:
v1t = v
2v1x, v
2
t = v
1v2x. (41)
Remarkably, the hydrodynamic type system (41) is linearly degenerate because its charac-
teristic velocities do not depend on the corresponding Riemann invariants. Physically this
linear degeneracy reflects the already mentioned domination of the ‘cross-component’ soliton
interactions over the interactions within a given component consisting of solitons with close
amplitudes.
It is worth noting that system (41) is equivalent to the 1D Born-Infeld equation (Born
& Infeld 1934) arising in nonlinear electromagnetic field theory (see [42], [1])
(1 + ϕ2x)ϕyy − 2ϕxϕyϕxy + (1− ϕ
2
y)ϕxx = 0.
As any two-component hydrodynamic type system, (41) is integrable (linearizable) via the
classical hodograph transform. However, for any N ≥ 3 integrability of the original system
(36), (38) is no longer obvious. As a matter of fact, most N -component hydrodynamic type
systems are not integrable for N ≥ 3. Also, it is even not clear whether N -component system
(36), (38) is linearly degenerate. It might seem that this system is simple enough for one
to be able to verify these properties by a direct computation, using general definitions of
linear degeneracy and integrability for hydrodynamic type systems [35], [39, 40] (also see the
next Section). To our surprise, even the simplest non-trivial case N = 3 turned out to be
complicated enough to require computer algebra to get the confirmation of our hypothesis.
The identification of the system (36), (38) for N = 3 as an integrable linearly degenerate
hydrodynamic system can be considered as a strong indication that both properties (linear
degeneracy and integrability) could hold true for this system for arbitrary N . Thus we
formulate our main
Theorem 3.1 N-component reductions (36), (38) of the generalised kinetic equation (1)
are linearly degenerate integrable hydrodynamic type systems for any N .
To prove this theorem, we take advantage of the well-developed theory of integrable (semi-
Hamiltonian) linearly degenerate hydrodynamic type systems [35], [11]. For convenience, in
the next section we present a brief review of the main results of this theory which will be
extensively used in Sections 5 – 8 of the paper.
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4 Linearly degenerate integrable hydrodynamic type
systems: account of properties
A hydrodynamic type system
U it = v
i
j(U)U
j
x, i, j = 1, 2, ..., N (42)
is called semi-Hamiltonian (see [39, 40]) if it
(i) has N mutually distinct eigenvalues λ = λi(U) defined by the equation
det
∣∣λδij − vij(U)∣∣ = 0; (43)
(ii) admits invertible point transformations Uk(r), such that this hydrodynamic type
system can be written in diagonal form
rit = V
i(r)rix, i = 1, . . . , N. (44)
The variables rk(U) are called Riemann invariants and V k(r) = λk(U(r)) – characteristic
velocities. Each Riemann invariant ri is determined up to an arbitrary function of a single
variable Ri(r
i).
(iii) satisfies the identity
∂j
∂kV
i
V k − V i
= ∂k
∂jV
i
V j − V i
, i 6= j 6= k (45)
for each three distinct characteristic velocities (∂k ≡ ∂/∂rk).
A semi-Hamiltonian hydrodynamic type system possesses infinitely many conservation
laws parameterised by N arbitrary functions of a single variable. Its general local solution
for ∂xr
i 6= 0, i = 1, . . . , N is given by the generalised hodograph formula [39, 40]
x+ V i(r)t = W i(r) , (46)
where functions W i(r) are found from the linear system of PDEs:
∂iW
j
W i −W j
=
∂iV
j
V i − V j
, i, j = 1, . . . , N, i 6= j. (47)
Thus, the semi-Hamiltonian property (45) implies integrability of diagonal hydrodynamic
type system in the above generalised hodograph sense.
It is known [40] that solutionsW j of (47) specify commuting hydrodynamic flows to (44):
rjτ =W
j(r)rjx , j = 1, . . . , N , (48)
where τ is a new time (group parameter). Indeed, one can readily show that equations (44),
(48), (47) imply (rjτ )t = (r
j
t )τ .
A sub-class of linearly degenerate hydrodynamic type systems is distinguished by the
property
∂iV
i = 0 (49)
13
for each index i. It means that each characteristic velocity does not depend on the corre-
sponding Riemann invariant ri.
Theorem 4.1 (Pavlov 1987 [35]): If semi-Hamiltonian hydrodynamic type system (44)
possesses conservation laws (36) with ui = U i(r) and vi(U(r)) = V i(r) then this system is
linearly degenerate. These conservation laws (36) are parameterised by N arbitrary functions
of a single variable.
Proof : The semi-Hamiltonian property (i.e. integrability) is given by the condition (45).
We introduce, following Tsarev [40], the so-called Lame coefficients H¯i by
∂k ln H¯i =
∂kV
i
V k − V i
, i 6= k. (50)
Suppose that some semi-Hamiltonian hydrodynamic type system (44) can be written in the
conservative form (36) with vi(U(r)) = V i(r). In such a case
∂kU
i · rkt = ∂k(U
iV i) · rkx.
Since r(x, t) is an arbitrary solution of (44) we obtain N equations
V k · ∂kU
i = ∂k(U
iV i). (51)
If k 6= i, then
∂k lnU
i =
∂kV
i
V k − V i
, (52)
i.e. each of the conservation law densities U i is determined up to an arbitrary function of a
single variable Pi(r
i) (cf. (50) and (52)),
U i = H¯i · Pi(r
i). (53)
If k = i, then it follows from (51) that ∂iV
i = 0 i.e. the system is linearly degenerate. The
theorem is proved.
Remark 1: A subset {uk} of the conservation law densities {Uk} satisfying a given
system of conservation laws (e.g. (36), (38)) is selected by fixing the functions Pk (e.g.
Pk(r
k) ≡ 1 — see (99) in Section 7).
While converse of Theorem 4.1 is also true, one should note that not every conservation
law of a semi-Hamiltonian linearly degenerate system satisfies the key property vi = V i.
Indeed, let us consider the two-component system of conservation laws,
U1t = (U
1v1(U1, U2))x, U
2
t = (U
2v2(U1, U2))x. (54)
Suppose this hydrodynamic type system is linearly degenerate, then it can be written in
Riemann invariants r1(U1, U2), r2(U1, U2) as follows:
r1t = V
1(r1, r2)r1x, r
2
t = V
2(r1, r2)r2x,
where V 1,2(r) = v1,2(U(r)). Let us introduce new conservation law densities U˜1 = U1 + U2
and U˜2 = U1 − U2. Then the system of conservation laws (54) assumes an equivalent form
U˜1t = (U˜
1v˜1(U˜1, U˜2))x, U˜
2
t = (U˜
2v˜2(U˜1, U˜2))x,
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where the characteristic velocities
v˜1 =
U1v1 + U2v2
U1 + U2
, v˜2 =
U1v1 − U2v2
U1 − U2
no longer coincide with V 1(r1, r2) and V 2(r1, r2).
The full theory of linearly degenerate semi-Hamiltonian hydrodynamic type systems was
constructed by Ferapontov in [11] using the Sta¨ckel matrices
∆ =


φ11(r
1) ... φ1N(r
N)
... ... ...
φN−21 (r
1) φN−2N (r
N)
φN−11 (r
1) φN−1N (r
N)
1 ... 1


(55)
where φik(r
k) are N(N −1) arbitrary functions (it is clear that without loss of generality one
can put φN−1k (z) = z and the number of arbitrary function reduces to N(N − 2)). Then the
characteristic velocities of such linearly degenerate hydrodynamic type systems are given by
the formula
V i =
det∆
(2)
i
det∆
(1)
i
, (56)
where ∆
(k)
i is the matrix ∆ without kth row and ith column. The family of the conservation
law densities U i corresponding to the semi-Hamiltonian system (44), (56) is determined by
(cf. (53))
U i =
det∆
(1)
i
det∆
(−1)i+1Pi(r
i), (57)
where Pi(r
i), i = 1, . . . , N are arbitrary functions.
Corollary 4.1 The system of conservation laws (36) is a semi-Hamiltonian linearly de-
generate hydrodynamic type system if and only if the densities ui and velocities vi(u) admit
representations ui = U i(r) and vi(U(r)) = V i(r), specified by (57), (56), via N functions
rk(x, t) satisfying diagonal system (44).
Proposition 4.1 (Ferapontov 1991 [11]): Semi-Hamiltonian linearly degenerate hydro-
dynamic type system (44), (56) has N − 2 nontrivial linearly degenerate commuting flows
rj
tk
= V j(k)(r)r
j
x, j = 1, . . . , N , k = 3, 4, ..., N, (58)
whose characteristic velocities are determined as (cf. (56))
V i(k) =
det∆
(k)
i
det∆
(1)
i
. (59)
Any characteristic velocity vector W(r) = (W1(r),W2(r), . . . ,WN(r)) specifying linearly
degenerate hydrodynamic flow rjτ =W
j(r)rjx , j = 1, . . . , N , commuting with (44), (56), can
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be represented as a linear combination of the “basis” characteristic velocity vectors V(k) (59)
(including “trivial” ones V(2) ≡ V (see (56)) and V(1) ≡ 1) with some constant coefficients
bk. Thus, for any component W i there exists a decomposition
W i =
N∑
k=1
bkV
i
(k) . (60)
Theorem 4.2 (Ferapontov 1991 [11]): General solution r(x, t) of the semi-Hamiltonian
linearly degenerate system (44) is parameterised by N arbitrary functions of one variable
fk(r
k) and is given in an implicit form by the algebraic system
x =
N∑
k=1
rk∫
φ1k(ξ)dξ
fk(ξ)
, − t =
N∑
k=1
rk∫
φ2k(ξ)dξ
fk(ξ)
(61)
0 =
N∑
k=1
rk∫
φMk (ξ)dξ
fk(ξ)
, M = 3, 4, ..., N.
(note the change of sign for t compared to [11] due to a slightly different representation
of the diagonal system (44) in this paper). We also note that formulae (61) represent
an equivalent of the symmetric generalised hodograph solution (46) for semi-Hamiltonian
linearly degenerate hydrodynamic type systems.
It is instructive to introduce, following Darboux [10], the so-called rotation coefficients
βik =
∂iH¯k
H¯i
, i 6= k , (62)
where the Lame´ coefficients H¯i are defined by (50). Then expression (45) for the semi-
Hamiltonian property assumes the form of a Darboux system
∂iβjk = βjiβik, i 6= j 6= k . (63)
Using (62) linear system (47) can be related to another linear system
∂iHk = βikHi, i 6= k, (64)
via the so-called Combescure transformation (see [10])
W i =
Hi
H¯i
. (65)
In other words, one can show (see [40]) that the ratio of any two solutions to (64) satisfies
system (47) for the characteristic velocities of the commuting flows (48). We note that the
particular solution H˜i of (64) corresponding to the characteristic velocities Vi of the original
system (44) is expressed in terms of the Lame´ coefficient H¯i as
H˜i = V
iH¯i. (66)
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Of course, general solution Hi of system (64), as well as general solution W
i of the
generalised hodograph equations (47), is parameterised by N arbitrary functions of a single
variable.
Theorem 4.3 (Pavlov 1987 [35]): The class of the semi-Hamiltonian linearly degenerate
systems of hydrodynamic type is selected, in addition to (63), by the set of restrictions on
the rotation and Lame coefficients
∂i ln H¯i = ∂i ln βji (67)
for any index j 6= i.
Proof : Let us consider the Lame´ coefficients for the linearly degenerate systems. Using
(50), (49) we have
∂jV
i = ∂j ln H¯i · (V
j − V i), i 6= j, ∂iV
i = 0.
The compatibility condition ∂i(∂jV
i) = ∂j(∂iV
i) implies that
∂i∂j ln H¯i = ∂j ln H¯i · ∂i ln H¯j, i 6= j. (68)
Now one can see that the l.h.s. of (68) can be written in the form
∂i∂j ln H¯i = ∂i
(
H¯j
H¯i
βji
)
= βijβji +
H¯j
H¯i
∂iβji −
H¯j
H¯2i
βji∂iH¯i. (69)
On the other hand, the r.h.s. of (68) is nothing but the product βijβji. Now (67) immediately
follows from (68) and (69). The Theorem is proved.
Now, suppose that the rotation coefficients (62) for some linearly degenerate hydrody-
namic type system are given. Then restrictions (67) determine not only the Lame´ coefficients
(50) but also all other solutions of (64) associated, via (65), with the characteristic velocities
(56), (59) of the complete set of linearly degenerate commuting flows. Indeed, one can see
that equations (62), (67) actually represent N systems of ordinary differential equations so
that each system contains differentiation with respect to only one Riemann invariant. Thus,
the general solution H¯i of system (62), (67) is parameterised by N arbitrary constants (see
Proposition 4.1).
Let us introduce N particular solutions H¯
(k)
i of system (62), (67) such that (see (56),
(59))
V i(k) =
H¯
(k)
i
H¯i
, k = 1, 2, ..., N,
where H¯i = H¯
(1)
i , H˜i = H¯
(2)
i (see (59)). As a matter of fact, V
i
(2) ≡ V
i, V i(1) ≡ 1. Then (67)
can be written in a slightly more general form,
∂i ln βji = ∂i ln H¯
(k)
i ,
– for any k and j 6= i.
Thus, the full class of linearly degenerate semi-Hamiltonian hydrodynamic type systems
is determined by conditions (67), (62) and (63). We note that system (67), (62) and (63) is
an overdetermined system in involution. Its integration leads to the aforementioned set of
particular solutions of (64) that can be parameterised via a Sta¨ckel matrix (see (55), (56),
(57) and (59)).
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5 N = 3: explicit formulae
We now consider the first nontrivial (from the viewpoint of integrability) case N = 3 of the
hydrodynamic reduction (36), (38). To prove our main Theorem 3.1 for N = 3 we shall
make use of Corollary 4.1.
Let us suppose that hydrodynamic system of conservation laws (36), (38) is linearly
degenerate and can be written in a diagonal form (44), i.e. we suppose that there exists an
invertible change of variables rj(u) , j = 1, 2, 3, such that system (36) assumes a diagonal
form
rjt = V
j(r)rjx , j = 1, 2, 3, (70)
where V j(r) = vj(u(r)).
We introduce the Sta¨ckel matrix (55), which for N = 3 can be written in the form
∆ =

 B1(r1) B2(r2) B3(r3)A1(r1) A2(r2) A3(r3)
1 1 1

 , (71)
where Ak(z) and Bk(z) are arbitrary functions.
Now, by Corollary 4.1, if system (36), (38) is linearly degenerate and semi-Hamiltonian
then its diagonal representation (70) must have characteristic velocities in the form (56), i.e.
for N = 3 we have
V 1 =
B2(r
2)− B3(r
3)
A2(r2)− A3(r3)
, V 2 =
B3(r
3)−B1(r
1)
A3(r3)−A1(r1)
, V 3 =
B1(r
1)−B2(r
2)
A1(r1)−A2(r2)
. (72)
Then, using (57) the corresponding conservation law densities uk are found in terms of
Riemann invariants as
u1 =
P1(r
1)
det∆
[A2(r
2)−A3(r
3)], u2 =
P2(r
2)
det∆
[A3(r
3)−A1(r
1)], u3 =
P3(r
3)
det∆
[A1(r
1)−A2(r
2)],
(73)
where Pj(r
j) are arbitrary functions and the determinant of the Sta¨ckel matrix is given by
det∆ = A1(r
1)[B2(r
2)−B3(r
3)] +A2(r
2)[B3(r
3)−B1(r
1)] +A3(r
3)[B1(r
1)−B2(r
2)]. (74)
Substitution of (72)–(74) into (38) yields expressions for the functions Ak(z), Bk(z),
Pk(z), k = 1, 2, 3.
Before we present these expressions, we note that it follows from (72), (74) that functions
Bk(z) are determined up to a constant shift which is then translated into a certain shift for
the functions Pk(z). It turns out that this shift can be removed by the simplest change of
the Riemann invariants, (rk + constant) 7→ rk (although the relationships between the shift
constants for Bk, Pk and r
k are rather cumbersome) so that we eventually obtain
Ai(r
i) = ri , Bi(r
i) = ζir
i , i = 1, 2, 3, (75)
where
ζ1 =
ξ3ǫ12 − ξ2ǫ13
ǫ12 − ǫ13
, ζ2 =
ξ1ǫ23 − ξ3ǫ12
ǫ23 − ǫ12
, ζ3 =
ξ1ǫ23 − ξ2ǫ13
ǫ23 − ǫ13
, (76)
18
P1 =
ξ2 − ξ3
ǫ12 − ǫ13
r1 + ǫ23 , P2 =
ξ1 − ξ3
ǫ12 − ǫ23
r2 + ǫ13 , P3 =
ξ1 − ξ2
ǫ13 − ǫ23
r3 + ǫ12 . (77)
Direct verification shows that the diagonal system (70), (72), (75), (76) is indeed equivalent,
via (73), (74), (77), to the original set of conservation laws (36), (38), where vk(u(r)) =
V k(r).
Thus, system (36), (38) is consistent with formulae (72), (73) defined by the Sta¨ckel
matrix (71). Therefore, by Corollary 4.1, the three-component hydrodynamic reduction
(36), (38) is a linearly degenerate semi-Hamiltonian (i.e. integrable) hydrodynamic type
system.
Remark. As we have seen, the outlined construction has some additional inherent “de-
grees of freedom”, namely, three arbitrary constants due to non-uniqueness of the Sta¨ckel
matrix specifying a given linearly degenerate semi-Hamiltonian system. The full set of arbi-
trary constants removable by an appropriate change of the Riemann invariants will appear
later in Section 5 where we shall consider N -component hydrodynamic reductions with ar-
bitrary N ≥ 3.
Using (72)–(77) we obtain explicit expressions for the characteristic velocities V k and
densities uk in terms of Riemann invariants,
V 1 =
ζ2r
2 − ζ3r3
r2 − r3
, V 2 =
ζ3r
3 − ζ1r1
r3 − r1
, V 3 =
ζ1r
1 − ζ2r2
r1 − r2
, (78)
u1 = P1
r2 − r3
det∆
, u2 = P2
r3 − r1
det∆
, u3 = P3
r1 − r2
det∆
, (79)
where
det∆ = (ζ1 − ζ2)r
1r2 + (ζ2 − ζ3)r
2r3 + (ζ3 − ζ1)r
3r1 . (80)
We note that, unlike in the case N = 2, algebraic system (38) cannot be resolved for uk in
terms of vn for any odd N (cf. corresponding formulae in Section 2), because determinant
of the matrix Aˆ of linear system (38)
Aˆu = b,
where Aik = ǫik(v
k− vi) and bi = v
i− ξi, equals zero due to its skewsymmetry. For instance,
for N = 3, the consistency condition of this linear system (i.e. the condition that the rank
of the augmented matrix equals 2) is given by the relation
ǫ23(v
3 − v2)(ξ1 − v
1) + ǫ12(v
2 − v1)(ξ3 − v
3) + ǫ13(v
1 − v3)(ξ2 − v
2) = 0. (81)
Direct substitution of vj = V j(r) (78) into (81) shows that it satisfies identically.
Using (79), (80), (76), (77) one can express the Riemann invariants in terms of the
densities uk explicitly,
r1 =
(ǫ12 − ǫ13)(ǫ12ǫ13u
1 + ǫ12ǫ23u
2 + ǫ13ǫ23u
3 + ǫ23)
[(ξ3 − ξ1)ǫ12 + (ξ1 − ξ2)ǫ13]u1 − (ξ2 − ξ3)(ǫ12u2 + ǫ13u3 + 1)
,
r2 =
(ǫ23 − ǫ12)(ǫ12ǫ13u1 + ǫ12ǫ23u2 + ǫ13ǫ23u3 + ǫ13)
[(ξ1 − ξ2)ǫ23 + (ξ2 − ξ3)ǫ12]u2 − (ξ3 − ξ1)(ǫ12u1 + ǫ23u3 + 1)
, (82)
r3 =
(ǫ13 − ǫ23)(ǫ12ǫ13u1 + ǫ12ǫ23u2 + ǫ13ǫ23u3 + ǫ12)
[(ξ2 − ξ3)ǫ13 + (ξ3 − ξ1)ǫ23]u3 − (ξ1 − ξ2)(ǫ13u1 + ǫ23u2 + 1)
.
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Direct substitution shows that expressions (82) and (78) are consistent with original algebraic
system (38) where vj = V j(r(u)).
It is instructive to look at what happens to the diagonal system (70) when the density
of one of the components in conservation laws (36), say u3, vanishes. One can see from (82)
that if u3 = 0 (this corresponds to vanishing of P3 in (79)) then the Riemann invariant r
3
becomes a constant,
u3 = 0 : r3 = −
(ǫ23 − ǫ13)ǫ12
ξ1 − ξ2
≡ r30 ,
so that the equation for r3 satisfies identically and system (70) reduces to its 2-component
counterpart (41) for
v1(u1, u2) = V 1(r2(u1, u2, 0)) , v2(u1, u2) = V 2(r1(u1, u2, 0)) ,
as one should expect. Similar reductions occur for u1 = 0 and u2 = 0, which lead to
r1 = r10 = constant and r
2 = r20 = constant respectively. As a matter of fact, any function
Rj(rj) is also a Riemann invariant so one can choose a new set of Riemann invariants say
Rj = rj−rj0 so that R
j = 0 when uj = 0. This normalisation could be useful for applications.
Now we consider some special families of solutions to linearly degenerate system (70),
(78).
a) Similarity solutions
One can see that, owing to homogeneity of the characteristic velocities (78) as functions
of Riemann invariants, system (70) admits similarity solutions of the form
ri =
1
tα
li
(x
t
)
, i = 1, 2, 3, (83)
where α is an arbitrary positive real number and the functions li(τ), where τ = x/t, satisfy
the system of ordinary differential equations
(V i(l) + τ)
dli
dτ
+ αli = 0 , i = 1, 2, 3. (84)
Here the functions V i(l) are obtained from (78) by replacing ri with li. It is not difficult to
see that, due to the structure of the characteristic velocities, the case α = 0 implies only a
constant solution li = li0, where l
1
0, l
2
0, l
3
0 are arbitrary constants. If α 6= 0, the general solution
of (84) can be found in an implicit form using the generalised hodograph formulae (61), where
for N = 3 we substitute, according to (71), (75), φ1k(ξ) ≡ Bk(ξ) = ζkξ, φ
2
k(ξ) ≡ Ak(ξ) = ξ.
To obtain similarity solutions (83) one should use in (61) fi(ξ) = ξ
β/ci, where β = 2 + 1/α
and ci, i = 1, 2, 3, are arbitrary nonzero constants. Then the requirement that the functions
li must depend on τ = x/t alone leads to the algebraic system
τ = c1ζ1(l
1)γ + c2ζ2(l
2)γ + c3ζ3(l
3)γ ,
−1 = c1(l
1)γ + c2(l
2)γ + c3(l
3)γ , (85)
0 = c1(l
1)γ−1 + c2(l
2)γ−1 + c3(l
3)γ−1 ,
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where γ = −1/α and we have also replaced ci/γ 7→ ci. Direct substitution shows that
solution li defined by (85) indeed satisfies system (84). We note that this family of solutions
is unique to the case N = 3 and generally does not exist for N > 3.
b) Quasiperiodic solutions
Another interesting type of solutions arises when one introduces in (61) (for N = 3)
f1(ξ) = f2(ξ) = f3(ξ) =
√
R7(ξ) , R7(ξ) =
7∏
n=1
(ξ − En) ,
where E1 < E2 < · · · < E7 are real constants. Then, according to (75), solution (61) assumes
the form
x = ζ1
r1∫
ξdξ√
R7(ξ)
+ ζ2
r2∫
ξdξ√
R7(ξ)
+ ζ3
r3∫
ξdξ√
R7(ξ)
, (86)
−t =
r1∫
ξdξ√
R7(ξ)
+
r2∫
ξdξ√
R7(ξ)
+
r3∫
ξdξ√
R7(ξ)
, (87)
0 =
r1∫
dξ√
R7(ξ)
+
r2∫
dξ√
R7(ξ)
+
r3∫
dξ√
R7(ξ)
, (88)
which resembles the celebrated system for the multi-gap (here – three-gap) solutions of the
KdV equation. Unlike (86) - (88), however, the three-gap KdV solutions correspond to the
Sta¨ckel matrix (71) with the rows Ak(ξ) = ξ, Bk(ξ) = ξ
2 , k = 1, 2, 3 [11].
Proposition 5.1. For any constants ζ1 6= ζ2 6= ζ3 6= 0 there exists at least one set
{E1, . . . , E6} such that the solution ri(x, t), i = 1, 2, 3 described by (86) - (88) is quasi-
periodic in x and possibly in t.
We present here a sketch of the proof. Availability of the solution in the form (86) -
(88) implies the existence of separate dynamics of rj-s with respect to x and t. Indeed,
differentiating (86) - (88) with respect to x for fixed t one readily obtains
∂ri
∂x
= (rj − rk)
√
R7(ri)
Π
, i, j, k = 1, 2, 3, i 6= j 6= k , (89)
where
Π(r1, r2, r3) = (ζ1 − ζ2)r
1r2 + (ζ2 − ζ3)r
2r3 + (ζ3 − ζ1)r
3r1 = det∆ (90)
– see (80).
Analogously, differentiating (86) - (88) with respect to t for fixed x one obtains
∂ri
∂t
= (ζjr
j − ζkr
k)
√
R7(ri)
Π
, i, j, k = 1, 2, 3, i 6= j 6= k . (91)
One can see that the flows (89) and (91) are consistent with the spatio-temporal dynamics
(44), (78). We also note that equations (89), (91) resemble Dubrovin’s equations for the
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auxiliary spectrum dynamics in the KdV finite-gap integration problem (see, for instance,
[33]).
Let us now suppose that
r1 ∈ [E1, E2], r
2 ∈ [E3, E4], r
3 ∈ [E5, E6], (92)
so that all
√
R7(ri) are real. The above condition (92) means that the point p = (r
1, r2, r3) ∈
R3 lies within the rectangular box Kijk ∈ R3 with the vertices at (Ei, Ej, Ek), i, j, k =
1, . . . , 6, i 6= j 6= k.
Now, for any set of the constants ζ1, ζ2, ζ3 there exists at least one box Ki,j,k = K
∗ ∈ R3,
which is not intersected by the cone Π(r1, r2, r3) = 0. That is, inside K∗ the denominator
Π(r1, r2, r3) in (89) never vanishes.
Assume now that the ‘initial’ values of r1, r2, r3 for some x = x0 belong to K
∗. Then
it follows from (89) that, under the x-flow (t = const), the point p remains inside K∗ and
undergoes “elastic” reflections at the faces of K∗ as x varies (note that, since rj 6= rk for
j 6= k, the factor (rj − rk) in (89) never vanishes so the reflections occur only at the faces
of K∗). Therefore, the motion is quasi-periodic with respect to x as long as conditions
(92) are satisfied. Indeed, the system (89) possesses two integrals (87) and (88) outside the
“resonant” points, where Π = 0, so it specifies a quasi-periodic motion on a 3-torus provided
conditions (92) are satisfied. Of course, if conditions (92) are not satisfied at x = x0 the
solutions ri(x) may blow up and not be quasi-periodic.
The proof of quasi-periodicity of the t-flow is similar, however, there is an additional
requirement that the factor (ζjr
j − ζkrk) in (90) should not vanish for all r ∈ K∗ which
might impose additional restrictions on the choice of Ei (that is for some {Ej} the motion
can be quasi-periodic in x but not in t).
We note that the quasi-periodicity of the x- and t-flows can be proved directly from the
solution (86) – (88), however the outlined proof using the dynamical systems arguments is
qualitatively more transparent and more readily yields the “resonant” restrictions for x- and
t-flows. We also note that the quasiperiodic solutions could be constructed for N > 3 as well
(see Section 8.2).
6 Integrability of N-component hydrodynamic reduc-
tions
We now prove our main Theorem 3.1 stating that the N -component ‘cold-gas’ hydrodynamic
reduction (36), (38) represents a semi-Hamiltonian (i.e. integrable) linearly degenerate hy-
drodynamic type system. For that, according to Corollary 3.1, it is sufficient to show that
the conservation law densities ui and the transport velocities vi admit parametric represen-
tations (57) and (56), ui = U i(r) and vi(U(r)) = V i(r), via N functions rk in terms of the
Sta¨ckel matrix (55).
We suppose that hydrodynamic type system (36), (38) can be rewritten in a diagonal
form (44), and, moreover, the characteristic velocities V i(r) coincide with the expressions
vi(U(r)).
22
Now, substitution of (56), (57) into (38) leads to the algebraic system
N∑
k=1
ǫik(−1)
kPk det∆
(12)
ik = det∆
(2)
i − ξi det∆
(1)
i , i = 1, . . . , N , (93)
for Pk(r
k) and φik(r
k). Here the matrix ∆
(12)
ik is the matrix ∆ with first two rows and ith
and kth columns deleted. In the derivation of (93) we have used the determinant Sylvester
identity (see, for instance, Gantmacher 1959)
det∆
(12)
ik =
det∆
(1)
k det∆
(2)
i − det∆
(1)
i det∆
(2)
k
det∆
.
Expanding the determinants,
det∆
(1)
i =
N∑
k=1
[
(−1)k+1φ2k det∆
(12)
ik
]
, det∆
(2)
i =
N∑
k=1
[
(−1)k+1φ1k det∆
(12)
ik
]
,
we rewrite equations (93) as N nonlinear systems for φnk and Pk, where k, n = 1, . . . , N ,
N∑
k=1
(−1)k(φ1k − ξiφ
2
k + ǫikPk) det∆
(12)
ik = 0, i = 1, . . . , N. (94)
We recall that φN−1k = r
k, φNk = 1.
One can now introduce N matrices δi obtained from the matrix ∆ by deleting the first
two rows and the i-th column, and adding the first row with the elements φ1k − ξiφ
2
k + ǫikPk.
Thus, each matrix δi has dimension (N −1)× (N −1). Then the above set of equations (94)
can be rewritten as
det δi = 0, i = 1, . . . , N, (95)
which implies that the rows of each of the matrices δi must be linearly dependent :
Ci,1
(
ǫikPk + φ
1
k − ξiφ
2
k
)
+
N−2∑
n=3
Ci,n−1φ
n
k = Ci,N−2r
k + Ci,N−1,
k = 1, . . .N, i = 1, . . . , N − 1 , k 6= i,
(96)
where Ci,k are arbitrary constants. These conditions can be considered as N linear systems,
for fixed k each. Since all these systems are consistent the functions φik and Pk can be found
by solving system (96).
Constants Ci,1 cannot be equal to zero since in that case, according to (56), the velocities
V i would become undetermined. Therefore, without loss of generality we can set Ci,1 = 1
and the number of free constants becomes N(N − 2). Thus, the following Proposition is
valid:
Proposition 6.1: General solution of system (94) is determined by solutions
φik =
det B˜ikr
k + det B¯ik
detBk
, Pk =
detB
(P )
k
detBk
(97)
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of N linear systems (96), where Bk, B¯
i
k, B˜
i
k and B
(P )
k are matrices with elements
b˜imkl = b¯
im
kl = b
(P )m
kl = b
m
kl =


1 for l = 2
−ξl for l = 3
Cm,l−2 for l > 3
if
l 6= i+ 1
l 6= 1
(98)
and bimk 1 = b˜
im
k 1 = b¯
im
k 1 = ǫmk, b¯
i+1 m
ki = Ci,N−1, b˜
i+1 m
ki = Ci,N−2, b
(P )m
k 1 = Ci,N−2r
k + Ci,N−1,
where Cm,l are arbitrary constants such that detBk 6= 0.
Remark: The set of constants Cl,m for which detBk = 0 has Lebesque measure zero or
requires a very special choice of the parameters ηk. The exceptional case is the following:
the vectors ξ, 1 and ǫk are linearly dependent which yields, according to the definition (39),
a set of equations for the special values ηk.
Thus, we have proved that all elements of the Sta¨ckel matrix (55) depend linearly on
Riemann invariants and these elements are determined from the algebraic system (38) up to
N(N−2) arbitrary constants removable by an appropriate change of the Riemann invariants
(for instance, by a shift in the case N = 3). By Corollary 4.1, the existence of such a Sta¨ckel
matrix automatically proves the semi-Hamiltonian and linearly-degenerate properties of the
hydrodynamic reductions (36), (38).
Now, our main Theorem 3.1 is proved.
7 Riemann invariants and characteristic velocities: ex-
plicit construction
The construction described in Sections 3 and 6 provides a proof of the existence of Riemann
invariants for system (36), (38) for arbitrary N . The Riemann invariants are found to
parameterise system (36), (38) via the sole Sta¨ckel matrix, which, by Corollary 4.1, implies
linear degeneracy and integrability of this system. Explicit representations for conservation
law densities ui and transport velocities vj in terms of the Riemann invariants are given by
Ferapontov [11] formulae (57), (56) where the entries φnk of the Sta¨ckel matrix (55) and the
functions Pk(r
k) are defined by formulae (97) – (98). Using the functions φnk one also obtains
the generalised hodograph solutions (61).
The outlined procedure, while providing general theoretical framework for the study of the
‘cold-gas’ reductions of the kinetic equation for a soliton gas, seems to be not very convenient
from the viewpoint of practical calculations. It also involves N(N−2) intermediate constants
Cl,m, which introduce an additional unnecessary complication. It is, thus, desirable to have
more direct representations for the Riemann invariants and characteristic velocities, which
will also be free from these intermediate arbitrary constants.
We shall make use of the Theorem 3.1 and show that, once the linear degeneracy and
integrability properties of system (36), (38) are established, explicit relations between the
Riemann invariants r and the conserved densities u can be found by a relatively straightfor-
ward calculation. The calculation will involve the properties of the Lame´ coefficients outlined
in Section 4.
First, without loss of generality we choose the following normalization (see (53))
uk = H¯k, (99)
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where H¯k’s are the Lame´ coefficients (50). Now, using Theorem 3.1 we assume that hydro-
dynamic type system (36), (38) can be rewritten in a diagonal form (44), so that ui = U i(r)
and vi(U(r)) = V i(r). For convenience, in what follows we shall use small u’s and v’s only,
assuming that uj = uj(r) ≡ U
j(r), vj = vj(r) ≡ Vj(r).
To obtain explicit formulae for the Riemann invariants of the hydrodynamic reduction
(36), (38) we need first to prove its so-called “Egorov” property.
Definition 7.1 (Pavlov & Tsarev 2003 [38]): Semi-Hamiltonian hydrodynamic type sys-
tem (42) is called the Egorov, if a sole pair of conservation laws
∂ta(u) = ∂xb(u), ∂tb(u) = ∂xc(u) (100)
exists.
It was proved in [38], that
∂ia = H¯
2
i , ∂ib = H˜iH¯i, ∂ic = H˜
2
i , (101)
(see (50) and (66) for the definitions of H¯i and H˜i) while the corresponding rotation coeffi-
cients (62) become symmetric, i.e.
βik = βki, i 6= k. (102)
Another important fact proven in [38] is that all commuting flows to a semi-Hamiltonian
Egorov system are also Egorov so commuting flow (48) possesses a similar pair of conservation
laws
∂τa(u) = ∂xh(u), ∂τh(u) = ∂xg(u),
where
∂ih = HiH¯i, ∂ig = H
2
i . (103)
Now we prove the following
Lemma 7.1: Hydrodynamic reductions (36), (38) are Egorov.
Proof : We consider the sum of conservation laws (36), (38)
∂t
(∑
uk
)
= ∂x
(∑
ukvk
)
= ∂x
[
N∑
k=1
uk
(
ξk +
∑
m6=k
ǫkmu
m(vm − vk)
)]
(104)
One can see that, since the matrix ǫik is symmetric, the last term in r.h.s. of (104) vanishes.
Thus, (104) simplifies to the form
∂t
(∑
uk
)
= ∂x
(∑
ξku
k
)
. (105)
However, the flux Σξku
k of conservation law (105) is nothing but the density of another
conservation law which can be obtained by the same summation but with the special weights
ξi, i.e.
∂t
(∑
ξku
k
)
= ∂x
(∑
ξku
kvk
)
.
Comparison with definition (100) implies that in our case
a =
∑
um, b =
∑
ξmu
m ≡
∑
umvm, c =
∑
ξmu
mvm, (106)
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which completes the proof.
Now we formulate the following
Theorem 7.1: The Riemann invariants of N-component hydrodynamic reductions (36),
(38) can be found explicitly as
ri = −
1
ui
(
1 +
∑
m6=i
ǫimu
m
)
, i = 1, . . . , N. (107)
Proof :
For the sake of completeness of our construction we first show that the linear degeneracy
property (49) of system (36), (38) readily follows from the (already established) existence
of the Riemann invariants rk. Indeed, differentiating (38) with respect to the Riemann
invariant ri and taking into account that (see (50), (99))
∂i ln u
k =
∂iv
k
vi − vk
, i 6= k,
we obtain the expression
∂iv
i =
∑
m6=i
ǫim(v
m − vi)∂iu
m +
∑
m6=i
ǫimu
m(∂iv
m − ∂iv
i) ,
which reduces, on using (52), to the form
∂iv
i
(
1 +
∑
m6=i
ǫimu
m
)
= 0 . (108)
Equation (108) can only be satisfied if ∂iv
i = 0 for all i (otherwise the field variables um in
the algebraic system (38) would cease to be independent). Thus system (36), (38) is indeed
linearly degenerate.
Now, differentiation of algebraic system (38) with respect to the Riemann invariant rk
yields
∂kv
i =
∑
m6=i,k
ǫimu
m(∂kv
m−∂kv
i)+
∑
m6=i,k
ǫim(v
m−vi)∂ku
m+ǫiku
k(∂kv
k−∂kv
i)+ǫik(v
k−vi)∂ku
k,
which reduces, with an account of (52) and the linear degeneracy property, to
(vk − vi)
[(
1 +
∑
m6=i
ǫimu
m
)
∂k ln u
i −
∑
m6=i
ǫim∂ku
m
]
= 0.
Since all characteristic velocities vk are distinct, the expression in square brackets must
vanish for any pair of indices i and k, i.e. we have
∂k ln u
i =
∑
m6=i
ǫim∂ku
m
1 +
∑
m6=i
ǫimum
, k 6= i . (109)
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Integration of (109) yields ∑
m6=i
ǫimu
m +Ri(r
i)ui = −1, (110)
where Ri(r
i), i = 1, . . . , N are arbitrary functions.
We now differentiate (110) with respect to the Riemann invariants ri and rk, which gives,
on using (99) and (62), ∑
m6=i
ǫimβim +R
′
i(r
i) +Ri(r
i)∂i ln H¯i = 0 (111)
and ∑
m6=i,k
ǫimβkm + Ri(r
i)βki + ǫik∂k ln H¯k = 0 (112)
respectively. Substitution of (106) into (101) gives
H¯i =
∑
m6=i
βim + ∂i ln H¯i, H˜i = ξiH¯i +
∑
m6=i
(ξm − ξi)βim. (113)
By expressing ∂i ln H¯i from the above first equation, (111) and (112) reduce to the form
Ri(r
i)H¯i = Ri(r
i)
∑
m6=i
βim −
∑
m6=i
ǫimβim − R
′
i(r
i),
(114)
ǫimH¯m = ǫim
∑
n 6=m
βnm −
∑
n 6=i,m
ǫinβnm − Ri(r
i)βim.
Substitution of the expressions Ri(r
i)H¯i and ǫimH¯m into (110) yields a set of constraints
R′i(r
i) = 1, i.e. Ri(r
i) = ri + αi, where αi are arbitrary constants. Since any function of a
Riemann invariant is a Riemann invariant as well one can put without loss of generality that
Ri(r
i) = ri. Then (110) reduces to (107). The Theorem is proved.
Taking into account Ri(r
i) = ri and eliminating H¯i from (114) we arrive at the linear
algebraic system ∑
m6=i,k
(riǫkm − ǫikǫim)βim + (r
irk − ǫ2ik)βik = ǫik, i 6= k (115)
for the rotation coefficients βik, while (114) reduces (cf. the first formula in (113)) to
H¯i =
∑
m6=i
(
1−
ǫim
ri
)
βim −
1
ri
. (116)
Let us introduce a matrix ǫ such that its off-diagonal coefficients are the aforementioned
symmetric constants ǫik, while the diagonal coefficients ǫii = r
i.
Theorem 7.2: The rotation coefficients βik satisfying linear algebraic system (115) are
the off-diagonal components of the matrix inverse to the matrix −ǫ, i.e.
N∑
m=1
ǫimβkm = −δik. (117)
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Proof : We introduce the functions βii(r) so that expression (63) could be extended to
the full set of indices, i.e. we will have
∂iβjk = βjiβik ∀i, j, k . (118)
It is easy to check that (118) is valid for any curvilinear coordinate system associated with
semi-Hamiltonian Egorov linearly degenerate hydrodynamic type system (see (49) and (101)),
i.e. if and only if the rotation coefficients βik are symmetric (see (102)) and determined by
(67), where the functions
βii(r) ≡ ∂i ln H¯i . (119)
Indeed, the above set of equations (118) for two distinct indices (just two choices) reduces
to the form
∂kβjk = βjkβkk, ∂iβkk = β
2
ik. (120)
The first part of these equations is nothing else but (67) while the second part is just the
well-known property of any curvilinear coordinate net (see [10]): the scalar potential V is
determined by its second derivatives, i.e.
∂2ikV = βikβki, k 6= i . (121)
Thus, in the Egorov (symmetric) case, the above property (121) simplifies to
∂2ikV = β
2
ik, k 6= i . (122)
Comparing this formula and the second formula in (120), one can conclude that βkk = ∂kV .
If all indices in (120) coincide, the last nontrivial consequence given by
∂k
1
βkk
= −1 (123)
allows one to integrate (step-by-step) nonlinear system in partial derivatives (118). Instead
of this direct, but somewhat complicated procedure, we shall use a more sophisticated but
technically much more simple approach to the derivation of general solution of system (118).
First, let us introduce the combinations
Aik =
N∑
m=1
ǫimβkm (124)
(we recall that ǫii = r
i). Then (115) reads as follows
riAik = ǫik(1 + Aii), i 6= k. (125)
Differentiation of (124) with respect to the Riemann invariants ri, rk, rj leads to the system
∂iAik = βik(1 + Aii), ∂kAik = βkkAik, ∂jAik = βjkAij, i 6= k.
Compatibility conditions imply just one extra equation
∂kAii = βikAik, i 6= k.
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Now we differentiate (125) with respect to the Riemann invariant rj to obtain
(riβjk − ǫikβij)Aij = 0, i 6= j 6= k.
Since expressions riβjk − ǫikβij cannot vanish identically, we have the only possible choice:
Aik = 0 for each pair of distinct indices, and Aii = −1 (see (125)). Thus, we conclude that
(124) reduces to the form (117) (let us emphasize one more time that ǫii ≡ ri, while all the
other ǫjk = ǫkj are constants). The matrix ǫ contains N(N−1)/2 arbitrary constants ǫik, then
all components of the matrix β are parameterised by these N(N − 1)/2 arbitrary constants.
On the other hand, (118) is an overdetermined system, where all first derivatives of βik are
expressed via βjn only. Thus, a general solution of system in partial derivatives (118) must
depend on N(N + 1)/2 arbitrary constants, because this system is written for N(N + 1)/2
functions βik (these are N(N−1)/2 symmetric off-diagonal elements, i.e. rotation coefficients
βik; and N diagonal components βkk). It means, that the inverse matrix ǫ contains extra N
arbitrary constants αi which are nothing but the shifts of the Riemann invariants r
i located
on the diagonal (see the end of the proof of Theorem 7.1). Then these N shift constants can
be removed without loss of generality. The Theorem is proved.
In particular, for N = 3 we have from (117) the explicit expressions for βik:
β12 =
r3ǫ12 − ǫ13ǫ23
r1r2r3 − r1ǫ223 − r
2ǫ213 − r
3ǫ212 + 2ǫ12ǫ13ǫ23
,
β13 =
r2ǫ13 − ǫ12ǫ23
r1r2r3 − r1ǫ223 − r
2ǫ213 − r
3ǫ212 + 2ǫ12ǫ13ǫ23
, (126)
β23 =
r1ǫ23 − ǫ12ǫ13
r1r2r3 − r1ǫ223 − r
2ǫ213 − r
3ǫ212 + 2ǫ12ǫ13ǫ23
;
β11 =
−r2r3 + ǫ223
r1r2r3 − r1ǫ223 − r
2ǫ213 − r
3ǫ212 + 2ǫ12ǫ13ǫ23
,
β22 =
−r1r3 + ǫ213
r1r2r3 − r1ǫ223 − r
2ǫ213 − r
3ǫ212 + 2ǫ12ǫ13ǫ23
,
β33 =
−r1r2 + ǫ212
r1r2r3 − r1ǫ223 − r
2ǫ213 − r
3ǫ212 + 2ǫ12ǫ13ǫ23
.
Remark. Note that equation (117), despite of having a simpler form than original
equation (115), is more general as it defines all (not only off-diagonal) components βik in
terms of Riemann invariants. Thus, the rotation coefficients βik, i 6= k satisfy both systems
(115) and (118) and are completely defined in terms of the matrix ǫ.
As a by-product of the proof of Theorem 7.2 we obtain the following important
Corollary 7.1 Since system (118) describes rotation coefficients βik associated with
hydrodynamic type systems possessing simultaneously Egorov and linear degeneracy prop-
erties, we conclude that our reduction (36), (38) of the kinetic equation (1) is the only (up
to unessential transformations) hydrodynamic type system possessing both these properties.
Now, using (66), (99), (113), (116) and (119) we formulate the main result of this Section:
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Algebraic relations (38) can be resolved in a parametric form in terms of the Riemann
invariants:
ui =
N∑
m=1
βim, v
i =
1
ui
N∑
m=1
ξmβim, (127)
where the symmetric coefficients βik are elements of the matrix −ǫ
−1 (see (117)). As a
matter of fact, the first formula in (127) represents the inversion of formula (107). As one
can see, this inversion is rather nontrivial.
In particular, for N = 3 we have from (127) the explicit expressions for conservation law
densities ui and characteristic velocities vk
u1 =
−r2r3 + r2ǫ13 + r3ǫ12 − ǫ12ǫ23 − ǫ13ǫ23 + ǫ223
r1r2r3 − r1ǫ223 − r
2ǫ213 − r
3ǫ212 + 2ǫ12ǫ13ǫ23
,
u2 =
−r1r3 + r1ǫ23 + r3ǫ12 − ǫ12ǫ13 − ǫ13ǫ23 + ǫ213
r1r2r3 − r1ǫ223 − r
2ǫ213 − r
3ǫ212 + 2ǫ12ǫ13ǫ23
, (128)
u3 =
−r1r2 + r1ǫ23 + r2ǫ13 − ǫ12ǫ13 − ǫ12ǫ23 + ǫ212
r1r2r3 − r1ǫ223 − r
2ǫ213 − r
3ǫ212 + 2ǫ12ǫ13ǫ23
,
v1 =
ξ1 (ǫ
2
23 − r
2r3) + ξ2 (r
3ǫ12 − ǫ13ǫ23) + ξ3 (r2ǫ13 − ǫ12ǫ23)
ǫ223 − r
2r3 + ǫ13 (r2 − ǫ23) + ǫ12 (r3 − ǫ23)
,
v2 =
ξ2 (ǫ
2
13 − r
1r3) + ξ3 (r
1ǫ23 − ǫ12ǫ13) + ξ1 (r3ǫ12 − ǫ13ǫ23)
ǫ213 − r
1r3 + ǫ13(r3 − ǫ13) + ǫ23(r1 − ǫ13)
, (129)
v3 =
ξ3 (ǫ
2
12 − r
1r2) + ξ2 (r
1ǫ23 − ǫ12ǫ13) + ξ1 (r2ǫ13 − ǫ12ǫ23)
ǫ212 − r
1r2 + ǫ13(r2 − ǫ12) + ǫ23(r1 − ǫ12)
.
One can observe that formulae (129) do not coincide with representation (78), (76) obtained
earlier for the same family of the characteristic velocities. The reason is that the two repre-
sentations correspond to different choices of the Riemann invariants (we recall one more time
that any function of a Riemann invariant is a Riemann invariant as well). The relationship
between these two equivalent sets of the Riemann invariants can be obtained by equating
the characteristic velocities (78) and (129) (or, alternatively, the densities (79) and (128)),
which do not depend on a particular normalization of the Riemann invariants. It is more
convenient, however, to get the sought relationship by a substitution (128) into (82), where
we replace ri with r˜i. As a result we get
r˜1 =
(ǫ13 − ǫ12)(ǫ23r1 − ǫ12ǫ13)
(ξ2 − ξ3)r1 + (ξ3 − ξ1)ǫ12 + (ξ1 − ξ2)ǫ13
,
r˜2 =
(ǫ12 − ǫ23)(ǫ13r2 − ǫ12ǫ23)
(ξ3 − ξ1)r2 + (ξ1 − ξ2)ǫ23 + (ξ2 − ξ3)ǫ12
, (130)
r˜3 =
(ǫ23 − ǫ13)(ǫ12r
3 − ǫ13ǫ23)
(ξ1 − ξ2)r3 + (ξ2 − ξ3)ǫ13 + (ξ3 − ξ1)ǫ23
.
Here by r˜1, r˜2, r˜3 we denote the ‘old’ Riemann invariants as in Section 5.
Note that the choice (130) of the Riemann invariants leads to the homogeneous expres-
sions (78) for the characteristic velocities, which makes possible the construction of the
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similarity solutions (85). Such a possibility, however, is unique to the case N = 3 as for
N > 3 the general rational substitution of the type (130) will not allow for the elimination
of all inhomogeneous terms (unless one has a very special set of the coefficients ǫij , ξk). As a
consequence, the family of the similarity solutions (83) exists only for the case N = 3 which
makes this case special.
8 Commuting hydrodynamic flows
8.1 General explicit representation
Commuting flows to semi-Hamiltonian linearly degenerate system (36), (38) are defined
in terms of the Riemann invariants by equations (48), (47). We recall that, according to
Proposition 4.1, only N − 2 of the commuting flows are linearly degenerate (excluding the
‘trivial’ flows specified by linear combinations of the constant characteristic velocity 1 and
the characteristic velocity v of the original flow (44)). The general solution of the generalised
hodograph equations (47) specifying commuting flows was obtained by Ferapontov [11] in
terms of the Sta¨ckel matrix entries (see Theorem 4.2). Here we are interested in a more
explicit representation of the commuting flows for the specific system (36), (38). For that,
instead of integrating system (47), we take advantage of the fact that our linearly degenerate
system (36), (38) is Egorov. In that case, the commuting flows can be found explicitly.
We first observe that any conservation law density h for linearly degenerate hydrodynamic
type system (36) can be represented in the form (see (53) or (57))
h =
N∑
k=1
ukPk(r
k), (131)
with N arbitrary functions Pk(r
k) of a single variable. Then we make use of
Lemma 8.1 (Pavlov & Tsarev 2003 [38]): All commuting flows (48), (47) in the Egorov
case are specified by the expression (see (65), (101), (103))
W i =
Hi
H¯i
=
∂ih
∂ia
. (132)
Substituting (131), (106) into (132) and using the first formula from (113) we obtain an
explicit representation for the characteristic velocities of the commuting flows (48),
W i = Pi(r
i) +
1
H¯i
(
P ′i (r
i) +
∑
m6=i
(Pm(r
m)− Pi(r
i))βim
)
. (133)
We recall that Pk(r
k), k = 1, . . . , N are arbitrary functions and the dependence of the
rotation coefficients βim on the Riemann invariants is found by inversion of the matrix −ǫ
(see (117)). If Pk(r
k) = 1, (133) reduces to W i = 1; if Pk(r
k) = ξk, it reduces to the second
formula in (127), i.e. to hydrodynamic reduction (36), (38) itself.
31
8.2 generalised hodograph method
Taking into account the Combescure transformation (65) and formula (66) the generalised
hodograph solution (46) can be represented in a symmetric form
xH¯i + tH˜i = Hi(r). (134)
Since (see (127), (66), (99))
H¯i =
N∑
m=1
βim, H˜i =
N∑
m=1
ξmβim,
expression (134), with an account of (65), (133), assumes the form
N∑
m=1
(x+ ξmt)βkm = P
′
k(r
k) +
N∑
m=1
Pm(r
m)βkm. (135)
Multiplying equation (135) through by the matrix ǫ and performing summation,
∑N
k=1 ǫik[. . . ]k,
we obtain, upon using (117), a general solution of the N -component linearly degenerate hy-
drodynamic reduction in an implicit form (cf. (61))
x+ ξit = Pi(r
i)− riP ′i (r
i)−
∑
m6=i
ǫimP
′
m(r
m), i = 1, 2, ..., N, (136)
where Pi(r
i), i = 1, . . . , N , are arbitrary functions.
Note that under the re-parametrization
P ′′k (ξ) = −
φk(ξ)
f(ξ)
the generalised hodograph solution (136) becomes
x+ ξit =
ri∫
ξφi(ξ)
f(ξ)
dξ +
∑
m6=i
ǫim
rm∫
φm(ξ)
f(ξ)
dξ . (137)
Now, comparison of (137) with the Ferapontov [11] solution (61) provides a direct way for
the identification of the entries of the Sta¨ckel matrix (55). Also, for this choice of the Sta¨ckel
matrix all constants Cl,m (see Section 6) can be expressed in terms of the coefficients ǫij and
ξk by (97), (98).
For the particular choice of f(ξ) defined as
f(ξ) =
√
RK(ξ) (138)
where
RK(ξ) =
K∏
n=1
(ξ −En) ,
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and E1 < E2 < · · · < EK are real constants (K = 2N + 1 if N is odd and K = 2N + 2 if
N is even); and φk(ξ) being arbitrary polynomials in ξ of degrees less than N , system (136)
describes quasiperiodic solutions of the form
x+ ξit =
ri∫
ξφi(ξ)dξ√
RK(ξ)
+
∑
m6=i
ǫim
rm∫
φm(ξ)dξ√
RK(ξ)
, i = 1, 2, ..., N, (139)
The proof of quasiperiodicity of solution (139) is analogous to that for solution (86), (87),
(88) obtained for N = 3.
8.3 Linearly degenerate commuting flows
To extract the family of linearly degenerate commuting flows from general representation
(133) we formulate the following
Lemma 8.2: For the linearly degenerate commuting flows each function Pi(r
i) in (133)
is linear with respect to the corresponding Riemann invariant ri.
Proof : The condition ∂iW
i = 0 of linear degeneracy of the commuting flow implies, on
using (67) and (113), that P ′′i (r
i) = 0.
We now consider the representation for the family of linearly degenerate commuting
flows suggested by the form of the kinetic equations (33), (34) for the KdV hierarchy. Im-
portantly, the whole KdV kinetic hierarchy (33), (34) is characterised by a single integral
kernel, G(η, µ) = ln |(η − µ)/(η + µ)| (which is consistent with the fact that all equations of
the original finite-gap Whitham hierarchy are associated with the same Riemann surface).
This suggests that there could exist a family of commuting flows to general nonlocal kinetic
equation (1) having the form
fτ = (s˜f)x ,
s˜(η) = S˜(η) +
1
η
∞∫
0
G(η, µ)f(µ)[s˜(µ)− s˜(η)]dµ ,
(140)
where S˜(η) is an arbitrary function. Although verification of commutativity of the kinetic
equations (1) and (140) is beyond the scope of the present paper, it is clear that, if these
equation do commute, this must be manifested on the level of hydrodynamic reductions as
well. Having this in mind, we consider the N -component hydrodynamic reductions to (140)
obtained by the familiar delta-functional ansatz (35) and try to see if they commute with
the original reductions (36)–(39).
First we notice that equation (140) is, essentially, the same kinetic equation (1) but with
a different time variable and different “free soliton speed” function S(η). Now, since we
have proved integrability of the linearly degenerate hydrodynamic reductions (36)–(39) in a
general form, we automatically have that analogous N -component hydrodynamic reductions
of (140) must also be integrable linearly degenerate systems. It should be noted that, since
the function S˜(η) is arbitrary, the set {ξ˜1, . . . , ξ˜N} of its values ξ˜j = S˜(ηj) can be viewed
as a set of N arbitrary numbers, and the corresponding ‘cold-gas’ hydrodynamic reduction
becomes (cf. (36)–(39))
uiτ = (u
iv˜i)x, i = 1, . . . , N, (141)
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where the velocities v˜i = −s˜i and the conservation law densities ui satisfy algebraic relations
v˜i = ξ˜i +
N∑
k 6=i
ǫiku
k(v˜k − v˜i), ǫik = ǫki, (142)
and ǫik are the same as in (39).
According to Theorem 3.1, system (141), (142) can be represented in the Riemann form
riτ = v˜
i(r)rix, i = 1, 2, ..., N ; (143)
where the dependence v˜i(r) of the characteristic velocities on the Riemann invariants is
determined by the same formulae (127) with the only difference that, one now replaces ξj
with ξ˜j, i.e. we have
v˜i =
1
ui
N∑
m=1
ξ˜mβim. (144)
Indeed, representation (144) is a straightforward consequence of (127) since the rotation co-
efficients βij and Lame´ coefficients H¯k do not depend on the parameters ξm (see (115), (116),
the first formula in (127), and normalisation (99)). It not difficult to see that commutativity
relationships (see (47))
∂iv˜
j
v˜i − v˜j
=
∂iv
j
vi − vj
, i, j = 1, 2, . . . , N , i 6= j , (145)
are satisfied identically. Thus, we have proved the following
Lemma 8.3: Linearly degenerate semi-Hamiltonian flows (141), (142) and (36), (38)
commute for any N .
In conclusion we note that, although we have proved integrability of the ‘cold-gas’ hy-
drodynamic reductions (36), (38) for an arbitrary choice of the functions S(η) and G(η, µ)
in the original kinetic equation (1), one can expect that integrability of the full equation
(1) would require some additional restrictions imposed on the integral kernel G(η, µ) (other
than just symmetry).
9 Outlook and Perspectives
Kinetic equation (1) first arose as a continuum (thermodynamic) limit of a semi-Hamiltonian
hydrodynamic type system (the KdV-Whitham system). This equation seems to belong to
an entirely new class of integrable systems, which we at present are unable to equip with the
standard attributes such as a Lax pair, commuting flows, Hamiltonian structures etc. This
paper makes the first step towards the understanding of the integrable structure of equation
(1) by studying in detail the simplest class of its hydrodynamic reductions and identifying
them as the Egorov, semi-Hamiltonian linearly degenerate hydrodynamic type systems.
The availability of an infinite set of the aforementioned hydrodynamic reductions is a strong
evidence that the full equation (1) could constitute an integrable system in the sense yet to be
explored. While the studied ‘cold-gas’ reductions turn out to be integrable for an arbitrary
symmetric ‘interaction kernel’ G(η, µ), integrability of the full equation (1) will clearly require
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some additional restrictions to be imposed on this kernel. Recent results [12, 13], [18, 19] on
the integrability of 2+1 hydrodynamic type systems and hydrodynamic chains, which are
close ‘relatives’ of kinetic equations, suggest that these restrictions should be determined by
the condition of the existence, for an arbitrary N , of N -component hydrodynamic reductions
parameterised by N arbitrary functions of a single variable. The most natural way to attack
this problem is to study the associated hydrodynamic chain, i.e. an infinite set of the moment
equations (see e.g. [20]) for kinetic equation (1). However, due to the structure of the
nonlocal term in (1) the construction of this chain is far from being a straightforward task.
The study of the moment equations for (1) is also important in the original context of the
description of macroscopic dynamics of soliton gases [46], [7]. Indeed, the kinetic description
of a soliton gas reflects the particle-like nature of solitons. At the same time, one should
remember that solitons represent localized waves so the kinetic description of a soliton gas
should be complemented by the expressions for the averaged characteristics of the underlying
‘microscopic’ oscillatory wave field in terms of the distribution function f(η, x, t). Say, for
the KdV equation (3) the expressions for the two first moments of the wave field have the
form (see [6])
φ(x, t) = 4
∫ ∞
0
ηf(η, x, t)dη , φ2(x, t) =
16
3
∫ ∞
0
η3f(η, x, t)dη (146)
and are identical to those arising in the Lax-Levermore-Venakides theory [31], [43], [45] with
the crucial difference that the dynamics of the distribution function f(η, x, t) is now governed
by kinetic equation (1), (2) rather than the N -phase averaged Whitham equations (10) so
(146) are ensemble averages.
This paper was concerned mostly with the structure of the kinetic equation (1). At
the same time, behaviour of its solutions and the associated evolution of the dynamical
(moments, amplitudes etc.) and probabilistic (probability density, correlation function etc.)
characteristics of the underlying rapidly oscillating wave field could be of considerable interest
for applications. In this regard, we mention an interesting consideration following from our
present study. In the original construction [6] described in Section 3 the kinetic equation
for the KdV soliton gas was obtained as the thermodynamic limit of the N -phase averaged
KdV-Whitham equations (10). These Whitham equations are genuinely nonlinear for any
N ∈ N [32], i.e. for a reasonably general class of initial conditions the modulation dynamics
specified on a Riemann surface of genus N implies hydrodynamic breaking at some t < ∞
accompanied by the growth of the genus N (see e.g. [5], [9], [22]). At the same time, the ‘cold-
gas’ hydrodynamic reductions of the kinetic equations studied here are linearly degenerate,
i.e. no breaking is expected and the number of gas components does not change during the
evolution (a simple example of such non-breaking evolution for a two-component soliton gas
was considered in [7]). Of course, there is no contradiction between these two contrasting
types of behaviour as the kinetic equation (28), (26) represents a singular limit as N → ∞
of the KdV-Whitham equations while their genuine nonlinearity property is established only
for finite N . Construction of physical solutions to linearly degenerate multi-component
hydrodynamic type system (4), (5) and study of the associated wave field dynamics of
soliton gases in various integrable systems represents a separate interesting mathematical
problem, which could find applications in the description of propagation and interaction of
quasi-monochromatic soliton beams in dispersive dissipationless media.
Another challenging problem is derivation of the 2+1 dimensional kinetic equation for
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the soliton gas in the framework of the Kadomtsev - Petviashvili (KP-2) equation. This
problem would require computing the thermodynamic limit of the KP-Whitham equations
associated with general algebraic (not necessarily hyperelliptic) Riemann surfaces [25], [26].
Finally, we would like to mention one more perspective arising from our study. To our
best knowledge, nonlocal kinetic equation (1) is the first available example of a continuum
limit of a semi-Hamiltonian hydrodynamic type system. The key point of its derivation is
that it is not sufficient to simply tend the number of Riemann invariants to infinity but
it is important to prescribe a special scaling controlling the distances between neighboring
invariants (in the case of averaged finite-gap dynamics, the widths of spectral bands and
gaps – see (19)). We believe that a similar approach could be applied to a large class of
semi-Hamiltonian hydrodynamic type systems (not necessarily arising as the result of the
Whitham averaging). Of course, the corresponding thermodynamic scaling (an analogue of
distribution (19)) could be different.
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