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CLASSICAL AND QUANTUM RESONANCES FOR HYPERBOLIC
SURFACES
COLIN GUILLARMOU, JOACHIM HILGERT, AND TOBIAS WEICH
Abstract. For compact and for convex co-compact oriented hyperbolic surfaces, we
prove an explicit correspondence between classical Ruelle resonant states and quan-
tum resonant states, except at negative integers where the correspondence involves
holomorphic sections of line bundles.
1. Introduction
It is a classical result that on compact surfaces with constant negative curvature,
Selberg’s trace formula allows to identify the eigenvalues of the Laplace operator ∆
and certain zeros of the Selberg zeta function [Se], which can be entirely expressed
in terms of closed geodesics. Later the same result has been established for convex-
co-compact hyperbolic surfaces by Patterson-Perry [PaPe] (see also [BJP, GuZw3]),
where the correspondence is between certain zeros of the Selberg zeta function and
the resonances of the Laplacian (recall that convex co-compact hyperbolic surfaces are
complete non-compact smooth Riemannian surfaces of constant negative curvature
with infinite volume). Both results show that on hyperbolic surfaces there is a deep
connection between the spectral properties of the Laplacian (quantum mechanics)
and the properties of the geodesic flow (classical mechanics). However, the above
results do not establish a link between the spectra of the Laplacian and a transfer
operator associated to the geodesic flow, nor do they establish a relation between
the associated resonant states. The aim of this article is to prove such an explicit
correspondence. The previously known relation to the zeta zeros is a direct consequence
of this correspondence.
Let us now introduce the concept of Ruelle resonances for the transfer operator
associated to the geodesic flow on M . Let M be a compact or convex co-compact
hyperbolic surface and let X be the vector field generating the geodesic flow ϕt on the
unit tangent bundle SM of M . The linear operator
Lt :
{
C∞c (SM) → C∞c (SM)
f 7→ f ◦ ϕ−t
is called the transfer operator of the geodesic flow and the vector field −X is its
generator. The geodesic flow has the Anosov property, i.e. the tangent bundle of SM
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splits into a direct sum
T (SM) = RX ⊕Es ⊕Eu
where dϕt is exponentially contracting in forward time (resp. backward time) on
Es (resp. on Eu), and this decomposition is ϕt-invariant. The bundles Eu and Es
are smooth and there are two smooth non-vanishing vector fields U± on SM so that
Es = RU+, Eu = RU−, and [X,U±] = ±U±. The fields U± generate the horocyclic
flows.
For f1, f2 ∈ C∞c (SM) we can define the correlation functions
CX(t; f1, f2) :=
∫
SM
Ltf1.f2dµL
where µL is the Liouville measure (invariant by ϕt). By [BuLi, FaSj, DyZw] in the
compact case and [DyGu] in the convex co-compact case, the Laplace transform
RX(λ; f1, f2) := −
∫ ∞
0
e−λtCX(t; f1, f2)dt
extends meromorphically from Re(λ) > 0 to C1. Notice that for Re(λ) > 0 we have
RX(λ; f1, f2) = 〈(−X − λ)−1f1, f2〉 and RX(λ) gives a meromorphic extension of the
Schwartz kernel of the resolvent of −X . The poles are called Ruelle resonances and
the residue operator ΠXλ0 : C
∞
c (SM)→ D′(SM) defined by
〈ΠXλ0f1, f2〉 := Resλ0RX(λ; f1, f2), ∀f1, f2 ∈ C∞c (SM)
has finite rank, commutes with X , and (−X − λ0) is nilpotent on its range. The
elements in the range of ΠXλ0 are called generalized Ruelle resonant states. Note that by
the results in [BuLi, FaSj, DyZw, DyGu] the poles can be identified with the discrete
spectrum of X in certain Hilbert spaces and the generalized resonant states with
generalized eigenfunctions.
The quantum resonances on M can be introduced in a quite similar fashion, except
that we have to work with the wave flow. Let ∆M be the non-negative Laplacian and
U(t) := cos(t
√
∆M − 1/4) the wave operator on M . For f1, f2 ∈ C∞c (M), we define
the correlation function
C∆(t; f1, f2) :=
∫
M
U(t)f1.f2 dvol.
Then, by standard spectral theory in the compact case, and by [MaMe, GuZw1] in the
convex co-compact case, the Laplace transform
R∆(λ; f1, f2) :=
1
1/2− λ
∫ ∞
0
e(−λ+1/2)tC∆(t; f1, f2)dt
extends meromorphically from Re(λ) > 1 to λ ∈ C. Notice that R∆(λ; f1, f2) =
〈(∆M − λ(1− λ))−1f1, f2〉 for Re(λ) > 1 and R∆(λ) is a meromorphic extension of the
1The extension in a strip has been proved in [Po, Ru] before
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resolvent of ∆M . The poles are called quantum resonances and the residue operator
Π∆λ0 : C
∞
c (M)→ C∞(M) defined by
〈Π∆λ0f1, f2〉 := Resλ0R∆(λ; f1, f2), ∀f1, f2 ∈ C∞c (M)
has finite rank, commutes with ∆M , and (∆M − λ0(1− λ0)) is nilpotent on its range.
The elements in the range of Π∆λ0 are called generalized quantum resonant states.
Note that the Ruelle generalized resonant states are distributions on SM while
the quantum resonant states are functions on M . In order to formulate the explicit
correspondence between them, we consider the projection π0 : SM → M on the base
and π0∗ : D′(SM) → D′(M) the operator dual to the pull-back π∗0 : C∞c (M) →
C∞c (SM) (note that π0∗ corresponds to integration in the fibers of SM). In order to
state the theorems, we also need to introduce the canonical line bundle K := (T ∗M)1,0
and its dual K−1 := (T ∗M)0,1, and we denote their tensor powers by Kn := K⊗n and
K−n := (K−1)⊗n. Here the Riemann surface is oriented and thus inherits a complex
structure. Then there is a natural map
π∗n : C
∞
c (M ;Kn)→ C∞c (SM), π∗nf(x, v) := f(x)(⊗nv)
and we consider its dual operator πn∗ : D′(SM)→ D′(M ;Kn) which can be viewed as
the n-th Fourier component in the fibers of SM (SM is equipped with the Liouville
measure and M with the Riemannian volume form to define the pairings).
Let us formulate the first main result:
Theorem 1.1. Let M = Γ\H2 be a smooth oriented compact hyperbolic surface and
let SM be its unit tangent bundle. Then
1) for each λ0 ∈ C \ (−12 ∪−N) the pushforward map π0∗ restricts to a linear isomor-
phism of complex vector spaces
π0∗ : Ran(Π
X
λ0) ∩ kerU− → RanΠ∆λ0+1 = ker(∆M + λ0(1 + λ0))
2) for λ0 = −12 , the map
π0∗ : Ran(Π
X
λ0
) ∩ kerU− → ker(∆M − 14)
is surjective and has a kernel of complex dimension dimker(∆M − 14). In other words,
the multiplicity of −1/2 as a Ruelle resonances is equal to twice the multiplicity of 1/4
as eigenvalue of ∆M .
3) For λ0 = −n ∈ −N, the following map is an isomorphism of complex vector spaces
πn∗ ⊕ π−n∗ : Ran(ΠX−n) ∩ kerU− → Hn(M)⊕H−n(M)
with Hn(M) := {u ∈ C∞(M ;Kn); ∂u = 0}, H−n(M) := {u ∈ C∞(M ;K−n); ∂u = 0}.
Consequently, the complex dimension of Ran(ΠX−n)∩ kerU− is (2n− 1)|χ(M)| if n > 1
and |χ(M)| + 2 if n = 1, where χ(M) is the Euler characteristic.
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Theorem 1.1 gives a full characterization of the Ruelle resonant states, that are
invariant under the horocyclic flow. We call these resonances the first band of Ruelle
resonances. Part 1) of Theorem 1.1 has been proved in [DFG] in any dimension. We
slightly simplify the argument and characterize all first band resonant states including
the particular points λ0 ∈ −1/2− N0/2 which were left out in [DFG]. Theorem 1.1 is
also related to the classification of horocyclic invariant distributions by [FlFo] but we
use a different approach avoiding the Plancherel decomposition into unitary irreducible
representations. This has the advantage that our approach gives a more geometric
description of the resonant states and that it extends to the convex co-compact setting.
In Theorem 3.3 we give slightly more precise statements including the description of
possible Jordan blocks in the Ruelle spectrum.
To state our result in the convex co-compact setting, let us first recall some geometric
definitions. A convex co-compact hyperbolic surface M can be realized as a quotient
M = Γ\H2 of the hyperbolic plane where Γ ⊂ PSL2(R) a discrete subgroup whose non-
trivial elements are hyperbolic transformations. Viewing Γ as a subgroup of PSL2(C),
it also acts by conformal transformations on the Riemann sphere C ≃ S2, and the action
is free and properly discontinuous on the complement of the limit set ΛΓ ⊂ R, which
can be defined as the closure of the set of fixed points of non-trivial elements γ ∈ Γ. The
quotient M2 := Γ\(C \ΛΓ) is a compact Riemann surface containing two copies M± of
M corresponding toM± := Γ\{±Im(z) > 0}, andM := Γ\({Im(z) ≥ 0}\ΛΓ) provides
a smooth conformal compactification to M in which ∂M represents the geometric
infinity of M . The surface M2 has an involution I induced by z 7→ z¯ and fixing ∂M .
Theorem 1.2. Let M = Γ\H2 be a smooth oriented convex co-compact hyperbolic
surface and let SM be its unit tangent bundle. Then
1) for each λ0 ∈ C \ −N the pushforward map π0∗ restricts to a linear isomorphism of
complex vector spaces
π0∗ : Ran(Π
X
λ0
) ∩ kerU− → Ran(Π∆λ0+1).
If λ0 ∈ −1/2− N, Ran(ΠXλ0) ∩ kerU− = 0 and Ran(Π∆λ0+1) = 0.
2) For λ0 = −n ∈ −N, the following map is an isomorphism of real vector spaces if Γ
is not cyclic:
πn∗ : Ran(Π
X
−n) ∩ kerU− → Hn(M).
Here Hn(M) := {f |M ; f ∈ C∞(M2;Kn), ∂f = 0, I∗f = f¯} and I : M2 → M2 is the
natural involution fixing ∂M in M2. Consequently the real dimension of Ran(Π
X
−n) ∩
kerU− is (2n− 1)|χ(M)| if n > 1 and |χ(M)|+ 1 if n = 1.
As in the compact case we provide more precise information on the correspondence
between Jordan blocks, see Theorem 4.5. In 2), we note that π0∗(Ran(Π
X
−n)) = 0 for
non-cyclic groups, Ran(Π∆−n+1) = 0 for n > 1 and Ran(Π
∆
0 ) is the space of constant
functions (see the comments after Corollary 5.2). In the case of a cyclic group, the
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classical resonances at −n have dimension 2 and no Jordan blocks, and we get that
π0∗ : Ran(Π
X
−n) 7→ Ran(Π∆−n+1) has a kernel of dimension 1 and image of dimension
1, while Ran(Π∆−n+1) has dimension 2 and there is a Jordan block for the quantum
resonance. The map πn∗ : Ran(Π
X
−n)∩ kerU− ∩ ker π0∗ → Hn(M) is one-to-one in that
case.
Beyond the description of the first band of Ruelle resonances we obtain a description
of the full spectrum of Ruelle resonances by applying the vector fields U+ iteratively.
Proposition 1.3. Let M be a compact or convex co-compact hyperbolic surface, then
Ran(ΠXλ0) =
⊕
0≤ℓ≤|Re(λ0)|
U ℓ+
(
Ran(ΠXλ0+ℓ) ∩ kerU−
)
and the map U ℓ+ : Ran(Π
X
λ0+ℓ
) ∩ kerU− → Ran(ΠXλ0) is injective unless λ0 + ℓ = 0.
The case λ0 + ℓ = 0 can only occur if M is compact, in which case Ran(Π
X
0 ) is the
space of constant functions, killed by the differential operator U+.
As a consequence, in Section 5, we obtain an alternative proof of the results [PaPe,
BJP] on the zeros of the Selberg zeta function in our situation.
We end the introduction by a rough outline of the proofs of Theorem 1.1 and 1.2:
a central ingredient is the microlocal characterization of Ruelle resonant states in
[FaSj, DyGu]. In these references it has been shown that a distribution u ∈ D′(SM)
is a generalized Ruelle resonant state for a Ruelle resonance λ0 ∈ C (i.e. u ∈ RanΠXλ0)
if and only if there exists j ≥ 1 such that (−X − λ0)ju = 0 and
WF(u) ⊂ E∗u if M is compact
WF(u) ⊂ E∗u, supp(u) ⊂ Λ+ if M is convex co-compact,
Here WF(u) ⊂ T ∗(SM) denotes the wave-front set of u and E∗u ⊂ T ∗(SM) is the
subbundle defined by E∗u(RX ⊕Eu) = 0. Furthermore, on convex co-compact surfaces
we use the notation
Λ± := {y ∈ SM ; d(π0(ϕt(y)), x0) 6→ ∞ as t→ ∓∞}
where d denotes the Riemannian distance and x0 ∈M is any fixed point. Note that the
set Λ+ (resp. Λ−) has a clear dynamical interpretation as it corresponds to trajectories
that do not escape to infinity in the past (resp. in the future).
Using this characterization we follow the general strategy of [DFG]. We consider the
hyperbolic surface as a quotient M = Γ\H2 of its universal cover H2 by a co-compact,
respectively convex co-compact, discrete subgroup Γ ⊂ PSL2(R). If we lift the horo-
cyclic invariant Ruelle resonant states to H2, we can relate them to distributions on
S1 = ∂H
2
, conformally covariant by the group Γ and supported in ΛΓ. We then show
that such distributions are in correspondence with quantum resonant states using the
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bijectivity of the Poisson-Helgason transform at the noninteger points. While this step
is straightforward for compact surfaces, the convex co-compact setting is more compli-
cated. A central ingredient is a characterization of generalized quantum resonant states
using their asymptotic behavior towards the boundary. One can show (see Proposition
4.3) that u ∈ RanΠ∆λ0 if and only if there exists j ≥ 1 such that (∆−λ0(1−λ0))ju = 0
and
u ∈ C∞(M) if M is compact,
u ∈
j−1⊕
k=0
ρλ0 log(ρ)kC∞ev (M) if M is convex co-compact,
(1.1)
where C∞ev (M) denotes the space of smooth functions on M which extend smoothly to
M2 as even functions with respect to the involution I, and ρ ∈ C∞ev (M) is a boundary
defining function of ∂M in M . We prove that the asymptotic condition (1.1) corre-
sponds to the fact that the associated distribution ω ∈ D′(S1) via the Poisson-Helgason
transform is supported in the limit set ΛΓ ⊂ S1. Analogously, the condition that a
horocyclic invariant Ruelle resonant state is supported in Λ+ is equivalent to the fact
that its associated distribution ω ∈ D′(S1) is again supported on the limit set.
For the negative integer points, the Poisson-Helgason transform fails to be bijective,
thus there might be equivariant boundary distributions ω ∈ D′(S1) and consequently
Ruelle resonances that are not related to Laplace eigenfunctions and lie in the kernel
of the Poisson-Helgason transform. In order to characterize these distributions we
consider a vector valued Poisson-Helgason transform, whose image is contained in the
sections of the complex line bundle Kn. Roughly speaking we prove that a combination
of these vector valued Poisson transformation yields an equivariant bijection between
the kernel of the Poisson-Helgason transform at the negative integer points and the
holomorphic respectively antiholomorphic sections in Kn and K−n. Again the convex
co-compact part is more complicated, as we also have to take care of the asymptotics
at the boundary.
Note that the invariant distributions supported on the limit set which appear as
an intermediate step in our proof were also studied in [BuOl1, BuOl2], and our result
somehow completes the picture.
Acknowledgements. C.G. is partially supported by ANR-13-BS01-0007-01 and
ANR-13-JS01-0006. J.H. and T.W. acknowledge financial support by the DFG grant
DFG HI-412-12/1. We thank S. Dyatlov, F.Faure and M. Zworski for useful discus-
sions, and Viet for suggesting the title.
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2. Geodesic flow on hyperbolic manifolds
In this Section, we recall a few facts about the geodesic flow, horocyclic derivatives
and the Poisson operator on the real hyperbolic plane that are needed for the next
sections. We refer to the paper [DFG] where all the material is described in full detail.
2.1. Hyperbolic space. Let H2 be the real hyperbolic space of dimension 2, which
we view as the open unit ball in R2 equipped with the metric gH2 :=
4|dx|2
(1−|x|2)2
. The unit
tangent bundle is denoted by SH2 and the projection is denoted by π0 : SH
2 → H2 on
the base. The hyperbolic space H2 is compactified smoothly into the closed unit ball
of R2, denoted by H
2
and its boundary is the unit sphere S1.
Let X be the geodesic vector field on SH2 and ϕt : SH
2 → SH2 be the geodesic flow
at time t ∈ R. We denote by B± : SH2 → S1 the endpoint maps assigning to a vector
(x, v) ∈ SH2 the endpoint on S1 of the geodesic passing through (x, v) in positive time
(+) and negative time (-). These maps are submersions and allow to identify SH2 with
H
2 × S1 by the map (x, v) 7→ (x,B±(x, v)). It is easy to compute B± explicitly: using
the complex coordinate z = x1 + ix2 ∈ C for the point x = (x1, x2) (with |x| < 1) and
identifying v ∈ SzH2 with eiθ through 2v/(1− |z|2) = cos(θ)∂x1 + sin(θ)∂x2 , we get
B−(z, e
iθ) =
−eiθ + z
−eiθ z¯ + 1 , B+(z, e
iθ) =
eiθ + z
eiθz¯ + 1
. (2.1)
For each z, the map Bz : e
iθ 7→ B−(z, eiθ) is a diffeomorphism of S1 and its inverse is
given by
B−1z (e
iα) = −eiα ze
−iα − 1
z¯eiα − 1 . (2.2)
There exists two positive functions Φ± ∈ C∞(SH2) satisfying XΦ± = ±Φ±, given by
Φ±(x, v) := P (x,B±(x, v)) (2.3)
where P (x, ν) is the Poisson kernel given by
P (x, ν) :=
1− |x|2
|x− ν|2 , x ∈ H
2, ν ∈ S1. (2.4)
The group of orientation preserving isometries of H2 is the group
G := PSU(1, 1) ≃ PSL2(R)
An element γ ∈ G ⊂ PSL2(C) acts on C by Mo¨bius transformations and preserves the
unit ball H2, and this action preserves also the closure H
2
. Furthermore the G action
on H2 lifts linearly to an action on TH2 and as the action on the base space H2 is
isometric it can be restricted to SH2. By abuse of notation, for γ ∈ G, we also denote
the action of γ on SH2 or S1 by the same letter γ. By |dγ| : S1 → R we denote the
norm of the differential dγ on the boundary S1 = ∂H
2
of the unit ball with respect
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to the Euclidean norm. Note that the above defined functions Φ± and maps B± are
compatible with respect to these G actions in the sense that one has the relations
γ∗Φ±(x, v) = Φ±(x, v)Nγ(B±(x, v)), B±(γ(x, v)) = γ(B±(x, v)) (2.5)
where Nγ(ν) := |dγ(ν)|−1.
As the G action on SH2 is free and transitive, we can identify G ≃ SH2 via the
natural isomorphism
G→ SH2, γ 7→ (γ(0), 1
2
dγ(0).∂x). (2.6)
The Lie algebra g = sl2(R) of G is spanned by
U+ :=
(
0 1
0 0
)
, U− :=
(
0 0
1 0
)
, X :=
(
1
2
0
0 −1
2
)
. (2.7)
These elements can also be viewed as left invariant smooth vector fields on G ≃ SH2,
which form at any point (x, v) ∈ SH2 a basis of T (SH2), and the following commutation
relations hold
[X,U±] = ±U±, [U+, U−] = 2X. (2.8)
The geodesic vector field is represented by X and we call U+ the stable derivative and
U− the unstable derivative. The vector fields X,U± can be viewed as first order linear
differential operators on SH2, thus acting on distributions, and by (2.8), X preserves
kerU±. Another decomposition that is quite natural for T (SH
2) is
X :=
(
1
2
0
0 −1
2
)
, X⊥ :=
(
0 1
2
1
2
0
)
, V :=
(
0 1
2
−1
2
0
)
.
which satisfy U± = X ±X⊥ and
[X, V ] = X⊥, [X,X⊥] = V, [V,X⊥] = X. (2.9)
The vector field V generates the SO(2) action on G and geometrically, it generates the
rotation in the fibers of SH2 (that are circles); it is called the vertical vector field since
dπ0(V ) = 0. For what follows, we will always view X, V,X⊥, U+, U− as vector fields on
SH2.
There is a smooth splitting of T (SH2) into flow, stable and unstable bundles,
T (SH2) = RX ⊕ Es ⊕Eu
with the property that there is C > 0 uniform such that
||dϕt(y).w|| ≤ Ce−|t|||w||, ∀t ≥ 0, ∀w ∈ Es(y) or ∀t ≤ 0, ∀w ∈ Eu(y). (2.10)
Here the norm on SH2 is with respect to the Sasaki metric. The space Es is generated
by the vector field U+ and Eu by the vector field U− where U± are the images by the
map (2.6) of the left invariant vector fields in (2.7).
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There are two important properties of Φ± with respect to stable/unstable derivatives:
U±Φ± = 0, and dB±.U± = 0. (2.11)
Let Q± : D′(S1) → D′(SH2) be the pull-back by B± acting on distributions which is
well defined since B± are submersions. It is a linear isomorphism between the following
spaces (see [DFG, Lemma 4.7])
Q± : D′(S1)→ D′(SH2) ∩ kerU± ∩ kerX. (2.12)
2.2. Poisson-Helgason transform. We say that a smooth function f on H2 is tem-
pered if there exists C > 0 such that |f(x)| ≤ CeCdH2 (x,0) if 0 is the center of H2
(viewed as the unit disk) and dH2(·, ·) denotes the hyperbolic distance. Below, we view
the space of distributions D′(S1) on S1 as the topological dual of C∞(S1) and we embed
C∞(S1) ⊂ D′(S1) by the pairing
〈ω, χ〉S1 :=
∫
S1
ω(ν)χ(ν)dS(ν)
where the measure dS is the standard measure on S1 (viewed as a the unit circle in
R2). Then the following result was proved2 in [VBSc, Corollary 11.3 and Theorem
12.2] and [OsSe, Theorem 3.15] but we follow the presentation given in [DFG, Section
6.3]:
Lemma 2.1. For λ ∈ C, let Pλ : D′(S1)→ C∞(H2) be the Poisson-Helgason transform
Pλ(ω)(x) := π0∗(Φλ−Q−(ω))(x) = 〈ω, P 1+λ(x, ·)〉S1
where P (x, ν) is the Poisson kernel of (2.4) and π0∗ is the adjoint of the pull-back
π∗0 : C
∞
c (H
2)→ C∞c (SH2). Then Pλ maps D′(S1) onto the space of tempered functions
in the kernel of (∆H2 + λ(1 + λ)), where ∆H2 = d
∗d is the positive Laplacian acting
on functions on H2 and if λ /∈ −N, Pλ is an isomorphism. Finally, if γ ∈ G is an
isometry of H2, we have the relation γ∗Pλ(ω) = Pλ(|dγ|−λγ∗ω) for each ω ∈ D′(S1).
It is useful to describe the inverse of Pλ when λ /∈ −N. For this purpose we can use
for instance [DFG, Lemma 6.8]. First, if λ /∈ −N and ω ∈ D′(S1), for each χ ∈ C∞(S1)
and t ∈ (0, 1) one has3
∫
S1
Pλ(ω)(2−t2+tν)χ(ν)dS(ν) =


t−λF−λ (t) + t
λ+1F+λ (t) if λ /∈ −1/2 + Z
t−λF−λ (t) + t
λ+1 log(t)F+λ (t) if λ ∈ −1/2 + N0
t−λ log(t)F−λ (t) + t
λ+1F+λ (t) if λ ∈ −1/2− N
(2.13)
2Note that this was proved in the setting of hyperfunctions by Helgason [He]
3The case λ = −1/2 is not really studied in [DFG, Lemma 6.8] but the analysis done there for
λ ∈ −1/2 + N applies as well for λ = −1/2 by using the explicit expression of the modified Bessel
function K0(z) as a converging series.
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where F±λ ∈ C∞ev ([0, 1)), and C∞ev ([0, 1)) is the subset of C∞([0, 1)) consisting of func-
tions with an even Taylor expansion at 04. The exact expressions of F±λ (0) can be
obtained directly from the study of the Poisson operator in [GrZw] and the compu-
tation of the scattering operator S(s) of H2 in [GuZw1, Appendix]. The scattering
operator is defined as the operator acting on C∞(S1) given by the explicit function of
the Laplacian on S1
S(s) :=
Γ
(√
∆S1 + s
)
Γ
(√
∆S1 + 1− s
) , (2.14)
with Schwartz kernel on S1 given for Re(s) < 1/2 by
S(s; ν, ν ′) = π−12 2
sΓ(s)
Γ(−s+ 1
2
)
|ν − ν ′|−2s.
It is a holomorphic family of operators in s /∈ −N0 with poles of order 1 at −N0, which
is an isomorphism on D′(S1) outside the poles and satisfies the following functional
equations
S(s)−1 = S(1− s), Pλ = Γ(−λ)
Γ(λ+ 1)
P−λ−1S(λ + 1). (2.15)
The operator S(s) is an elliptic pseudo-differential operator of (complex) order 2s− 1
on S1, with principal symbol that of ∆2s−1
S1
. This follows from the formula above but
also in a more general setting by the works [JoSa, GrZw]. We remark that for k ∈ N,
the operator S(1/2+k) is a differential operator of order 2k (matching with the analysis
of [GrZw]), and it is invertible from the expression (2.14).
We get for λ /∈ (−1
2
− Z) ∪ −N
F−λ (0) = π
1/22λ
Γ(λ+ 1
2
)
Γ(λ+ 1)
〈ω, χ〉S1, F+λ (0) = π1/22−λ−1
Γ(−λ− 1
2
)
Γ(λ+ 1)
〈S(λ + 1)ω, χ〉S1.
(2.16)
At λ = −1/2 + k with k ∈ N there is a pole of order 1 in the expression of F+λ (0) and
it follows from [GrZw] that, with the notation of (2.13),
F−−1/2+k(0) =
π1/22−1/2+kΓ(k)
Γ(k + 1/2)
〈ω, χ〉S1, F+−1/2+k(0) = ck〈S(1/2 + k)ω, χ〉
for some ck 6= 0. For λ = −1/2, F+λ (0), there is a constant c0 ∈ R so that
F+−1/2(0) = −
√
2〈ω, χ〉, F−−1/2(0) =
√
2〈∂λS(1/2)ω, χ〉+ c0〈ω, χ〉 (2.17)
4The evenness of the expansion at t = 0 comes directly from the proof in [DFG, Lemma 6.8] when
acting on functions, since the special functions appearing in the argument are Bessel functions that
have even expansions.
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and ∂λS(1/2) = log(∆S1) + A for some pseudo-differential operator A of order 0 on
S1. To deal with the case λ ∈ −1
2
− N, we use the functional equation (2.15) of the
scattering operator of H2: we deduce that for λ = −1/2− k with k ∈ N,
F−−1/2−k(0) = c
′
k〈ω, χ〉S1, F+−1/2−k(0) = c′′k〈S(1/2− k)ω, χ〉 (2.18)
for some c′k 6= 0 and c′′k 6= 0. This gives the expression for the inverse of Pλ at those
points.
To conclude, we discuss the range and kernel of P−n if n ∈ N. Using the complex
coordinate z ∈ C for the ball model of H2, this operator is
P−n(ω)(z) =(1− |z|2)1−n
∫
S1
ω(ν)|zν¯ − 1|2(n−1)dν
=(1− |z|2)1−n
∫ 2π
0
ω(eiα)(|z|2 + 1− z¯eiα − ze−iα)(n−1)dα.
From this we deduce that the range of P−n is finite and its kernel contains the space
Wn := {ω ∈ D′(S1); 〈ω, eikα〉 = 0, ∀k ∈ Z ∩ [−n+ 1, n− 1]}.
In fact, from the second functional equation (2.15) and the formula (2.14), we see that
kerP−n = ker(Res1−nS(λ)) = Wn (2.19)
2.3. Co-compact and convex co-compact quotients. Below, we will consider two
types of hyperbolic surfaces, the compact and the convex co-compact ones. Consider
a discrete subgroup Γ ⊂ G containing only hyperbolic transformations, i.e. transfor-
mations fixing two points in H
2
. The group Γ acts properly discontinuously on H2 and
the quotient M = Γ\H2 is a smooth oriented hyperbolic surface. We say that Γ is
co-compact if M is compact.
Denote by ΛΓ ⊂ S1 the limit set of the group Γ, i.e. the set of accumulation points
of the orbit Γ.0 ∈ H2 of 0 ∈ H2 on S1 = ∂H2. We will call ΩΓ = S1 \ ΛΓ the set of
discontinuity of Γ, on which Γ acts properly discontinuously.
If Γ is co-compact, then ΛΓ = S
1. The subgroup Γ is called convex co-compact, if it is
not co-compact and it the action of Γ on the convex hull CH(ΛΓ) ⊂ H2 of the limit set
ΛΓ in H
2
is co-compact, that is Γ\CH(ΛΓ) is compact (see e.g. [Bo, Section 2.4]). In
this case the group Γ acts totally discontinuously, freely, on H2 and more generally on
H2 ∪ ΩΓ = H2 \ ΛΓ. The manifold M = Γ\H2 is complete with infinite volume, and it
is the interior of a smooth compact manifold with boundary M := Γ\(H2 ∪ΩΓ). Here
we notice that H2∪ΩΓ is also a smooth manifold with boundary but it is non-compact.
The boundary ∂M := Γ\ΩΓ of M is compact.
We now consider M = Γ\H2 which is either compact or convex co-compact (here
M could be as well the whole H2). The unit tangent bundle bundle of M is SM =
Γ\SH2 ≃ Γ\G, and we let πΓ : SH2 → SM be the induced covering map. The
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geodesic flow ϕt : SM → SM on SM lifts to the geodesic flow on SH2, the left
invariant vector fields X,U±, X⊥, V on T (SH
2) ≃ TG descend to SM via dπΓ; we will
keep the notation X instead of dπΓ.X , and similarly for the vector fields U±, X⊥, V .
The flow ϕt is generated by the vector field X and there is an Anosov flow-invariant
smooth splitting
T (SM) = RX ⊕Es ⊕Eu (2.20)
where Eu = RU−, Es = RU+ are the stable and unstable bundles satisfying the
condition (2.10). Using the Anosov splitting (2.20), we define the subbundles E∗0 , E
∗
s
and E∗u of T
∗(SM) by
E∗u(Eu ⊕ RX) = 0, E∗s (Es ⊕ RX) = 0, E∗0(Eu ⊕Es) = 0. (2.21)
2.4. Complex line bundles. Note that M = Γ\H2 carries a complex structure so
that πΓ : H
2 → M is holomorphic and that we can thus consider the complex line
bundles K := (T ∗M)1,0 and K−1 := (T ∗M)0,1. Let us consider their tensor powers: for
each k ∈ Z, set Kk := ⊗|k|Ksign(k). The bundles Kk are holomorphic line bundles over
M , which in addition are trivial whenM is convex co-compact (see [Fo, Theorems 30.1
and Th 30.4]). A section C∞c (M ;Kk) can be viewed as a function in C∞c (SM) by the
map
π∗k : C
∞
c (M ;Kk)→ C∞c (SM), π∗ku(x, v) := u(x)(⊗kv).
We denote by πk∗ : D′(SM) → D′(M ;Kk) its transpose defined by duality. Note
that the operator π∗k extends to D′(M ;Kk) and (2π)−1πk∗π∗k is the identity map on
D′(M ;Kk). Each smooth function f ∈ C∞c (SM) can be decomposed into Fourier
modes in the fibers of SM by using the eigenvectors of the vector field V :
f =
∑
k∈Z
fk with V fk = ikfk and fk =
1
2π
π∗kπk∗f.
It is easy to see that for each f ∈ C∞c (SM), s ≥ 0, and N > 0
||fk||Hs(SM) ≤ Cf,N,s〈k〉−N (2.22)
for some constant Cf,N,s independent of k. A distribution u ∈ D′(SM) can also be
decomposed as a sum
u =
∑
k∈Z
uk with V uk = ikuk, uk =
1
2π
π∗kπk∗u
which converges in the distribution sense. In order to see this recall that any distribu-
tion u ∈ D′(SM) restricted to a precompact open set A ⊂ SM is of finite order, i.e.
there is s > 0, C > 0 with
|〈u, ϕ〉| ≤ C‖ϕ‖Hs(A), ∀ ϕ ∈ C∞c (A). (2.23)
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Now for f ∈ C∞c (SM), we can write f =
∑
k∈Z fk. Then (2.22) and (2.23) imply that
〈u, f〉 =
∑
k∈Z
〈u, fk〉 = 1
2π
∑
k∈Z
〈π∗kπk∗u, f〉
is absolutely convergent. For convenience of notations, we avoid the π∗k, πk∗ oper-
ators and we will view uk as an element in D′(M ;Kk) or as an element in {w ∈
D′(SM) with V w = ikw} depending on which point of view is more appropriate in a
given situation. First of all V acts on D′(M,Kk) by
V : D′(M,Kk)→ D′(M,Kk), uk 7→ V uk = ikuk.
Furthermore, if we define the complex valued vector fields
η± :=
1
2
(X ± iX⊥), (2.24)
they fulfill the commutation relations
[V, η±] = ±η±.
They are called the raising/lowering operators as they shift the vertical Fourier com-
ponents by ±1 and when restricted to sections of Kk through π∗k, they define operators
η± : D′(M ;Kk) 7→ D′(M ;Kk±1). (2.25)
If z = x+ iy are local isothermal coordinates, the hyperbolic metric can be written as
g = e2α(z)|dz|2 and for k ≥ 0 the operators η± acting on a section u ∈ C∞c (M ;Kk) of
the form u = f(z)dzk is given by
η−u = e
−2α(∂z¯f)dz
k−1, η+u = (e
2kα∂z(e
−2kαf))dzk+1. (2.26)
A similar expression holds for k ≤ 0 and we directly deduce
∀k ≥ 0, η−uk = 0 ⇐⇒ ∂uk = 0, ∀k < 0, η+uk = 0 ⇐⇒ ∂uk = 0. (2.27)
We notice that these operators η±, as well as the operators V,X and X⊥ = [X, V ], have
nothing to do with constant curvature and Lie groups, they are well defined for any
oriented compact Riemannnian surface, see Guillemin-Kazhdan [GuKa]. The Casimir
operator is defined as the second order operator on SM by
Ω =X2 +X2⊥ − V 2 = X2 − V 2 + (2u− + V )2 = X2 + 4U2− + 2U−V + 2V U−
=X2 −X + 4U− + 4V U−.
(2.28)
It satisfies (Ωu)k = Ωuk since Ω commutes with V .
For later purpose, we will need a few lemmas which follow for algebraic reasons and
Fourier decomposition in the fibers.
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Lemma 2.2. Let λ ∈ C and u, v ∈ D′(SM) be two distributions, then they fulfill the
set of differential equations
(X + λ)u = v and U−u = 0
if and only if their Fourier modes fulfill the recursion relations
2η±uk∓1 = (−λ∓ k)uk + vk. (2.29)
Proof. Recall that X = η++η− and and assume (X+λ)u = v then, taking the Fourier
components of this equation and using (2.25) we get for any k ∈ Z
η+uk−1 + η−uk+1 + λuk = vk. (2.30)
Similarly we can express U− = −i(η+ − η−)− V and the condition U−u = 0 becomes
− i(η+uk−1 − η−uk+1)− ikuk = 0 ∀k ∈ Z. (2.31)
Now inserting one equation into the other, one deduces that (2.30) and (2.31) are
equivalent to (2.29) and this completes the proof. 
Lemma 2.3. Let λ ∈ C and u ∈ D′(SM) satisfies U−u = 0, (X + λ)ju = 0 for some
j ≥ 1. Set u(ℓ) := (X + λ)ℓu for each ℓ ≤ j and assume that u(j−1) 6= 0. Then for each
ℓ ≤ j − 2
(∆M + λ(λ+ 1))u
(j−1)
0 = 0, (∆M + λ(λ+ 1))
j−1−ℓu
(ℓ)
0 = (2λ+ 1)
j−1−ℓu
(j−1)
0 .
Proof. Denote by u(ℓ) := (X + λ)ℓu, then U−u
(ℓ) = 0 for all ℓ by the fact that X
preserves kerU−. Using (2.28) we get for each ℓ ≤ j
∆Mu
(ℓ)
0 = −Ωu(ℓ)0 = ((X −X2)u(ℓ))0 = ((X − 1)(λu(ℓ) − u(ℓ+1)))0
= −λ(λ+ 1)u(ℓ)0 + (2λ+ 1)u(ℓ+1)0 − u(ℓ+2)0
The result then follows from an easy induction. 
Proposition 2.4. Let n ∈ N, assume that u ∈ D′(SM) satisfies U−u = 0, u0 = 0 and
(X − n)ju = 0 for some j ∈ N, then (X − n)u = 0.
Proof. Let u(ℓ) := (X − n)ℓu. By Lemma 2.3, we have uℓ0 = 0 for all ℓ = 0, . . . , j − 1.
Assume that (X−n)u 6= 0, then without loss of generality we can assume that u(j−1) 6=
0. Then using that (X − n) preserves kerU−, we get that w := u(j−2) and v := u(j−1)
are non-zero distributions such that U−w = U−v = 0, (X − n)w = v, (X − n)v = 0 as
well as w0 = v0. Let us next use the knowledge that w0 = v0 = 0 in order to obtain a
contradiction. Lemma 2.2 applied to (X − n)w = v and (X − n)v = 0 implies, that
2η±wk∓1 = (n∓ k)wk + vk, 2η±vk∓1 = (n∓ k)vk (2.32)
From v0 = 0 and the second equation of (2.32) we obtain that vk = 0 for all |k| < n.
Now this knowledge together with w0 = 0 and the first recursion relation in (2.32)
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leads to wk = 0 for all |k| < n. Now let us consider the first equation of (2.32) with
k = n
0 = 2η+wn−1 = vn.
Using once more the second recursion relations (2.32) this implies vk = 0 for all k ≥ n.
Analogously we obtain v−n = 0 and using the recursion we see that vk = 0 for all
k 6= 0. Thus v = 0 which is the desired contradiction. 
3. Ruelle resonances for co-compact quotients
In this section, we consider a co-compact discrete subgroup Γ ⊂ G acting freely
on H2, so that M := Γ\H2 is a smooth oriented compact hyperbolic surface, and we
describe the Ruelle resonance spectrum and eigenfunctions. The characterization of the
spectrum and eigenfunctions was done in [DFG] except for some special points localized
at negative half-integers. Here we analyze those points as well, and we simplify the
proof of the fact that the algebraic multiplicities and geometric multiplicities agree.
First we recall the result [FaSj, Theorems 1.4 and 1.7] in the case of geodesic flows(see
also [BuLi, Theorem 1] or [DyZw, Propositions 3.1 and 3.3]):
Proposition 3.1. Let (M, g) be a Riemannian manifold with Anosov geodesic flow.
For each N > 0, the vector field X generating the flow is such that λ 7→ −X − λ is a
holomorphic family of Fredholm operators of index 0
−X − λ : Dom(X) ∩ HN →HN
for {Re(λ) > −N}, where HN is a Hilbert space such that C∞(SM) ⊂ HN ⊂ D′(SM).
The spectrum of −X on HN in {Re(λ) > −N} is discrete, contained in {Re(λ) ≤ 0},
and minus the residue
ΠXλ0 := −Resλ0(−X − λ)−1, Re(λ0) > −N
is a projector onto the finite dimensional space
ResX(λ0) := {u ∈ HN ; ∃j ∈ N, (−X − λ0)ju = 0}
of generalized eigenstates, satisfying XΠXλ0 = Π
X
λ0
X. The eigenvalues, generalized
eigenstates and the Schwartz kernel of ΠXλ0 are independent of N and one has
ResX(λ0) = {u ∈ D′(SM);WF(u) ⊂ E∗u, ∃j ∈ N, (−X − λ0)ju = 0}. (3.1)
Notice that the description (3.1) of resonant states is not explicit in [FaSj] but if
follows easily from that paper [FaSj] - a proof is given in Lemma 5.1 of [DFG]. The
eigenvalues, eigenstates and generalized eigenstates are respectively called Ruelle res-
onances, Ruelle resonant states and Ruelle generalized resonant states. The existence
of generalized resonant states which are not resonant states means that the algebraic
16 COLIN GUILLARMOU, JOACHIM HILGERT, AND TOBIAS WEICH
multiplicity of the eigenvalue is larger than the geometric multiplicity, in which case
there are Jordan blocks in the matrix representing (−X − λ0) on Im(ΠXλ0).
A direct corollary of Proposition 3.1 is that the L2-resolvent
λ 7→ RX(λ) := (−X − λ)−1
of X extends from Re(λ) > 0 to C as a meromorphic family of bounded operators
C∞(SM) → D′(SM), with poles the Ruelle resonances of −X . Indeed, Proposition
3.2 in [DyZw] shows that in the region Re(λ) > C for some C > 0, the L2-resolvent
RX(λ) is also bounded as a mapHN →HN , thus RX(λ) is the inverse of−X−λ onHN
in that half-space. By Proposition 3.1, RX(λ) : HN → HN extends as a meromorphic
family of bounded operators in Re(λ) > −N and thus is meromorphic as a bounded
map C∞(SM) → D′(SM). Density of C∞(SM) in HN and unique continuation in λ
shows that RX(λ) is actually independent of N as a map C
∞(SM) → D′(SM). The
fact that
We define the following spaces for j ≥ 1
ResjX(λ0) = {u ∈ D′(SM);WF(u) ⊂ E∗u, (−X − λ0)ju = 0}, (3.2)
The operator (−X − λ0) is nilpotent on the finite dimensional space ResX(λ0) and
λ0 is a Ruelle resonance if and only if Res
1
X(λ0) 6= 0. The presence of Jordan blocks
for λ0 is equivalent to having Res
j
X(λ0) 6= Res1X(λ0) for some j > 1. Let us define for
j ≥ 1, m ≥ 0 the subspace
V jm(λ0) := {u ∈ ResjX(λ0);Um+1− u = 0}. (3.3)
Obviously V jm(λ0) ⊂ V jm+1(λ0) for each m ≥ 0, j ≥ 1. The spaces V j0 (λ0) are spanned
by the generalized resonant states which are invariant under the unstable horocycle
flow. First, following [DFG], we have the
Lemma 3.2. For each λ0 ∈ C, there exists m ≥ 0 such that Res1X(λ0) = V 1m(λ0).
Proof. By the commutation relation (2.8), for u ∈ Res1X(λ0) we have for each m ≥ 0
(−X − λ0 −m)Um− u = 0
thus for m > −Re(λ0), we get Um− u = 0 since we know there is no Ruelle resonance in
Re(λ) > 0 by Proposition 3.1 and WF(Um− u) ⊂WF(u) ⊂ E∗u. 
Next we analyze the generalized resonant states that are in kerU−, i.e. the spaces
V j0 (λ0) for j ≥ 1. This part is essentially contained in [FlFo] (even though they do
not consider the problem from the point of view of Ruelle resonances) but we provide
a more geometric method by using the Poisson operator, with the advantage that
this approach extends to the convex co-compact setting. Our proof does not use the
representation theory of SL2(R) at all.
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Theorem 3.3. Let M = Γ\H2 be a smooth oriented compact hyperbolic surface and
let SM be its unit tangent bundle.
1) For each λ0 ∈ C\ (−12 ∪−N) the pushforward map π0∗ : D′(SM)→ D′(M) restricts
to a linear isomorphism of complex vector spaces
π0∗ : V
1
0 (λ0)→ ker(∆M + λ0(1 + λ0)) (3.4)
where ∆M is the Laplacian on M acting on functions, and there are no Jordan blocks,
i.e. V j0 (λ0) = V
1
0 (λ0) for j > 1.
2) For λ0 = −12 , the Jordan blocks are of order 1, i.e. V j0 (−12) = V 10 (−12) for j > 2,
the map
π0∗ : V
1
0 (−12)→ ker(∆M − 14) (3.5)
is a linear isomorphism of complex vector spaces and
π0∗ : V
2
0 (−12)→ ker(∆M − 14) (3.6)
has a kernel of dimension dimker(∆M − 14).
3) For λ0 = −n ∈ −N, there are no Jordan blocks, i.e. V j0 (−n) = V 10 (−n) if j > 1.
The following map is an isomorphism of complex vector spaces
πn∗ ⊕ π−n∗ : V 10 (−n)→ Hn(M)⊕H−n(M) (3.7)
with Hn(M) := {u ∈ C∞(M ;Kn); ∂u = 0}, H−n(M) := {u ∈ C∞(M ;K−n); ∂u = 0}.
Proof. Case λ0 6∈ −1/2 ∪ −N, injectivity. Since X + λ0 is nilpotent on V 20 (λ0), we
can decompose this space into Jordan blocks and there is a non-trivial Jordan block
if and only if X + λ0 is not identically 0 on V
2
0 (λ0). Assume λ0 is a Ruelle resonance
and let u(0) ∈ V 10 (λ0) \ {0} be a resonant state. If there is a Jordan block associated
to u(0), there is u(1) ∈ V 20 (λ0) so that
(X + λ0)u
(0) = 0, (X + λ0)u
(1) = u(0).
We will show that in fact this is not possible. The wave front set of u(j) is contained in
E∗u. We lift u
(0) and u(1) on SH2 by πΓ : SH
2 → SM to u˜(0), u˜(1) so that γ∗u˜(j) = u˜(j)
for all γ ∈ Γ, j = 0, 1. Take the distribution v(0) := Φ−λ0− u˜(0) on SH2 where Φ− is
defined by (2.3). It satisfies Xv(0) = 0 as XΦ− = −Φ−. Then by (2.12) there exists
ω(0) ∈ D′(S1) so that Q−ω(0) = v(0). Using γ∗u˜(0) = u˜(0) together with (2.5), we have
that for any γ ∈ Γ
γ∗ω(0) = N−λ0γ ω
(0) with Nγ := |dγ|−1.
Next we compute, using (2.11), that for v(1) := Φ−λ0− (u˜
(1) + log(Φ−)u˜
(0)),
Xv(1) = 0, U−v
(1) = 0
and thus by (2.12) there is ω(1) ∈ D′(S1) such that Q−ω(1) = v(1). Since γ∗u˜(1) = u˜(1)
for all γ ∈ Γ, we get
γ∗v(1) −N−λ0γ v(1) = N−λ0γ log(Nγ)v(0), γ∗ω(1) −N−λ0γ ω(1) = N−λ0γ log(Nγ)ω(0). (3.8)
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We apply the Poisson operator Pλ0 to ω(0) and ω(1), where Pλ is defined in Lemma
2.1. Using the same lemma, we get that ϕ˜0 := Pλ0(ω(0)) = π0∗u˜(0) 6= 0 is Γ-invariant
and satisfies
(∆H2 + λ0(1 + λ0))ϕ˜0 = 0
on H2, and thus descend to ϕ0 := π0∗u
(0) on M as a non-zero eigenfunction of ∆M
with eigenvalue λ0(1 + λ0) and this has to be a smooth function by ellipticity. Since
∆M is self-adjoint on L
2(M) this implies λ0(1 + λ0) ∈ R.
Now set ψ := Pλ0(ω(1)) ∈ C∞(H2), we also get from (2.5), (3.8)
γ∗ψ − ψ = Pλ0(log(Nγ)ω(0)), (∆ + λ0(1 + λ0))ψ = 0.
Now, for arbitrary ω ∈ D′(S1), we make the observation, by Taylor expanding the
equation (∆H2 + λ(1 + λ))Pλ(ω) = 0 with respect to λ at λ0 that for k ≥ 1
(∆H2 + λ0(1 + λ0))
∂kλPλ0(ω)
k!
+ (2λ0 + 1)
∂k−1λ Pλ0(ω)
(k − 1)! +
∂k−2λ Pλ0(ω)
(k − 2)! = 0,
∂kλPλ(ω)(x) = π0∗
(
Φλ−(log Φ−)
kQ−(ω)
)
,
(3.9)
and for each γ ∈ Γ, γ∗(∂λPλ0(ω(0))) = ∂λPλ0(ω(0)) + Pλ0(log(Nγ)ω(0)). Thus, since
λ0 6= −12 , we can set
ϕ˜1 := −(1 + 2λ0)−1(∂λPλ0(ω(0))− ψ)
and we get on H2
(∆H2 + λ0(1 + λ0))ϕ˜1 = ϕ˜0, and ∀γ ∈ Γ, γ∗ϕ˜1 = ϕ˜1.
This means that ϕ˜1 descends to a smooth function ϕ1 onM , which satisfies the equation
(∆M + λ0(1 + λ0))ϕ1 = ϕ0. (3.10)
In fact, since
ψ = π0∗(Φ
λ0
− Q−(ω(1))) = π0∗(u˜(1) + log(Φ−)u˜(0)) = π0∗(u˜(1)) + ∂λPλ0(ω(0)),
we notice that ϕ1 = (1+2λ0)
−1π0∗u
(1). If M is compact (3.10) can only hold if ϕ0 = 0,
since λ0(1− λ0) ∈ R and thus
||ϕ0||2L2(M) = 〈(∆M + λ0(1 + λ0))ϕ1, ϕ0〉 = 0.
But ϕ0 = 0 implies ω
(0) = 0 by injectivity of Pλ0 , and thus u(0) = 0, which leads to a
contradiction and thus u(1) does not exist. We have thus proved the non-existence of
Jordan blocks if λ0 6= −12 . It is also clear that, assuming now that there is no Jordan
block, we can take the argument above and ignore the u(1), v(1), ω(1), ϕ˜1 terms, it shows
that ϕ0 = π0∗u
(0) is in ker(∆M + λ0(1 + λ0)) and is nonzero if u
(0) 6= 0, and the map
(3.4) is then injective.
Case λ0 6∈ −1/2 ∪−N, surjectivity. To construct the reciprocal map, we proceed
as follows: if (∆M + λ0(1 + λ0))ϕ0 = 0 with ϕ0 6= 0, then by the surjectivity of Pλ0 in
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Lemma 2.1, there is ω(0) ∈ D′(S1) such that Pλ0(ω(0)) = ϕ˜0 where ϕ˜0 is the lift of ϕ0
to H2. Using injectivity of Pλ0 and γ∗ϕ˜0 = ϕ˜0 for all γ ∈ Γ, we get γ∗ω(0) = N−λ0γ ω(0).
This implies that u˜(0) := Φλ0− Q−(ω(0)) is Γ invariant by (2.5) and that (X+λ0)u˜(0) = 0
and U−u˜
0 = 0 by (2.12). Then u˜0 descends to and element u0 ∈ D′(SM) satisfying
(X + λ0)u
(0) = 0 and U−u
(0) = 0. Now the differential operator U− is elliptic outside
E∗u ⊕ E∗0 and (X + λ0) is elliptic outside E∗u ⊕ E∗s , thus WF(u(0)) ⊂ E∗u. Using the
characterizaion (3.1) this implies that u(0) is a Ruelle resonant state.
Case λ0 = −12 , Jordan block and kernel. We will show that there can be a
Jordan block of order 1 but no Jordan blocks of order 2. Assume there is a Jordan
block of order 2, i.e.
(X + λ0)u
(0) = 0, (X + λ0)u
(1) = u(0), (X + λ0)u
(2) = u(1),
for some u(j) ∈ V j+10 (λ0). Define u˜(j) = π∗Γu(j) their lifts to SH2, let v(0) := Φ−λ0− u˜(0)
and v(1) := Φ−λ0− (u˜
(1) + log(Φ−)u˜
(0)) as before, and
v(2) := Φ−λ0− (u˜
(2) + log(Φ−)u˜
(1) + 1
2
(log Φ−)
2u˜(0)).
Then Xv(j) = 0, U−v
(j) = 0, and γ∗v(j) = N−λ0γ
∑j
ℓ=0
(logNγ)ℓ
ℓ!
v(j−ℓ) thus v(j) = Q−(ω(j))
for some ω(j) ∈ D′(S1) satisfying γ∗ω(j) = N−λ0γ
∑j
ℓ=0
(logNγ)ℓ
ℓ!
ω(j−ℓ). Set
ϕ˜0 = Pλ0(ω(0)) = π0∗u˜(0), ϕ˜1 := Pλ0(ω(1))− ∂λPλ0(ω(0)) = π0∗u˜(1),
ϕ˜2 := Pλ0(ω(2))− ∂λPλ0(ω(1)) + 12∂2λPλ0(ω(0)) = π0∗u˜(2),
then using (3.9) we get (∆H2− 14)ϕ˜j = 0 for j = 0, 1 and γ∗ϕ˜j = ϕ˜j for all γ ∈ Γ. As for
the case λ0 6= −12 , ϕ˜j descend to smooth functions ϕj onM and, since (∆M− 14)ϕ2 = ϕ0,
we see that ||ϕ0||L2(M) = 0 if ϕ2 is non-zero, leading to a contradiction. This shows
that the Jordan block for X at λ0 = −12 can be only of order 1, and from the injectivity
of the Poisson-Helgason transformation we know that ϕ0 6= 0 is a non-zero element
of ker(∆M − 14). Thus the map (3.5) is injective and the map (3.6) has a kernel of
dimension less or equal to dim(ker(∆M − 14)).
Case λ0 = −12 , surjectivity. Assume ϕ(0) ∈ ker(∆M − 14) is non zero, then by
Lemma 2.1 there is ω(0) ∈ D′(SM) such that P−1/2(ω(0)) = ϕ˜0 where ϕ˜0 is the lift of
ϕ0 on H
2. We use (2.17) and have the expansion as t→ 0 for each χ ∈ C∞(S1)∫
S1
P−1/2(ω(0))(2−t2+tν)χ(ν)dS(ν) =
√
t(−
√
2 log(t)〈ω(0), χ〉S1 + 〈ω(1), χ〉S1 +O(t log t))
for some non-zero ω(1) ∈ D′(S1). Notice that if t(x) := 21−|x|
1+|x|
on H2, we have
γ∗t(|x|ν) = |dγ(ν)|t(x) + O(t(x)2) as |x| → 1 for each isometry γ ∈ G and ν ∈ S1.
Then, since γ∗ϕ˜0 = ϕ˜0 for each γ ∈ Γ, we get
γ∗ω(0) = N1/2γ ω
(0), γ∗ω(1) = N1/2γ ω
(1) −
√
2N1/2γ (logNγ)ω
(0)
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for each γ ∈ Γ. Define u˜(0) := Φ−1/2− Q−(ω(0)) and u˜(1) := Φ−1/2− Q−(ω(1))+
√
2(logΦ−)u˜
(0),
which are Γ-invariant and satisfy
(X − 1
2
)u˜(0) = 0, (X − 1
2
)u˜(1) = u˜(0), U−u˜
(0) = U−u˜
(1) = 0.
These distributions thus descend to SM and are non-zero resonant and generalized
resonant states since they also have wave-front sets in E∗u by the same argument as for
λ 6= −1/2. In particular any element in ker(∆M − 14) this produces a Jordan block of
order 1 and consequently the map (3.6) has a kernal of dimension dim ker(∆M − 14).
Case λ0 ∈ −N, injectivity. Let λ0 = −n with n ∈ N. First, if u ∈ V k0 (−n), we
have u0 ∈ ker(∆M + n(n − 1)). From the positivity of the Laplacian we get u0 = 0
except possibly if n = −1 where u0 must be constant. Let us show that in fact u0 = 0
if n = −1: if u ∈ V 10 (−1) satisfies u0 = 1, we have 2η−u1 = 1 by (2.29), but then
0 < ||u0||2L2 = 2〈η−u1, u0〉L2 = −2〈u1, η+u0〉L2 = 0
leading to a contradiction. Thus u0 = 0 for all n if u ∈ V 10 (−n). Thus Proposition
2.4 implies that there are no Jordan Blocks for the Ruelle resonances. By the proof of
Proposition 2.4, the Fourier components uk of u in the fibers satisfy uk = 0 for |k| < n.
By (2.29) we have η−un = 0 and η+u−n = 0, and thus by (2.27) we get un ∈ Hn(M)
and u−n ∈ H−n(M). Furthermore note that un = 0 implies after iteratively applying
(2.29), that uk = 0 for all k > n, and similarly if u−n = 0. The map (3.7) is thus
injective.
Case λ0 ∈ −N, surjecivity. Conversely, we want to prove that for each un ∈
Hn(M), there is a u ∈ D′(SM) so that (X −n)u = 0 and U−u = 0. We construct u as
a formal sum u =
∑
k≥n uk where uk are in π
∗
k(C
∞(M ;Kk)), that we will thus freely
identify with sections of Kk. We set uk = 0 for all k < n and we define recursively for
k > n
uk :=
2
n− kη+uk−1 (3.11)
and set u−k = uk. Clearly uk are smooth and in fact analytic since un is. First let us
show that the formal series u =
∑
k∈Z uk fulfills (X−n)u = 0 and U−u = 0. According
to Lemma 2.2 these conditions are equivalent to the fact that
2η+uk−1 = (n− k)uk (3.12)
2η−uk+1 = (n+ k)uk (3.13)
holds for all k ∈ Z. We see, that (3.12) is already fulfilled for all k ∈ Z by our
recursive definition of the Fourier modes via (3.11). For k < n− 1 also the condition
(3.13) is fulfilled, as we have set all Fourier modes to be identically zero. For k =
n − 1 (3.13) is true because we identified un with a holomorphic section in Kn and
the case k ≥ n follows by induction from the following fact: for each ℓ ∈ N0, if
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2η−un+ℓ = (2n + ℓ − 1)un+ℓ−1 holds, then 2η−un+ℓ+1 = (2n + ℓ)un+ℓ. This fact is a
direct consequence of the commutation relation
[η+, η−] = − i
2
V (3.14)
since
2η−un+ℓ+1 =
(3.11)
− 4
ℓ + 1
η−η+un+ℓ =
(3.14)
− 4
ℓ+ 1
(η+η− +
i
2
V )un+ℓ
= − 4
ℓ + 1
(−ℓ(2n + ℓ− 1)
4
− (n+ ℓ)
2
)
un+ℓ = (2n+ ℓ)un+ℓ.
Next we need to show that the formal sum u =
∑
k uk defines a distribution, and
it suffices to check that ||uk||L2 = O(|k|N) for some N as |k| → ∞. Let us give
an argument which is close to the approach of Flaminio-Forni [FlFo]: let k > n and
consider
‖uk‖2L2(SM) =〈uk, uk〉L2 =
(
2
n− k
)
〈uk, η+uk−1〉L2 = −
(
2
n− k
)
〈η−uk, uk−1〉L2
=−
(
k + n− 1
n− k
)
〈uk−1, η+uk−1〉L2 =
(
k + n− 1
k − n
)
‖uk−1‖2L2 .
Thus recursively we obtain for ℓ > 0 (here Γ is the Euler Gamma function)
‖un+ℓ‖2L2(SM) = Πℓ,n‖un‖2L2(SM) where Πℓ,n =
Γ(2n+ ℓ)
Γ(ℓ+ 1)Γ(2n)
=
ℓ∏
r=1
2n− 1 + r
r
.
Now it is direct to check that Πℓ,n = O(ℓN ) for some N . The same argument works
with u−n. 
Here notice that by Riemann-Roch theorem, the spaces Hn(M) have complex di-
mension
dimHn =
{
1
2
(2n− 1)|χ(M)| if n > 1
1
2
|χ(M)|+ 1 if n = 1 (3.15)
where χ(M) is the Euler characteristic of M .
To conclude this section, we describe the full Ruelle resonance spectrum of X by
using Theorem 3.3.
Corollary 3.4. Let M = Γ\H2 be a smooth oriented compact hyperbolic surface and
let SM be its unit tangent bundle. Then for each λ0 with Re(λ0) ≤ 0, k ∈ N, and
j ∈ N, the operator Uk+ is injective on V j0 (λ0 + k) if λ0 + k 6= 0 and
V jk (λ0) = U
k
+(V
j
0 (λ0 + k))⊕ V jk−1(λ0).
In other words, we get V jk (λ0) =
⊕k
ℓ=0U
ℓ
+(V
j
0 (λ0 + ℓ)).
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Proof. First, we have Uk+(V
j
0 (λ0 + k)) ⊂ V jk (λ0) since
(X + λ0)
jUk+ = U+(X + λ0 + 1)
jUk−1+ = · · · = Uk+(X + λ0 + k)j (3.16)
and similarly Uk− maps V
j
k (λ0) to V
j
0 (λ0 + k) with kernel V
j
k−1(λ0), so that it remains
to show that the map
Uk−U
k
+ : V
j
0 (λ0 + k)→ V j0 (λ0 + k)
is one-to-one. Of course, since V j0 (λ0 + k) = 0 if Re(λ0) + k > 0, it suffices to assume
that Re(λ0) ≤ −k. But a direct computation using [U+, U−] = 2X gives
Uk−U
k
+ = k!
k∏
ℓ=1
(−2X − k + ℓ) on V j0 (λ0 + k).
When j = 1, X = −(λ0 + k)Id on V 10 (λ0 + k), thus
k∏
ℓ=1
(−2X − k + ℓ) =
k∏
ℓ=1
(2λ0 + k + ℓ)Id on V
1
0 (λ0 + k).
This is invertible if λ0 6= −k since we know that Re(λ0) + k ≤ 0. Now we can
do an induction for j > 1: assume that kerUk−U
k
+ ∩ V j−10 (λ0 + k) = 0, then using
(X+λ0)U
k
−U
k
+ = U
k
−U
k
+(X+λ0), we see that if u ∈ V j0 (λ0+k)∩kerUk−Uk+, (X+λ0)u ∈
V j−10 (λ0 + k) ∩ kerUk−Uk+ = 0 and this completes the argument when λ0 + k 6= 0. 
This Theorem describes the full Ruelle resonance spectrum in terms of the resonances
associated to resonant states in kerU−. Indeed the only case which is not obvious
is when λ0 = −n ∈ −N, and when we want to compute V jn+k(−n) for k ≥ 0. If
u ∈ V jn (−n), then w := Un−u is in V j0 (0) which is non trivial only if j = 1, in which
case w = constant. But then ||w||2L2 = (−1)n〈U2n− w, u〉 = 0 and we deduce that
V jn (−n) = V jn−1(−n) and V jn+k(−n) = V jn−1(−n) for all k ≥ 0.
4. Ruelle resonances for convex co-compact quotients
In this section, we consider the case of a convex co-compact subgroup Γ ⊂ G of
isometries of H2.
4.1. Geometry and dynamics of convex co-compact surfaces. The manifold
M = Γ\H2 is a non-compact complete smooth hyperbolic manifold with infinite volume
but finitely many topological ends. Moreover, M can be compactified to the smooth
manifold M = Γ\(H2 ∪ ΩΓ), if ΩΓ ⊂ S1 is the set of discontinuity of Γ. As in Section
2.3, we will denote by ΛΓ ⊂ S1 the limit set of Γ. In fact, M is conformally compact
in the sense of Mazzeo-Melrose [MaMe]: there is a smooth boundary defining function
ρ such that g¯ := ρ2g extends as a smooth metric on M .
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The group Γ is a subgroup of PSL2(C) and acts on the Riemann sphere C := C∪{∞}
as conformal transformations, it preserves the unit disk H2 and its complement C\H2.
Equivalently, by conjugating by (z − i)/(z + i), Γ acts by conformal transformations
on C as a subgroup of PSL2(R) ⊂ PSL2(C) and it preserves the half-planes H2± :=
{z ∈ C;±Im(z) > 0}. The half-planes are conformally equivalent through z 7→ z¯ if
we put the opposite orientation on H2+ and H
2
−. In this model the boundary is the
compactified real line ∂H± = R := R ∪ {∞} and the limit set is a closed subset ΛΓ
of R, and its complement in R is still denoted by ΩΓ. Since γ(z¯) = γ(z) for each
γ ∈ Γ, the quotients M+ := Γ\(H2+ ∪ΩΓ) and M− := Γ\(H2− ∪ΩΓ) are smooth surface
with boundaries, equipped with a natural conformal structure and M+ is conformally
equivalent to M−. The surface Γ\(C \ ΛΓ) is a compact surface diffeomorphic to the
gluing M2 := M+∪M− of M+ andM− along their boundaries, moreover it is equipped
with a smooth conformal structure which restricts to that of M±.
We denote by I :M2 →M2 the involution fixing ∂M and derived from z 7→ z¯ when
viewing Γ as acting in C \ ΛΓ. The interior of M+ and M− are isometric if we put
the hyperbolic metric |dz|2/(Im(z))2 on H2±, and they are isometric to the hyperbolic
surface we called M above. The conformal class of M± corresponds to the conformal
class of g¯ on M as defined above. We identify M+ with M and define H±n(M) as the
finite dimensional real vector spaces
Hn(M) := {f |M+; f ∈ C∞(M2;Kn), ∂f = 0, I∗f = f¯},
H−n(M) := {f |M+; f ∈ C∞(M2;K−n), ∂f = 0, I∗f = f¯}.
(4.1)
Note that f ∈ Hn(M) is equivalent to say that ∂f = 0 with ι∗∂Mf real-valued, if
ι∂M : ∂M → M is the inclusion map and ι∗∂Mf is the symmetric tensor on ∂M defined
by
∀(x, v) ∈ T∂M, ι∗
∂M
f(x)(⊗mv) = f(ι∂M(x))(⊗mdι∂M .v)
where T∂M is the real tangent space of ∂M .
The dimension of H±n can be computed as follows: let
Hn(M2) := {f ∈ C∞(M2;Kn), ∂f = 0}
which can be viewed as complex and real vector space, with complex dimension that can
be calculated by the Riemann-Roch theorem (3.15) and the fact that χ(M2) = 2χ(M).
Now let A : Hn(M2) → Hn(M2) be the map Af = I∗f satisfying A2 = Id. We have
Hn(M) = ker(A − Id) as real vector spaces. The map f 7→ if is an isomorphism of
real vector spaces from Hn(M) to ker(A+ Id) ⊂ Hn(M2) and thus we deduce that the
real dimension of Hn(M) equals the complex dimension of Hn(M2) and we get
dimRHn(M) =
{
(2n− 1)|χ(M)| if n > 1,
|χ(M)|+ 1 if n = 1. (4.2)
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for a non-elementary group. For an elementary group, χ(M) = 0 and Hn(M) has real
dimension equal to 1 (M2 is a flat torus).
By [Gr], there exists a collar near ∂M and a diffeomorphism ψ : [0, ǫ)r × ∂M →
ψ([0, ǫ) × ∂M ) ⊂ M such that ψ∗g = dr2+h(r)
r2
where r 7→ h(r) is a smooth family of
metrics on ∂M . We can choose ρ = r ◦ ψ−1 as boundary defining function. It is then
clear that the hypersurfaces ρ = ρ0 are strictly convex if 0 < ρ0 < ǫ is small enough,
and therefore there exists a geodesically convex compact domain Q ⊂M with smooth
boundary ∂Q = ψ({ρ0}×∂M ). Each geodesic (x(t))t∈[0,t0] in Q with x(t0) ∈ ∂Q can be
extended to a geodesic (x(t))t∈[0,∞) so that x(t) ∈M \Q for all t > t0 and x(t)→ ∂M
as t → +∞. The surface M is of the form M = N ∪ (∪nfi=1Fi) where N is a compact
hyperbolic surface with geodesic boundary, called the convex core, and F1, . . . , Fnf are
nf ends isometric to funnels (se e.g. [Bo, Section 2.4])
(Fi, g) ≃ [0,∞)t × (R/ℓiZ)θ with metric dt2 + cosh(t)2dθ2 (4.3)
for some ℓi > 0 corresponding to the length of the geodesic of N where Fi is attached.
The boundary of the compactification is ∂M = ∪nei=1Si where Si := R/ℓiZ. We will
now choose the function ρ to be equal to ρ = 2e−t in Fi so that g|Si = dθ2. In the
(ρ, θ) coordinates, the metric in Fi is given by g = ρ
−2(dρ2 + (1 + ρ2/4)2dθ2). Using
the (ρ, θ) coordinates, we say that a function f ∈ C∞(M) is even if in each Fi,
∀k ∈ N0, ∂2k+1ρ f |ρ=0 = 0
and we denote by C∞ev (M) the space of even functions. Note that
C∞ev (M) = {f |M+; f ∈ C∞(M2), I∗f = f} (4.4)
after identifying M and M+, and if I is the involution on M2 defined above. We refer
to [Gu1] for detailed discussions about even metrics and functions on asymptotically
hyperbolic manifolds.
The incoming (-) and outgoing (+) tails Λ± ⊂ SM of the flow are the sets
Λ± := {(x, v) ∈ SM ; ∃t0 ≥ 0, ϕ∓t(x, v) ∈ Q, ∀t ∈ [t0,∞)}.
In view of the property of Q, the set Λ± is also the set of points (x, v) such that
π0(ϕ∓t(x, v)) does not tend to ∂M in M as t → +∞. The trapped set K ⊂ Q is the
closed flow-invariant set
K := Λ+ ∩ Λ−.
It is a direct observation that, if B± : SH
2 → S1 are the endpoint maps defined in
Section 2.1 and πΓ : SH
2 → SM the covering map defined in Section 2.3, then
Λ± = πΓ(Λ˜±), where Λ˜± := B
−1
∓ (ΛΓ). (4.5)
Indeed, a point (x, v) ∈ SM is in Γ− if and ony if it is trapped in the future, meaning
that ϕt(x, v) 6→ ∂M as t → +∞. By lifting to the covering SH2 and taking (x˜, v˜) ∈
CLASSICAL AND QUANTUM RESONANCES 25
SH2 so that πΓ(x˜, v˜) = (x, v), this means that the semi-geodesic starting at x˜ tangent
to v˜ does not have endpoint in ΩΓ, i.e, B+(x˜, v˜) ∈ ΛΓ. The bundle T (SM) has
a continuous (in fact smooth in our case) flow-invariant splitting (2.20) and we set
E∗0 , E
∗
u, E
∗
s the dual splitting defined by (2.21). We define their restriction to the
incoming/outgoing tails by
E∗+ := E
∗
u|Λ+, E∗− := E∗s |Λ−. (4.6)
4.2. Ruelle resonances and generalized resonant states. To define Ruelle reso-
nances and resonant states, we first need to recall the following result from [DyGu].
Theorem 4.1. If M = Γ\H2 is a convex co-compact hyperbolic surface, then the
generator X of the geodesic flow on SM has a resolvent RX(λ) := (−X − λ)−1 that
admits a meromorphic extension from {λ ∈ C; Re(λ) > 0} to C as a family of bounded
operators C∞c (SM)→ D′(SM). The resolvent RX(λ) has finite rank polar part at each
pole λ0 and the polar part is of the form
−
J(λ0)∑
j=1
(−X − λ0)j−1ΠXλ0
(λ− λ0)j , J(λ0) ∈ N
for some finite rank projector ΠXλ0 commuting with X. Moreover u ∈ D′(SM) is in the
range of ΠXλ0 if and only if (X+λ0)
J(λ0)u = 0 with u supported in Λ+ and WF(u) ⊂ E∗+.
We define Ruelle resonance, generalized Ruelle resonant state and Ruelle resonant
state as respectively a pole λ0 of RX(λ), an element in Im(Π
X
λ0
) and an element in
Im(ΠXλ0) ∩ ker(−X − λ0). Define like in (3.2) and (3.3) the spaces
ResjX(λ0) := {u ∈ D′(SM); supp(u) ⊂ Λ+, WF(u) ⊂ E∗u, (−X − λ0)ju = 0}, (4.7)
V jm(λ0) := {u ∈ ResjX(λ0);Um+1− u = 0}. (4.8)
As in the compact case, the operator (−X − λ0) is nilpotent on the finite dimensional
space ResX(λ0) := ∪j≥1ResjX(λ0) and λ0 is a Ruelle resonance if and only if Res1X(λ0) 6=
0. The presence of Jordan blocks for λ0 is equivalent to having Res
k
X(λ0) 6= Res1X(λ0)
for some k > 1.
We make the important remark for what follows that when λ0 ∈ R, V jm(λ0) can
be considered both as a real and as a complex vector space which admits a basis of
real-valued distributions, and its dimension is the number of elements of the basis.
4.3. Quantum resonances and scattering operator. Scattering theory on these
surfaces has been largely developped by Guillope´-Zworski [GuZw1, GuZw2] and a
comprehensive description is given in the book of Borthwick [Bo]. Quantum resonances
are resonances of the Laplacian ∆M = d
∗d on M = Γ\H2, and these are defined as
poles of the meromorphic extension of the resolvent of ∆M . The essential spectrum for
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∆M is [1/4,∞) and the natural resolvent to consider is R∆(s) := (∆M − s(1 − s))−1
which is meromorphic in Re(s) > 1/2 as a family of bounded operators on L2(M),
with finitely many poles at
σ(∆M ) := {s ∈ (12 , 1); kerL2(∆M − s(1− s)) 6= 0}
corresponding to the L2-eigenvalues in (0, 1/4). By usual spectral theory, each pole at
such s0 is simple and the residue is
Ress=s0(R∆(s)) =
Π∆s0
(2s0 − 1)
where Π∆s0 the orthogonal projector on kerL2(∆M−s0(1−s0)); see [PaPe, Lemma 4.8] for
example. The meromorphic extension of the resolvent was proved in [MaMe, GuZw1],
we now recall this result:
Theorem 4.2. If M = Γ\H2 is a convex co-compact hyperbolic surface, then the non-
negative Laplacian ∆M on M has a resolvent R∆(s) := (∆M − s(1− s))−1 that admits
a meromorphic extension from {s ∈ C; Re(s) > 1/2} to C as a family of bounded
operators C∞c (M) → C∞(M). The resolvent R∆(s) has finite rank polar part at the
poles and the polar part at s0 6= 1/2 is of the form
J(s0)∑
j=1
(∆M − s0(1− s0))j−1Π∆s0
(s(1− s)− s0(1− s0))j , J(s0) ∈ N,
for some finite rank operator Π∆s0 := (1− 2s0)Ress0(R∆(s)) commuting with ∆M . For
s0 = 1/2, R∆(s) has a pole of order at most 1 at s0, Π
∆
s0
:= Ress0(R∆(s)) has finite
rank and (∆M − 1/4)Π∆s0 = 0. The operator R∆(s) is bounded as a map ρNL2(M) →
ρ−NL2(M) if N > |Re(s)− 1/2|.
The main theorem of [MaMe] shows in addition that the Schwartz kernel R∆(s; x, x
′)
of R∆(s) is of the form
(ρ(x)ρ(x′))−sR∆(s; x, x
′) ∈ C∞(M ×M \ diag), (4.9)
where diag denotes the diagonal of M . Moreover, if f ∈ C∞c (M), us := ρ−sR∆(s)f ∈
C∞(M) is a meromorphic family in s ∈ C, and since the Laplacian ∆M in each funnel
is given by
∆M = −(ρ∂ρ)2 + 1− ρ
2/4
1 + ρ2/4
ρ∂ρ − ρ
2
(1 + ρ2/4)2
∂2θ , (4.10)
a series expansion of us in powers of ρ near ∂M directly shows that us ∈ C∞ev (M).
Therefore, for each pole s0 of order j ≥ 1, we get
ϕ ∈ Ran(Π∆s0)⇒ ϕ ∈
j−1⊕
k=0
ρs0 log(ρ)kC∞ev (M). (4.11)
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Indeed, it suffices to consider the residue of ρsus = R∆(s)f at s = s0 using Taylor
expansion of ρs as s = s0, when f ∈ C∞c (M) is arbitrary, and to use that us is even in
ρ, and one gets (4.11).
We say that ϕ is a generalized resonant state for s0 if ϕ ∈ Ran(Π∆s0), and that it is
a resonant state if in addition (∆M − s0(1− s0))ϕ = 0. The multiplicity of a quantum
resonance s0 is defined to be the rank of Π
∆
s0. We will define the generalized resonant
states of order j ≥ 1 at s0 by
Resj∆(s0) := {ϕ ∈ Ran(Π∆s0); (∆M − s0(1− s0))jϕ = 0} (4.12)
with Π∆s0 := Ress=s0(R∆(s)).
We need a characterization of generalized resonant states of order j as solutions of
(∆M − s0(1− s0))ju = 0
with very particular asymptotics for u at the boundary ∂M of the conformal compact-
ification M . For this purpose, we define the Poisson operator EM(s) on M and the
scattering operator SM(s) by following the approach of Graham-Zworski [GrZw]; we
shall refer to that paper for details. By [GrZw, Proposition 3.5], there is a meromorphic
family of operators
EM(s) : C∞(∂M )→ C∞(M)
in Re(s) ≥ 1/2, with only simple poles at s ∈ σ(∆M) and satisfying outside the poles
(∆M − s(1− s))EM(s)f = 0
for each f ∈ C∞(∂M ) and with the property that this is the only solution such that
there is Fs, Gs ∈ C∞ev (M) such that Fs|∂M = f and
EM(s)f = ρ1−sFs + ρsGs if s /∈ 12 + N,
EM(s)f = ρ1/2−kF1/2+k + ρ1/2+k log(ρ)G1/2+k if s = 1/2 + k, k ∈ N.
(4.13)
Here Fs, Gs are meromorphic with simple poles at s ∈ σ(∆M) and 12+N. The functions
F1/2+k, G1/2+k can be expressed in terms of residues of Fs, Gs at 1/2 + k. Notice that
in the case M = H2, EH2(s) = π−
1
221−s Γ(s)
Γ(s−1/2)
Ps−1, where Ps is the Poisson-Helgason
transform of Lemma 2.1. By [GrZw, Proposition 3.9] the Schwartz kernel of EM(s) is
related to the Schwartz kernel of R∆(s) by
EM(s; x, θ) = (2s− 1)[R∆(s; x, x′)ρ(x′)−s]|x′=θ∈∂M . (4.14)
This operator thus admits a meromorphic continuation to s ∈ C, as R∆(s) does. The
scattering operator SM (s) is a meromorphic family of operators acting on C∞(∂M )
for Re(s) ≥ 1/2, unitary on Re(s) = 1
2
, and defined by
SM (s)f := 22s−1
Γ(s− 1
2
)
Γ(1
2
− s)Gs|∂M . (4.15)
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This operator is holomorphic outside σ(∆M ) and is a family of elliptic pseudo-differential
operators of order 2s−1, which is Fredholm of index 0 as a mapH2s−1(∂M )→ L2(∂M ),
it extends meromorphically to C and satisfies the functional equation
SM (s)−1 = SM(1− s). (4.16)
By [GrZw], there are special points, namely s = 1
2
+ k with k ∈ N, where SM(s)
is a differential operator on ∂M = ∪nfi=1Si which depends only on the metric g¯|∂M .
Moreover we have
G1/2+k|∂M = ck SM (1/2 + k)f, ck 6= 0. (4.17)
The computation of the scattering operator is done by Guillope´-Zworski [GuZw1, Ap-
pendix] for the hyperbolic cylinder C(ℓi) := Rt×(R/ℓiZ)θ with metric dt2+cosh(t)2dθ2,
and their computation shows that ker SC(ℓi)(12 + k) = 0 for all k ∈ N, which implies
SM (12 + k) : C∞(∂M )→ C∞(∂M ) is an isomorphism; (4.18)
note that this fact is also proved in [Bo, Lemma 8.6]. Finally, one has a functional
equation similar to (2.15), which follows from the definition of EM(s) and SM(s)
EM(s) = 21−2s
Γ(1
2
− s)
Γ(s− 1
2
)
EM(1− s)SM(s) (4.19)
We have the following result on quantum resonant states.
Proposition 4.3. Let M = Γ\H2 be a convex co-compact surface. Then the following
properties hold:
1) There is no quantum resonance at 1
2
− N.
2) If Re(s0) ≥ 1/2, the poles of R∆(s) at s0 are simple and ϕ is a resonant state for
s0 if and only if (∆M − s0(1− s0))ϕ = 0 with ϕ ∈ ρs0C∞(M).
3) If Re(s0) < 1/2 with s0 /∈ 1/2 − N, a solution ϕ to (∆M − s0(1 − s0))ϕ = 0 is a
resonant state for s0 if and only if ϕ ∈ ρs0C∞ev (M), and a function ϕ′ is a generalized
resonant state if and only if it is a resonant state or there is a resonant state ϕ so that
(∆M − s0(1− s0))jϕ′ = ϕ for some j ≥ 1, and ϕ′ ∈
⊕j
k=0 ρ
s0 log(ρ)kC∞ev (M).
Proof. To prove 1), we use [Gu2, Lemma 3.4] which says that if s0 is a pole of R∆(s)
then it is a pole of SM(s) := 2
1−2s Γ(1/2−s)
Γ(s−1/2)
SM(s). But SM(s) has a pole of order 1
at s0 = 1/2 + k with residue ck SM(1/2 + k) for some ck 6= 0, and this operator
has no kernel. Therefore, by expanding in Laurent series the functional equation
SM(1− s)SM(s) = Id at s0 = 1/2− k, we directly see that SM(s) must be of the form
SM(s) = (s− s0)L(s) for some holomorphic family of operator L(s) near s = s0, with
L(s0) invertible on C
∞(∂M ). This shows 1).
Statement 2) is direct to see for Re(s0) > 1/2: the resonant states are of the desired
form by [PaPe, Lemma 4.8] and conversely if ϕ ∈ ρs0C∞(M) ∩ ker(∆M − s0(1− s0)),
then ϕ ∈ kerL2(∆M −s0(1−s0)) = Ran(Π∆s0). For s0 = 1/2, the pole of the resolvent is
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simple and the resonant states are in ρ1/2C∞(M) by [PaPe, Lemma 4.9]. The converse
part will follow from the proof of 3).
Now we prove 3). By (4.11), if ϕ′ is a generalized resonant state satisfying the
equation (∆M − s0(1 − s0))j+1ϕ′ = 0, then ϕ′ ∈
⊕J
k=0 ρ
s0 log(ρ)kC∞ev (M) for some J .
Using the form of ∆M in (4.10) and writing the formal expansions at ρ = 0 of that
equation, it is direct to see that J ≤ j.
We next prove the converse. Let As0 := (∆M − s0(1 − s0)) and let ϕ be a solution
of Aj+1s0 ϕ = 0 with ϕ ∈
⊕j
ℓ=0 ρ
s0 log(ρ)ℓC∞ev (M) with j ≥ 0. Define ϕℓ := Aj−ℓs0 ϕ for all
ℓ ∈ 0, . . . , j. It is easy to check that ϕℓ ∈
⊕ℓ
k=0 ρ
s0 log(ρ)kC∞ev (M). We first construct
a holomorphic family φ(s) = ρsF (s) with F (s) ∈ C∞ev (M) such that
q(s) := (∆M − s(1− s))φ(s) ∈ ρs+2C∞ev (M), |q(s)| ≤ C|s− s0|j+1ρRe(s)+2. (4.20)
To construct F (s), we will set F (s) :=
∑j
k=0 Fk(s − s0)k for some Fk ∈ C∞ev (M) well
chosen. Taylor expanding at s = s0
φ(s) = ρsF (s) =
j∑
k=0
(s− s0)kφk +O((s− s0)j+1) (4.21)
with φk := ρ
s0
∑k
ℓ=0
1
ℓ!
log(ρ)ℓFk−ℓ, the equation
(∆M − s(1− s))φ(s) = O((s− s0)j+1)
reduces to
As0φk + (2s0 − 1)φk−1 + φk−2 = 0 (4.22)
for all k ≤ j, with the convention φ−1 = φ−2 = 0. The equation (4.22) can be solved
by choosing φk to be a linear combination of the form
φ0 = ϕ0, and φk = (1− 2s0)kϕk +
k−1∑
ℓ=0
cℓ(s0)ϕℓ for k ∈ [1, j]
for some polynomials cℓ(s0) in s0, and we also note that φk ∈
⊕k
ℓ=0 ρ
s0 log(ρ)ℓC∞ev (M).
We can then define for k ≤ j
Fk := ρ
−s0
k∑
ℓ=0
1
ℓ!
(− log ρ)ℓφk−ℓ.
We need to check that Fk ∈ C∞ev (M). To do this, we will show that
ρ−s0As0(ρ
s0Fk) ∈ ρ2C∞ev (M). (4.23)
Indeed, since we know that Fk ∈
⊕2k
ℓ=0 log(ρ)
ℓC∞ev (M), it is an easy exercise to check
that (4.23) implies that Fk ∈ C∞ev (M) by using the expression (4.10) of ∆M near ∂M .
30 COLIN GUILLARMOU, JOACHIM HILGERT, AND TOBIAS WEICH
We already know that F0 ∈ C∞ev (M) and that (4.10) is true for k = 0. Now to prove
(4.23), we write
As0(ρ
s0Fk) =
k∑
ℓ=0
(−1)ℓ
ℓ!
(
As0(φk−ℓ)(log ρ)
ℓ +∆M ((log ρ)
ℓ)φk−ℓ − 2ℓ(log ρ)ℓ−1Nφk−ℓ
)
where N := ∇(log ρ) denotes the gradient of log ρ with respect to g. By (4.22), we get
k∑
ℓ=0
(−1)ℓ
ℓ!
As0(φk−ℓ)(log ρ)
ℓ = ρs0(−Fk−2 + (1− 2s0)Fk−1).
Next we have
k∑
ℓ=1
(−1)ℓ
ℓ!
ℓ(log ρ)ℓ−1Nφk−ℓ =
k∑
ℓ=1
(−1)ℓ
(ℓ− 1)!N((log ρ)
ℓ−1φk−ℓ)− |N |2g
k∑
ℓ=2
(−1)ℓ
(ℓ− 2)!(log ρ)
ℓ−2φk−ℓ =
−ρs0((N + s0|N |2g)Fk−1 + |N |2gFk−2).
and
k∑
ℓ=0
(−1)ℓ
ℓ!
∆M ((log ρ)
ℓ)φk−ℓ =
−|N |2g
k∑
ℓ=2
(−1)ℓ
(ℓ− 2)!(log ρ)
ℓ−2φk−ℓ +
k∑
ℓ=1
(−1)ℓ
(ℓ− 1)!(log ρ)
ℓ−1φk−ℓ∆M(log ρ) =
−|N |2gρs0Fk−2 −∆M(log ρ)ρs0Fk−1.
Consequently we get
ρ−s0As0(ρ
s0Fk) = (|N |2g − 1)Fk−2+ (2N +1−∆M(log ρ) + 2s0(|N |2g − 1))Fk−1. (4.24)
By using (4.10), a direct computation gives that ∆M(log ρ)−1 ∈ ρ2C∞ev (M) and we also
have |N |2g = 1 near ∂M , so |N |2g ∈ C∞ev (M). Moreover N maps C∞ev (M) to ρ2C∞ev (M).
An induction in k with (4.24) then shows (4.23). We directly get that the function q(s)
defined by (4.20) is a holomorphic family in ρs+2C∞ev (M), and by Taylor expanding the
term (∆M − s(1− s))φ(s) at s = s0, we also have (by construction)
|ρ−sq(s)| = O(|s− s0|j+1ρ2). (4.25)
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Using Green’s formula in the region ρ ≥ ǫ for some small ǫ > 0, we see that for z ∈M
fixed and s near s0
(R∆(1− s)q(s))(z) =φ(s; z)−
∫
ρ=ǫ
ρ∂ρR∆(1− s; z, ρ, θ)φ(s; ρ, θ)dθ
ρ
+
∫
ρ=ǫ
R∆(1− s; z, ρ, θ)ρ∂ρφ(s; ρ, θ)dθ
ρ
.
Now ρ∂ρφ(s; ρ, θ) = sρ
sF (s; 0, θ) +O(ρRe(s)+1) and, using (4.14),
ρ∂ρR∆(1− s; z, ρ, θ) = 1− s
1− 2sEM(1− s; z, θ) +O(ρ
2−Re(s)).
Thus we obtain
R∆(1− s)q(s) = φ(s)− EM(1− s)F (s)|∂M .
By (4.25), we also have |R∆(1− s)q(s)| = O(|s− s0|j+1) uniformly on compact sets
of M , and therefore
φ(s) = EM(1− s)F (s)|∂M +O(|s− s0|j+1)
uniformly on compact sets. We define f(s) := F (s)|∂M and differentiate for ℓ ≤ j
∂ℓs(φ(s))|s=s0 = ∂ℓs(EM(1− s)f(s))|s=s0 = ρs0
ℓ∑
i=0
log(ρ)iHℓi + ρ
1−s0
ℓ∑
i=0
log(ρ)iGℓi
where Hℓi , G
ℓ
i ∈ C∞ev (M) and Gℓ0|∂M = ∂ℓs(SM(1 − s)f(s))|s=s0. But from (4.21) and
the fact that φk ∈
⊕k
ℓ=0 ρ
s0 log(ρ)ℓC∞ev (M), we see that ∂
ℓ
s(SM(1 − s)f(s))|s=s0 = 0
for all ℓ ≤ j and thus SM(1 − s)f(s) = O(|s − s0|j+1). Therefore SM(1 − s)f(s) =
(s − s0)j+1r(s) for some holomorphic family r(s) ∈ C∞(∂M ). We write EM(s) =∑N
ℓ=1(s−s0)−ℓQℓ+H(s) for some holomorphic operator family H(s) near s0 and some
operators Qℓ : C
∞(∂M)→ C∞(M). By using (4.19), we get
EM(1−s)f(s) = (s−s0)j+1EM(s)r(s) =
N∑
ℓ=1
(s−s0)−ℓ+j+1Qℓ r(s)+(s−s0)j+1H(s)r(s)
which implies that j + 1 ≤ N and ∂ks (φ(s))|s=s0 ∈
⊕N
ℓ=1Ran(Qℓ) for each k ≤ j.
By (4.14), we have
⊕N
ℓ=1Ran(Qℓ) ⊂ Ran(Π∆s0) since the singular part of the Laurent
expansion of R∆(s) is a finite rank operator with range Ran(Π
∆
s0
). Using again (4.21),
this shows that φk, and therefore ϕk, are generalized resonant states for k ≤ j. This
completes the proof. 
Remark 1. The proof of 2) and 3) in Proposition 4.3 also applies in the more gen-
eral setting of even asymptotically hyperbolic manifolds in the sense of [Gu1], in any
dimension n+1, by replacing (∆M −s0(1−s0)) by (∆M −s0(n−s0)) and s0 /∈ 1/2−N
by s0 /∈ n/2− N.
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Lemma 4.4. For any ϕ ∈ ρs0C∞(M) satisfying (∆M−s0(1−s0))ϕ = 0 with s0 /∈ −N0,
there exists a distribution ω ∈ D′(S1) supported in ΛΓ such that π∗Γϕ = Ps0−1(ω) and
for each γ ∈ Γ, γ∗ω = N−s0+1γ ω.
Proof. Let ϕ˜ = π∗Γϕ be the lift of ϕ to H
2. Then we have (∆H2−s0(1−s0))ϕ˜ = 0 on H2
and we claim that ϕ˜ is tempered on H2. Indeed, if T > 0 and 0 denotes the center the
unit ball in R2 (representing H2), consider m(T ) := supd
H2
(x,0)≤T |ϕ˜(x)| where dH2(·, ·)
denotes the hyperbolic distance. For ǫ > 0 small enough Mǫ := {x ∈M ; ρ(x) ≥ ǫ} is a
geodesically convex set and it is easy to see that there exists C > 0 so that for all T > 0
each point x ∈ H2 with dH2(x, 0) ≤ T projects by the covering map πΓ to the regionMǫ
for ǫ = Ce−T . Then m(T ) ≤ supx∈Mǫ(|ϕ(x)|) ≤ Cs0emax(−Re(s0),0)T for some constant
Cs0 depending on Re(s0). Here the last inequality follows from ϕ ∈ ρs0C∞(M) and this
estimate shows that ϕ˜ is tempered on H2. By the surjectivity of the Poisson-Helgason
transform, there exists a distribution ω ∈ D′(S1) so that ϕ˜ = Ps0−1(ω). By Lemma 2.1
and the discussion that follows, for any χ ∈ C∞(S1) one has for t ∈ (0, ǫ) with ǫ > 0
small
∫
S1
Ps0−1(ω)(2−t2+tν)χ(ν)dν =


t1−s0F−(t) + t
s0F+(t) if s0 /∈ 1/2 + Z
t1−s0F−(t) + t
s0 log(t)F+(t) if s0 ∈ 1/2 + N
t1−s0 log(t)F−(t) + t
s0F+(t) if s0 ∈ 1/2− N0
(4.26)
for some F± ∈ C∞([0, ǫ)) and F−(0) = C(s0)〈ω, χ〉 where C(s0) 6= 0 because s0 /∈ −N0.
On the other hand, since π∗Γρ is a boundary defining function of ΩΓ in H
2 ∪ ΩΓ, in
a small neighborhood Vp of any point p ∈ ΩΓ in H2 ∪ ΩΓ, the function ϕ˜ has an
asymptotic expansion as t→ 0
ϕ˜(2−t
2+t
ν) ∼
∞∑
k=0
ts0+kαk(ν)
for some αk ∈ C∞(Vp), therefore if χ ∈ C∞c (ΩΓ) is supported in Vp, we have∫
S1
ϕ˜(2−t
2+t
ν)χ(ν)dν ∼
∞∑
k=0
ts0+k〈αk, χ〉
and thus from (4.26) we deduce that 〈ω, χ〉 = 0. This shows that ω is supported in
ΛΓ. Let γ ∈ Γ, we have
Ps0−1(N s0−1γ γ∗ω) = γ∗Ps0−1(ω)
which is also equal to Ps0−1(ω) since ϕ˜ is Γ-automorphic. By the injectivity of the
Poisson-Helgason transform [DFG, Corollary 6.9], we thus deduce that γ∗ω = N−s0+1γ ω.

We show the following
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Theorem 4.5. Let M = Γ\H2 be a smooth oriented convex co-compact hyperbolic
surface and let SM be its unit tangent bundle.
1) For each λ0 ∈ C\(−12− 12N0) the pushforward map π0∗ : D′(SM)→ D′(M) restricts
to a linear isomorphism of complex vector spaces for each j ≥ 1
π0∗ : V
j
0 (λ0)→ Resj∆(λ0 + 1) (4.27)
where ∆M is the Laplacian on M acting on functions.
2) For each λ0 = −12 −k with k ∈ N, V j0 (λ0) = 0 and Resj∆M (λ0+1) = 0 for all j ∈ N.
3) For λ0 = −12 , there are no Jordan blocks, i.e. V j0 (−12) = 0 for j > 1, and the map
π0∗ : V
1
0 (−12)→ Res1∆(1/2) (4.28)
is a linear isomorphism of complex vector spaces.
4) For λ0 = −n ∈ −N, if Γ is non-elementary, there are no Jordan blocks, i.e.
V j0 (−n) = 0 if j > 1, and the following map is an isomorphism of real vector spaces
in+1πn∗ : V
1
0 (−n)→ Hn(M) (4.29)
where Hn(M) is defined by (4.1).
Proof. Case λ0 ∈ C\(−12−12N0), injectivity. The mapX+λ0 is a linear nilpotent map
preserving the finite dimensional vector space V0(λ0) :=
⊕
j≥1 V
j
0 (λ0) of generalized
Ruelle resonant states in kerU−. Thus there is a decomposition into Jordan blocks for
X on V0(λ0): for each Jordan block of size j, one has a u
(0) ∈ V 10 (λ0) and some u(k) ∈
V k+10 (λ0) for k ∈ [1, j] satisfying (X + λ0)u(k) = u(k−1). We lift each u(k) ∈ D′(SM) to
SH2 and get u˜(k) ∈ D′(SH2) so that γ∗u˜(k) = u˜(k) for all γ ∈ Γ, and u˜(k) is supported
in Λ˜+, where Λ˜+ is defined by (4.5). Define for k ≥ 0
ϕk := π0∗u
(k), ϕ˜k := π0∗u˜
(k). (4.30)
From u(0) ∈ V 10 (λ0) we have that (X + λ0)u(0) = 0, U−u(0) = 0, and u(0) is supported
in Λ+. The same equations hold for u˜
(0) on H2. Take the distribution v(0) := Φ−λ0− u˜
(0)
satisfying Xv(0) = 0. Then there exists ω(0) ∈ D′(S1) so that Q−ω(0) = v(0) by
(2.12). Since supp(u˜(0)) ⊂ Λ˜+ and Q−ω(0) = B∗−ω(0), using (4.5) we directly get that
supp(ω(0)) ⊂ ΛΓ. Using γ∗u˜(0) = u˜(0) together with (2.5), we have that for any γ ∈ Γ
γ∗ω(0) = N−λ0γ ω
(0) with Nγ(ν) = |dγ(ν)|−1.
We get that ϕ˜0 = Pλ0(ω(0)) = π0∗u˜(0) satisfies
(∆H2 + λ0(1 + λ0))ϕ˜0 = 0
on H2. Now by Lemma 2.1, ϕ˜0 6= 0 if λ0 /∈ −N0 and u(0) 6= 0, thus ϕ0 is a non-zero
solution on M of
(∆M + λ0(1 + λ0))ϕ0 = 0.
To prove that s0 = λ0 + 1 is a quantum resonance, we will use Proposition 4.3, and
for that it is sufficient to prove that ϕ0 ∈ ρs0C∞ev (M), and in fact ϕ0 ∈ ρs0C∞(M) is
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sufficient since we assumed λ0 /∈ −N. Take a point p ∈ ∂M , and consider p˜ ∈ ΩΓ a
lift of p to H2 ∪ ΩΓ. To prove the desired statement, we take the boundary defining
function ρ0(x) := 2(1 − |x|)/(1 + |x|) in the closed ball H2 and we will show that
ρ−s00 ϕ˜0 is a smooth function near the boundary of H
2 ∪ ΩΓ. Note that ρ0(x)−1P (x, ν)
is smooth outside the subset {(x, ν) ∈ H2 × S1; x 6= ν} and since ω(0) is supported
in ΛΓ, we deduce directly that ρ
−s0
0 Pλ0(ω(0)) is smooth in a neighbourhood of p˜ in
H2 ∪ ΩΓ. We have proved that ϕ0 is a quantum resonant state which in addition
has asymptotic behaviour given in terms of the distribution ω(0): there is an explicit
constant C(s0) 6= 0 so that
π∗Γ([ρ
−s0ϕ0]|∂M) = C(s0)ηs0S(s0)(ω(0)) (4.31)
where η ∈ C∞(ΩΓ) is defined by π∗Γ(ρ)η = ρ0 + O(ρ20) near ΩΓ. For the generalized
resonant states, we proceed like in the compact case: define for k ≤ j
v(k) := Φ−λ0−
k∑
ℓ=0
(log Φ−)
k−ℓ
(k − ℓ)! u˜
(ℓ)
which satisfies Xv(k) = 0 and U−v
(k) = 0. Thus there is a distribution ω(k) supported
in ΛΓ such that Q−ω(k) = v(k), and using that γ∗u˜(k) = u˜(k) for all γ ∈ Γ, we get
γ∗v(k) = N−λ0γ
k∑
ℓ=0
(logNγ)
ℓ
ℓ!
v(k−ℓ), γ∗ω(k) = N−λ0γ
k∑
ℓ=0
(logNγ)
ℓ
ℓ!
ω(k−ℓ). (4.32)
Writing u˜(k) in terms of the v(ℓ) and using (3.9), we have
u˜(k) = Φλ0−
k∑
ℓ=0
(− log Φ−)ℓv(k−ℓ)
ℓ!
, ϕ˜k =
k∑
ℓ=0
(−1)ℓ∂ℓλPλ0(ω(k−ℓ))
ℓ!
.
By (3.9) or the proof of Lemma 2.3 we deduce that
(∆H2 + λ0(1 + λ0))ϕ˜k = (1 + 2λ0)ϕ˜k−1 − ϕ˜k−2. (4.33)
(with the convention ϕ˜i = 0 for i < 0). This implies the following identities on M
(∆H2 + λ0(1 + λ0))
k∑
ℓ=1
ϕℓ
(1 + 2λ0)k+1−ℓ
= ϕk−1.
Using that ∂kλ((P (x, ν))
λ+1)|λ0 is of the form ρλ0+10
∑k
ℓ=0(log(ρ0(x)))
kHk(x, ν) for some
functions Hk smooth in {(x, ν) ∈ H2 × S1; x 6= ν}, we deduce like we did for ϕ0 that
ϕk ∈
⊕k
ℓ=0 ρ
s0 log(ρ)ℓC∞(M) with s0 = λ0+1. Then, by Proposition 4.3, the function
ϕk is a quantum generalized resonant state in Res
k+1
∆ (s0) for each k = 0, . . . , j, and
π0∗ : V
k
0 (λ0)→ Resk∆(λ0 + 1) is injective.
Case λ0 ∈ C \ (−12 − 12N0), surjectivity. Next we will show that this map is also
surjective: let s0 /∈ 12 − 12N0 be a pole of R∆(s) and denote by Π∆s0 its residue. Recall
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that Fs0 := Ran(Π
∆
s0
) is finite dimensional and that As0 := (∆M − s0(1 − s0))|Fs0 is
a linear nilpotent operator preserving this finite dimensional space. Thus there is a
decomposition into Jordan blocks for As0 on Fs0 : for each Jordan block, there is a
φ0 ∈ Fs0 so that As0φ0 = 0 and some φk ∈ Fλ0 for k ≤ j so that As0φk = φk−1.
Note that by definition (4.12) we have φk ∈ Resk+1∆M (s0). We lift φk to H2, we get
φ˜k := π
∗
Γφk ∈ C∞(H2). Using As0φk = φk−1 for each k ≥ 1, we see that there exist
ϕ˜k ∈ C∞(H2) so that ϕ˜0 = φ˜0 and satisfying (4.33): ϕ˜k are linear combinations of
(φ˜ℓ)ℓ=0,...,k and are thus Γ-invariant and descend to some function ϕk. We will then
show that there exist ω(k) ∈ D′(S1) supported in ΛΓ so that for all γ ∈ Γ and k ≤ j
ϕ˜k =
k∑
ℓ=0
(−1)ℓ∂ℓλPλ0(ω(k−ℓ))
ℓ!
, γ∗ω(k) = N−λ0γ
k∑
ℓ=0
(logNγ)
ℓ
ℓ!
ω(k−ℓ) (4.34)
where λ0 = s0 − 1. We prove this by induction on k. For k = 0, this is a consequence
of Lemma 4.4. Suppose that (4.34) is satisfied with k replaced by m for all m ≤ k,
and we will show that the same hold at order k + 1. We set
ψk+1 := ϕ˜k+1 +
k∑
ℓ=0
(−1)ℓ∂ℓ+1λ Pλ0(ω(k−ℓ))
(ℓ+ 1)!
and using (4.33) and (3.9)
As0ψk+1 =− (1 + 2λ0)
k∑
ℓ=0
(−1)ℓ∂ℓλPλ0(ω(k−ℓ))
ℓ!
−
k∑
ℓ=1
(−1)ℓ∂ℓ−1λ Pλ0(ω(k−ℓ))
(ℓ− 1)!
+ (1 + 2λ0)ϕ˜k − ϕ˜k−1 = 0
where the last equality follows by using the first equation of (4.34) at order k − 1
and k. The surjectivity of the Poisson-Helgason transform in Lemma 2.1 implies that
there exists ω(k+1) ∈ D′(S1) such that ψk+1 = Pλ0(ω(k+1)). Now by definition of ψk+1,
we have near each point p ∈ ΩΓ that ψk+1 ∈
⊕k+1
ℓ=0 (log ρ0)
ℓρs0C∞(H2 ∪ ΩΓ). Since
(∆H2 − s0(1 − s0))ψk+1 = 0, in fact one has ψk+1 ∈ ρs0C∞(H2 ∪ ΩΓ). Then the same
arguments as in the proof of Lemma 4.4 imply that ω(k+1) is supported in ΛΓ. This
shows the first equation of (4.34) at order k + 1. Using that γ∗ϕ˜k+1 = ϕ˜k+1 for all
γ ∈ Γ, the induction assumption (4.34) implies that
γ∗ψk+1 − ψk+1 =Pλ0
( k+1∑
ℓ=1
(logNγ)
ℓω(k+1−ℓ)
ℓ!
)
but this is also equal to Pλ0(Nλ0γ γ∗ω(k+1)−ω(k+1)), which by injectivity of the Poisson-
Helgason transform implies
Nλ0γ γ
∗ω(k+1) − ω(k+1) =
k+1∑
ℓ=1
(logNγ)
ℓω(k+1−ℓ)
ℓ!
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which is exactly (4.34) for ω(k+1). Now we define the distributions on SH2
v(k) := Q−ω(k), u˜(k) := Φλ0−
k∑
ℓ=0
(− log Φ−)ℓv(k−ℓ)
ℓ!
.
By construction we have, for each k ≥ 0, (X + λ0)u˜(k) = u˜(k−1) and U−u˜(k) = 0 (with
the convention that u˜(−1) = 0) and u˜(k) is supported in Λ˜+. By a direct application
of (4.34) and (2.5), we have γ∗u˜(k) = u˜(k) for all k and γ ∈ Γ, which implies that the
distributions u˜(k) descend to distributions u(k) on SM supported in Λ+ and satisfying
(X+λ0)u
(k) = u(k−1) and U−u
(k) = 0. Finally, from the equation (X+λ0)u
(k) = u(k−1)
the wave-front set of u(k) is contained in the annulator of E0 = RX by elliptic regularity,
and similarly from U−u
(k) = 0 it is also contained in the annulator of U−, thus it has
to be contained in E∗u (which is E
∗
+ over Λ+). Notice also that π0∗u
(k) = ϕk for each k.
This implies that u(k) ∈ V k0 (λ0) and the map π0∗ : V k0 (λ0)→ Resk∆(λ0+1) is surjective.
Case λ0 ∈ −12 − N. Note that Resj∆(1/2 − k) = 0 has been already shown in
Proposition 4.4. In order to see V j0 (−1/2−k) = 0, we use a similar argument as above:
If u ∈ V 10 (λ0) with λ0 = −1/2−k for k ∈ N, then ϕ := π0∗u solves (∆M−s0(1−s0))ϕ =
0 with s0 = λ0 + 1. Furthermore, by Lemma 2.1, there is ω ∈ D(S1) supported in ΛΓ
so that γ∗ω = Nλ0γ ω for all γ ∈ Γ and ϕ˜ := π∗Γϕ = Pλ0(ω). Using (2.13) and (2.18), we
see that ϕ˜ = ρ
1/2−k
0 F1 + ρ
1/2+k
0 log(ρ0)F2 near each point p˜ ∈ ΩΓ, where Fj are smooth
functions onH2∪ΩΓ near p˜. This implies that ϕ ∈ ρ1/2−kC∞(M)⊕ρ1/2+k log(ρ)C∞(M).
But we also have ϕ = EM(1/2 + k)f if f := [ρ−1/2+kϕ]|∂M by the properties of EM(s)
(see (4.13)). As in the proof of claim 1), the fact that suppω ⊂ ΛΓ implies the
vanishing of the ρ−1/2+k log(ρ) terms in the asymptotic of ϕ. This implies by (4.17)
that SM(1/2 + k)f = 0, which by (4.18) shows that f = 0, and thus ϕ = 0, proving
the claim 2).
Case λ0 = −1/2. The arguments above show that each Ruelle resonant state
u ∈ V 10 (−1/2) produces a quantum resonance ϕ = π0∗u whose lift to H2 is Pλ0(ω) ∈
ρ1/2C∞(M) at s0 = 1/2 for some ω ∈ D′(S1) supported in ΛΓ and satisfying γ∗ω =
N
1/2
γ ω for all γ ∈ Γ. If there is an element u′ ∈ V 20 (λ0), then like in Theorem 3.3 we have
ϕ′ := π0∗u
′ satisfying (∆M−1/4)ϕ′ = (2λ0+1)ϕ = 0, with π∗Γ(ϕ′) =: Pλ0(ω′)−∂λPλ0(ω)
for some ω′ ∈ D′(S1) supported in ΛΓ. We have
∂λP−1/2(ω)(x) = log(1− |x|2)P−1/2(ω)(x) +
∫
S1
P (x, ν)1/2 log(|x− ν|2)ω(ν)dν
and, using that supp(ω) ∈ ΛΓ and (2.17), this implies directly that near a point p˜ ∈ ΩΓ,
∂λP−1/2(ω)(x, ν) =
√
2 log ρ0(x)(∂λS(1/2)ω)(ν) +O(1)
as |x| → 1. Since Pλ0(ω′) ∈ ρ1/20 C∞(H2 ∪ ΩΓ), we get that ϕ′ = log(ρ)f + O(1) near
∂M , for some non-zero f ∈ C∞(∂M ). Therefore by 2) in Proposition 4.3 the function
ϕ′ is not a generalized resonant state. This shows that −1/2 is a pole of order at most
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1 for RX(λ), there is no Jordan blocks and π0∗ : V
1
0 (−1/2)→ Res1∆(−1/2) is injective.
The surjectivity works as for the cases above.
Case λ0 ∈ −N0, injectivity. By Proposition 2.4, among generalized states at
λ0 = −n killed by U− and π0∗, there can be only resonant states. Let u be a Ruelle
resonant state satisfying (X − n)u = 0, U−u = 0 and supp(u) ⊂ Λ+. We can always
assume that u is real valued: indeed, since the spectral parameter −n is real valued,
there is a basis of real-valued resonant states. The space V0(−n) can then be considered
as a real vector space.
First, we assume that π0∗u = 0. Consider the Fourier components uk in the fiber
variables, then by the proof of Proposition 2.4, we have uk = 0 for all |k| < n, and
by (2.29) we also get η−un = 0 and η+u−n = 0. In particular ∂un = 0 and ∂u−n = 0
when we view u±n as (distributional) sections of K±n. Notice by ellipticity that u±n
are smooth and actually analytic. We will denote by u˜±n = π
∗
Γu±n their lift to H
2, and
in the ball model we can write u˜n = fndz
n and u˜−n = f−ndz¯
n for some holomorphic
(resp. antiholomorphic) functions fn (resp. f−n) on H
2 satisfying
∀γ ∈ Γ, γ∗fn = (∂zγ)−nfn and γ∗f−n = (∂zγ)−nf−n.
Take the distribution v := Φn−u˜ where u˜ := π
∗
Γu: we getXv = 0 and U−v = 0 thus there
exists ω ∈ D′(S1) so thatQ−ω = v by (2.12). Since supp(u˜) ⊂ B−1− (ΛΓ), we get directly
that supp(ω) ⊂ ΛΓ and by (2.5), for any γ ∈ Γ, γ∗ω = Nnγ ω. We want to write the
Fourier mode u˜k (in the fiber variable) in terms of ω: Therefore we write z = x1+ix2 ∈
H2 and identify the unit tangent vector 1
2
(1− |z|2)(cos(θ)∂x1 + sin(θ)∂x2) ∈ SzH2 with
eiθ. We get
u˜k(z) =(2π)
−1
( ∫
SzH2
u˜(z, eiθ)e−ikθdθ
)( 2
1− |z|2
)k
dzk
=2k(2π)−1
(∫ 2π
0
ω(eiα)e−ikα|1− ze−iα|2(n−1) (z¯e
iα − 1)k
(1− ze−iα)k dα
) dzk
(1− |z|2)k+n−1
where we used the change of variable eiθ = B−1z (e
iα) defined by (2.2). For |k| < n we
have u˜k = 0, thus by evaluating at z = 0 we get
∀k ∈ (−n, n), 0 =
∫ 2π
0
ω(eiα)e−ikαdα. (4.35)
For k = n, we know that u˜n = fndz
n with fn holomorphic on H
2, thus we deduce that
fn(z) =
(−2)n
2π
∫ 2π
0
ω(eiα)
e−inα
1− ze−iαdα. (4.36)
We deduce from this that fn(z) has a series expansion converging in |z| < 1 given by
fn(z) =
(−2)n
2π
∞∑
k=0
ωkz
k, ωk := 〈ω, e−i(n+k)α〉,
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where here we notice that |ωk| = O((1+ |k|)N) for some N , since ω is in some Sobolev
space on S1 (here and below, 〈·, ·〉 denotes the bilinear distributional pairing on S1 with
respect to the natural measure dα of mass 2π). From (4.36) and since supp(ω) ⊂ ΛΓ, we
see that fn(z) extend holomorphically to C \ΛΓ. The section fn(z)dzn is holomorphic
on C \ΛΓ and Γ equivariant, thus descend to a holomorphic section of Kn on M2 with
the notation of Section 4.1. Similarly, we get (using that ω is real-valued)
f−n(z) =
(−2)n
2π
∫ 2π
0
ω(eiα)
einα
1− z¯eiαdα =
(−2)n
2π
∞∑
k=0
ωkz¯
k = fn(z).
Now for each ψ ∈ C∞(S1), write ψ =∑k∈Z ψkeikθ, then for r < 1 we get∫ 2π
0
fn(re
iθ)ψ(θ)dθ = (−2)n
∑
k≥0
ωkr
kψ−k
and this converges to (−2)n〈Π+(ωe−inθ), ψ〉 as r → 1 where Π+ is the Szego¨ projector,
i.e. the projector 1l[0,∞)(−i∂θ) on the non-negative Fourier modes on S1. By using
(4.35), this means that fn has a weak limit on S
1 and fn|S1 = (−2)ne−inθΠ+(ω) in the
weak sense. Similarly, we have f−n|S1 = (−2)neinθΠ−(ω) if Π− := 1l(−∞,0](−i∂θ). Now
by injectivity of the Poisson-Helgason transform at the spectral parameter 0 we obtain
Cn ∈ R∗ such that
P0(ω) = P0(Π+(ω)) + P0(Π−(ω)) = Cn(znfn + znfn)
But since ω|ΩΓ = 0 the harmonic function znfn+ znfn vanishes on ΩΓ thus einθfn|ΩΓ ∈
iR, which means that in+1ι∗
∂M
un is a real-valued symmetric tensor on ∂M . This is
equivalent to say that in+1un ∈ Hn(M). Moreover, the map u 7→ in+1un ∈ Hn(M) is
injective since un = 0 implies ω = 0 and thus u = 0.
Case λ0 ∈ −N, surjectivity. Conversely, let un ∈ i−n−1Hn(M) and consider its lift
u˜n = fndz
n to H2. The holomorphic function fn satisfies fn(γ(z)) = (∂zγ(z))
−nfn(z)
for all γ ∈ Γ, or equivalently γ∗u˜n = u˜n, and we can assume that einθfn|ΩΓ ∈ iR. The
tensor un is bounded on M with respect to the hyperbolic metric thus |fn(z)dzn|g
H2
∈
L∞(H2), and since |2dzn/(1 − |z|2)n|g
H2
= 1, we deduce that z 7→ fn(z)(1 − |z|2)n
is bounded in the unit disk and therefore fn is tempered. In particular there exists
ω± ∈ D′(S1) so that P0(ω+) = znfn and P0(ω−) = znfn, and in fact ω− = ω+. We
have ω := ω++ω− which is supported on ΛΓ since ω is the boundary value of Re(z
nfn)
to S1 in the weak sense. Next we want to describe the covariance of ω with respect to
each γ ∈ Γ: write γ(eiα) = eiµ(α) for the action on S1, then |dγ(eiα)| = µ′(α) we have
γ∗(znfn(z)) = (z
∂zγ(z)
γ(z)
)−nfn(z), which when restricted on S
1 gives
γ∗ω =
(−i∂α(γ(eiα)
γ(eiα)
)−n
ω = |dγ|−nω. (4.37)
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Thus u˜ = Φ−n− Q−(ω) ∈ D′(H2) solves (X + n)u˜ = 0 and U−u˜ = 0, it is Γ-invariant
by using (4.37) and has support in Λ˜+ = B
−1
− (ΛΓ). This implies that u˜ descends
to a Ruelle resonance u, with support in Λ− and with WF(u) ⊂ E∗+ by ellipticity
arguments as before. The map un 7→ u is injective since un → ω is injective. Moreover
by construction ω has vanishing k-Fourier components for all |k| < n on S1, thus it is
in the kernel of P−n, which means that π0∗u = 0, and thus πk∗u = 0 for all |k| < n by
Lemma 2.2 (just like in the proof of Proposition 2.4).
To conclude the proof we have to prove that a Ruelle resonant state u ∈ V 10 (−n)
satisfying u0 = π0∗u 6= 0 does not exist. If u0 6= 0, we have by Lemma 2.1 that
(∆M − n(1 − n))u0 = 0. The lift u˜0 = π∗Γu0 to H2 must be in Ran(P−n), which by
(2.19) implies that u˜0 ∈ ρ1−n0 C∞(H
2
) is an element of ker(∆H2 − n(1− n)) of the form
u˜0(z) = (1− |z|2)1−nLn(z, z¯)
for some polynomial Ln of degree 2n− 2. Since for each γ ∈ Γ we have (1− |γ(z)|2) =
(1− |z|2)|γ′(z)|, we deduce from γ∗u˜ = u˜ that
Ln(γ(z), γ(z)) = |γ′(z)|n−1Ln(z, z¯).
Taking z = z± to be the two fixed points of γ, we deduce that Ln(z±, z±) = 0 since
|γ′(z±)| 6= 1. Therefore Ln is a polynomial in (z, z¯) vanishing on the limit set ΛΓ, and
thus it vanishes on the whole S1 by analyticity, if Γ is non-elementary. We deduce that
u˜0 = O(ρ2−n0 ) at S = ∂H2, and thus u ∈ ρ2−nC∞(M). From the form of ∆M near ρ = 0
given by (4.10), a Taylor expansion in ρ = 0 of the equation (∆M − n(1 − n))u0 = 0
implies that actually u0 ∈ ρnC∞(M) ⊂ L2(M), and therefore u0 = 0 since n(1−n) ≤ 0,
leading to a contradiction. 
The case of an elementary group. Let us briefly discuss the case of an elementary
group generated by one transformation γ ∈ PSL2(R) where we only need to focus on
the spectral points −n ∈ −N. We can assume that the two fixed points of γ in the
disk model are ±1 (with −1 being the repulsive one). Mapping the disk to the upper
half-plane so that ∓1 is mapped to 0 and ±1 to∞, the transformation γ is conjugated
to γ∓ : z 7→ e±ℓz for some ℓ > 0. By the discussion in the proof of Theorem 4.5,
the Ruelle resonant states at −n ∈ −N are in correspondence with the ω ∈ D′(S1)
supported in {−1, 1} and satisfying γ∗ω = |Nγ|nω. There can only be Dirac masses and
its derivatives at ±1. To analyse the restriction of ω on a small neighborhood O∓ ⊂ S1
of ∓1, we use the upper half-plane model, so ω|O∓ becomes (after conjugation) a
distribution ω∓ ∈ D′(R) supported in {0} and satisfying γ∗∓ω∓ = e∓nℓω∓. The only
solutions are of the form c∓δ
(n−1)
0 for c∓ ∈ C if δ(j)0 denotes the j-th derivative of
the Dirac mass δ0 at 0 in R. The same argument shows that there is no generalised
resonant state (no Jordan blocks) for the operator X , i.e. V j0 (−n) = V 10 (−n) for j > 1,
and the space of Ruelle resonant states at −n is exactly of dimension 2. The Poisson
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kernel in the half space model is P (x, y, x′) = y
y2+|x−x′|2
, where z = x + iy ∈ H2 and
x′ ∈ R is the point at infinity. We can just compute that in the upper half-space model,
where the repulsive fixed point −1 ∈ S1 is mapped to 0 and the repulsive +1 ∈ S1 to
∞, we have
P−n(ω−) = c−〈δ(n−1)x′=0 , (y
2+|x−x′|2)n−1
yn−1
〉 = c−Q(x, y)/yn−1.
Here Q is a homogeneous polynomial of degree n − 1 in C, satisfying Q(−x, y) =
(−1)n−1Q(x, y). The same argument shows that in the half-plane model where −1 ∈ S1
is mapped to ∞ and +1 ∈ S1 to 0, shows that P−n(ω+) = c+Q(x, y)/yn−1. On the
other hand, the mapping from one half-plane model to the other can be chosen to
be A : z 7→ −1/z. Due to the parity property of Q(x, y) in x, we easily see that
Q(A(z))/(Im(Az))n−1 = (−1)n−1Q(z)/(Im(z))n−1. This shows that π0∗ maps V 10 (−n)
to a 1-dimensional space Res1∆(−n + 1) of quantum resonant states. The elements in
ker π0∗ ∩ V 10 (−n) are in correspondence with Hn(M), as we discussed in the proof of
Theorem 4.5, and this space has real dimension equal to 1. The quantum resonances
at s = −n + 1 are computed in [Bo, Chapters 5.1 and 8.2]: there are poles of order 2,
there is a 1-dimensional space of quantum resonant states and the multiplicity is equal
to 2 due to the Jordan block. The correspondence between classical and quantum res-
onant states is thus different from the non-elementary group case for these particular
points.
Finally exactly the same proof as Corollary 3.4 gives the full Ruelle resonance spec-
trum.
Corollary 4.6. Let M = Γ\H2 be a smooth oriented convex co-compact hyperbolic
surface and let SM be its unit tangent bundle. Then for each λ0 ∈ C with Re(λ0) ≤ 0,
k ∈ N0, and j ∈ N, the operator Uk+ is injective on V j0 (λ0 + k) and we get
V jk (λ0) =
k⊕
ℓ=0
U ℓ+(V
j
0 (λ0 + ℓ)).
5. Zeta functions
The zeta function of the flow is defined by
ZX(λ) = exp
(
−
∑
γ0
∞∑
k=1
1
k
e−λkℓ(γ0)
| det(1− P (γ0)k)|
)
(5.1)
where γ0 are primitive closed geodesics and P (γ0) is the linearized Poincare´ map of the
geodesic flow on this geodesic. The function converges for Re(λ) > δΓ where δΓ < 1
is the Hausdorff dimension of the limit set ΛΓ (see [Pa]). By [DyGu, Theorem 4],
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the function ZX(λ) admits a holomorphic extension to λ ∈ C with zeros at Ruelle
resonances and the order of a Ruelle resonance λ0 as a zero of ZX(λ) is given by
ordλ0(ZX(λ)) = Rank(Π
X
λ0
) (5.2)
where ΠXλ0 = −Resλ0RX(λ) is the projector on generalized Ruelle resonant states. In
particular we deduce from (5.2) and Theorem 4.6 the
Proposition 5.1. The order of λ0 as a zero of ZX(λ) is given by
ordλ0(ZX(λ)) = dimResX(λ0) =
∑
p∈N0
dim(ResX(λ0 + p) ∩ kerU−).
where ResX(λ0) = ∪j≥1ResjX(λ0) is the space of generalized resonant states at λ0, with
ResjX(λ0) defined in (4.7).
The Selberg zeta function ZS(λ) is defined by
ZS(λ) := exp
(
−
∑
γ0
∞∑
k=1
1
k
e−λkℓ(γ0)
det(1− Ps(γ0)k)
)
(5.3)
where the sum is over all primitive closed geodesics and Ps(γ0) = P (γ0)|Es is the
contracting part of P (γ0). For each closed geodesic γ on M = Γ\H2, there is an
associated conjugacy class in Γ, with a representative that we still denote by γ ∈ Γ and
whose axis in H2 descends to the geodesic γ; the linear Poincare´ map along this closed
geodesic is easy to compute since γ is conjugated to z 7→ eℓ(γ)z in the upper half-space
model of H2. Using this expression we get P (γ0)|Es = e−ℓ(γ0)Id and P (γ0)|Eu = eℓ(γ0)Id
thus
e−
1
2
kℓ(γ0) det(1− Ps(γ0)k)−1 = e− 12kℓ(γ0)(1− e−kℓ(γ0))−1 =
∞∑
p=0
e−kℓ(γ0)(1/2+p) (5.4)
and | det(1− P (γ0)k)| = ekℓ(γ0) det(1− Ps(γ0)k)2. This implies the formula
ZX(λ) =
∞∏
p=1
ZS(λ+ p), ZS(λ) =
ZX(λ− 1)
ZX(λ)
. (5.5)
By combining (5.5) with Proposition 5.1 and Theorem 4.5, we obtain
Corollary 5.2. Let M = Γ\H2 be a convex co-compact oriented hyperbolic smooth
surface and assume Γ is non-elementary. Then its Selberg zeta function ZS(s) is
holomorphic with zeros given by:
1) quantum resonances s0 /∈ −N0 with order
ords0(ZS(s)) = Rank(Ress0R∆(s))
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2) negative integers −n ∈ −N0 with order
ord−n(ZS(s)) = dimRHn+1(M) =
{
(2n+ 1)|χ(M)| if n > 0,
|χ(M)|+ 1 if n = 0
where Hn+1(M) are defined by (4.1).
The description of the zeros of ZΓ(s) in this setting was also done by Borthwick-
Judge-Perry [BJP] (including the case with cusps). We remark that in [BJP] the
topological contribution in the order of ZS(s) at s = 0 is |χ(M)|. Furthermore there
is a spectral contribution coming from the multiplicity of 0 as a quantum resonance.
This multiplicity is exactly 1 by the proof of Theorem 1.2 in [GuGu], the resonant
states being the constants (see the discussion after the proof of [GuGu, Theorem 1.2]),
which matches with part 2) in Corollary 5.2. For the points s = −n with n ∈ N, [BJP]
obtain a zero of order (2n + 1)|χ(M)| + ν(−n) where ν(−n) = Rank(Res−nR∆(s)) is
the order of −n as a resonance, and thus 2) of Corollary 5.2 implies that ν(−n) = 0
for non-elementary groups Γ.
References
[Bo] D. Borthwick, Spectral theory of infinite-area hyperbolic surfaces. Progress in Mathematics, 256.
Birkha¨user Boston, Inc., Boston, MA, 2007. xii+355 pp.
[BJP] D. Borthwick, C. Judge, P. Perry, Selberg’s zeta function and the spectral geometry of geomet-
rically finite hyperbolic surfaces. Comment. Math. Helv. 80 (2005), no. 3, 483–515.
[BuLi] O. Butterley and C. Liverani, Smooth Anosov flows: correlation spectra and stability, J. Mod.
Dyn. 1(2)(2007), 301–322.
[BuOl1] U. Bunke, M. Olbrich, Fuchsian groups of the second kind and representations carried by the
limit set. Invent. Math. 127 (1997), no. 1, 127–154.
[BuOl2] U. Bunke, M. Olbrich. Group cohomology and the singularities of the Selberg zeta function
associated to a Kleinian group. Ann. math. 149 (1999): 627-689.
[DFG] S. Dyatlov, F. Faure, C. Guillarmou, Power spectrum of the geodesic flow on hyperbolic man-
ifolds, Analysis and PDE 8 (2015), 923–1000.
[DyGu] S. Dyatlov, C. Guillarmou, Pollicott-Ruelle resonances for open systems, Annales Henri
Poincare´ 17 (2016), 3089–3146.
[DyZw] S. Dyatlov, M. Zworski, Dynamical zeta functions for Anosov flows via microlocal analysis,
Ann. Sci. Ec. Norm. Supe´r. 49 (2016), 543–577.
[FaSj] F. Faure and J. Sjo¨strand, Upper bound on the density of Ruelle resonances for Anosov flows,
Comm. Math. Phys. 308(2011), No. 2, 325–364.
[Fo] O. Forster, Lectures on Riemann surfaces, GTM 81, Springer.
[FlFo] L. Flaminio, G. Forni, Invariant distributions and the averages for horocylic flows, Duke Math.
Jour. 119 (2003), No. 3, 465–526
[Gr] C. R. Graham, Volume and area renormalizations for conformally compact Einstein metrics,
Rend. Circ. Mat. Palermo Ser. II 63 (2000), Suppl., 31–42.
[GJMS] C.R. Graham, R. Jenne, L. Mason, G.A. Sparling, Conformally invariant powers of the
Laplacian. I. Existence. J. London Math. Soc. (2) 46 (1992), no. 3, 557–565.
CLASSICAL AND QUANTUM RESONANCES 43
[GrZw] C.R. Graham, M. Zworski, Scattering matrix in conformal geometry, Invent. Math. 152
(2003), 89-118.
[GLP] P. Giulietti, C. Liverani, M. Pollicott Anosov flows and dynamical zeta functions Ann. Math.
(2) 178 (2013), No. 2, 687-773 .
[Gu1] C. Guillarmou,Meromorphic properties of the resolvent on asymptotically hyperbolic manifolds.
Duke Math. J. 129 (2005), no. 1, 1–37
[Gu2] C. Guillarmou, Resonances and scattering poles on asymptotically hyperbolic manifolds, Math.
Res. Lett. 12 (2005), no. 1, 103–119.
[GuGu] C. Guillarmou, L. Guillope´, The determinant of the Dirichlet-to-Neumann map for surfaces
with boundary. Int. Math. Res. Not. IMRN 22 (2007), Art. ID rnm099, 26 pp.
[GuQi] C. Guillarmou, J. Qing, Spectral characterization of Poincare´-Einstein manifolds with infinity
of positive Yamabe type. Int. Math. Res. Not. IMRN 2010, no. 9, 1720–1740.
[GuKa] V. Guillemin, D. Kazhdan, Some inverse spectral results for negatively curved 2-manifolds.
Topology 19 (1980) pp. 301-312.
[GuZw1] L. Guillope´, M. Zworski, Upper bounds on the number of resonances for non-compact Rie-
mann surfaces, J. Funct. Analysis 129 (1995), no.2, 364-389.
[GuZw2] L. Guillope´, M. Zworski, Scattering asymptotics for Riemann surfaces. Ann. of Math. (2)
145 (1997), no. 3, 597–660.
[GuZw3] L. Guillope´, M. Zworski, The wave trace for Riemann surfaces, Geom. Funct. Analysis, 9
(1999), no. 6, 1156–1168.
[He] S. Helgason, Eigenspaces of the Laplacian; integral representations and irreducibility, J. Funct.
Anal. 17 (1974), no. 3, 328–353.
[JoSa] M.S. Joshi, A. Sa´ Barreto,Inverse scattering on asymptotically hyperbolic manifolds. Acta
Math. 184 (2000), no. 1, 41–86.
[Ma] R. Mazzeo, Unique continuation at infinity and embedded eigenvalues for asymptotically hyper-
bolic manifolds. Amer. J. Math. 113 (1991), no. 1, 25–45.
[MaMe] R. Mazzeo, R.B. Melrose, Meromorphic extension of the resolvent on complete spaces with
asymptotically constant negative curvature, J. Funct. Anal. 75(1987), 260–310.
[OsSe] T. Oshima and J. Sekiguchi, Eigenspaces of invariant differential operators on an affine sym-
metric space, Invent. Math. 57(1980), no. 1, 1–81.
[Pa] S.J. Patterson, The limit set of a Fuchsian group. Acta Math. 136 (1976), no. 3-4, 241–273.
[PaPe] S.J. Patterson, P. A. Perry. The divisor of Selberg’s zeta function for Kleinian groups. Duke
Math. Journal 106 (2001), no. 2, 321–90.
[Po] M. Pollicott. On the rate of mixing of Axiom A flows. Invent. math. 81 (1985) no. 3: 413-426.
[Ru] D. Ruelle. Resonances of chaotic dynamical systems Phys. Rev. Lett. 56 (1986), no. 5, 405–407.
[Se] A. Selberg, Harmonic analysis and discontinuous groups in weakly symmetric Riemannian spaces
with applications to Dirichlet series, J. Indian Math. Soc. 20 (1956), 47–87.
[VBSc] E. van den Ban, H. Schlichtkrull, Asymptotic expansions and boundary values of eigenfunc-
tions on Riemannian symmetric spaces, J. reine angew. Math. 380(1987), 108–165.
E-mail address : cguillar@dma.ens.fr
DMA, U.M.R. 8553 CNRS, E´cole Normale Superieure, 45 rue d’Ulm, 75230 Paris
cedex 05, France
E-mail address : hilgert@math.upb.de
44 COLIN GUILLARMOU, JOACHIM HILGERT, AND TOBIAS WEICH
Universita¨t Paderborn, Warburgerstr. 100, 33098 Paderborn, Germany
E-mail address : weich@math.upb.de
Universita¨t Paderborn, Warburgerstr. 100, 33098 Paderborn, Germany
