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Abstract
Technology has come a long way since the birth of quantum mechanics. The sci-
ence has led to computers, and now, the scientists are pushing the fundamentals further
to eventually be able to construct a quantum computer from the bottom up. Quantum
tomography has a vital role in this ambitious endeavour: it’s the study of how one can re-
trieve the values describing a quantum state, like finding coordinates on a map for a given
position. The challenge that the quantum tomographer faces lies in the shear number of
these values, which grows exponentially with the components of quantum system. This
is the curse of dimensionality and cannot be avoided with classical means. Therefore,
the tomographer is forced to come up with algorithms that scale well with the number of
components, either via prior information or by reducing the problem to its simplest form.
In this thesis, we devise algorithms for retrieving quantum states using a little of both ap-
proaches. We develop a direct way of retrieving quantum state-vector values by assuming
that the state is pure, which is often the case in optics. In addition, we show that a simple
optimisation technique, projected gradient descent, can outperform all other methods for
retrieving general quantum states. Our contribution to the field is thus to provide tools
that enable the tomographer to work on larger quantum states and that hopefully help her
create the building blocks of a quantum computer. We touch on other somewhat related
subjects such as image denoising and imaging quantum correlations.
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Chapter 1 – Introduction
In 1927, the act of "measuring" took a whole new meaning. Werner Heisenberg and
others derived the so-called uncertainty principle [1, 2], one consequence of which was
that an observer could never know the complete state of a quantum system. This came
as a shock to many of the great minds of the 20th century physics, including Einstein
who was relentlessly critical of quantum mechanics, especially regarding the treatment of
entangled systems [3]. But to this day (as of 2017), Heisenberg’s uncertainty principle
still stands strong.
As a consequence of the uncertainty principle, one can never deduce the complete state
of a single quantum system because a measurement disrupts the system in such a way that
the information not provided by the measurement outcome is erased, at least in part. But
for the experimentalists who wish to measure all the information about meticulously pre-
pared quantum states, all is not lost. Experimentalists have fooled Nature into revealing
her secrets by performing many different measurements on identically prepared quantum
states. To gather more information than is possible on a single system, experimentalists
perform a series of actions:
• prepare a quantum system in a particular state,
• perform the first measurement,
• discard the first, now pertubed, quantum system,
• prepare a second quantum system in the same way the first was prepared,
• perform a complementary measurement on the second system.
By repeating the process many times using complementary measurements, that is mea-
surements that are not redundant, one can gather all the information that is necessary to
completely describe the identically prepared quantum systems.
Once the experimentalist detains all the measurement outcomes, the game is not over.
In quantum theory, the state of a system is mathematically modeled by a set of complex
numbers that make up either a state vector or a state matrix, more commonly known as
a density matrix. To map the set of measurement outcomes to the correct state vector or
density matrix turns out to be a relatively hard problem. This mapping is difficult to make
compared to the converse mapping: predicting the measurement outcomes with a known
state. Because of this difficulty, quantum state retrieval is said to be in a class of “inverse
problems”, the general concept of which we detail in the next section.
A large part of this thesis addesses the retrieval of quantum states from known measure-
ment outcomes via classical algorithms, which we will treat in Chapters 2, 3 and 4. The
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latter concept is not to be confused with quantum algorithms, which are solely applied
with the help of quantum computers rather than classical computers or modern laptop
computers. Chapter 5 is an outlier since the subject examined in this part of the thesis is
not an inverse problem, but is related to the other chapters in that quantum correlations are
crucial to it. Chapter 6 presents another type of inverse problem in the context of quantum
mechanics: the recovery of an image from data containing a very low number of photons.
1.1 Inverse problems
Locating the provenance of an earthquake is a perfect example of an inverse problem in
classical mechanics. When two tectonic plates strike each other, a matter wave propagates
to the surface of the earth. This wave can travel at different speeds depending on the type
of matter it travels in. Once it reaches the surface, seismographs record the vibration
intensities at many locations. With this data and a few mathematical tools for solving
inverse problems, one can find the precise location and timing of the earthquake. Of
course, it would be easier to predict the effects of the earthquake on the surface of the
planet if the epicenter and intensity were known in advance. In the context of inverse
problems, predicting the effects from a known cause is called the “forward problem”.
However, the details of the cause of the earthquake are not known prior to the matter
wave reaching the surface of the planet. One has to solve the earthquake inverse problem
to uncover its epicenter and intensity.
Inverse problems occur when effects are known, but their cause is unknown. When
the set of observed effects is sufficient to reconstruct the cause unequivocally, this set
is said to be “informationally complete”. Provided with an informationally incomplete
set of observations or measurements, one might find an erroneous solution to an inverse
problem. In the game of Twenty Questions for example, the goal is to find the name of
an objet or a person given the answers to at most twenty yes/no questions. Each answer
has the potential to reduce the space of possible solutions, until there is hopefully only
one possible solution left, in which case one has reached an informationally complete
set of answers. Inverse problems have also turned up in optics: medical tomographic
imaging [4], looking around corners [5], image reconstruction with scattered light [6].
There exists many types of inverse problems, each with different levels of complexity.
The simplest type of inverse problem would be a linear one, for which there exist a linear
relationship between the cause and the effect. One example of a linear inverse problem
would be reconstructing an image affected by motion blur. As a detailed example of
a simple inverse problem and its solution, we provide a detailed reconstruction of such
an image in Section 1.3, after going through the mathematical tools for solving such a
problem.
2
Nonlinear inverse problems have a higher degree of complexity to them. The field of
machine learning for example is filled with such problems: labelling handwritten dig-
its [7], categorising breeds of cats and dogs [4] or the very large subfield of deep learn-
ing [8], etc. In a particular machine learning problem, one is typically not necessarily
concerned by finding an exact solution, but rather by minimising the error rate of the
trained algorithm. Quantum state vector reconstruction lies in the category of nonlinear
inverse problems. This will be the subject of Chapter 3 and part of Chapter 4. We also
touch on non-linear optimisation in Chapter 6 regarding image denoising.
An additional notable category of inverse problems is one where the relationship be-
tween the cause and the effect is linear, but the solution space is constrained. This is the
case of density matrix reconstruction, which is the subject of Chapter 4. The remaining
chapter (Chapter 5) is not about an inverse problem, but as mentioned above, there still is
a link with the rest of the thesis: quantum correlations.
1.2 Mathematical tools for linear inverse problems
The pre-requisites for this section are linear algebra and a bit of matrix calculus. Most
of the tools detailed in this section will be extensively used in Chapter 4. Throughout this
section, we will apply the concepts of linear inverse problems to the case of reconstructing
an image taken with a moving camera, thus producing motion blur.
For a typical linear inverse problem, we model the cause and the effect by a set of
numbers organised in the vectors x and b, respectively. The linear relationship between
the cause and the effect – the forward model – is written
Ax = b, (1.1)
where A is a transformation matrix representing a known phenomenon. The pseudo-
inverse of the transformation matrix provides the solution to the inverse problem:
x = (ATA) 1ATb. (1.2)
However, in practice, in the presence of noise in the measurement outcomes b, Eq. 1.2
often fails to yield a satisfying answer for the cause x. This scenario happens whenever
the matrix A is very sensitive to noise, which could either come from the data or from
numerical instabilities.
We can characterise the sensitivity to noise of a matrix A through a metric called the
“condition number”. This metric is defined using the singular value decomposition of the
matrix A = USV T , where U and V are unitary matrices (UT = U 1 and V T = V  1)
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and S is a diagonal matrix containing the singular values. The metric mentioned above is
equal to the ratio of the maximum to the minimum singular value  max/ min A condition
number of unity indicates that the matrix is as well-posed as can be, that is to say that the
matrix and its inverse are both very robust to noise in the cause x or the effect b. As a side
note, the case of a unit condition number implies that the matrix A is unitary. A condition
number that is much higher than unity indicates that the matrix is ill-conditioned, and
thus makes the above linear problem ill-posed in that small variations in the data vector b
produces large variations in the estimate of x.
We will now apply these tools to the a deconvolution problem, which is prone to the
high condition number issue mentioned above, to further clarify the meaning of A, x and
b.
1.3 Motion blur example
In the case of motion blur deconvolution, the cause x corresponds to the scene being
photographed, the transformationA represents the movement of the camera and the effect
b is the resulting blurred image. A blurred image taken with a moving smart phone
camera is shown in Fig. 1.1. We seek to reconstruct a more accurate depiction of the
scene being photographed.
There is an apparent issue with the problem dimensionality at first since the cause and
the effect are both supposed to be two-dimensional scenes whereas x and b are both one-
dimensional vectors. This issue is quickly solved by considering one line of the scene at a
time. If the image consists of n⇥m pixels, then line i of the burred image corresponds to
bi and line i of the reconstructed image is written xi. We assume that the camera moves
at constant speed in the horizontal direction, such that the lines i range from 1 to n.
When taking a picture with a camera, the detector acquires the scene over a finite period
of time. If the camera is moving at constant speed over the duration of the acquisition,
the intensity of the light reaching one pixel is highly correlated with that of its neighbors.
The transformation matrix A has to accurately reflect the blurring effect over the correct
number pixels, which depends on the product of the camera moving speed with the ac-
quisition time. For a blurred image where the effect occurs over three pixels, the blurring
FIGURE 1.1: A picture taken with a camera phone moving at approximately constant speed
in approximately the horizontal direction. The size of the image is n = 146 bym = 611.
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transformation would read
A3,611 =
26666666666664
1 1 1 0 0 . . . 0 0 0
0 1 1 1 0 . . . 0 0 0
0 0 1 1 1 . . . 0 0 0
...
0 0 0 0 0 . . . 1 1 1
1 0 0 0 0 . . . 0 1 1
1 1 0 0 0 . . . 0 0 1
37777777777775
, (1.3)
with the notation Ab,m including b the number of pixel over which the blur occurs and
m the number of pixels in a one line of the image (also corresponding to the number of
columns and rows corresponds). Here the hypothetical image would have dimensions of
n⇥ 611. The transformation matrix adds the intensity of a pixel and two of its horizontal
neighbors together: in this case, this is a convolution. In the case of the last few rows,
the convolution is treated with the assumption that the boundary conditions are circular
for convenience, but this will not lead to a physical solution for the edges of the treated
image.
We now need to deconvolve the blurred image using a transformation matrix, but we
do not know yet the exact number of pixels that have correlated intensities. By inspecting
Fig. 1.1 closely, we estimate that the blurring effect occurs over about 50 pixels. That is
to say that one pixel of x is distributed over 50 pixels of b. Instead of having three values
of 1 on each row of A, as illustrated in the matrix of Eq. 1.3, we have in this specific case
50 consecutive 1 on each row. We now try to deconvolve each line of the blurred image
using a more general version of Eq. 1.2:
xi = pinv(A50,611)bi, (1.4)
where pinv(·) is the pseudo inverse operation, defined as
pinv(A) = lim
 !0
(ATA+  I) 1AT . (1.5)
The pseudo inverse operation is more general than the standard matrix inverse in that the
former generally yields a finite result when applied to rank-deficient matrices. Here, the
matrix A50,611 is almost full rank, but we have to use the pseudo inverse. In practice, the
pseudo inverse can be computed via the singular value decomposition:
pinv(A) = US+V T , (1.6)
where S+jj = 1/Sjj if Sjj   ✏ and S+jj = 0 if Sjj < ✏, with ✏ being a number that is
typically slightly above machine precision.
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FIGURE 1.2: Naively deconvoled blurry image. The computation is a deconvolution of Fig. 1.1,
according to xi = pinv(A50,611)bi. The pseudo inverse of the blurring matrix amplifies noise
greatly, such that the signal completely disappears.
The result of using the pseudo inverse to deconvolve the image of Fig. 1.1 is shown in
Fig. 1.2. The pseudo inverse fails as it solely produces noise. The reason for this failure is
that the convolution matrix A50,611 has a very high condition number. In fact, this matrix
has an infinite condition number because one of its singular values vanishes. However,
if we ignore this one vanishing singular value, the minimum singular value of A50,611 is
0.007238, while its maximum singular value is equal to 50; this would yield a condition
number equal to 6908. This number is an indication of how much the noise is amplified
by. We thus need another strategy to estimate the original scene.
A more sensible answer can be found using a regularisation technique [9]. To this
effect, we simultneously minimise both the the sum of the square errors (Axi bi)T (Axi 
bi) and the sum of the squares of the solution
P
j x
2
i,j = x
T
i xi. This sum of the squares is
high in the case of the naively deconvolved picture from Fig. 1.2. In a sense, the outcome
of the deconvolution “exploded”. To keep noise spikes from occuring, we minimise the
sum of the squares (or the L2 norm) of the estimate, which also need to agree with the
data. In the limit where we only minimise the sum of the squares, we get a perfectly
smooth image with no signal either. Thus, there exists a tradeoff between the smoothness
of xi and agreement of xi with the data bi. This tradeoff is encapsulated in a variable  0
weighting the sum the squares. Finally, we can express the above thoughts mathematically
by minimising the quantity
y = (Ax  b)T (Ax  b) +  0xTx, (1.7)
which is done through isolating x in @y/@x = 0. We have omitted the subscripts for the
sake of not crowding the equation too much. Using the identities @(xTx)/@x = 2x and
@(Ax)/@x = AT , we find
x = (ATA+  0I)
 1ATb. (1.8)
This type of regularisation is a special case of what is called Tikhonov regularization [10].
The more general case involves a Tikhonov matrix   that multiplies xi in the regularisa-
tion term k xik2, where k.k is the L2 norm.
The deconvolution results for various values of  0 are shown in Fig. 1.3. A low value of
lambda produces a noisy image that is more consistent with the real scene, that is a piece
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FIGURE 1.3: Original picture (a) and deconvoluted versions using  0 = b) 10 c) 80 d) 500.
of paper on which the words “SPECIAL REPORT” are written. As we increase the value
of  0, the amount of noise decreases, but the deconvolution operation is made weaker.
This above deconvolution example is similar to density matrix retrieval in that they
both are linear inverse problems. In the latter, the cause is the density matrix, the trans-
formation matrix consists of a set of measurement operators and the effects are numbers
of detector clicks. Notably, the derivative of Eq. 1.7 is central to Chapter 4. Before going
into the heart of the thesis however, let us go through the basics of quantum mechanical
states and their mathematical models.
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Chapter 2 – Quantum states and mea-
surements
At the heart of quantum mechanics lies the state vector and the density matrix. The
mathematical description of the density matrix provides the most general description of a
quantum system as it can include coupling with an environment, while the scope of the
state vector is limited to quantum systems that are isolated from their environment, i.e.
pure states. Both descriptions are important however: while the state vector has a limited
scope, it is uniquely defined by a smaller set of numbers than the density matrix. The
state vector can thus be recovered using fewer measurement outcomes, provided that the
quantum system at hand is known to be pure prior to the measurement taking.
In the next two sections, we will outline the details of the state vector and the density
matrix, and we pay particular attention to the vector notation that will be used throughout
the next chapters. We also show how to generate random state vectors.
2.1 The state vector
The quantum state vector is an abstract model for describing a closed quantum system,
may it be the spin of an isolated particle or the whole universe. The dimensionality d
of a system corresponds to the number of orthogonal states that the system can be in.
The spin of an electron can either be up or down, and therefore the electron spin is a
two-dimensional system or a qubit. The position of a particle is a continuous infinite-
dimensional degree of freedom. In this thesis, we only study the case of discrete quantum
states, although the dimensionality is allowed to be infinite. One example of a discrete
and infinite-dimensional degree of freedom is the number of photons in a wave-packet or
light pulse.
A d-dimensional quantum state vector is uniquely defined by a set of d probability
amplitudes {c0, c1, ..., cd 1}. State vectors live in a complex vector space, or a Hilbert
space. The state vector is typically written with the ket notation:
| i =
d 1X
i=0
ci|ii, (2.1)
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which is short for
| i =
266664
c0
c1
...
cd 1
377775 . (2.2)
We will also be using the the bra notation:
h | =
h
c⇤0 c
⇤
1 ... c
⇤
d 1
i
. (2.3)
It is not known exactly whether or not the state vector is a real entity or just a mathe-
matical tool for predicting measurement outcomes; this is an active field of research [11].
For this reason, there is very little physical intuition for what the state vector elements
really are.
2.1.1 The Born rule
A measurement on a d-dimensional state vector is modelled with a projections along
an axis in Hilbert space. A measurement vector | i takes the same form as a state vector:
| i =
d 1X
i=0
ai|ii. (2.4)
Both the state vector and the measurement vector must be normalised so that the ex-
pected outcome values can be interpreted as probabilities. Normalisation is done by en-
suring that the inner product of a vector with itself is unitary: h | i = 1 and h | i = 1.
Measurement outcomes are predicted via the Born rule which states that the probability
P that a system in state | i be found on the axis | i is given by the absolute square of
their inner product
P = |h | i|2. (2.5)
To be able to accurately measure the value of P , one has to prepare many identically
prepared quantum states | i and repeat the same projective measurement until the desired
accuracy is reached.
For a set of N measurements {| 0i, | 1i, . . . , | N 1i}, it is trivial to calculate the cor-
responding outcomes {P0, P1, . . . , PN 1}. However, it is considerable harder to solve the
inverse problem, whereby we detain the measurements and their corresponding outcomes,
and we seek to find the underlying state vector | i. In fact, this situation is equivalent to
the phase retrieval problem, which is not convex [12].
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According to the Born rule, a measurement in the computational basis {|0i, |1i, . . . , |d 
1i} would yield outcome |ji with a probability of |cj|2. A basis in dimension d is a set
of d orthonormal vectors that can form a unitary matrix. In the vector notation, the Born
rule can be expressed as
|h |ji|2 =
                
h
c⇤0 c
⇤
1 ... c
⇤
j ... c
⇤
d 1
i
266666666664
0
0
...
1
...
0
377777777775
                
2
= |c⇤j |2. (2.6)
In general a projective measurement is given by
|h | i|2 =   c⇤0a0 + c⇤1a1 + . . .+ c⇤d 1ad 1  2 , (2.7)
which is a quadratic equation for the state vector elements. Hence, finding an unknown
state vector | i from many measurement outcomes is equivalent to solving a set of
quadratic equations [13]. Notably, the computational complexity of the Born rule in
the context of pure states is O(d) as computing an expectation value |h | i|2 requires
d multiplications.
So far we have introduced the notions of the quantum state vector and projective mea-
surements. These notions are sufficient for modeling a noiseless quantum system, i.e. a
pure state. Often in optics, assuming the purity of a quantum state is valid because there
is very little interaction between photons and their environment. In general however, even
in optics, we need a model that accounts for noisy systems and measurements, and this is
the purpose of the density matrix and generalised measurements.
2.2 The density matrix
In principle, the universe could be represented with a single pure quantum state vec-
tor without loss of generality. To avoid storing or processing an unnecessary amount
of information on everything contained within the universe, one models a quantum sys-
tem by assuming that it is isolated from its environment. This strategy works perfectly
if the quantum system is actually isolated, in which case the quantum system is accu-
rately described as a pure quantum state. As soon as the quantum system is coupled to
its environment, one must consider the joint system-environment body to observe fully
coherent behavior. In the coupled system-environment case, ignoring the environment –
also referred to as “tracing out the environment” – results in a loss of coherence, which is
modeled by the density matrix. In a nutshell, the universe as a whole could be accurately
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modeled by a pure quantum state, but in general a small subset of the universe is more
accurately modeled by the density matrix because of coupling between the subset and the
rest of the universe.
The density matrix ⇢ represents a statistical mixture of pure states:
⇢ =
d 1X
i=0
pi| iih i|, (2.8)
where pi should be interpreted as positive probabilities, i.e.
P
pi = 1, and the pure states
{| 0i, | 1i, . . . , | d 1i} form an orthonormal basis. This formalism is more general than
the state vector notation, and one can model the pure state of Eq. 2.1 using the density
matrix with a single outer product:
⇢pure = | ih |. (2.9)
If there are more than one non-zero weight, the quantum system described by the den-
sity matrix is said to be in a statistical mixture of pure states or a “mixed state" for short.
The completely mixed state takes the form of the normalised identity matrix
⇢fullyMixed = I/d, (2.10)
which only occurs when all the weights are equal, i.e. pi = 1/d.
In real experiments, the density matrix typically lies in the partially mixed state space.
The metric for how close the density matrix is to being pure is the purity, given by
Purity = Tr[⇢2], (2.11)
and a pure state has unit purity. Another way to quantify the level of purity is through the
Von Neumann entropy:
S(⇢) =  Tr(⇢ ln ⇢), (2.12)
where ln ⇢ is the matrix logarithm operation. The entropy of a pure state is zero, and
maximal entropy is reached for a maximally mixed state. Often, the desired quantum
system is pure, but as discussed above, coupling with the environment renders the system
partially mixed. If the purity of the system is close enough to unity however, the state
vector formalism can be a sufficiently accurate model. The details of what defines close
enough depends on the application and the necessary level of accuracy.
We can deduce some of the properties of the density matrix as direct consequences of
its definition. Firstly, the density matrix is always Hermitian, i.e. ⇢ = ⇢†, due to the
outer product symmetry. Secondly, the density matrix can always be decomposed into
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its eigenvalues {p0, p1, . . . , pd 1} and eigenvectors {| 0i, | 1i, . . . , | d 1i}. Because its
eigenvalues are taken from a probability distribution – and thus positive – the density
matrix is part of the positive matrices set. Hence, in quantum state recovery one needs to
constrain the search space to positive matrices. Finally, the density matrix is normalised
in that its trace is equal to one: Tr[⇢] = 1. This property can be derived from the facts that
each eigenvector is normalised and that the weights sum to unity.
2.2.1 The Born rule reformulated for quantum state reconstruction
In the context of the density matrix, the Born rule of Eq. 2.5 takes a different form. The
probability P that the quantum system be successfully projected onto the axis | i is given
by the statistical mixture
P =
d 1X
i=0
pi|h i| i|2. (2.13)
The projective measurements embedded in Eq. 2.5 and Eq. 2.13 are a special case
of what is called “generalised measurements". A measurement could correspond to a
projection onto a mixture of axes. Similarly to quantum states, measurements are more
accurately modeled by matrices. In this formalism, a projector b⇧  is simply given by the
outer product of its vector: b⇧  = | ih |, where the hat signifies that the symbol it belongs
to refers to a matrix or an operator. Using the matrix formalism for both the quantum state
and the measurements, the Born rule takes yet another form:
P = Tr[⇢b⇧ ], (2.14)
which is the most common way of computing expectation values. The computational
complexity of Eq. 2.14 determined by the matrix multiplication of two d⇥ d-dimensional
matrices, an operation that scales as d3. One can reduce the computational complexity for
computing expectation values by recognising that Eq. 2.14 can be rewritten in the form
P =
X
All elements
⇢   b⇧T  , (2.15)
where the   operation stands for the Hadamard product, i.e. element-wise multiplica-
tion, and the T superscript for the matrix transpose. The Hadarmard multiplication then
becomes the bottleneck of the computation, which now scales as d2. For the purpose
quantum state recovery, we will unwrap both the density matrix and the measurement op-
erator into column-vectors, such that they become ⇢ = unwrap(⇢) and ⇡  = unwrap(b⇧T  )
where the bolded lowercase symbols refer to vectors. Whether one unwraps a matrix row
by row or column by column does not matter as long as the wrapping operation is consis-
tent with the unwrapping operation. The final version of the Born rule, and the one that
we will be using for the density matrix formalism throughout this thesis, is given by the
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simple inner product
P = ⇢ · ⇡ , (2.16)
Note that Eq. 2.16 is linear with respect to the density matrix elements, while the Born
rule from Eq. 2.5 relating state vector elements to an expectation value is quadratic.
In the context of the density matrix formalism, the problem of quantum state recon-
struction amounts to solving a constrained set of linear equations. Given N projectors
{⇡ 0 ,⇡ 1 , . . . ,⇡ N 1} and expectation values {P0, P1, . . . , PN 1}, one can construct a
set of N linear equations where the density matrix elements are unknown. Since the
number of unknowns in the density matrix is d2, the minimum number of independent
measurements that are informationally complete is also equal to d2. Recall that one must
ensure that the density matrix lies in the set of positive matrices. If the expectation values
are noiseless, solving this quantum state reconstruction problem simply consists of solv-
ing the unconstrained set of linear equations. However, after adding noise to the model,
density matrix retrieval becomes more involved. Solving this problem in the presence
of noise requires one to take the positivity constraint into account; this is the subject of
Chapter 4.
2.3 Multipartite systems
Amultipartite system is simply one composed of more than one particle or subsystems.
Subsystems that are independent of each other are said to be separable. This word origi-
nates from the mathematical description of a multipartite state | 1,2i. Say | 1i and | 2i
are state vectors representing two independent particles, then the state of the composite
system can be written
| 1,2i = | 1i ⌦ | 2i, (2.17)
where the ⌦ operation stands for the Kronecker product. The above state is separable in
that the state of each subsystem can be separated on either side of the Kronecker product.
For example, if each system is a qubit, i.e. | 1i = a|0i + b|1i and | 2i = c|0i + d|1i,
then
| 1,2i = (a|0i+ b|1i)⌦ (c|0i+ d|1i)
= ac|00i+ ad|01i+ bc|10i+ bd|11i. (2.18)
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In vector notation, the above equation takes the form
| 1,2i =
"
a
b
#
⌦
"
c
d
#
(2.19)
=
266664
ac
ad
bc
bd
377775 (2.20)
In the density matrix notation, a separable state is written ⇢1,2 = ⇢1⌦ ⇢2. If a multipar-
tite system is not factorisable in the Kronecker sense, then the subsystems are entangled
with each other. Telling whether a density matrix is separable or not is a difficult prob-
lem in general that falls outside the scope of this thesis [14, 15]. However, there exists
entanglement witnesses made to ease the experimental and theoretical process for distin-
guishing a separable state from an entangled one [16, 17].
2.3.1 Entanglement
Entanglement is an inherent feature of quantum mechanics and at the heart of the quan-
tum information field. An entangled system comprises of multiple parts where at least two
of the parts are coupled to each other, but all parts can be coupled to each other in principle
as far as quantum mechanics is concerned. Without prior knowledge, a pure quantum sys-
tem made of n qubits has to be described with 2n complex values: the state vector grows
exponentially with system size (and so does the density matrix). Quantum mechanics suf-
fers the curse of dimensionality, which strongly justifies the effort put into quantum state
reconstruction. As the size of quantum states being controlled in the laboratory grows,
the quantum state reconstruction methods have to keep up.
Bell states
The most basic entangled states are the ones representing two coupled qubits: the Bell
states named after John S. Bell for being central to his seminal paper on the EPR paradox
[18]. The Bell states are given by
| +i = |00i+ |11ip
2
(2.21)
|  i = |00i   |11ip
2
(2.22)
| +i = |01i+ |10ip
2
(2.23)
|  i = |01i   |10ip
2
. (2.24)
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{|0i, |1i} {|+i, | i} {|  i, |  i}
| +i k k ⇥
|  i k ⇥ k
| +i ⇥ k k
|  i ⇥ ⇥ ⇥
TABLE 2.1: Correlations k and anti-correlations ⇥ in the Bell states outcomes depending on
which basis is used for the measurements. From a quantum state reconstruction perspective, it
would be sufficient to measure correlations in two of the three bases to distinguish the Bell states.
Any Bell state cannot be written as a Kronecker product of two individual qubits. For
the first two states | +i and |  i, one qubit is correlated with the other qubit. If an
experimentalist makes measurements on both qubits in the computational basis {|0i, |1i},
the outcomes will be the same: either both outcomes are |0i or they are both |1i. For the
two last Bell states | +i and |  i, the outcomes are anti-correlated. The phase between
the kets has no impact on this particular measurement, but it does affect a measurement
made in a conjugate basis, which refers to either
{|+i, | i} =
⇢ |0i+ |1ip
2
,
|0i   |1ip
2
 
(2.25)
or
{|  i, |  i} =
⇢ |0i+ ı|1ip
2
,
|0i   ı|1ip
2
 
, (2.26)
where the ı symbol stands for the imaginary number
p 1. The first Bell state is correlated
in both the computational basis and the {|+i, | i} basis. However, the second Bell state
|  i yields correlated outcomes in the computational basis and yields anti-correlated
outcomes in the {|+i, | i} basis. The above statements can be verified via a basis change
in the definition of the Bell states:
|0i = |+i+ | ip
2
(2.27)
|1i = |+i   | ip
2
(2.28)
|00i = |+i+ | ip
2
⌦ |+i+ | ip
2
=
|++i+ |+ i+ | +i+ |  i
2
(2.29)
|11i = |+i   | ip
2
⌦ |+i   | ip
2
=
|++i   |+ i   | +i+ |  i
2
(2.30)
| +i = |++i+ |  ip
2
(2.31)
|  i = |+ i+ | +ip
2
. (2.32)
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Whether a multipartite state is entangled or not is a binary problem with a yes or no
answer, but there also exists levels of entanglement. The Bell states model pairs of max-
imally entangled qubits. An example of a quantum state that is not separable and not
maximally entangled would be
| betweeni = |00i+ |01i+ |11ip
3
(2.33)
for instance. The level of entanglement of a particle with another one or its environment
can be assessed by measuring and calculating the purity of said particle through Eq. 2.11.
If the particle is in a pure state, then it is not entangled. If the particle is in a completely
mixed state, then it is maximally entangled with something. The level of entanglement
of a given quantum system is inversely proportional to its purity. However, to be able to
calculate the purity of a subsystem within a larger system, one requires a tool called the
partial trace.
2.3.2 Entanglement in the orbital angular momentum degree of free-
dom
One of the main experiments conducted in the context of this thesis involve single
photons and their orbital angular momentum (OAM). First, we will describe what the
OAM degree of freedom is, and then we will apply it in the context of entanglement.
Laguerre-Gaussian modes
A photon has a spin angular momentum of ~ at all times: it is an intrinsic property of
light. However, this photon could carry orbital angular momentum or not: this is a matter
how its phase structure is shaped, which is a free parameter of nature. A photon carries
OAM when its phase profile rotates about its axis of propagation [19], and the amount of
OAM that is carried by a photon is quantified by an integer ` between  1 and1.
Fig. 2.3 shows the isophase patterns of threes beams: the first has no OAM, the second
carries OAM of ` = 1, and the third carries ` = 2. An isophase pattern is the set of
surfaces where the phase  ` is equal to a constant. The isophase pattern of the fundamental
transverse spatial mode of light – the Gaussian type – has a flat phase profile when taking
a cross section of its beam, as shown on the top of Fig. 2.3. The flat surfaces repeat
every time the light propagates for the length of a wavelength. The second beam carries
OAM of ` = 1, which means that its phase pattern is a helix with one branch. The helix
performs a full rotation about the axis of propagation inside a wavelength. The third
beam carries OAM of ` = 2 and is characterised by a helix with two branches separated
by 180 . In general, there are |`| branches on a helix representing the isophase pattern of a
beam carrying OAM, and the branches are separated by (360/`)  from their neighboring
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Azimuthal Radial Combined
FIGURE 2.1: Phase profiles of a few Laguerre-Gauss (LG) modes. The azimuthal modes can
be complex-valued and the solely radial modes cannot. The latter can either be real positive or
real negative, and the number of zero-crossings is equal to the mode order. The intensity profiles
of the azimuthal modes are shown in Figure 2.2.
branches.
At a given cross section, there is a linear relationship between the phase ✓(`) and the
angle of rotation   around the propagation axis:
✓(`) = ` +  0 (2.34)
where  0 is a constant phase that depends on the position along the propagation axis. By
inspecting Eq. 2.34, we observe that all phases exist simultaneously in the center of a
beam carrying a non-zero amount of OAM, thus creating a singularity in the structure.
This singularity appears as a zero-intensity hole in the center of the intensity pattern,
which generally give a donut-shape intensity profile to beams carrying OAM. This donut
shape is typical of the Laguerre-Gaussian (LG) transverse spatial modes [19], which are
eigenstates of free space that can carry OAM. Phase profiles of a few LGmodes are shown
in Fig. 2.1 and intensity profiles are shown in Fig. 2.2.
At the position of the waist w0, An LG mode is given by
|LG(r, )`pi =
CLG`p
w0
 
r
p
2
w0
!|`|
exp
✓
  r
2
w20
◆
L|`|p
✓
2r2
w20
◆
exp( ı` ), (2.35)
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FIGURE 2.2: Intensity and phase profiles of the azimuthal modes with ` ranging from -2 to
2.
where CLG`p is a normalisation constant and L
|`|
p () is a generalised Laguerre polynomial.
These modes are crucial to the results of Chapter 3. The LG modes are eigenmodes of
free space, which signifies that they are invariant under a Fourier transform. Concretely,
the same equation can be used in one plane and in the far-field of this plane to describe
the transverse spatial profile of LG modes. Fig. 2.3 and 2.4 illustrate these modes as a
function of propagation. We let the size of the beam expand with propagation z, and we
cut the structures at the radial position r2 = 2w(z)2.
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FIGURE 2.3: Isophase patterns of expanding light beams with OAM of ` = 0, 1 and 2, from
top to bottom. The transparent cones are drawns to show the extent of helices at any given po-
sition along the axis of propagation. Alternating opaque and transparent surfaces on the isophase
structures are drawn solely for the purpose of providing a better perpective. The isophase struc-
tures are cut when the intensity of the outskirts reaches 1/e2.
The state of a photon’s transverse spatial mode can always be expressed as a superpo-
sition of Laguerre-Gaussian modes as it forms a complete basis. Mathematically, we can
write the spatial state of a photon as
| (r, )i = 1
N 
1X
`= 1
1X
p=0
c`,p|LG(r, )`pi, (2.36)
where N is a normalisation constant and c`,p are the decomposition coefficients. In
practice, we can’t use an infinite number of coefficient to describe a transverse spatial
state. Hence, we truncate the azimuthal and radial indices.
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FIGURE 2.4: Isophase patterns for light beams carrying OAM of ` = -2 and 2, shown from
top to bottom. The diffence between the two patterns lies in the direction of rotation.
Entangled photon pair in the LG basis
Additionally, it possible to express a joint spatial state of a pair of entangled photons
using this basis. This time, however, one must specify which variable describes which
photon. As a consequence, we need to add indices to all variables:
| (r1, 1, r2, 2)i = 1
N 
1X
`1= 1
1X
p1=0
1X
`2= 1
1X
p2=0
c`1,p1,`1,p2|LG(r1, 1)`1p1i|LG(r2, 2)`2p2i,
(2.37)
where N is a normalisation constant and the c`1,p1,`1,p2 are the complex coefficients of
the joint spatial modes. In Chapter 3, the goal is to recover these complex coefficient
in the most direct way possible. When two kets are side by side, it implies a Kronecker
product ⌦ between them.
Physical meaning can be extracted from the absolute square of a given coefficient:
|c`1,p1,`1,p2/N |2 is the probability of observing photon 1 in state |LG(r1, 1)`1p1i and pho-
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 
FIGURE 2.5: Dove prism. When an OAM-carrying beam traverses a dove prism, the helix direc-
tion is inverted.
ton 2 in state |LG(r2, 2)`2p2i simultaneously. To obtain this probability experimentally,
one would have to make a measurement using the joint projector:
| ih | = |LG(r1, 1)`1p1i|LG(r2, 2)`2p2ihLG(r1, 1)`1p1|hLG(r2, 2)`2p2|, (2.38)
the outcome of which is given by
|c`1,p1,`1,p2/N |2 = Tr(| ih || ih |). (2.39)
Here, the state at hand is pure, i.e. it is written as a state-vector. Hence, we can rewrite this
probability as h | ih | i. The latter version only requires a matrix-vector and an inner
product, while the Eq. 2.39 requires a matrix-matrix multiplication and a trace operation.
Computationally, h | ih | i is preferable to Eq. 2.39, a fact that we take advantage of
in Chapter 4.
Spatial light modulators
There multiple ways to control the OAM of a light beam in the laboratory. One simple
way is to send the beam through a dove prism, see Fig. 2.5. This inverts the sign of the
azimuthal index, but does not change its absolute value. To be able to arbitrarily modify
the phase and intensity profile of a light beam, we make use of spatial light modulators
(SLMs) [20]. See Fig. 2.6.
An SLM is a computer-controlled array of pixels made of birefringent liquid crystal.
Each pixel can be addressed via an applied voltage at its bounderies. The effect of the
pixels on an incident light beam is to locally modify the phase of the beam. Hence, one
can, not only invert the sign of the azimuthal index, but impart an arbitrary amount of
OAM to a light beam. In fact, it is also possible to impart radial momentum to a light
beam. The SLM is the ultimate tool for controlling transverse spatial modes. In order to
add ` amount of OAM to a light beam, we need to display the phase profile of a beam
carrying  ` amount of OAM on the SLM. In addition, we can turn a fundamental mode
of light (` = 0 and p = 0) into a radial momentum carrying beam by displaying the LG
mode with p > 0 on the SLM.
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FIGURE 2.6: Spatial light modulator. An SLM can impart an arbitrary amount of OAM, within
the limits of its capabilities. The reason the SLM hologram looks like the end of a fork is that, in
practice, we display the combination of the ` =  1 LG mode and a grating to separate the light
that interacted with the hologram from the light that did not. SLMs are not 100% efficient, and
part of the input energy reflects off the SLM like it would off a mirror, OAM unchanged.
The bottlenecks in producing high order radial LG modes with an SLM are that 1) the
modes can grow bigger than the active surface of the SLM, and 2) the spatial frequency
can surpass the available resolution on the SLM. Both the radial order and the azimuthal
order of LG modes have corresponding larger radial profiles (see Fig. 2.2 for a visual
representation of the larger azimuthal orders).
One way of making a projective measurement in the LG basis, is to use an SLM com-
bined with a single-mode fiber. The single-mode fiber can only accept the fundamental
mode of light in its core, that is ` = 0 and p = 0. The concept of the measurement is
explained in more details in the caption of Fig. 2.7. This setup is used in Chapter 3.
When it comes to quantum measurements, there are many choices to pick from, es-
pecially if we possess a tool as versatile as an SLM. With the combination of an SLM
and a single mode fiber, we can project a spatial state on any combination of LG modes
that we wish. The disadvantage of this apparatus is that we can only make one projective
measurement at a time. Other devices, such as mode sorters, allow the experimentalist to
make simultaneous projections by spatially sorting state components [21, 22]. The next
section will describe all the approaches that one can take to perform a measurement in
quantum mechanics.
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SLM with
Single-mode fiber
LG mode displaying| =  1
| =  1 + | =0 + | =1
| =0 + | =1 + | =2
| =0
FIGURE 2.7: Apparatus for projecting a superposition of LG modes into one of its eigen-
modes. Here, we want to measure the ` =  1 and p = 0 component of an incoming light beam.
Hence, we display an LG`= 1p=0 mode on the SLM screen. We project the resulting mode super-
position onto the entrance facet of a single mode fiber, which filters out all but the fundamental
mode. We then detect the light intensity or the number of photons with a bucket detector at that
output of the single-mode fiber. The result is thus proportional to the ` =  1 component of the
incoming beam as we originally planned.
2.4 Types of measurements
Notably, physicist Wolfgang Pauli was one of the first to address the problem of quan-
tum tomography when he asked whether the information of the position and the momen-
tum of a particle was sufficient to uniquely reconstruct its quantum state [23]. As it will
become evident in Chapters 3 and 4, the answer is in the negative. Later, Fano tackled the
problem formally by defining the concept of “quorum” as a the group of measurements
that is sufficient to uniquely determine a density matrix [24].
Perhaps the most famous measurement operators that are informationally complete are
the Pauli matrices:
 z =
"
1 0
0  1
#
, (2.40)
 y =
"
0  ı
ı 0
#
, (2.41)
 x =
"
0 1
1 0
#
, (2.42)
The Pauli matrices are Hermitian, as any observable should be. They are also full
rank, i.e. their rank is equal to their dimension of 2. The rank of a Hermitian matrix is the
number of non-zero eigenvalues that it has. For the sake of understanding what a quantum
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measurement is, it is informative to decompose the Pauli matrices into rank-1 matrices
 z =
"
1 0
0 0
#
 
"
0 0
0 1
#
, (2.43)
 y =
1
2
"
1  ı
ı 1
#
  1
2
"
1 ı
 ı 1
#
, (2.44)
 x =
1
2
"
1 1
1 1
#
  1
2
"
1  1
 1 1
#
. (2.45)
Rank-1 matrices can always be constructed with an outer product. Therefore, the
Pauli matrices can be expressed as a sum of outer products. In the computational basis
{|0i, |1i} :
 z = |0ih0|  |1ih1| (2.46)
 y = |+ ıih ı|  |+ ıih ı| (2.47)
 x = |+ih |  |+ih | (2.48)
When one makes a “Pauli measurement” of  z, what it concretely means is that we
measure the |0i component of a state and its |1i component. Then, we subtract the |1i
outcome from the |0i outcome. Only then do we have the result of a Pauli measurement.
We can either measure the two components sequentially or simultaneously. Of course, it
is more efficient to measure them simultaneously, but sometimes it’s impossible, as is the
case for the SLM and single-mode fiber combination of Section 2.3.2. From the outcomes
of Pauli measurements performed on a qubit, we can reconstruct this qubit density matrix
⇢ in the following way
⇢ =
1
2
(I + Tr( z⇢) z + Tr( y⇢) y + Tr( x⇢) x) . (2.49)
The above equation does not prove very useful in practice, because the mere presence
of noise can make the reconstructed density matrix ⇢ non positive-semidefinite. Chapter
4 provides robust ways of reconstructing the density matrix.
There exists a genereralisation of Eq. 2.49 for many-qubit systems, where the many
qubit are potentially entangled. We don’t use this generalisation in this thesis because of
the reason mentioned in the above paragraph, but we do use the generalisation of a Pauli
measurement of many-qubits systems in Chapter 4. For example, a two-qubit system can
be determined using the Kronecker product of Pauli matrices with each other and with the
24
identity. A subset of the 16 possible combinations of Kronecker products is given by
I ⌦  z =
266664
1 0 0 0
0  1 0 0
0 0 1 0
0 0 0  1
377775 (2.50)
 z ⌦  z =
266664
1 0 0 0
0  1 0 0
0 0  1 0
0 0 0 1
377775 (2.51)
 y ⌦  z =
266664
0 0  ı 0
0 0 0 ı
ı 0 0 0
0  ı 0 0
377775 (2.52)
 x ⌦  z =
266664
0 0 1 0
0 0 0  1
1 0 0 0
0  1 0 0
377775 . (2.53)
The rest of the possible Kronecker products are
I ⌦  y,  z ⌦  y,  y ⌦  y,  x ⌦  y, (2.54)
I ⌦  x,  x ⌦  x,  x ⌦  x,  x ⌦  x, (2.55)
I ⌦ I,  x ⌦ I,  x ⌦ I,  x ⌦ I. (2.56)
For an abitrary number of qubits nq in a system, the number of possible combinations
grows exponentially as 4nq . This is the curse of dimensionality. There is no way to reduce
this number without making assumptions with a classical approach. There is however
an efficient way of reconstructing large systems without making 4nq measurements and
without relying on prior knowledge: that is through quantum principle component analy-
sis [25]. This method will take over classical techniques when a quantum computer will
be fully functional and stable, but for the moment, we have to rely on classical techniques.
In Chapter 4, we make extensive use of the Pauli matrices and their Kronecker products.
2.4.1 Positive-operator valued measure or POVM
The formal definition of a POVM consists of a measurement operator set that gives the
identity when we sum the operators. For example, the Pauli operator decompositions
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from Eq. 2.57 to 2.59 can form POVMs.
I = |0ih0|+ |1ih1| (2.57)
I = |+ ıih ı|+ |+ ıih ı| (2.58)
I = |+ih |+ |+ih | (2.59)
Any basis in any dimension forms a POVM. The proof is straightfoward. A basis is
described by a unitary matrix U , which by definition obeys U †U = I , and U †U happens
to also be the sum of the basis operators. The rank-1 decomposition of Eq. 2.50 to 2.56
also form a POVM.
Structure in a set of measurement operators is usually beneficial. One type of POVM
that has much intrinsic structure and is particularly useful is one that provides the most
amount of information per operator: the SIC-POVM, which is the subject of the following
subsubsection.
Symmetric, informationnally complete, positive operator valued measure or SIC-
POVM
A SIC-POVM is a set of d2 rank-one POVM elements that are symmetric in the sense that
the angular distance between any two different projectors is a constant: the overlap be-
tween the eigenvector of a POVM element and the eigenvector of another POVM element
is 1/(d+ 1), See Fig. 2.8.
In Chapter 4, we generalise the concept of SIC-POVM to a set of N quasi-symmectric
projectors, where N < d2. These sets can be useful in the presence of prior information
about a quantum state that we wish to reconstruct, which would signify that d2 measure-
ments are overcomplete or that a lower number of measurements are necessary to uniquely
reconstruct a quantum state.
A SIC-POVM is optimal in the sense that, in the absence of prior information, a
measurement outcome gives the maximum amount of information about the state being
probed. However, implementing a SIC-POVM in the laboratory can prove challenging. A
more accessible approach is using basis measurements to probe a quantum state. Mutu-
ally unbiased bases are optimal when one is limited to implementing basis measurements
in the laboratory.
Mutually unbiased bases
Mutually unbiased bases (MUBs) are a set of bases which have maximum incompatibility
with each other: the overlap between a vector from one basis and a vector from another
basis is 1/d. While SIC-POVM are not built out of bases, MUBS are. MUBS are known
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FIGURE 2.8: Bloch spheres representation of a) Pauli measurement rank-1 decomposition
and b) SIC-POVM elements for a qubit. The computational basis {|0i, |1i} corresponds to
the North-South axes of the Bloch sphere, while the superposition bases correspond to the two
other axes. The SIC-POVM is perfectly symmetrical and forms a tetrahedron in the Bloch sphere
representation. The angle between each vector and each other vector is a constant. In the two-
dimensional case, this constant is equal to 109.4712 . Because the SIC projections are maximally
separated, they provide more information per measurement than the Pauli projectors.
to exist for dimensions equal to integer powers of prime numbers [26], but whether or not
they exist in all dimensions is still an open question. When it is possible to implement
a set of MUBs for quantum tomography, they are proved to be optimal when limited to
bases measurements [26].
For a qubit, the projectors forming the rank-1 decomposition of any of the Pauli ma-
trices (Eq. 2.57 to 2.59) also form a MUB. The two-dimensional bases are given by
basis 1 : {|0i, |1i}!
"
1 0
0 1
#
(2.60)
basis 2 : {|+ ıi, |  ıi}!
"
1/
p
2 1/
p
2
ı/
p
2  ı/p2
#
(2.61)
basis 3 : {|+i, | i}!
"
1/
p
2 1/
p
2
1/
p
2  1/p2
#
. (2.62)
We have already shown that each matrix forms a basis and is thus a unitary matrix. We
now show that the aboves matrices form MUBs by calculating the overlap between each
vector:
basis 1 and 2 :
      
"
1 0
0 1
#† "
1/
p
2 1/
p
2
ı/
p
2  ı/p2
#      
2
=
"
1/2 1/2
1/2 1/2
#
(2.63)
basis 1 and 3 :
      
"
1 0
0 1
#† "
1/
p
2 1/
p
2
1/
p
2  1/p2
#      
2
=
"
1/2 1/2
1/2 1/2
#
(2.64)
basis 2 and 3 :
      
"
1/
p
2 1/
p
2
ı/
p
2  ı/p2
#† "
1/
p
2 1/
p
2
1/
p
2  1/p2
#      
2
=
"
1/2 1/2
1/2 1/2
#
, (2.65)
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where the | · |2 operation refers to the absolute square of each matrix element. We thus
confirm that the overlap between any vector in a basis with any vector in an other MUB
is equal to 1/2 = 1/d.
In the laboratory, one could implement a MUB measurement by adding a unitary trans-
formation, which – as the name suggests – transforms a state into any other state of the
same space without loss, behind the measurement apparatus. This is easier said than done
in the case of the spatial transverse mode of light since such a unitary transform is out of
technological reach, but suggestions as to how it could be done have been given [27].
In this thesis, we do not investigate tomographic procedures with mutually unbiased
bases, but the latter can be applied with the novel methods that we detail in Chapter 4.
However, the procedure layed out in Chapter 3 is restricted to a fixed set of measurements
that does not include MUBs.
2.4.2 Local measurements VS non-local measurements
In the presence of multiple bodies in a quantum system, the experimentalist can either per-
form local or non-local measurements. Local measurements only involves operations on
individual bodies, while non-local measurements involves the interaction of many bod-
ies together. Any measurement operator that is separable into Kronecker products is a
local measurement, and if the operator is not separable, then it refers to a non-local mea-
surement. For example, the Pauli Kronecker operators of Eq. 2.50 to 2.56 refer to local
measurements. The Bell states shown in Eq. 2.21 to 2.24 can be converted into non-local
measurement operators as they are non-separable. For an in-depth discussion of non-local
measurements, see [28].
The experiments detailed in Chapter 3 only involve local measurements as it was easier
for us to implement them in our laboratory. The algorithms of Chapter 4, however, can
be readily applied to sets of non-local measurement operators, provided that these can be
experimentally implemented.
2.4.3 Condition number of a measurement set
Sometimes, experimentalists have access to a limited range of quantum transformations
and are thus restricted in the types of measurements that they can perform. Other times, it
is simply easier to implement random measurements than to implement structured mea-
surements. In any case, there are a few pitfalls that must be avoided when choosing a set
of measurements.
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One way of assessing the quality of a measurement set is using the condition number,
as in the deconvolution example of Chapter 1. To do so, we stack the group of measure-
ment operators into a single matrix. We have to unwrap each operator into a vector first,
and then lay the vectors on top of each other to form a large matrix, which we call the
“measurement matrix”. Notably, we use measurement matrices in Chapters 4 and 6. The
condition number of a measurement matrix is given by
C  =
 max
 min
(2.66)
where  max and  min are the maximum and minimum singular values, respectively. When
the measurement matrix has a unit condition number, the corresponding inverse problem
– reconstructing an unknown state – is generally easier than case of a large condition
number.
It might be tempting for an experimentalist to ignore the structured measurements that
we have seen so far, and implement a set of random measurements to acheive their goal.
However, this would be a mistake as randommeasurements operators yield high condition
numbers and therefore render the reconstruction problem either more difficult or, in some
cases, impossible. The structured measurement sets – Pauli operators, SIC-POVMs and
MUBs – all have low condition numbers, which provides a good reason to make use of
them.
2.5 Brief review of existing quantum tomographic meth-
ods
The problem of quantum tomography can be stated as mapping a set of outcomes ni to
the best possible estimate of the density matrix ⇢ given that we know what measurements
Tr(⇢b⇧) took place and that the set of measurements {b⇧1, b⇧2, . . . , b⇧N} is complete, i.e.
there is a unique solution. The search space must be limited to positive-definite unit-trace
matrices.
2.5.1 Maximum likelihood estimation
The field of quantum tomography has improved very much since Wolfgang Pauli asked
the question about the completeness of the position and momentum of a particle [23],
especially in the last two decades. The framework of maximum likelihood in the context
of quantum tomography was adopted around the year 2000 with [29]. The likelihood L of
an estimate x given some data n is given by the product of all conditional probabilities:
L =
Y
i
P (xi|ni), (2.67)
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where we have assumed that all data points ni are drawn from identical distributions. The
main idea in this framework is to find the most likely estimator x⇤ given the observations
n. This particular estimator must then maximise the likelihood (Eq. 2.67). The most
widely adopted philosophy however is to minimise the negative of the log likelihood: the
estimator x⇤ that maximises the likelihood also minimises the negative log likelihood
  logL =  
X
i
logP (xi|ni), (2.68)
since the log of a product is also a sum of logarithms.The conditional probabilities depend
on the precise setting of the experiment. The maximum likelihood framework is the start-
ing point for the theory sections of Chapters 4 and 6. In the former chapter for example,
we model shot noise, which has a Poisson distribution.
2.5.2 Gradient descent
There exists myriads of optimisation algorithms, but perhaps the most widely used is
gradient descent. It owes its popularity to its low time complexity: calculate the gradient
of a scalar function with respect to a density matrix with d2 elements only takes time
O(d2). Gradient descent is an iterative algorithm for converging to the minimum of a
scalar function f that can depend in general on many parameters.
Say for example that the scalar function in question is the above negative log likelihood
f(⇢) =  r⇢ logL(⇢) (2.69)
and that it depends on a density matrix ⇢. Then, to iteratively minimise the negative log
likelihood with gradient descent, one subtracts the gradient from the current estimate ⇢k
at iteration number k:
⇢k+1 = ⇢k  r⇢f(⇢) = ⇢k +  r⇢ logL(⇢), (2.70)
where   is a descent rate that is typically lower than one.
There are many flavours of the gradient descent algorithm, and we will explore some
of them in Chapters 4 and 6. Many of the methods below also make use of some variation
of gradient descent.
2.5.3 Full tomography algorithm
Here, we give the details of a few algorithms where no assumptions is made about the
density matrix.
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Density matrix tomography via Cholesky decomposition
Multiple techniques have also been built upon the maximum likelihood framework.
Notably, James et al. have developed a quantum tomography using this framework with
a Cholesky decomposition of the density matrix [30]. The Cholesky decomposition of a
density matrix is given by
⇢ = TT †. (2.71)
The idea main idea underlying the algorithm of James et al. is to keep the density matrix
esimate in the positive-definite space during a gradient descent procedure by making use
of the fact that any positive-definite matrix has a unique Cholesky decomposition. How-
ever, this reparametrisation of the density matrix maps the constrained linear problem of
density matrix estimation to an unconstrained non-linear problem: the outcome estimates
Tr(TT †b⇧) (2.72)
depend quadratically on the elements of the Cholesky decomposition matrix T . The prob-
lem is turned into a set of d2 quadratic equations, where d is the density matrix dimen-
sionality (the integer d2 1 is the number of unknown in the density matrix). The problem
of solving a set of quadratic equations is NP-hard in general [12], which means that there
are no known polynomial-time solutions to it for worse-case scenarios. As a sidenote, this
problem is known to be easy when the number of equations is at least four times greater
than the number of unknowns [12], but one would rather solve the density matrix recon-
struction problem with the minimum number of measurements. Shang et al. reported that
the reparametrisation of the density matrix into a Cholesky decomposition rendered the
problem ill-conditioned and made the convergence slow [31].
The diluted iterative algorithm
Rehacek et al. also developed a gradient-based iterative algorithm for quantum tomogra-
phy [32]. Some of the authors have refined their algorithm over the years [33], the last
version of which we use as a benchmark in Chapter 4. See Chapter 4 for the details of the
diluted iterative algorithm.
Quantum tomography via convex optimisation
Convex optimisation is a wide research field that treats problems that are convex, i.e.
that have no local minima. As quantum tomography can be shown to be a convex prob-
lem [34], convex optimisers such as CVX can be readily applied to quantum state re-
construction [35]. The advantage of convex optimisers is that they can readily include
convex constraints such as the positivity of matrices. We use the MATLAB implementa-
tion of CVX to benchmark our methods in Chapter 4. We give more details about convex
optimisation in Chapter 4.
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2.5.4 Pure-state tomography algorithm
Here, we give the details of a few algorithms where no assumption is made about the
density matrix. This is the subject of Chapter 3 and a small part of Chapter 4.
In quasi-pure state tomography, one typically can use a subset of the measurements that
would be sufficient to retrieve the density matrix without prior information. However, one
question arises: which subset of the possible measurement should one use? The answer
is to use a subset of measurements which are as far from each other as possible. We will
explore this avenue in Section 4.3.1.
Compressed sensing
When the density matrix is known to have very few non-zero eigenvalues, the size of a
complete set of measurements is greatly reduced [34]. By adding one line to the code
using CVX, we can turn a full tomography algorithm with no assumptions to a quasi-
pure state tomography algorithm. The line of code in question tells the CVX package
to minimise the nuclear norm of the density matrix. The nuclear norm corresponds to
the sum of the singular values. The algorithm can converge to the correct density matrix
estimate even when the number of measurements is much lower than d2, which is the
value for a complete set under no assumptions. The output of the compressed sensing
algorithm is a density matrix whose eigenvalues are mostly close to zero.
The measurements that are typically used in the compressed sensing approach are cho-
sen from a subset of informationally complete MUB measurements. The elements of the
subset are chosen randomly, but the whole subset is still well-conditioned because the
maximum overlap between a pair of MUB measurements is 1/d. In general, the goal is
to gain as much information per measurement as possible. This is achieved by choosing
measurements that are close to being orthogonal.
Phase retrieval via Wirtinger flow
The phase retrieval problem is closely related to the pure-state tomography problem. In
fact, the mathematics are exactly the same. In particular, the phase retrieval occurs in X-
ray crystallography, where one probes an unknown crystal with a coherent X-ray beam.
The experimentalist measures the intensity of the X-ray beam in the Fourier plane of
the crystal. From many such intensity patterns, the problem consists of retrieving the
underlying structure of the three-dimensional crystal.
In 2015, Candes et al. developed an algorithm for solving the phase retrieval problem
via an initialisation procedure followed by gradient descent until convergence [36]. The
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initialisation procedure finds an initial density matrix ⇢0, which is the sum of the measure-
ment operators weighted by the outcomes – this is very similar to Eq. 2.49. The initial
density matrix is allowed to go outside the space of positive-definite matrices. They then
find the eigenvector with the highest eigenvalue through the power method, i.e. repeated
matrix-vector multiplications. Then they let gradient descent do the rest. Although the
authors know that the problem is non-convex, they show that their algorithm converges to
the correct answer provided that the number of measurements is greater than five times
the dimensionality of the system. We independently developed a similar algorithm for
pure-state quantum tomography, see Section 4.3.1.
Low-rank tomography through randomised SVD
Although it is simulated, one of the most impressive achievements in the field of quan-
tum tomography is the reconstruction of a 16-qubit density matrix [37]. The number of
unknowns in a density matrix this size amounts to a staggering 232 = 4 294 967 296. One
of the key parts of the algorithm needed to achieve this is to force the rank of the density
matrix to be lower than some low integer r. As a consequence, one can write the SVD of
the density matrix (or its eigenvalue decomposition) with compressed matrices. Another
key part of the algorithm is the randomised SVD to be able to bring a density matrix es-
timate back to the positive-definite space. This algorithm resembles the ones we describe
in Chapter 4. However, ours were developed independently and for a different purpose:
full tomography.
2.6 How is the thesis organized?
At the start of every chapter, I state my specific contributions to the work being pre-
sented. These parts and the conclusions (Chapter 8) are the only ones where I use the first
person, because the rest of the text represents work that was done in a team effort. After
my contribution statements, I will lay the details of how the work presented in the chapter
fits in the big scheme of the thesis. Then, a literature review is presented followed by the
body of the work.
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Chapter 3 – Direct measurement of a state
vector
This work was initiated by myself. The goal is to provide a robust procedure for directly
measuring the quantum wavevector. Dr Genevieve Gariepy and I derived the theory and I
performed all the experiments with the help of my PhD advisor, Dr Jonathan Leach. This
work is published in Nature Communications [38].
Quantum tomography of pure states consists of a constrained inverse problem, where
the constrain lies in the space of normalised state vectors. This work does not apply
to general quantum state tomography, but our method greatly simplifies the retrieval of
quantum state vectors in that there is no post-processing of the recorded data required
other than a linear weighted sum. This allows us to record and reconstruct the largest
state-vector to date, to the best of our knowledge.
3.1 Introduction
One of the forthcoming challenges in the field of computing is harnessing the potential
processing power of quantum technologies. Being able to measure the properties of a
quantum system is at the very core of this challenge, and the quantum states to be char-
acterized are often very large. When a quantum state is simply too large to be fully
determined in a reasonable time, making assumptions about the state can render the task
possible, especially when the state is close to being pure. In this chapter, we describe a
novel, simple and fast way to characterize high-dimensional quantum states with certified
purity. We demonstrate our method experimentally by characterizing the state vector of
photon pairs spatially entangled in more than 100,000 dimensions. To fully measure a
state of that magnitude with our method, the acquisition time is a few days rather than
the centuries expected for assumption-free tomography. What saves time is the fact that
it is direct in that it requires trivial post-processing of the large amount of acquired data.
We apply the results to the computation of the Schmidt basis of the experimental system
that we used and to the computation of whether the state at hand violates Bell inequali-
ties or not [39–41]. The concepts of Schmidt decomposition and Bell inequalities will be
explained in due time.
Propelled by the promise of great computational speedup, much progress has been
made in the past few years towards producing and characterizing very large entangled
quantum states [42–45]. While the high dimensionality of the state space is a necessary
feature of practical quantum computers, this property comes at a price: large quantum
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states quickly become intractable. The number of parameters that define a state scales
exponentially with the components of a many-body system. In order to push the limit of
the characterizable state spaces, one can make assumptions about the measured state.
Often, the outcome of standard quantum state tomography, i.e., the density matrix,
gives redundant information. In particular, this is the case when the state is permutation-
ally invariant [46], a matrix product state [47], or when it is almost pure [48–51]. The
assumption that a state is quasi pure is already employed in a variety of methods: matrix-
product tomography [47], weak-value assisted tomography [50, 52], and tomography via
compressive sensing [34, 53]. The improvement provided by the pure-state assumption
significantly enlarges the size of the state space that can be accessed through tomography.
This is the assumption we use here: we assume that the measured quantum state is pure,
which means that its density matrix should have at most one large eigenvalue. We then
show that our method is valid even if the purity is not equal to unity. In fact, the purity
can be as low as 0.8 and the method will still yield an average fidelity with the true state
of 0.99. In other words, if there are a few non-zero eigenvalues in the density matrix, the
latter can be accurately represented by a state-vector without great loss of fidelity.
In a general problem of pure state determination, the challenge is to measure those com-
plex amplitudes representing the state out of real-valued measurements output. The core
of our technique is to build an ensemble of what we call “column operators” that, when
applied to the state, each give directly one of the complex amplitudes to be measured.
However, these column operators are not observable, i.e. we cannot retrieve their output
with a single measurement. We therefore decompose each column operator by a weighted
addition of strong projective measurements. We then apply those measurements on the
state and add the results according to the decomposition. Normalising the measurements
then allows us to retrieve the exact complex amplitudes – in the absence of noise – that
describe the state.
3.2 Theoretical development
To mathematically describe our direct measurement scheme, let us start with the simpler
case of a single quantum system in a d-dimensional Hilbert space. We express a discrete
state-vector as
| i =
d 1X
j=0
cj|ji, (3.1)
where cj = hj| i are the unknown complex coefficients we seek to measure in the basis
of eigenstates |ji. In order to probe these coefficients, we introduce the column operatorsbCj = |⌫ihj|, where |⌫i is an arbitrary reference vector. A column operator is associated
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with a random variable whose expectation value
h bCji = h |⌫icj (3.2)
is proportional to a complex state-vector expansion coefficient. The key step is to measure
the expectation values of the column operators bCj , although they are not observables in
general. The reference vector is completely arbitrary, and for simplicity, we set |⌫i = |0i.
We now need to decompose the column operator into a set of observables. The column
operators are not Hermitian in general. The idea of constructing non-Hermitian matrices
from observables is not a new one [54]. There are many solutions to the construction of
a given column operator. This decomposition is a crucial part of the method. Finding the
minimal decomposition of a column operator is a non-trivial task, and to solve it, we use
the differential evolution alogirithm.
Differential evolution
In order to find the efficient decomposition of the many-body column operator from Eq.
3.5 in terms of projective measurements, we ran a differential evolution algorithm (see
Algorithm 1) [55]. We set each vector element of the projectors and each complex
weight as free parameters. We find the analytical solution by adjusting the parameters
to the nearest rational numbers. The algorithm does not converge when we set the num-
ber of projectors to lower than five. This leads us to believe that five is the minimum
number of local projectors for the exact construction of the two-body column-operatorbC`2,k2`1,k1 = |0, 0ih`1, k1|⌦ |0, 0ih`2, k2|, where `1, k1, `2, and k2 are not equal to zero.
The construction we find is:
bCj = |0ihj| = 2
3
2X
k=0
ei2⇡k/3|sjkihsjk|, (3.3)
where |sjki = (|0i + ei4⇡k/3|ji)/
p
2 and i represents the imaginary unit. For the case of
j = 0, the column operator is simply the projector |0ih0|. By measuring the expectation
values of all the column operators, we retrieve the first row of the density matrix.
As mentioned above, the expectation value of the j th column operator is proportional
to the corresponding complex coefficient. We can thus express the measured state vector
as
| Mi =
d 1X
j=0
h bCji|ji = h |⌫i d 1X
j=0
cj|ji, (3.4)
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Algorithm 1 Differential evolution algorithm for finding the operator decomposition ofbC11 in a two-qubit system
1: Initialise hyperparameters: F = 1, CR = 0.5, population number   = 50
2: Dimensionality of the problem: D = 2 · 5 · 2 · 5 = 100
3: Initialise 10⇥ 50 = 500 random state vectors  ( )↵1 and  ( )↵2
4: Initialise target column operator: bC11 = |1ih1|⌦ |1ih1|
5: Compute estimated column operators: bC( )11 = 45P4↵=0 | ( )↵1 ih ( )↵1 |⌦ | ( )↵2 ih ( )↵2 |
6: Arrange variables in a vector: x( ) = [Re(| ( )↵1 i), Im(| ( )↵1 i),Re(| ( )↵2 i), Im(| ( )↵2 i)]
7: Note: state vector normalisation is not enforced from this point on: the normalisation constant
will directly give the corresponding column operator weight
8: while min 
    bC( )11   bC11   
2
> 10 5 do
9: for every member of the population x( ) do
10: Pick three other distinct members at random x(a), x(b) and x(c)
11: Pick a random index R out of the D = 100 variables
12: for every variable x( )i do
13: Draw a number ri from a uniform distribution U(0, 1)
14: if ri < CR or i = R then
15: Compute a potential new position yi = x
(a)
i + F (x
(b)
i   x(c)i )
16: else do not move current variable: yi = x( )i
17: if
    bC( )11 (y)  bC11   
2
<
    bC( )11 (x( ))  bC11   
2
then
18: Replace population member with candidate x( ) = y
19: Return argminx( )
    bC( )11   bC11   
2
with |⌫i = |0i. By normalizing the measured state, we retrieve the initial state | i.
As long as the overlap between the reference vector and the initial state is non-zero,
normalization is possible. Thus, before performing the above procedure, we ensure that
the measurement of the expectation value of the reference projector |⌫ih⌫| gives rise to a
significant number of clicks on the detection apparatus, which ensures a non-zero overlap
with the state. If this is not the case, we chose another reference vector; the higher the
expectation value of the projector |⌫ih⌫| is, the more signal we get throughout the whole
procedure.
All but one of the column matrices must be composed with at least three projectors
each, as in Eq. 3.3; the remaining matrix, bC0, can be composed by a single projec-
tor. The minimum number of projections required to construct all column operators is
therefore 3d   2, a number that is consistent with existing work concerning minimal
informationally-complete sets of projectors for uniquely determining single-system pure
states [48, 49].
In cases where a quantum state is known to include two potentially coupled systems,
each of which exists in a d-dimensional subspace, the construction of a column operator
(found using the differential evolution algorithm detailed below) can be made with 5 joint
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projectors:
bCpq = |0ihp|⌦ |0ihq| = 4
5
4X
k=0
ei2⇡k/5|spkihspk|⌦ |sqkihsqk| (3.5)
where
p
2|stki = |0i + ei4⇡k/5|ti and p, q, t 2 [1, 2, ..., d   1]. The column operators of
this type account for more than 99% of the measurements shown in Fig.s 3.2 and 3.3.
The column operators corresponding to the special cases |0ihp| ⌦ |0ih0| and |0ih0| ⌦
|0ihq| can be constructed with 3 joint projectors using the projector |0ih0| on one system
and the column operator from Eq. 3.3 on the other system. In this case, our method
requires about 5d2 joint projective measurements which, in addition to the directness of
the method, represents an improvement of a factor of d2/5 in the number of projections
required for full tomography. The greater the dimensionality of the system, the greater
the improvement. Hence, we have the ability to measure the complex coefficients of the
largest entangled state ever characterized.
3.3 Experimental results
As an experimental demonstration, we apply our method to the measurement of a two-
photon state produced through spontaneous parametric downconversion (SPDC) in a non-
linear crystal. This process has been the subject of extensive study and is routinely used
in laboratories [40, 45, 56–62]. Our experimental setup is illustrated in Fig. 3.1. The
spatially entangled photon pairs are generated through SPDC with a 405-nm laser diode
pumping a 1-mm-long periodically-poled KTP crystal with 50 mW of power. The gen-
erated photon pairs are entangled in their spatial degree of freedom, and their transverse
profile is commonly expressed in the discrete Laguerre-Gaussian (LG) basis, described
by a radial index p and an azimuthal index ` [19, 56]. Although the LG basis is infinite,
tomographic measurements have previously been limited to a subset of the order of ten
LG modes, leading to a total dimensionality of a few hundreds at most [57, 62]. As a
preliminary result, we consider 1023 LG modes on each photon, and consequently obtain
a more accurate description of the generated state. We choose a decomposition where the
azimuthal index ` ranges from -15 to 15 and the radial index p ranges from 0 to 33:
| iLG =
15X
`1= 15
33X
p1=0
 15X
`2=15
33X
p2=0
c`1,`2p1,p2 |LG`1,`2p1,p2i, (3.6)
yielding a total number of 1,046,529 complex amplitudes.
To perform projection measurements on each photon of the pair, we separate the two
photons with a 90  prism and image the plane of the crystal to a Holoeye spatial light
modulator (SLM) with a magnification of 10. On the SLM, we display two holograms
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FIGURE 3.1: Experimental setup used for the direct measurement of the high-dimensional
spatial mode of the entangled SPDC state.
corresponding to the desired projectors simultaneously, one on each side of the SLM
for each photon of a pair, to control their amplitude and phase profiles independently.
We make use of intensity masking when we display superposition modes [20]. We then
image the plane of the SLM with a magnification of 0.0004 to two single mode fibres in
order to project the joint mode in the fundamental one. All measurements are performed
in coincidence with two single photon avalanche detectors, with a timing window of 25 ns
and an integration time between 1 and 3 seconds. The count rate of the fundamental mode
is 850 coincidences per second, and the threshold for measuring a complex coefficient is
set to around 20 coincidences per second.
We show in Fig. 3.2 the results of the preliminary measurement. Coincidence counts
were measured for one month and we retrieve both the amplitude and phase of the com-
plex coefficients. We computed only the complex coefficients close to the diagonal, as
the others are expected to be near zero. This measurement allowed us to identify that the
dimensionality used for the measurement did not encompass the complete state: as evi-
denced in Fig. 3.2c, the measured amplitudes do not reach a value close to zero as we get
to the end of the radial index p range. To correct for this, we changed the magnification
between the crystal and the fibre to ensure that we capture the complete state. For the next
experiment, we thus choose an azimuthal index ` ranging from -15 to 15 and the radial
index p ranging from 0 to 10:
| iLG =
15X
`1= 15
10X
p1=0
 15X
`2=15
10X
p2=0
c`1,`2p1,p2 |LG`1,`2p1,p2i. (3.7)
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FIGURE 3.2: Measured complex coefficients of the SPDC spatial field in the LG basis. This
measurement took one month of continuous coincidence detection, but the complex coefficients
were constructed online, that is as the experiment was running.
Our final result is shown in Fig. 3.3. From this measurement, we retrieve all the com-
plex amplitudes of the measured state. We find that the probabilities of finding the state
in a given eigenstate of the LG basis given by our reconstruction are consistent with the
directly measured probabilities using simple eigenprojectors (see Fig. 3.4). In the follow-
ing subsections, we discuss the validity of the obtained result and detail some interesting
computations that are made available from the knowledge of all complex amplitudes.
3.3.1 Comparison with assumption-free tomography
We now need to ascertain the validity of the quantum state measured through column
operators. To do so, we compare a small subset of the resulting state-vector to the corre-
sponding density matrix measured with another method.
To perform the density matrix recovery, we tried two existing methods: 1) the Cholesky
decomposition method [30] and 2) the diluted maximum-likelihood algorithm [33]. We
aimed to recover a 5⇥ 5-dimensional density matrix, but we were unsuccessful with both
of the above techniques. The first optimisation method kept falling in local minima, and
we never managed to make the second converge. We were thus forced to construct a new
algorithm for the sole purpose of benchmarking the fidelity of the state-vector with the
density matrix. We briefly present this algorithm in the following few paragraphs, and we
fully detail its implementation and explore its capabilities in Chapter 4.
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FIGURE 3.3: Measurement of the probability amplitude of the SPDC transverse spatial mode
in the LG basis. Between two integer values of `1 (or two integer values of `2), the radial index
p1 (p2) ranges from 0 to 10. The amplitudes are constructed using Eq. 3.5, the elements of which
are coincidence frequencies. The total time for measuring the SPDC state in the LG basis is
approximately two weeks.
The full tomography problem that we wish to solve consists of minimising the objective
function
f(⇢) =
     A(⇢)  bpA(⇢)
     
2
2
(3.8)
with the constraint that the density matrix ⇢ must be positive semi-definite, that is its
eigenvalues must either be positive or null. Concretely, b is the vector of experimentally
obtained counts, and A(⇢) is the vector of estimated probabilities: element k of A(⇢)
corresponds to an estimated outcome Tr(b⇧k⇢) for a given estimate of ⇢ and measurement
operator b⇧k. The division is performed element-wise, and maximum likelihood analysis
is used to derive the term inside the 2-norm [30]. To approximate the Poisson noise asso-
ciated with our experiment, we use in the maximum likelihood analysis a Gaussian noise
profile with a standard deviation equal to the square-root of the counts. This approxima-
tion proves accurate in the case of high counts.
To minimise Eq. 3.8, we use a similar full tomography algorithm to the ones presented
in Chapter 4. This algorithm borrows concepts from both the optimisation field and the
machine learning field. We express the density matrix as a vector x of length d2. We
express theN measurement operators in a similar way, writing them as vectors and stack-
ing them in a (N ⇥ d2)-dimensional matrix A. These measurement operators are random
projectors that lie in a two-dimensional subspace of the Hilbert space, because these op-
erators are easy to implement with an SLM. To find a solution, the algorithm relies on the
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FIGURE 3.4: Normalised probability of occurence of some of the joint modes . These 3d plots
should be identical in theory: a) the first is calculated from the probability amplitudes retrieved
using our method and b) the second is measured by setting the SLM holograms directly as the
joint modes and recording the counts. The probabilities as measured in the two different ways are
close enough to conclude that it is a positive sanity check.
gradient of the objective function, given by:
rf(x) = 2A†
✓
Ax  b
Ax
◆✓
2  Ax  b
Ax
◆ 
. (3.9)
In this formulation, vector-vector operations are performed element-wise and matrix-
vector operations are performed normally. We then find the density matrix that minimises
Eq. 3.8 iteratively using the following algorithm:
xk  P(xk 1    rf(xk 1)), (3.10)
where   is a learning rate and has a value between 0 and 1. The operator P(·) represents a
projection of the density matrix estimate onto the subset of positive semi-definite matrices.
This projection is performed by replacing all negative eigenvalues by zero. To reduce the
number of iterations required to find the solution to the constrained problem, we use as a
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FIGURE 3.5: Simulation of the full tomography procedure. This simulation is a sanity check to
prove that the benchmark algorithm is correct. We perform 5000 Monte Carlo simulations on and
(5 ⇥ 5)-dimensional density matrices of varying purity. We use Poisson noise in the simulation
and find an average error on the count rate of 2%. We use a projected gradient descent algorithm
similar to the ones described in Chapter 4 to recover the density matrix. The fidelity between
the true and recovered state, shown in blue, is (0.986 ± 0.007) on average. The uncertainty is
computed as the standard deviation over all 5000 simulation runs. We use the following parameter
in the simulations: N = 1000,   = 0.3 and 10000 iterations.
start point for the algorithm the solution x we find for the unconstrained problem, where
x does not represent a physically realisable density matrix,
x0 = (A
†A+ I/10) 1A† b. (3.11)
Note that x is not a physically realisable density matrix as it is the solution to the un-
constrained problem. The identity term in Eq. 3.11 is used as a regularisation term to
minimise the influence of the noise on the inverse problem solution x.
Unlike our direct reconstruction method, this algorithm makes no assumption on the
purity of the state at hand. Without going into an exhaustive theoretical analysis, we
can provide evidence of the algorithm’s validity by performing Monte Carlo simulations.
We here perform simulations on 5000 quantum states of random purity, and show the
results in Fig. 3.5. The eigenvalues of the random density matrices are fixed and set to
be exponentially decreasing. We set an average number of counts of 2000, with a noise
level (
P
i
p
bi/bi)/N of 2%. Our results show that the fidelity Tr[
pp
⇢⇢act
p
⇢] between
the true density matrix ⇢true and the recovered density matrix ⇢ is 0.98 on average.
Having verified the validity of the algorithm on simulations, we now apply this pro-
jected gradient algorithm to the experimental data. We find that the state recovered
using this full tomography algorithm has a fidelity with the directly measured state of
(0.985 ± 0.004), as shown in Fig. 3.6. In this case, the average purity of the state is
found to be (0.96 ± 0.02). There is thus a high consistency between the results obtained
using our direct measurement approach and using the full tomography method. We also
note that the directly measured state has a fidelity of (0.992 ± 0.002) with the primary
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FIGURE 3.6: Comparison of direct approach and full tomography. We perform the data pro-
cessing using the direct approach once on a (5⇥5)-dimension subset in the LG basis. We perform
the full tomography procedure eight times on the same subsetl but with different random measure-
ment operators. The purity of the recovered density matrices using the full tomography is shown in
red. The average fidelity between the states obtained with the direct and full tomography methods
(data points in green) is (0.986± 0.007).
eigenvector of the density matrix recovered with full tomography.
Generating random state vectors
In this and the next chapter, we need to test state vector recovery algorithms on virtual
quantum states. As such, we need to uniformly sample state vectors from the Hilbert
space, in the Haar sense. This is done by producing randomly generated unitary matrices
whose eigenvalue phase angles are uniformly distributed [63]. More explicitly, such a
unitary matrix would have the following property: if  U,i, where i ranges from 0 to d  1,
are the eigenvalues of the unitary matrix Uuniform, the phase angle of an eigenvalue is
defined by ✓i = arctan[Im( U,i)/Re( U,i)]. These phase angles ✓i must be uniformly
distributed between  ⇡ and ⇡.
We can generate a unitary matrix with this property using a simple algorithm [63].
Firstly, we generate a random matrix Msource whose elements have amplitudes and phase
angles that are sampled from a uniform distribution between 0 and 1 and between 0 and
2⇡, respectively. Secondly, we perform an orthogonal-triangular decomposition on this
matrix: Msource = QR, where Q is a unitary matrix and R is an upper-triangular matrix.
Thirdly, we extract the sign of the diagonal elements of the upper-triangular matrix R and
form a new diagonal matrix D with these signs. Finally, the uniformly sampled unitary
matrix is given by
U = QD. (3.12)
By definition, the columns of U form a basis, i.e. a set of d orthogonal states UU † = I .
As a consequence of the above algorithm, this basis is randomly sampled in the Hilbert
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FIGURE 3.7: Schmidt decomposition of the measured state. a) Subset of Fig. 3.3 where the
azimuthal indices range from -1 to 1, and the radial indices range from 0 to 10. The amplitudes are
not normalised. From a), we compute b) its Schmidt decomposition with Eq. 3.13. The diagonal
elements of b) are what would be called “singular values” of a) in linear algebra.
space such that it can be used in a simulation of state vector recovery without inducing
any kind of bias in the results.
3.3.2 Application to the computation of the Schmidt decomposition
Our experiments are performed using the LG basis to express the entangled two-photon
state. If we were to use this state basis for communication, errors would occur anytime
photon 1 and photon 2 are detected in modes |`1, k1i and |`2, k2i, respectively, with `1 6=
 `2 or k1 6= k2 [58]. In other words, all off-diagonal elements of the amplitude matrix
shown in Fig. 3.3 would register as errors, with the probability of getting an error in the
communication being equal to the sum of the off-diagonal probabilities. It is theoretically
possible to remove any error by finding a basis {|S1, S2i} that yields perfect correlations
[64], using the Schmidt decomposition. In the Schmidt basis, the state becomes:
| Si =
X
i
p
 i|S1,i, S2,ii, (3.13)
where  i are the probabilities associated with the Schmidt modes |S1,i, S2,ii. The Schmidt
basis is completely equivalent to the unitary matrices found through a singular value de-
composition (SVD). In other words, if we call M the amplitude matrix from Fig. 3.7 a),
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FIGURE 3.8: Probability of occurrence of the Schmidt modes The Schmidt modes and their
associated probabilities are calculated from the entire directly measured SPDC state vector. The
Schmidt number is given by 1/
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i and, in this case, equals to 142 [65].
then this matrix can be decomposed as
M = USV †, (3.14)
where S is a diagonal matrix of real singular values (the Schmidt matrix), U is the basis
in which we detect photon 1 and V is the basis in which we detect photon 2. Since S
is diagonal, photon 1 and 2 are perfectly correlated in this joint basis. The extent of the
diagonal is a good metric of how much entanglement is present.
We perform a singular value decomposition on the directly measured state to find nu-
merically the Schmidt modes. Fig. 3.8 shows the probability of occurrence  i of the
Schmidt modes, and the first ten Schmidt modes of the (33 ⇥ 33) subset from Fig. 3.7b
are shown in Fig. 3.9.
3.3.3 Application to Bell inequalities in high dimensions
As an example of a quantum mechanical calculation that can be performed by know-
ing the state-vector, we verify that the state measured in the LG basis violates the Bell
inequalities. A state that violates a Bell inequality is fundamentally interesting because
it indicates strong entanglement and non-locality of quantum mechanics [39, 66]. From
a more practical point of view, violation of the Bell inequalities with entangled parti-
cles certifies that a third party is not eavesdropping, hence guaranteeing the security of
a quantum channel in a quantum cryptography protocol [67]. Bell inequality tests have
been applied to up to (14⇥ 14)-dimensional systems [40].
Here, we apply the d-dimensional Bell operators to d-dimensional subsets of the mea-
sured state in the LG basis; see blue and red points in Fig. 3.10. We then make the
Schmidt decomposition of the measured state to ensure that the state is expressed in a
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FIGURE 3.9: Amplitude and phase profiles of the first ten Schmidt modes. We first process the
experimental data to reduce the statistical noise contribution, inherent to the measurements: we set
the value of coefficients with amplitude below 0.04 to zero. The Schmidt modes forms a basis in
which we would theoretically find the photons in the joint photon states as being highly correlated.
Parameters such as the size of the pump beam on the crystal, the alignment of the setup, optical
abberations and the detection geometry all affect the specific form of the Schmidt modes.
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basis that has the property of being maximally correlated (see subsection 3.3.2) [64]. We
apply the Bell operators on the measured state expressed in this new basis and find that
the resulting Bell values approaches the maximum possible violation called the Tsirelson
bound [41]. We simulate the Bell test with the measured SPDC state in a few hours, the
result of which is shown in Fig. 3.10. Because we have certified that the state that we
measured is quasi-pure, the results of the Bell inequality test strongly suggest that the
generated state is violating Bell inequalities for dimensions up to (100⇥ 100).
FIGURE 3.10: Theoretical Bell analysis applied on the measured state. We simulate a Bell
test on d-dimensional subsets of the measured state. When the numerical result S of a Bell test
is above 2, the state proves secure for high-dimensional quantum key distribution. Tsirelson’s
bound is the theoretical maximum outcome of a Bell test, computed from a generalisation of the
Bell inequalities in any dimension [41]. The bound was calculated for dimensions up to d = 100
(green points), and the boundary of the green and white regions corresponds to an estimate of the
bound in higher dimensions.
3.3.4 Purity of the spatial part of the SPDC state
Our method was developed under the assumption of working with a pure state, so that
the photon pair we measure needs to be pure for the method to yield accurate results.
However, the photon frequencies ⌦1 and ⌦2 are also found to be correlated in a SPDC
two-photon field. For the transverse spatial part of the state to be pure, it needs to be
uncorrelated to the frequency or energy part of the state. Thus, the spatial part of the state
will be pure only if it can be written in separable form:
| 0i =
Z
dk1d⌦1dk2d⌦2 
0(k1,⌦1,k2,⌦2)|k1,⌦1,k2,⌦2i
=
Z
dk1d⌦1dk2d⌦2H(k1,k2)G(⌦1,⌦2)|k1,⌦1,k2,⌦2i, (3.15)
48
where ki is the transverse wave vector of photon i.
To obtain a state that is separable in the spatial and frequency parts, one can project
the frequency of each photon into very narrow bandwidth sates. However, this has the
undesired effect of lowering the count rates. A more efficient way to obtain a separable
state is to work in the collinear regime [68]. To do so, a 50/50 beam-splitter is used to
separate the photons and the collection modes are centered in the SPDC field. In this
case, there is still a loss of 50% arising from the use of a beam-splitter. This loss can be
circumvented by using a prism rather than a beam-splitter to separate the photons, and
by making sure the collection modes are as close to the center as possible. We use the
formalism of References [68,69] to calculate the purity of the entangled two-photon state
vector. One parameter that affects the purity of the state is the average angle   at which
the photons leave the crystal, with respect to the pump’s optical axis. Fig. 3.11 shows
the dependancy between the purity and the deviation angle  . Based on this result and
our experimental parameters, we estimated that we experimentally generate a state with
a purity greater than 0.99. Although we did not confirm this result in a dedicated experi-
ment, it would be possible to do so using a method that relies on non-local measurements
to directly measure the purity of a two-photon state [70].
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FIGURE 3.11: Purity of the spatial part of the two-photon state. We use the following exper-
imental parameters: pump beam width at the plane of the crystal = 0.13 ± 0.01 mm; collection
angles for both collection modes =   = 1.0 ± 0.5 degree; pump spectrum bandwidth at 1/e =
0.25 nm; spectral filters bandwidths at 1/e = 4 nm; collection modes widths at 1/e = 200 µm.
For simplicity, we assume the spectrum of the pump and filters and the collection modes are
Gaussian-distributed. Our experimental conditions are highlighted by the red-coloured region,
where the purity is most likely between 0.99 and 1. This calculation is in line with the formalism
of Reference [68].
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3.3.5 Non-unit purity
In the case where our experimental setup does not provide a pure state, our direct mea-
surement procedure can still yield valuable information for a large range of parameters.
To study this regime, we perform Monte Carlo simulations on various types of density
matrices. For a specific simulation run, we find the vector |ji out of the computational
basis {|1i, |2i, ..., |d  1i} that yields the highest number of counts, when simulating the
measurement in this basis. We use this vector as the reference vector |⌫i. By discarding
the shot noise contribution, we can directly take the normalised j th column of the density
matrix to obtain the direct measurement outcomes. We then compute the primary eigen-
vector of the density matrix, in order to calculate its fidelity with the simulated outcomes.
To do so, we write the density matrix as
⇢ =  0|q0ihq0|+
r 1X
k=1
1   0
r   1 |qkihqk| (3.16)
where  0 is the primary eigenvalue, |q0i the primary eigenvector, and r > 1 the rank of
the density matrix. The purity of the density matrix is
Tr[⇢2] =  20 + (1   0)2/(r   1). (3.17)
We use random density matrices of varying purities and ranks in our simulations, with
the obtained results shown in Fig. 3.12. We find the lowest fidelity between the primary
eigenvector and the recovered state when the density matrix is of rank r = 2, representing
a system composed of a mixture of two pure states. If there are a higher number of
eigenvectors, with the eigenvalues evenly distributed amongst them, the results of the
direct measurement approach more reliably correspond to the primary eigenvector. In
particular, the difference between the primary and secondary (second highest) eigenvalue,
or spectral gap, is the parameter that most influences the quality of the recovered state.
When this gap is high enough, we recover the primary eigenvector with high fidelity. In
particular, we obtain a fidelity higher than 0.99, in the absence of noise, for states of purity
higher than 0.81. Given the form in which we express the density matrix in Eq. 3.16, the
spectral gap increases as the rank increases, which explains our findings that the fidelity
increases with rank.
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FIGURE 3.12: Primary eigenvector fidelity with the direct measurement approach recovered
state. We simulate random density matrices of varying purity and apply our direct measurement
procedure to recover the state. For each value of purity, we perform the simulation 100 times to
compute the average fidelity between the directly recovered state and the primary eigenvector of
the true density matrix. The hard colour lines are drawn at one standard deviation from the mean,
so that the fidelity is most likely contained within the shaded areas. We show the results for ranks
r = {2 (blue), 3 (green), 5 (red), 10 (cyan), 20 (purple)} of the density matrix. We perform these
simulations on a system of dimension d = 40, but find that the result shows negligible variations
for other valid dimensions (d   r).
3.4 Discussion
The column operator formalism resembles that of weak-value assisted tomography de-
scribed in reference [50]. Lundeen et al. show that, if properly chosen, weak values can be
proportional to the expansion coefficients of the state-vector, such that weak values can be
used to operationally define the state-vector. Weak-value tomography aims at retrieving a
state that can be expressed in the same way as used in our method (Eq. 3.1):
 =
dX
j=1
cj|ji. (3.18)
Rather than expressing the state using a combination of column-vector expectation
values that can be constructed from strong measurements (Eq. 3.4), the weak-value
method is based on the measurements of week values of projectors, defined as
hAˆjiweak = hf |jihj| ihf | i (3.19)
To perform such a measurement, the state  is first slightly perturbed in the basis
of states |ji, then projected onto a state |fi of a conjugate basis. This procedure leads
to a coupling of the basis |ji onto an independant degree of freedom, over which the
measurements must be performed. Once the weak values associated with each projector
|ji have been constructed from a set of measurements (similarly to the way column-
operator expectation values are constructed from strong projections), the state is then
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retrieved as
 = ⌫ 1
dX
j=1
hAˆjiweak|ji, (3.20)
where ⌫ is a normalisation constant. Compared to our direct measurement method, the
experimental procedure required to retrieve weak values is somewhat involved [52, 71]
and always yields an approximation to the weak values, even in the limit of infinite signal
[72].
Our work is the result of an effort to simplify this experimental procedure and find an
exact solution, such that it could easily be generalized and applied to characterize quantum
states composed of more than one system and to reliably monitor quantum dynamics.
We lay the foundations of a method that i) exactly yields the coefficients of the state-
vector and ii) only requires strong projective measurements, the most basic and widely
used type of measurement in quantum mechanics. We can thus operationally define the
quantum state coefficient as the expectation value of the corresponding column operator,
a definition that holds for many-body systems.
One critique of the column operator approach as described above is that is not per-
formed with generalised measurements, i.e. positive-operator valued measure (POVM).
However, it would be possible to combine the direct measurement approach with the ef-
ficient measurement procedures associated with the use of POVMs. A simple procedure,
described in Reference [48], allows one to transform any informationally complete set
of N projection operators {P1, P2, ..., PN} into a POVM. The projectors transformed as
follows form a POVM:
G 1/2PkG 1/2 (3.21)
with G =
X
k
Pk (3.22)
The informationally complete set of projectors used in our experiment can be turned
into a POVM, from which we can reconstruct the probability amplitudes associated with
a POVM-based measurement, thus confirming that we can apply the direct measurement
procedure using a POVM. As the technology to perform such a measurement in the spa-
tial degree of freedom is not yet available, we did not implement this approach in our
experiments.
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3.5 Conclusion
As the dimensionality of quantum systems increases with research and technology, it is
important that the measurement techniques are up to speed with the demanding quantum
protocols. Not only does pure-state tomography allow access to large scale quantum sys-
tems, but it requires trivial data processing, especially compared to maximum likelihood
estimation [29]. For these reasons, pure-state tomography will prove to be a useful asset
in the quest for understanding and manipulating very-large-scale quantum systems.
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Chapter 4 – Tomography through gradi-
ent descent
This work is a continuation of Chapter 3 in that, after completing the direct measure-
ment work, I could not find a proper algorithm for benchmarking the direct measurement
method. I had to develop my own algorithm for reconstructing general quantum states of
large dimensions. The existing algorithms were too slow, so I combined ideas from the
machine learning field (gradient descent with momentum) and the optimization field (pro-
jected gradient descent) to be able to benchmark the outcome of the direct measurement
procedure with a general quantum state. Later, George Knee, Erik Gauger and Jonathan
Leach all helped me in refining and characterising the projected gradient descent algo-
rithms. During the characterisation process, we became aware of similar work published
as we were working on this problem [73]. Our manuscript is accepted by Quantum Infor-
mation (Nature Publishing Group).
The inverse problem addressed in this chapter is similar to that of Chapter 3, except that
we now allow the quantum state to be a mixture of many pure states. Instead of having a
search space that is the space of all state-vectors, we now have search space encompassing
all the density matrices, which have unit trace and positive (or null) eigenvalues.
4.1 Introduction
As we discussed in the above chapters, the problem of quantum tomography is the
inverse problem of reconstructing an unknown quantum state from the outcomes of a
well-defined set of measurement on a large number of identically prepared states. Situ-
ations where quantum tomography may be required in experimental procedures include
the need to demonstrate or verify the existence of complex quantum states, such as highly
entangled states, states that violate a Bell inequality or even the initial state required in
a gate-based quantum computer. These type of states are of great use in the fields of
quantum-based communication, metrology and computation. Since complex states are
of increasing interest for the experimentalists, the experimental methods to generate and
measure larger and more complex states have greatly progressed in recent years. In par-
ticular, quantum control of a high number of qubits has been demonstrated by various
groups [74–76].
As the dimensionality of the quantum states exploited in experiments increases, it be-
comes harder to retrieve a quantum state from a set of measurement outcomes in a timely
manner. The challenge of reconstruction arises from the unfavourable scaling of the prob-
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lem with large states: in the case of qubits, the number of real parameters required to de-
scribe the joint state of n qubits scales as 22n. Even for single states with a single degree of
freedom, one can face the challenging task of reconstructing a state of large dimensional-
ity: single photons characterised by their orbital angular momentum, for example, can be
represented with a very large dimensionality, and we have shown in Chapter 3 that it can
be characterised as a 100,000 dimensional state vector [38,43,71]. For the reconstruction
methods to keep up with the increase in dimensionality in experimental techniques, one
has to devise sophisticated data processing techniques.
In this chapter, we focus our efforts on the theoretical development of new reconstruc-
tion algorithms and numerical simulations to put them to the test. Our numerical sim-
ulations are performed assuming an informationally complete set of measurement. As
discussed in Chapter 1, given an informationally complete set, the true quantum state ⇢true
can be retrieved exactly if blessed with ideal conditions where no noise, including sta-
tistical noise, is present. However, our numerical simulations are carefully designed to
represent the experimental conditions of quantum tomography measurements. In particu-
lar, as the dimensionality of the state grows, the number of detector counts for each state
parameter decreases for a given number of total counts. In optical systems, low detection
efficiencies of experimental setups also increases the noise of the measured data set. Our
algorithms therefore address the problem of recovering the most likely estimate of the
unknown state given a noisy data set.
Most methods used for quantum state reconstruction are also based on numerical tech-
niques. Here, methods we use as benchmarks are the diluted iterative algorithm (DIA)
[32, 33] and convex programming [35]. These two algorithms have been demonstrated to
converge to the maximum likelihood state ⇢ML. They however present some limitations:
in the case of the DIA, the algorithm has been observed to converge slowly in high di-
mensions [73, 77]. In the case of convex programming, existing solvers such as SDPT3
and SeDuMi are computationally expensive as they scale poorly with non-sparse matrix
dimensionality [78, 79].
As an alternative to these iterative methods, a non-iterative quantum tomographymethod
that can be used under a specific set of conditions was devised by Smolin et al. [80]. If
using traceless measurement operators in a context where the noise is Gaussian, linear
inversion can be used to find the unconstrained maximum likelihood state, from which
the maximum likelihood state ⇢ML is retrieved in a single projection step. This algorithm
was also implemented using a GPU to recover a simulated density matrix representing a
14-qubit system [81]. However, this technique is limited to the conditions stated above,
which motivates our search for efficient techniques that are applicable to more general
tomography problems.
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In this work, we develop and study methods based on projected gradient descent (PGD)
as efficient techniques to solve quantum tomography problems. PGD is a technique
widely known and used in optimisation theory, but was only recently applied to the context
of recovering density matrices [37, 73]. The recent work of Goncalves et al. showed that
using projected gradient descent with backtracking (PGDB) for quantum reconstruction
is a promising avenue, but a deeper analysis is required to fully assess the performance of
PGD techniques for quantum tomography, in particular on data sets representing practical
measurements. In addition to the approach of PGDB of Reference [73], we present in this
chapter two new PGD algorithms for quantum state reconstruction: projected gradient
descent with momentum (PGDM) and Fast Iterative Shrinkage-Thresholding Algorithm
(FISTA) [82]. To the best of our knowledge, PGDM is a novel algorithm, and FISTA has
never been applied to quantum tomography.
This chapter is structured as follows: we begin the theoretical development by detailing
the measurement and problem formalism. We then define the three PGD algorithms and
discuss their performance by studying their convergence profiles and running time and
benchmarking them against DIA and SDPT3. Finally, we show the results of state re-
construction using simulations of realistic quantum tomography experiments that include
noise. We run the algorithms multiple times on density matrices of fixed purity generated
randomly over a broad range of Hilbert space dimensions [83]. We record for each nu-
merical experiment the running times and fidelities between the recovered state and the
actual one ⇢true, and use as a figure of merit the time taken by the algorithm to converge
sufficiently close to the maximum likelihood state.
4.2 Theoretical development
We detail in this section the quantum state reconstruction problem that we tackle, and
the proposed projected gradient descent algorithms to efficiently solve this problem.
4.2.1 Problem formulation
We consider here a general quantum state, described by the density matrix ⇢. In the
case of a d-dimensional state, ⇢ is a d ⇥ d positive semidefinite matrix with unity trace.
The probability pi of obtaining a measurement outcome, given a quantum state ⇢ and a
general Hermitian measurement operator ⇧i, is given by the Born rule in its general form:
pi = Tr(⇧i⇢). (4.1)
The experimental outcomes are not a direct observation of the probabilities pi, but
rather a number of detection, or number of clicks, ni as recorded by the detector after a
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finite number of trials. When no noise is present, the average number of clicks is related
to the probabilities via a simple multiplicative factor r:
ni = rpi. (4.2)
In realistic conditions, there is a discrepancy between ni and rpi due to both inherent
statistical uncertainty and noise in the measurement device. As we have seen in Chapter 1,
a naive reconstruction method such as a simple linear inversion will lead to an unphysical
quantum state in the presence of significant noise, thus violating fundamental physical
properties such as positivity and unit trace. One therefore needs to implement steps in
the algorithm that ensures physicality of the recovered state. Multiple techniques have
taken the avenue of restricting the search for a state in a space of physical solutions (see
section 2.5). However, since searching in a restricted space may lead to ill-conditioned
problems and slow convergence, it can be advantageous to instead allow the search to
wander temporarily into unphysical territory, before projecting back into a physical state.
To paraphrase Tolkien, not all density matrix estimates who wander are lost.
Eq. 4.1 can be rewritten as:
p = A vec(⇢) (4.3)
by expressing the probabilities pi and measurement operators intro matrix and vector
format, as follow:
A =
0BB@
vec(b⇧1)T
...
vec(b⇧N)T
1CCA , p =
0BB@
p1
...
pN
1CCA , (4.4)
where N is the total number of operators. The detector clicks ni can similarly be ex-
pressed into vector format:
n =
0BB@
n1
...
nN
1CCA (4.5)
It is possible to estimate the multiplicative factor r that links n and p only using the
measurements n, in the case where at least a subset Z of the measurement matrix A
forms a POVM (as defined in section 2.4.1). In that case, the sum of the probabilities pi
belonging to the subset Z , is independent of the state ⇢:
X
j2Z
pj =
ZN
d
(4.6)
whereZN is the number of projectors in the POVM. Note that in the case where the subset
Z forms a basis, the sum equals to unity. In any case, the multiplication factor is found to
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be:
r =
d
NZ
X
j2Z
nj , (4.7)
Moreover, the average number of clicks per outcome is r/d, and the total number of clicks
for this POVM is rNZ/d.
The condition number of the measurement matrix A, as previously defined in Eq. 2.66:
C  =
 max
 min
(4.8)
determines the accuracy of the maximum likelihood state [84]. Ill-conditioned measure-
ment matrices, which have a high condition number, have been found to be used in the
fields of detector tomography [85, 86] and superconducting artificial atoms [87].
The computation of the vector of probabilities p (Eq. 4.3) requires in general O(Nd2)
floating-point operations. The computational complexity can be lower in the case where
the operators originate from tensor products [31] or outer product, as we detail in the
following subsubsection.
Rank-1 projectors
In our simulations, we use measurement operators that are rank-1 projectors, which has
the benefit of relaxing the memory requirements. Instead of having to work with matrix
operators, the measurements can now be expressed as d-dimensional vectors. In this
specific case where the operators are rank-1 projectors, expressed as | iih i|, we find the
Born rule takes the form:
pi = h i|⇢| ii (4.9)
and the measurement matrix is expressed as:
A =
0BB@
h 1|
...
h N |
1CCA . (4.10)
Using this notation, we express the vector of estimated probabilities
pi =
X
j
Aij
X
v
A⇤iv⇢vw. (4.11)
The measurement matrix expressed in Eq. 4.10 is [N ⇥ d]-dimensional, while the
general form of Eq. 4.4 is [N ⇥ (d ⇥ d)]-dimensional: we thus gain a factor d in RAM
memory requirement using rank-1 projectors rather than full-rank measurement operators.
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4.2.2 Maximum likelihood
To evaluate the closeness between the estimated probabilities pi and measurement out-
comes ni, we rely on maximum likelihood analysis. We use here a likelihood function
defined for a multinomial experiment, which represents well the above-formulated prob-
lem:
L(⇢) /
Y
i
pnii . (4.12)
To find the quantum state ⇢ML that is the most consistent with the observed data ni, one
has to maximise this function such that
⇢ML = max
⇢
L(⇢). (4.13)
Alternatively to maximising the likelihood function L(⇢), since any scale or shift by a
constant can be ignored for the maximisation process, one can also minimise the follow-
ing:
⇢ML = min
⇢
  logL(⇢). (4.14)
We thus define the cost function to be minimised as
C(⇢) =   logL(⇢) (4.15)
This approach is the most widely used one in tomography problems [29, 30, 32, 88]. The
gradient of this negative log-likelihood function is given by
rC(⇢) =  G†A, (4.16)
with Gij = Aijni/pi.
When working with a large number of trials, this cost function is well approximated by
the Poisson-approximated Gaussian likelihood function:
CP (⇢) ⇡   logLP (⇢) = ⌫T⌫ (4.17)
with ⌫i =
rpi   nip
ni
. (4.18)
This likelihood function is also a better model then the multinomial likelihood in one
particular situation, namely when the number of events has shot noise within it. The
multinomial model is only accurate when the number of events or the total number of
detector clicks is deterministic.
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In the assumption of Poisson-distributed data, the variance for outcome i is equal to
the number of clicks ni. The elements ⌫i therefore correspond to the ratio of the error
(rpi   ni) to the expected error pni. Given the expected noise on the outcomes, the true
density matrix would yield a cost function per outcome C/N equal to one. A value greater
than one is sign of a poor density matrix estimate or of an incomplete noise model. On
the other hand, a value smaller than one indicates an estimate that overfits to the noise
in the data. In general, one finds a maximum likelihood density matrix that overfits the
data slightly [89]. However, a better estimate cannot be achieved in the absence of prior
knowledge.
Furthermore, to compute the gradient of the cost function, we use a Gaussian likelihood
function
LG(⇢) =
Y
i
exp

 (rpi   ni)
2
 2
 
(4.19)
  logLG(⇢) =
X
i
(rpi   ni)2
 2
(4.20)
We omit the normalisation factor for the sake of simplicity. The normalisation factor has
no effect on the direction of the gradient, which is what we seek. Here, the standard
deviation   on a particular measurement outcome is assumed to be the same over all
measurements. This assumption is not true in general, but it is true for the particular case
of Pauli measurements [80]. Even when this assumption is broken however, the resulting
likelihood is not completely wrong; it is merely not optimal.
d logLG(⇢)
d⇢xy
=
1
 2
X
i
2(rpi   ni)r dpi
d⇢xy
. (4.21)
From Eq. 4.11, we have
dpi
d⇢xy
=
X
xy
AiyA⇤ix. (4.22)
Returning to Eq. 4.21 gives
d logLG(⇢)
d⇢xy
=
2r
 2
X
ixy
(rpi   ni)AiyA⇤ix. (4.23)
Let us define a matrix Giy = (rpi   ni)Aiy. We then have
d logLG(⇢)
d⇢xy
=
2r
 2
X
ixy
GiyA⇤ix, (4.24)
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which is a matrix multiplication between G and A. Finally, the gradient is compactly
written as
r logLG(⇢) = 2r
 2
G†A⇤, (4.25)
This gradient is the one used in the algorithms described in the next subsection, and its
computation requires O(Nd2) floating-point operations.
4.2.3 Projected Gradient Descent Algorithms
We can now detail the PGD algorithms we use for density matrix reconstruction. In all
algorithms, we use the cost function of Eq. 4.17 and seek to find the best estimate of the
quantum state given the observations ni. In particular, we are looking for an estimate that
is a d ⇥ d positive semi-definite matrix of unit trace. Projected gradient descent is well
adapted to that sort of problem as it consists of two main steps that address both of these
goals.
We start the descent from a well-chosen physical state. In this work, we always use
as a starting point the completely mixed state ⇢0 = I/d. The first step is the gradient
descent and consists of going in the downhill direction of the cost function. This step is
likely to yield a nonphysical matrix. To bring the matrix estimate back into the physical
space defined by the above constraints, we perform a projection step. In this second step,
the estimate is projected onto its closest point in the solution space. These two steps
are then repeated until the cost function converges to a given low value which we set as
threshold for the algorithm. This threshold is typically close to unity, and is set so that
the estimate produces estimated probabilities that are within a standard deviation of the
data on average. There is very little benefit in refining the estimate past this point. Fig.
4.1 illustrates this evolution of the density matrix through gradient descent and projection
steps, in the case of a qubit going through six iterations of PGD.
In this process, a recursion relation defines the density matrix at a given iteration with
respect to the density matrix at the iteration before. The simplest PGD algorithm can be
written as [38]
⇢k+1 = P [⇢k    rC(⇢k)], (4.26)
where   is the step size of the descent and P [·] is the projection operator that finds the
closest matrix in the solution space to the matrix in its argument. Various mathematical
definitions of ‘closest’ can be implemented at this step. One of the definitions that can
be used is the Frobenius norm, for which the projection F [·] is derived in Reference [80].
However, we found that implementing this norm into a PGD algorithm yields suboptimal
results as the estimate tends to approach the maximum likelihood state, but to then stall
and never reach it. Another option would be the nuclear norm with projection M(·).
This projection sets all negative eigenvalues to zero; we have also observe that this type
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FIGURE 4.1: Projected gradient descent. a) The physical space is a convex subset of the larger
space of unconstrained matrices. The minimum of the cost function often lies outside of the phys-
ical space. b) The PGD process applied on a qubit shows a first step in the gradient direction, that
can yield a non physically-allowed density matrix. The projection then brings the estimate back
into the constrained search space, (i.e. the Bloch sphere in the case of a qubit). c) This iterative
process lowers the cost function until it reaches a sufficiently small value, point at which the final
density matrix estimate is as close as desired to the maximum likelihood state ⇢ML. Thanks to
George Knee, who co-created this figure with the author.
of projection fails to work in practice in a PGD algorithm.
We have therefore established that the projection that yields the best performance in
a PGD algorithm is the simplex projection P [·] ! S[·]. This projector transforms the
eigenvalues of the density matrix in such a way that they are all nonnegative and that they
sum to unity [90]. The simplex projection is the most sophisticated one, which could
explain its supremacy over F [·] andM(·). It is based on the knowledge that the diagonal
elements of the density matrix represent probabilities, so that they should be nonnegative
and sum to one. By contrast, the only characteristic of the density matrix used in F [·]
and M[·] is its positivity (M[·] also requires explicit normalisation). Each projection
algorithm is laid out in Algorithms 2 to 4.
In the case where the multiplicative factor r is known or computed using Eq. 4.7,
the version of the simplex projector S[·] described in detail in Reference [73] applies.
Otherwise, the projection must preserve the trace of the argument, so it is performed
over the space of positive matrices [80]. In particular, if the unit-trace property is not
enforced at every iteration of the algorithm, the multiplication factor r can be set as a free
parameter. During the reconstruction process, r would then be incorporated in the density
matrix trace (Tr[⇢free-trace] = r), and the free-trace density matrix would be normalised
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only after its recovery. The latter method reveals itself particularly useful in cases where
r cannot be easily estimated using Eq. 4.7 because no subset of the measurement matrix
forms a POVM, which is often the case for an ill-conditioned measurement matrix.
Algorithm 2 Projection onto the simplex in MATLAB notation: S[·]
1: Compute eigenvalue decomposition of non-physical density matrix ⇢np = U⇤U †.
2: Vectorise and sort eigenvalues in descending order:   = sort(diag(⇤), ‘descend0)
3: for j = 1 : d do
4:  (1:(d+1-j))=  (1:(d+1-j)) + (1-sum( (1:(d+1-j))))/(d+1-j)
5: if abs(sum( (  < 0)))== 0 then
6: break
7: else  (d+1-k)=0
8: ⇤+=diag( )
9: return ⇢p = U⇤+U †
Algorithm 3 Projection onto the closest positive semi-definite matrix, according to the
2-norm: M[·]
1: Compute eigenvalue decomposition of non-physical density matrix ⇢np = U⇤U †.
2: Vectorise and sort eigenvalues in descending order:   = sort(diag(⇤), ‘descend0)
3: a=0
4: for i = d :  1 : 1 do
5: if  (i) + a/i >= 0 then
6: for j=1:i do
7:  new(j) =  (j) + a/i
8: break
9: else
10:  new(i) = 0
11: a = a +  (i)
12: ⇤+=diag( new)
13: return ⇢p = U⇤+U †
Algorithm 4 Projection onto the closest positive semi-definite matrix, according to the
nuclear norm: F [·]
1: Compute eigenvalue decomposition of non-physical density matrix ⇢np = U⇤U †.
2: Replace negative eigenvalues with zeros to construct the positive semi-definite matrix
⇤+.
3: return ⇢p = U⇤+U †
The following subsubsections present in details the three PGD algorithms used for
quantum tomography, which are all extensions of Eq. 4.26.
Projected Gradient Descent with Momentum
Here, we borrow a technique from the field of machine learning, the momentum-aided
gradient descent, to enhance the basic PGD algorithm presented above [91]. In this tech-
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nique, we store a running weigthed-average of the log-likelihood gradient that we denote
Mk. This running averageMk keeps in memory the previous directions of descent of the
algorithm, which we use to compute a better estimate of the next descent direction. The
algorithm’s recursion relation is
Mk+1 = ⇣kMk    krC(⇢k) ,
⇢k+1 = S(⇢k +Mk) ,
(4.27)
where  k is the step size, ⇣k is a term that can be interpreted as a level of “inertia” for the
descent direction. These metaparameters can either be dependant on the iteration number
k or be set as fixed parameters, constant through all iterations of the algorithm.
Momentum in a gradient descent algorithm allows one to take a step in a direction with-
out undoing the few previous steps. The conjugate gradient algorithm is similar in that
one step is completely orthogonal to the previous one. The conjugate gradient algorithm
has been applied to quantum tomography in [31].
Algorithm 5 gives the full pseudo-code for the projected gradient descent with momen-
tum (PGDM) algorithm. The symbol   used in this algorithm and the following ones
represent the Hadamard product, which is an element-wise multiplication.
Algorithm 5 PGDM
1: k = 0
2: Initial estimate and momentum matrix: ⇢0 = I ,M0 = 0
3: currentMagnitude = dlog10 CP (⇢0)e
4: Set step size and inertia:   = (2rd) 1, ⇣ = 0.95
5: while
P20
j=1 |CP (⇢j)  CP (⇢j 1)| > 10 5 do
6: Projection: ⇢k = S(⇢k)
7: Estimate probabilities: pk =
P
j[A   (A⇤⇢k)]i,j
8: Calculate log-likelihood: CP (⇢k) = ⌫T⌫/N
9: Compute gradient: rCG(⇢k) = 2G†A⇤
10: currentMagnitude = dlog10 CP (⇢k)e)
11: if currentMagnitude < previousMagnitude then
12: Update inertia: ⇣k = (1  (1  ⇣k) ⇤ 0.95)
13: previousMagnitude = currentMagnitude
14: Update momentum: Mk+1 = ⇣kMk    rC(⇢k)
15: Update density matrix: ⇢k+1 = ⇢k +Mk+1
16: k = k + 1
17: Final projection: ⇢final = S(⇢k+1)
18: Return ⇢final
Fast Iterative Shrinkage-Thresholding Algorithm
PFISTA is an algorithm that was initially developed for classical image denoising [82].
Here, we introduce and refine this method for application to quantum state tomography.
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In contrast with other PGD implementation, the gradient step in PFISTA does not always
follow the descent direction: the estimate ⇢k is allowed to change in a way that increases
the log-likelihood function. As we will demonstrate, this algorithm can nevertheless de-
scend much faster than the algorithm from [73], presented in the next subsubsection.
The recursion relation used in PFISTA is as follow:
⇢k+1 = S

⇢k +
k   2
k + 1
(⇢k   ⇢k 1)   rC(⇢k)
 
, (4.28)
where   is the step size. This algorithm uses a linear combination of two previous es-
timates to cheaply compute the next one. It has been shown in the context of image
processing that this method allows for an improvement in time complexity [82].
Algorithm 6 gives the full pseudo-code for the fast iterative shrinkage-thresholding
algorithm (PFISTA).
Algorithm 6 PFISTA
1: k = 0
2: Initial estimate and momentum matrix: ⇢0 = I ,M0 = 0
3: Set step size:   = (10d) 1
4: while
P20
j=1 |CP (⇢j)  CP (⇢j 1)| > 10 6 do
5: Projection: ⇢k = S(⇢k)
6: Estimate probabilities: pk =
P
j[A   (A⇤⇢k)]i,j
7: Calculate log-likelihood: CP (⇢k) = ⌫T⌫/N
8: Compute gradient: rCG(⇢k) = 2G†A⇤
9: ⇢k+1 = ⇢k + (k   2)(⇢k   ⇢k 1)(k + 1) 1    rCG(⇢k)
10: k = k + 1
11: Final projection: ⇢final = S(⇢k+1)
12: Return ⇢final
Projected gradient descent with backtracking
The PGDB algorithm is described in detail in [73]. This algorithm’s main characteristic
is that it focuses on finding the maximum step size to reduce the negative log-likelihood.
It has the following recursion relation:
⇢k+1 = (1  ↵)⇢k + ↵S [⇢k  rC(⇢k)] , (4.29)
where ↵ is a parameter that is optimised through backtracking at each step. Unless a sta-
tionary point is reached, thus satisfying the stopping criterion, a decrease of the negative
log-likelihood is guaranteed at each iteration of the algorithm.
Algorithm 7 gives the full pseudo-code for the projected gradient descent with back-
tracking (PGDB) algorithm.
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Algorithm 7 PGDB
1: k = 0
2: Initial estimate and momentum matrix: ⇢0 = I ,M0 = 0
3: Set metaparameters: µ = 1, ` = 10 4
4: while
P20
j=1 |C(⇢j)  C(⇢j 1)| > 10 5 do
5: Projection: ⇢k = S(⇢k)
6: Estimate probabilities: pki =
P
j[A   (A⇤⇢k)]i,j
7: Calculate log-likelihood: C(⇢k) = ⌫T⌫/N
8: Compute gradient: rC(⇢k) = 2P †A⇤
9: ⇢0k = S(⇢k   µ 1rCG(⇢k))
10: D = ⇢0k   ⇢k
11: Line search initialisation: ↵k = 1
12: C 0G(⇢k) = CG(⇢k) + `↵kTr[DrCG(⇢k)]
13: while CG(⇢k + ↵kD) > C 0G(⇢k) do
14: Line search: ↵k = ↵k/2
15: C 0G(⇢k) = CG(⇢k) + `↵kTr[DrCG(⇢k)]
16: Update density matrix: ⇢k+1 = ⇢k + ↵kDk
17: k = k + 1
18: Final projection: ⇢final = S(⇢k+1)
19: Return ⇢final
Code for PGD algorithms
In addition to the pseudo-codes provided in Algorithms 5, 6 and 7, the complete MATLAB
scripts for our PGD algorithms are available at https://github.com/eliotbo/
PGDfullPackage. They can be used to reproduce the results presented in section 4.3.
4.2.4 Benchmark algorithms
Diluted Iterative Algorithm
The diluted iterative algorithm (DIA) is a method that also exploits the gradient of the
log-likelihood function. The algorithm’s iterations are computed as follow [32,33]:
Rk =  H 1/2[rC]H 1/2 ,
⇢k =
(I + ✏Rk)⇢k 1(I + ✏Rk)
Tr[(I + ✏Rk)⇢k 1(I + ✏Rk)]
.
(4.30)
See Eq. 4.16 for the form of rC.
The variable ✏ is used to minimise the log-likelihood function; it is optimised at every
iteration and can be implemented in various ways [33, 92]. The matrix H is defined as
H =
X
i
⇧i/
X
i
pi, (4.31)
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where the ⇧i are the measurement operators. When all operators ⇧i form a POVM, the
matrix reduces to identity, up to a constant. The DIA leaves the density matrix estimate
⇢k positive at every iteration.
Studies on the DIA have shown that it converges quickly in the first few iterations, and
very slowly later on [31, 73, 77, 85]. In section 4.3, we show that our results corroborate
these observations.
Semidefinite programming
As detailed above, quantum tomography is a problem that can be expressed as a convex
function that we seek to minimise over a convex set. In the field of numerical optimisation,
once a problem is expressed in this form, it is considered as good as solved. Indeed,
powerful and efficient algorithms and software packages to solve this type of problem are
readily available; these are also guaranteed to converge at the global optimal solution.
In this work, we use such a software package as another benchmark for our quantum
tomography algorithms. In particular, we use the CVX software environment and the
SDPT3 solver which is an implementation of the infeasible path-following algorithm. It
is important to note that quantum tomography, although often a convex problem, some-
times is not. The Gaussian approximation of a Poisson log-likelihood is an example of a
non-convex problem [30], and the cost function in this case would be rejected by CVX
and other similar software packages [35, 93]. In such a case, the programs, designed to
operate in a “disciplined convex programming” paradigm, do not offer guarantee of global
optimality. However, PGD techniques will still work in this case to find a local optimum.
In the most common case where the quantum tomography problem at hand is convex,
it is also important to understand that these softwares are designed for a general purpose
and are not optimised specifically for tomography problems: it is therefore not surprising
that they do not perform as quickly as the other methods.
4.3 Numerical results
In this section, we perform quantum tomography simulations on multi-qubit systems and
use all of the techniques detailed in section 4.2.3 to retrieve the best estimate of the quan-
tum state. We find that using measurement operators that are canonical Pauli measure-
ments lead to a good recovery of ⇢ML for all the techniques. We therefore concentrate on
the total computation time as a figure of merit, as in practice we consistently reach high
likelihoods.
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For all simulations, we use an average number of events per outcome r/d of 104. The
true density matrices are randomly generated in the Haar sense (see Section 3.3.1, Subsub-
section called Generating random state vectors for an explanation of the Haar measure),
but we fix their purity to 0.5. For all algorithms except SDPT3, for which the code was
not modified, we define an exit criterion based on an average gradient: if the average gra-
dient of the last 20 iterations is low enough, the algorithm is terminated. All simulations
are performed on a single thread of an Intel Xeon Haswell processor.
Examples of convergence curves obtained using PGD algorithms and the benchmark
algorithms on a 6-qubit system characterised using Pauli measurements are shown in
Fig. 4.2a. We observe the typical behavior of DIA, described in section 4.2.4, by which
the algorithm displays a fast convergence in the early iterations, but quickly decelerates
and necessitates a high number of iterations to finally meet the exit criterion. This results
corroborate other recent studies on DIA [31,73,77,85]. We also find that SDPT3 requires
only 10 and 15 iterations to converge, but the convergence is slow in high dimensions as
each iteration has a computational complexity of O(N2d2).
It is also of vital importance to use PGD in a context of more practical scenarios,
and not only using ideal assumptions of the measurement matrix A. With this goal in
mind, we also apply the reconstruction algorithms in simulations using ill-conditioned
measurement matrices [84, 85, 87], in which case the error of the final density matrix
estimates necessarily increase compared to a well-conditioned problem [84]. We can
construct matrices with condition number higher than unity by limiting the measurement
operators to a resctricted region of the Hilbert space. Here, we specifically build the
measurement matrix using tensor products of the following qubit bases:
{[0, 1], [1, 0]},
{[cos( /2), sin( /2)], [sin( /2), cos( /2)]},
{[cos( /2), i sin( /2)], [sin( /2), i cos( /2)]}. (4.32)
To construct the measurement matrix A, we unwrap in the usual way the projector
operator associated with each of these vectors, which are illustrated in the Bloch spheres
on Fig. 4.2b. Using a value of   = ⇡/2 leads back to the canonical Pauli operators. For
our simulations, we choose   = ⇡/3 to model ill-conditioned measurements. The results
of the PGD and benchmark algorithms on this ill-conditioned problem are shown in Fig.
4.2 b.
As mentioned above, both PGDM and PFISTA are algorithms in which the cost func-
tion can increase before reaching the maximum likelihood value. In contrast, Gonçalves
et al. provide a proof that the cost function C for PGDB is monotone: it never increases
from one step to the next. that is to say that the cost function never increases in this
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FIGURE 4.2: Convergence curves of the cost function as a function of running time. Sim-
ulations performed on six-qubit systems using (a) Pauli measurements, shown as vectors on the
Bloch sphere, and (b) an ill-conditioned measurement matrix. The global minimum of the neg-
ative log-likelihood is expected to be found near the top of the grey regions, around C/N ⇡ 1.
The algorithms converge steadily, apart from PGDM and PFISTA where the cost function goes up
as it advances in iteration number, before reaching the ML state. As we can observe from the in-
serts, the total running time for PGDB is highly correlated with the measurement matrix condition
number.
algorithm. Interestingly, we observe in Fig. 4.2b that, in the context of ill-conditioned
measurement, this tends to speed up the performance of PGDM and PFISTA with respect
to PGDB performance.
We also run the PGD and benchmark algorithms on a measurement and system of
varying Hilbert space dimension. Fig. 4.3 shows the running time of each algorithm as
a function of number of qubits in the system. We observe a speed-up of PGDM with
respect to PGDB at high dimensions for both measurements with Pauli matrices and with
an ill-conditioned matrix, although it is more pronounced in the case of the ill-conditioned
measurement. We find that in this case, PGDM is on average about ten times faster than
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PGDB for the seven and eight qubit cases.
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FIGURE 4.3: Running time as a function of dimensionality. The measurement matrix is com-
posed of (a) Pauli measurements and (b) an ill-conditioned matrix constructed from bases rela-
tively close to each other, as indicated on the inset. The coloured areas show the standard deviation
on the running time (±1 ). The gradient-based techniques have a computational complexity of
O(Nd2), SDPT3 converges in time O(N2d2).
We also observe that the number of iterations required to reach ⇢ML in both PGDM
and PFISTA change very little with the measurement matrix condition number. As a re-
sult, these algorithms are more resilient to a varying condition number than PGDB. We
illustrate this behaviour in Fig. 4.4b. On the other hand, we find that the semidefinite pro-
gramming software SDPT3 always takes about 15 iterations to reach ⇢ML, independently
of the condition number. This points to the fact that, although the preexisting PGDB
method does not always outperform SPDT3, our novel variants of PGD instead provide a
speed-up of up to 5x over SDPT3 and up to 50x over PGDB, as shown in Fig. 4.4c and
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FIGURE 4.4: Performance as a function of ill-posedness The PGD algorithms are applied to
the reconstruction of five-qubit states with a number of events per outcome of 104. a) The mea-
surement matrices, with examples illustrated on the Bloch sphere, are of varying ill-posedness.
b) Running time of the different approaches. The PGDB algorithm saturates when it reaches the
maximum number of iterations set in the script. c) Resulting speedup of the different approaches
with respect to PGDB. d) Resulting speedup of the different approaches with respect to SPDT3.
e) Infidelity between the true and recovered states. The inset shows the methods converge towards
the same fidelity as they reach ⇢ML. The PFISTA has a slightly different behaviour as it oscillates
around ⇢ML for a large number of iteration.
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4.4d.
We also find that the ill-posedness of the measurement and the accuracy of the re-
covered state are monotonically related: for a fixed number of events per measurement,
the more ill-posed the measurement matrix, the lower the fidelity between the true state
and the recovered one. We illustrate this behaviour in Fig. 4.4e, by displaying the in-
fidelity between the true and recovered state matrix, defined as one minus the fidelity
f(⇢1, ⇢2) = Tr(
pp
⇢1⇢2
p
⇢1), as a function of the spread in Hilbert space of the basis
used for constructing the ill-conditioned measurement matrix. The extreme case where
cos2   = 0 corresponds to mutually unbiased bases, occupying the complete Hilbert
space. On the other hand, the case where cos2   = 1 corresponds to a single basis mea-
surement. Cases near both extremes are illustrated on the Bloch spheres in Fig. 4.4a.
In Fig. 4.4e, we zoom on a subset of the infidelity curve as a function of ill-posedness
around the intermediate angle, where cos2 ⇡/4 = 0.5, where the low values of infidelity
give statistical evidence that the PDG algorithms consistently converge to ⇢ML. The fact
that the benchmark algorithms and the PGD algorithms all converge towards more or less
the same infidelity is also a sign that the PGD algorithm converge towards ⇢ML.
4.3.1 Pure-state tomography via gradient-descent
In the case where the state being measured is known to be quasi-pure, the number of
necessary measurements for retrieving the state is significantly reduced. Only a linear
number of measurements are needed to uniquely identify a pure quantum state [34,38,94].
Gradient descent can also be applied in this situation. The algorithm that we describe
below is similar to one developed in the context of the phase retrieval problem [36].
In this section, we assume that the state that we seek is pure, like in Chapter 3 but the
following algorithm can be applied to mixed states that are known to have a high spectral
gap, i.e. a large gap between the principle eigenvalue and the second highest eigenvalue
of the density matrix [38]. With a large spectral gap, it is likely that an algorithm that
assumes purity retrieves the principle eigenvector of the density matrix, which often cor-
responds to the signal that is needed.
In the context of pure states, one needs to reformulate the tomography problem with
vectors instead of operators. We will now adopt the notation used for pure states: the state
vector that we seek to recover is | i, the measurement vectors are | ii and the outcomes
are still written n. We define the pure-state measurement matrix Ap by stacking N many
measurement vectors h i| on top of each other.
Conveniently, since the noise on measurement outcomes is still of Poissonian type,
we can use the maximum likelihood function from Eq. 4.15 and replace the form of the
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measurement matrix and the quantum state. The Poisson likelihood is given by
LPoisson =
Y
i
pnii exp( pi)
ni!
, (4.33)
with pi = |h i| i|2. The maximum likelihood state minimizes the cost function fPure =
  logLPoisson:
fPure /
X
i
pi   ni log pi, (4.34)
where we omit the factorial term because it does not affect the gradient. This log likeli-
hood resembles that of a multinomial likelihood, the only difference being the single pi
term coming from the exponential in Eq. 4.33. The only terms that matter here are those
with pi in them:
 fpure
 | ij =
X
i
 pi
 | ij
✓
1  ni
pi
◆
(4.35)
with
 pi
 | ij = 2| iijh i| i (4.36)
One difference with the density matrix cost function is that fPure(| i) contains quadratic
terms. In general, this cost function is non-convex, but we show that minimizing it still
gives good approximations to state | i in a wide range of cases. While a density matrix ⇢
lives in the restricted space of positive semi-definite matrices, a state vector | i is a very
general vector, i.e. with no restrictions. Hence, there is no need for the projection step in
an iterative algorithm to minimize Eq. 4.34. It suffices to descend along the cost function
gradient. The matrix-vector version of Eqs. 4.35 and 4.36 is given by
r fPure = 2A†p
⇥
(Ap| i)  
 
1  n   |Ap| i| 2
 ⇤
, (4.37)
where |Ap| i| 2 is the vector of inverse expected outcomes. The advantage of expressing
the gradient without a sum is that computer architectures are optimized to perform matrix-
vector multiplications.
At the beginning of our algorithm, we use a non-iterative method that gives a crude
approximation to the actual state | i. The procedure consists of building the matrix
M =
P
i | iih i|ni and taking the principal eigenvector |Mpi, i.e. the eigenvector cor-
responding to the highest eigenvalue, of M as the initial guess state vector. the primary
eigenvector of M typically has a fidelity |hMp| ⇤i| of about 0.9 in the absence of noise
and with quasi-symmetric measurements (see next subsubsection about Quasi-Symmetric
POVMs). For the initial guess to produce the correctly scaled outcomes n, it has to be
scaled to the square root of the number of repeated experiments in a given experimental
configurations, which can either be measured – the summ of all events in a POVM mea-
surement – or estimated with all the gathered measurements m ⇡ dN 1Pni, where d
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FIGURE 4.5: Accuracy of pure state tomography via gradient descent versus the purity of
the state at hand as measured through the fidelity. This simulation is performed on a five-
dimensional system with Gaussian additive noise on the generated outcomes. The density matrices
⇢act and ⇢rec are the actual and recovered density matrices.
is the system dimensionality and N is the number of measurement projectors. The latter
equation is based on the fact that the average outcome of a measurement is N/d if the
measurements are equally separated in the Hilbert space. The initial guess is
p
m|Mpi.
The computational complexity of the pure-state gradient descent algorithm isO(d3 log(d)).
This is to be compared with a complexity of O(d) for the direct approach of Chapter 3.
The advantage of the gradient descent algorithm is that it is compatible with any com-
plete set of measurement projectors, including the very efficient and informative quasi-
symmetric POVMs (next subsubsection).
The pure-state gradient descent algorithm is non-convex, but with a sufficient number
of measurements the probability of hitting a local minimum can be made extremely small.
It has been shown that 4d  4 linearly independent measurements are enough to uniquely
identify any quantum pure state [95]. In practice however, we find that 5d measurement
projectors is a better number for reliably finding the minimum of Eq. 4.34.
Quasi-Symmetric POVM
Symmetrical informationally-complete POVMs (SIC-POVM) are sets of d2 measurement
operators that maximise the expected variance of the data. As such, one SIC-POVM
element outcome yields the maximum amount of information about the state at hand in
dimension d, provided that there is no a priori information about said state.
If the state at hand is known to be pure or quasi-pure, as mentioned above, the tomog-
rapher does not need a set of d2 outcomes since 4d 4 outcomes are sufficient to uniquely
identify the unknown pure state. Therefore, it would be useful to generalise the concept
of SIC-POVMs for pure states: a symmetrical or quasi-symmetrical set of projectors of
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arbitrary size would be useful. This is what we do in the following few paragraphs, except
that we find a close approximation to perfectly symmetrical projectors since a perfect set
of arbitrary size does not exist in all dimensions [96].
Let us define µ = |h j| ii|2. We seek to find a value for µ as a function of the dimen-
sionality d and the number of POVM elements N . If a symmetric POVM of N elements
were to exist, then we would have
NX
i
| iih i| = N
d
I. (4.38)
It follows that
N
d
= h j|
 
NX
i
| iih i|
!
| ji (4.39)
= [1 + (N   1)µ] . (4.40)
Isolating µ yields
µ =
N   d
d(N   1) . (4.41)
The Gram matrix is defined as G = ApA†p. The Gram matrix has unit diagonal ele-
ments. For perfectly symmetric states, the offdiagonal elements should satisfy the equa-
tion |Gv,w|2 = µ. Hence, we define the reference matrix R whose elements are all equal
to µ except for the diagonal elements, which are equal to one. We want to find the mea-
surement matrix Ap that yields a Gram matrix G closest to the reference matrix R. To
solve this problem, we use the following cost function
f =
X
v,w
(|Gv,w|2  Rv,w)2, (4.42)
the gradient of which is given by
df
dAp = 4A
†
p
⇥
G   (G  G†  R)⇤ , (4.43)
where the operation   corresponds to element-wise multiplication (or the Hadamard prod-
uct).
Minimizing Eq. 4.42 can be done through gradient descent, but this function is not
convex. Numerical experiments show, however, that it is possible to find POVMs whose
elements have very little redundancy. In other words, there is not much informational dif-
ference between the solution found through a local minimum of Eq. 4.42 and a perfectly
symmetric POVM. To precisely quantify the informational difference, one would have to
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calculate the Fisher information associated with the measurement matrices. Note that the
rows of the solution Sp to minimizing Eq. 4.42 do not exactly form a POVM, although
they might be close to forming a POVM. To remedy this predicament, we find the closest
unitary matrix Q to Sp in the Frobenius norm [Keller:1975]
Q = Sp(S
†
pSp)
 1/2. (4.44)
The rows of Q now form a POVM; this can be proved simply using the rows qv of Q:
NX
v=1
qvqv† = Q†Q = (S†pSp)
 1/2S†pSp(S
†
pSp)
 1/2 = Id (4.45)
Finally, we normalize the rows of Q to find a close set of measurement vectors to a
symmetric system
Ap = [IN   (QQ†)] 1/2Q. (4.46)
Using the above procedure, a typical maximum value for the Gram matrix offdiagonal
elements is 2µ. Fig. 4.6 shows the Gram matrix for a) an initial random guess to the set of
projectors and b) the set of quasi-symmetrical projectors found through gradient descent.
A Grammatrix is the same as an overlap matrix, for which an element (i, j) corresponds to
|h i| ji|2. A perfectly symmetrical set of projectors would yield the R matrix mentioned
above: the diagonal element are all equal to each other and the off-diagonal are all equal
to each other.
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FIGURE 4.6: Absolute square of the Gram matrices |ApA†p|2, with the square operation ap-
plied element-wise a) the initial vector set b) the final vector set, i.e. after running an optimization
algorithm for minimizing Eq. 4.42. The dimensionality is d = 8 and the number of vectors in a
measurement matrix is N = 40, such that µ = 0.10. The maximum fidelity between any pair of
different vectors is 0.56 in the initial set and 0.18 in the final set (closer to the predicted pairwise
overlap µ).
4.4 Discussion
In our study of both existing and novel PGD algorithms and benchmark algorithms, we
find that the the new algorithms converge faster than PGDB and the benchmark algo-
rithms, and that they scale more favourably than SDPT3. Our conclusions corroborate and
further extend that of a recent parallel work [31], in which a number of routines, including
momentum and backtracking, are combined in a hybrid PGD algorithm. We also find in
our work that PGD techniques present a versatility that is one of their key advantage. The
PGD techniques prove able to quickly and successfully converge to the maximum likeli-
hood state for a wide range of cases, in a variety of noise types, whether the measurement
matrix is well-conditioned (ideal) or ill-conditioned (realistic conditions), and regardless
of the desired accuracy. Our two new PGD algorithms, PGDM and PFISTA, are found to
be especially well suited for ill-conditioned problems.
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We have addressed in our work the problem of quantum state tomography, which is
one of the three main subfields of quantum tomography, the other two being detector and
process tomography. The algorithms developed here for state tomography are straight-
forwardly transferable to process tomography. However, transferring to the algorithms to
detector tomography with success is not a trivial endeavour. In detector tomography, one
strives to characterise an unknown detector POVM using an informationally complete set
of known states. When using coherent states for probing the detector, the detector tomog-
raphy problem is ill-conditioned and, similar to the density matrix, the POVM elements
to recover must be positive-semidefinite [86]. The current state-of-the-art for solving this
problem is to use semidefinite program solvers such as SeDuMi [85]. As we find our new
algorithms, PGDM and PFISTA, to perform very well in the case of ill-conditioned mea-
surement matrix, this suggests that they hold great promise for application to the field of
optical detector tomography. The characterisation of detector POVMs in high dimensions
is thus an interesting avenue for future work.
4.5 Conclusion
In summary, the PGD techniques we devised and implemented have proven to perform
well and to converge towards the maximum likelihood density matrix reliably. The dif-
ferent PGD techniques we explore find themselves to be complement of each other in
several aspects. We find that the running times of our three PGD variants, when evalu-
ated with measurements of varying condition number, present crossover: for a specific
condition number, there is therefore an optimal variant to be used, that is not the same
whether the measurement is well or ill-conditioned. A judicious choice of PGD variant
can offer speedups up to a 50x factor. We also find interesting behaviours with respect
to the scaling with dimensionality: we find that PGDB is fastest in low dimension and
PGDM, according to our numerical results, is fastest beyond five-qubit systems. We also
find that all PGD techniques converges to ⇢ML significantly faster than the benchmark
algorithms DIA and SDPT3 in the vast majority of scenarios, thus pushing the limits of
state-of-the-art techniques for assumption-free quantum state tomography.
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Chapter 5 – Entangled photons coinci-
dence detection with an EMCCD cam-
era
This body of work was initiated by my PhD advisor, Dr Jonathan Leach. It consists of a
follow-up to the paper byMatthew et al., “Imaging high-dimensional spatial entanglement
with a camera” [97], where correlations between entangled photons are recorded with
an EMCCD camera. We extend this work by measuring correlations in a wider range
of conditions. Specifically, I formalised the theory for the detected number of photon
concidences and the measurement of sub-shot-noise statistics. I equally participated to
the experiments together with Dr Jonathan Leach, who also performed a major part of the
data analysis. This work is published in Journal of Optics [98].
This chapter is an outlier in that the content does not describe an inverse problem.
Here, we measure photon coincidences generated through spontaneous parametric down-
conversion (SPDC) on a camera using spatial information. SPDC photons have opposite
momenta and coincidences can be measured from the signals on opposite pixels on a cam-
era, building coincidence statistics over many frames. The formalism that we construct
here, including a calibration independent figure of merit, can be used to characterise sub-
shot-noise photon sources, such as SPDC sources.
5.1 Introduction
Methods for characterising quantum states of light and their photon number statistics
are traditionally based on single-photon detectors. However, to alleviate the constraint
of performing only point measurements, cameras and multi-pixel devices with high sen-
sitivity are now being used to measure quantum correlations and characterise spatially
entangled photons. In particular, sub-shot-noise imaging can be performed using CCD
cameras to improve upon standard imaging methods when imaging in low photon flux
conditions [99, 100]. Intensified CCD (ICCD) cameras have proven to be capable of per-
forming real-time imaging of an entangled source [101]. Recent experiments on Einstein-
Podolsky-Rosen type correlations have also included an electron multiplying CCD (EM-
CCD) camera with the aim of showing in a direct fashion the non-locality of quantum
physics [3]. The state dimensionality that can be measured and analysed with cameras is
potentially very high as the hundreds of thousands of pixels of cameras can be exploited,
which makes this type of work also of interest in the field of quantum communications.
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Cameras have also been exploited specifically in experiments aiming at measuring spa-
tial correlations of photon pairs generated through spontaneous parametric down conver-
soin (SPDC), a common source of photon with sub-shot-noise behavior [97, 102–110].
The detection of multiple correlated events per frame has been demonstrated in various
studies using efficient CCD cameras [102,104–108]. In this work, we demonstrate the ca-
pabilities of an EMCCD camera to perform coincidence measurements on a SPDC source
for a mean photon number per pixel much greater than unity. We work in regimes where
counts range from 1 to 10’000 pairs per exposure, thus making the bridge between the
regime of a few events to a large number of events per exposure.
5.2 Theoretical development
We develop here the formalism for the coincidence detection of photon-pairs generated
through SPDC and detected using an EMCCD camera.
5.2.1 Ideal photon number statistics
Traditional coherent monochromatic light sources are characterised by photon statistics
in which the number of generated photons in a given time window follows a Poissonian
distribution, in which the variance of the photon number in the time window  2Poisson is
equal to the mean generated photon number in the same time window hNPoissoni:
 2Poisson = hNPoissoni. (5.1)
The variations in photon number is fundamentally due to the uncertainty relation be-
tween photon number and phase [111], and is often referred to as “shot noise". A source
for which the photon number distribution has a lower variance than the mean is said to
have a sub-shot-noise behavior:
 2sub-shot < hNsub-shoti. (5.2)
The higher photon number accuracy of these sources reveals advantageous in a variety
of situations where the accuracy on the phase is of less importance. In particular, sources
with sub-shot-noise behavior can be used to reduce noise in an interferometer [112], and
were used to increase the sensitivity levels of gravitational wave detectors [113–117].
They can also be exploited for accurate imaging methods at low light levels (a few thou-
sands photons/camera exposure) [99, 100, 118] and high precision spectroscopy [119].
A common source presenting sub-shot-noise behaviour are photon pairs generated via
SPDC. This behavior has been characterised by Jedrkiewicz et al. and Blanchet et al. ,
who performed sub-shot-noise correlation measurements of the difference of conjugate
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photons in a SPDC field [105, 120]. The two groups performed their experiments in the
medium average-photon-number regime (about 10 photons per pixel) and the low-gain
regime (about 0.15 photons per pixel), respectively.
The SPDC process occurs inside a  (2) crystal through a non-linear effect, in which
one pump photon can turn into two photons that are correlated in both the energy and
the momentum degrees of freedom. The momentum of the pump photon is conserved
in the process, such that the two photons of a given pair leave the crystal with opposite
transverse momentum, creating a ring in the far field (as shown later in Fig. 5.3b). At the
far field, the two photons of a pair therefore arrive at opposite locations of the SPDC ring:
p = (x, y) and q = ( x, y). The coordinates x and y have their origin in the center
of the SPDC ring. The probability distribution characterising the difference k between
the number of photons arriving at the two locations p and q in a given time window
is expressed as P (np   nq = k). In ideal experimental conditions, the two photons of
every pair are always detected at these locations, thus leading to an ideal distribution
characterised by P (k = 0) = 1 (equal number of photons measured at the two locations).
Because of unavoidable losses and noise in experimental conditions, the probability
distribution P (k) widens, resulting in an increased variance  2(np   nq). The variance
being defined as
 2(np   nq) = h[(np   nq)  hnp   nqi]2i, (5.3)
Given a spreading of the distribution P (k) around its null mean hnp   nqi = 0, the vari-
ance of P (k) is given by
 2(np   nq) = h(np   nq)2i. (5.4)
In two-photon experiments highlighting sub-shot-noise statistics of the source, a vari-
ance  2(np   nq) lower than the mean photon number on the two pixels must be mea-
sured [105]:
 2(np   nq) < hnp + nqi. (5.5)
5.2.2 Measured photon number statistics
To measure coincidence and correlations using an EMCCD camera, we image the SPDC
ring in the far field, such that we can measure photons arriving at opposite locations
p = (x, y) and q = ( x, y) on the ring, with x and y being discrete pixel numbers.
Here, we calculate the variance of the photon number statistics P (np nq = k) by not only
considering that statistics of the source, but also both the efficiency of the EMCCD camera
(losses) and its excess noise. The excess noise is a source of error induced by the EMCCD
camera that is typically at least equal to the shot noise. It arises in the measurement of
detected photon number and is due to the stochastic process of multiplying charges [121].
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Another known type of error in an EMCCDmeasurement is due to clock induced charges,
but as they are always much lower than the signal in our experiment, we neglect these.
Our model is therefore summarised as follow:
Source Pairs   !
Poisson
N
Losses    !
Binomial
Np, Nq
Excess noise      !
Poisson
np, nq.
Here, it is important that the crystal be used in the low gain regime, such that the prob-
ability of generating high order pairs (|2i|2i, |3i|3i, etc) is negligible compared to the
probability of generating first order pairs (|1i|1i). In the low gain regime, one can pro-
duce entangled photons following the statistics of the pump laser, that is Poissonian in
most cases.
We first model the photon statistics of the generated photons at the source by a Poisson
process, as we work in the low-gain SPDC regime. The probability that N photon pairs
are incident on pixels q and p is therefore given by
P (N) =
exp( hNi) hNiN
N !
, (5.6)
where hNi is the average number of photons generated by the source. For a number N
of incident photons on pixels p and q, only Np and Nq are detected, in accordance with
the efficiency ⌘ of the camera. We model these losses as a binomial distribution, as each
photon can either be detected (with probability ⌘) or lost (with probability 1   ⌘). The
probability that Np photons are detected at pixel p given that N pairs were generated is
given by
P (Np|N) = N !
Np!(N  Np)!⌘
Np(1  ⌘)(N Np), (5.7)
The excess noise then introduces an additional Poisson-type error on the measurement.
For a number Np of detected photons at pixel p, the probability that the camera reads out
np photons is given by
P (np|Np) = exp ( Np)N
np
p
np!
. (5.8)
As this process is independent at pixel p and q, the probabilities that Nq photons are
detected and the camera reads out nq photon at pixel q are given by Eq. 5.7 and 5.8, with
the subscripts p replaced by q.
We can now express the conditional probability P (nq, np) of measuring both np at pixel
p and nq at pixel q, given the above processes:
P (np, nq) =
X
Np,Nq ,N
P (np, nq|Np, Nq)P (Np, Nq|N)P (N), (5.9)
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where all sums are performed from 0 to1, and P (Np, Nq|N) = 0whenN < max(Np, Nq).
Since the processes are independent at pixels p and q, we can write
P (np, nq|Np, Nq) = P (np|Np)P (nq|Nq) (5.10)
P (Np, Nq|N) = P (Np|N)P (Nq|N). (5.11)
We now have the tools to express the variance of the measured photon statistics:
 2(np   nq) =
X
np,nq
h[(np   nq)  hnp   nqi]2iP (np, nq), (5.12)
with hnp   nqi = 0. Using P (np, nq) expressed with Eq. 5.9 - 5.11, we obtain
 2(np   nq) =
X
N
P (N)
X
Np,Nq
P (Np|N)P (Nq|N) (5.13)X
np,nq
P (np|Np)P (nq|Nq)(np   nq)2.
Using Mathematica for solving Eq. 5.13, we first find the result for the sum on (np, nq)
:
 2(np   nq) =
X
N
P (N)
X
Np,Nq
P (Np|N)P (Nq|N)[(Np +Nq) + (Np  Nq)2]. (5.14)
We evaluate the second sum on (Np, Nq) and find
 2(np   nq) =
X
N
P (N)[2N⌘ (2  ⌘)]. (5.15)
With hNi =PN P (N)N , we finally find that
 2(np   nq) = 2⌘ hNi (2  ⌘). (5.16)
On the other hand, the average photon counts is given by ⌘ hNi, so that
hnp + nqi = 2⌘ hNi . (5.17)
We therefore find that the value of the variance is always above the shot-noise-limit
for ⌘ < 1:
2⌘ hNi (2  ⌘) > 2⌘ hNi (5.18)
 2(np   nq) > hnp + nqi. (5.19)
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This result indicates that a direct measurement of the photon statistics with the EM-
CCD camera cannot yield sub-shot-noise behavior. To observe sub-shot-noise statistics,
one need to devise ways to take into account the excess noise, which we discuss in the
following subsection.
5.2.3 Sub-shot-noise figure of merit
There are particular conditions where the excess noise can be suppressed through thresh-
olding, when the light levels are very low (⇠0.15 photon per pixel) [120]. It is otherwise
inevitable in higher flux regime (>1 photon/pixel), so it needs to be taken into account
by subtracting its effect from the variance  2(np   nq) [105]. Here, we propose a metric
that is device-independant and can be used to demonstrate the capabilities of an EMCCD
camera in both the low and high flux regime.
We define a figure of merit  that compares the variance  2(np   nq) of two correlated
pixels, with expected sub-shot-noise behavior, to the variance  uncorrelated of two uncorre-
lated pixels, with expected Poissonian statistics:
 =
⌧
 2(np   nq)
 2uncorrelated
 
. (5.20)
This figure of merit is similar to the QM and QB parameters in [122] in that they are all
measure statistical properties of light at the quantum mechanical level.
Since  2uncorrelated is the variance from a shot-noise-limited process, a source charac-
terised by sub-shot-noise fluctuations measured with the same device will lead to a mea-
sured value of (sub-shot-noise) < 1, which we demonstrate in the following develop-
ment.
To obtain a measurement from uncorrelated pixels, we measure the photon numbers at
the same opposite pixels p and q that we did for the correlations measurement, but now in
two separate, independent frames. We therefore measure the variance  2(np mq) of the
difference between the number of photons np at pixel p in a first frame and the number
of photons mq at pixel q in a second, independent frame. Our figure of merit can then be
expressed as:
 =
⌧
 2(np   nq)
 2(np  mq)
 
, (5.21)
with the hi operation indicating an average over many frames.
To calculate the shot-noise limited variance  2(np mq), similarly to the development
of  2(np   nq) above, we attribute a different number of generated photon pairs (N and
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M with the same average hNi = hMi) to the two different frames:
 2(np  mq) =
X
N
P (N)
X
M
P (M)
X
Np,Mq
P (Np|N)P (Mq|M)X
np,mq
P (np|Np)P (mq|Mq)(np  mq)2. (5.22)
We find from simplifying Eq. 5.22, with the help of Mathematica, and assuming the
average photon number is equal in the two frames (M = N ), that
 2(np  mq) = 4⌘ hNi . (5.23)
In the case of photon pairs generated through SPDC and measured with an EMCCD
camera, we find that the figure a merit is
 =
 2(np   nq)
 2(np  mq) = 1 
⌘
2
, (5.24)
where ⌘ is the camera efficiency and represents the losses (⌘ < 1), and the factor 2 arises
from the excess noise. This figure of merit is therefore device independent in the sense
that a sub-shot-noise source will always yield a value of  < 1, independently of the
camera calibration and the presence of detector noise.
5.2.4 Coincidence detection
We show here a method to measure the number of coincidences using the data recorded
with the EMCCD camera. The coincidence counts for a source generating an average
photon pair number hNi where each photon of the pair is detected with efficiency ⌘ [123]
is given by
c = ⌘2 hNi . (5.25)
Since we cannot directly measure coincidences using time tags with an EMCCD cam-
era, as it cannot be gated, we employ an indirect approach to the coincidence counts
measurement based on the covariance between pixels p and q. The covariance of the two
pixels is expressed as:
cov(np, nq) = hnpnqi   hnpi hnqi . (5.26)
.
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We first calculate the cross-correlations between the two pixels, or the average product
of the counts in the two correlated pixels:
hnpnqi =
X
np,nq
npnqP (np, nq) (5.27)
With a similar development as detailed in equations 5.9 to 5.17, we find that
hnpnqi = ⌘2
⌦
N2
↵
, (5.28)
We can now rewrite Eq. 5.26 using Eq. 5.28 and the fact that the average number of
detected photons is hni = ⌘ hNi:
cov(np, nq) = ⌘2
⌦
N2
↵  ⌘2 hNi2 = ⌘2(⌦N2↵  hNi2). (5.29)
Since the photon pair number follows a Poissonian statistics, the variance of the photon
pair number is equal to its mean:
⌦
N2
↵  hNi2 = hNi . (5.30)
We thus find that the covariance of two correlated pixels gives us a measurement of the
coincidence counts measured on these two pixels:
c = cov(np, nq) = ⌘2 hNi , (5.31)
where the averages are performed over many frames. Crucially, we find that the presence
of excess noise does affect this measurement.
5.3 Experimental results
We present here the experimental implementation of the coincidence counts and photon
number statistics measurement and discuss the obtained results.
5.3.1 Experimental setup
To generate entangled photon pairs through parametric downconversion, we use a 7 mW
406 nm diode laser (Cobolt) to pump a 3-mm-long type-I beta-barium borate (BBO) crys-
tal. The choice of a low pump power ensures that we operate in the low gain regime
and obtain a photon pair source characterised by Poissonian photon statistics. The phase
mismatch parameter, which determines the solid angle of the SPDC ring, is set to ap-
proximately   =  4. The EMCCD camera (Andor iXon 897) is positioned in the far
field of the center of the crystal to image the SPDC ring, where the photons of a pair are
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FIGURE 5.1: Entangled photon pair generation. Experimental setup used to generate photon pairs
through SPDC and measure sub-shot-noise correlations with an EMCCD camera in the far-field of the
crystal.
anti-correlated in their momenta, using a 100 mm lens. The entangled photon source is
filtered from the pump and ambient light using a 10 nm bandpass filter centered at 812
nm. Fig. 6.2 illustrates the experimental setup.
This experimental procedure is similar to those outlined in references [97, 105, 109,
120], but the tools for measuring coincidence rates and sub-shot-noise statistics developed
in section 5.2 allow us to perform measurements even when the average photon number
per pixel is much greater than unity.
To measure spatial correlations and sub-shot-noise fluctuations for a wide range of
average photon number per pixel, we control the number of photons incident on one
pixel by changing the exposure time of the camera. Perhaps unsurprisingly, we find a
linear relationship between exposure time and mean photon number per pixel. We set the
exposure time between 100 µsec to 1 sec, to span a range of coincidences per pixel from
about 0.001 to 100. The relationship betweens exposure time and coincidence number
is shown in Fig. 5.3 in the following subsection. The fact that this relation turns out to
be non-linear is more surprising, but can be explained. At the low exposure times, the
camera is dominated by noise events, and at high exposures, some pixels are saturated.
5.3.2 Sub-shot-noise statistics and coincidence numbermeasurements
We record the SPDC ring at varying exposure times on the EMCCD, as detailed above,
and measure the value of our figure of merit  for correlated pixels both inside and outside
the SPDC ring, to compare the photon number statistics of the SPDC source to the noise
level captured on the EMCCD. The results are given in Fig. 5.2a, where each data point on
the graph corresponds to a value of  averaged over 200 frames, for the signal to surpass
the background noise (Fig. 5.2b). We observe that the figure of merit shows that the signal
outside the SPDC ring is shot-noise-limited, as expected. The measured statistics inside
the SPDC ring show close to shot-noise-limited behavior for exposure times lower than
1 ms, because the strength of the measured correlations is reduce due to the importance
of background noise and blooming (charges spilling over neighboring pixels) at those
levels. At higher exposure time, we measure sub-shot-noise behavior from the SPDC
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FIGURE 5.2: Spatial sub-shot-noise correlations. a The shot-noise limit is expressed by a value of
 = 1 and is indicated by a dashed line. The blue curve shows that there are no correlations outside the
SPDC ring. The orange curve shows that the correlations inside the ring are characterised by sub-shot-noise
signal. The light-colored regions around both solid lines represent the standard deviations on the results.
b The figure of merit is calculated over the whole image and is shown for three different exposure times.
The sub-shot-noise signal gradually increases with exposure time and makes its way above the background
noise.
source, with  reaching values of ⇠ 0.92. At exposure times higher than one second, the
saturation of the camera prevents us from detecting sub-shot-noise fluctuations accurately.
Fig. 5.2b clearly illustrates that the measured sub-shot-noise behavior is concentrated
inside the SPDC ring.
We also measure the mean number of coincidences per frame C =
P
x,y c(x, y) for
varying exposure time, or varying mean photon number per pixel, by measuring the co-
variance of every correlated pixel (see Eq. 5.31). We sum the coincidences c(x, y) only
over the pixels that are illuminated by the SPDC ring. We show in Fig. 5.3 the mean
number of coincidences per frame as a function of exposure time, which is also linear
with the mean photon number per pixel hni =Px,y n(x, y)/Px,y 1.
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FIGURE 5.3: Coincidence measurement a For a given exposure, we sum the number of coincidences
over every correlated pixels illuminated by the SPDC ring. At exposures below 1 ms, the measurement is
dominated by blooming noise, whereby saturated pixels spill charges onto its neighboring pixels. b At an
exposure of 1 ms, we observe granularity in the image of the measured coincidences. In these conditions,
we detect on the order of one coincidence per frame. c The image of the ring gets smoother as we increase
the exposure time of the camera to 10 ms. This corresponds to the linear regime between number of
coincidences per frame and exposure time. A two-fold increase in exposure time yields close to a two-
fold increase in the number of coincidences per frame. d This one-to-one linear relationship disappears
at exposure times greater than 100 ms; the ring approaches the limit where it is perfectly smooth due to
saturation, which prevents an accurate measurement of the coincidences.
We observe a relationship between number of coincidences and mean photon number
that is close to linear, which demonstrates the dynamic range of the EMCCD camera in
the context of quantum correlation measurements. Thanks to the wide dynamic range of
the EMCCD, we can detect coincidences spanning four orders of magnitude, from 1 to
10,000 per frame. As mentioned above, we reach a limitation in both the low photon
number regime, due to the background noise and clock induced charges, and the high
photon number regime, due to the saturation of the camera. These two phenomena explain
the non-linear sections of the coincidence number vs exposure time curve as observed in
Fig. 5.3.
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5.3.3 Discussion
The above results illustrate that state-of-the-art EMCCD cameras can be used to measure
quantum correlations in a wide range of conditions. Establishing the presence of quantum
phenomena with such techniques is fundamental to quantum science.
Although we do not directly record sub-shot-noise correlations in the standard fashion,
our method provides a way to characterise a sub-shot-noise source as no shot-noise limited
source will yield a value of , our figure of merit, lower than one. This way, we can
detect sub-shot-noise correlations from a source even considering that the detector adds
additional noise. In our experiments, the lowest value of  measured with the EMCCD
is 0.92. In the theoretical formalism we developed, we found  to be given by 1   ⌘/2,
with the factor 2 arising from the excess noise of the EMCCD camera. Using a single
photon avalanche detector (SPAD), lower values of  could be achieved as this type of
detector does not introduce excess noise. However, a SPAD presents the limitation of
being constrained to measuring local correlations, compared to the ability of the EMCCD
camera to detect the complete SPDC field and spatial correlations. On another hand,
our experimental results are also limited by the heralding efficiency ⌘. The efficiency
we measure in our experiment is consistent with efficiencies reported in prior work with
similar technology [97], but maximising the heralding efficiency would be key to future
experiments that use this method for quantum measurements.
An other important advantage of EMCCD cameras for quantum measurements is their
high sensitivity and large dynamic range, which allowed us to measure more than 100
photons per pixel. This performance is greater than what can be achieved with photon-
resolving single pixel detectors, which can resolve 1 to about 25 photons [124–127].
5.4 Conclusion
In this chapter, we have demonstrated that we can measure spatial correlations with an
EMCCD camera in regimes where the mean photon number per pixel is much greater
than one. By modelling the generation and detection process, including efficiency and
excess noise from the camera, we provided an analytical method to estimate, from the
EMCCD measurements, the number of detected coincidences per frame. We have also
demonstrated that we can measure spatial sub-shot-noise correlations without performing
any background subtraction. The approach we developed allows us to measure photon
number correlations for a wide range of input photon numbers. We foresee that this new
approach will find uses in measuring and characterising quantum phenomena, such as
sub-shot-noise fluctuations in a source, whether a low or high number of photons are
generated [128]. It will also find applications in quantum imaging [99, 129].
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Chapter 6 – Low-light-level image denois-
ing
This chapter is about work that I initiated following discussions with Dr Jonathan Leach
and Prof Miles Padgett about Monte-Carlo methods for denoising images acquired with
single photon avalanche diode (SPAD) cameras. I improved upon Monte-Carlo methods
by devising a new non-iterative algorithm for image denoising; I also benchmark this
algorithm with a solution of the total-variation algorithm that uses the gradient descent
tool detailed in Chapter 4. Most of the work presented in this chapter is theoretical,
and, in addition to numerical results, we present a demonstration of the algorithm on
experimental images recorded by Susan Chan and Dr Jonathan Leach.
Like the problems discussed in Chapters 3 and 4, the problem discussed here is an
inverse problem. We possess statistical data about a scene, and we want to reconstruct this
scene with the highest accuracy possible in as little time as possible. In particular, we have
information about the intensity on each pixel of an image, but since the image is acquired
at low light level, this information is plagued with shot noise. However, we know that
the distribution of shot noise is Poissonian and we use this knowledge to our advantage
through maximum likehood estimation. In this chapter, we devise a denoising method
and compare its performance with two existing techniques. We also apply the methods to
images recorded experimentally using a single photon avalanche diode (SPAD) camera in
a low-light-level settings. The manuscript that reports on this work is under preparation.
6.1 Introduction
State-of-the-art camera technology enables the detection of single photons. A few ex-
amples of such technology include, but are not limited to, ICCD, EMCCD and SPAD
cameras [129–131]. It is always the case that the result of acquiring an image composed
of single photon events is affected by shot noise. One way of mitigating the effect of
shot noise is through squeezing, a quantum effect that is experimentally challenging to
implement [130]. A more common way to improve over shot-noise-limited images is
through implementing prior knowledge about natural images into a post-processing al-
gorithm [129, 132–140]. Notably, low-light-level image denoising algorithms prove to
be useful in astronomy [141, 142], ghost imaging [129], video surveillance [143], CT
scans [144] and a wide range of fluorescent microscopy applications.
Image denoising involves finding the image most consistent with the data given some
prior knowledge about both the image and the data. Prior knowledge about a natural
91
image can be, for example, the fact that it has a sparse representation in the discrete
cosine basis (DCB) [145], that the variations from one pixel to its neighbors, the sum of
which is known as total variation (TV), are rather small [146–148] or that it was acquired
under blurring conditions [132,141]. As for the data, we consider the case where, having
the scene under a constant illumination level, the statistics of the measured number of
photons per pixel follow a Poisson distribution, which models accurately imaging regimes
with low-photon-number outcomes.
We seek to solve the following inverse problem: given the observations Ni,j at each
pixel position (i, j), what is the underlying average intensity Mi,j? If we have no prior
information about the image itself, then the trivial solution isMi,j = Ni,j . However, when
we add prior information to the model, the most likely image given this information can
be found through a maximum likelihood analysis (see Chapter 4 for details on maximum
likelihood analysis).
In this work, special care is taken to optimize the algorithms’ speed, such that the
algorithms detailed here could eventually be running in real time in future applications.
We also show the specific tradeoff between recovered image quality and the computational
time spent on post-processing.
6.2 Theoretical development
Here, we show the theoretical development for TV-minimisation, which is an existing
denoising technique that we use as benchmark. We then tackle the main theoretical result:
a non-iterative algorithm for denoising using concepts of discrete cosine basis (DCB)
sparsity.
The acquired imageN is a r⇥c-dimensional matrix of integers corresponding to photon
number, where r and c is the number of rows and columns, respectively. Given a matrix
M that represents an estimate of true image, the probability distribution of the photon
number Ni,j at pixel (i, j) is given by [129,137]
P (Mi,j;Ni,j) =
(Mi,j + ✏)Ni,j exp (Mi,j+✏)
Ni,j!
, (6.1)
where ✏ is the average background to the image. We build the likelihood function
Y
j
P (Mi,j;Ni,j), (6.2)
such that the most likely image maximises this function. We employ the standard
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strategy of minimising the negative log-likelihood in the pixel basis (PB)
LPB(M) =   log
Y
j
P (Mi,j;Ni,j) (6.3)
=
X
i,j
Mi,j + ✏ Ni,j log(Mi,j + ✏) + logNi,j! (6.4)
This function is an integral part of many Poisson denoising algorithms; it provides the
cost function for finding a guessM that is different from the raw data N . The derivative
of Eq. 6.4 with respect toMi,j is given by
dLPB
dMi,j
= 1  Ni,j
Mi,j + ✏
. (6.5)
It is important that the background level ✏ is non-zero if one wants to avoid divisions
by zero; this parameter also accounts for dark noise on the detectors. For compactness,
we will henceforth omit the indices i, j, such that Eq. 6.5 is written
dLPB
dM
= 1  N
M + ✏
, (6.6)
where both the derivative and the division are interpreted as element-wise.
6.2.1 TV-minimisation
Natural images typically vary very little from one pixel to the next. This is the underlying
assumption behind the anisotropic total variation [146–148]
TV (M) =
X
i,j
|Mi+1,j  Mi,j|+ |Mi,j+1  Mi,j|, (6.7)
which is smooth everywhere except when the argument of any absolute value is zero.
Assuming the absolute value arguments are greater than some constant µ, the derivative
of Eq. 6.7 is given by
dTV
dMi,j
= sign(Mi,j  Mi 1,j) + sign(Mi,j  Mi,j 1) 
sign(Mi+1,j  Mi,j)  sign(Mi,j+1  Mi,j), (6.8)
where the sign function yields unity when its argument is positive,  1 when its argument
is negative and 0 when the argument is zero. When an absolute value argument is below
µ, we render Eq. 6.7 differentiable using Huber smoothing, whereby the low part of the
absolute value function (around argument zero) is approximated by a quadratic function
[149].
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We define the matrices M+h (M
 
h ) and M
+
v (M v ) as the shifted matrix M by one
positive (negative) unit horizontally and vertically, respectively. The gradient of Eq. 6.7
is thus given by
dTV
dM
= sign(M  M+v )+ sign(M  M+h )+ sign(M  M v )+ sign(M  M h ). (6.9)
The cost function associated with anisotropic total variation is given by
fTV (M,N) = LPB +   TV , (6.10)
where   is a variable that is optimised through trial and error. Given the Huber smoothing,
this cost function is differentiable and descending along its gradient is a numerically stable
way of minimising it. The gradient of the total cost function is
dfTV (M,N)
dM
=
dLPB
dM
+  
dTV
dM
. (6.11)
To find the minimum of the total cost function, we use accelerated gradient descent
with momentum. To do so, we define a momentum matrix V (k), which is initialised with
the null matrix: V (0) = 0. The update rule to V (k) is given by [91, 150, 151]
V (k+1) = ↵V (k)     dfTV (M
(k) + ↵V (k), N)
dM (k)
, (6.12)
where ↵ is the momentum term and   is a learning rate. The update rule to the guess
image is simply the sum of the momentum and the current guess image
M (k+1) = V (k) +M (k). (6.13)
The momentum term adds inertia, i.e. memory of previous update directions to the
algorithm; the closer ↵ is to unity, the longer term the memory is. The greater the learning
rate is, the faster the algorithm should reach the saturation regime, but the more likely it
is to produce numerical instabilities. The argument of the gradient,M (k)+↵V (k), is such
that a step in the momentum direction is anticipated. This gradient descent approach is
very similar to the projected gradient descent (PGD) algorithm detailed in Chapter 4.
6.2.2 Shrinking values in the discrete cosine basis
We provide the main theoretical result of the Chapter in this subsection. Since the follow-
ing derivation is rather involved, we separate all the steps into subsubsection with bolded
titles.
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Theoretical background
Compared to random images, natural images are known to have more nearly-null com-
ponents in the discrete cosine basis (DCB). To exploit this prior knowledge, one would
ideally attempt to minimise the number of non-zero components in the DCB, but this
strategy leads to a non-differentiable cost function. Typically, one relaxes the problem by
minimizing the 1-norm of the image in the discrete cosine basis.
The imageM expressed in the DCB is denoted A. There exists a pair of square unitary
transform matrices Ur and Uc that can be used to perform a discrete cosine transform
(DCT), such that A = UrMU †c and M = U †rAUc. The elements (i, j) of a transform
matrix of dimension d are given by
Ud,(i,j) =
r
2
d
K cos
(2j + 1)i⇡
2d
, (6.14)
where K = 1/
p
2 if i = 0 and K = 1 otherwise. To avoid overcrowding the notation, all
operations are to be interpreted as element-wise, except when a basis change is implied,
e.g. A = UrMU †c .
As mentioned above, a sensible measure of sparsity is given by the 1-norm
kAk1 =
X
w,v
|Aw,v|, (6.15)
which has a reputation for being hard to optimize because of its lack of smoothness [152,
153]. One can tackle this problem either by using sufficiently small step sizes in the
steepest descent algorithm, by smoothing the cost function using a proximal method [132]
or by finding an analytical solution. As we detail further, we take the approach of finding
an analytical solution to the minimisation of the cost function. A minimisation in the
pixel basis requires the derivative of Eq. 6.15 with respect to the pixel intensities, which
is given by
d kAk1
dM
= U †r sign(A)Uc, (6.16)
where the derivative of a scalar with respect to a matrix is defined in the usual way; details
of the derivative are given in the following subsubsection.
Eq. 6.16 involves a DCT and an inverse DCT. The computation of this derivative re-
quires a time O(r2c + rc2) because of the matrix multiplications. It is likely that a fast
way of performing the basis changes exists – similar to a Fast Fourier Transform – which
would yield a computational complexity of O(rc ln(rc)). In any case, implementing
Eq. 6.16 into the gradient descent algorithm would inevitably slow down the process,
but this implementation is likely to give better results than TV-minimization alone. This
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is an avenue of interest for future work.
DCB derivative
We detail here the steps to compute the derivative of Eq. 6.16. Let us define Q = Ur⌦Uc
and the vectors m = unwrap(M) and a = unwrap(A), which corresponds to reshaped
versions of the guess image in the pixel basis (M ) and the DCB (A), respectively. Note
that through the Kronecker product ⌦, one can replace a unitary transformation based on
matrix multiplications by a matrix-vector operation: a = Qm. If qi† refers to line i of
matrix Q, the 1-norm is X
i
|ai| =
X
i
|qi†m|, (6.17)
and its derivative with respect to an element j ofm
d kak1
dmj
=
X
i
qijsign(qi
†m). (6.18)
Replacing vector elements by entire vectors yields
d kak1
dm
= Q†sign(Qm). (6.19)
Finally, using matrix notation again, we recover Eq. 6.16.
Fast algorithm for maximising sparsity in the DCB basis
We now suggest a fast algorithm for minimising the image 1-norm in the DCB rather
than in the pixel basis by transferring the negative log-likelihood function to the DCB.
This method requires a single shrinking step of the DCB image coefficients. This way of
processing noisy images can easily be applied in real time. Variations of this approach are
studied in References [133, 154], where images are decomposed into wavelets through a
Haar transform, and in Reference [155], where the noise is assumed to be Gaussian. Here,
we consider the cost function
fDCB(A) = LDCB +   kAk1 , (6.20)
where LDCB is the negative log-likelihood of the guess matrix transferred to the DCB,
and   is optimised through trial and error. Working directly in the DCB is convenient
because the derivative of the 1-norm is simply given by sign(A). The challenge now lies
in evaluating the likelihood function and its derivative.
Let us consider for simplicity a square image (r = c), and define Uabs = |U |, where the
absolute value is applied element-wise. We define the following matrices in the discrete
cosine basis:
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S = UabsMU
†
abs (6.21)
T = UNU †, (6.22)
with T being the measured image transferred to the DCB. Since the matrix S is cal-
culated using only positive numbers, its elements are generally much larger than those of
T or A. The exception is T1,1 = S1,1, which corresponds to the level of the background in
the acquired image; we will ignore this discrepancy since it only affects one element.
We transfer the likelihood function LPB(M) from the pixel basis to the DCB and get
the negative log-likelihood cost function
LDCB(A) =  
X
w,v
T
2
ln
✓
S + A
S   A
◆
+ ln IT (
p
S2   A2), (6.23)
where the indices w and v have been omitted on every matrix for compactness. Here,
ITw,v(·) is the modified Bessel function of order Tw,v. This basis transfer involves calcu-
lating sums and differences of Poisson distributions according to the DCT. After simplifi-
cations and a first order Taylor expansion, the gradient of the likelihood cost in the DCB
is given by
dLDCB(Av ln,w)
dAv,w
⇡ Av,w   Tv,w
Sv,w
, (6.24)
where the division is performed element-wise. The details of this derivation are given in
the following subsubsection, where we provide justification for using the above simple
form for the derivative of LDCT. We also give a more accurate but more computation-
ally intensive form for the above derivative. For natural images in general, the above
approximation is sufficient.
Basis transfer
When transferring the data from the pixel basis to the DCB, the unitary matrix multiplies
the data with positive and negative weights. Since one outcome has a Poisson distribution,
the sum of positive outcomes thus yields a Poisson distribution. The same applies to the
sum of negative outcomes. However, the weighted sum of multiple Poisson distributions
does not yield a Poisson distribution unless the weights are solely taken from -1, 0 or 1.
Unfortunatly, the elements of the DCB matrix are real numbers between -1 and 1, which
means that the resulting distribution is not really Poissonian. One choice of basis matrix
that would indeed perfectly are Hadarmard matrices. The negative impact of the DCB
matrix on the following derivation is not trivial, and is an avenue for future work.
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We separate the outcomes with positive weights from those with negative weights by
first defining the matrices of positive elements U+ and negative elements U , such that
U+v,w =
8<:Uv,w, if sign(Uv,w) = 10, if sign(Uv,w) =  1 or 0 (6.25)
U v,w =
8<:Uv,w, if sign(Uv,w) =  10, if sign(Uv,w) = 1 or 0.
We express the matrix A using the above positive and negative matrices:
A = UMU † (6.26)
A = (U+ + U )M(U+ + U )† (6.27)
A = U+†MU+ + U+MU † + U MU+† + U MU †, (6.28)
which can also be expressed as a combination of a matrix A+ containing positive
elements and a matrix A  containing negative elements:
A = A+ + A  (6.29)
with (6.30)
A+ = U+MU+† + U MU † and (6.31)
A  = U+MU † + U MU+†.
Since the elements of both A+ and A  are Poisson distributions of opposite signs and
the difference of two Poisson distributions is a Skellam distribution. The probability
distribution associated with a measured image T and an estimate of the true image A
is [156]:
PDCB(T,A) = Skellam(T ;A+, A ) = e (A
+ A )
✓
A+
 A 
◆T
2
IT (2
p A+A ), (6.32)
where T = UNU † is the directly acquired image transferred to the DCB. Again, we
omitted writing the matrix subscripts {w, v} for compactness. The elements of A+  A 
follow a Poisson distribution. The estimates are all of the order of the total number of
photons detected in the entire image, and thus change negligibly during an optimisation
procedure. Replacing A+   A  with the constant matrix S = UabsNU †abs, defined in the
main text, is highly accurate. Using this notation, we can rewrite Eq. 6.32 as [154]
Skellam(T, S;A) = e S
✓
S   A
S + A
◆T
2
IT (
p
S2   A2). (6.33)
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The corresponding negative log-likelihood function (  lnQPDCB) is given by Eq. 6.23.
After simplification, the exact derivative of Eq. 6.23 is given by
dfL2
dA
=   T
S + A
+
Ap
S2   A2
IT+1(
p
S2   A2)
IT (
p
S2   A2) . (6.34)
Computing a Bessel function for each element can be computationally expensive. Hence,
we use the following approximation [157]:
I⌫+1(x)
I⌫(x)
⇡ x
⌫ + 1/2 +
p
x2 + (⌫ + 1/2)2
, (6.35)
which is valid provided that x+ ⌫ > 0. In our case, this criterion translates toq
S2w,v   A2w,v + Tw,v > 0. (6.36)
This is always true since, as explained above, the elements of S are much larger than
those of A and T . From our observations, the approximation typically falls within 0.01%
of the real value and the worst case occurs on element (1,1) for which the approximation
is always within 1% of the real value. Using this approximation and a first order Taylor
expansion, the derivative of Eq. 6.34 can be further simplified:
dfLDCT
dA
=
A  T
S
+O
✓
T 2
S2
◆
. (6.37)
We thus retrieve Eq. 6.24.
Final equation
To minimize the cost function (Eq. 6.38):
fDCB(A) = LDCB +   kAk1 , (6.38)
we analytically find the guess matrixA such that dfDCB/dA = 0, the solution of which
is the shrinking operation
Av,w =
8<:Tv,w   sign(Tv,w)Sv,w , if |Tv,w|   Sv,w 0, if |Tv,w| < Sv,w . (6.39)
We retrieve the final guess image through the inverse DCT:
M = U †rAUc. (6.40)
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This final result can contain pixels with negative values, but the amplitude of these
negative values are typically very small because the problem is well-conditioned. An
ill-conditioned problem such as denoising an image obtained under blurring conditions
requires forcing positivity on the pixel values. This is what the Richardson-Lucy algo-
rithm does [141].
The computational complexity of the shrinking operation itself is proportional to the
number of pixels, but the bottleneck of the whole algorithm consists of calculating the S
and T matrices in the first place with matrix multiplications, the computation of which
scales asO(r2c+rc2). However, only one shrinking step is required to maximize sparsity
given Poisson-distributed data, which makes sparsity maximization about 10 times faster
than TV-minimization via gradient descent for the considered image sizes. There is a
threshold size for which we expect the latter to be faster than the former. Another differ-
ence between the two techniques is that whereas the TV algorithm requires an artificially
high background ✏, the shrink operation does not need any preprocessing of the data.
FIGURE 6.1: Denoising simulations performed on images of different sizes: 256⇥ 256 (Cam-
eraman), 512 ⇥ 512 (Barbara) and 700 ⇥ 700 (The Moon). The images are rescaled to fit
in this figure, but the simulations are performed on the original-size figures. The total num-
ber of photons in the noisy images of The Cameraman, Barbara and The Moon are 300 000, 1
200 000 and 780 000, respectively. The third, fourth and fifth columns correspond to the out-
put of the following algorithms: PURE-LET [158], total variation (TV) minimization and DCB-
sparsity maximization (Shrink). Refer to Table 6.1 for the PSNR and computing time of each
result. In order of {Cameraman, Barbara, The Moon}, we use   = {0.4, 0.4, 0.7} (TV) and
  = {0.003, 0.0015, 0.002} (Shrink).
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Noisy PURE
image LET TV Shrink
Cameraman 26.9dB 57.6dB 53.4 dB 48.0dB
r = c = 256 0.288s 0.053s 0.005s
Barbara 23.8dB 48.3dB 47.3dB 41.4dB
r = c = 512 0.838s 0.230s 0.026s
The Moon 24.0dB 46.5dB 47.0dB 37.7dB
r = c = 700 1.699s 0.473s 0.061s
TABLE 6.1: PSNR and computing time for three Poisson denoising methods: PURE-LET
fromRef. [158], total variations (TV) minimization and DCB-1-normminimization (Shrink).
Simulations are performed in Matlab on an iMac i5 2.9GHz. When choosing an appropriate
denoising method, there is a tradeoff between the quality of resulting denoised image and the
speed at which it can be computed.
6.3 Numerical Results
We now perform numerical simulations to quantify the speed and performance of the two
algorithms. The quality of the results are calculated via the peak signal-to-noise ratio
PSNR(M) = 20 ln
(2b   1)prc
kM  Mactualk2
, (6.41)
where b is the bit depth, k·k2 is the 2-norm andMactual is the image without any noise.
We use the following values for the numerical simulation: ↵ = 0.8,   = 0.1 and
kmax = 20, where kmax is the maximum number of iterations. Higher values for   can
yield numerical instabilities. If the background level ✏ is small, artificially increasing it by
adding a constant of about 3 to all pixels of the acquired image makes the algorithm more
stable. The number of iterations required depends on the robustness of the derivatives to
numerical instabilities.
The DCB is not necessarily the best basis to optimise in. Significant improvements
can be made through trained dictionaries of basic images or learning the best basis for a
given set of images [145]. All equations involving a discrete cosine transform with the
U matrices could then be replaced by arbitrary transforms. Our work could then apply
to any problem where the data is affected by Poisson noise and the signal is known to be
sparse in a particular basis.
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FIGURE 6.2: Experimental setup consisting of a laser, a lens, the object (a mug) and a SPAD
camera. We varied the output power of the laser to control the level of Poisson-distributed shot
noise on the images acquired with the SPAD camera. The object is illuminated uniformly using
a lens. One raw image is obtained by adding 63 sequential frames together, and one frame is
acquired over 5.5 µs.
FIGURE 6.3: Experimentally recorded reference image. The image is recorded at high inten-
sity. The noise in the image is caused by defective pixels.
Noisy PURE
image LET TV Shrink
15 µW 15.2dB 16.1dB 18.1dB 17.2 dB
r = c = 256 0.195s 0.063s 0.004s
5 µW 11.9dB 12.4dB 14.6dB 14.0dB
r = c = 256 0.140s 0.058s 0.002s
1 µW 11.27dB 11.3dB 13.2dB 12.8dB
r = c = 256 0.140s 0.048s 0.003s
TABLE 6.2: PSNR and computing time for experimentally recorded images at low light lev-
els. Computations are performed in Matlab on a single core of an i5 6600K 3.5GHz CPU. The
reference image recorded with high-intensity illumation is shown in Fig. 6.3.
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Noisy PURE-LET TV Shrink
a)
b)
c)
FIGURE 6.4: Experimentally recorded and denoised images for a laser intensity of a) 15
µW , b) 5 µW and c) 1 µW . The associated PSNRs and recovery times are shown in Table 6.2.
After running a denoising algorithm, we rescale the noisy images to make sure that the number
of photons is similar to that of the reference image recorded at high intensity (See appendix); this
ensures that the PSNR calculated with respect to this reference image has a fair value. We also set
every pixel with negative values to zero and every pixel above with values above 63 to 63 since
the recorded images have a bit depth of 6. The parameters used for TV and Shrink are {kmax =
20,↵ = 0.9,   = 0.2}TV for all rows and a) {  = 0.81,  = 0.002}, b) {  = 1.03,  = 0.0034}
and c) {  = 1.3,  = 0.0042} for the rest.
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6.4 Experimental results
We put the Shrink algorithm to the test with a single-photon avalanche detector (SPAD)
camera (240x320 pixels) in a low-light-illumination setting. This setting gives rise to
significant shot noise, which is characterised by the Poisson-distributed photon numbers
from Eq. 6.1. The experimental setup is shown in Fig. 6.2. Our Picoquant pulsed laser
diode has a ⇠ 670 nm peak wavelength, a 5 MHz repetition frequency and illuminates
a mug through a 1.45 mm focal length lens. The SPAD camera is triggered by the the
laser every time a pulse is produced. There is an internal delay to the SPAD camera to
synchronise the incoming pulse with the electronic gate of the camera (11 ns). Our object
(see Fig. 6.3) is imaged through a Tamron 70-200 mm lens at f/2.8. We build an image
by acquiring 63 frames and summing them together. The bit depth is thus 8. Our goal
is to obtain the highest PSNR between a reference image obtained in high illumination
conditions and images obtained at lower light levels using the TV-minimisation algorithm.
Our setup produces an undesirable effect when lowering the light intensity: the average
pixel value lowers with the laser power output. To be able to perform a fair comparison
between the reference image and any other image acquired under lower light-level con-
ditions, the average pixel values of the low-light-level image must be raised to that of
the reference image. To this end, we scaled the low-intensity image up by multiplying
it with a scaling factor . In addition, when rescaling an image, if the value of a pixel
exceeds 26   1 = 63, we reduce its value back to 63, that is we apply a hard maximum
corresponding to the original 6-bit image. We simply try many values of  and keep the
one that maximises the PSNR.
We first record a reference image at high laser intensity, shown in Fig. 6.3. We then
record noisy versions of the mug image for three laser power values, that is with different
levels of shot noise, and recover denoised versions. These images are shown in Fig. 6.4.
The PSNR of each image is shown in Table 6.2. The total variation minimization algo-
rithm runs for an average time of 55 ms, which means that the denoising technique can
be used at a rate of 20 images per second with the SPAD camera. This is enough for real-
time imaging. Our own Shrink method take 3 ms to run on average, which is equivalent
to about 300 frames per second. The Shrink algorithm could thus be applied to faster an-
alytics, although the quality of the recovered image with the TV-minimisation algorithm
is always better. Surprisingly, even after optimising the parameters of the PURE-LET
method, the recovered image quality is not on par with the two other techniques. PURE-
LET is better suited for low noise levels.
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6.5 Conclusion
We have shown that there are principled ways to recover from noisy data an image that
highly resembles the actual scene and that there is a clear tradeoff between processing
time and image quality. The algorithm that we developed, Shrink, assumes sparsity of
the image coefficients in the discrete cosine basis representation. This algorithm proved
to work experimentally: using a SPAD camera in the dark we recovered images with
significantly higher PSNR (or fidelity to the actual scene) than without total variation
minimization. It proves to be significantly faster than the benchmark algorithm – TV-
minimisation and PURE-LET – because it is non-iterative. Our technique coupled with
the use of SPAD arrays could eventually be applied to denoising transient images in real-
time [5].
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Chapter 7 – Contributions to other pub-
lished work
In addition to the work presented in Chapters 3 to 6, I performed during my PhD satellite
work that lead to the contributions in the two following papers.
Symmetric states
I have a contribution to the following published paper:
M. Agnew, E. Bolduc, K.J. Resch, S. Franke-Arnold, J. Leach.
Discriminating single-photon states unambiguously in high dimensions.
Physical Review Letters 113, 020501 (2014).
This work consists of an experimental demonstration of single-shot quantum state dis-
crimination of non-orthogonal states in high dimensions. We used the orbital angular
momentum degree of freedom of single photons to implement the protocol in the labora-
tory.
I was not involved in the experiment, but I was tasked to find d  1 symmetric quantum
states in a d dimensional Hilbert space, which is a necessary element to the error-free
discrimination protocol. This task is similar to that of finding a SIC-POVM, which con-
sists of d2 symmetric states in a d dimensional space, although the former has a more
straighfoward solution. We presented in Sections 2.4.1 and 4.3.1 a more in-depth discus-
sions of SIC-POVMs. To find the d 1 states, I developed an iterative algorithm whereby
the ith state has i non-zero coefficients:
| ii =
i 1X
j=0
c(i)j |ji (7.1)
We start by deriving the overlap of a state with any other state given the symmetry
requirements: the solution leads to an overlap of  1/(d   1). We initialise the first
state to be |0i, which only has one non-zero coefficient. We can construct the second
state using the overlap and the normalisation conditions. We thus know that the c(1)0
has to be  1/(d   1) and c(1)1 is deduced from normalisation. The third state must also
have c(2)0 =  1/(d   1) by virtue of the overlap condition with the first state. The c(2)1
component of the third state is determined by the overlap condition with the second state.
The last component of the third state is calculated using normalisation. One can repeat
this procedure until the the full set of d  1 states is constructed.
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Coherent absorption
I also worked on an experiment whose results are published in Nature Communications:
T. Roger, S. Vezzoli, E. Bolduc, J. Valente, J.J.F. Heitz, J. Jeffers, C. Soci, J. Leach,
C. Couteau, N.I. Zheludev, D. Faccio.Coherent perfect absorption in deeply sub-
wavelength films in the single-photon regime. Nature Communications 6 (2015).
The goal of this work was to experimentally demonstrate the concept of coherent ab-
sorption at the single-photon level. Coherent absorption occurs when light interferes at a
layer that is semi-absorbant. In order for interference to even occur, light has to hit both
sides of the absorbant layer. Depending on the phase difference between the two paths,
the layer can be totally absorbant or not at all in the extremes.
My role in this project was two-fold: I designed and built the first of two sections of
the experiment, and I measured the second order correlation function g(2) of this part of
the experiment. The experimental setup that I built is the same as the one from Chapter
3, except that we replace the SLMs by mirrors and use use a different magnification. The
experimental setup from Chapter 3 is shown in Fig. 3.1.
The second order correlation function is useful when one wants to show quantum prop-
erties of a source. For example, an ideal source of single photons would produce photons
on demand or at the press of a button. To show that the photons are really produced one
by one, we measure the second order correlation functions, which involves coincidence
detection. If there are no coincidences at all, then the photons are solitary, and they be-
have in a sub-shot-noise manner. Recall that this was the subject of Chapter 5. In our
case, however, we have a source of heralded photons: one photon is detected by a SPAD
detector and heralds the presence of its partner. In order to show that its partner behaves
in a sub-shot-noise manner, we have to measure a value of g(2) < 0.5. In our experiment,
we measured g(2) = 0.19± 0.02, which confirms the quantum behaviour that is key to the
whole experiment.
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Chapter 8 – Conclusions
Quantum mechanics suffers from the curse of dimensionality: quantum states grow expo-
nentially with the number of components in a system. To push the limit of research and
development in quantum information, we need powerful quantum tomography solvers.
Quantum tomography solvers come in many flavours, some of which do not require
complicated post-measurement processing. This is the case of our direct approach to
quantum state reconstruction. The simplicity of the method allowed us to measure and
reconstruct the quantum state with a dimension of 100 000. However, this approach
comes at the price of recovering an information-restricted version of the quantum state,
that is the state-vector. We developed an additional quantum tomographic method, this
time for which the target can be any density matrix of any purity, and the measurements
can be any complete set of Hermitian operators. The key part of this technique is to let the
density matrix estimate wander outside of its comfort zone, that is positive semi-definite
matrices. As soon as the estimate is out, we bring it back to the closest physically-allowed
density matrix. This projected gradient descent algorithm shows great promise because it
is applicable to the widest range of scenarios, from well- to ill-conditioned measurements.
In this thesis, we have also seen how an EMCCD can be used to measure quantum
correlations. We derived a new figure of merit to measure sub-shot-noise statistics, which
signifies that the variance of the particle number distribution is lower than its mean. This
type of statistics can only be achieved with quantum effects such as entanglement. We
were able to show that our entangled photon source was indeed of sub-shot-noise nature.
Finally, we have laid out a new fast algorithm for image denoising in the context of
low light levels. The algorithm owes its speed to the fact that it is non-iterative. We have
shown that there is a tradeoff to be had between the speed of the denoising algorithms and
the accuracy of the final image estimate.
A natural continuation of the work presented in this thesis, would be to apply machine
learning techniques to the quantum tomography problem. The skills that one learns from
digging deep into quantum tomography are transferable to other algorithm-heavy fields,
such as machine learning. One question that begs for an answer is: what can the field
of machine learning bring to research in quantum mechanics? It would be interesting
to teach a machine to perform tomography, as perhaps this would speedup the recovery
process once the task is learned. In addition to the speedup, a learned representation could
perhaps best an analytical one in modelling the subtle transformations involved in a real
experiment affected by interactions with the environment.
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