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We show that for each non-scattered linear order ⟨L, <⟩ the set of non-scattered subsets of
L ordered by the inclusion is forcing equivalent to the two-step iteration of the Sacks forcing
and a σ -closed forcing. If the equality sh(S) = ℵ1 or PFA holds in the ground model, then
the second iterand is forcing equivalent to the algebra P(ω)/Fin of the Sacks extension.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The aim of the paper is to investigate forcing theoretic properties of the partial orders of the form ⟨P(L) \ Scatt(L),⊂⟩,
where L is a non-scattered linear order and Scatt(L) the ideal of its scattered subsets. One poset being equivalent to the
forcing notions belonging to the observed class is the quotient P(Q)/ Scatt(Q), where Scatt(Q) is the ideal of subsets
of the rational line having countable closure in R. So, this paper can be regarded as a part of investigation of ideals on
countable sets, extensively investigated from the aspect of theory of cardinal invariants and the theory of Boolean algebras
(see for example [2]). Some corresponding quotients P(ω)/I were investigated as forcing notions as well. First, Farah [3]
factorized the quotient P(ω)/Z, where Z is the asymptotic density zero ideal, as a two-step iteration of P(ω)/Fin and the
measure algebra producing c-many random reals. Second, Hrušák and Zapletal [4] factorized several quotients of the form
P(<ω2)/tr(I), where I is a σ -ideal on 2ω and
tr(I) =

A ⊂ <ω2 : {x ∈ 2ω : x  n ∈ A for infinitely many n ∈ ω} ∈ I

the trace ideal corresponding to I , as a two-step iteration of the quotient algebra Borel(2ω)/I and an ℵ0-distributive forcing,
which is, for some ideals I , forcing equivalent to the algebra P(ω)/Fin in the extension by the first iterand.
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Our notation is mainly standard. If ⟨P,≤⟩ is a pre-order, elements p and q of P are called incompatible (and we write
p ⊥ q) iff there is no r ≤ p, q. If A ⊂ P, A↓will denote the set {p ∈ P : ∃a ∈ A p ≤ a} and, for p ∈ P, instead of {p}↓we will
write p↓. Similarly we define the sets A↑ and p↑.
A linear order ⟨L, <L⟩ is called: dense iff (x, y)L ≠ ∅, for each x, y ∈ L satisfying x <L y; scattered iff it does not
contain a dense suborder; non-scattered iff the rational line, ⟨Q, <Q⟩, can be embedded in ⟨L, <L⟩. A subset A of L will
be called a scattered (non-scattered) set iff A with the inherited order is a scattered (non-scattered) linear order. Let
Scatt(L, <L) = {A ⊂ L : A is a scattered set} and Q(L, <L) = {A ⊂ L : ⟨A, <L⟩ ∼= ⟨Q, <Q⟩}. Often we will omit the
subscripts, write Scatt(L) instead of Scatt(L, <L) etc. Clearly we have
Fact 1.1. If ⟨L, <L⟩ is a non-scattered linear order, then
(a) Scatt(L) is an ideal in P(L);
(b)Q(L) a dense subset of the order ⟨P(L) \ Scatt(L),⊂⟩;
(c) ⟨P(L) \ Scatt(L),⊂⟩ and ⟨P(Q) \ Scatt(Q),⊂⟩ are forcing equivalent posets, that is, they produce the same generic
extensions.
2. Non-scattered subsets of the binary tree
By Fact 1.1, the forcing-theoretic properties of the partial orderings of the form ⟨P(L) \ Scatt(L),⊂⟩ can be explored
considering only one of these posets. So, for convenience, we choose the linear order ⟨<ω2, <lex⟩, where <ω2 = n∈ω n2
and<lex is the lexicographic order on <ω2, defined by
ϕ0 <lex ϕ1 ⇔ ϕ0 ) ϕ1 ∨ ∃ψ ∈ <ω2 (ψa0 ⊂ ϕ0 ∧ ψa1 ⊂ ϕ1).
The set <ω2 will also be regarded as the domain of the reversed binary tree of height ω, ⟨<ω2,⊃⟩, and the notation
concerning partial orders like A↑, ϕ ⊥ ψ etc. will be used in this sense. For example, for a subset A of <ω2 we define
TA = {ϕ ∈ <ω2 : A ∩ ϕ↓ is a non-scattered set}.
The third partial order considered here will be the Sacks forcing, ⟨S,⊂⟩, where S denotes the set of perfect subtrees of the
binary tree <ω2. We remind the reader that T ⊂ <ω2 is a tree iff ψ ⊂ ϕ ∈ T implies ψ ∈ T . A node ϕ of T is a splitting
node of T iff ϕa0, ϕa1 ∈ T and, for n ∈ ω, the n-th splitting level of T is the set sln(T ) = {ϕ ∈ Split(T ) : |{ψ ∈ Split(T ) :
ψ  ϕ}| = n}, where Split(T ) denotes the set of all splitting nodes of T . A tree T is a perfect tree iff for each ψ ∈ T there
is ϕ ∈ Split(T ) such that ψ ⊂ ϕ. For a tree T ⊂ <ω2 and ϕ ∈ T let Tϕ = {ψ ∈ T : ψ ⊂ ϕ ∨ ψ ⊃ ϕ}. We start with three
auxiliary statements.
Fact 2.1 (Natural Enumeration of Split(T)). Let T ∈ S and ψ : <ω2→ Split(T ), where
• ψ∅ is the unique element of sl0(T ),
• If η ∈ n2, i ∈ 2 and ψη ∈ sln(T ) is defined, then ψηa i is the unique element of sln+1(T ) containing ψaη i.
Then ψ is a bijection and for each η, θ ∈ <ω2 we have η ⊂ θ ⇔ ψη ⊂ ψθ .
Fact 2.2. Let T , T1, T2, . . . , Tn ∈ S. Then
(a) T1 ∪ T2 ∪ · · · ∪ Tn ∈ S;
(b) If T ⊂ T1 ∪ T2 ∪ · · · ∪ Tn, then T ⊥̸ Ti, for some i ≤ n.
For η ∈ k+12 let us define η = ⟨η(0), η(0), η(1), η(1), . . . , η(k), η(k)⟩.
Lemma 2.3. For the set Q = {ηa01 : η ∈ <ω2} we have
(a) Q is an antichain in the reversed binary tree, ⟨<ω2,⊃⟩;
(b) ⟨Q , <lex⟩ ∼= ⟨Q, <Q⟩;
(c) If T ∈ S, then the natural enumerationψ : <ω2→ Split(T ) (see Fact 2.1) is an isomorphismof the linear orders ⟨<ω2, <lex⟩
and ⟨Split(T ),<lex⟩;
(d) For η ∈ <ω2, η↓ is a convex set in the linear order ⟨<ω2, <lex⟩.
Proof. (a) Suppose that ηa01  θa01, for some η, θ ∈ <ω2. Then, since the length of these sequences is even, ηa01 ⊂ θ .
But this is impossible, because θ is a ‘‘double sequence’’.
(b) First we show that ⟨Q , <lex⟩ is a dense linear order. Let ηa01 <lex θa01. Then, by (a), there is ψ ∈ <ω2 such that
ψa0 ⊂ ηa01, (1)
ψa1 ⊂ θa01. (2)
By (1) we have ψa0 ⊂ ηa0 and we distinguish the following cases.
Case 1: ψa0 = ηa0. Then ψ = η and the length of ψ is even so, by (2), ψa1 ⊂ θa0 ⊂ θa00a01, which, together with
(1) implies ηa01 <lex θ
a
00a01. Clearly θ
a
00a01 <lex θ
a
01 and θ
a
00a01 is an element of Q between ηa01 and θ
a
01.
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Case 2: ψa0 ⊂ η. Then we distinguish the following subcases.
Subcase 2.1: ψa0 = η. Then |ψ | is an odd number and, by (2), ψa1 ≠ θa01 would imply ψa1 ⊂ θ and both ψa0 and
ψa1 would be ‘‘double sequences’’, which is impossible. Thus ψa1 = θa01, that is ψ = θa0 and, hence, η = θa00. Now
ηa01 <lex ηa11a01 = θa00a11a01 <lex θa01.
Subcase 2.2: ψa0  η. Then regarding (2) we have
Subsubcase 2.2.1:ψa1 = θa01. Thenψ = θa0 and ηa01 <lex ηa11a01 <lex η <lex ψa0 = θa00 <lex θa01 and, clearly,
ηa11a01 ∈ Q .
Subsubcase 2.2.2: ψa1  θ
a
01. Then, since ψa0 ⊂ η ⊂ ηa11a01 we have ηa01 <lex ηa11a01 <lex θa01.
For each η ∈ <ω2 we have ηa00a01 <lex ηa01 <lex ηa11a01 and, hence, ⟨Q , <lex⟩ does not have end points thus, by
Cantor’s theorem, it is isomorphic to the rational line.
(c) Let η, θ ∈ <ω2 and η <lex θ . We show that ψη <lex ψθ . If η ) θ , then, by Fact 2.1, ψη ) ψθ and, hence, ψη <lex ψθ .
Otherwise there is ϕ ∈ <ω2 such that ϕa0 ⊂ η and ϕa1 ⊂ θ and, by Fact 2.1, ψaϕ 0 ⊂ ψϕa0 ⊂ ψη and ψaϕ 1 ⊂ ψϕa1 ⊂ ψθ ,
which implies ψη <lex ψθ again.
(d) Let ψ0, ψ1 ⊃ η and ψ0 <lex ψ <lex ψ1. Then ψ1 ≤lex η, which implies ψ <lex η. Suppose that ϕa0 ⊂ ψ and
ϕa1 ⊂ η, for some ϕ ∈ <ω2. Then ϕa1 ⊂ ψ0 and, consequently, ψ <lex ψ0, which is not true. Thus ψ ) η. 
Theorem 2.4. A subset A of <ω2 is non-scattered with respect to <lex iff the set A ↑ contains a perfect tree. More precisely, for
each set A ⊂ <ω2 we have
(a) If T is a perfect tree, T ⊂ A↑, {ψη : η ∈ <ω2} the natural enumeration of Split(T ) and qη ∈ A ∩ ψηa01 ↓, for η ∈ <ω2,
then ⟨{qη : η ∈ <ω2}, <lex⟩ is a dense linear suborder of ⟨A, <lex⟩;
(b) If A is non-scattered, then TA = {ϕ ∈ <ω2 : A ∩ ϕ↓ is non-scattered} is the maximal perfect tree contained in A↑.
Proof. (a) By Lemma 2.3(a), Q = {ηa01 : η ∈ <ω2} is an antichain in ⟨<ω2,⊃⟩ thus, by Fact 2.1, ψηa01 and ψθa01 are⊂-incomparable elements of <ω2, for different η, θ ∈ <ω2.
By Lemma 2.3(b), ⟨Q , <lex⟩ is a dense linear order and, by (c) of the same lemma, ⟨{ψηa01 : η ∈ <ω2}, <lex⟩ is a dense
linear order, so it is sufficient to prove that for η, θ ∈ <ω2 holds: qη <lex qθ ⇔ ψηa01 <lex ψθa01.
(⇒) Let qη <lex qθ . Suppose that ϕa0 ⊂ ψθa01 and ϕa1 ⊂ ψηa01, for some ϕ ∈ <ω2. Then, since ψθa01 ⊂ qθ and ψηa01⊂ qη we would have qθ <lex qη , which is false. Thus, since ψηa01 and ψθa01 are⊂-incomparable elements of <ω2, we have
ϕa0 ⊂ ψηa01 and ϕa1 ⊂ ψθa01, which implies ψηa01 <lex ψθa01.
(⇐) Let ψηa01 <lex ψθa01. Since these elements are⊂-incomparable we have ϕa0 ⊂ ψηa01 and ϕa1 ⊂ ψθa01, for some
ϕ ∈ <ω2. Thus ϕa0 ⊂ qη and ϕa1 ⊂ qθ and, consequently, qη <lex qθ .
(b) It is clear that TA is a non-empty subtree of <ω2.
Let us prove that TA is a perfect tree. If ϕ ∈ TA, then there is D ⊂ A ∩ ϕ ↓ such that ⟨D, <lex⟩ ∼= ⟨Q, <Q⟩. First we show
that the following definition is good.
n = min{|η| : ϕ ⊂ η ∧ D ∩ (ηa0)↓≠ ∅ ∧ D ∩ (ηa1)↓≠ ∅}.
If B is a branch in ⟨<ω2,⊃⟩, then ⟨B, <lex⟩ is of the type ω∗ and, consequently, ⟨D,⊃⟩ is not a chain. Thus, there are
⊂-incomparable ψ0, ψ1 ∈ D and, hence, ηa0 ⊂ ψ0 and ηa1 ⊂ ψ1, for some η ∈ <ω2. Since ϕ ⊂ ψ0, ψ1 we have ϕ ⊂ η.
Let η ∈ <ω2 and ψ0, ψ1 ∈ D, where |η| = n, ϕ ⊂ η, ηa0 ⊂ ψ0 and ηa1 ⊂ ψ1. We prove that ηa0, ηa1 ∈ TA.
ηa0 ∈ TA. Clearly (−∞, ψ0)D ∼= Q. So, if (−∞, ψ0)D ⊂ ψ0 ↓, then (−∞, ψ0)D ⊂ A ∩ (ηa0) ↓ and, hence, ηa0 ∈ TA.
Otherwise there is ψ ∈ D such that ψ <lex ψ0 and ψ0 ⊄ ψ . Then, by the definition of <lex, there is θ ∈ <ω2 such that
θa0 ⊂ ψ and θa1 ⊂ ψ0. Now, θa1 and ηa0 are⊂-comparable and, clearly, θ ≠ η so, by the minimality of |η|, θ ⊄ η, which
implies ηa0 ⊂ θ ⊂ ψ . Since ψ,ψ0 ∈ (ηa0)↓ and ψ <lex ψ0, by the convexity of (ηa0)↓ proved in Lemma 2.3(d) we have
(ψ,ψ0)D ⊂ A ∩ (ηa0)↓ and, hence, ηa0 ∈ TA again.
ηa1 ∈ TA. Since the order ⟨(ψ1,∞)D, <lex⟩ is isomorphic to Q and ψ1 ↑ is a finite set, (ψ1,∞)D \ (ψ1 ↑) is isomorphic
to Q. Let ψ ∈ (ψ1,∞)D \ (ψ1 ↑). Then ψ1 <lex ψ ⊄ ψ1 and, hence, θa0 ⊂ ψ1 and θa1 ⊂ ψ , for some θ ∈ <ω2. Since
ψ,ψ1 ∈ D ⊂ ϕ↓we have ϕ ⊂ ψ ∩ψ1 = θ . Since η, θ ⊂ ψ1, η and θ are⊂-comparable; θa0, ηa1 ⊂ ψ implies θ ≠ η and
θ  η is impossible because of the minimality of |η|. Thus we have η  θ and, since θ, ηa1 ⊂ ψ , we have ηa1 ⊂ θ  ψ1.
So ψ1, ψ ∈ (ηa1) ↓ and, by the convexity of (ηa1) ↓ (see Lemma 2.3(d)), (ψ1, ψ)D ⊂ (ψ1, ψ)<ω2 ⊂ (ηa1) ↓. Thus
(ψ1, ψ)D ⊂ A ∩ (ηa1)↓, which implies ηa1 ∈ TA.
For a proof of the maximality of TA we take T ∈ S such that T ⊂ A↑ and show that T ⊂ TA. For ϕ ∈ T we have Tϕ ∈ S
and we show that
Tϕ ⊂ (A ∩ ϕ↓)↑ . (3)
Letψ ∈ Tϕ . If ϕ ⊂ ψ , then, sinceψ ∈ A↑, there is θ ∈ A such thatψ ⊂ θ so θ ∈ A∩ ϕ↓ andψ ∈ (A∩ ϕ↓)↑. Otherwise, if
ψ ⊂ ϕ, then, since ϕ ∈ A↑, there is θ ∈ A such that ϕ ⊂ θ and, hence, θ ∈ A∩ ϕ↓. Thusψ ⊂ θ andψ ∈ (A∩ ϕ↓)↑ again.
(3) is proved. By (3) and (a), the set A ∩ ϕ↓ is non-scattered, thus ϕ ∈ TA and the proof of T ⊂ TA is finished. 
The following three statements will be used in the rest of the paper.
Lemma 2.5. For each non-scattered set A ⊂ <ω2 and each perfect tree T ⊂ A ↑ there is a non-scattered set B ⊂ A such that
TB = T .
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Proof. Let Split(T ) = {ψη : η ∈ <ω2} be the enumeration defined in Fact 2.1. For η ∈ <ω2 we haveψη ∈ A↑ and we choose
ϕη ∈ A∩ψη↓ and define B = {ϕη : η ∈ <ω2}. Now, B ⊂ A and, since Split(T ) ⊂ B↑ and T is a perfect tree, we have T ⊂ B↑,
which, by Theorem 2.4, implies that B is a non-scattered set and T ⊂ TB.
We prove that TB ⊂ T . If ϕ ∈ TB, then B ∩ ϕ ↓ is an infinite set and, hence, the set {ψη : ϕ ⊂ ϕη} is infinite as well.
So there is η0 ∈ <ω2 such that |ψη0 | > |ϕ|. Since ϕ,ψη0 ⊂ ϕη0 the elements ϕ and ψη0 are ⊂-comparable, which implies
ϕ ⊂ ψη0 . Now, since ψη0 ∈ T , we have ϕ ∈ T . 
Lemma 2.6. Let A, B ⊂ <ω2. Then
(a) A ⊂ B ⇒ TA ⊂ TB;
(b) TA∪B = TA ∪ TB;
(c) If A is a scattered set, then TA = ∅;
(d) If A is a perfect tree, then TA = A.
Proof. (a), (b) and (d) follow from Theorem 2.4(b) and (b) from Fact 1.1. 
Lemma 2.7. For each non-scattered set A ⊂ <ω2 there are almost disjoint sets Bα ⊂ A, α < c, such that TBα = TA, for each
α < c.
Proof. If Split(TA) = {ψη : η ∈ <ω2} is the enumeration defined in Fact 2.1, then, by Theorem 2.4,
∀η ∈ <ω2 |A ∩ ψη↓ | = ω. (4)
By recursion, we easily construct a sequence ⟨ϕη : η ∈ <ω2⟩ such that
(i) ϕη ∈ A ∩ ψη↓, for each η ∈ <ω2,
(ii) η ≠ θ ⇒ ϕη ≠ ϕθ , for each η, θ ∈ <ω2.
Namely, if ϕθ are defined for θ ∈ <n2 such that (i) and (ii) are true, then, by (4), for η ∈ n2 we can pick ϕη ∈ A∩ψη↓ \{ϕθ :
θ ∈ <n2} and the recursion works.
Let {Aα : α < c} ⊂ [ω]ω be an almost disjoint family and, for α < c, let Bα = {ϕη : η ∈n∈Aα n2}. By (ii) we have Bα ∩Bβ= {ϕη : η ∈n∈Aα∩Aβ n2} and, for α ≠ β we have |Bα ∩ Bβ | < ω. By (i) we have {ψη : η ∈n∈Aα n2} ⊂ Bα ↑, which implies
TA ⊂ Bα ↑ and, by Theorem 2.4, TA ⊂ TBα . Since Bα ⊂ A, by Lemma 2.6 we have TBα ⊂ TA, thus TBα = TA. 
3. Scatt+ as a two-step iteration
In the sequel, the ideal Scatt(<ω2, <lex) will be shortly denoted by Scatt and the corresponding co-ideal by Scatt+. We
recall that an S-name for a pre-order is a triple of S-names ⟨π,≤π , 1π ⟩ such that (1π ) 1π ∈ dom(π), (2π ) 1S S 1π ∈ π
and (3π ) 1S S ‘‘ ≤π is a pre-order on π with the maximum 1π ’’.
Lemma 3.1. The triple ⟨π,≤π , 1π ⟩ is an S-name for a pre-order, where
π = {⟨Aˇ, TA⟩ : A ∈ Scatt+},
1π = (<ω2)ˇ and
≤π= {⟨⟨A, B⟩ˇ, T ⟩ : A, B ∈ Scatt+ ∧T ∈ S ∧ T ⊂ TA ∩ TB ∧ T ⊥ TA\B}.
Proof. (1π ) and (2π ) are evident. (3π ) Let G be an S-generic filter over V .
(≤π )G ⊂ πG × πG. If ⟨A, B⟩ ∈ (≤π )G, then there is T ∈ G such that T ⊂ TA ∩ TB, which implies TA, TB ∈ G and, hence,
A, B ∈ πG.
(≤π )G is reflexive. If A ∈ πG, then TA ∈ G and, since TA ⊂ TA ∩ TA and TA ⊥ TA\A, we have ⟨⟨A, A⟩ˇ, TA⟩ ∈≤π and, hence,
⟨A, A⟩ ∈ (≤π )G.
(≤π )G is transitive. Let A(≤π )GB and B(≤π )GC . Then there are TAB, TBC ∈ G such that
TAB ⊂ TA ∩ TB ∧ TAB ⊥ TA\B, (5)
TBC ⊂ TB ∩ TC ∧ TBC ⊥ TB\C , (6)
and there is T ∈ G such that T ⊂ TAB ∩ TBC . Since T ⊂ TA ∩ TC , for a proof that ⟨⟨A, C⟩ˇ, T ⟩ ∈≤π it remains to be shown that
T ⊥ TA\C . Since A \ C ⊂ (A \ B) ∪ (B \ C), by Lemma 2.6 we have TA\C ⊂ TA\B ∪ TB\C . Suppose that T ⊥̸ TA\C . Then there is
T1 ∈ S satisfying T1 ⊂ T and T1 ⊂ TA\B ∪ TB\C and, by Fact 2.2, there is T2 ∈ S such that T2 ⊂ T1 ∩ TA\B ⊂ TAB ∩ TA\B, which
contradicts (5) or T2 ⊂ T1 ∩ TB\C ⊂ TBC ∩ TB\C , which contradicts (6). Thus ⟨⟨A, C⟩ˇ, T ⟩ ∈≤π and ⟨A, C⟩ ∈ (≤π )G.
A(≤π )G<ω2, for eachA ∈ πG. LetA ∈ πG. Then TA ∈ G and, since T<ω2 = <ω2 and TA\<ω2 = ∅, we have ⟨⟨A, <ω2⟩ˇ, TA⟩ ∈≤π ,
thus ⟨A, <ω2⟩ ∈ (≤π )G. 
Lemma 3.2. For A, B ∈ Scatt+ and T ∈ S we have
(a) T  Aˇ ∈ π iff T ⊂ TA;
(b) T  Aˇ ≤π Bˇ iff T ⊂ TA ∩ TB ∧ T ⊥ TA\B;
(c) If A ∩ B is a scattered set, then 1  Aˇ, Bˇ ∈ π ⇒ Aˇ ⊥π Bˇ.
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Proof. (a) (⇒) Suppose that T  Aˇ ∈ π and T ⊄ TA. Then, since ⟨S,⊂⟩ is a separative partial order, there is T1 ∈ S such that
T1 ⊂ T and T1 ⊥ TA and, for an S-generic filter over V , G, containing T1 we would have T ∈ G, which implies A ∈ πG, that is
TA ∈ G. But this is impossible because T1 ⊥ TA.
(⇐) If T ⊂ TA and G is an S-generic filter over V such that T ∈ G, then TA ∈ G, and A ∈ πG. Thus T  Aˇ ∈ π .
(b) (⇒) Let T  Aˇ ≤π Bˇ. Then T  Aˇ, Bˇ ∈ π and, by (a), T ⊂ TA ∩ TB. Suppose that T1 ⊂ T ∩ TA\B, for some T1 ∈ S. Let G be
an S-generic filter over V and T1 ∈ G. Then T ∈ G and, hence, ⟨A, B⟩ ∈ (≤π )G, which implies that ⟨⟨A, B⟩ˇ, T2⟩ ∈≤π , for some
T2 ∈ G. But then T2 ⊥ TA\B and, since T1 ⊂ TA\B, we would have T1 ⊥ T2 and T1, T2 ∈ G, which is impossible. Thus T ⊥ TA\B.
(⇐) Let T ⊂ TA ∩ TB and T ⊥ TA\B. Then ⟨⟨A, B⟩ˇ, T ⟩ ∈≤π so, if G is an S-generic filter over V and T ∈ G, then
⟨A, B⟩ ∈ (≤π )G. Thus T  Aˇ ≤π Bˇ.
(c) Let A ∩ B ∈ Scatt and suppose that in some extension VS[G] we have A, B, C ∈ πG and C(≤π )GA, B. Then there is
T ∈ G such that T  Aˇ, Bˇ, Cˇ ∈ π ∧ Cˇ ≤π Aˇ, Bˇ and, by (a) and (b), T ⊂ TC and T ⊥ TC\A, TC\B. Since A ∩ B ∈ Scatt we have
C = (C ∩ A ∩ B) ∪ (C \ A) ∪ (C \ B) and, by Lemma 2.6, S ⊂ TC = TC\A ∪ TC\B, which is impossible by Fact 2.2. 
We recall that, if ⟨π,≤π , 1π ⟩ is an S-name for a pre-order, then the corresponding two-step iteration is the forcing
⟨S ∗ π,≤S∗π , 1S∗π ⟩, where
S ∗ π = {⟨T , τ ⟩ : T ∈ S ∧ τ ∈ dom(π) ∧ T S τ ∈ π};
⟨T1, τ1⟩ ≤S∗π ⟨T2, τ2⟩ ⇔ T1 ⊂ T2 ∧ T1 S τ1 ≤π τ2;
1S∗π = ⟨<ω2, 1π ⟩.
If ⟨P1,≤1⟩ and ⟨P2,≤2⟩ are pre-orders, then a function f : P1 → P2 is called a dense embedding iff for each p, q ∈ P1 we
have (de1) p ≤1 q ⇒ f (p) ≤2 f (q), (de2) p ⊥1 q ⇒ f (p) ⊥2 f (q) and (de3) f [P1] is a dense subset of P2. Then ⟨P1,≤1⟩ and
⟨P2,≤2⟩ are forcing equivalent pre-orders.
Theorem 3.3. The posets ⟨Scatt+,⊂⟩ and S ∗ π are forcing equivalent.
Proof. By Lemmas 3.1 and 3.2, S ∗π = {⟨T , Aˇ⟩ : T ∈ S∧ A ∈ Scatt+ ∧T ⊂ TA}, 1S∗π = ⟨<ω2, (<ω2)ˇ⟩ and ⟨T , Aˇ⟩ ≤S∗π ⟨S, Bˇ⟩
iff T ⊂ S, T ⊂ TA ∩ TB and T ⊥ TA\B. We show that the function F : Scatt+ → S ∗ π defined by F(A) = ⟨TA, Aˇ⟩ is a dense
embedding of the poset ⟨Scatt+,⊂⟩ into S ∗ π . Let A, B ∈ Scatt+.
(de1) If A ⊂ B, then, by Lemma 2.6 we have TA ⊂ TB and, hence, TA ⊂ TA ∩ TB. Since TA\B = ∅ we have TA ⊥ TA\B so
⟨TA, Aˇ⟩ ≤S∗π ⟨TB, Bˇ⟩, that is F(A) ≤S∗π F(B).
(de2) If A and B are incompatible elements of Scatt+, then A∩B is a scattered set and, hence, TA∩B = TA∩B∩C = ∅. Suppose
that ⟨T , Cˇ⟩ ≤S∗π ⟨TA, Aˇ⟩, ⟨TB, Bˇ⟩, for some ⟨T , Cˇ⟩ ∈ S ∗ π . Then
T ⊥ TC\A and T ⊥ TC\B (7)
and T ⊂ TC = T(C∩A∩B)∪(C\A)∪(C\B) = TC∩A∩B ∪ TC\A ∪ TC\B = TC\A ∪ TC\B (see Lemma 2.6(b)). By Fact 2.2(b), T is compatible
with TC\A or TC\B, which contradicts (7).
(de3) If ⟨T , Aˇ⟩ ∈ S ∗ π , then T ⊂ TA ⊂ A ↑ and, by Lemma 2.5, there is B ∈ Scatt+ such that B ⊂ A and TB = T . Thus
⟨T , Bˇ⟩ ∈ F [Scatt+] and ⟨T , Bˇ⟩ ≤S∗π ⟨T , Aˇ⟩, because T ⊂ TA ∩ TB and TB\A = ∅. 
4. The second iterand
Theorem 4.1. 1S S ‘‘below each element ofπ there is an antichain of size c’’. Consequently, 1S S ‘‘π is an non-atomic pre-order
of size c’’.
Proof. Let G be an S-generic filter over V and A ∈ πG. Then there is T ∈ G such that T  Aˇ ∈ π , that is, by Lemma 3.2(a),
T ⊂ TA. By Lemma 2.7, in V there is an almost disjoint family {Bα : α < c} of subsets of A such that TBα = TA, which implies
T  Bˇα ∈ π and, consequently, Bα ∈ πG, for each α < c. If α ≠ β , then Bα ∩ Bβ ∈ Scatt so, by Lemma 3.2(c), T  Bˇα ⊥π Bˇβ ,
which implies Bα ⊥πG Bβ . Thus {Bα : α < c} is an antichain in πG below A of size |cV |V [G] = cV [G]. 
Theorem 4.2. 1S S π is a separative pre-order.
Proof. We prove 1  ∀A, B ∈ π (¬A ≤π B ⇒ ∃C ∈ π (C ≤π A ∧ C ⊥π B)). Let A, B ∈ Scatt+ and T ∈ S such that
T  Aˇ, Bˇ ∈ π ∧ ¬Aˇ ≤π Bˇ. Then, by Lemma 3.2(a),
T ⊂ TA ∩ TB (8)
and we show that
T ⊂ TA\B. (9)
On the contrary, by the separativity of S there is S ∈ S such that S ⊂ T (which implies S  ¬Aˇ ≤π Bˇ) and S ⊥S TA\B, which,
together with (8) and Lemma 3.2(b) implies S  Aˇ ≤π Bˇ, a contradiction.
By (9) and Theorem 2.4 we have A \ B ∈ Scatt+ and it is sufficient to show that T  (A \ B)ˇ ≤π Aˇ and T  (A \ B)ˇ ⊥π Bˇ.
The first relation follows from (8) and (9) and Lemma 3.2(b). Since (A\B)∩B = ∅, by Lemma 3.2(c) we have T  (A\B)ˇ, Bˇ ∈
π ⇒ (A \ B)ˇ ⊥π Bˇ and, since T  (A \ B)ˇ, Bˇ ∈ π , we have T  (A \ B)ˇ ⊥π Bˇ. 
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Now we show that in each Sacks extension, VS[G], the poset ⟨πG, (≤π )G⟩ is σ -closed. We recall that for perfect trees T
and S and n ∈ ω the relation ≤n is defined by T ≤n S if and only if T ⊂ S ∧ sln(T ) = sln(S). Also T ≤n S ⇔ T ⊂ S ∧ ∀k ≤
n slk(T ) = slk(S). A sequence of perfect trees ⟨Tn : n ∈ ω⟩ is called a fusion sequence iff Tn+1 ≤n Tn, for each n ∈ ω. Then
the set

n∈ω Tn is called the fusion of the sequence. The following two facts will be used in the sequel.
Fact 4.3. Let ⟨Tn : n ∈ ω⟩ be a fusion sequence in S and T = n∈ω Tn its fusion. Then T is a perfect tree and T ≤n Tn, for
each n ∈ ω.
Fact 4.4. Let T be a perfect tree, n ∈ ω and sln(T ) = {ψη : η ∈ n2}. For each η ∈ n2 and i ∈ 2 let Rηa i be a perfect tree
satisfying Rηai ⊂ Tψaη i. Then
(a) R =η∈n2, i∈2 Rηai is a perfect tree;
(b) {Rηa i : η ∈ n2 ∧ i ∈ 2} is a maximal antichain below R;
(c) R ≤n T .
Lemma 4.5. Let ⟨Tn : n ∈ ω⟩ be a fusion sequence in S, T = n∈ω Tn its fusion, Split(T ) = {ψη : η ∈ <ω2} the natural enu-
meration and Aη ∈ Scatt+ and η ∈ <ω2, where (i) η ⊂ θ ⇒ Aθ ⊂ Aη and (ii) (T )ψη ⊂ TAη . Then there are sets Bη ∈ Scatt+, η ∈
<ω2, such that
(a) η ⊂ θ ⇒ Bθ ⊂ Bη;
(b) Bη ⊂ Aη;
(c) (T )ψη = TBη .
Proof. By (ii) we have ψη ∈ TAη ⊂ Aη ↑ and for η ∈ <ω2 we choose ϕη ∈ <ω2 such that (iii) ϕη ∈ Aη and (iv) ψη ⊂ ϕη . For
η ∈ <ω2 let Bη = {ϕθ : θ ⊃ η}. (a) is obviously true. If θ ⊃ η, then, by (i) and (iii), ϕθ ∈ Aη so (b) is true as well.
(c) (⊂) If ϕ ∈ (T )ψη , then there is θ ⊃ η such that ϕ ⊂ ψθ and, by (iv), ϕ ⊂ ϕθ ∈ Bη , which implies ϕ ∈ Bη ↑. Thus
(T )ψη ⊂ Bη↑ and, by Theorem 2.4, Bη ∈ Scatt+ and (T )ψη ⊂ TBη .
(⊃) If θ ⊃ η, then by (iv) we have ψη ⊂ ψθ ⊂ ϕθ . Thus Bη ⊂ ψη ↓⊂ (<ω2)ψη and, hence, TBη ⊂ (<ω2)ψη . So it remains
to be proved that TBη ⊂ T . If ϕ ∈ TBη , then the set Bη ∩ ϕ ↓ is infinite and, hence, there is θ0 ⊃ η such that |θ0| > |ϕ| and
ϕθ0 ⊃ ϕ. By (iv) we have ϕθ0 ⊃ ψθ0 and, hence, ϕ andψθ0 are⊂-comparable, so |θ0| > |ϕ| implies ϕ ⊂ ψθ0 thus ϕ ∈ T . 
Lemma 4.6. Let Sn ∈ Scatt+, n ∈ ω, where S0 ⊃ S1 ⊃ S2 ⊃ · · · and let T ∈ S and T ⊂n∈ω TSn . Then there is A ∈ Scatt+ such
that TA = T and A ⊂∗ Sn, for each n ∈ ω.
Proof. Let Split(T ) = {ψη : η ∈ <ω2} be the natural enumeration. For η ∈ n2 and i ∈ 2 we haveψη ∈ Split(T ) ⊂ Split(TSn),
which implies ψaη i ∈ TSn ⊂ Sn↑ and we choose ϕηai ∈ <ω2 such that
ϕηa i ∈ Sn and ϕηa i ⊃ ψaη i. (10)
Since S0 ⊃ S1 ⊃ · · ·, for A = {ϕηa i : η ∈ <ω2 ∧ i ∈ 2} we have A ⊂∗ Sn, for each n ∈ ω. By (10) we have Split(T ) ⊂ A↑,
which implies T ⊂ A↑ and, by Theorem 2.4, A ∈ Scatt+ and T ⊂ TA. If ϕ ∈ TA, then the set A ∩ ϕ ↓ is infinite and, hence,
there are η0 ∈ <ω2 and i0 ∈ 2 such that |η0| > |ϕ| and ϕηa0 i0 ⊃ ϕ. Since ϕηa0 i0 ⊃ ψ
a
η0
i0, the sequences ϕ and ψaη0 i0 are
⊂-comparable and from |ψaη0 i0| > |η0| > |ϕ| it follows that ϕ ⊂ ψaη0 i0 ∈ T thus ϕ ∈ T and TA ⊂ T is proved. 
Theorem 4.7. 1S S ‘‘π is a σ -closed pre-order’’.
Proof. Let τ ∈ V S and T ∈ S, where T  τ : ωˇ→ π and T  τ(mˇ) ≤π τ(nˇ), form ≥ n. We will find A ∈ Scatt+ and S ∈ S
such that S ⊂ T ∩ TA and S  Aˇ ≤π τ(nˇ), for each n ∈ ω.
By recursion, for n ∈ ω and η ∈ n2 we define perfect trees Tn ⊂ T , ψη ∈ <ω2 and Aη ∈ Scatt+ such that
(i) Tn+1 ≤n Tn;
(ii) sln(Tn) = {ψη : η ∈ n2};
(iii) ψaη i ⊂ ψηai, for each i ∈ 2;
(iv) (Tn)ψη  τ(nˇ) = Aˇη , for each η ∈ n2.
Since T  τ : ωˇ→ (Scatt+)ˇ, for each n ∈ ω we have
∀S ⊂ T ∃R ⊂ S ∃A ∈ Scatt+ R  τ(nˇ) = Aˇ. (11)
Thus, for n = 0 we choose T0 ⊂ T and A∅ ∈ Scatt+ such that T0  τ(0ˇ) = Aˇ∅. Letψ∅ be the root of T0, that is sl0(T0) = {ψ∅}.
Since (T0)ψ∅ = T0, conditions (i)–(iv) are satisfied for n = 0.
Suppose that T0, T1, . . . , Tn and ψη and Aη , for η ∈ ≤n2, satisfy conditions (i)–(iv). Then, by (ii), for η ∈ n2 and i ∈ 2 we
have ψaη i ∈ Tn and, by (i), S ∋ (Tn)ψaη i ⊂ T so, using (11) we choose Rηai ∈ S and Aηa i ∈ Scatt+ such that
Rηai ⊂ (Tn)ψaη i and Rηa i  τ(nˇ+ 1) = Aˇηa i. (12)
By (ii) and Fact 4.4, Tn+1 =η∈n2, i∈2 Rηai ∈ S and Tn+1 ≤n Tn. For η ∈ n2 and i ∈ 2 letψηai be the root of Rηa i. Then, by (12),
ψaη i ⊂ ψηa i and, clearly, sln+1(Tn+1) = {ψηai : η ∈ n2∧ i ∈ 2} = {ψη : η ∈ n+12}. Finally, by (12) we have (Tn+1)ψηa i = Rηa i
so conditions (i)–(iv) are satisfied and the recursion works.
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By Fact 4.3 for the fusion Tω of the sequence ⟨Tn : n ∈ ω⟩we have
Tω =

n∈ω
Tn ∈ S and ∀n ∈ ω Tω ≤n Tn. (13)
Now we show that for θ, η ∈ <ω2
θ ⊂ η⇔ ψθ ⊂ ψη. (14)
Let η = θai1 . . . ik. Then, by (iii), ψθ ⊂ ψaθ i1 ⊂ ψθai1 ⊂ · · · ⊂ ψθa i1···ik−1 ⊂ ψθai1···ik−1aik ⊂ ψη. Conversely, suppose that
θ ⊄ η. If η  θ , then, as above, we prove that ψη  ψθ , thus ψθ ⊄ ψη . Otherwise we have, for example, ϕa0 ⊂ η and
ϕa1 ⊂ θ , for some ϕ ∈ <ω2 and, by (iii),ψaϕ 0 ⊂ ψϕa0 ⊂ ψη andψaϕ 1 ⊂ ψϕa1 ⊂ ψθ which impliesψθ ⊄ ψη again and (14)
is proved.
Clearly, (14) implies that η → ψη is an injection. By (13) and (ii) we have sln(Tω) = sln(Tn) = {ψη : η ∈ n2}, which,
together with (14), implies that {ψη : η ∈ <ω2} is the natural enumeration of Split(Tω).
Since Tω ⊂ Tn, by (iv) we have
∀η ∈ n2 (Tω)ψη  τ(nˇ) = Aˇη. (15)
Claim 1. For each θ, η ∈ <ω2 we have
(a) (Tω)ψη ⊂ TAη ;
(b) θ  η⇒ (Tω)ψη ⊥ TAη\Aθ .
Proof of Claim 1. (a) Since Tω ⊂ T and T  τ : ωˇ→ π we have (Tω)ψη  τ(nˇ) ∈ π , thus, by (15), (Tω)ψη  Aˇη ∈ π which, by
Lemma 3.2, implies (Tω)ψη ⊂ TAη .
(b) Let θ  η, |θ | = n and |η| = m. Then n < m and, by the assumption, T  τ(mˇ) ≤π τ(nˇ). By (iv) we have (Tn)ψθ 
τ(nˇ) = Aˇθ and (Tm)ψη  τ(mˇ) = Aˇη so, since Tω ⊂ T , Tn, Tm and, by (14), ψθ ⊂ ψη , we have (Tω)ψη ⊂ (Tn)ψθ ∩ (Tm)ψη ∩ T ,
which implies (Tω)ψη  Aˇη ≤π Aˇθ . Thus, by Lemma 3.2(b), (Tω)ψη ⊥ TAη\Aθ and Claim 1 is proved.
For η ∈ <ω2 let us define A′η =

k≤|η| Aηk.
Claim 2. (Tω)ψη ⊂ TA′η , for each η ∈ <ω2.
Proof of Claim 2. Let |η| = m. Since Aη = A′η ∪

k<m(Aη \ Aηk), by Lemma 2.6(b) we have TAη = TA′η ∪

k<m TAη\Aηk . By
Claim 1(a) we have (Tω)ψη ⊂ TAη and, hence,
(Tω)ψη = ((Tω)ψη ∩ TA′η ) ∪

k<m
(Tω)ψη ∩ TAη\Aηk . (16)
By Claim 1(b), the sets (Tω)ψη ∩ TAη\Aηk , k < m, are scattered subsets of <ω2 and, by (16), (Tω)ψη ⊂ TA′η ∪ C , where C is a
scattered set. Now, by Lemma 2.6 we have (Tω)ψη = T(Tω)ψη ⊂ TTA′η ∪ TC = TA′η . Claim 2 is proved.
By Claim 2 and Theorem 2.4 we have A′η ∈ Scatt+, for each η ∈ <ω2, and, clearly, η ⊂ θ ⇒ A′θ ⊂ A′η . Thus, by Lemma 4.5,
there are sets Bη ∈ Scatt+, η ∈ <ω2, such that for each η, θ ∈ <ω2
η ⊂ θ ⇒ Bθ ⊂ Bη, (17)
Bη ⊂ A′η, (18)
TBη = (Tω)ψη . (19)
By (17), for the sets Sn = η∈n2 Bη , n ∈ ω, we have S0 ⊃ S1 ⊃ · · ·. Since sln(Tω) = {ψη : η ∈ n2}, by (19) and Lemma 2.6
we have Tω =η∈n2(Tω)ψη =η∈n2 TBη = Tη∈n2 Bη = TSn . So, by Lemma 4.6, there is A ∈ Scatt+ such that
TA = Tω, (20)
∀n ∈ ω A ⊂∗ Sn. (21)
Claim 3. (Tω)ψη  Aˇ ≤π Aˇη , for each η ∈ <ω2.
Proof of Claim 3. By Claim 1(a) we have (Tω)ψη ⊂ TAη . By (20) we have (Tω)ψη ⊂ TA so, by Lemma 3.2 it remains to be shown
that (Tω)ψη ⊥ TA\Aη . By (21), A ⊂

θ∈n2 Bθ ∪ K , where |η| = n and K is a finite set. Since Bη ⊂ Aη we have A \ Aη ⊂
A \ Bη ⊂ θ∈n2(Bθ \ Bη) ∪ (K \ Bη) ⊂ θ∈n2\{η} Bθ ∪ K1 which, by Lemma 2.6 implies TA\Aη ⊂ θ∈n2\{η} TBθ so, by (19),
TA\Aη ⊂

θ∈n2\{η}(Tω)ψθ ⊥ (Tω)ψη , which implies (Tω)ψη ⊥ TA\Aη . Claim 3 is proved.
By (20) we have Tω ⊂ T ∩ TA and we show that Tω  Aˇ ≤π τ(nˇ), for each n ∈ ω. Let G be an S-generic filter over V and
Tω ∈ G. Since {(Tω)ψη : η ∈ n2} is a maximal antichain below Tω , there is η0 ∈ n2 such that (Tω)ψη0 ∈ G so, by Claim 3,
A(≤π )GAη0 . Since Tω ⊂ Tn, by (iv) we have (Tω)ψη0  τ(nˇ) = Aˇη0 and, hence, τG(n) = Aη0 . Thus A (≤π )G τG(n). 
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5. Under sh(S) = ℵ1 or PFA
Let sh(S) denote the cardinal κ such that 1S  c = κˇ . First we show that in the models of ZFC satisfying sh(S) = ℵ1 we
have 1S  ‘‘π is forcing equivalent to P(ωˇ)/Fin’’.
Fact 5.1 (Folklore). If κ is a regular cardinal satisfying κ<κ = κ , then each non-atomic separative κ-closed pre-order of size
κ is forcing equivalent to the collapsing algebra Col(κ, κ).
Theorem 5.2. The equality sh(S) = ℵ1 implies that the poset ⟨Scatt+,⊂⟩ is forcing equivalent to the two-step iteration of the
Sacks forcing and the collapsing algebra Col(ℵ1,ℵ1) (or the algebra P(ω)/Fin) of the Sacks extension.
Proof. Let VS[G] be a Sacks extension of the groundmodel V satisfying sh(S) = ℵ1. In VS[G]we have |πG| = c = ℵ1 = ℵ<ℵ11
and, by Theorems 4.1, 4.2 and 4.7, and Fact 5.1,πG is forcing equivalent to the collapsing algebra Col(ℵ1,ℵ1). The same holds
for P(ω)/Fin. 
The equality sh(S) = ℵ1 follows from CH and, more generally, from b = ℵ1, by a result of Simon [5]. We will show that the
equality sh(S) = ℵ1 is not a necessary condition for the equivalence described in Theorem 5.2. First, using the following
two lemmas, we show that under the PFA the second iterand is ℵ2-closed.
Lemma 5.3 (MA(κ)). If P ⊂ [Scatt+]κ , T ∈ S and T ⊂ TK , for each finite K ⊂ P , then P has a pseudointersection
A ∈ Scatt+ satisfying T ⊂ TA.
Proof. Let P = {⟨K, K⟩ : K ∈ [P ]<ω ∧ K ∈ [<ω2]<ω}. Clearly, the relation ≤ on P defined by: ⟨K, K⟩ ≤ ⟨L, L⟩ ⇔ K ⊃
L∧K ⊃ L∧K \ L ⊂L is a partial order and ⟨P,≤⟩ is ccc, because two incompatible elements of Pmust have the second
components different.
For each ⟨K, K⟩ ∈ P and B ∈ P we have ⟨K ∪ {B}, K⟩ ≤ ⟨K, K⟩, so the sets ∆B = {⟨K, K⟩ ∈ P : B ∈ K}, B ∈ P ,
are dense subsets of P and we prove that the setsDϕ = {⟨K, K⟩ ∈ P : K ∩ ϕ ↓≠ ∅}, ϕ ∈ T , are dense in P. If ϕ ∈ T and
⟨L, L⟩ ∈ P, then T ⊂ TL ⊂ (L)↑ and, hence, there isψ ∈L such that ϕ ⊂ ψ . Clearly ⟨L, L∪ {ψ}⟩ ∈ Dϕ and, since
(L ∪ {ψ}) \ L ⊂ {ψ} ⊂L, we have ⟨L, L ∪ {ψ}⟩ ≤ ⟨L, L⟩.
Let G be a filter in P intersecting the sets∆B andDϕ and let A =⟨K,K⟩∈G K .
In order to prove that T ⊂ TA we take ϕ ∈ T and pick ⟨K, K⟩ ∈ G ∩ Dϕ . For ψ ∈ K ∩ ϕ ↓ we have ψ ∈ A and,
consequently, ϕ ∈ A↑. Thus T ⊂ A↑ and, by Theorem 2.4(b), T ⊂ TA.
Finally, for B ∈ P we prove that A ⊂∗ B. Taking ⟨K, K⟩ ∈ G ∩∆B we prove
∀⟨L, L⟩ ∈ G L \ K ⊂ B. (22)
Let ⟨L, L⟩ ∈ G and G ∋ ⟨M,M⟩ ≤ ⟨K, K⟩, ⟨L, L⟩. Then, since L ⊂ M and B ∈ K , we have L \ K ⊂ M \ K ⊂ K ⊂ B and
(22) is true, which implies A \ K =⟨L,L⟩∈G L \ K ⊂ B and, hence, A ⊂∗ B. 
We recall that the Sacks amoeba forcing is the partial order ⟨A,≤⟩, whereA = {⟨T , n⟩ : T ∈ S∧n ∈ ω} and ⟨T , n⟩ ≤ ⟨S,m⟩
iff T ⊂ S, n ≥ m and T ∩ m2 = S ∩ m2.
Lemma 5.4. (a)Dk = {⟨T , n⟩ ∈ A :j≤k slj(T ) ⊂ <n2}, k ∈ ω, are dense subsets ofA;
(b) If G ⊂ A is a filter intersecting the setsDk, k ∈ ω, then⟨T ,n⟩∈G T ∈ S.
Proof. (a) Let ⟨S,m⟩ ∈ A and n = max({m} ∪ {|ψ | + 1 : ψ ∈ j≤k slj(S)}). Then for ψ ∈ j≤k slj(S) we have
n ≥ |ψ | + 1 > |ψ |, which implies ψ ∈ <n2, thus ⟨S, n⟩ ∈ Dk. Since n ≥ mwe have ⟨S, n⟩ ≤ ⟨S,m⟩.
(b) For T∞ = ⟨T ,n⟩∈G T we have ∅ ∈ T∞ and T∞ ↑= T∞ so T∞ is a non-empty subtree of <ω2. Let ⟨Tk, nk⟩ ∈ G ∩ Dk,
k ∈ ω. First we prove that
k∈ω
(Tk ∩ ≤nk2) ⊂ T∞. (23)
Let k ∈ ω, ⟨T , n⟩ ∈ G and G ∋ ⟨S,m⟩ ≤ ⟨T , n⟩, ⟨Tk, nk⟩. Then S ⊂ T and Tk ∩ nk2 = S ∩ nk2, which implies Tk ∩ ≤nk2 =
S ∩ ≤nk2 ⊂ S ⊂ T . This holds for each ⟨T , n⟩ ∈ G so (23) is true.
Now we show that T∞ is a perfect tree. Let ϕ ∈ T∞ and k > |ϕ|. Then ϕ ∈ Tk and there is ψ ∈ slk(Tk) such that ϕ ⊂ ψ .
Since ⟨Tk, nk⟩ ∈ Dk we have ψ ∈ <nk2 which implies ψa0, ψa1 ∈ Tk ∩ ≤nk2 and, by (23), ψa0, ψa1 ∈ T∞. Thus ψ is a
splitting node of T∞ below ϕ. 
Theorem 5.5 (PFA). 1S S ‘‘π is an ω2-closed pre-order’’.
Proof. Let τ ∈ V S and T0 ∈ S, where T0  τ : ωˇ1 → π and T0  τ(βˇ) ≤π τ(αˇ), for α < β < ω1. We construct A ∈ Scatt+
and S ∈ S such that S ⊂ T0 ∩ TA and S  Aˇ ≤π τ(αˇ), for each α ∈ ω1.
Claim 1.∆α = {⟨R, n⟩ ∈ A : ∀ψ ∈ R ∩ n2 ∃A ∈ Scatt+ Rψ  τ(αˇ) = Aˇ}, α ∈ ω1, are dense below ⟨T0, 0⟩ (inA).
Proof of Claim 1. Let ⟨S, n⟩ ≤ ⟨T0, 0⟩ and S ∩ n2 = {ψi : i ∈ I}. Since T0  τ : ωˇ1 → (Scatt+)ˇ we have T0  ∃A ∈
(Scatt+)ˇτ(αˇ) = Aˇwhich means that
∀T1 ⊂ T0 ∃R ⊂ T1 ∃A ∈ Scatt+ R  τ(αˇ) = Aˇ. (24)
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For i ∈ I we have Sψi ⊂ T0 and, by (24), there are Ri ⊂ Sψi and Ai ∈ Scatt+ such that
Ri  τ(αˇ) = Aˇi. (25)
By Fact 2.2 we have R = i∈I Ri ∈ S and, clearly, R ∩ n2 = {ψi : i ∈ I} and Rψi = Ri so, by (25) we have ⟨R, n⟩ ∈ ∆α . Since
R ⊂ S and R ∩ n2 = S ∩ n2 we have ⟨R, n⟩ ≤ ⟨S, n⟩ and Claim 1 is proved.
Since the poset A is proper, by PFA there is a filter G ⊂ A containing ⟨T0, 0⟩ and intersecting the sets ∆α , α < ω1, and
the setsDk, k ∈ ω, defined in Lemma 5.4(a). By Lemma 5.4(b) we have
T0 ⊃ S =

⟨T ,n⟩∈G
T ∈ S. (26)
Let ⟨Rα, nα⟩ ∈ G ∩∆α , α ∈ ω1. Clearly, there arem ∈ ω and J ∈ [ω1]ℵ1 such that nα = m, for each α ∈ J . Thus we have
∀α ∈ J ⟨Rα,m⟩ ∈ G ∩∆α. (27)
Claim 2. ∀ψ ∈ S ∩ m2 ∀α ∈ J ∃A ∈ Scatt+ Sψ  τ(αˇ) = Aˇ.
Proof of Claim 2. Let ψ ∈ S ∩ m2 and α ∈ J . By (27) we have S ⊂ Rα , which implies ψ ∈ Rα ∩ m2 and, since ⟨Rα,m⟩ ∈ ∆α ,
there is A ∈ Scatt+ such that (Rα)ψ  τ(αˇ) = Aˇ. Since ψ ∈ S ⊂ Rα we have S ∋ Sψ ⊂ (Rα)ψ an, hence, Sψ  τ(αˇ) = Aˇ.
Claim 2 is proved.
Let us fix a ψ0 ∈ S ∩ m2. By Claim 2, for each α ∈ J there is Aα ∈ Scatt+ such that Sψ0  τ(αˇ) = Aˇα and, since
T0  τ : ωˇ1 → π , such Aα is unique. Thus, in V there is a sequence ⟨Aα : α ∈ J⟩ in Scatt+ such that
∀α ∈ J Sψ0  τ(αˇ) = Aˇα. (28)
Claim 3. Let α1, α2, . . . , αn ∈ J , where α1 < α2 < · · · < αn. Then
(a) Sψ0 ⊂ TAαn ;
(b) Sψ0 ⊥ TAαn \Aαi , for each i < n.
Proof of Claim 3. (a) Since Sψ0 ⊂ T0 and T0  τ : ωˇ1 → π , by (28) we have Sψ0  Aˇαn ∈ π , which, by Lemma 3.2(a), implies
Sψ0 ⊂ TAαn .
(b) By the assumption and (28) we have Sψ0  Aˇαn = τ(αˇn) ≤π τ(αˇi) = Aˇαi , which, by Lemma 3.2(b) implies Sψ0 ⊥
TAαn \Aαi and Claim 3 is proved.
Claim 4. For each finite K ⊂ J we have Sψ0 ⊂ Tα∈K Aα .
Proof of Claim 4. Let K = {α1, α2, . . . , αn} ⊂ J , where α1 < α2 < · · · < αn. Since Aαn =
n
i=1 Aαi ∪
n−1
i=1 Aαn \ Aαi , by
Lemma 2.6(b) we have TAαn = Tni=1 Aαi ∪n−1i=1 TAαn \Aαi . By Claim 3(a) we have
Sψ0 = (Sψ0 ∩ Tni=1 Aαi ) ∪
n−1
i=1
(Sψ0 ∩ TAαn \Aαi ). (29)
By Claim 3(b), for i ≤ n−1we have Sψ0∩TAαn \Aαi ∈ Scatt and, by (29), Sψ0 ⊂ Tni=1 Aαi ∪C , where C ∈ Scatt. So, by Lemma 2.6
we have Sψ0 = TSψ0 ⊂ TTni=1 Aαi ∪ TC = Tni=1 Aαi and Claim 4 is proved.
Since PFA implies MA(ℵ1), by Claim 4 and Lemma 5.3 there is A ∈ Scatt+ such that Sψ0 ⊂ TA (so Sψ0 ⊂ T0 ∩ TA) and
∀α ∈ J A ⊂∗ Aα. (30)
Finally we show that Sψ0  Aˇ ≤π τ(αˇ), for all α ∈ ω1. First, for α ∈ J , by Claim 3 we have Sψ0 ⊂ TAα and, hence, Sψ0 ⊂ TA
∩ TAα . By (30) we have TA\Aα = ∅, thus Sψ0 ⊥ TA\Aα and, by Lemma 3.2(b), Sψ0  Aˇ ≤π Aˇα . By (28) we have Sψ0  τ(αˇ) = Aˇα ,
thus Sψ0  Aˇ ≤π τ(αˇ), for each α ∈ J . Let β ∈ ω1 and J ∋ α > β . Since Sψ0 ⊂ T0, by the assumption we have Sψ0  τ(αˇ)
≤π τ(βˇ), which implies Sψ0  Aˇ ≤π τ(βˇ) again. 
Theorem 5.6. PFA implies that the poset ⟨Scatt+,⊂⟩ is forcing equivalent to the two-step iteration of the Sacks forcing and the
algebra Col(ℵ2,ℵ2) (or the algebra P(ω)/Fin) of the Sacks extension.
Proof. Let VS[G] be a Sacks extension of the groundmodel V satisfying PFA. In VS[G], by a result of Carlson and Laver [1], we
have MA(ℵ1) and c = ℵ2 = ℵ<ℵ22 . By Theorems 4.1, 4.2 and 5.5 and Fact 5.1, the pre-order πG is forcing equivalent to the
algebra Col(ℵ2,ℵ2). Clearly, the same holds for P(ω)/Fin. 
Wenote that, by Fact 1.1, the poset ⟨Scatt+,⊂⟩ is forcing equivalent to the order ⟨Scatt(Q)+,⊂⟩, where Scatt(Q) = {A ⊂
Q : clRA is countable} and to the corresponding quotient algebra P(Q)/ Scatt(Q).
Concerning Theorems 5.2 and 5.6 we note that it remains open whether the factorization of the forcing ⟨Scatt+,⊂⟩
as S ∗ ˙P(ω)/Fin is a theorem of ZFC. By Theorem 1.3 and Proposition 3.5 of Hrušák and Zapletal [4], the quotient
P(<ω2)/tr([2ω]≤ℵ0) has the same factorization, where tr([2ω]≤ℵ0) = {A ⊂ <ω2 : |Gδ(A)| ≤ ℵ0} and Gδ(A) = {x ∈ 2ω :
|{n ∈ ω : x  n ∈ A}| = ℵ0}. Since for A ⊂ <ω2 each x ∈ Gδ(A) determines a branch in A ↑, by Theorem 2.4 we have
Scatt ⊂ tr([2ω]≤ℵ0) and, hence, P(<ω2) \ tr([2ω]≤ℵ0) is a suborder of P(<ω2) \ Scatt. Clearly, these posets are not equal (see
Lemma 2.3).
1308 M.S. Kurilić, S. Todorčević / Annals of Pure and Applied Logic 163 (2012) 1299–1308
Acknowledgements
The research of M. Kurilić was supported by the Ministry of Education and Science of the Republic of Serbia (Project
174006).
References
[1] T. Carlson, R. Laver, Sacks reals and Martin’s axiom, Fund. Math. 133 (2) (1989) 161–168.
[2] I. Farah, Analytic quotients: theory of liftings for quotients over analytic ideals on the integers, Mem. Amer. Math. Soc. 148 (702) (2000).
[3] I. Farah, Analytic Hausdorff gaps II. The density zero ideal, Israel J. Math. 154 (2006) 235–246.
[4] M. Hrušák, J. Zapletal, Forcing with quotients, Arch. Math. Logic 47 (7–8) (2008) 719–739.
[5] P. Simon, Sacks forcing collapses c to b, Comment. Math. Univ. Carolin. 34 (4) (1993) 707–710.
