We study approximate algorithms for document placement 
Introduction
The growing demand of high quality internet web servers nowadays is unquestionable. Standalone web servers are inevitable very risky to provide reliable and scalable services, while distributed solutions are natural and popular ways that we can be used to increase the reliability, scalability, efficiency and availability of a system. The advantages of distributed solutions in a cluster (or even in a grid) are higher computing power and fault-tolerance with graceful degradation. Its disadvantage is the difficulty in scheduling and balancing each distributed entity. In this paper, we address the problem of balancing load and space for different assumptions on the input documents.
Many papers have addressed the load balancing problem [5, 9, 10, 12, 13] . Their solutions can be classified into three categories: the dispatcher-based approach, the domain-name-server-based (DNS-based) approach, and (context-aware) document placement approach. For a survey on the variants of dispatcher-based approach, one can refer to [6] , while one can refer to [4, 7, 8, 10, 11] for the DNS-based approach. Both approaches assumes full or excessive replication of documents in the distributed servers.
However, the full and excessive replication may induce high time-cost for doing replication and updating replicas, especially when the servers are hosts in a small bandwidth network, and the number of documents are large; and the storage-cost is of course high in the sense that the storage are not efficiently used. The inefficiency of storage usages confines the related algorithms to store the replicas in indisk cache, rather than in-memory. Thus the storage-cost will effects on the time-cost in turn.
In this paper, we consider the document placement approach which uses document placement algorithms to store documents to servers. The purpose of this kind of algorithms is also to balance the workload induced across the servers. A static document placement algorithm finds out a way of placing a set of documents and let another (phase of) algorithm to do the actual placement. A dynamic version computes and places a document at a time. In section 7, we will develop an algorithm for dynamic placement which execution time is slow down by a factor ÐÓ Å, comparing with static placement. Since it is not supposed to do a full or excessive replication, the dispatcher needs to be contentaware [14] in order to forward each client request to the precise server. The price for the content-awareness is its high overhead to lookup the content of request in the dispatcher. It should be noted that the load balancing problem might not be solely resolved by a single approach out of the above three in practice, but a kind of hybrid of them.
In [9] , Chen et al. showed that the (optimal) placement problem can be reduced to the bin packing problem in polynomial time. Thus the placement problem is NP-hard and some approximation algorithms have been proposed. In [15] , Zhou et al. gave algorithms to balance the load empirically, but not in theory. In [13] , Narendran et al. proposed the Binning Algorithm which allows a document to be replicated to multiple servers and each replica may have different probability of being accessed. This algorithm balances the load optimally, but the system needs counters to count the frequencies of client requests received for each document in each server. Moreover, this algorithm does not balance the storage utilization, and the effect of storageinefficiency will effect on time-cost as mentioned. In [9] , Chen et al. also proposed two approximation algorithms. The first one results in a factor 2 of the optimal load distribution (per HTTP connection). The second one results in a factor 4 of the optimal load distribution using at most 4 times the optimal storage space. In this paper, we first improve Chen et al's result by giving a generalized solution to show the load-storage tradeoff in Theorem 1. ie., one could choose a better load balancing performance at the expense of space utilization. On the other hand, we could balance the storage of the distributed servers at the expense of load distribution. Extending this result, we improve the result for a specific case that the input are sorted according to their loads. We also try to improve the load-storage balancing performance by replicating documents in both cases of sorted and unsorted input. In our model, we assume each replica of a document shares the same probability of being assessed.
Definitions and Models
In our model, we have Å homogeneous servers with capacity , and AE independent documents. As a common phenomena, we assume AE Å. For all ¾ ½ AE , the -th document has a positive size × and load Ð . The load of a document is the product of its access rate and size. We assume × Let Ð ¾ and × ¾ be two numbers satisfying the fundamental inequality
If a document is replicated in another server, each of its replicas will have the same size as the original document, but with the load equally shared. For all ¾ ½ AE , let Ö be the number of replicas of -th document. Precisely, ¾ ½ AE , if the -document has replicas, each of its replica will have a size × and a load Ð Ö . (In [13] , each replica may have different load.) It is also reasonable to place all replicas of the same document in different servers. Hereafter, by saying that a document has Ö replicas, we mean there are Ö copies of the document including the original one. For the case that we do not replicate a particular document, it still has (only) one replica which is itself.
It is already well-known that the general problems to allocate documents in order to bound the loads or sizes of all servers are NP-hard [9] . The bin-packing problem can be reduced to some special cases of these problems. Using the same argument, the problems to bound the number of replicas for each document in order to achieve optimal load for all servers is also NP-hard. In the following sections, we find P-Time approximate algorithms to place the documents. The price for the improvement in time complexity is to release the optimality of the bounds. In Section 3, we try the simple greedy method to bound the loads and sizes of all servers to Ð Ä and × Ë, respectively. In Sections 4 to 6, we apply the sorting and/or replication to achieve better solutions.
For all algorithms discussed below, the inputs are AE documents with individual loads and sizes, and Å servers, which are initially empty sets of documents and replicas.
The output is the Å servers with documents and/or replicas allocated. We assume each server keeps the knowledge of its last input document. The function Ä ×Ø´ µ outputs the latest document placed in server . Note that replication of documents will not increase the total load of all the servers, but will increase the total size. Therefore, in our discussion, the total load is always È ¾ ½ AE Ð .
Placement without Sorting and Replication
Algorithm NOREP´ Ð × µ: 1.
Compute Ä and Ë; Ë ÊÎ Ê set of all servers;
3.
For every document 3.1
Find a server ¾ Ë ÊÎ Ê; Hence, by the fundamental inequality, there exists at least one server which load is less than´ Ð ½µÄ and size is less than´ × ½µË . After placing into this server, this server's load is less than Ð Ä and size is less than × Ë. Inductively, we prove the lemma.
We can easily find values for Ð and × to improve the result in [9] , which load and size bounds are both . Obviously, the time-complexity for Algorithm NOREP is then Ç´AE µ.
Placement with Replication
In this section, we propose a partial replication technique to replicate some of the documents for balancing the load of servers. We call this technique selective replication, while we will replicate only the top documents of those servers having loads higher than our load bound´ Ð ½ ¾ µÄ. We replicate a document by making only one replica. This is because we do not want to put much burden on the size requirement.
Replicating documents will not increase the total load, but will inevitably increase the total size. However, if we make only one extra copy for each replication, Theorem 2 shows that the load bound can be decreased by Ä ¾ without increasing the size bound. Therefore, in the proof of Theorem 2, we try to avoid the effect of increasing total size.
Algorithm REP´ Ð × µ:
Let Ë Ê Î Êbe the set of all servers which loads are less than´ Ð ½µÄ and sizes are less than´ × ½µË; 3.
For every server with a load at least´ Ð Proof: After execution of Algorithm NOREP´ Ð × µ, if the loads of all servers are less than´ Ð ½ ¾ µ, then it is done. We now assume the other case. Let È be the set of servers which loads are at least´ Ð ½ ¾ µÄ, be the set of servers which loads are at least´ Ð ½µÄ. Clearly, È
. Let be the set of servers which sizes are at least´ × ½µË. Note that the three sets are changing during the execution of Algorithm REP´ Ð × µ. Consider a server in È . Recalling the proof of Theorem 1, before placing the last document into in Algorithm NOREP, 's load is less thań 
Placement with Sorting
Algorithm SORT-NOREP´ Ð × Õ µ: (Part I) 1.
Compute Ä and Ë; 2.
Let be a list of documents and ; 3.
Take out the documents with loads Õ Ä from input, and put into a list in descending order; 4.
Append the remaining documents into . Step 8 can be applied because of the sorted property of the input. The existence of low-loaded servers in Step 8.5.2 is a benefit from the sorted feature.
Step 10 is "borrowed" from Algorithm One. We may see a large value of Õ may be beneficial in Step 8, but not in Step 10, and vice verse.
To balance the loads caused by both steps, the value of Õ is ½ × ´½· × ´ Ð ¾µµ , and we will show how to choose this value later.
Lemma 1 Algorithm SORT-NOREP can place all documents into servers.
Proof: Assume that Step 8 terminates before placing all documents into servers. Since there are at most Å Ð ½ servers having load at least´ Ð ½µÄ, and at most Å × ½ servers having size at least´ × ½µË , by the fundamental inequality, there always exists a server which load is less than´ Ð ½µÄ and size less than´ × ½µË . Therefore, Step 10 can complete the placement.
We now prove that we can find a server in Proof: Suppose that we are now to place an Ö-round document in server . Since ¾ Ö × , before placing the Ö-round documents in , the condition in Step 8.5.2 must be true. This condition was true in all previous iterations of Step 8, too. Hence, we have already placed Ö ½ documents in , and the sum of their loads are at most Ä. By the pigeon hole principle, one of these documents will have load at most Ä Ö ½ . By the sorted property, the coming Ö-round document will have load at most Proof: By Lemma 1, we can place all documents by Algorithm SORT-NOREP. Consider a server . If Ä ×Ø´ µ is placed in Step 10, its load is at most ÕÄand 's load is less than´ Ð ½µÄ and size less than´ × ½µË before the placement.
will then have load less than´ Ð ½ · ÕµÄ and size less than × Ë.
We can now assume Ä ×Ø´ µ to be an Ö-round document placed in Step 8. Consider Ö ¾ ¾ × . According to the algorithm, before placing this Ö-round document, has load less than Ä and size less than´ × ½µË . By Lemma 2, the load of Ä ×Ø´ µ is at most For a given Ð , the last two terms can be minimized by setting Õ to the value as stated before. Hence, for Ð ¿ Õ, the bound of loads of servers is´ Ð ½ · ÕµÄ, which is less than´ Ð ½ ¾ µÄ. For Ð ¿ Õ, the bound of loads of servers is ¾Ä. In particular, if
Since a full replication technique will equally share the load and give a load bound of Ä, one may hope for a better replication technique in future work. On the other hands, for Ð ¿ Õ, the bound is ¾Ä which is optimal regardless the power of sorting. It can be illustrated by the worst case: ¾ ½ AE , Ð Å AE AE , AE Å · ½ and Å ¾. The bound on loads of server is approaching ¾Ä when Å is very large. All documents carry the same load and make sorting useless. That means, in general, the load bound ¾Ä should be tackled by replication.
If Ð and × are constant, there are at most Ç´Å µ documents with loads not less than ÕÄ. Then, sorting takes Ç´Å ÐÓ Å µ time, and therefore, the time-complexity for Algorithm SORT-NOREP is Ç´AE · Å ÐÓ Å µ.
Placement with Sorting and Replication
We replicate some documents to achieve a better bound on load of ÔÄ with the same size limit, where Ô Ñ Ü´¿ ¾ Replicate and put the replica into ;
We can prove that after execution of Algorithm SORT-REP, all documents can be placed, and each server's load is less than ÔÄ and size is less than × Ë. We leave the proof to the journal version. By direct comparison, this algorithm gives the best bound on load. In particular, without the constraint on sizes of servers, we can achieve ¿ ¾ Ä as a bound for loads. Since there are at most Ç´Å µ top documents requiring replication, and each requires Ç´½µ time, the timecomplexity is still Ç´AE · Å ÐÓ Å µ.
Dynamic Document Placement
The algorithms discussed in Section 3 to 6 are offline which do not cater for dynamic insertion. The values of Ä and Ë can be calculated before actual insertions, and are unchanged during the execution. We now consider dynamic placement such that we do not know the total number of documents to be placed. The price for the dynamic insertion is the slow down by a factor of ÐÓ Å .
We re-define AE to be the number of inserted documents, and ¾ ½ AE , Ð and × are the load and size of the -th inserted document, respectively. The values for Ä and Ë are then referred to the inserted documents only. We modify the Algorithm NOREP by moving Step 1 as Step 3.0. That means, for each input document, we first update the values of Ä and Ë. With similar arguments as the proof of Theorem 1, the same bounds for load Ð Ä and size × Ë can still be obtained.
Consider the time complexity. Assuming addition and division can be done in constant time, updating Ä and Ë take constant time, too, as calculating the maximum and average of a set of values needs two additions and one division. Consider step 3.3. Finding a suitable server needs constant time in previous algorithms. It is because in those algorithms, servers are tested against static load and size limits, Ä, Ð ½ Õ × ´ Ð ¾µ Ä,´ Ð ½µÄ and´ × ½µË, respectively. Once a server exceeds the load or size limit, it will always exceed that limit and never accommodate any new documents again. However, it is not the case in this section while the values of Ä and Ë are dynamic, and keep growing whenever any new documents arrive. A server exceeding the load or size limits at a moment may be able to accommodate new documents later as the values of Ä and Ë rise to higher values. That means, we cannot exclude any servers permanently, even if they cannot be used for storing new documents right now.
We define a tree, called ¼ -tree of order Ã, to maintain all servers according to their loads and sizes, where Ã Å . The purpose is to bound the time for finding a suitable server by Ç´ÐÓ Å µ. Ç´ÐÓ Å µ-time should also be enough to maintain the tree properties, too. We assign each server a unique identity. The ¼ -tree will only store these unique identities. We refer the size of an identity to the size of the server which has the identity. Similar to the load of an identity.
A ¼ -tree or order Ã has the following properties: The root node has ¼, or ¾ to Ã children. All nodes except the root and the leaf nodes have Ã ¾ to Ã children. All leaf nodes are at the same level. Each node is a list of Ã ¾ to Ã identities. We choose the identity having smallest size as the node's representative. If there is more than one identities having smallest size, then we consider the smallest load as well as the alphanumeric order of the identities, if needed. Let the range of a representative Ü be the range of the loads of the identities in a node where Ü is chosen from. The identities in a non-leaf node are representatives from all its children. In other words, if a non-leaf node has È children, then it contains a list of È identities which are representatives of its children, respectively, where ¾ È Ã. All the representatives in a non-leaf node have non-overlapping ranges. They are also sorted ascendingly according to their ranges. In each leaf-node, the identities are sorted ascendingly according to their loads. Therefore, the leaf nodes altogether represent the sequence of servers' identities with sorted feature according to their loads.
Searching for a suitable server starts from the root. We scan the identities in the root list. Let Ü be the first identity that can satisfy the size constraint. All descendant servers of all identities before Ü violate the size limit due to the way of choosing representatives; and all descendant servers of all identities after Ü have load at least as high as Ü due to the sorted order in each node. If there is a suitable server that can be found under an identity after Ü, then a suitable server must exist under Ü, too. Hence, we do not have reason to scan the identities beyond Ü. We stop scanning the root and go down to the child of Ü. In the child of Ü, we perform the similar steps as performed in the root. Eventually, we will find a suitable server at the leaf level.
Obviously, the depth of the ¼ -tree is Ç´ÐÓ Ã Åµ, and in each node, we spend Ã steps for finding a suitable identity in each level. Hence, to find a suitable server needs Ç´Ã ÐÓ Ã Åµ time. After placing a document on that server, its load and size will change. Maintaining the tree includes taking it out from the tree and inserting it back to the tree probably in another position. Both steps need Ç´Ã ÐÓ Ã Åµ time, which is Ç´ÐÓ Åµ for Ã Ç´½µ.
Therefore, the time-complexity is Ç´AE ÐÓ Åµ.
