Abstract. In this paper, we propose some new tools to allow machine learning classi ers to cope with time series data. We rst argue that many time-series classi cation problems can be solved by detecting and combining local properties or patterns in time series. Then, a technique is proposed to nd patterns which are useful for classi cation. These patterns are combined to build interpretable classi cation rules. Experiments, carried out on several arti cial and real problems, highlight the interest of the approach both in terms of interpretability and accuracy of the induced classi ers.
Introduction
Nowadays, machine learning algorithms are becoming very mature and well understood. Unfortunately, most of the existing algorithms (if not all) are dedicated to simple data (numerical or symbolic) and are not adapted to exploit relationships among attributes (such as for example geometric or temporal structures). Yet, a lot of problems would be solved easily if we could take into account such relationships, e.g. temporal signals classi cation. While a laborious application of existing techniques will give satisfying results in many cases (our experiments con rm this), we believe that a lot of improvement could be gained by designing speci c algorithms, at least in terms of interpretability and simplicity of the model, but probably also in terms of accuracy.
In this paper, the problem of time signals classi cation is tackled by means of the extraction of discriminative patterns from temporal signals. It is assumed that classi cation could be done by combining in a more or less complex way such patterns. For the aim of interpretability, decision trees are used as pattern combiners. The rst section formally de nes the problem of multivariate time-series classi cation and gives some examples of problems. Related work in the machine learning community is discussed here as well. In the next section, we experiment with two \naive" sets of features, often used as rst means to handle time series with traditional algorithms. The third section is devoted to the description of our algorithm which is based on pattern extraction. The last section presents experiments with this method. Finally, we conclude with some comments and future work directions.
2 The (multivariate) time-series classi cation problem
De nition of the problem
The time series classi cation problem is de ned by the following elements:
{ A universe U of objects representing dynamic system trajectories or scenarios. Each object 1 , o, is observed for some nite period of time 0; t f (o)] 2 .
{ Objects are described by a certain number of temporal candidate attributes which are functions of object and time, thus de ned on U 0; +1 . We denote by a(o; t) the value of the attribute a at time t for the object o.
{ Each object is furthermore classi ed into one class, c(o) 2 fc 1 ; :::; c M g.
Given a random sample LS of objects from the universe, the goal of the machine learning algorithm is to nd a function f(o) which is as close as possible to the true classi cation c(o). This function should depend only on attribute values (not on object), ie. f(o) = f(a(o; :)) where a denotes the vector of attributes.
The classi cation also should not depend on absolute time values. A consequence of this latter property is that the model should be able to classify every scenario whatever its duration of observation.
Note that alternative problems should also be addressed. For example, in 7], a temporal detection problem is de ned where the goal is to nd a function f(o; t) of object and time which can detect as soon as possible scenarios of a given class from past and present attribute values only.
Temporal attributes have been de ned here as continuous functions of time. However, in practice, signals need to be sampled for representation in computer memory. So, in fact, each scenario is described by the following sequence of vectors: (a(o; t 0 (o)); a(o; t 1 (o)); :::; a(o; t n (o))) where t i (o) = i 4t(o) and i = 0; 1; ; n(o). The number of time samples, n(o), may be object dependent.
Description of some problems
The possible application domains for time series classi cation are numerous: speech recognition, medical signal analysis, recognition of gestures, intrusion detection... In spite of this, it is di cult to nd datasets which can be used to validate new methods. In this paper, we use three problems for evaluation. The rst two datasets are arti cial problems used by several researchers in the same context. The last one is a real problem of speech recognition.
Control chart (CC) This dataset was proposed in 1] to validate clustering techniques and used in 2] for classi cation. Objects are described by one temporal attribute and classi ed into one of six possible classes (see 1] or 2] for more details). The dataset we use was obtained from the UCI KDD Archive 3] and contains 100 objects of each class. Each time series is de ned by 60 time points. 1 In what follows, we will use indi erently the terms scenario and object to denote an element of U. 2 Without loss of generality we assume start time of scenario being always 0.
Cylinder-Bell-Funnel (CBF) This All these approaches share some common characteristics. First, authors are all interested in getting interpretable rules more than in accuracy. We will give a justi cation for that in the next section. Second, they use some discretization techniques to reduce the search spaces for rules (from simple discretization to piecewise modeling or clustering). All of them extract rules which depend on absolute time value. This makes di cult the detection of properties which may occur at variable time position and can be a serious limitation to solve some problems (for example the CBF-tr problem). The technique we propose does not have this drawback. The two approaches give n m scalar attributes from m temporal ones. Note that while the rst approach is fully independent of time, the second one takes into account the temporal ordering of values to compute their average and so is doing some noise ltering.
These two sets of attributes have been tried on the three problems described in section 2.2 as inputs to three di erent learning algorithms: decision tree (the particular algorithm we used is described in 13]), decision tree boosting 5] and the one-nearest neighbor. Results in terms of error rates are summarized in Table   1 for increasing value of n. They were obtained by ten-fold cross-validation for the rst three problems and by validation on an independent test set of size 370 for the last one 3 (JV). The best result is boldfaced in every row. There are several things to say about this experiment. There exists an optimal value of n which corresponds to the best tradeo between bias and variance for each problem 4 . This optimal value could be automatically xed by crossvalidation. Segmentation rather than simple sampling is highly bene cial on all datasets except for the last one. The best error rates we get with this simple approach are very good with respect to previously published results on these problems (i.e. with dedicated temporal approaches). The best method is 1-NN on all problems. Decision trees do not work well while boosting is very e ective. As boosting works mainly by reducing the variance of a classi er, the bad results of decision trees may be attributed to a high variance. Furthermore, their interpretability is also questionable because of the choice of attributes. Indeed, how to understand for example a rule like \if a(o; 32) < 2:549 and a(o; 22) < 3:48 then c(o) = bell" which was induced from the CBF dataset ? Although very simple and accurate, this rule does not make obvious the temporal increase of the signal peculiar to the bell class (see Figure 1 ). One conclusion of this experiment is that very good results can be obtained with simple feature sets but by sacri cing interpretability. This observation justi es the fact that most of the machine learning research on temporal data have focused on interpretability rather than on accuracy.
Pattern extraction technique
Why are the approaches adopted in the previous section not very appropriate ? First, even if the learning algorithm gives interpretable results, the model will not be comprehensible anymore in terms of the temporal behavior of the system. Second, some very simple and common temporal features are not easily represented as a function of such attributes. For example, consider a set of sequences of n random numbers in 0; 1], fa 1 ; a 2 ; :::; a n g, and classify a sequence into the class c 1 if three consecutive numbers greater than 0:5 can be found in the sequence whatever the position. With a logical rule inducer (like decision trees) and using a 1 , a 2 ,...,a n as input attributes, a way to represent such a classi cation is the following rule: if (a 1 > 0:5 and a 2 > 0:5 and a 3 > 0:5) or (a 2 > 0:5 and a 3 > 0:5 and a 4 > 0:5) or ... or (a n?2 > 0:5 and a n?1 > 0:5 and a n > 0:5) then return class c 1 . Although the initial classi cation rule is very simple, the induced rule has to be very complex. This representation di culty will result in a high variance of the resulting classi er and thus in poor accuracy. The use of variance reduction techniques like boosting and bagging often will not be enough to restore the accuracy and anyway will destroy interpretability.
In this paper, we propose to extend classi ers by allowing them to detect local shift invariant properties or patterns in time-series (like the one used to de ne the class c 1 in our example). The underlying hypothesis is that it is possible to classify a scenario by combining in a more or less complex way such pattern detections. In what follows, we rst de ne what patterns are and how 4 for a comprehensive explanation of the bias/variance dilemna, see for example 13] to construct binary classi cation tests from them. Then, we propose to combine these binary tests into decision trees. In this context, piecewise constant modeling is proposed to reduce the search space for candidate patterns. 
where a is a temporal attribute.
Integration with decision trees. As we are mainly interested in interpretable classi ers, the way we propose to combine these binary tests is to let them appear as candidate tests during decision tree induction. Each step of decision tree induction consists in evaluating a set of candidate tests and choosing the one which yields the best score to split the node (see 13] for more details). In the present context, candidate tests are all possible triplets (a; p; d p ) where a is a temporal candidate attribute.
Once we have chosen an attribute a and a pattern p, the value of d p which realizes the best score may be computed similarly as the optimum discretization threshold for numerical attribute. Indeed, test (3) is equivalent to a test on the new numerical attribute a n (o) = min t 0 d(p(:); a(o; :); t 0 ). The number of candidate patterns p(:) could be a priori huge. So, it is necessary to reduce the search space for candidate patterns. A rst idea is to construct patterns from subsignals extracted from the signals appearing in the learning set (each one corresponding to temporal attributes of objects). However, it is still impossible in practice to consider every such subsignal as a candidate pattern. Even assuming a discrete time representation for the datasets, this step will remain prohibitive (e.g. there are 8256 di erent subseries in a time series of 128 points). Also, patterns extracted from raw signals may be too complex or too noisy for interpretation. The solution adopted here is to rst represent the signal by some piecewise model and then use the discontinuity points of this model to de ne interesting patterns. By choosing the complexity of the model (the number of time axis pieces), we are thus able to x the number of patterns to consider. 
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7. Fig. 2 . Left, the regression tree modeling of a signal with 5 intervals. Right, the detection of a pattern extracted from this signal in another signal of the same class Regression tree modeling. In this paper, a simple piecewise constant model is computed for each signal. Regression trees are used to build recursively this model. The exact algorithm is described in Table 2 . It follows a best rst strategy for the expansion of the tree and the number of segments (or terminal nodes) is xed in advance. The discretization of an example signal in 5 segments is reproduced in the left part of Figure 2 . where D is the set of discontinuity points de ned in Table 2 . The size of this set is n (n + 1)=2 if n is the number of segments. The right part of Figure 2 shows a pattern extracted from the left signal and its minimal distance position in another signal.
Node splitting for tree growing. So, candidate signals p(:) during node splitting will be extracted from piecewise constant modeling of learning set time series. Unfortunately, even with this discretization/segmentation, it will be intractable to consider every subsignals in the learning set, especially when the learning set is large. A simple solution to overcome this di culty is to randomly sample a subset of the scenarios from the learning set as references for de ning the subsequences. In our experiments, one scenario will be drawn from each class. This further simpli cation should not be limitative because interesting patterns are patterns typical of one class and these patterns (if they exist) will presumably appear in every scenario of the class. Eventually, our nal search algorithm for candidate tests when splitting decision tree nodes is depicted in Table 3 .
Experiments
We rst experiment with the pattern extraction technique described in the previous section. Then, as a byproduct of regression tree modeling is a reduction of the space needed to store the learning set, we further test its combination with the nearest neighbor algorithm. To discretize a(:) on t1; t2] with Nmax pieces:
1. set D = ft1; t2g, the set of discontinuity points; set L = f t1; t2]g, the set of intervals; setâ(t) = mean t 1 ;t 2 ] a(:) on t1; t2], the model for a(:); 2. set Np = 1, the current number of time segments (pieces); 3. if Np = Nmax then stop and returnâ(:); 
Decision tree with pattern extraction
Experiments have been carried out in exactly the same test conditions as in section 3. For regression tree modeling, increasing values of the number of time segments, N max , were used (11 only for CC). Results are summarized in Table   4 and commented below.
Accuracy. On the rst three datasets, the new method gives signi cant improvements with respect to decision tree (compare with table 1). As expected, the gain in accuracy is especially impressive on the CBF-tr problem (from 12.67 to 2.33). This problem is also the only one where our temporal approach is better than boosting with simple features. On JV, our approach does not improve accuracy with respect to naive sampling. Several explanations are possible. First, this is the only dataset with more than one attribute and our method is not able to capture properties distributed on several signals. Second, there are 9 classes and only 270 examples in this problem and the recursive partitioning of decision tree is known to su er in such conditions. Third, it seems also that the temporal behavior is not very important in this problem, as 1-NN with only two values (the start and end values of each attribute) gives the best results (3.24 %). From this experiment, the optimal number of segments appears to be problem dependent. In practice, we would thus need a way to tune this parameter. Besides cross-validation, various methods have been proposed to x the number of segments for piecewise modeling (for example, the MDL principle in 11]). { select an objet o of class c from the current learning set, { discretize the signal a(o; :) to obtainâ(o; :) { compute the set P of subsignals p(:) fromâ(o; t) { for each signal p(:) 2 P compute the optimal threshold dp, if the score of this test is greater than the best score so far, retain the triplet (a(:); p(:); dp) as the best current test. 19.4
In our case, we could also take advantage of the pruning techniques (or stopsplitting criteria) in the context of regression tree induction. We have still to experiment with these methods.
Interpretability. By construction, the rules produced by our algorithm are very readable. For example, a decision tree induced from 500 examples of the CBF problem gives the very simple rules described visually at Figure 3 . The extracted patterns are con rmed by the de nition of the problem. This decision tree gives an error rate of 1.3% on the 298 remaining examples. For comparison, a decision tree built from the mean values on 16 segments (the features set which yields the best result in Table 1 ) contains 17 tests and gives an error rate of 4.6%.
Regression tree modeling with 1-NN
As the discretization by regression trees yields a compact version of the original time-series, it would be interesting to combine it into a nearest neighbor classi er.
The main advantage will be a reduction of the space needed to memorize the learning set. The algorithm proceeds as follows. First, all signals in the learning set are discretized by regression trees using the same maximum number of pieces.
Then, the distance between a test object o and an object o 0 of the learning set is de ned by:
So, discretized signalsâ i (o 0 ; t) for learning set objects are compared to full signals for test objects. To deal with objects which are de ned on di erent intervals, we simply truncate the longest one to the duration of the shortest one. Experiments have been carried out with increasing values of the number of time segments (from 1 to 11). Results are reported in Table 5 . On the rst three problems, the accuracy is as good as the best accuracy which was obtained in Table 1 and the number of time segments to reach this accuracy is very small. The compression of the learning set is particularly impressive on the CC dataset where only three values are enough to reach an almost perfect accuracy. On the other hand, regression tree modeling decreases the accuracy on JV with respect to 1-NN and only two values per attribute. Again, the optimal number of pieces is problem dependent. In the context of 1-NN, leave-one-out is an obvious candidate method to determine this parameter.
Conclusion and future work
In this paper, we have presented a new tool to handle time series in classi cation problems. This tool is based on a piecewise constant modeling of temporal signals by regression trees. Patterns are extracted from these models and combined in decision trees to give interpretable rules. This approach has been compared to two \naive" feature selection techniques. The advantage of our technique in terms of interpretability is undeniable. In terms of accuracy, better results can be obtained by using either boosting or 1-NN with naive features. However, in some problems where start time of characteristic events are highly variable (like in CBF-tr), accuracy can be improved by pattern extraction. Eventually, even if our main goal was interpretability, our extended decision trees can also be combined in boosted classi ers where they are very unlikely to destroy accuracy with respect to the naive feature selection.
In the future, we will consider extensions of our method along several axis. First, there are still many possible improvements of the pattern extraction algorithm. For instance, we can experiment with other piecewise models (linear by hinges model, polynomial,...) or with more robust sampling strategies during node splitting. As already mentioned, we also need a way to automatically adapt the number of time segments during tree growing. Second, one limitation of our pattern de nition is that it does not allow the detection of shrunk or extended versions of the reference pattern along the time axis. Several distances have been proposed to circumvent this problem, for example dynamic time warping 4, 9] or probabilistic pattern matching 6]. We believe that such distances could be combined with our approach but at the price of a higher complexity. Eventually, there exist many problems where the exact ordering of patterns appearing in signals is crucial for classi cation. In these cases, the combination of patterns by simple logical rules would not be enough and dedicated methods should be developed which could take into account temporal constraints between patterns.
