We quantify the effects of using different approaches to model individual earthquake spectra. Applying different approaches can introduce significant variability in the calculated source parameters, even when applied to the same data. To compare large and small earthquake source parameters, the results of multiple studies need to be combined to extend the magnitude range, but the variability introduced by the different approaches hampers the outcome. When studies are combined, there is large uncertainty and large scatter and some systematic differences have been neglected. We model individual earthquake spectra from repeating earthquakes (M~2) at Parkfield, CA, recorded by a borehole network. We focus on the effects of trade-offs between attenuation (Q) and corner frequency in spectral fitting and the effect of the model shape at the corner frequency on radiated energy. The trade-off between attenuation and corner frequency can increase radiated energy by up to 400% and seismic moment by up to 00%.
InTRoduCTIon determining whether or not the earthquake source process is scale-invariant is fundamental to understanding earthquake rupture dynamics. unfortunately, measurements of the basic source parameters stress drop and radiated energy include such high uncertainties that different studies and compilations lead to opposite conclusions. Whereas Ide and Beroza (200) found that the ratio of radiated seismic energy (E R ) to seismic moment (M 0 ) is constant, Mayeda et al. (2003) and Abercrombie and Rice (2005) could not rule out some scale dependence to the source process. These studies show a common variation in stress drop of approximately 3 orders of magnitude that may represent real variation in earthquakes, or may simply reflect uncertainties in the measurements. Scaling of source parameters over a wide magnitude range involves combining the results of many different studies, because earthquake occurrence and instrumentation limit the magnitude range of earthquakes that can be analysed consistently with similar stations and propagation paths. A large problem in combining results from different studies is the inconsistency of methods applied to calculate the basic source parameters. Most studies of small (M<5) earthquakes are based on the same approach of fitting spectra, to distinguish between the source and propagation effects (including attenuation described by the Quality factor, Q), but the precise analysis procedure used varies from study to study. More recent studies (e.g. Ide et al., 2003 Ide et al., , oye et al., 2005 have compared different methods, but it is still hard to determine which of many differences and variations in procedure are having the largest effects. Prejean and Ellsworth (200) analyzed small earthquakes recorded in a deep hole at Long Valley, California, by modeling individual spectra to measure seismic moment (M 0 ), corner frequency ( f c ), and radiated energy (E R ). Ide et al. (2003) re-analyzed the same data using a variety of methods. When using individual spectral fitting with a con-stant Q, Ide et al. (2003) obtained similar scaling relations between ∆τ, τ a , and M 0 to those of Prejean and Ellsworth (200) , but there are significant differences between the results for individual earthquakes (figure ), some of which are systematic (for example, Q). These arise because of the various differences in analysis procedure between the two studies, but it is not clear which contributed most to the difference in results.
Both Ide et al. (2003) and oye et al. (2005) compared the results of individual spectral fitting methods to the use of multiple empirical Green's functions (MEGf). MEGf is based on the empirical Green's function (EGf) approach where a small, co-located earthquake is used to approximate path effects (hartzell, 978). Both Ide et al. (2003) and oye et al. (2005) found significant differences in results for individual earthquakes, and for the overall scaling relations between radiated energy and moment when using the MEGf approach. They both concluded that the MEGf approach is preferred, but its use is limited as it requires well-recorded, co-located earthquakes with a wide range of magnitudes. for example, oye et al. (2005) applied it to 39 out of about 500 earthquakes, and Ide et al. (2003) to 0 out of 40 of the earthquakes studied by Prejean and Ellsworth (200) . hence, the fitting of individual spectra remains the most widely used method and so we focus on the effects of different analysis procedures. for comparison, the differences in f c for individual earthquakes from the individual spectral fitting of Prejean and Ellsworth (200) and Ide et al. (2003) are similar in size to those found by Ide et al. between their individual spectral fitting and their EGf analysis.
We investigate whether the variation in methods used to calculate source parameters for small earthquakes contributes significantly to the scatter and uncertainty in the results. We use a sequence of repeating earthquakes from the Parkfield segment of the San Andreas fault, recorded by a downhole network, to test the effects of different analysis approaches in common usage.
We compare two choices of source model, two choices of tapering routine to quantify the tradeoff between attenuation and f c in fitting individual earthquake spectra. Each choice introduces significant variability (up to a factor of 4) to the radiated energy and stress drop.
dATA
The San Andreas fault at Parkfield is well-monitored because of the unusually regular recurrence of M6.0 earthquakes. Many of the small earthquakes are part of repeating sequences or clusters (e.g. nadeau et al., 995). These clusters exhibit extremely similar waveforms (figure 2) indicating that the earthquakes are co-located with waves traveling essentially identical paths to the receivers. We focus on the three clusters of M~2 earthquakes that are targeted by the San Andreas fault observatory at depth (SAfod) (Thurber et al., 2004) and we refer to them as the target clusters (figure 3). The high Resolution Seismic network (hRSn) has recorded between 6 and 9 earthquakes in each cluster since 989 (figure 3), and Table (Cd RoM) lists the earthquakes in these clusters for which data were easily available online. We use the stations shown in figure 3 . We do not use stations EAd and GhI as they are too far from the earthquakes, station SMn is so close that recordings pre-200 are clipped, and the three stations added in 200 do not cover the entire dataset (and are not included in the figure to avoid confusion). The hRSn stations are all in boreholes reducing noise and site effects. The hRSn has been recording since 987 (Karageorgi et al., 992 , http://www.ncedc.org/hrsn/). Initially the sampling rate of the network was 500 hz, but it was decreased to 250 hz in 998. deeper seismometers in the SAfod pilot hole (Imanishi et al., 2004 ) are recorded at a much higher sample rate but they did not begin recording until 2002 (hickman et al, 2004 ). Imanishi and Ellsworth (this volume) calculate source parameters for the recent target earthquakes using the SAfod pilot hole data, but here we focus on investigating the variability using the larger number of earthquakes, and greater azimuthal coverage provided by the hRSn.
METhodS And RESuLTS

Calculating a Source Spectrum
We investigate the effects of some of the choices made in calculating and modeling earthquake spectra to obtain source parameters, the methods used in a large number of studies of small earthquakes.
(a) Time window. We vary the time window used to calculate the spectra, but find that as long as the time window is dominated by the direct wave arrival, varying the length has a negligible effect (e.g. Abercrombie 995). As long as the expected source pulse width is exceeded (0.5 to s for earthquakes M ≤ 4), we find that parameters calculated from fitting the resulting frequency spectrum are stable, as did Ide et al., (2003) . (b) Tapering and smoothing. To test the contribution of the choice of tapering routine, we calculate spectra using the two most common methods: the 5% cosine taper and the multitaper approach (Park, 987) . We perform the entire fitting analysis with both sets of spectra but find that the tapering method produces negligible differences when compared to subsequent analysis choices. Prieto et al. (this volume) investigate the uncertainties in the actual spectra themselves.
Many studies perform linear point-wise smoothing of the spectra to reduce the data scatter. More recently, authors have used log-binning (e.g. Ide et al., 2003) to decrease bias in the log-space spectral fitting. The effect of either smoothing approach has not been tested but it may produce systematic effects because of the nature of the fitting algorithm. The effect may be especially significant in the log-binning approach, where the relative weights of the highest and lowest frequencies are equalized, allowing a much stronger fit to the lower and mid-range frequencies.
Modeling the Spectra for Corner Frequency and Attenuation
We select only the bandwidth in which the signal to noise ratio is greater than 2 for P waves and 5 for S waves for modeling. We use pre-P wave noise for both P waves and S waves when computing the signal to noise ratio, and the higher ratio criterion for the S waves ensures that the S wave is above the P wave coda. In this study, all recordings have a usable signal between and 80 hz, and for consistency, this bandwidth is used throughout for all our analysis.
The simplest approach is a least-squared fitting of data to a model of the form (after Boatwright, 980):
where Ω represents the displacement source spectrum, C is a constant relating the displacement level to moment (M 0 ), t is the travel time, Q is the quality factor that represents attenuation, f c is the corner frequency, n is the high frequency fall-off (almost universally assumed to be 2) and γ is a constant that affects the spectral shape around the corner frequency. γ is usually assumed to be (e. g. Prejean et al., 200) , following Brune (970), or 2 (e. g. Abercrombie 995, Ide et al., 2003) .
Q, M 0 and f c are free parameters and they inherently tradeoff: a larger corner frequency paired with a smaller Q value gives similar variance. To quantify the effect of this tradeoff, we varied f c over a range of values and determined only M 0 and Q using equation (). Typically, the variance does not have a narrow minimum (see figure 4) ; a large change in corner frequency produces only a small change in variance. To determine the effect of this on radiated energy and stress drop we consider the smallest and largest corner frequencies given a variance 5% larger than the minimum variance ( figure 4b, solid black lines) . This parameter range has a negligible effect on the shape of the model spectrum ( figure 4a ). This approach allows quantitative uncertainties to be calculated for corner frequency and the resulting source parameters. Ide et al. (2003) used a similar approach, but they found sharper minima, except when the corner frequency was in the high frequency part of the bandwidth.
Stress drop (∆τ) is determined from measurements of f c and M 0 following Eshelby (957) (2) where c is the wave velocity. In the instantaneous rupture model of Brune (970) for S waves, k=0.37. In the dynamic rupture model of Madariaga (976) (973) yields a stress drop roughly midway between the Madariaga and Brune models. All three models are in common usage, and are extremely simple, assuming circular rupture. This is a poor assumption for large and moderate sized earthquakes and there is no real evidence (apart from lack of resolution) that it is any better for small earthquakes (e.g. Yamada et al. 2005) . We use the Madariaga source model in this study. The choice of model has a significant systematic effect on the results, but it is easy to convert results from studies using different values of k for improved comparison.
Given a corrected source spectrum, the radiated energy can be calculated by squaring and integrating the ground velocity in the frequency domain. The radiated energy is then of the form: (3) where ρ is the rock density, c is the wave velocity (α for P waves, β for S waves), R is the hypocentral distance, v(f) is the attenuation-corrected velocity spectrum, and ∆f is the sampling frequency. The integral should be over the entire range of frequency, and for an ω -2 spectrum it needs to extend to at least 5 times the corner frequency to include 80% of the radiated energy, assuming a Brune (970) source spectrum. If such high frequency signal is not available, the model spectrum can be integrated to estimate the energy radiated outside the signal bandwidth (e. g. Ide and Beroza, 200 ). The energy estimate obtained from this model extrapolation depends on the model used to fit the data spectrum.
Apparent stress (τ a ) is defined as: (4) where μ is the shear modulus, Wyss (970). We calculate radiated energy and stress drop for the best fit model assuming an average radiation pattern (Ω 0 , f c , Q) and also for the values producing only a 5% increase in variance. We find that a 5% increase in variance from the Q-fitting approach can increase moment by 00%, radiated energy and stress drop by 200% as shown in figure 5 . This variability is approximately half the variability found by comparing multiple datasets (see Yamada et al., 2005) . We consider this to be a systematic variation rather than random variability, as different fitting routines can vary enough to introduce these differences in source parameters from study to study.
Shape of Corner Frequency (γ)
We also investigate the effect of varying γ in equation . for example, Ide et al. (2003) used γ = 2 in their constant Q fitting and Prejean and Ellsworth (200) used γ = (see figure ) . We use models with γ values of through 4. Varying the source model by using γ = or 2 results in significantly different corner frequencies (figure 6) and seismic moments. only small differences are seen in stress drop because of the way these two parameters combine. A similar sized alteration is observed for radiated energy. The variability is much smaller than the differences introduced by the trade-off between Q and f c . Ide et al. (2003) also found little difference in scaling relations when using difference values of γ, but they do not comment on f c and M 0 separately.
dISCuSSIon And ConCLuSIonS
We investigate the sources of uncertainty in methods of fitting individual earthquake spectra to obtain source parameters. Varying the time window, tapering method and shape of the source model (γ) have relatively small effects. The principal source of uncertainties is from tradeoff between Q and f c in fitting the spectrum. We find that allowing a small (5%) increase in variance from spectral fitting does not greatly change the visual quality of the fit, but introduces a large variation of f c (figure 4). The resulting increase in calculated radiated energy can be as much as a factor of 3 (figure 5). Calculating results for f c in a variance range is one way to quantify the uncertainties in results although it still does not account for the effects of using a simplified source model. We do not consider the effects of log-binning, or inverting to constrain f c for each event. Log-binning is likely to have a systematic effect on the results as it affects the relative weight of the high to low frequencies, and so could account for some of the difference between the studies of Prejean and Ellsworth (200) and Ide et al. (2003) . Constraining f c to be the same for all stations for the same earthquake sounds reasonable, but if there is significant directivity then it will not be seen, and even simple circular source models . We calculate the results using both the minimum and maximum values of M 0 and E R by selecting corner fits within 5% of the variance as a described by figure 4. The percent of average is calculated as:
, where abs indicates absolute value, and M 0 and M 02 are the moments for the highest and lowest corner frequencies respectively. We use a 0.5 s window, the multi-taper and γ = 2 for all data. We obtain very similar results for the cosine taper and γ = . Black line represents equal values for both models; γ = 2 gives slightly higher corner frequencies, but no significant difference in variance. predict the corner frequency to vary with direction from the fault plane (Madariaga, 976) .
We focus on the commonly used approach of modeling individual spectra to obtain source parameters. The EGf and MEGf methods have become increasingly popular as they do not require simplified models of attenuation and site effects, such as a constant, frequency independent Q. If the assumptions concerning the EGf event are good, then these methods should produce more reliable results than fitting the individual spectra. The effects of small differences in location and focal mechanism, and insufficient magnitude difference between the larger earthquake and the EGf have not been well tested, however. The study by Prieto et al. (this volume) goes some way towards quantifying this problem. Also, if an EGf is good then it should work in both amplitude and phase and so produce a clear time-domain source pulse. This is rarely checked. Ide et al. (2003) found a systematic increase in stress drop and radiated energy when comparing results from their EGf method with the individual spectral fitting although Abercrombie and Rice (2005) did not observe a similar trend. Comparison of source parameters determined from EGf methods with those determined from spectral fitting should be done with caution, as noted by oye et al. (2005) , and more work on quantifying how well the EGf method works would be helpful.
We find that a factor of of about 3 increase in the calculated radiated energy can be explained by varying the method of attenuation correction. This is approximately half the variability generally seen in compilation studies (e.g. Yamada et al., 2005) . These results must be taken into account when comparing the results of different studies. Since we only compare approaches, we are unable to conclude which approach is the best choice to produce the most accurate source parameters.
