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Abstract
This paper locally classifies finite-dimensional Lie algebras of conformal and Killing
vector fields on R2 relative to an arbitrary pseudo-Riemannian metric. Several results
about their geometric properties are detailed, e.g. their invariant distributions and
induced symplectic structures. Findings are illustrated with two examples of physical
nature: the Milne–Pinney equation and the projective Schrödinger equation on the
Riemann sphere.
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1 Introduction
The so-called infinitesimal groups of transformations were introduced by Sophus Lie towards
the end of the XIX century so as to study differential equations [15]. Nowadays such
structures are referred to as Lie algebras of vector fields, and they play a key role in the
research on differential equations [19].
The local classification of the finite-dimensional real Lie algebras of vector fields on the
plane was accomplished by Lie [15, 18]. González-López, Kamran, and Olver retrieved his
classification via modern differential geometric techniques while solving unclear points in
Lie’s work that had been misunderstood in the previous literature [12]. We hereupon call
their classification the GKO classification.
Our article focuses upon finite-dimensional Lie algebras of conformal and Killing vector
fields on R2 relative to a pseudo-Riemannian metric. A conformal vector field relative to a
pseudo-Riemannian metric g on a manifold M is a vector field X satisfying that LXg = fg
for a function f on M . If f = 0, then X is called a Killing vector field relative to g.
Lie algebras of conformal and Killing vector fields are relevant due to their applications to
Einstein equations [23], covariant quantizations [9, 11], and differential equations [5, 6, 10,
17].
The problem of classifying Lie algebras of conformal and/or Killing vector fields on
types of manifolds has drawn certain attention [16]. For instance, the local form of Lie
algebras of conformal vector fields relative to flat pseudo-Riemannian metrics on a manifold
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M is known. The case dimM = 2 is the most puzzling one, as it leads to an infinite-
dimensional Lie algebra of conformal vector fields [3, 20]. To this respect, Boniver and
Lecomte proved that the Lie algebras of conformal polynomial vector fields on R2 relative
to η± := dx ⊗ dx ± dy ⊗ dy are maximal in the Lie algebra of polynomial vector fields in
the variables x, y [3]. It is also interesting to study which finite-dimensional Lie algebras
of conformal or Killing vector fields determine second-order ordinary differential equations
[5, 6].
The local structure of finite-dimensional Lie algebras of conformal vector fields relative
to a flat pseudo-Riemannian metric on R2 was studied in [13]. This result is here extended to
finite-dimensional Lie algebras of conformal vector fields relative to any pseudo-Riemannian
metric on R2 by using their conformal flatness [13, 20]. Our work also performs a local
classification of Lie algebras of Killing vector fields on the plane relative to an arbitrary
pseudo-Riemannian metric. Simple arguments are given so as to classify the so-called
invariant distributions of finite-dimensional Lie algebras of vector fields on R2, which much
simplifies the straightforward but long approach proposed in [13]. This result is interesting
as it appears in the analysis of finite-dimensional Lie algebras of conformal vector fields on
the plane [12, 13].
More specifically, we here prove that all conformal Lie algebras of vector fields relative
to an arbitrary pseudo-Riemannian metric on R2 are, up to a local diffeomorphism, the Lie
subalgebras of the Lie algebras I7 and I11 of the GKO classification. Meanwhile, the Lie
algebras of Killing vector fields on R2 are locally diffeomorphic to the Lie subalgebras of the
Lie algebras I4, Pα=01 , P2, and P3 of the GKO classification. The pseudo-Riemannian metrics
associated with these Lie algebras are constructed via a certain type of tensor fields, the
so-called Casimir tensor fields [2], derived by means of quadratic Casimir elements of the
above-mentioned Lie algebras [24]. This result represents a new application of the theory
of Casimir tensor fields initiated in [2]. Our classifications are detailed in Table 1.
Finally, our findings are applied to Milne–Pinney equations and projective t-dependent
Schrödinger equations, which are relevant differential equations frequently occurring in
physics. These are types of Lie–Hamilton systems [8], namely they are differential equa-
tions describing the integral curves of a t-dependent vector field taking values in a finite-
dimensional Lie algebra of Hamiltonian vector fields relative to a Poisson bivector. The
Poisson bivectors associated with above-mentioned differential equations were obtained in
previous works [1, 2] by means of tedious calculations or ad hoc considerations. In this
work, it is shown that they can be derived geometrically in an easy manner by our here
developed application of Casimir tensor fields.
The structure of the paper goes as follows. Section 2 addresses an introduction to finite-
dimensional Lie algebras of vector fields. Section 3 surveys the theory of conformal and
Killing Lie algebras of vector fields on R2. Section 4 is devoted to the classification of finite-
dimensional Lie algebras of conformal and Killing vector fields on the plane, respectively.
Section 5 addresses the calculation of invariant distributions for finite-dimensional Lie al-
gebras of vector fields. Finally, Section 6 illustrates several applications of our results to
Milne–Pinney and projective Schrödinger equations on the complex projective space CP 1.
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2 Vessiot–Guldberg Lie algebras
This section surveys known results on the theory of Lie algebras of vector fields on the plane.
Special attention is paid to finite-dimensional Lie algebras of vector fields, the so-called
Vessiot–Guldberg Lie algebras [7]. To simplify our presentation, manifolds are hereafter
assumed to be connected.
Let V be a Lie algebra with a Lie bracket [·, ·] : V × V → V . If A and B are subsets
of V , then [A,B] is defined to be the linear subspace of V generated by the Lie brackets
between elements of A and B.
A Stefan-Sussmann distribution on M is a subset D ⊂ TM such that Dξ := TξM ∩D is
not empty for every ξ ∈M . To simplify our terminology, we will refer to Stefan-Sussmann
distributions as distributions. The dimension of Dξ is called the rank of D at ξ. The
distribution D is regular at ξ ∈ M if the rank of D is constant at points of an open U ⊂M
containing ξ. The domain of D is the set Dom(D) of its regular points. If Dom(D) = M ,
then D is called regular. If a vector field X takes values in D, it is written X ∈ D. We
write X(M) for the space of vector fields on M .
Definition 2.1. Let V be a Vessiot–Guldberg Lie algebra on M . The so-called distribution
DV associated with V takes the form
DVξ := {Xξ : X ∈ V } ⊂ TM, ∀ξ ∈M.
A generic point for V is a regular point of DV . The domain of V is the set, DomV , of
generic points of V .
Example 2.2. Consider the Lie algebra of vector fields on R2 given by
I4 := 〈∂x + ∂y, x∂x + y∂y, x
2∂x + y
2∂y〉. (2.1)
The rank of the distribution DI4 associated with I4 at (x, y) ∈ R2 is given by the rank of
M(x, y) :=
(
1 x x2
1 y y2
)
.
The rank of M(x, y) is two if and only if x 6= y. Hence, Dom(V ) = {(x, y) ∈ R2 : x 6= y}.
Definition 2.3. An invariant distribution of a Lie algebra V of vector fields on M is a
distribution D on M different from M × {0} and TM satisfying that for every vector field
Y ∈ D and X ∈ V , the vector field [Y,X ] takes values in D.
It is straightforward to see that a distribution D is invariant relative to V if and only if
the Lie bracket of any element from a fixed basis of V and any vector field of a fixed family
of vector fields spanning D takes values in D.
Example 2.4. The Lie algebra I4 on R2 admits two-invariant distributions Dx and Dy
generated by ∂x or ∂y, correspondingly. Indeed, Dx is invariant relative to I4 because the
3
Lie bracket of a generating element of Dx, e.g. ∂x, and any element of the basis (2.1) of I4
belongs to Dx:
[∂x, ∂x + ∂y] = 0, [∂x, x∂x + y∂y] = ∂x, [∂x, x
2∂x + y
2∂y] = 2x∂x.
Similarly, it can be proved that Dy is an invariant distribution relative to I4.
Definition 2.5. A finite-dimensional Lie algebra of vector fields V on R2 is imprimitive, if
it admits an invariant distribution. A Lie algebra V is one-imprimitive if it has only one
invariant distribution, and it is multiply imprimitive if it admits more than one. If V has
not invariant distributions, then V is called primitive.
Lie proved [12, 15] that every Vessiot–Guldberg Lie algebra on R2 is locally diffeomorphic
around a generic point to one of the Lie algebras described in Table 1.
3 Conformal geometry and Lie algebras of vector fields
on the plane
This section surveys the fundamentals on conformal geometry and related Vessiot–Guldberg
Lie algebras of conformal and Killing vector fields to be employed hereupon.
Definition 3.1. A pseudo-Riemannian manifold is a pair (M, g), where g is a symmetric
non-degenerate two-covariant tensor field on M : the pseudo-Riemannian metric of (M, g).
To simplify the notation, g will be called a metric and Einstein summation convention
will be assumed henceforth. In coordinates {xi} a metric g is written as g = gijdxi ⊗ dxj .
Example 3.2. A relevant role is played subsequently by the metrics gE := dx⊗dx+dy⊗dy
and gH := dx⊗ dy+dy⊗ dx respectively. Every flat metric on R2 can be mapped into one
of them, up to a non-zero multiplicative constant, by an appropriate diffeomorphism.
Definition 3.3. A vector field X on M is conformal relative to the metric g if LXg = fXg
for a certain function fX ∈ C∞(M). The function fX is called the potential of X. A Killing
vector field is a conformal vector field with fX = 0.
Example 3.4. The Schwarzschild metric [22] is a metric given by
gS :=
(
1−
2M
r
)
dt⊗ dt−
(
1−
2M
r
)−1
dr ⊗ dr − r2
(
dθ ⊗ dθ + sin2 θdϕ⊗ dϕ
)
, M > 0.
This metric appears in the description of black holes [22, 23]. The vector fields ∂t, ∂ϕ are
Killing vector fields relative to the Schwarzschild metric, namely L∂tgS = L∂ϕgS = 0.
Definition 3.5. Two metrics g1 and g2 on M are conformally equivalent if
∃Ω > 0,Ω ∈ C∞(M), g1 = Ω
2g2.
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Definition 3.6. A pseudo-Riemannian manifold (M, g) is conformally flat if g is locally
conformally equivalent to a flat metric, i.e. there exists for each x ∈ M an open Ux ∋ x
and a function f ∈ C∞(Ux) such that g = e2fgf on Ux for a flat metric gf on Ux.
The following well-known result will be of key importance in this work (see [14]).
Theorem 3.7. Every metric on the plane is conformally flat.
Let us now discuss the Lie algebras of conformal and Killing vector fields relative to a
flat metric on R2. It follows from the definition of conformal and Killing vector fields that
conformal vector fields relative to a metric g on M generate a Lie algebra containing, as a
Lie subalgebra, the Killing vector fields relative to g.
We now prove the following result, which ensures that the classification of Lie algebras
of conformal vector fields on R2 relative to metrics can be reduced to the classification of
Lie algebras of conformal vector fields relative to gE and gH .
Proposition 3.8. All Lie algebras of conformal vector fields on R2 relative to definite (resp.
indefinite) metrics are diffeomorphic.
Proof. If V is a Lie algebra of conformal vector fields relative to g, then V is also a Lie
algebra of conformal vector fields relative to any other conformally equivalent metric. This
amounts to the fact that every conformal vector field relative to a metric is a conformal
vector field relative to any conformally equivalent metric. Let us prove this. Let X be
a conformal vector field relative to a metric g1 on R2 and let g2 be a metric conformally
equivalent to g1. Hence, locally around each point of R2, it is possible to write g1 = efg2
for a certain function f ∈ C∞(R2). Thus,
fXg1 = LXg1 = LXe
fg2 = (Xe
f)g2 + e
fLXg2 ⇒ LXg2 = (fX −Xf)g2,
and X is a conformal vector field relative to g2.
Since all metrics on the plane are conformally flat, the Lie algebra of conformal vector
fields of a general metric on R2 is the Lie algebra of conformal vector fields of a flat metric.
Moreover, flat metrics can be mapped into gE and gH through a local diffeomorphism.
Therefore, the Lie algebra of conformal vector fields relative to a flat metric is, up to a
diffeomorphism, the Lie algebra of conformal vector fields with respect to gE or gH depending
on whether the initial metric was definite or indefinite, respectively.
In consequence, the Lie algebra of conformal vector fields relative to a metric on R2 is
diffeomorphic to the Lie algebra of conformal vector fields relative to gE , if the metric is
definite, and to gH , if the metric is indefinite.
The above proposition allows us to slightly generalize the typical definition of conformal
Lie algebras on R2 in terms of flat metrics as follows.
Definition 3.9. We call conf(p, q) the abstract Lie algebra isomorphic to the Lie algebra
of conformal vector fields relative to a metric on R2 with signature (p, q).
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Let us now analyse the Lie algebras of conformal vector fields relative to a definite and
indefinite metric on R2, which amounts to studying the Lie algebras of conformal vector
fields relative to gE or gH , respectively.
Consider the flat metric gE on R2 and let X = Xx∂x+Xy∂y. If X is a conformal vector
field relative to gE on R2, then LXgE = fXgE for a certain fX ∈ C∞(R2). Hence
LXgE = 2∂xX
xdx⊗ dx+ 2∂yX
ydy ⊗ dy +
(
∂yX
x + ∂xX
y
)
(dx⊗ dy + dy ⊗ dx) = fXgE,
which amounts to ∂xXy + ∂yXx = 0, ∂xXx = ∂yXy = fX/2. Therefore, X is a conformal
vector field relative to gE if and only if the complex function f : C ∋ z := x + iy 7→
Xx(x, y) + iXy(x, y) ∈ C, where x, y ∈ R, satisfies the Cauchy–Riemann conditions. This
implies that
conf(2, 0) = conf(0, 2) ≃
{
f∂z| f : C→ C is holomorphic
}
,
and the Lie algebra conf(2, 0), which is a realification of the referred to as Witt algebra, is
infinite-dimensional.
Let us now consider the Lie algebra of conformal vector fields of the hyperbolic metric
gH. If X is a conformal vector field relative to gH , then
LXgH =
(
∂xX
x + ∂yX
y
)
gH + 2∂yX
xdy ⊗ dy + 2∂xX
ydx⊗ dx = fXgH ,
which occurs if and only if ∂yXx = ∂xXy = 0, ∂xXx + ∂yXy = fX . This implies that every
conformal vector field relative to gH takes the form
X = Xx(x)∂x +X
y(y)∂y =⇒ conf(1, 1) ≃ X(R)⊕ X(R).
The study of previous results and its posterior use in this work demand the analysis of
the pseudo-orthogonal Lie algebras. These are the matrix Lie algebras of the form
so(p, q) :=
{
A ∈ gl(p+ q) : ATη + ηA = 0, η := diag(+ . . .+︸ ︷︷ ︸
p
− . . .−︸ ︷︷ ︸
q
)
}
,
where gl(p+ q) is the space of (p+ q)× (p+ q) matrices with real entries. Then, it is simple
to see that P7 ≃ so(3, 1), where P7 is given in Table 1, is a Lie algebra of conformal vector
fields relative to gE. Moreover, I11 ≃ so(2, 2) is a Lie algebra of conformal vector fields
with respect to gH . The Lie algebras P7 and I11 are some of the most relevant Lie algebras
treated in this work.
On the other hand, two conformally equivalent metrics may admit different Lie alge-
bras of Killing vector fields. This will be illustrated by the following proposition and our
forthcoming classification of Lie algebras of Killing vector fields on R2.
Proposition 3.10. If V is a Lie algebra of Killing vector fields relative to a metric g on
M and DV = TM , then the scalar curvature R of g is constant.
Proof. The Killing vector fields of g are symmetries of the scalar curvature R thereof. Since
the vector fields in V span the whole distribution TM and R is a function, it follows
that R must be a first integral of every vector field on M and consequently R must be a
constant.
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4 Vessiot–Guldberg Lie algebras of conformal and Killing
vector fields on R2
The work [13] accomplished a classification of Vessiot–Guldberg Lie algebras of vector fields
relative to two types of flat metrics on the plane: the Euclidean (definite) and hyperbolic
(indefinite) ones. That work did not highlight that all metrics on R2 are conformally flat
and, as noted in previous sections, that being a Lie algebra of conformal vector fields relative
to a metric g amounts to being a Lie algebra of conformal vector fields of a Euclidean or
hyperbolic metric. Hence, it is obvious that Lemmas 7.1 and 7.2 as well as Propositions 7.4
and 7.5 in [13], which only apply to Euclidean and hyperbolic metrics, can be generalized
as follows.
Lemma 4.1. There exist no conformal vector fields X1, X2 relative to a conformally flat
Riemannian metric on Rn such that n > 1 and X1 ∧X2 = 0.
Lemma 4.1 cannot be extended to R: the vector fields X1 := ∂u and X2 := u∂u are
linearly independent and conformal relative to du⊗ du on R whereas X1 ∧X2 = 0.
Lemma 4.2. Let V be a Lie algebra of conformal vector fields relative to a metric g on R2
and let D be an invariant distribution relative to V . Therefore,
1. the distribution D⊥ perpendicular to D, i.e.
D⊥ξ := {Xξ ∈ TξM : gξ(Xξ, X¯ξ) = 0, ∀X¯ξ ∈ Dξ}, ∀ξ ∈M,
is invariant relative to V .
2. The Lie algebra of conformal vector fields relative to an indefinite metric on R2 has,
at least, two invariant distributions generated by commuting vector fields Y1, Y2.
3. A conformal vector field relative to an indefinite metric on R2 can be brought into the
form Z = f 1ZY1 + f
2
ZY2, where Y1f
2
Z = Y2f
1
Z = 0 for some f
1
Z , f
2
Z ∈ C
∞(R2).
As a consequence of the above lemma, if V is an imprimitive Lie algebra of confor-
mal vector fields relative to a definite metric, then it also leaves invariant an additional
perpendicular distribution. Hence, V is primitive or multiply imprimitive.
Proposition 4.3. The Lie algebras I1, P1,P2,P3,P4,P7, I
α=1
8 , I
r=1
14 are the Vessiot–Guldberg
Lie algebras of conformal vector fields relative to a definite metric on R2. They constitute,
up to a diffeomorphism, the Lie subalgebras of P7.
Proposition 4.4. The Lie algebras I1−I4, I6, I
α=1
8 , I9−I11, I14B, I15B are the Vessiot–Guldberg
Lie algebras of conformal vector fields relative to an indefinite metric on R2. They are, up
to a diffeomorphism, the Lie subalgebras of I11.
Let us now classify Lie algebras of Killing vector fields on R2 relative to a metric. Our
findings are summarised in Table 1.
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Theorem 4.5. Let X1, X2, Y be Killing vector fields relative to a metric g on R
2 such that
X1 ∧X2 6= 0 and [X1, X2] = 0. Then:
1) The functions g(Xi, Xj), i, j = 1, 2, are constant,
2) If Y ∧Xi = 0 for a fixed i ∈ {1, 2}, then Y and the Xj are orthogonal or commute.
Proof. Let us prove 1). SinceX is a Killing vector field for g and [X1, X2] = 0 by assumption,
it follows that
LXig(Xj, Xk) = (LXig)(Xj, Xk) + g(LXiXj, Xk) + g(Xj,LXiXk) = 0, i, j, k = 1, 2.
As X1 ∧X2 6= 0 and X1, X2 ∈ X(R2), the tangent vectors X1(ξ), X2(ξ) span TξR2 for every
ξ ∈ R2 and LXig(Xj, Xk) = 0 for every i, j, k = 1, 2. In consequence, d[g(Xj, Xk)] = 0 and
g(Xj, Xk) is a constant for j, k = 1, 2.
Let us now prove 2) by assuming Y ∧ X1 = 0. Hence, Y = fX1 for a function f ∈
C∞(R2). Using the part a) of the present theorem, we obtain that 0 = LfX1g(Xi, Xi).
Since Y is a Killing vector field for g and [X1, X2] = 0, it additionally follows that
0 = LfX1g(Xj, Xj) = g(LfX1Xj , Xj) + g(Xi,LfX1Xj) = −2(Xjf)g(X1, Xj).
Therefore, Xj and Y are orthogonal, i.e. g(Xj, Y ) = 0, or [Xj , Y ] = (Xjf)X1 = 0.
Lemma 4.6. If V is a Lie algebra of Killing vector fields relative to a metric g on R2 and
there exist X1, X2 ∈ V such that [X1, X2] = 0 and X1 ∧X2 6= 0, then g = cijθ
i ⊗ θj, where
the cij are constant and θ
1, θ2 are dual one-forms to X1, X2, i.e. θ
i(Xj) = δ
i
j, i, j = 1, 2.
Proof. Assumption X1∧X2 implies that θ1∧θ2 6= 0 and any metric g on R2 can be brought
into the form
g = g11θ
1 ⊗ θ1 + g12(θ
1 ⊗ θ2 + θ2 ⊗ θ1) + g22θ
2 ⊗ θ2,
for certain functions gij ∈ C∞(R2). Since [Xi, Xj ] = 0 by assumption, it turns out that
(LXiθ
j)(Xk) = Xi[θ
j(Xk)]− θ
j([Xi, Xk]) = 0, i, j = 1, 2.
Since X1 ∧ X2 6= 0 also by assumption, the Lie derivative LXiθ
j vanishes on an arbitrary
vector field, i.e. LXiθ
j = 0 for i, j = 1, 2. If Xi is a Killing vector field relative to g, then
LXig = 0, i = 1, 2. Due to this reason and as LXiθ
j = 0 for i, j = 1, 2, it follows that
LXig = (LXig11)θ
1 ⊗ θ1 + (LXig12)(θ
1 ⊗ θ2 + θ2 ⊗ θ1) + (LXig22)θ
2 ⊗ θ2 = 0, i = 1, 2.
The last equality holds if and only if LXig11 = LXig12 = LXig22 = 0 for i = 1, 2. Since
X1 ∧X2 6= 0, this means that the gij are constant for i, j = 1, 2 .
Among the Vessiot–Guldberg Lie algebras on the plane (see Table 1), we aim to classify
those Lie algebras V consisting of Killing vector fields relative to a metric g, namely, LXg =
0, ∀X ∈ V . The following proposition is a consequence of Lemma 4.6.
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Proposition 4.7. The Lie algebra I14B consists of Killing vector fields only relative to
Euclidean and hyperbolic metrics on R2.
Proof. If the vector fields of I14B := 〈∂x, ∂y〉 are Killing vector fields relative to a metric g,
then Lemma 4.6 ensures that g = cxxdx ⊗ dx + cxy(dx ⊗ dy + dy ⊗ dx) + cyydy ⊗ dy for
certain constants cxx, cxy, cyy. Then, if I14B is a Lie algebra of Killing vector fields relative
to a metric, then the metric must be flat. Additionally, the previous form of g ensures that
LY g = 0 for any Y ∈ I14B and constants cxx, cxy, cyy. It is enough then to choose cxx, cxy, cyy
in such a way that g is non-degenerate to see that I14B is a Lie algebra of Killing vector
fields in respect of Euclidean and hyperbolic metrics.
Proposition 4.8. The Lie algebras on the plane given by Pα6=01 ,P4 − P8, I6 − I11, I16 − I20
do not consist of Killing vector fields relative to any metric on R2.
Proof. Propositions 4.3 and 4.4 ensure that P5, P6, P8, I7, I
α6=1
8 , I10 and I16–I20 are not Lie
algebras of conformal vector fields. Hence, they cannot be Lie algebras of Killing vector
fields. Let us then focus on the remaining Lie algebras stated in this proposition
Pα6=01 ,P4,P7, I6, I
α=1
8 , I9, I11. (4.1)
Let us proceed by reduction to the absurd, and we assume that previous Lie algebras
consist of Killing vector fields relative to a metric on R2. Apart from I7, all previous Lie
algebras satisfy the conditions given in Lemma 4.6 for X1 = ∂x and X2 = ∂y. The dual
one-forms to X1, X2 read θ1 = dx and θ2 = dy. Hence,
g = cxxdx⊗ dx+ cxy(dx⊗ dy + dy ⊗ dx) + cyydy ⊗ dy
for certain constants cxx, cxy, cyy.
• Lie algebra Pα6=01 : Let us take X3 := α(x∂x + y∂y) + y∂x − x∂y ∈ P1 where α > 0.
Since X3 is a Killing vector field relative to g, then
LX3g = 2(αcxx−cxy)dx⊗dx+(cxx+αcxy−cyy)(dx⊗dy+dy⊗dx)+2(cxy+αcyy)dy⊗dy = 0
and therefore condition LX3g = 0 amounts to
2(αcxx − cxy) = (cxx + αcxy − cyy) = 2(cxy + αcyy) = 0⇒ α
2cxx(2 + α
2) = 0.
Since α 6= 0 by assumption, cxx = cxy = cyy = 0 and g = 0. This is a contradiction and
Pα6=01 does not consists of Killing vector fields for any g on R
2.
• Lie algebra P4: In this case we choose X3 = x∂x + y∂y ∈P4. Then,
Lx∂x+y∂y(cxxdx⊗ dx+ cxy(dx⊗ dy + dy ⊗ dx) + cyydy ⊗ dy) = 2g. (4.2)
If X3 is a Killing vector field, then LX3g = 0 and g = 0. This is a contradiction and hence
P4 does not consist of Killing vector fields relative to any metric on the plane.
• Lie algebras I6, I9, I10: All these Lie algebras contain the vector field X3 = x∂x. As X3
is a Killing vector field by assumption, LX3g = 0. From (4.2) it follows that g = 0, which
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is a contradiction. Hence, none of the previous Lie algebras consists of Killing vector fields
relative to any g on R2.
• Lie algebra I8: Since X3 := x∂x + y∂y ∈ Iα=18 must be a Killing vector field relative to
g, then (4.2) shows that g = 0.
• Lie algebras P6 and P7: Since P4 does not consist of Killing vector fields relative to
any metric on R2 and P4 is a Lie subalgebra of P7,P6, the Lie algebras P6 and P7 cannot
consist of Killing vector fields for any metric on R2 neither.
Corollary 4.9. If V is a Lie algebra of vector fields on R2 containing linearly independent
X1, X2, X3 such that [X1, X2] = [X2, X3] = 0, [X1, X3] 6= 0, X2 ∧X3 6= 0, X1 ∧X3 = 0, then
V is not a Lie algebra of Killing vector fields related to any metric.
Proof. Let us prove our claim by reduction to contradiction. Since X1 ∧X3 = 0, it exists a
non-zero function f ∈ C∞(R2) such that, X3 = f(ξ)X1, ∀ξ ∈ R2. As X3 is a Killing vector
field by assumption, it satisfies that LX3g = 0 relative to a metric g. Also from assumption
X1 ∧X2 6= 0. Hence, using Lemma 4.6, we find that
0 = LfX1 [g(X1, X1)] = −2(X1f)g(X1, X1), 0 = LfX1 [g(X1, X2)] = −(X1f)g(X1, X2).
Since [X1, X3] 6= 0 by assumption, if follows that X1f 6= 0 and g(X1, X1) = g(X1, X2) = 0.
From this result and asX2∧X1 6= 0, it turns out that g is degenerate. This is a contradiction,
which finishes the proof.
Proposition 4.10. The Lie algebras Pα=01 , P3, and I4 are Lie algebras of Killing vector
fields relative to some metrics on the plane.
Proof. In coordinates x, y on R2, every metric on R2 reads
g = gxxdx⊗ dx+ gxy(dx⊗ dy + dy ⊗ dx) + gyydy ⊗ dy, (4.3)
for certain functions gxx, gxy, gyy ∈ C∞(R2). Let us analyse the possible values of g making
the Lie algebras mentioned in this proposition to consist of Killing vector fields.
• Lie algebra Pα=01 : In this case, we aim to determine functions gxx, gxy, gyy ∈ C
∞(R2)
such that the vector fields of
Pα=01 =
〈
X1 := ∂x, X2 := ∂y, X3 := y∂x − x∂y
〉
become Killing vector fields relative to g, i.e. LXkg = 0 for k = 1, 2, 3. Imposing this
condition for k = 1, 2, we obtain
g = cxxdx⊗ dx+ cxy(dx⊗ dy + dy ⊗ dx) + cyydy ⊗ dy, cxx, cxy, cyy ∈ R.
Meanwhile, the condition below follows from the case k = 3:
Ly∂x−x∂yg = (cxx − cyy)(dx⊗ dy + dy ⊗ dx) + 2cxy(dy ⊗ dy − dx⊗ dx) = 0.
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The last equality is satisfied if and only if cxx = cyy, cxy = 0. Hence, the Lie algebra Pα=01 is
a Lie algebra of Killing vector fields only relative to a Euclidean metric
g = cxx(dx⊗ dx+ dy ⊗ dy), cxx ∈ R\{0}.
• Lie algebra P3: Let us determine functions gxx, gxy, gyy ∈ C∞(R2) such that
P3 =
〈
X1 := y∂x − x∂y, X2 := (1 + x
2 − y2)∂x + 2xy∂y, X3 := 2xy∂x + (1 + y
2 − x2)∂y
〉
consists of Killing vector fields relative to a metric g, i.e. LXkg = 0 for k = 1, 2, 3. This
condition for k = 1 takes the form


ygxx,x − xgxx,y − 2gxy = 0,
2gxy + ygyy,x − xgyy,y = 0,
gxx − gyy + ygxy,x − xgxy,y = 0.
⇐⇒


y(gxx + gyy),x − x(gxx + gyy),y = 0,
y(gxx − gyy),x − x(gxx − gyy),y − 4gxy = 0,
gxx − gyy + ygxy,x − xgxy,y = 0,
where every subscript given by a coordinate after a comma determines a derivative in that
coordinate. These equations are satisfied when gxx = gyy =: f(x, y) and f(x, y) is such that
y(gxx + gyy),x − x(gxx + gyy),y = 0 and gxy = 0. Hence, X1 is a Killing vector field for
gf := f(x, y)[dx⊗ dx+ dy ⊗ dy].
It is now time to determine those f ∈ C∞(R2) satisfying that LXkgf = 0, k = 2, 3. Hence,{
LX2g = ((1 + x
2 − y2)f,x + 2xyf,y + 4x)(dx⊗ dx+ dy ⊗ dy) = 0,
LX3g = (2xyf,x + (1 + y
2 − x2)f,y + 4y)(dx⊗ dx+ dy ⊗ dy) = 0.
(4.4)
The system (4.4) amounts to{
(1 + x2 − y2)f,x + 2xyf,y + 4x = 0
2xyf,x + (1 + y
2 − x2)f,y + 4y = 0
⇒
(
f,x
f,y
)
= −
4
1 + x2 + y2
(
x
y
)
, (4.5)
One of the non-zero solutions to (4.5), away of (0, 0), is f(x, y) = −2 log (1 + x2 + y2).
Hence, P3 consists of Killing vector fields relative to the Riemannian metric
g = −2 log (1 + x2 + y2)(dx⊗ dx+ dy ⊗ dy). (4.6)
Since the Lie algebra P3 is primitive, it does not admit invariant distributions. Lemma 4.2
ensures that it is not a Lie algebra of Killing vector fields relative to any indefinite metric
on R2.
• Lie algebra I4: We now study the Lie algebra I4. In this case, gxx, gxy, gyy ∈ C∞(R2)
must be found so as to ensure that the elements of the Lie algebra
I4 =
〈
X1 := ∂x + ∂y, X2 := x∂x + y∂y, X3 := x
2∂x + y
2∂y
〉
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will become Killing vector fields relative to the metric g, i.e. LXkg = 0 for k = 1, 2, 3. If
k = 1, then
LX1gxx = LX1gyy = LX1gxy = 0.
In coordinates ξ1 := x − y and ξ2 := x + y, the previous conditions imply that LX1f =
2∂ξ2f = 0, and then f = f(x−y). Hence, gxx = hxx(x−y), hyy = hyy(x−y), gxy = hxy(x−y)
for some functions hxx, hyy, hxy ∈ C∞(R). If k = 2, we obtain the conditions
LX2gxx + 2gxx = LX2gxy + 2gxy = LX2gyy + 2gyy = 0.
Thus,
(x− y)h′xx + 2hxx = (x− y)h
′
xy + 2hxy = (x− y)h
′
yy + 2hyy = 0.
Since the solution to (x− y)f ′(x− y) + 2f(x− y) = 0 is f(x− y) = λ/(x− y)2, λ ∈ R, the
metric g takes the form
g =
1
(x− y)2
[cxxdx⊗ dx+ cxy(dx⊗ dy + dy ⊗ dx) + cyydy ⊗ dy],
for some constants cxx, cxy, cyy. Imposing the last condition, i.e. k = 3, we reach to
LX3g =
2
(x− y)
[cxxdx⊗ dx+ cyydy ⊗ dy] = 0.
Hence, cxx = cyy = 0 and I4 is a Lie algebra of Killing vector fields relative to an indefinite
metric.
It is worth noting that the previous proposition ensures that Pα=01 consists of Killing
vector fields only relative to a metric equal, up to a non-zero proportional constant, to
gE. The Lie algebra P3 consists of Killing vector fields only with respect to Riemannian
metrics, and I4 is a Lie algebra of Killing vector fields relative to an indefinite metric on R2
taking, up to a non-zero proportional constant, the form g = (dx⊗ dy+dy⊗ dx)/(x− y)2.
Since all previous Lie algebras have associated distributions of rank two and the curvature
tensor R for each metric is invariant under Killing vector fields, it follows that R is covariant
invariant and the corresponding spaces are locally Riemannian.
Proposition 4.10 can be reinterpreted as the consequence of the existence of a certain
type of quadratic Casimir element for the Lie algebras Pα=01 , I4, P3. Let us explain this
relevant fact in detail, which will also allow us to describe all Lie algebras of Killing vector
fields on R2 relative to arbitrary metrics.
Let g be an abstract Lie algebra and let φ : g→ X(M) be a Lie algebra morphism. It is
known that the universal enveloping Lie algebra, U(g), of g is isomorphic to the symmetric
tensor algebra, S(g), of g. This allows us to extend φ to a unique morphism of associative
algebras Υ : U(g) ≃ S(g) → S(M), where S(M) is the space of symmetric tensor fields
on M . The Lie algebra g induces a Lie algebra representation ρg : g → End(U(g)) by
extending the derivation adv : w ∈ g 7→ [v, w] ∈ g, with v ∈ g, to a derivation [v, ·]U(g) on
U(g). If V := φ(g), then there exists a second Lie algebra representation ρV : X ∈ V 7→
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LX ∈ End(S(M)), where LX stands for the Lie derivative of symmetric tensor fields on M
relative to the vector field X. It is easy to check that
Υ([v, C]U(g)) = LΥ(v)Υ(C), ∀v ∈ g, ∀C ∈ U(g).
As a consequence, if C ∈ U(g) is a Casimir element of g, namely [v, C]U(g) = 0 for all v ∈ g,
then LXΥ(C) = 0 for every X ∈ φ(g).
Particular types of symmetric tensor fields of the form Υ(C), where C is a Casimir
for sl(2), have appeared previously in [1], where they were called Casimir tensor fields.
Following this terminology, we will hereafter call the Υ(C), for C being a Casimir for a
certain Lie algebra, Casimir tensor fields.
Theorem 4.11. Let V be a Vessiot–Guldberg Lie algebra of vector fields whose isomorphic
abstract Lie algebra g admits a quadratic Casimir element C ∈ U(g) such that Υ(C) is
non-degenerate. Then, V consists of Killing vector fields relative to Υ(C)−1.
Proof. Since C is a Casimir element for g, it follows that LXΥ(C) = 0 for every X ∈ V ,
i.e. Υ(C) is a symmetric tensor field on M invariant relative to the vector fields of V . Let
us assume that G := Υ(C) = gµν∂µ ⊗ ∂ν in local coordinates. The equality LXG = 0 for
every X ∈ V amounts, for X = Xα∂α, to
(LXG)
µν = Xα∂αg
µν − (∂αX
µ)gαν − (∂αX
ν)gαµ = 0. (4.7)
By assumption, G is non-degenerate, i.e. the matrix gµν has an inverse gµν . Let g :=
gµνdx
µ ⊗ dxν . The coordinates of the Lie derivative of g relative to X read
(LXg)µν = X
α∂αgµν + (∂µX
α)gαν + (∂νX
α)gαµ. (4.8)
Substituting the equality ∂αgµν = −gµpi(∂αgpiκ)gκν into (4.8) and using (4.7), it turns out
that LXg = 0 and V becomes a Lie algebra of Killing vector fields relative to the metric
g.
Example 4.12. Let us apply Theorem 4.11 to show that Lie algebra Pα=01 consists of
Killing vector fields relative to a metric on R2. Let g be a Lie algebra isomorphic to
Pα=01 with a basis v1, v2, v3 satisfying the same commutation relations as the basis of vector
fields X1, X2, X3 for Pα=01 given in Table 1. This gives a Lie algebra morphism φ : g →
X(R2) mapping each vi into Xi. The Lie algebra g admits a quadratic Casimir element
v1 ⊗ v1 + v2 ⊗ v2. If Υ : U(g)→ S(R2) is the corresponding associative algebra morphism,
then Υ(v1⊗ v1+ v2⊗ v2) = X1⊗X1+X2⊗X2 = ∂x⊗ ∂x+ ∂y⊗ ∂y. Hence, this tensor field
is non-degenerate and the inverse is
g = dx⊗ dx+ dy ⊗ dy.
This is essentially the metric detailed in Proposition 4.10.
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Example 4.13. Let us now employ the Theorem 4.11 to show that the Lie algebra P2
consists of Killing vector fields relative to a metric on R2. In view of Table 1, the Lie
algebra P2 is isomorphic to an abstract Lie algebra sl(2). Choose a basis v1, v2, v3 thereof
satisfying the same commutation relations as the basis of vector fieldsX1, X2, X3 for P2 given
in Table 1. This gives a Lie algebra morphism φ : sl(2)→ X(R2) mapping each vi into Xi.
The Lie algebra sl(2) admits a quadratic Casimir element C := v1⊗ v3+ v3⊗ v1− 2v2⊗ v2.
If Υ : U(sl(2)) → S(R2) is the corresponding associative algebra morphism, then Υ(C) =
X1 ⊗ X3 + X3 ⊗ X1 − 2X2 ⊗ X2 = −2y
2(∂x ⊗ ∂x + ∂y ⊗ ∂y). Hence, this tensor field is
non-degenerate and the inverse is
g =
−1
2y2
(dx⊗ dx+ dy ⊗ dy).
A straightforward computation shows that indeed g is invariant under the elements of P2.
Since X1, X2 span a Lie algebra diffeomorphic to I14A (cf. [1]), it follows that this Lie algebra
also consists of Killing vector fields relative to g.
5 Invariant distributions for Vessiot–Guldberg Lie alge-
bras on R2
Lie proved that the Lie algebras {Pi}i=1,...,8 do not admit any invariant distribution [12],
while Lie algebras {Ii}i=1,...,20 do. The knowledge of these distributions for Vessiot–Guldberg
Lie algebras on R2 is relevant to the characterization of Vessiot–Guldberg Lie algebras of
conformal vector fields on R2 (cf. [13]). Although these distributions were employed in [13],
it was not detailed there how to obtain them. As a consequence, this work aims to determine
the invariant distributions of the Lie algebras {Ii}i=1,...,20. This task is accomplished by
means of the following lemma.
Lemma 5.1. If a Vessiot–Guldberg Lie algebra V on R2 admits two vector fields X1, X2
such that [X1, X2] = 0 and X1 ∧ X2 6= 0, then every invariant distribution D for V is
spanned by a linear combinations λ1X1 + λ2X2, with λ1, λ2 ∈ R.
Proof. Since X1 ∧ X2 6= 0, the invariant distribution D for V can be generated by means
of a vector field of the form X2 or X1 + µX2 for a certain function µ ∈ C∞(R2). If D is
generated by X2, then the lemma follows. If D is generated by X1 + µX2, then there exist
functions fi ∈ C∞(R2), with i = 1, 2, such that
[Xi, X1 + µX2] = (Xiµ)X2 = fi(X1 + µX2), i = 1, 2.
Since X1 ∧ X2 6= 0, it follows that f1 = f2 = 0. Moreover, Xiµ = 0 for i = 1, 2 and
µ = const. Therefore, D is generated by λ1X1 + λ2X2 for certains λ1, λ2 ∈ R.
Theorem 5.2. If a Vessiot–Guldberg Lie algebra V on R2 contains two linearly independent
vector fields X1, X2 such that [X1, X2] = 0 and X1 ∧ X2 = 0, then every distribution D
invariant relative to V is generated by X1.
14
Proof. Since X1, X2 are linearly independent vector fields of V satisfying X1 ∧ X2 = 0
and [X1, X2] = 0 by assumption, then there exists f ∈ C∞(R2) such that X2 = fX1 and
X1f = 0. Let X3 be a vector field satisfying X1 ∧ X3 6= 0. As D is a one-dimensional
distribution and X1 ∧ X3 6= 0, it is therefore generated by X3 or X1 + µX3 for a certain
µ ∈ C∞(R2). If D is generated by X3, then [fX1, X3] = f3X3 for a certain f3 ∈ C∞(R2)
and [fX2, X1] = 0 by assumption. Since X1∧X3 6= 0, it follows that X3f = 0 and X1f = 0.
Then, f is a constant and X2 and X1 are linearly independent, which is a contradiction and
shows that D cannot be spanned by X3. Let us assume that D is generated by X1 + µX3.
Since D is invariant relative to X1, X2, there exist functions f1, f2 ∈ C∞(R2) such that
[X1, X1 + µX3] = (X1µ)X3 + µ[X1, X3] = f1(X1 + µX3), (5.1)
[fX1, X1 + µX3] = f(X1µ)X3 + fµ[X1, X3]− µ(X3f)X1 = f2(X1 + µX3) (5.2)
Substituting (5.1) in (5.2) and recalling that X1 ∧X3 6= 0, we obtain that
ff1(X1+µX3)−µ(X3f)X1 = f2(X1+µX3)⇒ (ff1−µX3f −f2)X1+(ff1µ−f2µ)X3 = 0.
Since X3 ∧X1 6= 0, then µX3f = 0. We have two options, µ = 0 or µ 6= 0. Let us assume
that µ 6= 0. Then, X3f = 0 and, as X1∧X3 6= 0 and X1f = 0 which is a consequence of the
assumption [X2, X1] = 0, we obtain that f is a constant, which goes against our assumption
that X1, X2 are linearly independent. In consequence, µ = 0 and D is generated by X1.
Corollary 5.3. The Lie algebras I12, I13, I16 − I20 and I14, I15 for r > 1 admit only one
invariant distribution generated by ∂y.
Proof. In view of Table 1, the above mentioned Lie algebras contain the vector fields
X1 := ∂y, X2 := η1(x)∂y. By applying then Theorem 5.2, we obtain that every invari-
ant distribution is generated by X1.
Theorem 5.4. Let V be a Lie algebra containing some vector fields X1, X2, X3 on R
2 such
that X1 ∧ X2 6= 0, [X1, X2] = 0. Let D be an invariant distribution on R
2 relative to V .
Hence:
a) If [X1, X3] = X2 and [X3, X2] = 0, then D is spanned by X2,
b) If [X1, X3] = X1, then D is generated by X1 or X2.
Proof. From the assumptions of this theorem and Lemma 5.1 follow that the distribution
D has to be generated by a linear combination with real coefficients of X1, X2.
Let us prove a). Since D is invariant relative to X3 by assumption, there exists f1 ∈
C∞(R2) and c1, c2 ∈ R with c21 + c
2
2 6= 0 such that
[X3, c1X1 + c2X2] = −c1X2 = f1(c1X1 + c2X2)⇒ (f1c2 + c1)X2 + f1c1X1 = 0.
As X1 ∧X2 6= 0, then c1 = 0 and D is generated by X2.
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We now turn to prove b). Since D is invariant relative to X3, there exist f1 ∈ C∞(R2)
and c1, c2 ∈ R with c21 + c
2
2 6= 0 such that
[X3, c1X1 + c2X2] = −c1X1 = f1(c1X1 + c2X2)⇒ c1(f1 + 1)X1 + f1c2X2 = 0.
Hence, there exist two possibilities: f1 = 0 and therefore c1 = 0, which implies D is
generated by X2; or f1 6= 0, which gives c2 = 0 and D is generated by X1.
Corollary 5.5. The Lie algebras I6, I9, I10, and I11 have only two invariant distributions
spanned by ∂x and ∂y. The Lie algebra I7 has only one invariant distribution spanned by
X = ∂y.
Proof. The vector fields of I7 = 〈X1, X2, X3, X4〉, where X1, . . . , X4 are given in Table 1,
are such that X1, X2, X3 obey the conditions of the case b) of Theorem 5.4. Hence, their
invariant distributions are generated by X1 or X2. A straightforward computation shows
that the only invariant distribution is X2 = ∂y.
Similarly, it can be proved that the invariant distributions for I6, I9, I10, and I11 are
generated by X1 or X2, where these vector fields are those ones indicated in Table 1. A
simple calculation shows that each of these vector fields generate an invariant distribution
for the mentioned Lie algebras.
6 Applications in Physics
This section illustrates the physical relevance of systems of differential equations whose
dynamic can be determined by Vessiot–Guldberg Lie algebras of conformal and Killing
vector fields on R2 relative to a certain metric g. The results of previous sections are
employed to construct g and to prove that Vessiot–Guldberg Lie algebras consisting of
Killing vector fields relative to g are also Lie algebras of Hamiltonian vector fields relative
to the symplectic structure induced by g. This much improves results in [1], where such
structures were obtained by long and tedious calculations.
6.1 Milne–Pinney equations
The Milne–Pinney equations, known by their many applications in Physics [17] and math-
ematical properties [5], take the form
d2x
dt2
= −ω2(t)x+
c
x3
, (6.1)
where ω(t) is any function depending on t and c ∈ R. If we define y := dx/dt, the above
differential equation can be rewritten as

dx
dt
= y,
dy
dt
= −ω2(t)x+
c
x3
.
(6.2)
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System (6.2) describes the integral curves of the t-dependent vector field (cf. [7]) X :=
X3 + ω
2(t)X1, with
X1 = −x∂y , X2 =
1
2
(y∂y − x∂x) , X3 = y∂x +
c
x3
∂y. (6.3)
The vector fields X1, X2, X3 form a basis of a Lie algebra VMP. Let us study VMP. The
matrix of its Killing form, κ, in the basis B := {X1, X2, X3} takes the form
[κ]B =

 0 0 −40 2 0
−4 0 0

 .
Hence, the Killing form is non-degenerate and indefinite. The Cartan criterium [21] ensures
that the Lie algebra VMP is semi-simple. Geometrically, Table 1 shows that every three-
dimensional semi-simple Lie algebra of vector fields on the plane is isomorphic to sl(2) or
to so(3). Algebraically, every semi-simple three-dimensional Lie algebra only admits such
two options (cf. [24]). Since VMP is indefinite, VMP is isomorphic to sl(2).
Consider the Lie algebra sl(2) and a basis {v1, v2, v3} thereof satisfying the same com-
mutation relations as X1, X2, X3. This induced a Lie algebra morphism φ : sl(2)→ X(R2)
mapping each vi onto Xi. This gives rise to an associative algebra morphism Υ : U(sl(2))→
S(R2). The Lie algebra sl(2) admits a quadratic Casimir element
C := v1 ⊗ v3 + v3 ⊗ v1 − 2v1 ⊗ v1.
Therefore
G := Υ(C) = X1 ⊗X3 +X3 ⊗X1 − 2X2 ⊗X2.
In view of the coordinate expression for X1, X2, X3, it follows that
G = −
x2
2
∂x ⊗ ∂x −
(
2c
x2
+
y2
2
)
∂y ⊗ ∂y −
1
2
xy(∂x ⊗ ∂y + ∂y ⊗ ∂x)⇒ detG = c.
Hence, the tensor field G is non-degenerate for c 6= 0. Then, Theorem 4.11 ensures that the
Lie algebra VMP consists of Killing vector fields relative to
g := G−1 = −
(
2
x2
+
y2
2c
)
dx⊗ dx+
xy
2c
(dx⊗ dy + dy ⊗ dx)−
x2
2c
dy ⊗ dy.
The associated symplectic structure is given by ω := ⋆1, i.e.
ω =
√
|c|dx ∧ dy.
The vector fields of VMP become Hamiltonian relative to ω. In this simple manner, it was
possible to obtain a symplectic form turning the elements of VMP into Hamiltonian vector
fields algebraically. Meanwhile, this result had to be obtained by solving a system of PDEs
or by guessing the form of ω in previous works [1, 8].
6.2 Schrödinger equation on C2
Let H be an n-dimensional Hilbert space with a scalar product 〈·, ·〉, let H(t) ⊂ End(H)
be a Hermitian Hamiltonian operator on H for every t ∈ R, and let {ψi}i∈1,n ∈ H be an
orthonormal basis of quantum states, i.e 〈ψi|ψj〉 = δij , i ∈ 1, n. It is possible to define in
H0 := H\{0} an equivalence relation
ψ1 ∼ ψ2 ⇔ ∃λ ∈ C\{0} : ψ1 = λψ2,
which gives rise to the complex projective space PH := H0/ ∼ as its space of equivalence
classes. Since this is also the space of orbits of the free and proper multiplicative action of
the Lie group C0 := C\{0} on Cn0 := C
n\{0}, the space PH := H0/ ∼ becomes a manifold.
Let C20 ∋ ψ 7→ [ψ] ∈ CP
1 ≃ C20/C0, ψ := (z1, z2) be the projection from C
2
0 onto
its projective space. A t-dependent Schrödinger equation on H induced by a t-dependent
Hamiltonian H(t) takes the form
dψ
dt
= −iH(t)ψ ⇔
d
dt
(
z1
z2
)
= −iH(t)
(
z1
z2
)
= −i
(
λ1(t) b(t)
b¯(t) λ2(t)
)(
z1
z2
)
,
for b(t) := b1(t) + ib2(t), λi, bi ∈ R. If µ := z1z−12 , z1 ∈ C, z2 ∈ C0, then
dµ
dt
= i[b¯(t)µ2 + (λ2(t)− λ1(t))µ− b(t)].
Making a change of variables µ = x+iy, x, y ∈ R, and gathering together the parts real
and imaginary of the previous system in the new variables, we obtain

dx
dt
= b2(t)(x
2 − y2 + 1)− (λ2(t)− λ1(t))y − 2b1(t)xy
dy
dt
= b1(t)(x
2 − y2 − 1) + (λ2(t)− λ1(t))x+ 2b2(t)xy,
describing the integral curves of the t-dependent vector field on CP 1 of the form
X = b1(t)X1 + b2(t)X2 + (λ2(t)− λ1(t))X3,
−X1 := 2xy∂x + (1 + y
2 − x2)∂y, X2 := (x
2 − y2 + 1)∂x + 2xy∂y, −X3 := y∂x − x∂y.
The vector fields Xi, i = {0, 1, 2}, span a Lie algebra VQ=P3. The Killing form, κ, of
P3 in the basis B := {X1, X2, X3} reads
[κ]B =

 −8 0 00 −8 0
0 0 −2

 .
This Killing form is non-degenerate and negative-definite. As it is a three-dimensional semi-
simple Lie algebra and there are only two semi-simple three-dimensional Lie algebras sl(2)
and so(3), Lie algebra VQ = {X1, X2, X3} must be isomorphic to so(3). In view of the Table
1, this Lie algebra must be diffeomorphic to P3.
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Table 1: GKO Classification of Vessiot–Guldberg Lie algebras on R2. Functions ξ1(x), . . . , ξr(x) are linearly independent,
η1(x), . . . , ηr(x) form a base of solutions to a linear system of r linear differential equations with constant coefficients. We write
g = g1 ⋉ g2 to indicate that g is the direct sum of g1 and g2, where g2 is an ideal g. The symbol ‘+
′ in the column Kill. indicates
that a Lie algebra consists of Killing vector fields relative to metric and ‘−′ is written otherwise. The column Conf. details when a
Lie algebra consists of conformal vector fields relative to a definite metric, (gE), or a indefinite metric (gH). The symbol ‘−
′ means
that a Lie algebra does not consist of conformal vector fields relative to any metric.
# Primitive Basis Xi Dom
V
Inv. distribu-
tion
Kill. Conf.
P1 Aα ≃ R ⋉ R
2 ∂x, ∂y , α(x∂x+y∂y)+y∂x−x∂y, α ≥ 0 R
2 − +(α = 0) gE
P2 sl(2) ∂x, x∂x+y∂y, (x
2−y2)∂x+2xy∂y R
2
y 6=0 − + gE
P3 so(3) y∂x−x∂y, (1+x
2−y2)∂x+2xy∂y, 2xy∂x+(1+y
2−x2)∂y R
2 − + gE
P4 R
2
⋉ R
2 ∂x, ∂y , x∂x+y∂y, y∂x−x∂y R
2 − − gE
P5 sl(2) ⋉ R
2 ∂x, ∂y , x∂x−y∂y, y∂x, x∂y R
2 − − −
P6 gl(2) ⋉ R
2 ∂x, ∂y , x∂x, y∂x, x∂y, y∂y R
2 − − −
P7 so(3, 1) ∂x, ∂y , x∂x+y∂y, y∂x−x∂y, (x
2−y2)∂x+2xy∂y, 2xy∂x+(y
2−x2)∂y R
2 − − gE
P8 sl(3) ∂x, ∂y , x∂x, y∂x, x∂y, y∂y, x
2∂x+xy∂y, xy∂x+y
2∂y R
2 − − −
# One-imprimitive Basis Xi Dom
V
Inv. distribu-
tion
Kill. Conf.
I5 sl(2) ∂x, 2x∂x+y∂y, x
2∂x+xy∂y R
2
y 6=0 ∂y − −
I7 gl(2) ∂x, y∂y , x∂x, x
2∂x+xy∂y R
2
y 6=0 ∂y − −
I12 R
r+1 ∂y , ξ1(x)∂y , . . . , ξr(x)∂y , r ≥ 1 R
2 ∂y − −
I13 R ⋉ R
r+1 ∂y , y∂y , ξ1(x)∂y, . . . , ξr(x)∂y, r ≥ 1 R
2 ∂y − −
I14 R ⋉ R
r ∂x, η1(x)∂y, η2(x)∂y , . . . , ηr(x)∂y , (r > 1, r = 1, η
′
1(x) 6= η1(x)) R
2 ∂y − −
I15 R
2
⋉ R
r ∂x, y∂y , η1(x)∂y, . . . , ηr(x)∂y , (r > 1, r = 1, η
′
1(x) 6= η1(x)) R
2 ∂y − −
I16 C
r
α≃h2⋉R
r+1 ∂x, ∂y , x∂x+αy∂y, x∂y, . . . , x
r∂y , r ≥ 1, α ∈ R R
2 ∂y − −
I17 R ⋉ (R ⋉ R
r) ∂x, ∂y , x∂x+(ry+x
r)∂y, x∂y , . . . , x
r−1∂y , r ≥ 1 R
2 ∂y − −
I18 (h2⊕R)⋉R
r+1 ∂x, ∂y , x∂x, x∂y, y∂y, x
2∂y , . . . , x
r∂y , r ≥ 1 R
2 ∂y − −
I19 sl(2) ⋉ R
r+1 ∂x, ∂y , x∂y, 2x∂x+ry∂y, x
2∂x+rxy∂y, x
2∂y , . . . , x
r∂y , r ≥ 1 R
2 ∂y − −
I20 gl(2) ⋉ R
r+1 ∂x, ∂y , x∂x, x∂y, y∂y, x
2∂x+rxy∂y, x
2∂y , . . . , x
r∂y , r ≥ 1 R
2 ∂y − −
# multiply imprimi-
tive
Basis Xi Dom
V
Inv. distribu-
tion
Kill. Conf.
I1 R ∂x R
2 ∂y , ∂x + h(y)∂y − gE , gH
I2 h2 ∂x, x∂x R
2 ∂x, ∂y − gH
I3 sl(2) ∂x, x∂x, x
2∂x R
2 ∂x, ∂y − gH
I4 sl(2) ∂x+∂y, x∂x+y∂y, x
2∂x+y
2∂y R
2
x 6=y ∂x, ∂y + gH
I6 gl(2) ∂x, ∂y , x∂x, x
2∂x R
2 ∂x, ∂y − gH
I
α 6=1
8
Bα 6=1 ≃ R ⋉ R
2 ∂x, ∂y , x∂x+αy∂y, 0 < |α| < 1 R
2 ∂x, ∂y − −
Iα=18 B1 ≃ R ⋉ R
2 ∂x, ∂y , x∂x+y∂y R
2 λx∂x + λy∂y − gE , gH
I9 h2 ⊕ h2 ∂x, ∂y , x∂x, y∂y R
2 ∂x, ∂y − gH
I10 sl(2)⊕ h2 ∂x, ∂y , x∂x, y∂y, x
2∂x R
2 ∂x, ∂y − gH
I11 sl(2)⊕ sl(2) ∂x, ∂y , x∂x, y∂y, x
2∂x, y
2∂y R
2 ∂x, ∂y − gH
I14A R ⋉ R ∂x, e
cx∂y , c ∈ R\0 R
2 ecx∂y , ∂x +
cy∂y
+ gE
I14B R ⋉ R ∂x, ∂y R
2 λx∂x + λy∂y + gE , gH
I15A R
2
⋉ R ∂x, y∂y , e
cx∂y , c ∈ R\0 R
2 ecx∂y , ∂x +
cy∂y
− −
I15B R
2
⋉ R ∂x, y∂y , ∂y R
2 ∂x, ∂y − gH
19
The vector fields X1, X2, X3 are exactly those ones of P3. Let us consider a basis v1, v2, v3
of so(3) satisfying the same commutation relations. This gives rise to an associative algebra
morphism Υ : U(so(3))→ S(R2) The Lie algebra P3 admits a quadratic Casimir element
C = v1 ⊗ v1 + v2 ⊗ v2 + 4v3 ⊗ v3.
Then,
G0 := Υ(C) = X1 ⊗X1 +X2 ⊗X2 + 4X3 ⊗X3 = (1 + x
2 + y2)2(∂x ⊗ ∂x + ∂y ⊗ ∂y).
This G0 is non-degenerate and Theorem 4.11 allows us to construct a Riemannian metric g
turning the elements of VQ into Killing vector fields relative to
g = G−10 =
dx⊗ dx+ dy ⊗ dy
(1 + x2 + y2)2
.
The symplectic structure related to g takes the form
ω =
dx ∧ dy
(1 + x2 + y2)2
= ⋆1.
In virtue of Theorem 4.11, the Lie algebra VQ is a Lie algebra of Killing vector fields relative
to ω. As in the previous section, this symplectic form is obtained algorithmically. This is
much simpler than obtaining ω by solving a system PDEs as it was accomplished previously
in the literature [1].
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