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EXPONENTIAL ERGODICITY OF THE SOLUTIONS TO SDE’S WITH A JUMP
NOISE
ALEXEY M.KULIK
Abstract. The mild sufficient conditions for exponential ergodicity of a Markov process, defined as the
solution to SDE with a jump noise, are given. These conditions include three principal claims: recurrence
condition R, topological irreducibility condition S and non-degeneracy condition N, the latter formulated in
the terms of a certain random subspace of Rm, associated with the initial equation. The examples are given,
showing that, in general, none of three principal claims can be removed without losing ergodicity of the process.
The key point in the approach, developed in the paper, is that the local Doeblin condition can be derived from
N and S via the stratification method and criterium for the convergence in variations of the family of induced
measures on Rm.
Introduction
In this paper, we study ergodic properties of a Markov process X in Rm, given by an SDE
(0.1) dX(t) = a(X(t))dt+
∫
‖u‖≤1
c(X(t−), u)ν˜(dt, du) +
∫
‖u‖>1
c(X(t−), u)ν(dt, du).
Here, ν is a Poisson point measure, ν˜ is correspondent compensated measure, and coefficients a, c are supposed
to satisfy usual conditions sufficient for the strong solution of (0.1) to exist and be unique. Our aim is to give
sufficient conditions for exponential ergodicity of (0.1), that impose as weak restrictions on the Le´vy measure
of the noise, as it is possible.
There exists two well developed methods to treat the ergodicity problem for the discrete time Markov
processes, valued in a locally compact phase space. The first one is based on the coupling technique (see
detailed overview in [14]), the second one uses the notions of T-chain and petite sets (see [21], [6] and references
therein). These methods can be naturally extended to continuous time case either by making a procedure of
time discretization (like it was made for the solutions to SDE’s with jumps in the recent paper [20]), or by
straightforward use of the coupling technique in a continuous time settings (see [27],[28] for such kind of a
technique for diffusion processes). Typically, in the methods mentioned above, the two principal features
should be provided:
– recurrence outside some large ball;
– regularity of the transition probability in some bounded domain.
The first feature can be provided in a quite standard way via an appropriate version of the Lyapunov
criterium (condition R in Theorem 1.1 below). The second one is more intrinsic, and requires some accuracy
in the choice both of the concrete terms, in which such feature is formulated, and of the conditions on the
process, sufficient for such feature to hold true. We deal with the form of the regularity feature, that is usually
called the local Doeblin condition, and is formulated below.
LD. For every R > 0, there exists T = T (R) > 0 such that
inf
‖x‖,‖y‖≤R
∫
Rm
[PTx ∧ P
T
y ](dz) > 0,
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where P tx(·) ≡ P (X(t) ∈ ·|X(0) = x), and, for any two probability measures µ,κ,
[µ ∧ κ](dz)
df
=min
[
dµ
d(µ+ κ)
(z),
dκ
d(µ+ κ)
(z)
]
(µ+ κ)(dz).
The non-trivial question is what is the proper form of the conditions on the coefficients a, c of the equation
(0.1) and the Le´vy measure of the noise, sufficient for the local Doeblin condition to hold true. In a diffusion
settings, standard strong ellipticity (or, more general, Ho¨rmander type) non-degeneracy conditions on the
coefficients provide that the transition probability of the process possesses smooth density w.r.t. Lebesgue
measure, and thus LD holds true ([27],[28]). In a jump noise case, one can proceed analogously and claim
the transition probability of the solution to (0.1) to possess a locally bounded density (exactly this claim was
used as a basic assumption in the recent paper [20]). However, in the latter case such kind of a claim appears
to be too restrictive; let us discuss this question in more details. Consider, for simplicity, equation (0.1) with
c(x, u) = u, i.e. a following non-linear analogue of the Ornstein-Uhlenbeck equation:
(0.2) dX(t) = a(X(t))dt+ dUt,
where Ut =
∫ t
0
∫
‖u‖≤1
c(u)uν˜(ds, du) +
∫ t
0
∫
‖u‖>1
c(u)ν(ds, du) is a Le´vy process. There exist two methods to
provide the process defined by (0.2) to possess a bounded (moreover, belonging to the class C∞) transition
probability density. The first one was initially proposed by J.Bismut (see [3],[2],[19],[15]), the second one –
by J.Picard (see [24],[13]). Both these methods require, among others, the following condition on the Le´vy
measure Π of the process U to hold true:
(0.3) ∃ρ ∈ (0, 2) : ε−ρ
∫
‖u‖≤ε
‖u‖2Π(du)→∞, ε→ 0 + .
This limitation is not a formal one. It is known (see [18], Theorem 1.4), that if
(0.4) lim inf
ε→0+
[
ε2 ln
(
1
ε
)]−1
sup
‖v‖=1
∫
Rm
[|(u, v)| ∧ ε]2Π(du) = 0,
then the transition probability density, if exists, does not belong to any Lp,loc(R
m), p > 1, and therefore is not
locally bounded (note that (0.4) implies that (0.3) fails). One can say that when the intensity of the jump
noise is ”sparse near zero” in a sense of (0.4), the behavior of the density essentially differs from the diffusion
one, and the density either does not exist or is essentially irregular.
On the other hand, let us formulate a corollary of the general ergodicity result, given in Theorems 1.1,1.3
below.
Proposition 0.1. Let m = 1, suppose that a(·) is locally Lipschitz on R and lim sup
|x|→+∞
a(x)
x
< 0. Suppose
that the Le´vy measure Π of the process U satisfies the following conditions:
(i) there exists q > 0:
∫
|u|>1
|u|qΠ(du) < +∞;
(ii) Π(R\{0}) 6= 0.
Then the solution to (0.1) is exponentially ergodic, i.e. its invariant distribution µinv exists and is unique,
and, for some positive constant C,
(0.5) ∀x ∈ R, ‖P tx − µinv‖var = O(exp[−Ct]), t→ +∞.
In this statement, the non-degeneracy condition (ii) on the jump noise, obviously, is the weakest possible
one: if it fails, then (0.2) is an ODE, and (0.5) fails also. We can conclude, that the proper conditions on the
jump noise, sufficient to provide exponential ergodicity of the process, defined by (0.2), are much milder than
the conditions that should be imposed in order to provide that this process possesses regular (locally bounded
or even locally Lp-integrable) transition probability density.
Our way to prove the local Doeblin condition for the solution to (0.1) strongly relies on the finite-dimensional
criterium for the convergence in variations of the family of induced measures on Rm. This criterium was
obtained in [1] (the case m = 1 was treated in [7]). Via the stratification method (for the detailed exposition of
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this topic see [9], Section 2) this criterium can be extended to any probability space with a measurable group of
admissible transformations (⇔ admissible family), that generates measurable stratification of the probability
space (for a details, see Section 2 below). The key point is that the criterium for the convergence in variations
of the family of induced measures is local in the following sense: such a convergence holds true, as soon as
the initial probability measure is restricted to any set, where the gradient (w.r.t. given admissible family) of
the limiting functional is non-degenerate. We impose a condition (condition N in Theorem 1.3 below), that
implies existence of an admissible family, such that the solution to (0.1) possesses a gradient w.r.t. this family,
and this gradient is non-degenerate with positive probability. Under this condition, the (local) criterium for
convergence in variation provides the local Doeblin condition in a small ball (Lemma 3.1 below). Together
with topological irreducibility of the process (provided, in our settings, by condition S of Theorem 1.3), this
gives condition LD.
In our construction, we use time-stretching transformations of the Le´vy jump noise. Such a choice is not the
only possible; for instance, one can use groups of transformations, varying values of the jumps (see [8]), and
obtain another version of the non-degeneracy condition N. In order to make exposition compact, we do not
give exact formulation and proof of the correspondent statement, although the general scheme is totally the
same. Let us just outline that the main advantage of choice of the differential structure, made in the present
article, is that, for the Le´vy jump noise, time-stretching transformations, unlike transformations of the phase
variable, are admissible without any regularity claim on the Le´vy measure of the noise.
The structure of the paper is the following. In Section 1, we formulate the main statements of the paper. In
Section 2, we give necessary background from the stochastic calculus involving time-stretching transformations
of the Le´vy jump noise, and its applications to the convergence in variation of the distributions of the solutions
to SDE’s with such noise. In Section 3, we prove the main statements of the paper. Sufficient conditions for
the basic conditions R,N,S from Section 2, easy to deal with, are given in Section 4. In Section 5, we
give counterexamples showing that, in general, none of the basic conditions can be removed without losing
ergodicity of the process.
1. The main results
Let us introduce notation. Everywhere below ν is a Poisson point measure on R+×Rd, Π is its Le´vy measure
and ν˜(dt, du) ≡ ν(dt, du) − dtΠ(du) is the correspondent compensated point measure. We denote by p(·) the
point process associated with ν and by D the domain of p(·). Later on, we will impose such a conditions on
the coefficients a, c of the equation (0.1), that this equation, endowed by the initial condition X(0) = x ∈ Rm,
has the unique strong solution {X(t) ≡ X(x, t), t ≥ 0}, that is a process with ca´dla´g trajectories. We denote
by Pµ the distribution in D(R
+,Rm) of the solution X(·) to (0.1) with Law(X(0)) = µ, by Eµ the expectation
w.r.t. Pµ, and by P
t
µ the distribution of X(t) w.r.t. Pµ. In particular, we denote Px ≡ Pδx , P
t
x ≡ P
t
δx
, x ∈ Rm.
All the functions used below are supposed to be measurable (jointly measurable w.r.t. (x, u), if necessary).
The gradient w.r.t. the variable z is denoted by ∇z. The unit matrix in Rm is denoted by IRm . We use the
same notation ‖ · ‖ for the Euclidean norms both in Rm and Rd, and for an appropriate matrix norms. The
open ball in Rm with the center x and radius R is denoted by BRm(x,R). The space of probability measures
on Rm is denoted by P, the total variation norm is denoted by ‖·‖var. The (closed) support of the measure
µ ∈ P is denoted by suppµ. For µ ∈ P and non-negative measurable function φ : Rm → R, we denote
φ(µ) ≡
∫
Rm
φ(x)µ(dx) ∈ R+ ∪ {+∞}.
The coefficient a is supposed to belong to the class C1(Rm,Rm) and to satisfy the linear growth condition.
In our considerations, we will deal with the following two types of SDE’s with a jump noise.
A. Moderate non-additive noise. The SDE of the type (0.1) with the jump coefficient c dependent on
space variable x. We claim the following standard conditions to hold true:
(1.1) ‖c(x, u)− c(y, u)‖ ≤ K(1 + ‖u‖)‖x− y‖, ‖c(x, u)‖ ≤ ψ∗(x)‖u‖, u ∈ R
d, x, y ∈ Rm
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with some constant K ∈ R+ and some function ψ∗ : Rd → R+ satisfying linear growth condition. We also
claim the following specific moment condition:
(1.2)
∫
Rd
sup
‖x‖≤R
[
‖c(x, u)‖+ ‖∇xc(x, u)‖Rm2
]
Π(du) < +∞, R ∈ R+
(the gradient ∇xc(x, u) is supposed to exist, and to be continuous w.r.t. x). We interpret this condition in a
sense that the jump part of the equation is moderate.
B. Arbitrary additive noise. The SDE of the type (0.1) with the jump coefficient c that does not depend
on space variable x: c(x, u) = c(u) and ‖c(u)‖ ≤ K‖u‖. No moment conditions like (1.2) are imposed on the
jump part. In this case, (0.1) is a non-linear analogue (0.2) of the Ornstein-Uhlenbeck equation. Making a
change ν(·) 7→ νc(·), νc([0, t]×A) ≡ ν([0, t] × c−1(A)), one can reduce (0.2) to the same equation with m = d
and c(u) = u. In order to simplify notation, in a sequel we consider such an equations only.
In the both cases given above, equation (0.1), endowed by the initial condition X(0) = x, has the unique
strong solution, that is a Feller Markov process with ca´dla´g trajectories, and {P tx(·), t ∈ R
+, x ∈ Rm} is its
transition probability. In the case A, the trajectories of this solution a.s. have bounded variation on every
finite interval.
Denote, like in [20],
Q = {f ∈ C2(Rm,R)|∃f˜ locally bounded such that
∫
‖u‖>1
f(x+ c(x, u))Π(du) ≤ f˜(x), x ∈ Rm},
and, for f ∈ Q, write
Af(x) =
∫
Rd
[
f(x+ c(x, u))− f(x)− (∇f(x), c(x, u))Rm · 1I‖u‖≤1
]
Π(du), x ∈ Rm.
Let us formulate two general statements concerning convergence rate of P tµ to the ergodic distribution of X
and estimates for the β-mixing coefficients of X .
Theorem 1.1. Suppose that the LD condition holds true together with the following recurrence condition:
R. There exist function φ ∈ Q and constants α,γ > 0 such that
Aφ ≤ −αφ+ γ and φ(x)→ +∞, ‖x‖ → +∞.
Then the process X possesses unique invariant distribution µinv ∈ P, and there exist positive constants
C1,C2 such that, for every µ ∈ P with φ(µ) < +∞,
(1.3)
∥∥P tµ − µinv∥∥var ≤ C1[φ(µ) + 1] exp [−C2t] , t ∈ R+.
Recall that the β-mixing coefficient for X is defined by
βµ(t) ≡ sup
s∈R+
Eµ ‖Pµ(·|F
s
0)− Pµ(·)‖var,F∞t+s
, t ∈ R+,
where Fba ≡ σ(X(s), s ∈ [a, b]),Pµ(·|F
s
0) denotes the conditional distribution of Pµ w.r.t. F
s
0, and
‖κ‖var,G ≡ sup
B1 ∩B2 = ∅, B1 ∪B2 = R
m
B1, B2 ∈ G
[κ(B1)− κ(B2)].
If µ = µinv, then β(·) ≡ βµinv (·) is the mixing coefficient of the stationary version of the process X .
Theorem 1.2. Suppose conditions of Theorem 1.1 to hold true. Then
(i) for every µ ∈ P with φ(µ) < +∞
(1.4) βµ(t) ≤ C1[φ(µ) + 1] exp[−C2t];
(ii) φ(µinv) < +∞, and thus the mixing coefficient β(·) allows the exponential estimate (1.4).
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In order to shorten exposition, we do not formulate here typical applications of the estimates of the type
(1.4), such as Central Limit Theorem, referring the reader to the literature (see, for instance, Theorem 4 [28]).
The following theorem, that gives sufficient conditions for condition LD to hold true, is the main result of
the present paper. We need some additional notation.
In the case A, put a˜(·) = a(·)−
∫
‖u‖≤1
c(·, u)Π(du), and denote
∆(x, u) = [a˜(x+ c(x, u)) − a˜(x)] − [∇xc(x, u)]a˜(x).
In the case B, denote ∆(x, u) = [a(x+ u))− a(x)] (note that if in the case B condition (1.2) holds true, then
these two formulas define the same function). Denote, by {Ets, 0 ≤ s ≤ t}, the solution to the linear SDE in
Rm×m
Ets = IRm +
∫ t
s
∇a(X(r))Ers dr +
∫ t
s
∫
‖u‖≤1
∇xc(X(r−))E
r−
s ν˜(dr, du) +
∫ t
s
∫
‖u‖>1
∇xc(X(r−))E
r−
s ν(dr, du)
(Ets is supposed to be right continuous w.r.t. both time variables s, t), and define the random linear space St
as the span (in Rm) of the set
{Etτ∆(X(τ−), p(τ)), τ ∈ D ∩ (0, t)}.
Theorem 1.3. Let the two following conditions to hold true.
N. There exist x∗ ∈ Rm, t∗ > 0 such that
Px∗(St∗ = R
m) > 0.
S. For any R > 0 there exists t = t(R) such that
x∗ ∈ suppP
t
x, ‖x‖ ≤ R.
Then condition LD holds true.
In Section 4 below, we give some sufficient conditions for R,N,S to hold true, formulated in the terms of
the coefficients of the equation (0.1) and Le´vy measure of the jump noise.
2. Time-stretching transformations and convergence in variation of induced measures
In this section, we give necessary background for the technique involving time-stretching transformations of
the Le´vy point measure, with its applications to the problem of convergence in variation of the distributions
of the solutions to SDE’s with jumps. This technique is our tool in the proof of Theorem 1.3. Some of the
statements we give without proofs, referring to the recent papers [18],[17].
Denote H = L2(R
+), H0 = L∞(R
+) ∩ L2(R+), Jh(·) =
∫ ·
0
h(s) ds, h ∈ H. For a fixed h ∈ H0, we define the
family {T th, t ∈ R} of transformations of the axis R
+ by putting T thx, x ∈ R
+ equal to the value at the point
s = t of the solution to the Cauchy problem
(2.1) z′x,h(s) = Jh(zx,h(s)), s ∈ R, zx,h(0) = x.
Denote Th ≡ T
1
h , then Tsh ◦ Tth = T(s+t)h ([18]). This means that Th ≡ {Tth, t ∈ R} is a one-dimensional
group of transformations of the time axis R+. It follows from the construction that d
dt
|t=0Tthx = Jh(x), x ∈ R+.
We call Th the time stretching transformation because, for h ∈ C(R+) ∩ H0, it can be informally described
in the following way: every infinitesimal segment dx of the time axis should be stretched by eh(x) times, and
then all the stretched segments should be glued together, preserving initial order of the segments ([18]).
Denote Πfin = {Γ ∈ B(Rd),Π(Γ) < +∞} and define, for h ∈ H0,Γ ∈ Πfin, a transformation T Γh of the
random measure ν by
[T Γh ν]([0, t]×∆) = ν([0, Tht]× (∆ ∩ Γ)) + ν([0, t]× (∆\Γ)), t ∈ R
+,∆ ∈ Πfin.
Further we use the standard terminology from the theory of Poisson point measures without any additional
discussion. The term ”(locally finite) configuration” for a realization of the point measure is frequently used.
We suppose that the basic probability space (Ω,F, P ) satisfies condition F = σ(ν), i.e. every random variable
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is a functional of ν. This means that in fact one can treat Ω as the configuration space over R+ × (Rd\{0})
with a respective σ-algebra. The image of a configuration of the point measure ν under T Γh can be described
in a following way: every point (τ, x) with x 6∈ Γ remains unchanged; for every point (τ, x) with x ∈ Γ, its
“moment of the jump” τ is transformed to T−hτ ; neither any point of the configuration is eliminated nor any
new point is added to the configuration.
For h ∈ H0,Γ ∈ Πfin transformation T Γh is admissible for ν, i.e. the distributions of the point measures ν
and T Γh ν are equivalent ([18]). This imply that (recall that F = σ(ν)) the transformation T
Γ
h generates the
corresponding transformation of the random variables, we denote it also by T Γh .
Define C as the set of functionals f ∈ ∩pLp(Ω, P ) satisfying the following condition: for every Γ ∈ Πfin,
there exists the random element ∇ΓHf ∈ ∩pLp(Ω, P,H) such that, for every h ∈ H0,
(2.2) (∇ΓHf, h)H = lim
ε→0
1
ε
[T Γεh ◦ f − f ]
with convergence in every Lp, p < +∞.
Denote
(ρΓ, h) = −
∫ ∞
0
h(t) ν˜(dt,Γ), h ∈ H0,Γ ∈ Πfin.
Lemma 2.1. ([18], Lemma 3.2). For every Γ ∈ Πfin, the pair (∇ΓH ,C) satisfies the following conditions:
1) For every f1, . . . , fn ∈ C and F ∈ C1b (R
n),
F (f1, . . . , fn) ∈ C and ∇HF (f1, . . . , fn) =
n∑
k=1
F ′k(f1, . . . , fn)∇Hfk
(chain rule).
2) The map ρΓ : h 7→ (ρΓ, h) is a weak random element in H with weak moments of all orders, and
E(∇ΓHf, h)H = −Ef(ρ
Γ, h), h ∈ H, f ∈ C
(integration-by-parts formula).
3) There exists a countable set C0 ⊂ C such that σ(C0) = F.
The construction described before gives us the family T = {T Γh , h ∈ H0,Γ ∈ Πfin} of the admissible
transformations of the probability space (Ω,F, P ), such that the probability P is logarithmically differentiable
w.r.t. every T Γh with the correspondent logarithmic derivative equal (ρ
Γ, h). This allows us to introduce
a derivative w.r.t. such a family, that is an analogue to the Malliavin derivative on the Wiener space or
the Sobolev derivative on the finite-dimensional space. However, the structure of the family T differs from
the structure of the family of the linear shifts: for instance, there exist h, g ∈ H0,Γ ∈ Πfin such that
T Γh ◦ T
Γ
g 6= T
Γ
g ◦ T
Γ
h . This feature motivates the following ”refinement”, introduced in [18], of the construction
described before.
Definition 2.2. A family G = {[ai, bi) ⊂ R+, hi ∈ H0,Γi ∈ Πfin, i ∈ N} is called a differential grid (or simply
a grid) if
(i) for every i 6= j,
(
[ai, bi)× Γi
)
∩
(
[aj , bj)× Γj
)
= ∅;
(ii) for every i ∈ N, Jhi > 0 inside (ai, bi) and Jhi = 0 outside (ai, bi).
Any grid G generates a partition of some part of the phase space R+ × (Rd\{0}) of the random measure
ν into the cells {Gi = [ai, bi) × Γi}. We call the grid G finite, if Gi = ∅ for all indices i ∈ N except some
finite number of them. Although while studying some other problems (such as smoothness of the transition
probability density for X , see [18]) we typically use infinite grids, in our current exposition we can restrict
ourselves by a finite grids with the number of non-empty cells equal to m (recall that m is the dimension of
the phase space for the equation (0.1)). Thus, everywhere below we simplify notation from [18] and consider
the grids G with index i varying from 1 to m.
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Denote T is = T
Γi
shi
. For any i ≤ m, s, s˜ ∈ R, the transformations T is,T
i
s˜ commute because so do the time axis
transformations Tshi ,Ts˜hi . Transformation T
i
s does not change points of configuration outside the cell Gi and
keeps the points from this cell in it. Therefore, for every i, i˜ ≤ m, s, s˜ ∈ R, transformations T is ,T
i˜
s˜ commute,
which implies the following proposition ([18]).
Proposition 2.3. For a given grid G and t = (t1, . . . , tm) ∈ Rm, define the transformation
TGt = T
1
t1
◦ T 2t2 ◦ · · · ◦ T
m
tm
.
Then TG = {TGt , l ∈ R
m} is the group of admissible transformations of Ω which is additive in the sense that
TG
t1+t2 = T
G
t1
◦ TG
t2
, t1,2 ∈ Rm.
It can be said that, by fixing the grid G, we choose from the whole family of admissible transformations
{T Γh , h ∈ H0,Γ ∈ Πfin} the additive sub-family, that is more convenient to deal with. The following lemma
describes the differential properties of the solution to (0.1) w.r.t. this family. We denote by X(x, ·) the strong
solution to (0.1) with X(0) = x.
Lemma 2.4. I. In the case B, for every t ∈ R+,Γ ∈ Πfin, every component Xk(t), k = 1, . . . ,m of the vector
X(t) belongs to the class C. For every h ∈ H0, x ∈ Rm, the process
Y h,Γ(x, t) ≡ ((∇ΓHX1(x, t), h)H , . . . , (∇
Γ
HXm(x, t), h)H)
⊤, x ∈ Rm, t ∈ R+
satisfies the equation
(2.3) Y h,Γ(x, t) =
∫ t
0
∫
Γ
∆(X(x, s−), u)Jh(s) ν(ds, du) +
∫ t
0
[∇a](X(x, s))Y h,Γ(x, s) ds, t ≥ 0.
II. In the case A, for every x ∈ Rm, t ∈ R+,Γ ∈ Πfin, h ∈ H0, every component of the vector X(x, t) is a.s.
differentiable w.r.t. {T Γrh, r ∈ R}, i.e., there exist a.s. limits
(2.4) Y h,Γk (x, t) = limε→0
1
ε
[T ΓεhXk(x, t) −Xk(x, t)], k = 1, . . . ,m.
The process Y h,Γ(x, t) = (Y h,Γ1 (x, t), . . . , Y
h,Γ
m (x, t))
⊤ satisfies the equation
Y h,Γ(x, t) =
∫∫
[0,t]×Γ
∆(X(x, s−), u)Jh(s) ν(ds, du)+
(2.5) +
∫ t
0
[∇a](X(x, s))Y h,Γ(x, s) ds+
∫∫
[0,t]×Rd
[∇xc](X(x, s−), u)Y
h,Γ(x, s−)ν˜(ds, du), t ≥ 0.
Statement I is proved in [18], Theorem 4.1; statement II is proved in [16], Lemma 4.1.
Remark. Solutions to equations (2.3), (2.5) can be given explicitly:
(2.6) Y h,Γ(t) =
∫∫
[0,t]×Γ
Jh(s) · Ets∆(X(x, s−), u)ν(ds, du) =
∑
τ∈D,p(τ)∈Γ
Jh(τ) · Etτ∆(X(x, τ−), p(τ)).
For a given grid G = {[ai, bi) ⊂ R+, hi ∈ H0,Γi ∈ Πfin, i ≤ m}, denote Y G,i = Y hi,Γi , i = 1, . . . ,m and
consider the matrix-valued process
Y G(x, t) ≡ (Y ik (x, t))
m
i,k=1 , t ∈ R
+.
The following lemma is the key point in our approach. The statement of the lemma is formulated for the cases
A and B simultaneously.
Lemma 2.5. Let x ∈ Rm, t > 0 be fixed, denote Ωx,t ≡ {detY G(x, t) 6= 0}. Then
(2.7) P |Ωx,t ◦ [X(y, t)]
−1 var−→P |Ωx,t ◦ [X(x, t)]
−1, y → x.
The proof is based on the following criterium for convergence in variation of induced measures on a finite-
dimensional space, obtained in [1].
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Theorem 2.6. Let F, Fn : R
m → Rm be measurable functions, that have the approximative derivatives
∇Fn,∇F a.s. w.r.t Lebesgue measure λm, and E ∈ B(Rm) has finite Lebesgue measure. Suppose that Fn → F
and ∇Fn → ∇F in a sense of convergence in measure λm and det∇F 6= 0 a.s. on E. Then the following
statements are equivalent.
(i) for every measurable A ⊂ E λm|A ◦ F−1n
var
−→λm|A ◦ F−1, n→ +∞;
(ii) for every measurable A ⊂ E and every δ > 0 there exists a compact set Kδ ⊂ A such that λm(A\Kδ) ≤ δ
and limn→+∞ λ
m(Fn(Kδ)) = λ
m(F (Kδ)).
In the situation, described in the preamble of the Theorem 2.6, both (i) and (ii) can fail (see, for instance,
Example 1.2 [17]). Thus, in order to provide (i) (that is our goal), we should impose some additional conditions
on the sequence {Fn}, sufficient for (ii) to hold true. The following two sufficient conditions were proved in
[1], Corollaries 2.5 and 2.7, and in [17], Theorem 3.1, correspondingly.
Proposition 2.7. I. Let F,Fn ∈ W 1p,loc(R
m,Rm) with p ≥ m (W 1p,loc denotes the local Sobolev space), and
Fn → F, n→∞ w.r.t. Sobolev norm ‖ · ‖W 1p (Rm,Rm) on every ball. Then
(2.8) λm|A ◦ F
−1
n
var
−→λm|A ◦ F
−1, n→ +∞ for every measurable A ⊂ {det∇F 6= 0}.
II. Let in the situation, described in the preamble of the Theorem 2.6, the sequence {Fn} be uniformly
approximatively Lipschitz. This, by definition, means that for every δ > 0, R < +∞ there exist a compact
set Kδ,R and a constant Lδ,R < +∞ such that λm(BRm(0, R)\Kδ) < δ and every function Fn|Kδ is a Lipschitz
function with the Lipschitz constant Lδ,R. Then (2.8) holds true.
Proof of the Lemma 2.5. Take the sequence yn → x, n → +∞, and denote f = X(x, t), fn = X(yn, t).
It is proved in [18] (proof of Theorem 3.1), that the group TG ≡ {TGs , s ∈ R
m} generates a measurable
parametrization of (Ω,F, P ), i.e. there exists a measurable map Φ : Ω → Rm × Ω˜ such that Ω˜ is a Borel
measurable space and the image of every orbit of the group TG under Φ has the form L× {̟}, where ̟ ∈ Ω˜
and L is a linear subspace of Rm. The linear subspace L differs from Rm exactly in the case, when the orbit
TG{ω} is built for such an ω, that, for some i = 1, . . . ,m, ν((ai, bi) × Γi) = 0 (i.e., some T i does not change
ω). For every ω of such a type detY G(x, t) = 0, and thus we need to investigate the laws of f, fn, restricted
to ΩG ≡ {ν((ai, bi)× Γi) > 0, i = 1, . . . ,m}, only.
The measure P |ΩG can be decomposed into a regular family of conditional distributions such that every
conditional distribution is supported by an orbit of the group TG (see, for instance, [23]). Therefore we can
write
(2.9) P (A) =
∫
Ω˜
P̟([A]̟)π(̟), A ∈ F ∩ ΩG,
where [A]̟ = {s ∈ Rm|(s,̟) ∈ A}, π is the image of P |ΩG under the natural projection Ω → Ω˜ and P·(·)
is a probabilistic kernel, i.e. P·(A) is a measurable function for every A ∈ B(Rm) and P̟(·) is a probability
measure on Rm for every ̟ ∈ Ω˜. Any functional g on ΩG now can be considered as a functional on Rm × Ω˜,
g = {g(s,̟), s ∈ Rm, ̟ ∈ Ω˜}. Below, we denote [g]̟(·) ≡ g(·, ̟) : Rm → Rm, ̟ ∈ Ω˜. One can write, for
A ⊂ ΩG, that
(P |A ◦ g
−1)(·) =
∫
Ω˜
[P̟|A̟ ◦ [g]
−1
̟ ](·)π(d̟).
Therefore, in order to prove the statement of Lemma 2.5, it is sufficient to prove that
(2.10) P̟|[Ωx,t]̟ ◦ [fn]̟
var
−→P̟|[Ωx,t]̟ ◦ [f ]̟ for π-almost all ̟ ∈ P˜ .
Denote ρi = (ρ
Γi , hi), i = 1, . . . ,m, and let ρ
G be Rm-valued function such that (ρG, t) =
∑m
i=1 tiρi, t ∈ R
m.
Then one can show that, for π-almost all ̟ ∈ Ω˜, the measure P̟ possesses the logarithmic derivative equal to
[ρG]̟ (we do not give the detailed exposition here, since this fact is quite analogous to the one for logarithmically
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differentiable measures on linear spaces, see [5]). One can deduce from the explicit formula for ρG that there
exists c > 0 such that E exp[(ρG, t)] < +∞, ‖t‖ ≤ c, and, therefore, that for π-almost all ̟ ∈ Ω˜
(2.11)
∫
Rm
exp[([ρG]̟(s), t)]P̟(ds) < +∞, ‖t‖ ≤ c.
Due to Proposition 4.3.1 [4], for every ̟ such that (2.11) holds true, the measure P̟ has the form P̟(dx) =
p̟(x)λ
m(dx), where the function p̟ is continuous and positive. Therefore, in order to prove (2.10), it is
enough to prove that, for π-almost all such ̟ and every R > 0,
(2.12) λm|BRm (0,R)∩[Ωx,t]̟ ◦ [fn]̟
var
−→λm|BRm (0,R)∩[Ωx,t]̟ ◦ [f ]̟ for π-almost all ̟ ∈ P˜ .
In order to prove (2.12), let us introduce auxiliary notions and give their relations with the notions of
Sobolev and approximative derivatives.
Definition 2.8. For a given function F : Rm → Rm and σ-finite measure κ on B(Rm) we say that F is
direction-wise κ-a.s. differentiable, if there exists function ∇F : Rm → Rm×m such that, for every t ∈ Rm,
1
ε
[F (· + tε) − F (·)] → (∇F (·), t), ε → 0 κ-a.s. We say that g is direction-wise differentiable in the Lp,loc(κ)
sense, if F ∈ Lp,loc(κ) and, for every t ∈ Rm,
1
ε
[F (·+ tε)− F (·)]→ (∇F (·), t), ε→ 0 in Lp,loc(κ).
Proposition 2.9. 1. Let κ(dx) = p(x)λm(dx) with p(x) ≥ CR > 0, ‖x‖ ≤ R for any R > 0. Then
every function F , that is direction-wise κ-a.s. differentiable, is also direction-wise λm-a.s. differentiable, and
every function F , that is direction-wise differentiable in Lp,loc(κ) sense, is also direction-wise differentiable in
Lp,loc(λ
m) sense. The function ∇F from the definition of κ-differentiability (either in a.s. or Lp,loc sense)
λm-a.s. coincides with the one from the definition of λm-differentiability.
2. If F is direction-wise Lp,loc(λ
m)-differentiable, then F ∈ Wp,loc(R
m,Rm) and ∇F coincides with its
Sobolev derivative.
3. If F is direction-wise λm-a.s. differentiable, then F has approximative derivative at λm-almost all points
x ∈ Rm, and ∇F coincides with its approximative derivative.
Proof. Statements 1 and 2 immediately follow from the definition. Statement 3 follow from Theorem
3.1.4 [11] and the trivial fact, that the usual differentiability at some point w.r.t. given direction implies
approximative differentiability at the same point w.r.t. this direction.
Now, we can finish the proof of Lemma 2.5. Denote fn,̟ = [fn]̟, f̟ = [f ]̟. By the construction,
[TGr fn]̟(s) = [fn]̟(s + r), s, r ∈ R
m, ̟ ∈ Ω˜. This, together with (2.9) and Lemma 2.4, provides that
there exists Ω˜0 ⊂ Ω˜ with π(Ω˜\Ω˜0) = 0 such that, for every ̟ ∈ Ω˜0, (2.11) holds true, and the functions
fn,̟, f̟ are either direction-wise P̟-differentiable (in the case A), or direction-wise differentiable in the
Lp,loc(P̟) sense (in the case B), and ∇fn,̟ = [Y G(yn, t)]̟,∇f̟ = [Y G(x, t)]̟. This, in particular, means
that [Ωx,t]̟ = {det∇f̟ 6= 0} for ̟ ∈ Ω˜0.
Now, we can apply the standard theorem on Lp-continuity of the solution to an SDE w.r.t. initial condition
(see Theorem 4, Chapter 4.2 [12]), and obtain that fn → f, [Y G(yn, t)] → [Y G(x, t)], n → ∞, in Lp sense.
This implies that, for π-almost all ̟ ∈ Ω˜0, fn,̟ → f̟,∇fn,̟ → ∇f̟, n → ∞ in Lp(P̟) sense, and,
therefore, in Lp,loc(λ
m) sense. In the case B, convergence (2.12) (and thus the statement of the lemma)
follows straightforwardly from the statement I of Proposition 2.7. In the case A, convergence (2.12) follows
from the statement II of the same Proposition, and Lemma 3.3 [17], that provides that, for π-almost all ̟ ∈ Ω˜,
the sequence {∇fn,̟} is uniformly approximatively Lipschitz on Rm. The lemma is proved.
3. Proofs of the main results
3.1. Proof of Theorem 1.3. We prove Theorem 1.3 in two steps. First, we use Lemma 2.5 and show that,
under condition N, the local Doeblin condition holds true inside some small ball.
Lemma 3.1. Under condition N, there exists ε∗ > 0, such that
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(3.1) inf
x,y∈B(x∗,ε∗)
∫
Rm
[
P t∗x ∧ P
t∗
y
]
(dz) > 0.
Proof. Suppose that the grid G is such that, in the notation of Lemma 2.5,
(3.2) P (Ωx∗,t∗) > 0,
and denote Px∗,x(dz) = Px(Ωx∗,t∗ , X(x, t∗) ∈ dz). One can see that Px∗,x(dz) = px∗,x(z)P
t∗
x (dz) with px∗,x ≤
1, and therefore ∫
Rm
[Px∗,x ∧ Px∗,y] (dz) ≤
∫
Rm
[
P t∗x ∧ P
t∗
y
]
(dz), x, y ∈ Rm.
Thus, in order to prove (3.1), it is enough to prove that
inf
x,y∈B(x∗,ε∗)
∫
Rm
[Px∗,x ∧ Px∗,y] (dz) > 0.
The latter inequality follows from the condition (3.2), Lemma 2.5 and relation∫
Rm
[Px∗,x ∧ Px∗,y] (dz) = P (Ωx∗,t∗)−
1
2
‖Px∗,x(·)− Px∗,y(·)‖var → P (Ωx∗,t∗), x, y → x∗.
Thus, the only thing left to show is that, under condition N, the grid G can be chosen in such a way that (3.2)
holds true. Denote, by Jm, the family of all rational partitions of (0, t∗) of the length 2m; any J ∈ Jm is the
set of the type
J = {a1, b1, a2, b2, . . . , am, bm}, with 0 < a1 < b1 < · · · < am < bm < t∗, ai, bi ∈ Q, i = 1, . . . ,m.
Denote, for the set J of such a type and r ∈ N,
ΩJ,r =
{
∀ i = 1, . . . ,m ∃! τi ∈ (ai, bi) ∩D, ‖p(τi)‖ ≥
1
r
, i = 1, . . . ,m
and span {Etτi∆(X(x∗, τi−), p(τi)), i = 1, . . . ,m} = R
m
}
.
Then, elementary considerations show that
Ωx∗,t∗ =
⋃
J∈Jm,r∈N
ΩJ .
Therefore, under condition N, there exist J∗ = {a∗1, b
∗
1, . . . , a
∗
m, b
∗
m} and r
∗ ∈ N such that P (ΩJ∗,r∗) > 0. Let
h∗i ∈ H0, i = 1, . . . ,m be arbitrary functions such that, for any i, Jh
∗
i > 0 inside (a
∗
i , b
∗
i ) and Jh
∗
i = 0 outside
(a∗i , b
∗
i ). Consider the grid G
∗ with
Γi =
{
{u|‖u‖ ≥ 1
r
}, i ≤ m
∅, i > m
, ai = a
∗
i , bi = b
∗
i , hi = h
∗
i , i ≤ m, ai, bi, hi are arbitrary for i > m.
Then formula (2.6) shows that, on the set ΩJ∗,r∗ ,
Y G
∗,i(x∗, t∗) ≡ Y
hi,Γi(x∗, t∗) = Jhi(τi)Eτi∆(X(x∗, τi−), p(τi)), i = 1, . . . ,m.
Since Jhi(τi) 6= 0 by the construction, the vectors {Y G
∗,i(x∗, t∗)} are linearly independent iff so are the vectors
{Eτi∆(X(x∗, τi−), p(τi))}. Thus,
P (Ωx∗,t∗) = P (detY (x∗, t∗) 6= 0) ≥ P (ΩJ∗,r∗) > 0,
that gives (3.2). The lemma is proved.
The last step in the proof of Theorem 1.3 is to combine statement of the previous lemma with the condition
S and show, that the local Doeblin condition holds true in any bounded region of Rm.
Lemma 3.2. Under conditions N and S, condition LD holds true with
T (R) = t(R) + t∗, R > 0.
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Proof. The process X is a Feller one; this follows, for instance, from Theorem 4, Chapter 4.2 [12]. Therefore,
the function x 7→ P tx(O) is lower semicontinuous for any open setO and any t > 0. This, together with condition
S, provides that, for any R > 0,
δ(R) ≡ inf
‖x‖≤R
P t(R)x (B(x∗, ε∗)) > 0.
Denote
γ∗ = inf
x,y∈B(x∗,ε∗)
∫
Rm
[
P t∗x ∧ P
t∗
y
]
(dz) = inf
x,y∈B(x∗,ε∗)
[
1−
1
2
∥∥P t∗x − P t∗y ∥∥var
]
> 0,
then, for any x, y ∈ B(x∗, ε∗) and any A ∈ B(Rm).
P t∗x (A) + P
t∗
y (R
m\A) ≤ 2− 2γ∗.
Take some R > 0 and denote T = T (R) = t(R) + t∗. Take two independent processes X
1, X2, satisfying
equations of the type (0.1) with the independent point measures ν1, ν2 and starting from the points x, y.
Then, for x, y ∈ B(0, R) and any given A ∈ B(Rm), we can write
PTx (A) + P
T
y (R
m\A) = E
[
P t∗
X1(t(R))(A) + P
t∗
X2(t(R))(R
m\A)
]
≤
≤ E
[
21I{X1(t(R)) 6∈B(t∗,ε∗)}∪{X2(t(R)) 6∈B(t∗,ε∗)} + (2− 2γ∗)1I{X1(t(R)),{X2(t(R))∈B(t∗,ε∗)] ≤ 2− 2γ∗δ
2(R).
Therefore,
inf
‖x‖,‖y‖≤R
∫
Rm
[PTx ∧ P
T
y ](dz) = 1−
1
2
sup
‖x‖,‖y‖≤R
∥∥PTx − PTy ∥∥var ≥ γ∗δ2(R) > 0.
This completes the proof of Lemma 3.2 and Theorem 1.3.
3.2. Proofs of Theorems 1.1,1.2. Statements, close to those of of Theorems 1.1,1.2, are well known in
different settings, and there exists several well developed ways to prove such kind of a statements. For instance,
statement of Theorem 1.1 can be derived straightforwardly from Theorems 5.1, 6.1 [22], since condition LD
provides that, for any time-discretized process X∆ ≡ {X(k∆), k ∈ Z+} (so called ∆-skeleton chain), any
compact set is a petite set. However, it is difficult to obtain on this way an explicit expressions (or estimates)
for the constants C1,C2, involved in the principal estimates (1.3),(1.4). Therefore, we use another way to
prove (1.3),(1.4), based on the coupling technique. In general, we follow the scheme of the proof, proposed for
diffusion processes in [27],[28], but our construction of the coupling slightly differs from the one used there.
This allows us to exclude from the construction auxiliary conditions, such as Harnack inequality used in [27]
or condition (T) used in [28], that are unnatural and restrictive in the context of SDE’s with a jump noise.
Let us start with the construction of the coupling used in the proof. Since various coupling constructions
are used widely in the literature, we restrict our exposition by the sketch of the construction only, and omit
technical details. First, let us give two basic ”bricks” of our construction. Everywhere below we call ”coupling”
any Rm × Rm-valued process Y = (Y 1, Y 2) such that the laws of Y 1, Y 2 coincide with Pµ1 ,Pµ2 with some
given µ1, µ2 ∈ P.
1. Simple coupling. We call Y = (Y 1, Y 2) a simple coupling with a starting point y = (y1, y2) ∈ R2m, if it
is a coupling with µ1,2 = δy1,2 , and the processes Y
1, Y 2 are
(a) independent, if y1 6= y2;
(b) equal one to another, if y1 = y2.
In order to show that such process exists one should simply consider two equations of the type (0.1) with
random point measures ν1, ν2 that are either independent in the case y1 6= y2, or equal one to another in the
case y1 = y2.
2. Gluing coupling. We call Y = (Y 1, Y 2) a gluing coupling with a starting point y = (y1, y2) ∈ R2m and
terminal time T > 0, if it is a coupling with µ1,2 = δy1,2 , and
(a) Y 1 = Y 2, if y1 = y2;
(b) P (Y 1(T ) = Y 2(T )) =
∫
Rm
[PTy1 ∧ P
T
y2
](dz), if y1 6= y2.
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One can show that such process exists in a following way (one need to consider the case y1 6= y2 only).
First, due to the standard Coupling lemma (also called Dobrushin lemma, see [10]), there exists a probability
measure κ on Rm × Rm such that
κ({z = (z1, z2)|z1 = z2}) =
∫
Rm
[PTy1 ∧ P
T
y2
](dz).
Then, this measure is considered as a distribution of Y at the moment T , and the distribution of the whole
trajectory of Y is defined by this measure and the family of conditional distributions {P (Y ∈ ·|Y (T ) = z), z ∈
Rm×Rm} (such a construction is correct since D(R+,Rm×Rm) is a Borel measurable space). Any conditional
distribution P (Y ∈ ·|Y (T ) = z), z = (z1, z2) ∈ R
m × Rm can be constructed, for instance, as the product of
the measures
P (X ∈ ·|X(0) = y1, X(T ) = z1), P (X ∈ ·|X(0) = y2, X(T ) = z2).
Both simple and gluing coupling can be constructed simultaneously on one probability space (Ω∗,F∗, P ) for
all y = (y1, y2) ∈ Rm × Rm in a way, that is jointly measurable in probability variably ω and space variable
y. For the simple coupling this follows from the standard theorem on a measurable modification (note that,
by the construction, this coupling is continuous in probability w.r.t. y on the sets {y1 6= y2} and {y1 = y2}).
For the gluing coupling one can verify this using the lemma about three random variables ([29]). Further we
denote both these couplings with a starting point y = (y1, y2) by Y
y1,y2 .
Now, we can describe our construction. We fix T,R > 0, that will be defined later. Construct the probability
space (Ω,F, P ) as an infinite product
Ω = Ω0 ×
∞
X
k=1
Ωk, F = F0 ⊗
∞⊗
k=1
Fk, P = P0 ×
∞
X
k=1
Pk,
where, for k ≥ 1, (Ωk,Fk, Pk) = (Ω∗,F∗, P∗). Given µ1, µ2 ∈ P, construct on (Ω0,F0, P0) two independent Rm-
valued elements Z1,2 with Law(Z1,2) = µ1,2. Next, consider the simple coupling {Y
y1,y2
1 , (y1, y2) ∈ R
m ×Rm}
that is defined on (Ω1,F1, P1), and consider the process Z1(t) = Y
y1,y2(t)
∣∣∣
y1=Z1,y2=Z2
, t ≥ 0. Denote
Q1 = inf{t|‖Z
1
1(t)‖ ≤ R, ‖Z
2
1(t)‖ ≤ R}.
Consider the gluing coupling {Y y1,y22 , (y1, y2) ∈ R
m × Rm} that is defined on (Ω2,F2, P2), and consider the
process Z2(t) = Y
y1,y2(t − Q1)
∣∣∣
y1=Z11 (Q1),y
2=Z2
1
(Q1)
, t ≥ Q1. Denote Q2 = Q1 + T . Repeat this construction
iteratively: take the next ”independent copy” of the simple coupling, substitute the terminal value Z2(Q2)
as the starting point in it, and wait till the random moment Q3 when both its coordinates appear inside
the ball {‖x‖ ≤ R}. Then take the next ”independent copy” of the gluing coupling, substitute the terminal
value Z3(Q3) as the starting point in it, wait till the moment Q4 = Q3 + T , and so on. Define the process
{Y (t) = (Y 1(t), Y 2(t)), t ∈ R+}, by Y (t) = Zk(t), t ∈ [Qk−1, Qk); below we call this process ”switching
coupling”. It has the following properties by the construction:
(i) Law(Y i(·)) = Pµi , i = 1, 2;
(ii) for any k ∈ N, Y 1(t) = Y 2(t), t ≥ Qk as soon as Y 1(Qk) = Y 2(Qk);
(iii) P
(
Y 1(Q2k) = Y
2(Q2k)
∣∣∣Y 1(Q2k−1) 6= Y 2(Q2k−1)) ≥ inf
‖x‖,‖y‖≤R
∫
Rm
[PTx ∧ P
T
y ](dz), k ∈ N.
Denote k∗ = min{k|Y
1(Qk) = Y
2(Qk)} and put Q∗ = Qk∗ ; Q∗ is the ”gluing moment” for the coordinates
of the switching coupling Y . Let us give some estimates that, together with the property (iii) and condition
LD, allow one to control the tail probabilities for Q∗. Everywhere below, we suppose that φ ≥ 0. This does
not restrict generality, since one can replace φ by φ+ C with a properly chosen constant C.
Fix some c ∈ (0, 1) and take R > 0 such that φ(x) > max
[
γ
cα , 1
]
for ‖x‖ > R. Denote L ≡ inf{t|‖X(t)‖ ≤
R}.
Lemma 3.3. For any µ ∈ P with φ(µ) < +∞,
(a) φ(P tµ) ≤ φ(µ) exp[−αt] +
γ
α
;
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(b) Pµ(L > t) ≤ φ(µ) exp[−(1− c)αt].
Proof. Inequality (a) is a standard corollary of the Dynkin formula and condition Aφ ≤ −αφ + γ (see,
for instance, beginning of the proof of Theorem 6.1 [22]). Consider, together with the process X , the process
X˜(·) = X(· ∧ L) (i.e., the process X , stopped at the first moment of its visit to the ball {‖x‖ ≤ R}). By the
construction, its (extended) generator A˜ satisfies, for |x| > R, the condition
A˜φ(x) = Aφ(x) ≤ −αφ(x) + γ ≤ −(1− c)αφ(x).
Then, writing down the relation, analogous to (a), for the process X˜ , we obtain that
Eµ(φ(X˜(t))1I‖X˜(t)‖>R ≤
∫
‖x‖>R
φ(x)µ(dx) · exp[−(1− c)αt] ≤ φ(µ) exp[−(1− c)αt].
Since, by the construction, φ(x) ≥ 1 for ‖x‖ > R, this implies (b). The lemma is proved.
Corollary 3.4. There exists an invariant measure µ∗ for X, such that φ(µ∗) ≤
γ
α .
Proof. Take some µ ∈ P with φ(µ) < +∞ and consider the family of measures {µt, t ∈ R+},
µt ≡
1
t
∫ t
0
P sµ ds
(the so called Khasminskii’s averages). It follows from (a) that lim supt φ(µ
t) ≤ γα , and this, together with
the Fatou lemma, provides that
(i) the family {µt, t ∈ R+} possesses some weak partial limit µ∗ as t→ +∞;
(ii) φ(µ∗) ≤
γ
α .
Moreover, the weak partial limit µ∗ is an invariant measure for X (the proof of this fact is simple and
standard, so we omit the detailed exposition here). This completes the proof.
Estimates of the Lemma 3.3 can be extended from the process X to the coupling Y = (Y 1, Y 2). The only
delicate point here is that Y does not have to be a Markov process, so we need some accuracy in writing down
the analogues of the estimates (a),(b). Denote
ψ(y) ≡ φ(y1) + φ(y2) and ‖y‖∞ ≡ max[‖y1‖, ‖y2‖], y = (y1, y2) ∈ R
m × Rm,
then ψ(y) → +∞, ‖y‖∞ → +∞. Take R˜ > 0 such that ψ(y) > max
[
2γ
cα , 1
]
for ‖y‖∞ > R˜. Denote
L˜ ≡ inf{t|‖Y (t)‖∞ ≤ R˜}.
Lemma 3.5. (a) Let µ1, µ2 ∈ P with φ(µ1),φ(µ2) < +∞, and Y be an arbitrary coupling with Law (Y 1,2) =
µ1,2. Then
Eψ(Y (t)) ≤ [φ(µ1) + φ(µ2)] exp[−αt] +
2γ
α
.
(b) Let µ1, µ2 ∈ P with φ(µ1),φ(µ2) < +∞, and Y be the simple coupling with Law (Y 1,2) = µ1,2. Then
P (L˜ > t) ≤ 2[φ(µ1) + φ(µ2)] exp[−(1− c)αt].
Proof. The first statement follows immediately from Lemma 3.3 and equality Eψ(Y (t)) = Eµ1φ(X(t)) +
Eµ2φ(X(t)). In order to prove (b), one should consider separately the cases Y
1(0) = Y 2(0) and Y 1(0) 6= Y 2(0).
In the first case, both coordinates Y 1, Y 2 are the same and move like the process X , i.e., the statement (b) of
the Lemma 3.3 implies that
P (L˜ > t, Y 1(0) = Y 2(0)) ≤ [φ(µ1) + φ(µ2)] exp[−(1− c)αt].
In the second case, the the joint dynamics of the coordinates Y 1, Y 2 is described by the Markov process, and
the generator Aˆ of this process satisfies the relation
Aˆψ(y) = Aφ(y1) +Aφ(y2) ≤ −αψ(y) + 2γ, y = (y1, y2) ∈ R
m×m.
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Applying the same arguments with those used in the proof of Lemma 3.3, we obtain that
P (L˜ > t, Y 1(0) 6= Y 2(0)) ≤ [φ(µ1) + φ(µ2)] exp[−(1− c)αt].
This provides the needed estimate. The lemma is proved.
Using the Ho¨lder inequality, we obtain that
(3.3) P (Q∗ > t) =
∞∑
k=0
P
(
Q∗ > t, t ∈ (Q2k, Q2k+2]
)
≤
∞∑
k=0
[
P (Y 1(Q2k) 6= Y
1(Q2k))
] 1
2
[
P (Q2k+2 ≥ t)
] 1
2
.
Denote
δ(T,R) = inf
‖x‖,‖y‖≤R
∫
Rm
[PTx ∧ P
T
y ](dz).
By the construction, the event {Y 1(Q2k) = Y 1(Q2k} does not depend on the values of the process Y up to
the moment Q2k−2, and its probability is not less than (1− δ(T,R)). Thus, we have an estimate
(3.4) P (Y 1(Q2k) 6= Y
1(Q2k)) ≤ (1− δ(T,R))
k.
Now let, in the construction of the switching coupling Y above, R to be taken equal to R˜ given prior to Lemma
3.5, and T = T (R˜) (see notation in condition LD). Then δ(T,R) > 0, and (3.4) gives an exponential (w.r.t.
k) estimate for P (Y 1(Q2k) 6= Y 1(Q2k)). Next, P (Q2k+2 ≥ t) can be estimated in the following way. Denote
∆k = Qk+1−Qk, G
k = FQk , k ≥ 0, where {Ft, t ∈ R
+} is the filtration generated by Y . Then, for every k ≥ 0,
∆2k−1 = T and, from the construction of the switching coupling Y and statement (b) of Lemma 3.5, we have
that
(3.5) P (∆2k > t|F2k) ≤ 2[φ(Y
1(Q2k)) + φ(Y
2(Q2k))] exp[−(1− c)αt], k ≥ 0.
From the statement (a) of Lemma 3.5, applied to t = T and µ1,2 = Law(Y
1,2(Q2k−1)), we obtain that
E[φ(Y 1(Q2k)) + φ(Y
2(Q2k))|F2k−1] ≤
2γ
α
+ 2 sup
‖x‖≤R
φ(R), k ≥ 1,
here we used that ‖T 1,2(Q2k−1)‖ ≤ R˜. This, together with (3.5), gives that
P (∆2k > t|F2k−1) ≤
[4γ
α
+ 4 sup
‖x‖≤R
φ(R))
]
exp[−(1− c)αt], k ≥ 1,
and, consequently,
E
(
exp[
1− c
2
∆2k]|F2k−1
)
≤
[4γ
α
+ 4 sup
‖x‖≤R
φ(R))
] ∫ ∞
0
1− c
2
e−
1−c
2
zdz =
[4γ
α
+ 4 sup
‖x‖≤R
φ(R))
]
, k ≥ 1.
Analogously, we have that
E(exp[
1− c
2
∆0]) ≤ 2[φ(µ1) + φ(µ2)].
At last, ∆2k+1 = T, k ≥ 0. This and two previous estimates provide that
(3.6)
E exp[
1− c
2
Q2k+2] = E
2k+1∏
j=0
exp[
1− c
2
∆j ] ≤ 2[φ(µ1) + φ(µ2)] · exp[(k + 1)
1− c
2
T ] ·
[4γ
α
+ 4 sup
‖x‖≤R
φ(R))
]k
=
= 2 exp[
1− c
2
T ][φ(µ1) + φ(µ2)] · exp[kD], k ≥ 0, with D =
1− c
2
T + ln
[4γ
α
+ 4 sup
‖x‖≤R
φ(R))
]
.
Take p = max
[
1,− 2Dln(1−δ(T,R))
]
, then, by Ho¨lder inequality,
E exp[
1− c
2p
Q2k+2] ≤ max
{
2 exp[
1− c
2
T ][φ(µ1) + φ(µ2)], 1
}
· (1− δ(T,R))−
k
2 ,
and, by Chebyshev inequality,
P (Q2k+2 ≥ t) ≤ exp[−
1− c
2p
t] ·max
{
2 exp[
1− c
2
T ][φ(µ1) + φ(µ2)], 1
}
· (1 − δ(T,R))−
k
2 .
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This estimate, together with (3.3),(3.4), gives that
P (Q∗ > t) ≤ max
{
2 exp[
1− c
2
T ][φ(µ1) + φ(µ2)], 1
}
·
[
1− (1− δ(T,R))
1
4
]−1
· exp[−
1− c
4p
t], t ∈ R+.
Now, we can use standard arguments (see [27]) and complete the proofs of Theorems 1.1, 1.2. In order to
prove (1.3), consider the switching coupling with µ1 = µ and µ2 = µ∗ given by Corollary 3.4. Then∥∥P tµ − µ∗∥∥var ≤ P (Q∗ > t) ≤ C˜1[φ(µ) + 1] exp[−C2t], t ∈ R+
with C˜1 = max
[
γ
α , 1
]
·2 exp[ 1−c2 T ]·
[
1−(1−δ(T,R))
1
2
]−1
,C2 =
1−c
4p . Analogously, for a given s, t ∈ R
+ consider
the switching coupling with µ1 = µ and µ2 = P
s
µ . Then, by statement (a) of Lemma 3.3, φ(µ2) ≤ φ(µ) +
γ
α ,
and
Eµ ‖Pµ(·|F
s
0)− Pµ(·)‖var,F∞t+s
≤ P (Q∗ > t) ≤ C1[φ(µ) + 1] exp[−C2t], t ∈ R
+
with C1 = 2C˜1. These two estimates imply (1.3),(1.4) with µinv = µ∗. Theorems 1.1,1.2 are proved.
4. Sufficient conditions.
In this section, we give some sufficient conditions for R,N,S to hold true.
4.1. Condition R. There exists a wide range of conditions, that are sufficient for the recurrence condition
R, see [20], Section 2.3. Here, we give only one condition of such a type, that is an analogue of Lemma 2.4
[20], but with a condition (11) of this Lemma replaced by an essentially weaker one (condition 3 below).
Proposition 4.1. Suppose that the following conditions hold true.
1. There exist R,α > 0 such that
(a(x), x)Rm ≤ −α‖x‖
2, ‖x‖ ≥ R.
2. There exists q ∈ (0,+∞) such that ∫
‖u‖>1
‖u‖qΠ(du) < +∞.
3. The function c can be decomposed into a sum c = c1 + c2 with c1, c2 such that
3a. for some function ψ, ψ(x)‖x‖ → 0 as ‖x‖ → ∞,
‖c1(x, u)‖ ≤ ψ(x)‖u‖, u ∈ R
d, x ∈ Rm;
3b. ‖x+ c2(x, u)‖ ≤ ‖x‖, x ∈ R
m, ‖u‖ > 1, c2(·, u) ≡ 0, ‖u‖ ≤ 1.
Then condition R holds true.
Remark. In the case B, condition 3 holds true automatically with c1 = c, c2 = 0.
Proof. Consider φ ∈ C2(Rm) such that φ(x) = ‖x‖q, ‖x‖ ≥ R. Without losing generality we can suppose
that the constant R is chosen in such a way that δr ≡ sup‖x‖≥r
ψ(x)
‖x‖ ≤
1
2 , r ≥ R. Then, for ‖x‖ ≥ 2R,
Aφ(x) = q(a(x), x)Rm‖x‖
q−2 +
∫
Rm
[
‖x+ c(x, u)‖q − ‖x‖q − q1I‖u‖≤1(c(x, u), x)Rm‖x‖
q−2
]
Π(du) =
= q(a(x), x)Rm‖x‖
q−2 +
∫
‖u‖≤1
[
‖x+ c1(x, u)‖
q − ‖x‖q − q1I‖u‖≤1(c1(x, u), x)Rm‖x‖
q−2
]
Π(du)+
+
∫
‖u‖>1
[
‖x+ c(x, u)‖q − ‖x‖q
]
Π(du).
Due to condition 3b,∫
‖u‖>1
[
‖x+ c(x, u)‖q − ‖x‖q
]
Π(du) ≤
∫
‖u‖>1
[
‖x+ c(x, u)‖q − ‖x+ c2(x, u)‖
q
]
Π(du) =
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=
∫
‖u‖>1
[
‖x(u) + c1(x, u)‖
q − ‖x(u)‖q
]
Π(du),
where x(u) = x+ c2(x, u). If O is an open subset of R
m, {x+ sc, s ∈ [0, 1]} ⊂ O and φ ∈ C2(O), then
(4.1) |φ(x+ c)− φ(x) − (∇φ(x), c)Rm | ≤ ‖c‖
2 sup
s∈[0,1]
‖[∇2φ](x+ sc)‖
(the Taylor’s formula). Then, for r ≥ 2R,∫
‖u‖≤1
[
‖x+ c1(x, u)‖
q − ‖x‖q − q(c1(x, u), x)Rm‖x‖
q−2
]
Π(du) ≤ const · [‖x‖(1− δr)]
q−2[‖x‖δr]
2, ‖x‖ ≥ r,
here we applied (4.1) with φ(x) = ‖x‖q, O = {‖x‖ > r(1 − δr)} and c = c1(x, u).
If q ≥ 1, then, applying the inequality |φ(x + c) − φ(x)| ≤ ‖c‖ sups∈[0,1] ‖[∇φ](x + sc)‖, with the same φ,
x = x(u) and c = c1(x, u), we obtain analogously∣∣∣∣∣
∫
‖u‖>1
[
‖x(u) + c1(x, u)‖
q − ‖x(u)‖q
]
Π(du)
∣∣∣∣∣ ≤ const · [‖x‖(1− δr)]q−1[‖x‖δr], ‖x‖ ≥ r,
here we used that ‖x(u)‖ ≤ ‖x‖. If q < 1, then we apply inequality aq + bq ≥ (a+ b)q, a, b ∈ R+ and write∣∣∣∣∣
∫
‖u‖>1
[
‖x(u) + c1(x, u)‖
q − ‖x(u)‖q
]
Π(du)
∣∣∣∣∣ ≤
∫
‖u‖>1
‖c1(x, u)‖
qΠ(du) ≤ const · [ψ(x)]q .
Thus,
Aφ(x) ≤ −qα‖x‖q + C‖x‖q
{
(1− δr)
q−2[δr]
2 + (1− δr)
q−1δr + δ
2q
r
}
=
= φ(x)
[
−qα+ C
{
(1− δr)
q−2[δr]
2 + (1− δr)
q−1δr + δ
2q
r
}]
, ‖x‖ ≥ r
with some constant C. Since δr → 0, r → +∞, this gives R. The proposition is proved.
4.2. Condition N. In [16], [18] the conditions were given, sufficient for the set {St = R
m} to have probability
one. Below we give a more mild version of these conditions, sufficint for this set to have non-zero probability.
Denote, for x ∈ Rm, Θx = {u|IRm +∇xc(x, u) is invertible}, and put
∆ˆ(x, u) = [IRm +∇xc(x, u)]
−1∆(x, u), u ∈ Θx.
Denote, by Sm ≡ {v ∈ Rm|‖v‖Rm = 1}, the unit sphere in R
m.
Proposition 4.2. Suppose that there exists x∗ ∈ Rm such that
(4.2) ∀ε > 0, v ∈ Sm Π
(
u ∈ Θx∗
∣∣∣ (∆ˆ(x∗, u), v)Rm 6= 0, ‖c(x∗, u)‖ < ε) > 0.
Then condition N holds true with this x∗ and arbitrary t∗ > 0.
Proof. We need to prove that, on some Ω0 with Px∗(Ω0) > 0,
(4.3) {Etτ∆(X(τ−), p(τ)), τ ∈ D ∩ (0, t)} = R
m.
Below, the set Ω0 will be constructed explicitly, and in particular, on the set Ω0, the matrix E
t
0 will be non-
degenerate (and therefore, for any variables θ, τ , 0 ≤ θ ≤ τ ≤ t, the matrix Eτθ also will be non-degenerate).
Then, on this set,
{Etτ∆(X(τ−), p(τ)), τ ∈ D} = E
t
0{E
τ−
0 ∆ˆ(X(τ−), p(τ)), τ ∈ D ∩ (0, t)},
and (4.3) is equivalent to
(4.4) {[Eτ−0 ]
−1∆ˆ(X(τ−), p(τ)), τ ∈ D ∩ (0, t)} = Rm.
For n ≥ 1, consider the set Dn = {τ ∈ D, ‖p(τ)‖ ≥ 1
n
}. This set is a.s. locally finite, and therefore can be
enumerated increasingly, Dn = {τn1 , τ
n
2 , . . . }. Denote, for k ≤ m, S
n
k = {[E
τnj −
0 ]
−1∆ˆ(X(τnj −), p(τ
n
j )), j ≤ k}.
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By the construction, Snk is a linear span of a finite family of vectors. Let us consider the k-th vector from this
family,
[E
τnk−
0 ]
−1∆ˆ(X(τnk−), p(τ
n
k )).
One can construct the measurable map V : (Rm)k−1 → Sm such that
∀j = 1, . . . , k − 1 V (x1, . . . , xk−1) ⊥ xj , x1, . . . , xk−1 ∈ R
m.
We will write vnk−1 ≡
(
[E
τnj −
0 ]
−1
)∗
· V ({[E
τnj −
0 ]
−1∆ˆ(X(τnj −), p(τ
n
j )), j < k}), where (M)
∗ denotes the adjoint
matrix for M . The random vector vnk−1 is well defined on the set {E
τnk− is invertible} ∈ Fτkn− , and is
Fτkn−-measurable.
The value p(τnk ) is independent of Fτkn− , and its distribution is equal to
1
λn
Π(· ∩ {‖u‖ ≥ 1}), where
λn = Π(‖u‖ ≥ 1). Therefore, on the set {Eτ
n
k− is invertible},
P ([E
τnk −
0 ]
−1∆ˆ(X(τnk −), p(τ
n
k )) is well defined and 6∈ S
n
k−1|Fτkn−) =
(4.5)
=
1
λn
Π
(
u ∈ Θx
∣∣∣ (∆ˆ(x, u), v)Rm 6= 0)∣∣∣
x=X(τn
k
−),v=vn
k−1
≥
1
λn
inf
v∈Sm
Π
(
u ∈ Θx
∣∣∣ (∆ˆ(x, u), v)Rm 6= 0)∣∣∣
x=X(τn
k
−)
.
For a given ε > 0, consider, for n ≥ 1, the maps
fn : S
m ∋ v 7→ Π
(
u ∈ Θx∗
∣∣∣ (∆ˆ(x∗, u), v)Rm 6= 0, ‖c(x∗, u)‖ < ε, ‖u‖ > 1
n
)
.
Since functions c,∇xc, ∆ˆ are continuous w.r.t. x on their domain, every fn is lower semicontinuous. For every
v ∈ Sm, fn(v) monotonously tends to a positive limit as n ↑ ∞. Therefore, due to Dini theorem, there exists
n = n(ε) ∈ N such that
inf
v∈Sm
Π
(
u ∈ Θx∗
∣∣∣ (∆ˆ(x∗, u), v)Rm 6= 0, ‖c(x∗, u)‖ < ε, ‖u‖ > 1
n
)
> 0.
Analogously, the function
Rm ∋ x→ inf
v∈Sm
Π
(
u ∈ Θx
∣∣∣ (∆ˆ(x, u), v)Rm 6= 0, ‖c(x, u)‖ < ε, ‖u‖ > 1
n(ε)
)
is lower semicontinuous, and thus there exists δ = δ(ε) > 0 such that
(4.6) inf
v∈Sm,x∈B(x∗,δ)
Π
(
u ∈ Θx
∣∣∣ (∆ˆ(x, u), v)Rm 6= 0, ‖c(x, u)‖ < ε, ‖u‖ > 1
n(ε)
)
> 0.
Define iteratively ε1, . . . , εm in the following way. Take εm > 0 arbitrary, and put
εk−1 = min
[1
6
δ(εk),
1
2
εk
]
, k = 2, . . . ,m.
By the construction, δ(εk) > 3
∑
l<k εl, k = 2, . . . ,m. Put n = maxl≤k n(εl). Let us show that, for these n ∈ N,
ε1, . . . , εm > 0, and properly chosen r ∈ (0,
t∗
m
), the set
Ω0 ≡ [∩
m
k=1Ω
r
k] ∩ Ω
r
has non-zero probability, where
Ωr =
{
Et∗r is invertible
}
,
Ωrk =
{
Dn∩((k−1)r, kr] = {τrk}, E
kr
(k−1)r is invertible, ‖X(τ
n
k−)−X((k−1)r)‖ ≤ εk−1, ‖X(kr)−X(τ
n
k )‖ ≤ εk,
‖X(τnk )−X(τ
n
k−)‖ ≤ εk and [E
τnk −
0 ]
−1∆ˆ(X(τnk −), p(τ
n
k ) 6∈ span {[E
τnj −
0 ]
−1∆ˆ(X(τnj −), p(τ
n
j )), j < k}
}
.
It is easy to verify that P [Ωr|Fmr] > 0 a.s. (the proof is omitted), so we need to verify that P (∩mk=1Ω
r
k) > 0.
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The process X can be described in the following way: at the moments τnk , k ≥ 1, it has the jumps of the
value c(X(τnk −), p(τ
n
k )), and on every interval of the type (τ
n
k−1, τ
k
n ), k ≥ 1, it moves due to SDE
(4.7) dXn(t) = an(Xn(t)) dt+
∫
‖u‖< 1
n
c(Xn(t−), u)ν˜(dt, du),
where an(x) = a(x)+
∫
‖u‖∈[ 1
n
,1]
c(x, u)Π(du), τn0 = 0. Denote, by X
n(x, ·), the solution to (4.7) with Xn(0) = x
and, by En,x,·· , the correspondent stochastic exponent (both Xn(x, ·) and En,x are independent of the point
process p|Dn). Then, for a given n ∈ N, ε1, . . . , εm > 0, one can choose r ∈ (0,
t∗
m
) small enough for
D ≡ inf
x∈B(x∗,3
P
m
l=1 εm)
P
(
∀s ≤ r ‖Xn(x, s)− x‖ < min
l
εl,E
n,x,s
0 is invertible
)
> 0.
Now, let us estimate P (Ωrk| ∩
m
l<k Ω
r
l ). The set ∩
m
l<kΩ
r
l belongs to F(k−1)r , and, on this set,
‖X((k − 1)r)− x∗‖ ≤ 3
∑
l<k−1
εl + 2εk−1.
Now we can take subsequently conditional expectations first w.r.t. Fτn
k
− ∨σ(p(τnk )), then w.r.t. Fτnk− (on this
step, we use (4.5)), and, at last, w.r.t. F(k−1)r, and write that, on this set,
P
(
Ωnk ∩ {‖X((τ
n
k−)− x∗‖ ≤ 3
∑
l<k
εl, ‖X((τ
n
k )−X((τ
n
k −)‖ ≤ εk, ‖X((kr)−X((τ
n
k )‖ ≤ εk}|F(k−1)r
)
≥
≥ D · (rλne
−rλn) ·
γ
λn
·D = rγD2e−rλn ,
where
γ = min
l≤k
inf
x∈B(x∗,3
P
l<k)
Π
(
u ∈ Θx
∣∣∣ (∆ˆ(x, u), v)Rm 6= 0, ‖c(x, u)‖ < εk, ‖u‖ > 1
n
)
> 0
by the construction. Therefore,
P (∩mk=1Ω
r
k) > 0,
that gives the needed statement. The proposition is proved.
Let us also give sufficient condition for N, in which conditions on the coefficients a, c and Le´vy measure of
the noise are separated.
For w ∈ Sd (recall that Sd denotes the unit sphere in Rd), ̺ ∈ (0, 1), denote by V+(w, ̺) ≡ {y ∈
Rd|(y, w)Rd ≥ ̺‖y‖Rd} the one-sided cone with the axis 〈w〉 ≡ {tw, t ∈ R}, and by V (w, ̺) ≡ {y ∈
Rd||(y, w)Rd | ≥ ̺‖y‖Rd} the two-sided cone with the same axis.
Proposition 4.3. Suppose that the following two conditions hold true.
1. For every w ∈ Sd, there exists ̺ ∈ (0, 1), such that, for every δ > 0,
Π(V (w, ̺) ∩ {u|‖u‖ ≤ δ}) > 0.
2. For some point x∗, there exists its neighborhood Ox∗ such that
2a. c(x, u) = χ(x)u + δ(x, u), x ∈ Ox∗ , and
‖δ(x∗, u)‖+ ‖∇xδ(x∗, u)‖ = o(‖u‖), ‖u‖ → 0;
2b. the functions χ(·) and a˜(·) belong to C1(Ox∗ ,R
m×d) and C1(Ox∗ ,R
m) correspondingly, and satisfy the
following joint non-degeneracy condition:
rank
[
∇a˜(x∗)χ(x∗)−∇χ(x∗)a˜(x∗)
]
= m.
Then condition N holds true with this x∗ and arbitrary t∗ > 0.
Remark. Condition 2b. is formulated in the case A. In the case B, it should be replaced by the condition
det∇a(x∗) 6= 0, and, in this case, condition 2a. trivially holds true with χ(x) ≡ IRm .
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Proof. We use Proposition 4.2. Denote
[
∇a˜(x∗)χ(x∗)−∇χ(x∗)a˜(x∗)
]
= A. It follows from the condition 2
and explicit formula for ∆ˆ, that
(4.8) ∆ˆ(x∗, u) = Au+ o(‖u‖), ‖u‖ → 0.
Let v ∈ Sm, ε > 0 be fixed. Consider the linear subspace Lv = {u ∈ Rd|Au ⊥ v} = A∗ < v >⊥ (A∗ is the
adjoint matrix for A). This subspace is proper, due to condition rankA = m. Take w ∈ Sd such that w ⊥ Lv,
then, for any ̺ ∈ (0, 1), V (w, ̺) ∩ Lv = ∅, and, therefore, there exists c = c(v, ̺) > 0 such that
|(Au, v)Rm | ≥ c‖u‖, u ∈ V (w, ̺).
This, together with (4.8), provides that
(4.9) |(∆ˆ(x∗, u), v)Rm | ≥ c‖u‖+ o(‖u‖), u ∈ V (w, ̺), ‖u‖ → 0.
Take ̺ from the condition 1 of the Proposition, and δ∗ = ε · [ψ∗(x∗)]−1 (ψ∗ is given in the condition (1.1)).
Then, for every δ ∈ (0, δ∗), the measure Π of the set V (w, ̺) ∩ {‖u‖ ≤ δ} is positive, and, on this set,
‖c(x∗, u)‖ < ε. On the other hand (4.9) implies that, for δ small enough,
(∆ˆ(x∗, u), v)Rm 6= 0 on the set V (w, ̺) ∩ {‖u‖ ≤ δ}.
The proposition is proved.
4.3. Condition S. One possible way to provide that condition S holds true is to use general support theorems
for the distribution of the of solution to SDE with a jump noise. For instance, Theorem I [25] provides, in the
case A, the following result.
Proposition 4.4. Consider U , the set of sequences {(tn, un), n ≥ 1}, where {tn} ⊂ R+ is a strictly increasing
sequence with lim tn = +∞, and {un} ⊂ suppΠ is arbitrary. Suppose that, for any given R, T ∈ R+, for every
x with ‖x‖ ≤ R and ε > 0 there exists a sequence {(tn, un)} ∈ U such that the solution to the equation
Z(t) = x+
∫ t
0
a˜(Z(s)) ds+
∑
tn≤t
c(Z(tn−), un), t ∈ R
+,
satisfies the condition ‖Z(T )− x∗‖ < ε.
Then condition S holds true.
Another possibility is to give some straightforward conditions, that seem to be more suitable in a certain
concrete cases. Let us formulate, without a detailed proof, one condition of such a type. Note that, unlike the
previous Proposition, the next one does not require moment restriction on the Le´vy measure of the noise, and is
formulated for the both casesA and B simultaneously. Denote, for any x ∈ Rm, Πx(·) = Π(u ∈ Rd|c(x, u) ∈ ·).
Proposition 4.5. Suppose that, for every x ∈ Rm, v ∈ Sm, there exists ̺ ∈ (0, 1) such that, for any δ > 0,
(4.10) Πx(V+(v, ̺) ∩ {‖y‖ ≤ δ}) > 0.
Then y ∈ suppP tx for every x, y ∈ R
m, t > 0, and therefore condition S holds true.
Sketch of the proof. Take v = y−x‖y−x‖ , ̺ ∈ (0, 1) from the condition (4.10) for the given x and v, and
δ∗ =
1
2‖y − x‖. Then there exist δ1, δ2, γ > 0 such that 0 < δ1 < δ2 < δ∗,
Πx(V+(v, ̺) ∩ {‖y‖ ∈ [δ1, δ2]}) > 0,
and
‖(x+ c)− y‖ ≤ ‖x− y‖ − γ, c ∈ V+(v, ̺) ∩ {‖y‖ ∈ [δ1, δ2]}.
Then arguments, analogous to those given in the proof of Proposition 4.2 allows one to conclude that, for any
two points x 6= y, there exist γ > 0 and t > 0 such that, for any s ∈ (0, t),
(4.11) Px(‖X(s)− y‖ < ‖x− y‖ −
γ
2
) > 0.
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Let ε ∈ (0, ‖x− y‖) be given, then, since the process X is Feller, one can conclude from (4.11) that there exist
tε > 0, γε > 0 such that, for any t ≤ tε,
pt ≡ inf
z:‖z−y‖∈[ε,‖x−y‖]
Pz(‖X(s)− y‖ < ‖z − y‖ − γε) > 0.
This implies that, for any x 6= y and ε > 0, for any t ≤ tε,
Px(X(t) ∈ B(y, ε)) ≥ [p t
N
]N > 0, where N =
[‖x− y‖
γε
]
+ 1.
Via the Markov property of the process X , this implies the statement of the Proposition.
4.4. One-dimensional case. Proof of Proposition 0.1. In the case m = 1, the sufficient conditions given
in the previous subsections can be made more precise. For instance, the following version of Proposition 4.2
holds true.
Proposition 4.6. Let m = 1 and suppose that there exists x∗ ∈ R such that
(4.12) Π
(
u ∈ Θx∗
∣∣∣∆ˆ(x∗, u) 6= 0) > 0.
Then condition N holds true for any t∗ > 0.
We omit the proof, since it is totally analogous to the one of Proposition 4.2, except one point, that causes
the difference between conditions (4.2) and (4.12). For m = 1, we have to apply estimate (4.5) only once, for
the jump moment τn1 . This means that we do not have to control the position of the process after the jump
at this moment, and thus, when m = 1, the limitation involving ε can be removed from (4.2).
Now, let us prove Proposition 0.1, formulated in the Introduction. Condition R is provided by Proposition
4.1. Let us proceed with the conditions N and S. Since Π(R\{0}) > 0, either Π((−∞, 0)) or Π((0,∞)) is
non-zero. Let, for instance, Π((0,∞)) > 0. Take R large enough for supx>R
a(x)
x
< 0, then y ∈ suppP tx for
any y > R and any x ∈ R, t > 0. This follows from Theorem I [25] in the case
∫
R
|u|Π(du) < +∞, and
from Theorem 3 [26] in the case
∫
R
|u|Π(du) = +∞. This provides that S holds true with arbitrary t > 0
and x∗ > R. In order to provide N for some x∗ > R, let us use Proposition 4.6. In the case of additive
noise, ∆ˆ(x, u) = a(x + u) − a(x). Therefore, if Π(R\{0}) > 0 and (4.12) fails for every x∗ > R, then there
exists a sequence {xn} with |xn| → +∞ such that a(xn+1) = a(xn). This, however, contradicts the condition
lim sup
|x|→+∞
a(x)
x
< 0. The proposition is proved.
5. Counterexamples
We have seen that three basic conditions R,N,S imply exponential estimates (1.3), (1.4). In this section
we give counterexamples that show that, as soon as any of these conditions is removed, the solution to (0.1)
may fail to be ergodic (i.e., to possess a unique invariant distribution µinv ∈ P).
The cases, when conditions R or S are missed, are quite standard and simple, thus we just outline the
corresponding examples.
Example 5.1. Let m = d = 1, c(x, u) = u,Π = 2δ1 + δ−1 and a(x) ∈ C1(R) is such that a(x) = −c, |x| ≥ 1,
with c ∈ (0, 1). Both conditionsN and S hold true here (this can be provided by the arguments from subsection
4.4), but R fails. The law of large numbers provides that, for every x > 1,
Px( lim
t→+∞
X(t) = +∞, inf
t∈R+
X(t) > 1) > 0.
This implies that X does not have any invariant probability measure.
Example 5.2. Let m = d = 1, a(x) ∈ C1(R) be such that a(x) = −x, |x| ≥ 2 and a(x) = 0, |x| ≤ 1. Let
also Π = δ1 and c(·, 1) ∈ C1(R) be bounded and such that c(x, 1) = signx, |x| ≥ 2 and x · c(x, 1) ≥ 0, x ∈ R.
Then condition R holds true, and N holds true for any x∗ with |x∗| > 2 (Proposition 4.6). Condition S fails:
starting from any set A+ = [1,+∞) or A−(−∞,−1], the process X remains in this set with the probability 1.
Therefore, there exist at least two different invariant measures for X , supported by these sets.
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The last example is more non-trivial, and is concerned with the case where R,S hold true while N does not.
Example 5.3. Let us start with an auxiliary construction. Consider the unit circle C ≡ 12πS
2 on the plane
R2, and define the discrete time Markov process Z on C by its transition probability
Q(z, ·) = (1− 3p)δ3z(·) + p
[
δ z
3
(·) + δ z+1
3
(·) + δ z+2
3
(·)
]
, z ∈ C,
where p ∈ (0, 16 ) is given, and every arithmetic operation on C is defined as the same operation on [0, 1)
∼= C
modulo 1. If Z0 = z is any point from [0, 1) ∼= C, then there exists a non-zero probabilities for Zn to be equal
to each point of the type
3−ny +
n∑
k=1
ak3
−k, ak ∈ {0, 1, 2}, k = 1, . . . , n,
and therefore, the set
⋃
n∈N suppP (Zn ∈ ·|Z0 = z) is dense in C, i.e. the process Z is topologically irreducible.
Now let us show that Z possesses at least two different invariant measures (in fact, the set of invariant measures
here is much larger).
Consider, together with Z, the sequence Tn defined by
T0 = 0, Tn+1 =
{
(Tn − 1) ∨ 0, Zn+1 = 3Zn,
Tn + 1, otherwise,
n ≥ 0.
Then {Tn} is a birth-and-death Markov chain with probabilities of birth equal to bk ≡ b = 3p and probabilities
of death equal to dk ≡ d = 1 − 3p. We have that d > b since p <
1
6 , and therefore this chain is ergodic, that
means that for any given ε > 0 there exists Lε ∈ N such that
(5.1) sup
n≥0
P (Tn ≥ Lε) < ε.
Take Z0 = 0 and consider some weak limit point µ
0
∗ for the sequence of Khasminskii’s averages
1
N
∑
n≤N
P (Zn ∈ ·|Z0 = 0)
(see the proof of Corollary 3.4). By the construction, any digit in the 3-adic representation for Zn, with the
number of the digit greater then Tn, is equal to 0. This means that µ
0
∗(A
0
ε) ≥ 1− ε, where
A0ε = {z ∈ [0, 1)| all 3-adic digits for z, with the number of the digit ≥ Lε, are equal to 0}
(the inequality holds true since the set A0ε is closed). Therefore, µ
0
∗(A
0) = 1, where
A0 = {z ∈ [0, 1)| all 3-adic digits for z, except some finite number of the digits, are equal to 0}.
Analogously, if Z0 =
1
2 , and µ
1
2
∗ is any weak limit point for the sequence of Khasminskii’s averages
1
N
∑
n≤N
P (Zn ∈ ·|Z0 =
1
2
),
then µ
1
2
∗ (A1) = 1, where
A1 = {x ∈ [0, 1)| all 3-adic digits for x, except some finite number of the digits, are equal to 1},
and A0 ∩ A1 = ∅. This means that µ0∗ and µ
1
2
∗ are mutually singular invariant measures for Z.
Now, let us proceed with the construction of the process. Put m = 2, d = 2 and c(x, u) = c1(x, u1) +
c2(x, u2), x ∈ R2, u = (u1, u2) ∈ R2. Let Π = Π1 ×Π2 with Π1 = δ1, Π2 = (1− 3p)δ1+ p(δ2+ δ3+ δ4). Let the
part c1 to give the radial part of the jump noise:
c1(x, 1) =
b(x)
‖x‖
· x, x ∈ R2,
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where b ∈ C1(R2,R) is such that b(x) = 0 for ‖x‖ ≤ 1, b(x) > 0 for ‖x‖ ∈ (1, 2) and b(x) = 1 for ‖x‖ ≥ 2. For
‖x‖ ≥ 1, let the part c2 to define the ”rotational” part of the noise: if x is written in the polar coordinates as
(r, θ), then x+ c2(x, i), i = 1, . . . , 4 has the following polar representation:{
(r, 3θ), i = 1
(r, θ+2π(i−2)3 ), i = 2, 3, 4
.
For ‖x‖ ≥ 1, let the functions c2(·, i), i = 1, . . . , 4 be defined in an arbitrary way, such that c2(·, i) ∈
C1(R2,R2), ‖x+ c(x, i)‖ ≥ 1, x ∈ R2, i = 1, . . . , 4. The drift coefficient let be equal to a(x) = −b(x) ·x, x ∈ Rm.
By the construction, condition R holds true (Proposition 4.1) and condition S holds true for every x∗ with
‖x∗‖ ≥ 1 and every t > 0 (Theorem I [25]). Let us show that, however, there exist two different invariant
measures for X . If X(0) = x is such that ‖x‖ ≥ 1, then the processes R(·) = ‖X(·)‖ and Θ(·) = X(·)‖X(·)‖
are independent (w.r.t. Px) Markov processes. The first process possesses at least one invariant measure κ,
supported by [1,+∞) (see Corollary 3.4). The second one is the pure jump Markov process with the total
intensity of the jump equal, at every point, to (1− 3p) + p+ p+ p = 1. Its embedded Markov chain coincides,
up to the scaling parameter 2π, with the chain Z considered before. Therefore, this process possesses at least
two different invariant measures χ1, χ2 on S
2. Thus, the process X(·) possesses at least two different invariant
measures µ1 = κ × χ1, µ2 = κ × χ2, supported by [1,+∞)× S2 = {x|‖x‖ ≥ 1}.
This example shows that the topological irreducibility condition S, together with the recurrence condition
R, is not strong enough to produce ergodicity of the solution to SDE with a jump noise. In order to produce
ergodicity, some kind of ”smoothing” condition, like non-degeneracy condition N in our settings, is needed
additionally.
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