ABSTRACT As two of the key technologies of 5G, fog-based radio access network and network function virtualization have become an important direction for the radio network architecture evolution. Virtual network functions (VNFs) compose the service function chain (SFC) in a particular order, and the mobile network users communicate with each other or service terminals through SFCs. For service providers, it is crucially important for efficient deploying/mapping SFCs into the 5G mobile network since the SFCs deployment problem is an NP-hard problem. In this paper, we propose the efficient SFCs deployment algorithms for solving this challenge with two main design goals: 1) minimizing the cost of link resource, i.e., minimizing the path length of the entire SFC by combining VNFs and mapping temporary links and 2) minimizing the cost of computing resources by using the existing virtual machines as much as possible while performing the same VNF. We model the SFCs deployment problem as an optimization problem by using ILP as well as devise the heuristic algorithms to make the tradeoff between these two conflicting design goals. From simulation results, we can see that the performance of our proposed algorithms is promising in terms of the total SFCs mapping cost, total links mapping cost, and blocking ratio.
I. INTRODUCTION
Mobile radio traffic has experienced explosive growth over the past decade. In order to meet the explosively increasing demands of users, researchers have launched researches on the fifth-generation (5G) mobile radio networks [1] - [3] . Researchers have made significant progress in 5G network architecture and the Radio Access Network (RAN) [4] - [7] .
To meet users' requirements for a more diversity, telecom operators must purchase correspondingly to meet the requirements of users [8] . But, the purchase of more physical equipment will lead to high Operational Expenditures (OPEX) and Capital Expenditures (CAPEX) [9] . With the explosive
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growth of mobile radio traffics, service providers consider to extend their services by using cloud resources [10] , based on the virtualization technology [11] - [14] , the researcher has presented the Network Function Virtualization (NFV) [15] which devotes to migrate the packet processing from the hardware middle box to the software middle box running on the hardware. The network function running in software middle box is called as Virtual Network Function (VNF). Multiple VNFs are typically connected in a particular order to compose Service Function Chain (SFC) which provides various network services. With the increasing demand for cloud resources, the centralized cloud computing is facing some challenges (such as the network congestion and the longer latency). To save these challenges, CISCO proposed the distributed fog computing. As a promising technology, the fog computing has received extensive attention [16] - [22] , where there are some discussion about deploying 5G/NFV in fog computing [17] - [20] , and some researchers have studied the Fog-based Radio Access Network (FRAN) [21] , [22] .
As one of the key technologies of 5G, NFV has become an important direction for the radio network architecture evolution. For service providers, it is crucially important for efficient deploying/mapping SFCs into 5G mobile network. Now, the VNF placement also has become the hot study topic, but few studies have considered the fog-based radio access network and deploying NFV in 5G, since they only have some discussion of the problem or just present some overall architecture. In this paper, we efficient deploy SFCs into 5G mobile network to minimize the costs of computing resources and link resources. Firstly, the SFCs deployment problem is a NP-hard problem. Secondly, deploying SFCs in the 5G mobile network has a more restrictive location constraint. In addition, the addition of fog computing will bring new challenges to the SFC deployment. In the SFCs deployment, minimizing the deployment cost of the SFC or minimizing the network resource consumption is usually the goal pursued by service providers. While network resources are limited, service providers can maintain service delivery by minimizing the resource consumption and restricting user requests under the limited resources. To deliver this, service providers can jointly optimize allocation of links and compute resources to minimize the total resource consumption. This allows service providers to minimize the deployment cost of the SFC and improve their revenue.
Therefore, to optimize the SFCs deployment problem in 5G mobile network based on the fog radio access network, it is essential to design an effective SFCs deployment algorithm. In this paper, we research the SFCs deployment problem in 5G mobile network based on the fog radio access network. We also propose efficient SFCs deployment algorithms with two main design goals: i) minimizing link resource costs, i.e., minimizing the path length of the entire SFC by combining VNFs and mapping temporary links; ii) minimizing the cost of computing resources through using the existing virtual machines (VMs) as much as possible while performing the same VNF. The main contributions of this work are as follows:
• To improve the resource utilization of servers, we introduce the strategy of reusing virtual machines, i.e., when mapping the VNFs, we can reuse the existing VMs that perform the same VNF. In order to obtain the optimal path for the entire SFC, we propose two key strategies: the VNFs combination strategy and the temporary link mapping strategy.
• Under certain link constraints to minimize the cost of computing resources as much as possible, i.e., SFC mapping formulation with VMs reusing. VNFs combination and temporary link mapping can be used to minimize the cost of computing resources (SFCM-MC).
To move forward, we first model the SFCM-MC formulation and design an algorithm based on the SFCM-MC formulation.
• Under certain computing resources constraints to minimize the cost of link resources, i.e., SFC mapping formulation with VMs reusing. VNFs combination and temporary link mapping can be used to minimize the cost of link resources (SFCM-ML). To make it happen, we first model the SFCM-ML formulation, then design an algorithm based on the SFCM-ML formulation.
• Based on a two-player pure-strategy's Game of Battle of Sex (BoS) model which captures the competition on physical resources between VNF allocation and routing to find a fair solution for the costs of computing resources and link resources, i.e., SFC mapping formulation with VMs reusing. VNFs combination and temporary link mapping can be used to optimize the costs of computing resources and link resources (SFCM-FOCL) fairly. Therefore, we first model the SFCM-FOCL formulation and then design an algorithm based on Game Theory to minimize the total cost. Organization of this paper is as follows. The related work is discussed in Section II. We model the formulation for the SFCs deployment problem in Section III. In Section IV, we present our heuristic algorithms. In Section V, we evaluate and analyze simulation results. In Section VI, we conclude this paper.
II. RELATED WORK A. SFCs DEPLOYMENT IN FEDERATED CLOUD
In the traditional mobile networks, Network Function (NF) is implemented as some physical proprietary devices and equipment. In order to solve the problems of high CAPEX and OPEX, the researcher has presented the NFV technology that devotes to migrate the packet processing from the hardware middle box to the software middle box. In NFV, multiple VNFs are typically in a particular order connected to compose service function chain which provides various network services [23] - [25] . With the emerging NFV technology, there are a large number of researches on VNFs or SFCs deployment in the federated cloud [26] - [34] .
In order to ensure the reliability and reduce the operation cost, Cohen et al. [26] studied the VNF deployment problem, and proposed near optimal approximation algorithms. Although the near optimal approximation algorithms can ensure the reliability and reduce the operation cost, simulation results cannot reflect the deploying success rate of VNFs. In [27] , although the authors studied the problem of joint VNF deployment and path selection to better utilize links and servers, it also has room for improvement. To optimize the deployment of VNFs to reduce network operational costs, improve utilization, and without violating SLAs, the authors in [28] proposed a heuristic based on dynamic programming, but the heuristic mainly optimizes the utilization of servers and ignores the cost of the whole path. To minimize the cost of services, the research [29] researched the elastic VNF deployment problem and proposed the SLFL algorithm to optimize operational costs. From the simulation results, the SLFL algorithm can reduce more cost of services than the random algorithm, the SLFL algorithm does not compare to existing algorithms. Thus, it cannot reflect the real performance.
Kim et al. [30] presented a SFC deployment algorithm to ensure QoS from the perspective of service providers, the algorithm mainly ensures QoS, but does not compare with the existing algorithms, and it cannot reflect the real performance. In order to address network attacks, Park et al. [31] presented QoSE, a security solution that offers adaptive security service based on the NFV. QoSE is also a novel resource optimization algorithm to operate security services efficiently, but it does not consider the deployment cost of VNFs.
The research [32] proposed a system to design and implement NFV-RT, and the system can dynamically allocate resources and provide timing guarantees, but it also ignores the deployment cost of VNFs. Qu et al. [33] considered the overall of VNF to minimize the overall latency of VNFs scheduling. Authors also formulated the problem of joint traffic steering and VNF scheduling as a MILP, and presented an efficient heuristic algorithm. The algorithm mainly optimizes the scheduling time, but it does not focus on the performance of other aspects. In [34] , to solve the problem of multiresource packet scheduling, the authors designed a packet scheduling algorithm in space-efficient and low-complexity. The algorithm can schedule VNFs in space-efficient and lowcomplexity to reduce the queuing time and the processing time, but it ignores the deployment of VNFs.
Moreover, these researches [26] - [34] mentioned above aim at the VNF or SFC placement problem, and the NFVs or SFC placement algorithms are proposed for the virtual network or the federated cloud. However, 5G mobile network is composed by the FRANs and the core network (e.g., the federated cloud). Therefore, these researches are not suitable for 5G network.
B. SFCs DEPLOYMENT IN 5G MOBILE NETWORK
To meet the increasing demands of mobile users, researchers have launched researches on the 5G mobile networks. As one of the key technologies of 5G, NFV has become an important direction for the radio network architecture evolution. As an emerging technology, NFV has received extensive attention from industry, academia, and standardization bodies. For service providers, it's crucial important for efficient deploying/mapping SFCs into 5G mobile network, and some recent works have tried to solve the problem of VNF deployment in 5G network [35] - [43] .
Although the algorithms proposed in [35] are relevant for the VNFs or SFC placement problem in 5G mobile network, they only considered the VNFs deployment problem of the radio access network (such as, PGW and SGW), however, they did not consider the VNFs deployment problem of the core network or the datacenter network (such as, WAN optimizers, content filters and firewalls). In contrast, the researchers [36] mainly considered the VNFs placement problem of the core network or the datacenter network, however, the authors ignored the virtualization and placement of the PGW and the SGW. To efficiently determine the key set of physical or logical nodes, the researchers [37] proposed specific algorithms and the first framework for reliability to evaluate the NFV deployment, although the algorithm considered the VNFs placement problem of the complete SFC, the proposed algorithm is for to minimize the total failure removal.
In [38] , to reduce the traffic load of transport network, the authors presented a model to solve the VNFs deployment problem. Liang et al. [39] presented an information-centric radio network virtualization architecture for 5G mobile radio networks, and formulated the in-network caching strategy and the network resource allocation as an optimization problem to maximize the utility function of mobile network operations. Martini et al. [40] formulated the node selection problem of composing, computing and VNFs to minimize the overall latency. These researches [38] - [40] only proposed models or formulations to solve the VNFs deployment problem, however, they did not present the corresponding heuristic algorithm.
To explore the potential of NFV in enhancing the 5G radio access networks' function and minimize the capital expenditure, the researchers [41] discussed how NFV can address critical design challenges in 5G network through service abstraction and virtualized computing, storage, and network resources. In the research [42] , the authors presented a new flexible 5G mobile network architecture, then discussed implementation reference architecture and some cases about the typical 5G network deployment. To address those challenges of 5G networks, the researchers [43] proposed an architecture vision and a two-layer architecture that consists of a RAN and a network cloud. Abdelwahab et al. [41] , Yang et al. [42] , and Agyapong et al. [43] mainly studied the framework of NFV in 5G mobile network, they also didn't present the corresponding heuristic algorithm. Moreover, these researches [35] - [43] do not consider taking the advantage of the fog radio access networks to deploy SFC in 5G mobile network. Although these researches [18] - [20] discuss about the fog-based radio access network and deploy NFV in 5G, they only do some discussion of the problem or put forward some overall architecture.
At present, the research on NFV in 5G mobile network has just begun, therefore, it is necessary for us to propose the efficient formulations and heuristic algorithms for placing/deploying SFCs into 5G mobile network.
III. PROBLEM DEFINITION AND FORMULATION

A. PROBLEM STATEMENT
In this paper, we research the SFCs deployment problem in 5G mobile network. We consider a scenario in which there are dynamically arrived SFCs need to be placed/deployed. Specifically, given a SFC request and the locations of the mobile network user and the service terminal, and given 5G mobile network composed by multiple fog radio access networks interconnected by a core network and there are multiple datacenters interconnect to the core network, the problem is how to efficiently deploy/map the dynamically arrived SFCs, such that the total SFCs mapping cost, the total VNFs mapping cost, the total links mapping cost and the blocking ratio are minimized, while satisfying all placement constraints.
B. SFC REQUEST
A SFC request can be modeled as an undirected weighted graph G V = (N V , E V ), and N V = {VNF 1 , VNF 2 ,. . . ,VNF n } represents the set of VNFs, and n denotes the number of VNFs.E V ={e 1 , e 2 ,. . . , e |Ev| } denotes the set of virtual links in the SFC request, |E V | represents the number of virtual links. We use
. . , ε(VNF n )} denotes the set of computing resource demands of all VNFs, the computing resources represent the overall demand of the server resources including CPU, memory, storage, cache and I/O resources etc. C E ={x 1 ,x 2 ,. . . ,x |Ev| } represents the set of the requirements for bandwidth resources of all virtual links, and x i indicates the requirements for bandwidth resources of the virtual link e i , e i ∈ E V . We define C D as the tolerable transmission delay of substrate paths for hosting the virtual links. We use L N to indicate the location constraints of VNFs. L U and L T respectively represent the locations of the mobile network user and the service terminal. Fig.1 shows an example of the SFC placement request. In the example, the numbers above the VNFs denote the computing resource requirements, and numbers above virtual links denote the requirements for the bandwidth resource and the tolerable transmission delay. In this paper, we respectively use the VNFs VNF 1 and VNF 2 to represent the virtual Serving Gateway and the virtual Packet Data Network Gateway, which should be deployed into the corresponding fog radio access network, and other VNFs belong to the cloud network.
C. SUBSTRATE NETWORK
In this paper, the substrate network is 5G network, since we study the SFCs deployment problem in 5G mobile network based on the fog radio access network (FRANs). The 5G mobile network is composed by multiple fog radio access networks, the core network and multiple datacenters, Fig.2 shows an example of the substrate network. Similarly, a substrate network can be modeled as an undirected weighted graph G S = (N S , E S ), and N S represents the set of physical servers and routers, E S denotes the set of substrate links. We use SC = (C E , C N , L N ) to represent the constraints of the substrate network resource, where C E denotes the attributes of substrate links (such as the delay d(e s ), the bandwidth capacity c(e s ) and the per unit cost of link resources p(e s )). C N denotes the attributes of the substrate servers and routers (such as the capacity of server resources c(n s ), the per unit cost of server resource p(n s ) and node type that is a server or a router). We use L N to denote the locations of physical servers.
D. STRATEGIES FOR SFC DEPLOYMENT
In the mapping process for a SFC request, in order to efficient mapping/deploying the SFC request into 5G mobile network, we introduce three efficient strategies to minimize the costs of computing resources and link resources and thus improve the acceptance ratio of the SFC requests.
1) VMs REUSING STRATEGY
Mehraghdam et al. [24] presented the conception of sharing and reusing network functions. In this paper, to improve the resource utilization of servers, we introduce the VMs reusing strategy, i.e., when map the VNFs, we can reuse the existing VMs for running the same VNF. The VMs reusing strategy not only can improve the resource utilization of servers, but also can improve the acceptance ratio of the SFC requests when the server resources are limited. To improve the server's resource utilization and minimize the cost of computing resources, when we map a VNF into a server, we first try to map the VNF into an existing VM that running the same VNF on the server; when there isn't an available existing VM, we try to map the VNF into a new VM on the server. When the VNF reuses an existing VM, in the original/intrinsic service time of the existing VM, we have not to consider the cost of computing resources, i.e., the cost of computing resources is zero, but when the service time of the VNF exceeds the original service time of the existing VM, we have to compute the cost of computing resources in the extra time, and we use T p i to present the running time for the i-th VNF that needs to pay. When the VNF uses a new VM, we have to compute the cost of computing resources in the whole service time of the VNF. The calculation process of the cost of computing VOLUME 7, 2019 resources of the i-th VNF can be described as follows:
where T p i represents the running time for the i-th VNF that needs to pay, T i denotes the service time of the i-th VNF, T o represents the original service time of the existing VM that is reused, n k denotes a server, and π i represents the number of VNFs hosting on the VM which hosting the i-th VNF; when π i = 1 denotes that the VM is now only used by one VNF, when π i > 1 denotes that the VM is now reused by multiple VNFs. Because in practice, these VMs for hosting VNFs are usually not fully loaded, so these VMs have some idle periods, and resources are idle in these idle periods, the VMs reusing strategy provides performance isolation and achieves shared and reused VMs running the same VNF by using different time periods to process different VNF packets. But reusing the existing VM will have a certain impact on the performance of other VNFs, so we have to limit the number of VNFs hosting on the existing VM. In practice, the service provider can set the number of the reused VM according to the realistic load of each VM in the network. We define δ as the maximum number of VNFs hosting on a VM, i.e.:
2) VNFs COMBINATION STRATEGY
When we map the i-th VNF, we map the i-th VNF into the server hosting the (i-1)-th VNF as much as possible if the server has enough available resources, we call the strategy as the VNFs combination strategy. In this paper, we do not merge the VNFs of the SFC request before mapping, rather than in the mapping process, consider to map the i-th VNF into the same server hosting the (i-1)-th VNF when there are enough available resources. In our VNFs combination strategy, the i-th VNF only can be mapped into the server hosting the (i-1)-th VNF, but not can be mapped into other servers hosting other VNFs to avoid the Ping-pong routing problem. An example of VNFs combination strategy is shown in Fig.3 . In the example, the 1 st VNF is mapped into the physical node B, and the 2 nd VNF is mapped into the physical node F. When we map the 3 rd VNF, we map it into the physical node F if the physical node F has enough available resources, i.e., we allow to combine the 2 nd VNF and the 3 rd VNF together, this does not need consume the link resources due to the 2 nd VNF communicate with the 3 rd VNF in the internal of physical node F. But we cannot map the 3 rd VNF into the physical node B, because this will result in a Pingpong routing that is not expected.
3) TEMPORARY LINK MAPPING STRATEGY
When we map the i-th VNF, meanwhile, we need map the i-th link e i connecting the i-th VNF and the (i-1)-th VNF to guarantee the optimal mapping solution of the i-th VNF. The traditional method is committed to such a goal to find the local optimal mapping solution of the i-th VNF, but this can't guarantee the optimal path for the entire SFC. To guarantee the optimal path for the entire SFC and improve the acceptance ratio of the SFC request, we generate a temporary link te i to connect the i-th VNF and the service terminal, the bandwidth requirement of the temporary link is equal to the bandwidth requirement of the (i+1)-th link, and map the temporary link when we map the i-th VNF and the i-th link, and find an optimal mapping solution for the i-th VNF by using the temporary link mapping strategy. In the temporary link mapping strategy, the temporary link does not need to consume the actual link resources, it is only used to constraint that the i-th VNF does not to deviate too far from the service terminal, and to guarantee that the physical node hosting the i-th VNF has enough link resources to map the next link, thereby to improve the acceptance ratio of the SFC request. The cost of link resources of the i-th link can be calculated as follows: For example, in Fig.4 , we give an example for mapping a SFC without considering the VNFs combination strategy. In the figure, the red short dashed line represents the mapping path for the virtual link in the SFC request, the blue dotted line denotes the mapping path for the temporary link. The Fig.4 (a) gives a possible mapping result for the traditional method, we can see that the mapping solution of the 1 st VNF is local optimal when we do not consider the path from the 1 st VNF to the service terminal, and the mapping solution of the 2 nd VNF is local optimal when we do not consider the path from the 2 nd VNF to the service terminal, but it results that the 2 nd VNF deviates too far from the service terminal. The Fig.4 (b) and (c) give possible mapping results for the our method, from the mapping results, we can see that temporary link mapping strategy can bring that each VNF is not far away from the service terminal, and results a shorter path for the entire SFC than the traditional method does.
E. INTEGER LINEAR PROGRAMMING FORMULATIONS
In the placement process of SFC, we first place and allocate resources for VNFs of the SFC request, and then map and allocate bandwidth resources for virtual links of the SFC request. The SFC mapping procedure can be formulated as follows.
1) VNFs MAPPING
The placement process of VNFs can be formulated as:
where N S1
⊂ N S , C N 1 denotes the server resources allocated to VNFs of the SFC request, M N ={M (VNF 1 In 5G mobile network, SGW and PGW belong to the fog radio access network functions, they are usually only deployed in the fog radio access network, and Firewall, IDS and Proxy belong to the core or datacenter network functions, they are usually only deployed in the core or datacenter network.
2) SFC LINK MAPPING
The mapping for SFC links can be formulated as: Accordingly, the problem of deploying SFCs in 5G mobile network, such that i) the cost of link resource is minimized; ii) the cost of computing resources is minimized, can be formulated the linear programming (1) as follows.
The first objective aims at minimizing the cost of computing resources as much as possible. The second objective aims at minimizing the cost of link resource, i.e., shortening the path for the entire SFC as much as possible. At the same time, the constraints in linear programming (1) are used to ensure the following conditions:
Constraint 1 ensures that the number of VNFs hosting on a VM don't exceed the number specified by the service providers.
Constraint 2 gives it has to pay for running the VNFs.
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Constraints 3 and 4 ensure that the server being used satisfies the computing resource demands of VNFs.
Constraint 5 ensures that the physical link being used satisfies the bandwidth resource requirements of virtual link.
Constraint 6 ensures that the physical link being used satisfies the delay constraint of virtual link.
Constraints 7, 8 and 9 ensure that the server being used satisfies the location constraint of VNFs.
We propose three solutions to solve the multi-objectives problem (1) . Minimizing the cost of computing resources needs to reuse these existing VMs, but these existing VMs are usually not on the shortest path that will increase the probability of having a longer path for the entire SFC. On the contrary, shortening the path for the entire SFC usually needs to abandon the use of these existing VMs. So the two objectives of minimizing the cost of computing resources and minimizing the cost of link resource are two conflicting goals. For three different scenarios, we propose three different solutions. The first solution is proposed for minimizing the cost of computing resources. The second solution is presented for shortening the path for the entire SFC. The third solution is proposed for VNF allocation and routing to find a fair solution for the costs of computing resources and link resources by using Game of Battle of Sex (BoS) model.
(
1) MC: Minimizing the cost of Computing resources
In this solution, we define LCost max i as the maximum mapping cost for each virtual link in the SFC that can be tolerated by the service provider. The LCost max i is given by the service provider, and it is usually less than the charges of the service provider for each virtual link in the SFC. The optimization model aims at reducing the cost of computing resources which can be formulated by using the linear programming (2) . 
s. t. P(M (VNF
In this solution, we define SCost max i as the maximum mapping cost for each VNF in the SFC that can be tolerated by the service provider. The SCost max i is given by the service provider, and it is usually less than the charges of the service provider for each VNF in the SFC. The optimization model aims at shortening the path for the entire SFC which be formulated as the following linear programming (3).
3) FOCL: Fair Optimizing the costs of Computing resources and Link resources by using BoS model
BoS model depicts such a game situation: in the game, the two players have some common interests, but with different results of the common interests and have relative conflicting preferences. For example, the couple prefers to see their respective favorite programs, but the couple would prefer to watch the same TV program together, and do not want to separate to see their respective TV programs. Similarly, we can model the costs of computing resources and link resources as the two players of the BoS model. This model is based on two strategies: i) reusing an existing VM when map a VNF, ii) using a new VM when map a VNF. The two strategies are given and known to the players. An existing VM is reused to map the VNF, it can reduce the cost of computing resources, but it may lead to a longer path for the SFC. A new VM is used to map the VNF, it is more likely to find an optimal path for the SFC, but it may lead to a higher cost of computing resources. So the mapping process of each VNF is a game process, the two players of the costs of computing resources and link resources carry on the game to decide whether to reuse an existing VM. We refer the strategy of reusing an existing VM as the first strategy (i.e., 1-S), the strategy of using a new VM as the second strategy (i.e., 2-S), the cost of computing resources as the first player (i.e., 1-P) and the cost of link resources as the second player (i.e., 2-P). The strategies of this game are expressed as in Table 1 . 
In BoS model, there are two pure-strategy Nash equilibrium points, i.e., (SCost max
. To obtain the optimal mapping solution for VNF i , we select the pure-strategy Nash equilibrium point with the highest overall revenue as the focus equilibrium point. The focus equilibrium point is our mapping solution for VNF i . The mapping process of each VNF is a repeated game process. The optimization model which fair optimizing the costs of computing resources and link resources can be formulated through the following linear programming (4) .
In summary, the MC formulation, the ML formulation and the FOCL formulation respectively describe formulations for three different scenarios. When service providers are more concerned about the cost of computing resources, the MC formulation is used to achieve their target. When service providers are more concerned about the cost of link resources, the ML formulation is used to deliver. When service providers also are concerned about the cost of computing resources and the cost of link resources, the FOCLformulation is used to achieve their goal. VOLUME 7, 2019 
IV. HEURISTIC ALGORITHM
Based on the SFCM-FOCL formulation, we propose the SFCs mapping algorithm with VMs reusing, VNFs combination and temporary link mapping can be used to fairly optimize the costs of computing resources and link resources, i.e., SFCM-FOCL algorithm can online map dynamic arriving SFC requests into the substrate network. Without losing generality, the SFC requests can be derived following a Poisson process in the paper. In the SFCM-FOCL algorithm, we first store all arrived SFC requests into a queue, represented as ArrivedSFC. We denote the set of expired SFC requests asExpiredSFC. Each SFC request of the ArrivedSFC queue is mapped one by one. We define SFC blo as the set of blocked requests due to the lack of resources. The proposed SFCM-FOCL algorithm is as shown in Algorithm1.
Algorithm 1 SFCs Mapping Algorithm With VMs Reusing, VNFs Combination and Temporary Link Mapping for Fair Optimizing the Costs of Computing Resources and Link Resources (SFCM-FOCL)
Input: The SFCM procedure is used to map a SFC request, as shown in Procedure1. It is responsible for finding the mapping solution for each VNF in the SFC request as well finds the path for the SFC request and allocates resources for each VNF and each virtual link. Procedure 1 finds the mapping solutions for a VNF by using an existing VM and a new VM, then determines the final mapping solution of the VNF by using the BoS model. Procedure 1 finds the mapping solution with the minimum cost as the final mapping solution, presented as M . The solution M includes the mapping cost M SFC , the mapping
Output: Mapping solution M . 1: Store all of the available substrate servers in U S ; 2: for each VNF VNF i ∈ N V , do 3: for each n k ∈ U S , do 4:
if ZL(n k ) VNF i ==1and n k is not used by other VNFs or satisfy the VNFs combination strategy, then 5:
Try to place VNF i into a new VM of server n k , calculate CostVNF N (VNF i → n k ) according to Equation (5); 6:
Find minimal cost paths p N ei and p N tei by using the Dijkstra algorithm, compute and record Cost(p N ei ) according to Equation (6); compute and record the total mapping cost TCostVNF N (VNF i → n k ) according to Equation (9); 7: end if 8: end for 9: for each n j ∈ U S , do 10: if ZL(n j ) VNF i ==1 and n j is not used by other VNFs or satisfy the VNFs combination strategy, then 11:
Try to place VNF i into an existing VM of server n j , calculate and recordCostVNF E (VNF i → n j ) according to Equation (7); 12:
Find the minimal cost paths p E ei and p E tei by using the Dijkstra algorithm, compute and record Cost(pE ei) according to Equation (8); compute and record the total mapping cost TCostVNF E (VNF i → n j ) by using Equation (10); 13: end if 14:
end for 15: Find the mapping solution of using a new VM for VNF i with the minimal total mapping cost TCostVNF N (VNF i → n k ), and find the mapping solution of using an existing VM for VNF i with the minimal total mapping costTCostVNF E (VNF i → n j ); find the mapping solution for VNF i with the minimal mapping costTCostVNF(VNF i → n m ) according to Equation (11) When we use a new VM of the server n k to map the VNF i , the mapping cost of the VNF i can be calculated according to Equation (5), and the mapping cost of the e i can be computed according to Equation (6) .
When we use an existing VM of the server n j to map the VNF i , the mapping cost of the VNF i can be computed according to Equation (7), and the mapping cost of the e i can be calculated in Equation (8) .
When we use a new VM to map the VNF i , the minimal total mapping cost can be calculated as in Equation (9) .
When we use an existing VM to map the VNF i , the minimal total mapping cost can be defined in Equation (10) .
The minimal total mapping cost for the VNF i can be calculated as in Equation (11) .
In the following, we simply describe the SFCM-MC algorithm and the SFCM-ML algorithm.
3) SFCM-MC ALGORITHM
SFC mapping algorithm with VMs reusing, VNFs combination and temporary link mappingfor minimizing the cost of computing resources. In the SFCM-MC algorithm, for mapping the VNF i , we only find paths for the link e i and temporary link te i , don't consider the cost of link resources; we find the mapping solution of the VNF i with the minimal cost of computing resources as the final mapping solution for the VNF i .
4) SFCM-ML ALGORITHM
SFC mapping algorithm with VMs reusing, VNFs combination and temporary link mapping for minimizing the cost of link resources. In the SFCM-ML algorithm, when mapping the VNF i , we only find the mapping solution of the VNF i with the minimal cost of the link e i and temporary link te i as the final mapping solution for the VNF i , and don't consider the cost of computing resources for the VNF i . 
V. SIMULATION RESULTS
A. SIMULATION ENVIRONMENT
In the simulations, to cope with the tremendous growth of the mobile data traffic, we consider using the resources of cloud computing to meet mobile user requirements, therefore, the 5G mobile network is composed by a core network, multiple fog radio access networks and multiple datacenters. As shown in Fig.5 , the US-wide NSF network [44] , [45] has been used as the core network, and seven datacenters are connected to the core network. In addition, each city in the US-wide NSF network connects a fog radio access network. Each datacenter in Fig.6 is a fat tree topology [46] . Fig.7 shows the fog radio access network.
In our simulations, we use two scenarios: the scenario of limited resource capacity and the scenario of unlimited resource capacity. In the scene of limited resource capacity, the computing resource capacity of the physical server obeys the uniform distribution U (15, 20) , the bandwidth capacity of the physical link in the datacenter directly connecting a server is 30Gbps, the bandwidth capacity of the VOLUME 7, 2019 server-to-server physical link in fog radio access networks is 30Gbps and the bandwidth capacities of other physical links are 120Gbps. Without losing generality, we make assumption that: i) The per unit cost of computing resource follows the uniform distribution U(0.5, 1.5) and the per unit cost of bandwidth resources is both 1 unit; ii) The transmission delay of each core network link is 1 unit; iii) Other links has no transmission delay.
Additionally, we assume that these SFC requests dynamically arrive on the basis of the Poisson process, the number of VNFs of the SFC request is varied among 5, 6, 7 and 8, the computing resource requirement of each VNF in each SFC request also follows the uniform distribution U(5, 10) and the bandwidth resource requirement of each link in each SFC request also follows the uniform distribution U(5, 10). The first VNF and the second VNF in each SFC request are respectively the SGW and the PGW, and they can only be placed in the user located fog radio access network. Other VNFs including firewalls, WAN optimizers, proxies, content filters, intrusion prevention systems and intrusion detection systems should be placed in datacenters. Each virtual link's the transmission delay constraint is 4 time units.
Until now, SFC placement algorithm in 5G mobile network has very little presence. Hence, we use the heuristic SFC placement algorithm proposed in [47] , i.e., SAMA. The SAMA algorithm is proposed for the virtual network or the federated cloud, to suitable for 5G mobile network, we extend and modify the SAMA algorithm so that it can map SFC request in 5G mobile network.
B. PERFORMANCE METRICS
In our simulations, the performance of our proposed algorithms can be measured by using the following metrics. We evaluate the total SFCs mapping cost, total VNFs mapping cost and total links mapping cost in the scene of unlimited resource capacity. In addition, the blocking ratio is evaluated in the scenario of limited resource capacity.
1) THE TOTAL SFCs MAPPING COST
can be computed as in Equation (12). It describes the total cost of mapping all SFC requests by using substrate network resources.
where M SFC denotes the cost of mapping a SFC request by using substrate network resources.
2) THE TOTAL VNFs MAPPING COST describes the total cost for mapping VNFs of all SFC requests by using substrate network resources.
where M VNF represents the cost of mapping VNFs of a SFC request by using substrate network resources.
3) THE TOTAL LINKS MAPPING COST
describes the total cost of mapping links of the SFC requests by using substrate network resources. (14) where M Link represents the cost of mapping links of a SFC request by using substrate network resources. Note that, the total SFC mapping cost is the sum of the total VNFs mapping cost and the total links mapping cost.
4) THE BLOCKING RATIO
is the ratio of the number of blocked SFC requests to the number of total arrived SFC requests. And, it can be calculated as in Equation (15).
where |ArrivedSFC| and |SFC blo | respectively denote the numbers of total arrived SFC requests and blocked SFC requests. From Fig.8 , we can see that the total SFC mapping costs of our three algorithms are lower than that of the SAMA algorithm. This is because that our algorithms use the VMs reusing strategy, VNFs combination strategy and temporary link mapping strategy. The VMs reusing strategy can reduce the VNFs mapping cost, and the VNFs combination strategy and temporary link mapping strategy can shorten the path for the SFC to reduce the links mapping cost. Therefore, our algorithms can get the lower mapping costs than the SAMA algorithm does. In addition, the total SFC mapping cost of the SFCM-FOCL algorithm is lower than that of our other two algorithms. This is because the SFCM-FOCL algorithm optimizes costs of computing resources and link resources, so the total SFC mapping cost is lower. Fig.9 shows the total VNFs mapping costs of our three algorithms and the SAMA algorithm, when the number of VNFs is varied among 5, 6, 7 and 8. From Fig.9 , we can see that the total VNFs mapping costs of our three algorithms are lower than that of the SAMA algorithm. This is because our algorithms use the VMs reusing strategy, and the VMs reusing strategy can reduce the VNFs mapping cost. Therefore, the total VNFs mapping costs of our algorithms are lower than that of the SAMA algorithm in mobile 5G network. In addition, the SFCM-MC algorithm minimizes the cost of computing resources, so the total VNFs mapping cost of the SFCM-MC algorithm is the lowest. The SFCM-FOCL algorithm optimizes the costs of computing resources and link resources and the SFCM-ML algorithm only minimizes the cost of link resources, so the total VNFs mapping cost of the SFCM-FOCL algorithm is lower than that of the SFCM-ML algorithm. Fig.10 compares the total links mapping costs of our three algorithms and the SAMA algorithm. Fig.10 shows that the total links mapping costs of the SFCM-ML algorithm and the SFCM-FOCL algorithm are lower than the total links mapping cost of the SAMA algorithm. This is because the SFCM-ML algorithm and the SFCM-FOCL algorithm use the temporary link mapping strategy, which can effectively shorten paths for SFC requests. Therefore, the SFCM-ML algorithm and the SFCM-FOCL algorithm can achieve lower total links mapping costs than the SAMA algorithm does. In our algorithms, due to the SFCM-ML algorithm minimizes the cost of link resources, so its the total links mapping cost is the lowest; and due to the SFCM-MC algorithm only minimizes the cost of computing resources, so the total links mapping cost of the SFCM-MC algorithm is higher than the total links mapping cost of the SAMA algorithm. 11 illustrates the blocking ratios of our three algorithms and the SAMA algorithm, under various VNFs numbers. From Fig.11 , we see that the blocking ratios of our algorithms are much lower than that of the SAMA algorithm. This is because that the VMs reusing strategy, VNFs combination strategy and temporary link mapping strategy have a positive impact on the mapping success of entire SFC, and thus decreases the resource consumption, that results in a lower blocking ratio. With the adoption of the tempo- rary link mapping strategy, our algorithms can effectively reduce the mapping failure. That is because the SFCM-FOCL algorithm optimizes the utilization of computing resources and the utilization of link resources fairly. Additionally, the SFCM-FOCL algorithm has a lower blocking ratio than the SFCM-MC algorithm and the SFCM-ML algorithm does. Fig.12 describes the running times of our three algorithms and the SAMA algorithm, under various VNFs numbers. From Fig.12 , we see that our three algorithms have a similar running time due to our three algorithms use the same strategies and only the optimization objectives are different. Due to the SAMA algorithm does not adopt the temporary link mapping strategy, the running time of the SAMA algorithm is about half that of our three algorithms.
C. SIMULATION RESULTS AND ANALYSIS
VI. CONCLUSION
In this paper, we study the problem of online placement for SFC requests in 5G mobile network based on the fog radio access network, and model the problem as a set of efficient formulations. The SFCM-MC formulation is proposed for minimizing the cost of computing resources as much as possible; to minimize the cost of link resources, we give the SFCM-ML formulation; then follow by a two-player pure-strategy's Game of Battle of Sex (BoS) model which captures the competition on physical resources between VNF allocation and routing to find a fair solution for the costs of computing resources and link resources, i.e., SFCM-FOCL model; then we design a set of heuristic algorithms based on the three formulations. We conduct detailed simulations for performance measurement and identify all the experimental work of our proposed algorithms can be satisfied under the computer-simulated testing environments for 5G networks. From simulation results, we can see that the performance of our approach has a better status than the benchmark algorithm, SAMA, for mapping the SFC requests in terms of the total SFCs mapping cost, total VNFs mapping cost, total links mapping cost, and blocking ratio. Our future work will include performance measurement of our proposed algorithms with the 5G networks in outdoor and also design to location privacy to improve the security and privacy of our algorithms and performance in the real world scenario. 
