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Abstract—In this paper, we study the energy efficiency (EE) of
a downlink multi-cell massive distributed antenna system (DAS)
in the presence of pilot contamination (PC), where the antennas
are clustered on the remote radio heads (RRHs). We employ a
practical power consumption model by considering the transmit
power, the circuit power, and the backhaul power, in contrast
to most of the existing works which focus on co-located antenna
systems (CAS) where the backhaul power is negligible. For a
given average user rate, we consider the problem of maximizing
the EE with respect to the number of each RRH antennas n,
the number of RRHs M , the number of users K, and study
the impact of system parameters on the optimal n, M and K.
Specifically, by applying random matrix theory, we derive the
closed-form expressions of the optimal n, and find the solution
of the optimal M and K, under a simplified channel model with
maximum ratio transmission. From the results, we find that to
achieve the optimal EE, a large number of antennas is needed for
a given user rate and PC. As the number of users increases, EE
can be improved further by having more RRHs and antennas.
Moreover, if the backhauling power is not large, massive DAS
can be more energy efficient than massive CAS. These insights
provide a useful guide to practical deployment of massive DAS.
Index Terms—Massive MIMO, multi-cell, distributed antenna
system (DAS), pilot contamination (PC), energy efficiency (EE).
I. INTRODUCTION
With the rapid deployment of wireless communication sys-
tems, energy efficiency (EE) becomes a key concern from the
viewpoint of green communication [1, 2]. Recently, massive
multiple-input multiple-output (MIMO) systems, where a large
number of antennas are deployed at the base station (BS),
Manuscript received November 18, 2015; revised February 29, 2016 and
April 4, 2016; accepted April 7, 2016. The work of J. Zuo, W. Jiang, and W.
Luo is supported by the National Natural Science Foundation of China under
Grant 61171080. The work of C. Yuen is supported in part by Singapore
A*STAR SERC Project under Grant 142 02 00043 and the National Natural
Science Foundation of China under Grant 61550110244. The work of J. Zhang
is supported in part by the Natural Science Foundation through the Jiangsu
Higher Education Institutions of China under Grant 15KJB510025, the Natural
Science Foundation Program through Jiangsu Province of China under Grant
BK20150852, and Jiangsu Planned Projects for Postdoctoral Research Funds
under Grant 1501018A. The review of this paper was coordinated by Dr.
Tomohiko Taniguchi.
Copyright (c) 2016 IEEE. Personal use of this material is permitted.
However, permission to use this material for any other purposes must be
obtained from the IEEE by sending a request to pubs-permissions@ieee.org.
J. Zuo, W. Jiang, and W. Luo are with the State Key Laboratory of Advanced
Optical Communication Systems and Networks, Peking University, 100871,
China, E-mail: {zuojun, jiangwei, luow}@pku.edu.cn.
J. Zhang is with Jiangsu Key Laboratory of Wireless Communications,
Nanjing University of Posts and Telecommunications, Nanjing 210003, China,
E-mail: zhangjun@njupt.edu.cn.
C. Yuen is with Singapore University of Technology and Design, Singapore,
E-mail: yuenchau@sutd.edu.sg.
*The corresponding author is W. Jiang.
have attracted a great deal of research interest [3–12]. Massive
MIMO is acknowledged as a promising technology to improve
both the spectral efficiency (SE) and EE with the advantages of
asymptotically negligible fast fading, noise free channels, and
arbitrarily small transmit power [13–15]. The major bottleneck
of improving the SE in massive MIMO is the so-called pilot
contamination (PC) effect, which is caused by using the non-
orthogonal uplink pilot sequences at different users [3, 16].
On the other hand, distributed antenna systems (DAS), where
antennas of the interested cell can either be fully distributed
within the cell [17–19] or clustered at remote radio heads
(RRHs) [20–23], is proven to be efficient to improve the EE
and coverage by shortening the average distance between the
transmitters and users, and thus lowering the transmit power
[24, 25]. It is expected that combining DAS with massive
MIMO by scaling up the number of antennas in DAS, i.e.,
massive DAS, can further enhance the system performance
[17, 20].
The EE analysis and optimization problems in massive
MIMO systems have been recently considered in [18, 26–
31]. For the massive co-located antenna systems (CAS), the
power scaling law and trade-off between EE and SE for uplink
transmission were analyzed in [26], where only the transmit
power was considered when evaluating the EE. In [27], the
authors investigated the EE of downlink multi-cell massive
CAS by optimizing the transmit power for given numbers
of BS antennas and users. Focusing on zero forcing (ZF)
processing in single-cell systems with perfect channel state
information (CSI) at the BS, an EE optimization problem was
discussed in [28] to find the optimal numbers of BS antennas,
users, and transmit power. The authors of [29] optimized
the number of BS antennas to maximize EE when PC was
negligible, and provided the explicit formulas of the optimal
number of BS antennas in single-cell case. The impact of
transceiver power consumption on the EE of the ZF detector
in the uplink single-cell massive CAS was discussed in [30].
For the DAS, in [18], the design of precoding matrix,
antenna selection matrix, and power control matrix to optimize
the EE in single-cell downlink massive DAS was studied. A
comparative EE study of uplink transmission between DAS
and CAS was considered in [31] under a power consumption
model considering transmit power and circuit power, and
revealed that DAS can improve the EE when compared to
CAS.
However, most of these works only focused on the single-
cell scenario for analytical tractability. To the best of the
authors’ knowledge, there is limited study analyzing the EE in
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TABLE I
COMPARISON OF RELATED WORK OF EE IN MASSIVE MIMO
Work CAS/DAS Cell UL/DL PC Main Contribution
[26] CAS Single&Multi UL
√ Study the power scaling law and trade-off between EE
and SE
[27] CAS Multi DL √ Optimize the transmit power
[28] CAS Single UL&DL × Optimize the numbers of BS antennas, users, and the
transmit power
[29] CAS Multi DL × Optimize the number of BS antennas
[30] CAS Single UL × Study the impact of transceiver power consumption on
the EE
[18] DAS Single DL × Design the precoding matrix, antenna selection matrix,
and power control matrix
[31] CAS&DAS Single UL × Compare the EE between DAS and CAS
Proposed DAS Multi DL
√ Optimize the antenna number of each RRH, the
numbers of RRHs and users
multi-cell massive DAS and taking into account the impact of
PC. To this end, we take into account PC and investigate the
EE in the downlink multi-cell massive DAS, where the anten-
nas are clustered at RRHs. Moreover, the power consumption
model is important when evaluating the EE. In this paper, we
adopt a power model where the transmit power, the circuit
power, and the backhaul power are considered [18, 21, 26, 31].
The comparison among our work and previous work are listed
in Table I, where “UL” and “DL” denote uplink and downlink,
respectively.
In particular, we are interested in the following problems.
For a given average uniform rate, to achieve optimal EE,
how many antennas should be employed by each RRH? How
many RRHs should be deployed? What is the optimal number
of users? And how the optimal numbers are affected by
different parameters, including the channel correlation, the
channel gain, the power consumption parameters, and the
PC? Per-user power optimization is an important issue in EE
maximization problem. Here, this issue is not involved so as
to study the effects of the number of antennas, RRHs, and
users on EE in a standalone manner and draw basic insights.
The discussions on EE optimization of per-user power can be
found in [32–34]. The EE optimization problem in general
are difficult problems when taking into account the imperfect
CSI at the RRHs and the effect of multi-cell PC, which
makes it difficult to analyze. To solve the problems, we first
use random matrix theory to reduce random channel gains
to deterministic statistical information [6, 35, 36]. Second, we
consider a simplified channel model to facilitate the analysis.
By doing so, a closed-form expression on the optimal antenna
number of each RRH is derived, the form of solution for
the optimal number of users is given, and finally the optimal
number of RRHs is obtained through one-dimensional search.
From the results, we find that to achieve the optimal EE, a
large number of antennas is needed for a given user rate and
PC. As the number of users increases, EE can be improved
further by having more RRHs and antennas. Moreover, if the
backhauling power is not large, massive DAS can be more
energy efficient than massive CAS. These insights provide a
useful guide to practical deployment of massive DAS.
The rest of the paper is organized as follows. The system
model and power consumption model are described in Section
II. In Section III, the asymptotic EE is derived, and this is then
used in Section IV to obtain the optimal antenna number of
each RRH, the optimal number of RRHs, and the optimal
number of users that maximize the EE. We then analyze
how these optimal numbers are affected by other system
parameters. Simulation results are presented in Section V to
validate the analysis, followed by conclusions in Section VI.
Notation: Boldface uppercase and lowercase letters denote
matrices and vectors, respectively. An N×N identity matrix is
denoted by IN , while an all-zero matrix is denoted by 0, and
an all-one matrix by 1. The superscripts (·)H , (·)T , and (·)∗
stand for the conjugate-transpose, transpose, and conjugate
operations, respectively. E{·} means the expectation operator,
and var{·} denotes the variance. We use tr{A} to denote
the trace of matrix A and diag{a} to denote a diagonal
matrix with vector a along its main diagonal. The notation
| · | and ‖ · ‖ denote the absolute value of a variable and the
two-norm of a matrix, respectively. x ∼ CN (m,Q) defines
a vector of jointly circularly symmetric complex Gaussian
random variables with mean value m and covariance matrix
Q.
II. SYSTEM MODEL AND POWER CONSUMPTION MODEL
A. System Model
Consider the downlink of a cellular network with L non-
coordinated cells, where each cell consists of M RRHs
and K randomly distributed single-antenna users. The RRHs
and users in cell l are labeled as RRHl,1, . . . ,RRHl,M and
UEl,1, . . . ,UEl,K , respectively. N (N ≫ K) antennas in a
cell are evenly divided among RRHs, such that each RRH
equips n = N/M antennas. The M RRHs in the same
cell are connected to a baseband processing unit (BPU),
where the main operations, including data processing and
management processing are implemented. The system works
in time-division duplexing (TDD) mode so that the channels
between uplink and downlink are reciprocity. An example of
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Fig. 1. System model of multi-cell massive DAS.
7-RRH massive DAS is shown in Fig. 1, in each cell, there is
one RRH in the cell center and six RRHs uniformly spaced
on a circle of distance 2/3 radius away from the cell center.
The channel between RRHl,m and UEj,k is expressed as
glmjk = R
1/2
lmjkhlmjk, (1)
where hlmjk ∈ Cn is the small-scale fading channel vector,
whose elements are independent and identically distributed
(i.i.d.) complex random variables with zero-mean and unit
variance, and Rlmjk = E{glmjkgHlmjk} ∈ Cn×n describes
the spatial correlation and large-scale fading of the chan-
nel, which is a deterministic nonnegative definite matrix.
gljk = [g
T
l1jk,g
T
l2jk, . . . ,g
T
lMjk]
T ∈ CN is the channel vector
between all the M RRHs in cell l and UEj,k.
During uplink pilot transmission phase, all users simulta-
neously transmit pilot sequences with length τu = ψK and
power pu, where ψ (ψ ≥ 1) is the pilot reuse factor. We
assume that the pilot sequences of users in the same cell are
pairwisely orthogonal, and the pilot reuse in different cells
are indicated by ψ. For instance, ψ = L allows assigning all
cells orthogonal pilot sequences, where the PC is absent, and
ψ = 1 means the worst case scenario of PC, where every
cell reuses the same set of pilot sequences. If Lj is the set
of cells sharing the same set of pilot sequence as cell j, then
the number of users sharing the same pilot sequence as UEj,k
is L/ψ. Given the statistical knowledge of the channel, i.e.,
Rjmjk and Qjmjk , the MMSE estimate of gjmjk at the BPU
in cell j can be expressed as [6, 37, 38]
gˆjmjk
=RjmjkQjmjk
(
gjmjk +
∑
l∈Lj\{j}
gjmlk +
1√
puτu
zjmk
)
,
(2)
where zjmk ∼ CN (0, σ2In) denotes the Gaussian noise,
and Qjmjk =
(
σ2
puτu
In +
∑
l∈Lj
Rjmlk
)−1
. From (2), it can
be verified that gˆjmjk ∼ CN (0,Φjmjk) with Φjmjk =
RjmjkQjmjkRjmjk [6]. The second term of the right-hand
side of (2) represents the PC from other cells.
For downlink data transmission, we assume that all the M
RRHs in each cell jointly serve the K users within the cell.
The downlink signal received by UEj,k is given by
yjk =
√
pd
L∑
l=1
M∑
m=1
gTlmjkxlm + zjk, (3)
where pd is the transmit power, zjk ∼ CN (0, σ2) is the noise,
and xlm ∈ Cn is the transmit signal of RRHl,m, which can
be expressed as
xlm =
√
λl
K∑
i=1
wlmislmi, (4)
where wlmi ∈ Cn is the precoding vector for UEl,i,
λl normalizes the transmit power in cell l so that
E
{
pd
K
∑M
m=1 x
H
lmxlm
}
= pd, and slmi is the information-
bearing signal with E {slmis∗lmi} = 1.
We adopt the same assumption as in [6, 39] that the channel
estimates are available at the BSs or the BPUs, and only the
statistical properties of the channel E{gTjmjkwjmk}, m =
1, 2, . . . ,M , are known at the UEs for detecting its desired
signal. Therefore, the received signal in (3) can be rewritten
as
yjk =
√
pdλj
M∑
m=1
E
{
gTjmjkwjmk
}
sjmk
+
√
pdλj
M∑
m=1
(
gTjmjkwjmk − E
{
gTjmjkwjmk
} )
sjmk
+
√
pdλj
∑
i6=k
M∑
m=1
gTjmjkwjmisjmi
+
∑
l 6=j
√
pdλl
K∑
i=1
M∑
m=1
gTlmjkwlmislmi + zjk. (5)
In (5), the first term is the desired signal, and other terms can
be treated as the effective noise. The signal-to-interference-
plus-noise ratio (SINR) can be given by
SINRjk =
λj
∣∣∣∣ M∑
m=1
E
{
gTjmjkwjmk
}∣∣∣∣
2
λjvar
{
M∑
m=1
gTjmjkwjmk
}
+ SCIjk + ICIjk + σ
2
pd
,
(6)
where the interference from users in the same cell (SCI) and
the inter-cell interference (ICI) are, respectively, given by
SCIjk = λj
∑
i6=k
E


∣∣∣∣∣
M∑
m=1
gTjmjkwjmi
∣∣∣∣∣
2

 , (7a)
ICIjk =
∑
l 6=j
K∑
i=1
λlE


∣∣∣∣∣
M∑
m=1
gTlmjkwlmi
∣∣∣∣∣
2

 . (7b)
As shown in [6, 39], the downlink SE of cell j can be
expressed as
Rj =
T − τu
T
K∑
k=1
log2 (1 + SINRjk) (in bits/s/Hz), (8)
where T is the channel coherence interval in symbols.
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B. Practical Power Consumption Model
It is necessary to use a practical power consumption model
for evaluating the EE accurately. Based on [21, 28], the total
power consumed for the downlink transmission of a given cell
can be modeled as the sum of a fixed power part, the circuit
power, the transmit power, and backhaul inducing power:
PTotal = PFIX +NPRRH +
T − τu
T
pd
ζ
K + PBH, (9)
where PFIX accounts for the static circuit power consumption,
PRRH is the power required to run the internal RF components
of each RRH antenna, pd is the average transmit power
normalized to users, ζ is the amplifier efficiency, and PBH
is the power consumed by backhaul links.
The backhaul inducing power in DAS might be significant
since all RRHs are connected to their BPUs through high-
speed backhaul links such as optical fiber. However, in CAS,
the power consumption of backhaul is much less because the
data processing can be done in the BS that is close to the
antennas. In massive DAS, the power consumption of backhaul
for connecting M RRHs to BPU is modeled as [21, 28]
PDASBH = M(P0 +RBPBT), (10)
where P0 is a fixed power consumption of each backhaul,
R is the spectral efficiency (in bits/s/Hz), B is the system
bandwidth, and PBT is the traffic dependent power (in Watt
per bit/second).
Given the system model and the power consumption model,
we will adopt maximum-ratio transmission (MRT) as an exam-
ple to analyze the EE in the following section. Our analysis and
design are also applicable when other beamforming strategies
are adopted by RRHs.
III. ASYMPTOTIC ENERGY EFFICIENCY
In this section, we first derive the deterministic expressions
of the asymptotic SE and EE. The derivations are based on
the assumption that the number of RRHs M is finite, while
the antenna number of each RRH n and the number of users
K approach to infinity at a fixed ratio n/K . Since the derived
deterministic expressions are accurate even in non-asymptotic
regime, we can use them for EE optimization in practical case,
which will be shown in Section IV.
If MRT beamforming is adopted in transmission, the pre-
coding vector is given by
wlmi = gˆ
∗
lmli. (11)
In [6, Theorem 4], the deterministic approximations of
SINR with MRT beamforming of co-located multi-cell mas-
sive MIMO system has been derived. However, the distributed
massive MIMO system under considered is a more general
scenario. To derive the deterministic equivalent of SINR, we
make the following assumptions:
• The spectral norm of Rlmjk, ∀l,m, j, k, is uniformly
bounded with respect to n.
• The trace of Rlmjk, ∀l,m, j, k, scales linearly with n.
• The channel estimate gˆjmjk , the estimate error g˜jmjk ,
and the noise zjmk , ∀j,m, k, are mutually independent.
Proposition 1: As n,K →∞, user’s SINR is approximated
by a deterministic equivalent such that
SINRjk − SINRjk a.s.−−→ 0, (12)
where SINRjk is given in by (13), shown at the top of
next page, with λ¯l =
(
1
K
∑K
i=1
1
n
∑M
m=1 trΦlmli
)−1
, and the
notation “ a.s.−−→” denotes the almost sure (a.s.) convergence.
Sketch: Dividing the denominator and numerator
of SINRjk by 1n , we obtain the asymptotic
results of each item in SINRjk as follows:
λj
∣∣ M∑
m=1
E
{
gTjmjkwjmk
}∣∣2 a.s.−−−−→
n→∞
λj
(
1
n
M∑
m=1
trΦjmjk
)2
,
SCIjk + ICIjk
a.s.−−−−→
n→∞
∑
l∈Lj\{j}
λ¯l
∣∣∣∣ 1n M∑
m=1
trΦlmjk
∣∣∣∣
2
+
1
n
L∑
l=1
M∑
m=1
K∑
i=1
λ¯l
1
n trRlmjkΦlmli, and
1
N pj,kλjvar
{ M∑
m=1
hTjmjkwjmk
} a.s.−−−−→
n→∞
0. For the detailed
proof of this proposition, please refer to the proof of [6,
Theorem 4]. 
The downlink EE of cell j is defined as the downlink SE
divided by the total power consumed in downlink transmission
of cell j:
ηj ,
BRj
PTotal(Rj)
(in bits/Joule). (14)
Proposition 1 indicates that user’s SINR can be approx-
imated by its deterministic equivalent without the needs of
knowing the instantaneous channel. Based on continuous map-
ping theorem, we have the following almost sure convergence
[36]
ηj − ηj a.s.−−→ 0, (15)
where ηj =
BRj
PTotal(Rj)
, and Rj = T−τuT
K∑
k=1
log(1 + SINRjk).
In practice, the large-scale fading factors or the attenuation
factors between different users and RRHs are not the same,
however, this makes it very difficult (if not impossible) to
investigate the EE and obtain basic insights. To tackle this
issue, we consider a simplified channel model used in [6, 26,
27, 30], which is given by
glmjk =
√
βlmjk
n
P
Ah˜lmjk. (16)
The channel model in (16) is a particular physical channel
model of (1). For large antenna systems, due to either insuffi-
cient antenna spacing or a lack of scattering, the channel corre-
lation matrix Rlmjk may not have full rank [40]. The model in
(16) is obtained by letting R1/2lmjk =
√
βlmjk
n
P [A 0n×(n−P )],
where βlmjk is the large-scale fading factor, A ∈ Cn×P is
the array steering matrix[40], which describes the channel
correlation and P = nd (d ≥ 1) angles of arrival. As in
[6, 27], here A is composed of P columns of an arbitrary
unitary n× n matrix, and A can be given by different forms
according to different physical channel models. h˜lmjk ∈ CP is
the small-scale fading channel vector, whose elements follow
i.i.d. standard complex Gaussian distribution. The large-scale
fading factor is modeled as βlmjk = 1/dιlmjk, where dlmjk is
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SINRjk =
λ¯j
(
1
n
M∑
m=1
trΦjmjk
)2
∑
l∈Lj\{j}
λ¯l
∣∣∣∣ 1n M∑
m=1
trΦlmjk
∣∣∣∣
2
+ 1n
L∑
l=1
M∑
m=1
K∑
i=1
λ¯l
1
n trRlmjkΦlmli +
σ2
pdn
. (13)
the distance between UEj,k and RRHl,m, and ι is the path-loss
exponent.1
Denote the index of the RRH in cell j with minimum
distance to UEj,k as m¯jk. The average large-scale fading
factor between UEj,k and RRHj,m¯jk (the average is taken
over different users and different user locations) is related
to both the number of RRHs M and the radius of the
cell. If M is increased, or if the cell radius is decreased,
the average distance between UEj,k and RRHj,m¯jk will be
reduced. Assume that each cell is a circle with radius Rc,
and the coverage area of each RRH is a circle with radius r.
Then, r can be approximated as Rc/
√
M . Since the average
distance between UEj,k and RRHj,m¯jk is scaled with r, base
on βlmjk = 1/d
ι
lmjk, βjm¯jkjk is scaled with M
ι
2
. The average
distances between UEj,k and other M−1 RRHs in its cell (i.e.,
RRHjm, m 6= m¯jk), and the average distances between UEj,k
and RRHs in other cells (i.e., RRHlm, l 6= j), can be roughly
treated as independent of M and only determined by the cell
radius Rc.
Based on the above analysis, βlmjk can be given by
βlmjk =


M
ι
2 β, if j = l and m = m¯jk,
α1β, if j = l and m 6= m¯jk,
α2β, if j 6= l.
(17)
where β is the average large-scale fading with respect to
different user locations, and it is determined by the cell radius
and path-loss exponent. α1 (0 ≤ α1 ≤ 1) represents the
difference of large-scale fading factors from the nearest RRH
and other M − 1 RRHs in the cell, and α2 (0 ≤ α2 ≤ 1) can
be named as inter-cell interference factor, which represents the
difference of large-scaling factors from the nearest RRH and
RRHs in other cells. When M = 1 and α1 = 0, this model
is consistent with the simplified model of CAS in [6, 26, 27].
With the simplified model, we have the following corollary.
Corollary 1: With the simplified model in (16), the deter-
ministic equivalent of user’s SINR in (13) can be written as
SINRjk =
S
σ2
pdn
+ IPC + IMU
, (18)
where the desired signal power (S), the power of interference
due to PC (IPC), and uncorrelated multiuser interference
1The simplified model can be used because of the following two reasons.
First, the number of degrees of freedom P , which depends on the scattering
in the channel can be assumed as constant or to scale with the number of
antennas n [6]. Second, the assumption that all users have the same correlation
matrix reflects a worst-case performance because users instantaneous channel
vectors are less orthogonal due to the same correlation matrix, which leads
to large multi-user interference.
(IMU ) are respectively given by
S =β2
(
M ιν1 + (M − 1)α21ν2
)
, (19a)
IPC =β
2α2
(
L¯1 −M ι2
) (M ι2 ν1 + (M − 1)α1ν2)2
(M ιν1 + (M − 1)α21ν2)
, (19b)
IMU =
1
n
I ′MU
=
βdK
n
(
M
ι
2
−1 + (1− 1
M
)α1 + α2 (L− 1)
)
, (19c)
where L¯1 = M
ι
2 + α2(L/ψ − 1), L¯2 = α1 + α2(L/ψ − 1),
ν1 = puτud/(σ
2+puτuL¯1βd), ν2 = puτud/(σ
2+puτuL¯2βd),
and I ′MU is the uncorrelated multiuser interference scaled by
n.
Proof: See Appendix A.
From Corollary 1, we know that S and IPC do not change
with the number of each RRH antennas n, while IMU and the
noise vanish when n grows to infinity.
Assume that the K users achieve a uniform rate γ averaged
over user locations2, solving pd from (18), we get the transmit
power
pd =
σ2
n
(
S
2γ−1 − IPC
)
− I ′MU
. (20)
Remark 1: To achieve user rate γ, the transmit power pd
should be positive, from (20), we know that the antenna
number n must satisfy
n >
I ′MU
S
2γ−1 − IPC
. (21)
Since the transmit power in (20) and the backhaul power
are increasing with γ, the total power consumption PTotal is a
function of γ. With average uniform rate γ, the cell EE can
be expressed as
η =
T−τu
T Kγ
PTotal(γ)
, (22)
with PTotal(γ) = PFIX + nMPRRH + T−τuT
pd
ζ K + M(P0 +
PBT
T−τu
T Kγ), and pd is given by (20).
Before we proceed, we verify the accuracy of the derived
asymptotic EE at different number of RRH antennas n. In
Fig. 2, we show the EE when pd = 30 dBm, M = 7,
d = 1, K = 10 and 20, respectively. In the case with pilot
contamination (denoted as “with PC”), we set the pilot reuse
factor ψ = 1, and in the case without pilot contamination
(denoted as “w/o PC”), we set ψ = L. Other simulation
parameters are listed in the beginning of Section V. It can
be observed that the asymptotic results (solid curves) agree
2The uniform rate assumption is based on the large-scale fading averaged
over different user locations, so we call it uniform rate averaged over different
user locations, or simply, average uniform rate.
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Fig. 2. Accuracy of asymptotic EE. pd = 30 dBm, M = 7, and d = 1.
The solid curves depict analytical results, while the markers depict simulation
results. Two cases are considered: with pilot contamination (denoted as “with
PC”) and without pilot contamination (denoted as “w/o PC”).
with the simulation results (markers) achieved by Monte-
Carlo averaging over 1000 channel realizations, even for small
number of antennas n. We conclude that the asymptotic EE
is accurate even in practical non-asymptotic regimes, and thus
can be applied to the optimization problems discussed in the
sequel.
IV. ENERGY EFFICIENCY OPTIMIZATION
In this section, we will answer the following questions: For
a given uniform rate averaged over different user locations,
to maximize the EE, how many antennas should be employed
by each RRH? What is the optimal number of users? How
many RRHs should be deployed? And what are the impacts
on these optimal values due to different parameters, e.g. the
channel correlation, the channel gain, the power consumption
parameters, and the PC?
A. The Optimal Number of each RRH Antennas n
We first derive and analyze the optimal value of n with fixed
M and K . Based on (22), the EE optimization problem can
be formulated as
max
n
η =
T−τu
T Kγ
PTotal(γ)
, (23)
s.t. (21), n ∈ Z+.
For a given average uniform rate γ, the problem can be
reduced to
min
n
PTotal, (24)
s.t. (21), n ∈ Z+.
For convenience, we introduce a notation:
⌊x⌉η =
{
⌊x⌋, if η(⌊x⌋) > η(⌈x⌉),
⌈x⌉, otherwise, (25)
where ⌊x⌋ denotes the largest integer not greater than x, and
⌈x⌉ denotes the smallest integer not less than x.
Theorem 1: For a given uniform rate γ averaged over
different user locations, the optimal number of RRH antennas
that maximizes the EE is
n⋆ =

√√√√√ T−τuTζ σ2K(
S
2γ−1 − IPC
)
MPRRH
+
I ′MU
S
2γ−1 − IPC


η
. (26)
Proof: See Appendix B.
From Theorem 1, some insights on how n⋆ is affected
by other system parameters can be obtained, the results are
described in the following remark.
Remark 2: From Theorem 1, the following observations can
be made:
1) When K increases, the scaled multi-user interference
I ′MU increases, and n⋆ increases with K accordingly.
2) When PRRH decreases, n⋆ increases. That is to say, using
lower power consuming hardware components to reduce
PRRH, n
⋆ will increase.
3) When the noise is comparably negligible (σ2 ≪
puτuL¯1βd), n⋆ is an increasing function of d. A large
value of d means an environment with insufficient scat-
tering, in this case, more antennas are required to achieve
the optimum EE.
4) When the noise is comparably negligible (σ2 ≪
puτuL¯1βd), as the cell size increases, or β decreases,
n⋆ will increase.
5) When the pilot reuse factor ψ decreases, or the PC
becomes more serious, n⋆ will increase.
Proof: 1) and 2) can be observed from (19c) and (26)
directly. When the noise is negligible, i.e., σ2 ≪ puτuL¯1βd,
we have ν1 ≈ 1/(L¯1β), ν2 ≈ 1/(L¯2β). Substituting ν1 and
ν2 into (19), it can be known that S, IPC and I ′MU depend
linearly on β, and both S and IPC are independent of d,
while I ′MU increases with d. Thus, n⋆ increases with d, and
decreases with β, which are summarized in 3) and 4). When
ψ decreases, IPC increases, and more antennas should be
deployed to achieve the maximal EE.
The above observations can also be explained as follows:
With more users, the multi-user interference increases,
hence more antennas are required to achieve the target rate
γ. When PRRH becomes larger, more power is required to
run each RRH antenna, in this case, the transmit power pd is
small when compared to the power consumed for running the
antennas, and thus using more antennas may increase the total
power consumption and decrease the EE. However, if PRRH is
small and fixed, the running power of antennas is smaller than
pd. When d is larger or the average channel gain β is smaller,
increasing the number of antennas will improve the array gain
to reduce pd. In such a scenario, it is optimal to equip more
antennas to reduce the total power consumption and improve
the EE. When ψ decreases, the pilot sequences will be reused
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in more cells, the interference due to pilot contamination will
increase, and hence a large array gain is needed to reduce the
required transmit power pd and then improve the EE.
Corollary 2: The optimal n⋆ is lower bounded when there
is no PC (IPC = 0), which is given by (27) , shown at the
top of next page.
Proof: From Remark 2, n⋆ is decreasing with ψ, in the
case without PC, ψ = L, L¯1 = M
ι
2 , L¯2 = α1, and IPC = 0.
Substituting these results into (26) yields Corollary 2.
Remark 3: From Corollary 2, we can know that when the
inter-cell interference factor α2 increases, more antennas are
required to achieve the maximum EE.
B. The Optimal Number of Users K
With more users in each cell, the sum rate will increase
accordingly, but to satisfy the given average uniform rate, the
transmit power is proportional to the number of users K as
well, thereby there exists an optimal value of K to maximize
the EE. We now investigate the optimal number of users when
other parameters are given. The problem is formulated as
max
K
η =
T−τu
T Kγ
PTotal(γ)
, (28)
s.t. pd > 0, K ∈ Z+.
Plugging τu = ψK and (20) into (22), the EE is given by
(29), shown at the top of next page.
When the noise is comparably negligible, ν1 ≈ 1/(L¯1β),
ν2 ≈ 1/(L¯2β). Then, in (29), the scaled multiuser interference
I ′MU is the function of K , while the desired signal power S
and the power of PC interference IPC are independent of K .
For notation convenience, we rewrite I ′MU in the form
I ′MU = βdKξ, (30)
where ξ = M ι2−1 + (1− 1M )α1 + α2 (L− 1).
Theorem 2: For a given uniform rate γ averaged over dif-
ferent user locations, when the noise is comparably negligible,
the optimal number of users that maximizes the EE is
K⋆ = ⌊K◦⌉η , (31)
where K◦ is the root in the range (0,min{Tψ , µ1dβξ}) of thefollowing equation
µ2(2Kψ − T ) (µ1 − dβξK)2 + σ
2
ζγ
dβξ
(
(T −Kψ)K)2 = 0,
(32)
with µ1 = n
(
S
2γ−1 − IPC
)
and µ2 = Tγ (PFIX + nMPRRH +
MP0).
Proof: See Appendix C.
Theorem 2 shows that K⋆ is a root of the quartic equation
given by (32). The closed-form root expressions of a quartic
equation can be found in [41]. Due to the lengthy and
complexity of these expressions, we can use a numerical
algorithm, e.g., bisection method, to find the root in the range
(0,min{Tψ , µ1dβξ}). Moreover, from (32) we know that K⋆ is
related to µ2, that is, K⋆ also depends on the terms of power
consumption that are independent of K , including PFIX, PRRH,
and P0.
C. The Optimal Number of RRHs M
In the massive DAS we considered, the number of RRHs
will influence the EE performance. On the one hand, the
channel gain (or the distance) between UEj,k and RRHj,m¯jk
is changing with the number of RRHs, on the other hand, the
power consumption of backhaul increases with the number of
RRHs. Given other system parameters, with a average uniform
rate, the optimal number of RRHs M for EE maximization
problem can be formulated as
min
M
PTotal, (33)
s.t. pd(M) > 0, M ∈ Z+.
Due to the complex expression of M in η, the closed-
form of M⋆ is not allowed. However, M⋆ can be obtained
efficiently with a one-dimensional search over the candidate
set {1, 2, . . . ,Mmax}, i.e.
M⋆ = argmin
M∈{1,2,...,Mmax}
PTotal, (34)
s.t. pd(M) > 0,
where Mmax is a predefined value3. As shown in (20) and (22),
pd and PTotal are independent of instantaneous CSI, and hence
M⋆ is independent of instantaneous CSI. PTotal is related to
n, K , γ, ι, β, and the power consumption parameters. Given
these system parameters, M⋆ can be obtained by searching
over {1, 2, · · · ,Mmax} only once, and it remains the same as
long as these parameters unchanged.
V. SIMULATION RESULTS
In this section, we conduct numerical simulations to confirm
our analytical results. We set L = 7, and the large-scale fading
factors in (17) are chosen as follows. We consider the 7-RRH
massive DAS as illustrated in Fig. 1. In each cell, K = 10
users are located uniformly at random. We take the 10 users
in the center cell (indexed by cell 1) as samples. Let β¯0 be the
average of the large-scale fading factors β1m¯1k1k over the 10
users, β¯1 be the average of β1m1k (m 6= m¯1k) over the M−1
RRHs and the 10 users, and β¯2 be the average βjm1k (j 6= 1)
over the RRHs in other six cells and the 10 users. We generate
1000 random user locations to calculate E
{
β¯0
}
, E
{
β¯1
}
, and
E
{
β¯2
}
. Base on (17), we compute the average channel gain β,
the interference factor α1, and α2 as E
{
β¯0
}
/M
ι
2 , E
{
β¯1
}
/β,
and E
{
β¯2
}
/β, respectively. By setting the cell radius Rc be
2 km, and the path-loss exponent ι be 2.5, we obtain β =
2.24× 10−8, α1 = 0.54, and α2 = 0.075.
Other simulation parameters are defined in Table II [21,
28]. Unless otherwise stated, we keep these parameters in the
following simulations. The detailed discussions are as follows.
A. Impact of channel correlation and channel gain on the
maximal EE and the optimal n
The EE achieved by different number of RRH antennas n
for different values of d and β when the pilot reuse factor
3We will see in simulations that EE first increases and then decreases with
M . Thus, Mmax can be determined from the behavior of EE. Moreover, we
observe that the optimal M is increasing with the number of users K , hence,
Mmax could be set as scaled with K .
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n⋆ =

√√√√√
T−τu
Tζ σ
2K
β
(
M
ι
2 +(M−1)α1
)
2γ−1 MPRRH
+
dK
(
M
ι
2
−1 + (1− 1M )α1 + (L− 1)α2
)
(
M
ι
2 +(M−1)α1
)
2γ−1


η
. (27)
η =
T−ψK
T Kγ
PFIX + nMPRRH +
T−ψK
T
σ2/ζ
n( S2γ−1−IPC)−I′MU
K +M(P0 + PBT
T−ψK
T Kγ)
. (29)
TABLE II
SIMULATION PARAMETERS
Parameter Value
Amplifier efficiency : ζ 0.4
Coherence interval : T 196
System bandwidth: B 20 MHz
Fixed backhaul power: P0 0.825 W
Traffic dependent backhaul power:PBT 0.25W/(Gbits/s)
Fixed system power: PFIX 9 W
Power of each antenna at RRH: PRRH 0.2 W
Total noise power: N0B −40 dBm
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Fig. 3. Impact of channel correlation d and average channel gain β on the
maximal EE and n⋆. ψ = 1, M = 7, K = 10, and γ = 2. n⋆ increases with
d and decrease with β, while the maximal EE decreases with d and increases
with β.
ψ = 1 are presented in Fig. 3. An average uniform rate γ of
2 bit/s/Hz and a fixed number of RRHs M = 7 are assumed.
From the simulation result we note that when β1 = 2.24 ×
10−8, n⋆ = 11 and n⋆ = 17 are optimal to maximize the EE
for d = 1 and d = 2, respectively. When β2 = 0.2β1, n⋆ = 21
and n⋆ = 26 are optimal for d = 1 and d = 2, respectively.
These optimal values agree with the results from Theorem 1
(marked with ⋆). From the curves, we conclude that when the
channel gain β is fixed, as compared to the scenario without
channel correlation (d = 1), with channel correlation (d = 2),
the optimal number of antennas to achieve the maximal EE
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w/o PC
with PC
PRRH=1 W
PRRH=0.2 W
Fig. 4. Impact of PC and PRRH on the maximal EE and n⋆. d = 1, M = 7,
K = 10, and γ = 2. As compared to the scenario without PC, n⋆ is larger
for the case with PC. When the running power of each RRH antenna PRRH
is lower, more antennas are required to achieve a higher maximal EE.
will be larger, but the achieved maximal EE is lower, since
the power to run the total antennas increases. Comparing the
two sets of curves of β1 = 2.24×10−8 and β2 = 0.2β1, when
β decreases, n⋆ increases, and a higher average channel gain
results in a higher maximal EE. These insights are consistent
with 3) and 4) of Remark 2.
B. Impact of PC and the power of each RRH antenna PRRH
on the maximal EE and the optimal n
The impact of PC and PRRH on n⋆ and the maximal EE are
investigated in Fig. 4. Here, we compare the EE of massive
DAS with parameter in the year 2011 and the predicated value
in 2020, which are respectively PRRH = 1 W and PRRH =
0.2 W [42, 43]. As pointed out in Corollary 2, n⋆ will be
larger when there exists PC. For the impact of PRRH, we can
see that when PRRH = 1 W, the maximal EE is degraded
severely, and n⋆ is almost the same as the minimum number
of antennas required to achieve the average uniform rate γ = 2.
Therefore, if the hardware components of RRH antennas are
power inefficient, it is not wise to deploy a large number of
antennas from the viewpoint of EE.
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Fig. 5. Energy efficiency versus the number of RRH antennas for different
values of inter-cell interference factor α2 with and without PC. d = 2, M =
7, K = 10, and γ = 2. n⋆ increases with α2. As compared to the case
without PC, the impact of α2 on n⋆ is more obvious for the case with PC.
C. Impact of inter-cell interference on the maximal EE and
the optimal n
Fig. 5 shows the set of EE values with and without PC for
different values of inter-cell interference factor α2. For the case
with PC, when α2 is set to be 0.075, 0.15, and 0.3, n⋆ increases
from 17 to 21 and 29, respectively. However, the increase of n⋆
for the case without PC is not obvious when compared to that
with PC scenario. This happens because when α2 increases,
both the interference due to PC and the uncorrelated multi-
user interference increases, and the effect of PC becomes more
serious when n becomes larger.
D. The trade-off between EE and average uniform rate γ
In Fig. 6, both the maximal EE and the corresponding n⋆
are displayed as a function of γ when M is fixed to 7. We
observe that when γ is not large, the maximal EE and γ can
simultaneously increase, but when γ is larger than a value,
the maximal EE decreases inversely. This is because when
γ is increasing, the required number of antennas n increases
accordingly. And when the proportion of the increase of the
user rate is less than that of the increased power to run the
RRH antennas, the EE decreases. We also note that to achieve
the maximal EE, n⋆ increases faster with γ for the case with
PC, and thus the EE also decreases faster.
E. Impact of PC and channel correlation on the maximal EE
and the optimal K
Fig. 7 illustrates the EE versus the number of users for d =
1, d = 2, with and without PC, respectively. M = 7 RRHs are
deployed in each cell, and the antenna number of each RRH
is fixed at 20. The figure shows that when d = 1, the maximal
values of EE for the case with and without PC are obtained at
K = 24 and K = 14, respectively. When d = 2, the maximal
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Fig. 6. Maximal energy efficiency and the corresponding optimal n versus
the average uniform rate γ with and without PC. d = 1, K = 10, and
M = 7.
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Fig. 7. Impact of PC and channel correlation on the maximal EE and K⋆.
n = 20, M = 7, and γ = 2. When the channel correlation is absent (d = 1),
more users can be served to maximize the EE.
EE are obtained at K = 13, which are consistent with the
results of using bisection method in Theorem 2 (marked with
⋆). When d = 1, the optimal K to maximize EE for the case
without PC is less than that with PC, this is because for the
case without PC, if a larger number of users are served, in
per coherence interval, the length of uplink pilot sequence
τ = KL will be large, and less symbols can be used for
downlink data transmission, which degrades the SE and EE.
F. Impact of K on the maximal EE and the optimal M
Fig. 8 shows the achievable EE with different numbers
of RRHs M and RRH antennas n when K = 10. The
figure shows that the optimal EE 10.12 Mbits/J is achieved at
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Fig. 8. EE with the numbers of RRHs M and RRH antennas n. K = 10,
ψ = 1, d = 1 and γ = 2. The optimal EE 10.12 Mbits/J is obtained at
(M,n) = (5, 17).
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Fig. 9. Impact of K on the maximal EE and M⋆. ψ = 1, d = 1 and γ = 2.
With more users, more antennas and RRHs should be deployed to maximize
the EE.
(M,n) = (5, 17). We then consider the relationship between
EE and (M,n) for two other numbers of users, i.e., medium
users (K = 50) and a large number of users (K = 100). The
3D graphs for this two cases are similar to Fig. 8 and are not
shown here. The optimal EE versus the number of RRHs M
for the three cases of users are presented in Fig. 9. Each point
uses the EE-optimal value of n. The optimal EE are obtained at
(M,n) = (5, 17), (7, 40), and (9, 54) for K =10, 50, and 100,
respectively. We notice that with more users, more antennas
and RRHs should be deployed to maximize the EE.
G. EE comparison between massive DAS and massive CAS
Finally, Fig. 10 shows the EE comparison between massive
DAS (M = 7) and massive CAS (M = 1) under different
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CAS:  P0=0.825 W,  PBT=0.25 W/(Gbits/s)
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CAS:  P0=8.25 W,  PBT=2.5 W/(Gbits/s)
DAS:  P0=8.25 W,  PBT=2.5 W/(Gbits/s)
Fig. 10. EE comparison between DAS (M = 7) and CAS (M = 1) under
different power consumption of backhaul. K = 10, ψ = 1, d = 1, and
γ = 2.
consumption of backhauling powers. The solid lines indicate
the EE performance of massive DAS, and the dotted lines
indicate the EE of massive CAS. As defined in Section II,
the backhauling power is modeled as M(P0 + RBPBT). We
first set P0 = 0.825 W, PBT = 0.25 W/(Gbits/s), and then
we change these parameters to P0 = 8.25 W, PBT = 2.5
W/(Gbits/s). We observe that when P0 = 0.825 W, PBT =
0.25 W/(Gbits/s), massive DAS is more energy efficient than
massive CAS, and vice versa as in the case of P0 = 8.25
W, PBT = 2.5 W/(Gbits/s). The reason is that in DAS, the
average distance between the RRH and users is decreased,
and thus the transmit power is less. It is also shown that to
achieve the maximal EE, the optimal number of total antennas
N = mM of DAS is less than that of CAS, so the power to
run the total antennas (NPRRH) is decreased. In DAS, more
power is consumed for backhauling, if the backhaul links are
power efficient, massive DAS can achieve higher EE than
CAS. However, if the backhauling power is large, massive
CAS will be more energy efficient than massive DAS, because
a significant increase of the total power consumption is used
for backhauling, which decreases the EE of massive DAS.
VI. CONCLUSION
In this paper, under a realistic power consumption model,
we have investigated the problem of maximizing the EE of a
downlink multi-cell massive DAS, with respect to the number
of RRH antennas n, the number of RRHs M , and the number
of served users K . Our study provided an efficient tool to
help the system designer in deciding the optimal n, M , and
K that achieving the optimal EE. Simulation results validated
our analysis, and demonstrated that the DAS is always more
energy efficient than CAS, unless the backhauling power is
large. In addition, more RRHs and antennas should be used to
achieve the optimal EE when the number of users is increased.
While having more antennas may lead to higher PC, we show
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that for a system with PC, to achieve the optimal EE, more
antennas are needed when compared to that of the system
without PC.
APPENDIX
A. Proof of Corollary 1
Under the simplified channel model, we have
Rlmjk = βlmjk
n
P
AAH . (35)
Based on (35), we have
Qlmjk =
( σ2
puτu
In +
∑
j∈Lj
Rlmjk
)−1
=
{(
σ2
puτu
In + L¯1β
n
PAA
H
)−1
, if m = m¯lk,(
σ2
puτu
In + L¯2β
n
PAA
H
)−1
, if m 6= m¯lk,
(36)
where L¯1 = M
ι
2 +α2(L/ψ−1), and L¯2 = α1+α2(L/ψ−1).
Using matrix inversion lemma P(I + WP)−1 = (I +
PW)−1P, and the fact that AHA = IP , when l 6= j, we
have
Φlmjk = RlmlkQlmjkRlmjk
=
{
M
ι
2α2β
2dν1AA
H , if m = m¯lk,
α1α2β
2dν2AA
H , if m 6= m¯lk,
(37)
with ν1 = puτud/(σ2 + puτuL¯1βd), and ν2 = puτud/(σ2 +
puτuL¯2βd).
Similarly, when l = j, we have
Φjmjk = RjmjkQjmjkRjmjk
=
{
M ιβ2dν1AA
H , if m = m¯jk,
α21β
2dν2AA
H , if m 6= m¯jk.
(38)
Since tr{AAH} = tr{AHA} = P , the power of the desired
signal can be derived as
S = λ¯j
(
1
n
M∑
m=1
trΦjmjk
)2
=
1
n
M∑
m=1
trΦjmjk
= β2
(
M ιν1 + (M − 1)α21ν2
)
. (39)
The power of interference due to PC, and multiuser interfer-
ence can be derived as follows.
IPC =
∑
l 6=j
λ¯l
∣∣∣∣∣ 1n
M∑
m=1
trΦlmjk
∣∣∣∣∣
2
= β2α2
(
L¯1 −M ι2
) (M ι2 ν1 + (M − 1)α1ν2)2
(M ιν1 + (M − 1)α21ν2)
. (40)
IMU =
βdK
n
(
M
ι
2
−1 + (1− 1
M
)α1 + α2 (L− 1)
)
. (41)
B. Proof of Theorem 1
Plugging (20) into the expression of PTotal in (22), the
optimization problem (24) can be expressed as
min
n
f(n), (42)
s.t. (21), n ∈ Z+,
where f(n) = nMPRRH +K T−τuTζ
σ2
n( S2γ−1−IPC)−I′MU
.
When PRRH and pd are positive, the two items at the
right-hand side of f(n) are both positive. From mean value
equalities, Ax + Bx−C ≥ AC + 2
√
AB, if A, B and x − C
are positive, and the equality holds only when x = C +
√
B
A .
Based on this, the optimal n◦ that minimize f(n) is found to
be
n◦ =
√√√√√ T−τuTζ σ2K(
S
2γ−1 − IPC
)
MPRRH
+
I ′MU
S
2γ−1 − IPC
. (43)
It can be easily found that the first-order derivative of f(n)
is increasing for n ∈ (n◦,∞), and decreasing for n ∈
(
I′MU
S
2γ−1
−IPC
, n◦]. Therefore, f(n) is a strictly quasi-convex
function. Since the number of antennas is a positive integer, the
quasi-convexity of f(n) implies that n⋆ is the closest integer
smaller or larger than n◦, which is determined by comparing
the EE achieved by the two closest integers. Thus, the proof
is completed.
C. Proof of Theorem 2
We first consider the first-order derivative of 1η .
∂
∂K
1
η
=
z(K)(
(T −Kψ)K)2 (µ1 − dβKξ)2 , (44)
where
z(K) = µ2(2Kψ−T ) (µ1 − dβξK)2+σ
2
ζγ
dβξ
(
(T−Kψ)K)2.
(45)
Since the length of the pilot ψK < T and the transmit
power pd > 0, K should satisfy the constraint as 0 < K <
min{Tψ , µ1dβξ}. From (45), we know that the sign of ∂∂K 1η is
the same as that of z(K), and thus we consider z(K) to
characterize the shape of 1/η. When K → 0, z(K) approaches
to a negative value as
lim
K→0
z(K) = −µ2Tµ21. (46)
If Tψ <
µ1
dβξ , when K → Tψ , z(K) approaches to a positive
value as
lim
K→T
ψ
z(K) = µ2T
(
µ1 − dβξ T
ψ
)2
. (47)
Similarly, if µ1dβξ <
T
ψ , when K → µ1dβξ , z(K) also
approaches to a positive value. By calculating, the first-order
derivative of z(K) is positive, which implies that there is a
unique K◦ such that z(K◦) = 0. Since the sign of z(K) is
equal to that of ∂∂K
1
η , we know that 1/η is decreasing for
12 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY , VOL. ×, NO. ×, ×× 2016
K ∈ (0,K◦) and increasing for K ∈ (K◦,min{Tψ , µ1dβξ}).
Therefore, 1/η is quasi-convex in the range [0,min{Tψ , µ1dβξ}],
and get the minimum value when K = K◦, or η is maximal
when K = K◦, which yields the result of Theorem 2.
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