Polynomial extensions play a vital role in the analysis of the p and h-p FEM and the spectral element method. We construct explicitly polynomial extensions on standard elements: cubes, triangular prisms and pyramids, which together with the extension on tetrahedrons are used by the p and h-p FEM in three dimensions. These extensions are proved to be stable and compatible with FEM subspaces on tetrahedrons, cubes, prisms and pyramids, and realize a continuous mapping:
Introduction
In the analysis of the high-order finite element method(FEM), such as the p and h-p versions of FEM and the spectral element method, we need to construct a globally continuous and piecewise polynomial which has the optimal estimation for its approximation error and satisfies homogeneous or nonhomogeneous Dirichlet boundary conditions. The construction of such a polynomials is started with local polynomial projections on each element for the best rate of convergence. Unfortunately, a union of local polynomial projections is not globally continuous and does not satisfy the homogeneous Dirichlet boundary conditions or the non-homogeneous Dirichlet boundary conditions. In the context of continuous Galerkin method in two and three dimensions, we have to adjust these local polynomial projections by a special technique called polynomial extension or lifting. Hence, it is essential for us to build a polynomial extension compatible with FEM subspaces, by which the union of local polynomial projections can be modified to a globally continuous polynomial without degrading the best order of approximation error. Compatible polynomial extensions together with local projections led to the best estimation in the approximation error for the p and h-p FEM [2, 3, 4, 5, 20, 26] .
Babuška and Suri [5] proposed an extension F
[f ] on a triangle T with I = (0, 1) as one of its sides, which realizes a continuous mapping H 1/2 (I) → H 1 (T ) such that F [f ] ∈ P 1 p (T ) for f ∈ P p (I). The extension is the convolution of f and a characteristic function. Using this extension they proved the existence of the continuous extension : H 1/2 00 (Γ) → H 1 (T ) [1, 5] such that F [f ] ∈ P 1 p (T ) for f ∈ P 0 p (I). They generalize the extension on a square S = (−1, 1)
2 , which realizes a continuous mapping H 1/2 00 (Γ) → H 1 (S) and F
[f ] ∈ P 2 p (S) for f ∈ P 0 p (I). Here P p (I) denotes a set of polynomial of degree ≤ p, P 1 p (Ω) and P 2 p (Ω) denote sets of polynomials of total and separate degree ≤ p on a domain Ω in R n , n = 2, 3, respectively, and P
m,0 p
(Ω) is its subset of polynomials vanishing at the boundary of Ω. These polynomial extensions are compatible with FEM subspaces and have been successfully applied to the p and h-p versions of FEM in two dimensions, which lead to the optimal estimate for approximation error in the finite element solution of the p and h-p versions on quasi-uniform meshes with triangular and quadrilateral elements [2, 3, 4, 5, 20] . It was shown [25] that the extension on a triangle or a square defined in [5] is stable in weighted Sobolev spaces, and polynomial extensions in weighted Sobolev spaces on a square were studied in [11] to improve error estimation of spectral collection method for approximation of Stokes equation. The polynomial extensions in high order Sobolev spaces were studied in [9] .
The extension of convolution-type has been generalized to tetrahedrons [26] and cubes [12] in three dimensions. Muñoz-Sola creatively developed the polynomial extension of convolution-type on tetrahedron K from a triangular face T by introducing the extension operator R (see (2.2)), gave an explicit proof of continuity of the mapping :
p (T ) of T , which is compatible with the FEM subspaces on tetrahedral elements. The polynomial extension R [f ] together with local projections leads to an error estimation for the h-p FEM on tetrahedral meshes [26] . The idea of the extension operator R defined in [26] can be utilized in two dimensions [?] , which makes the proof straightforward and constructive. Unfortunately, the polynomial extension of convolution-type on a cube D is not compatible with FEM subspaces on cubic element. Namely, if f ∈ P 2,0 p (S) where S is a square face of D, the extended polynomial by the convolution will not be in P . It seems that the extension of convolution-type works only for polynomial spaces of total degree ≤ p on element in three dimensions, e.g.,P 1 p (K) but does not work for polynomials spaces of separate degree ≤ p, e.g., P 2 p (D). Therefore, we need to develop a new type of extension operator R D without using convolution.
In this paper we design polynomial extension on cubes by using spectral solutions of the eigenvalue problem of Poisson equation on a square face S and two-point value problem on an interval I. An polynomial extension using eigen-polynomials which form a L 2 -orthogonal base of P 2,0 (S) and spectral solutions of two-points value problems associated with the eigenvalues realize a continuous mapping R D : H p (S). Besides tetrahedrons(simplices) and hexahedrons(cubes), there are other type of elements used by high-order FEM in three dimensions, e.g, triangular prisms G, and probably pyramids Λ. We shall develop further polynomial extension of convolution-type for these two elements, which compatible with FEM subspaces and realize a continuous mapping H 1/2 00 (T ) → H 1 (G) and H 1/2 00 (S) → H 1 (G) and H 1/2 00 (S) → H 1 (Λ). The rest of the paper is organized as follows. In Section 2, after quoting the results on polynomial extension R on tetrahedrons K from [26] , a polynomial extension on a triangular prism G is based on the extension on a truncated tetrahedron K H incorporated with a trilinear mapping of G onto K H . The continuity of the mapping is proved and the compatibility with FEM subspace is verified. A polynomial extension of convolution-type on a pyramid is defined in Section 3. In Section 4, we construct an extension on a cube D without using convolution, instead, using spectral solutions of an eigenvalue problem on a square and a two-point value problem on an interval. It is shown that this extension realizes a continuous mapping :H 
Polynomial extension on a triangular prism
For the construction of polynomial extensions on a triangular prism, we need quote results on the extension on a tetrahedron from [26] . Fig. 2.1 and ∂K be the boundary of K. We denote T = {(x 1 , x 2 )|x 1 ≥ 0, x 2 ≥ 0, x 1 + x 2 ≤ 1} be the standard triangle in R 2 . Γ i , 1 ≤ i ≤ 3 be the face of K contained in the plane x i = 0, and Γ 4 be the oblique face. For any p ∈ N, P 1 p (K)(resp., P 1 p (T )) stands for the space of the restrictions to K( resp., to T ) of the polynomials of total degree ≤ p in three (resp., two ) variables. 
and
The operator R [f ] has the following decomposition :
3) where
The following theorems were proved in [26] .
Theorem 2.1 Let R be the operator defined by (2.2). Then
, (2.6)
where C is a constant independent of f and p.
8) where C is a constant independent of f and p.
Let G = T × I be a triangular prism with faces Γ i , 1 ≤ i ≤ 5 shown in Fig. 2 
.2 where Let
are on the planesx i = 0, Γ 5 be the face of G contained in the planex 3 = 1 and Γ 4 be the face of G contained in the planex 1 +x 2 = 1. Then Γ 3 = T and Γ 2 = S = I × I. By P 1 p (T ) × P p (I) we denote a set of polynomials with sub-total degree in x 1 and x 2 ≤ p and with degree ≤ p in x 3 .
We shall establish polynomial extensions from the triangle T to the prism G.
Fig. 2.2 The prism G and truncated tetrahedron K H
Since the mapping M : Fig. 2 .2.Γ i , i = 1, 2, 3, 4, 5 are the faces of K H ,Γ 3 andΓ 5 contained in the planes x 3 = 0 and x 3 = H, respectively, andΓ i , i = 1, 2, 4 are portions of the faces of the tetrahedron K. Hence, we need to construct a polynomial extension operator R H : P
p (T ) × P 1 (I H ) with desired properties, which can lead to a polynomial extension from a triangular face to whole prism.
We now introduce polynomial lifting operator R H on K H defined by 10) where R is the lifting operator on K given in (2.2). Obviously, R
[f ]
Theorem 2.3 Let R H be the operator given in (2.10) . Then, R
= 0, i = 1, 2, 4, 5, and
, (2.11) where I H = (0, H) and
and C is a constant independent of f and p.
Incorporating R H and the mapping M , we construct an extension R G by
We are able to establish the polynomial extension from a triangular face to a prism.
Theorem 2.4 Let R G be the extension defined in (2.12) . Then R G ∈ P 1,0
G | Γ3 = f and vanishes on ∂G\Γ 3 , and R
Then (2.13) follows from (2.11) easily.
It suffices to prove Theorem 2.3. To this end, we need the following lemmas.
Lemma 2.5 For 0 < h < a and any function
Also there hold
Proof. By Schwartz inequality, we have 
Hence, we have
• Case 2 : a/2 < h < a. There holds
Therefore we always have (2.14) and (2.15) for 0 < h ≤ a/2 or a/2 < h < a. Letting η = a − ξ andx = a − h − x and using (2.15) we obtain 
)
where C is a constant independent of f . Proof. Note that
Hereafterf denotes the extension of f by zero outside T . We apply here Lemma 2.5 to
Applying Lemma 2.5 again, we have
which together with (2.19) yields
Therefore (2.17) follows immediately. Let Q 1 be the mapping:
20) which maps K H onto itself, and let W 1 be the mapping:
23 , we introduce mapping Q 2 and W 2 :
which maps K H onto itself, and
which maps T onto itself. Similarly 24) and t = 1, 2
where C is a constant independent of f .
Proof. Note that ∂R
where
Applying Lemma 2.5 again to the function g 2 (ξ 2 ) =f (x 1 , ξ 2 ), we have
Similarly we have by Lemma 2.5,
.
Proof of Theorem 2.3 Obviously, R
and by (2.3) and Lemma 2.6-Lemma 2.7, it holds that
, which together with (2.30)-(2.31) leads to (2.11) immediately.
3 Polynomial extension on a pyramid
be the face of Λ contained in the plane x i = 0, and Γ 4 ,Γ 5 be the oblique face, Γ 3 = S. For integer p, P 1 p (Λ)(resp., P 1 p (S)) denotes the space of the polynomials of total degree ≤ p on Λ (resp., to S) in three (resp., two ) variables. Let f be given in
2 ) and we have the following theorem.
Theorem 3.1 Let F be the operator defined by (3.1). Then for any
Proof. We first extend f to a function defined on the entire plane R 2 so that
where we have used the same notation f to denote the extended function as well. Then, we have
, and for i = 1, 2
. By Parseval's equality, we have using (3.6)
which implies (3.2). Letting u j = x 3 |ξ j | for j = 1, 2, we obtain
A combination of (3.7)-(3.9) leads to (3.3). 
00 (S). Due to the identity 1
, R Λ has the decomposition :
and for s = 4, 5 R
We shall prove the desired polynomial extension theorem on the pyramid Λ.
Theorem 3.2 Let R Λ be the operator as given in (3.10). Then
In order to prove this theorem, we need following lemmas.
Proof. We first extend f to square
Letting z = x 2 + x 3 , we have
Applying Hardy inequality of [26] ,
we have
Here we have used the equivalence of the norm [16] 
Similarly, (3.18) for s = 2 can be proved.
and R
where C is a constant independent of f and p. 
which together with (3.2) leads to R 
and ∂R
Hence, ∂R
with
By using the Lemma 2.5, we have
Letting z = x 1 + x 3 , we get
Using Hardy's inequality 327 of [23] ,
we obtain 25) which leads to
We further note that by Lemma 2.5
From (3.23)-(3.27) and Theorem 3.1, we obtain ∂R
We next bound the term
. From (3.19) we have
Applying Lemma 3.3, we get ∂R
We now bound the term
. Note that
31) and
and by Lemma 2.5, we have
A combination of (3.32) and (3.33) gives
Similarly, there holds
Due to Lemma 3.3, there hold
Combining (3.30),(3.31),(3.34),(3.37) and Theorem 3.1, we obtain
A combination of (3.22),(3.28)-(3.29) and (3.38) leads to (3.20).
Lemma 3.5 Let R 12 be the operator defined by R
(3.39)
where the constant C is independent of f and p.
Proof. From (3.39) and (3.1), we get for 0 
By (3.2), it holds that
43) where
Due to (3.26), we have
By the argument similar to that for J 3,2 , there holds
For the third term, we have
By Lemma 3.3, there holds
, which together with (3.45) imply
(3.46) By (3.44)-(3.46) and (3.28), we obtain
Since x 1 and x 2 are symmetric, we have
. From (3.39) we obtain
By the symmetry and (3.26), we have
(3.50)
Note that
By Lemma 3.3 and (3.45), we have
Similarly, for the third term of (3.49), as 0
By Lemma 3.3 and (3.45),
By (3.49)-(3.52) and (3.38), we obtain
A combination of (3.42),(3.47),(3.48) and (3.53) leads to (3.55), and obviously (3.41) holds.
Lemma 3.6 Let R 24 be the operator defined by
(3.54)
where C is a constant independent of f and p. Proof. Let the mapping M :
which maps Λ and S onto itself onto itself respectively, maps Γ 4 and Γ 5 onto Γ 1 and Γ 5 , and maps Γ 1 , Γ 2 and Γ 3 onto Γ 4 , Γ 2 and Γ 3 , respectively. Letting f
By Lemma 3.5, we obtain
Lemma 3.7 Let R 124 be the operator defined by (3.13) ,then for all
Proof. Due to the identity 1
we have the following decomposition
24 , by Lemma 3.5 and Lemma 3.6, we obtain
Similar to Lemma 3.7, we can prove following lemma.
Lemma 3.8 Let R 125 be the operator defined by (3.13), then for all
Lemma 3.9 Let R i45 be the operator defined by (3.12) , then for all
Proof. Let the mapping M :
which maps Λ and S onto itself onto itself respectively, maps Γ 4 and Γ 5 onto Γ 1 and Γ 2 , and maps Γ 1 and Γ 2 onto Γ 4 and Γ 5 , respectively. Letting f
An analogous result holds for R [f ] 245 because of the symmetry.
Proof of Theorem 3.2 . By (3.11), there holds
Applying Lemma 3.7-Lemma 3.9, we obtain
(S)
Thus we complete the proof of the theorem. [9] , an extension operatorR D on a cube D via a mapping from a cube onto a truncated pyramid Λ H , shown in Fig. 3.3 . 
Remark 3.2 Analogue to the extension on a prism we may define, as proposed in
R [f ] D = R [f ] Λ H • M, R [f ] Λ H (x 1 , x 2 , x 3 ) =R [f ] Λ (x 1 , x 2 , x 3 ) − x 3 H R [f ] Λ (x 1 ,R [f ] D H 1 (D) ≤ C f H 1 2
(S)
It is easy to verify thatR
[f ] 
Polynomial extension from a face
Let J α,β j (x) be the Jacobi polynomial of degree j;
with weights α, β > −1, and let .
Proof. Due to the orthonormality of Jacobi polynomials
We introduce
We consider an eigenvalue problem
and its spectral solution (λ p , ψ p ) with ψ p ∈ P 2,0 p (S) which satisfies
Selecting the base {ϕ n (x 1 , x 2 ), n = 1, 2 · · · , N p } as in (4.4) with N p = (p − 1) 2 , and letting
, we have the corresponding system of linear algebraic equations
Here we used the orthonormality of ϕ n (x 1 , x 2 ) in L 2 (S) which implies the matrix M = I. Therefore the spectral solution of eigenvalue problem (4.7) is equivalent to the eigenvalue problem of matrix K. Since K is symmetric and positive definite, the eigenvalues λ p,k > 0, k = 1, 2 · · · , N p and the corresponding eigenvectors
The corresponding eigen polynomial x 2 ). Then, due to the properties of eigenvalues and vectors of K, we have the following theorem.
Theorem 4.3 The problem (4.7) has N p real eigenvalues, and the corresponding eigen-polynomials
Proof. The problem (4.7) has N p real eigenvalues because the corresponding stiffness matrix K is positive definite, and there hold for 1
We next consider a two-points boundary value problem 8) and its spectral solution φ p,k ∈ P p (I) such that φ p,k (−1) = 1, φ p,k (1) = 0 and
which is equivalent to find
Since the corresponding bilinear form is coercive and continuous on
where C is a constant with independent of p and k.
Due to inverse inequality for a polynomial of degree n on I, we have
Similarly,
which leads to
Lemma 4.5 Let λ p,k be an eigenvalue of the problem (4.7), and let φ p,k (x 3 ) be the corresponding solution of two-point value problem (4.8) . Then
Proof. Since λ p,k is an eigenvalue of the problem (4.7), then
By Lemma 4.4, there exists a constant η > 0 independent of p and k, such that 0 < λ p,k ≤ ηp 4 . Then for each k, we always can find a unique integer 1 
otherwise. By the equivalence of discrete and continuous L 2 norms over P M k (−1, 1) (see [14] ), there exist a constant c 1 > 0 independent of M k such that [15] ) we obtain
and by the inverse inequality, we have (4.10) and by using the Cauchy-Schwartz inequality, we obtain
k . Lemma 4.5 follows immediately by this inequality and (4.13).
(4.14)
Obviously, R
where 
, (4.15) where C is a constant, which independent of p and f .
Proof. Let ψ p,k and φ p,k be defined as in (4.7) and (4.10), and let R
D be given in (4.14), then R
Due to the orthogonality of the ψ p,k L 2 (S) and H 1 (S), and by using (4.7) and Lemma 4.5 we have
By interpolation space theory (see [24] , Chap.1)
which together with (4.16) implies (4.18). [13] for one dimensional problems.
Polynomial extension from whole boundary
We shall construct a polynomial extension E which lifts a polynomial on a whole boundary of a cube D in three steps, which is proved to be a continuous operator:
Besides the trace space H 1 2 00 (Γ i ), we need introduce H 1 2 00 (Γ i , γ il ∪ γ im ) with the norm:
where C is a constant, which independent of p and f .
where C is a constant independent of p and f , ∂D is the boundary of D.
Proof. By Theorem 4.7, there exist 
, and let
, then it is easy to verify that g 1 = 0 on ∂Γ 1 and g 4 = 0 on ∂Γ 4 . In fact, since U 1 | Γ1 = f 1 and
Similarly, we have g 1 | γ 15 = 0 and g 1 | γ 16 = 0. By the symmetry we have g 4 | ∂Γ 4 = 0.
By Theorem 4.6, there exist V 1 ∈ P 2,0
, and .
First, we prove that
Due to (4.20), there holds
).
By the definition of H 1 2 00 (Γ 2 , γ 12 ∪ γ 24 ), we need to prove that 25) and 
. 
By the definition of H
and 
By the definition of H on a mesh containing tetrahedral elements, wedge elements and hexahedral elements. Therefore approximations errors in solutions of the p and h-p version can be proved to be as good as in local projections without comprising the optimal rate of the convergence. We will illustrate how to incorporate the local projection with polynomial extensions in the error analysis for the p−version of finite element method, the details of the proof are given in a coming paper [19] .
Let Ω be a Lipschitz domain in R 3 , and let ∆ = {Ω j , 1 ≤ j ≤ J} be a partition of Ω. Ω j s are shaperegular and surfaced tetrahedral, hexahedral and triangular-prism elements. By M j we denote a mapping of standard element Ω st onto Ω j , where Ω st is the standard tetrahedral K, or the standard triangularprism G, or the standard hexahedron D which we defined in previous sections. Let P Incorporating the polynomial extensions with the approximation in the framework of Jacobi-weighted Sobolev spaces we have the following theorem, which leads to the error estimates for the p-version of the finite element method with a quasi-uniform degree distribution in three dimensions. 
with a constant C independent of p and u.
We shall outline the proof and emphasize the essential role which the polynomial extensions play, and we refer readers to [19] for the details. To this end we introduce two important propositions. Proof of Theorem 5.1. We first assume that k ≥ 2. Due to Proposition 5.3, we have a polynomial ϕ j ∈ P p (Ω j ) in each element Ω j such that u = ϕ j at each vertex V of Ω j and ϕ j = π γm u on each edge γ of Ω j , where π γ is the projection-like operator defined as in Proposition 5.2, and for 0 ≤ l ≤ k
Suppose that F =Ω j ∩Ω i is a common face of two neighboring elements Ω j and Ω i . We may assume without loss of generality that Ω i and Ω j are standard-size elements.
If F is a standard triangle T , there are three possible cases: (T1) both are tetrahedrons; (T2) both are triangular prisms; (T3) Ω j is a tetrahedron and Ω i is a triangular prism.
We shall modify ϕ i and ϕ j accordingly in the above three cases. In the case (T1): Ω i and Ω j are tetrahedrons. ψ = (ϕ i − ϕ j ) F ∈ P and that for t = 0, 1
≤ C(p + 1)
which implies for t = 0, 1 ≤ C(p + 1)
In the case (T2): Ω j and Ω i are triangular prisms, the argument can be carried out here except applying Theorem2.4 instead of Theorem2.1 with ϕ i ∈ P 1.5 p i (Ω i ) and ϕ j ∈ P 1.5 p j (Ω i ), and Ψ ∈ P 1.5 p j (Ω j ). In the case (T3): Adjust either ϕ j on the tetrahedron Ω j as in the case (T1) or ϕ i on the triangular prism Ω i .
Letφ j = ϕ j + Ψ andφ i = ϕ i . Thenφ j =φ i on F , and by (5.6) and (5.7)
We next consider the modification of ϕ j and ϕ i if F is a standard square face S. Similarly, there are three possible cases:
(S1) both Ω j and Ω i are hexahedrons; (S2) both Ω j and Ω i are triangular prisms; (S3) Ω j is a hexahedron and Ω i is a triangular prism.
In the case (S1): The arguments in the case (T1) can be carried out here except applying Theorem4.6 instead of Theorem2.1 with ψ = (ϕ i − ϕ j ) ∈ P For the sake of simplicity we prove the theorem only for the p-version with uniform degree, but result of the theorem and the techniques in the proof can be easily generalized to the p-version with quasiuniform degree distributions [19] and the h-p version [21] with quasi uniform meshes and quasi uniform degree distribution.
