The disassembly of products for they reuse is an important field of research. One aspect that appears when a product is been disassembled is the uncertainty in the trajectories for the removal of a component from the rest of the product. In order to reduce this lack of information, a multisensorial system is proposed. This system uses visual and force-sensor information to avoid the unknown factors in the disassembly plan and correct the trajectories generated which are based on the model of the product. This paper also describes the structure of a de-manufacturing system that can perform the desired disassembly task
INTRODUCTION
Disassembly is of great interest in current research as its aim is to achieve the optimal recovery and recycling of the components of a product. There are great benefits for both industry and the environment in recovering components from a product when its life-cycle has ended. When the components are recovered it reduces the number of new components that must be manufactured, thus reducing costs in the manufacturing process and in the amount of waste generated [6] [1] . When a disassembly task is to be performed, an important issue to be taken into consideration is the difference between the expected aspects of the component and the real ones. The component to be disassembled may change during its life-cycle, due to the way it has been used, and the environment in which it has been applied. Some sensorial system is therefore needed to achieve the correct model of the product that is being disassembled. It may also be a vision-system [3] that allows the obtaining of information about the real product.
Using this approach, the product can be modelled correctly to be able to define the disassembly tasks to be performed [4] , reaching the target component. Furthermore, when a specific component is to be separated from the rest of the product, the path to be followed for its removal must be known. Once the path has been defined, it must be followed by a robot if the disassembly tasks are to be performed automatically. When the robot is following the path, unexpected problems may arise, like an unknown contact element, the appearance of cables obstructing the trajectory, the gripper not being perfectly perpendicular to the grasping point, and so on. Therefore, some reactive system has to be used to avoid such unexpected problems.
For dealing with this problem we propose a de-manufacturing system, which uses a robot arm and a multi-sensorial system to achieve the desired disassembly of the product. The multisensorial system is also composed of a vision-system and a force-sensor that gives information when the vision-system does not give enough information to accomplish the desired task.
In the following section, the structure of the de-manufacturing system and the architecture employed is outline. Section 3 presents the multi-sensorial system used to perform the disassembly task. In Section 4 the results of this method are presented and, finally the conclusions obtained and the bibliography employed are presented.
DEMANUFACTURING SYSTEM
In this section, the structure of the de-manufacturing system is described. Figure 1 shows the main modules of the system and the different parts that make up the system.
The database contains information about the products to be disassembled: i.e., models of the different components that make up the products, and of which there are geometric models, as well as their identifying characteristics. The multi-sensorial system can be used for the recognition and location of the products and their components [3] . The global planner fuses the information that comes from the multi-sensorial system and from the database for making the particular model of the product that is going to be disassembled at that moment. This part of the systems allows changing from a model of the family of products that is to be disassembled to a model of the specific product that is being disassembled, considering its particular characteristics. The precise model of a product represents the hierarchical relations among its components. This module also generates a geometric model of the particular product.
The sequence planner uses the hierarchical model of the product to compute a total or partial disassembly sequence of a product [9] . It computes a sequence of actions to be performed for separating the components of the product that do not allow access to the desired one.
The movement generator uses the geometric model generated by the global planner for computing the path to be followed for separating one specific component of the product from the rest of components [7] [8]. When a path is computed and has to be performed by the robot, different problems may appear. These problems represent the differences between the real product and the modeled one. To solve these problems in a proper way, we propose the use of the multi-sensorial system to correct the path generated by the movement generator.
The disassembly system is composed of a PA-10 robot-arm with 7 degrees of freedom and a work table with the product to be disassembly on it.
The robot-arm has an eye-in-hand configuration to perform the visual-control. The micro-head camera used is a JAI-M536 model. Added to the eye-in-hand configuration the robot arm is complemented with a JR3 force-sensor, which allows the measurement of the interaction forces generated when a disassembly task is performed ( Figure 1 
MULTISENSORIAL SYSTEM
Employing the demanufacturing system described in Section 2, the desired trajectory in the 3-D space to be tracked, is generated. By sampling this trajectory the set r = k x/k E 1...N}, is obtained, in which kpX is the location of the object 0 with respects to the coordinate frame X at the instant k (the trajectory being specified with respect to the object 0). kpX is projected in the image at the instant k at a point of homogeneous coordinates 0 m= [xo l 1] . The corresponding coordinates in pixels will be denoted as kfX =[kfX kf X I] = A . kmX where A is a non-singular matrix which contains the intrinsic parameters of the camera being used:
where uo and vo are the pixel coordinates of the principal point, f is the focal length, Pu and Pv are the magnifications in the u and v directions respectively, and 0 is the angle between these axes. Considering that a total of M points are obtained from the object 0, the discrete trajectory in the image space is also composed of M trajectories, C1 / i e1...M (one for each feature extracted from the image that corresponds to the M points). As such, the values of each of the M trajectories in the image, at instants k are C1 = i / k E 1...N} . If the set of M features is considered as a desired configuration in the image, the set S is obtained, such that S{ ks/k E I...N} , where ks is the set of M points or features observed by the camera at instant k, s = {i/i E I...M} . Each sample, ks, is generated from each position kX . These positions are obtained considering that the time between two consecutive samples is constant, so that A k+lt = k+lt _ kt = T where T is the video rate. The desired trajectory to be tracked in the image is obtained using a natural cubic B-spline: sd (t) = kAt3 + kBt2 + kCt + kD (2) where k A, k B, k k D are obtained from the samples in the image space at the given instants.
To perform the tracking of the desired trajectory in the image space an image-based control scheme to regulate to 0 the following vision-based task function is used [5] :
J+~~~~~~~~~~~~~ (3) f+ * (S -Sd (t))(3 where s are the extracted features from the image and Jf is an estimation of the pseudoinverse of the interaction matrix [2] . To carry out the tracking of the trajectory, the following velocity must be applied to the robot (with respect to the coordinate frame located in the eye-in-hand camera):
where k > 0 is the gain of the proportional controller.
To assure that a given task in which it is required an interaction with the setting is correctly developed, the system must carry out a variation of the trajectory in the image, depending on the spatial restrictions imposed by the interaction forces. Therefore, given a collision with the setting and having recognized the normal vector of the contact surface, the transformation T that the camera must undergo to fulfil the spatial restrictions, is determined. This transformation is calculated so that it represents the nearest direction to the one obtained from the image-based control system, and which is contained in the plane of the surface. Thus, we guarantee that the visual information will be coherent with the sensorial information obtained from the force sensor.
To do so, considering f to be the position of a given feature extracted by the camera at a given instant, and [Ri ti] a sampling of the transformation T that the camera undergoes during the tracking of the recognized surface, the feature f1 extracted in each one of these positions will be: J;=A.R -A-' +A t, /Iz (5) where A is the intrinsic parameter matrix and z is the distance between the camera and the object from which the features are extracted.
From the sampling of the desired trajectory in the image, J', a spline interpolator is applied to obtain the desired trajectory in the image.
Once the coherence between both sensorial systems is guaranteed the system can use the visual and the force information coordinately to track a disassembly trajectory. The final control action, vc, will be a weighted sum obtained from the visual servoing system, vC, and from the force sensor, Vc = F(F -Ed )/k (where F and Fd are the obtained and the desired interaction forces, k is the tool stiffness, and 2F is the proportional control gain for the force controller), so that vc = pvVM +PF VFC-
RESULTS
The proposed system is tested for the removal of a screw from a rail. First of all, the hierarchical model of the product, composed by the rail and the screw is modeled. With this model the global planner adjusts the database model to the real one, using an external stereo rig to perform this task, as it has been explained in Section 2. The hierarchical model is used by the sequence planner to determine the components to be separated to get accessibility to the desired one, the screw. In this case the component is directly accessible, due to the characteristics of the product that we are working on. Once, the component to be separated has been chosen, the trajectory to be performed has to be computed using the movement generator. In this case the trajectory obtained is to move the screw in a perpendicular direction to the rail and oriented to the top surface of the rail. At this point we should mention that since we are not interested in image processing issues in this paper, the tracked target is composed of four grey marks which will be the extracted features during the tracking (see Figure 2) and are adequate to control the task [2] .
Considering this path to be followed by the screw, the robot detects a collision between the rail and the screw when the real task is been performed. To correct this situation a simultaneous control of the position and of the interaction of the robot has to be performed. To carry out this task, the experimental setup shown in Figure 2 Fr' appear in the opposite direction of Fo (see Figure 2 .c), these forces must be avoided for removing the screw. To achieve the correct removal of the component, the new direction Fe is generated for removing the component from the rail. This new direction can be seen in a perpendicular view of the rail in Figure 2 .d.
Obviously, when the disassembly is been done in the direction indicated in Figure 2 .a, the head of the screw will eventually collide with the rail, so that, the disassembly will no longer be possible. This happens if the screw is not perfectly modeled, i.e., it is modeled as a cylinder but the head of the screw is not considered.
The global planner generates the model of the product fusing the information from the database and the stereo rig. Therefore, the geometric model obtained is not the perfect model of the component. This simple model also allows an easy way of performing the generation of the trajectory computed for the disassembly of the component by the movement generator.
In such a case, the situation shown in Section 3 arises. That is, there is a contradiction between the direction established by the vision system and the interaction information obtained from the force-sensor. In accordance with the algorithm presented in Section 3, and once the contact surfaces has been recognized, the next step will be to modify the trajectory in the image, using the information from the force-sensor, so that the new movement direction will be coherent with the interaction information obtained.
In this task, the screw in the rail shown in Figure 2 is to be removed. In this figure the pattern with four marks, which will be extracted by using the eye-in-hand camera system during the tracking, is shown. Therefore, the desired trajectory in the image will be generated by using these marks.
To carry out the removal of the screw, its head must maintain a constant force against one side of the rail during the disassembly (1 N. in x direction), and also against the upper part (5 N. in z direction). Once the robot has grasped the screw and the contact surface is recognized, the desired trajectory in the image is generated to carry out the disassembly process. This trajectory is used by the image-based control system (see Equation 4 ) to develop the disassembly trajectory. In Figure 3 , the evolution of the forces obtained in the joint use of the force and visual control, is shown. In this figure, we can observe that once the forces are established at their desired levels, the displacement of the screw along of the rail is carried out. In the last phase of the graph, the forces are quickly annulled and, therefore, the disassembly process is finished.
CONCLUSIONS
The different modules of a generic flexible disassembly system have been described in this paper. This system allows the generation of trajectories to be performed by a robot arm and a multi-sensorial system to track these trajectories is also shown.
The use of a multi-sensorial system for the generation of disassembly trajectories increases the performance of the system because this allows it to take unknown situations into consideration. The fusion of force and visual data is a good approach for removal operations due to these sensors allow the system to react according to the real product that is been disassembled, modifying the trajectory based on the model of the product.
The force-sensor gives information about the contact between the component to be removed and the rest of the product, which is useful when occlusions of the component to be removed appear during the disassembly process.
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