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Resumen 
Mejorar el rendimiento en sistemas de cómputo ha 
impulsado el uso de aceleradores como FPGAs. 
Este trabajo presenta 2 propuestas que aúnan  su 
programabilidad y rendimiento utilizando síntesis 
de alto nivel, HLS, con FPGAs: 1) A través del 
análisis y modelado de las unidades funcionales 
generadas por los compiladores, con énfasis en la 
memoria y 2) Implementando frameworks que per-
mitan el uso eficiente de los recursos de las FPGA 
en dominios  específicos como  la visión por com-
putador. 
Introducción 
El interés por dispositivos re-programables como las 
FPGAs para acelerar aplicaciones de cómputo ha 
crecido no, principalmente como propuestas ante las 
limitaciones físicas en el escalado de los transis-
tores, como se había predicho en la ley de Moore. 
Estas limitaciones han afectado el incremento de la 
frecuencia de los procesadores y la potencia, en lu-
gar de permanecer constante, se ha incrementado de 
forma exponencial debido a las corrientes de fuga, 
poniendo fin a las proyecciones del escalado de 
Dennard [1].
Estos cambios en las bases de la evolución de los 
sistemas de cómputo ha supuesto una oportunidad 
para el uso de las FPGAs, que poseen gran cantidad 
de recursos para ser configurados, lo que permite 
tener hardware específico para cada aplicación. Las 
FPGAs han probado ser una solución eficiente en-
ergéticamente en computación de alto rendimiento, 
machine learning, procesamiento de imágenes, entre 
otros, favoreciendo la relación rendimiento/energía, 
comparada con procesadores de propósito general 
[2]. Además, las FPGAs están ahora preparadas para 
soportar aplicaciones con altas demandas de memo-
ria con la inclusión de memorias on-chip con alto 
ancho, como por ejemplo las HBM.
A pesar de las ventajas de las FPGAs, la adopción 
de estas por parte de los programadores sigue siendo 
compleja, incluso con la introducción de HLS, que 
permite su programación con lenguajes de alto nivel 
como C/C++, OpenCL, SyCL, entre otros. La HLS 
es una solución parcial, porque los tiempos de de-
sarrollo continúan siendo altos debido a la gen-
eración del bitstream y las técnicas de optimización 
en las FPGAs son diferentes a dispositivos como las 
CPUs y las GPUs.
Para mejorar la productividad usando HLS, se 
pueden optar por dos propuestas: 1) Estimar por 
medio de modelos analíticos, en etapas de pre-com-
pilación, la eficiencia de un kernel para FPGA, que 
se puede obtener en minutos; 2) Usar patrones de 
programación bien conocidos para obtener hardware 
eficiente. 
En este trabajo abordamos estas dos propuestas. En 
la primera hemos demostrado que en aplicaciones 
limitadas por la memoria externa se pueden predecir 
con precisión los tiempos de ejecución en dos tipos 
de  memoria DRAM: DDR4 y HBM. En cuanto a la 
programación usando patrones, se ha realizado una 
propuesta de implementación del framework Open-
VX diseñado para generar hardware eficiente para el 
procesamiento de imágenes, portando y mejorando 
una propuesta para FPGAs de  Xilinx a FPGAs de 
Intel, para reducir la brecha de portabilidad de los 
estándares de programación entre  estos, que sigue 
siendo muy notoria [5].
Estimación del tiempo de ejecu-
ción mediante  modelado analíti-
co 
La comunicación entre el kernel, código, con la 
memoria DRAM a través del bloque de interacción 
de memoria global o GMI, influye enormemente en 
el tiempo de ejecución de las aplicaciones limitadas 
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por memoria. El modelo propuesto se basa en el 
análisis de los bloques funcionales que forman parte 
del GMI junto con las propiedades de las propias 
memorias y algunos parámetros del kernel.  [6].
Las necesidades de cada tipo de acceso a memoria 
conllevan a latencias muy diferentes en el hardware 
generado, estos accesos son capturados por el mode-
lo lo que permite lograr un error medio de 11% para 
DDR y del 10% para HBM. Comparado con otras 
propuestas, este modelo reduce el error al menos 
dos veces a lo estimado por trabajos previos [3][4].
Para 16 aplicaciones relevantes en HPC, la Figura 1 
muestra los resultados del tiempo medido y estima-
do para DDR4 y HBM, usando un banco por vari-
able global.
Aceleración de patrones para 
aplicaciones de visión artificial 
Basados en el HiFlipVX[7], una implementación de 
kernels para FPGA basada en OpenVX, esta prop-
uesta extiende sus funcionalidades para las FPGAs 
diseñadas por Intel. Esa librería está orientada a la 
generación de hardware en la FPGA, por lo cual su 
implementación base difiere de las usadas en CPU y 
GPU. Como resultado se obtiene la primera prop-
uesta realmente portable, entre fabricantes y famil-
ias de FPGAs para el estándar OpenVX con un 
framework que permite emplear  C++ simplificando 
la programación de aplicaciones para el proce-
samiento de imágenes. La Figura 2 muestra los re-
sultados de recursos y aceleración de 3 aplicaciones 
comparadas con el estado del arte. 
Conclusiones 
Este trabajo demuestra a través de dos enfoques 
como HLS para FPGAs permite mejorar las op-
ciones de programabilidad ayudando a los progra-
madores a superar las barreras de la programación 
de hardware reconfigurable haciendo uso de mode-
los para predicción, y de frameworks que oculten 
los detalles  requeridos por las FPGAs.
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Figura 1. Tiempo Medido y estimado para 16 aplicaciones 
limitadas por memoria usando un modelo para FPGAs basado 
en memoria[6] para DDR4 1866 y HBM
F i g u r a 2 . Recursos y acel-
eración para la propuesta de aceleración con patrones Hi-
FlipVX(HFVX) comparado con el estado del arte (AFFIX) en 
dos FPGAS: a) Stratix10 Gx y b) Stratix 10 MX
a) Stratix 10 GX
b) Stratix 10 MX
