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Abstract. Omnidirectional video (ODV) provides possibilities for capture and
presentation of cultural content for museums and other exhibitions. 360° video
capture can record authentic environments and activities, and enables immersive
viewing of such material. We present the potential of ODV by reporting the learn-
ings from long-term user experience data collection with two ODV-based mu-
seum installations; a head mounted display (HMD) based rally simulator, and a
road grader simulator utilizing three projectors and haptic feedback. The results
show the value of immersion, provide insights into the possibilities and chal-
lenges of interactivity, and show, how haptic feedback can improve the overall
experience. The results also provide support to the use of physical elements in
museum installations. In addition, we managed to avoid cyber sickness, a com-
mon problem with immersive VR content, in the installations. Overall, the re-
spondents strongly support the conception that these kinds of installations would
make museums more desirable places to visit.
Keywords: omnidirectional video, 360° video, museum installation, user expe-
rience, immersion, haptic feedback, head mounted display.
1 Introduction
360° video, aka omnidirectional video (ODV) provides possibilities for the capture and
presentation of cultural content for museums and other exhibitions. Video can be used
to capture authentic places, environments and activities, and full spherical 360° capture
enables immersive viewing of such material. The limitation is that ODV is still static
video in spherical form, and therefore ways to interact with it are restricted. Still, within
the restrictions, many kinds of interactions are possible. Compared to modeling 3D
graphics, ODV capture is cost efficient and it ensures authenticity of the resulting ma-
terial and thus can also have significant cultural-historical value. To produce 360°
video, the captured place or activity needs to be physically accessed. However, video
can often be captured in locations and during activities, where most museum goers
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2would not be able to go to or join in real life. It is also possible to capture historic events
which cannot be experienced any other time.
In many cases, ODV is viewed with what can be considered immersive setups. Head-
mounted displays (HMD) are the most common and most immersive. Still, CAVE type
solutions utilizing multiple projectors or displays can also reach significant levels of
immersion [12]. Both share the fundamental interaction where content can be observed
naturally by turning one’s head towards a point of interest - whether it be accessed
through the viewport of a HMD, or observed in a CAVE via the surrounding displays.
The resulting immersion can lead to interesting and engaging experiences and is there-
fore often desirable.
In the context of museums, 360° video can be valuable for several reasons. For vis-
itors, it can provide engaging experiences, which can attract more people. The engage-
ment can also have pedagogical value as engaged visitors may absorb more infor-
mation. When visitors are allowed to choose what part of the omnidirectional video
they are looking at, different visitors may also focus on details that are particularly
interesting to them. ODV can also provide means to record culturally significant envi-
ronments and experiences in an efficient and comprehensive manner.
To study the possibilities of ODV in the context of museums we created two instal-
lations to automobile and road museum Mobilia (Kangasala, Finland); a simulator of a
vintage road grader, followed by a rally simulator. These utilize ODV in different ways.
The HMD-based rally simulator provides a more common approach with minimal in-
teraction but the viewing takes place inside an actual rally car. In contrast, the road
grader simulator features a rough physical replica of a grader interior, utilizes three
projectors, and provides more interactivity (compared to the rally simulator) as the sys-
tem reacts to pedals and a steering wheel. Both installations utilize audio (vehicle
sounds, speech), and the grader simulator also features haptic feedback in the simula-
tor’s seat.
In this paper, we look at the subjective feedback collected with several iterations of
the installations. This work provides understanding on the effects of additional modal-
ities, different levels of immersion, and different levels of interactivity on user experi-
ence. The work considers also the target user group in the museum which includes
children in great proportion. Feedback for the four versions of the road grader was gath-
ered during a period of two years starting from June 2015, and feedback for the rally
simulator was gathered for one year starting from June 2016. The results illustrate the
value of immersive viewing and show how haptic feedback can improve the overall
experience. We also present effects of different interaction metaphors. Finally, we dis-
cuss how cyber sickness can be avoided, as demonstrated by our HMD-based rally sim-
ulator installation.
Next, we will provide background on the utilization of ODV in interactive installa-
tions. Chapters 3 and 4 describe our installations and the feedback we have collected
during their deployment in the museum environment. Chapter 5 summarizes and dis-
cusses our experiences and findings, focusing on immersion, interactivity and the po-
tential of additional modalities. We believe these concepts are critical in understanding
the potential of ODV. The paper is closed with conclusions in Chapter 6.
32 Related Work
ODVs have been used in many domains and contexts. Remote operations and
telepresence applications were the first serious applications [5, 7, 23, 37], therapeutic
[9, 26, 30] and education [10] solutions have also been studied and consumer products
have followed recently. Many of these applications offer interactive content and have
UI elements which are often crucial features for pleasant user experience [4, 30]. Dif-
ferent interaction techniques in interactive omnidirectional video (iODV) [12] applica-
tions have also been studied. Desktop based interfaces [20] exists and most recent work
has focused on HMD-based interaction, where head orientation and dwell-time based
interaction is common [12]. Gesture-based interaction [2, 24 27, 31, 39] and second-
screen interfaces [38] have been studied as well. ODV has also been used to simulate
AR interactions [3]. Some applications have utilized also additional modalities [28].
Argyriou et al. [1] as well as Saarinen et al. [32] have presented guidelines for omnidi-
rectional videos in their research.
Simulators and other interactive installations in museums form one potential appli-
cation of ODV. It has been utilized in various settings with historical and cultural con-
tent. Cultural heritage has been recorded and displayed [16, 17, 22], and various per-
formances and events have been captured [e.g., 6, 18] and even used as part of theatrical
experiences [8].
The application of ODVs usually relies on immersive approach. Immersion and (the
feeling of) presence have been given various definitions by different authors. Slater
[33] separates the two so that immersion is purely objective measure defined by ren-
dering software and display technology. Related parameters include display field of
view (FOV), field of regard (FOR), resolution, update frequency, and support for ste-
reoscopy. In contrast, presence is “an individual and context-dependent user response”
to using a system, an individual’s experience of ‘being there’. In this paper, we focus
mostly on the objective immersion per Slater’s definition, but also inquire about users’
subjective views on feeling involved. A significant challenge with immersive virtual
content consumption, including ODV content is that some users experience cyber sick-
ness [29] as the result. This can be battled with well-designed content and interaction.
In immersive virtual reality, ODV can be contrasted to 3D content created either by
modeling, utilizing existing CAD models or by capturing objects and environments, for
example, with photogrammetry or laser scanning. Creating 3D content is in most cases
a time-consuming process which requires high expertise. In contrast, capturing ODVs
is possible with little training, in particular with the latest consumer grade cameras. The
ODV captures a lot of detail, and where the virtual content should carefully match some
real environment, ODVs can be particularly valuable.
ODV can be viewed in different ways. The recent advances in VR technology have
made head mounted displays (HMD) the most discussed way but options range from
viewing with regular computers (e.g., YouTube, Vimeo and Facebook support 360°
video) to hand-held devices with magic lens style interaction and CAVE like environ-
ments consisting of multiple projectors or multiple large displays. From the interaction
point of view, most ODV viewing setups allow users to control the viewing direction,
be it by head orientation in HMD, device orientation with a hand-held mobile phone,
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ment in the virtual world. The user can only move between separate videos, unlike with
full 3D content, where free exploration can be enabled. However, there are other forms
of interaction possible with ODV content, which can be combined in novel ways. In
addition to the traditional video controls (playback rate and position) [20], ODV allows
different viewing projections which can create interesting effects. For example, so
called small-planet projection (stereographic projection) creates an interesting view
into videos, particularly to videos captured while the camera is moving.
While the array of ODVs applications found in literature provides many ideas and
illustrations of the possibilities, the evaluations have been small-scale and mostly done
in laboratories. As technology now allows real-life application of ODV-based solutions,
there is need to validate the value of these solutions with real users and in real context.
In the following, we present the long-term evaluations of two ODV-based museum in-
stallations and an analysis of feedback collected over several iterations. The results
provide insights into aspects of such installations valued by museum visitors.
3 Road Grader Simulator
We looked at the possibilities of creating an interactive ODV based installation by
building a road grader installation. The system is a simulator of a vintage road grader
based on ODV, audio, and haptic feedback. It is targeted especially for families with
children, including grandparents with their grandchildren. This target user group was
specified by the museum personnel. An approach with a physical steering wheel and
pedals was chosen since the target user group, according to the museum staff, values
activities which resemble physical driving. The simulator is installed in a dedicated,
darkened room and is part of the main exhibition of the museum. The simulator has
been available for visitors since June 2015 and over the two years we have updated the
system three times, resulting in four different iterations. Subjective feedback has been
collected with a questionnaire the whole time and the collected feedback has both
guided our development steps and provided data on the effects of these updates. These
results are presented per iteration and discussed in the following. We start by describing
the technical setups, and the system’s evaluation procedure along with the findings.
3.1 System Description
The content of the road grader installation is based on 4K resolution (3840 * 1920 pix-
els, 25 frames per second) ODV. Although using videos makes it impossible to allow
users to drive around freely, ODV was chosen because it is more cost-efficient to pro-
duce than 3D models, ensures the authenticity of the content and a real historical grader
was available for capturing realistic material. A camera setup capable of capturing full
spherical video was attached on the roof of the grader and a microphone was placed
inside the cabin while the grader was driven around on small roads.
The current system setup of the simulator can be seen in Figure 1. It  consists of a
large display (three full-HD projectors with picture area of about 6*1.5 meters), a seat
5with haptic feedback, a steering wheel and brake and accelerator pedals, a computer,
an audio speaker, and a set of sensors. The sensors are a 3D accelerometer and gyro-
scope for the steering wheel (Yocto3D by YoctoPuse1), linear potentiometers for the
pedals (connected via a YoctoKnob), and a light sensor looking through a hole in the
seat (YoctoLight) to detect whether someone is sitting on it. The setup is mechanically
robust since the visitors cannot apply force directly to the sensors. The seat has a device
called Buttkicker2 to provide strong vibration feedback.
Fig. 1. The road grader simulator setup.
The display setup originally consisted of a single full-HD projector covering ~53°
of the driver’s field of view. This was later upgraded to three projectors whose image
covers about 160° of the driver’s horizontal field of view with the total horizontal res-
olution of 5760 pixels, which is higher than the resolution of the utilized video material.
The display surfaces are flat and there are clearly visible edges between the three pro-
jection surfaces. The distance from driver’s seat to the projection screens is roughly 2.5
meters. The room is dimmed so that very little outside light comes in to ensure good
contrast in the projected picture. The driver’s seat is lit with a spotlight hanging from
ceiling.
The steering wheel movement is limited to roughly 65 degrees per direction so a
single accelerometer can tell the steering angle. This is a mechanically simple solution
with minimal moving parts. In the first version, the steering wheel rotation was unlim-
ited and used a pulse counter rotated via a set of gears. The update was made because
user feedback indicated that the initial solution did not provide good experience, and
the implementation was prone to fail. For the third version we also updated the software
so that a more distinct visual response to accelerating and braking is provided.
1  http://www.yoctopuce.com/
2  http://www.thebuttkicker.com/
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sturdy. The linear potentiometers sensing the pedal movements are attached to the
mounting and hidden inside the encasing of the system.
The haptic feedback on the seat utilizes a low frequency audio transducer which
physically rumbles the seat in vertical direction based on audio signal. The audio is the
same the users hear, consisting of engine sounds and various other noises the grader
makes. The seat is mounted on rubber feet to allow movement. The resulting effect
resembles, to reasonable extent, the rumble of the grader running on a dirt road.
The light sensor in the seat detects if somebody is sitting, and it is placed under a
small hole near the front edge. There is a spotlight illuminating the seat, which ensures
that the light sensor gets enough light in the darkened room when nobody is sitting
down, and communicates to the visitors where they should go in the room. The only
problem with the light sensor solution was that initially it was located too far back so
that small children did not cover the sensor when sitting down. This was problematic
since small children are in the target user group of the installation.
The computing hardware and software consists of PC computer running an HTML-
based front end application, which displays the video and plays back audio, and a back
end which acts as an http-server, reads the sensors and serves their data to the front end.
Interactivity. The system plays back the ODV and related audio. There are several
interactive elements.
Sitting down. When nobody is sitting, the video plays back in a so-called small planet
projection. When somebody sits down, the video animates in three seconds into a view
close to first person perspective (the camera was placed on the roof of the grader so the
viewpoint is somewhat higher than in real life and vehicle interior is not visible).
The break and acceleration. The pedals control a simple simulation of driving speed
and the related engine rpm. No gear changes were included in the simulation and the
grader is simulated so that it never comes to complete halt, even if break is fully de-
pressed. The speed is communicated in three different ways.
First, video playback rate is varied. There are two rates, 0.5 when the user is braking
and 1.0 times original rate otherwise. The rate is not mapped directly to the virtual
vehicle speed as playback of the high resolution (4K) video at random rates is unrelia-
ble. As people are not very good at detecting minor changes in video playback rate, this
solution has not resulted in any negative feedback.
Second, audio matches the simulated engine RPM. From the recordings, sound clips
with different constant RPM values and samples with increasing and decreasing RPM
were selected. Based on the simulated engine RPM, appropriate samples are selected
and played back with varying playback rate (rate adjustment changing the pitch of the
sound to match the exact RPM). The software selects the sample, which matches the
current situation with minimal change from the original sampling rate to create realistic
vehicle sounds. The audio is both played back via the audio speaker and fed to the
Buttkicker to create haptic feedback.
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viewing direction and the field of view can be adjusted. The field of view of the central
projector varies so that high speed has narrower field of view than slow speed (the
average FOV is 60 degrees and it can change ±15 degrees). This effect emphasizes the
appearance of motion even when the video playback speed does not change. In addition,
the camera view tilts so that in fast speed the camera looks slightly downwards, dis-
playing more road near the vehicle while slow speed shows more sky, further affecting
the experienced speed.
Steering. Turning the steering wheel adjusts a set of visual parameters to provide some
feeling of steering. Camera heading adjusts so that steering left turns the camera left
and vice versa (i.e., like in a real vehicle). User comments indicated that some people
would assume the camera to turn the other way and we experimented with both map-
pings. The maximum view rotation is about ±30°. We also tried rolling the camera
sideways but this effect was considered potentially nauseating and was never included
in the production versions. The virtual camera can also move sideways inside the video
sphere creating some distortion somewhat similar to sideways movement. This effect
is used to small extent, the maximum offset being 0.06 * video sphere radius.
The iterations. The four main versions and the changes between them can be seen in
Table 1.
Table 1. Summary of the different versions of the road grader simulator
Version Main features
Main changes compared to the ear-
lier version
1:
“baseline”
1 projector (~53° FOV)
unlimited steering wheel rotation
–
2:
“haptic”
1 projector, haptic feedback Haptic feedback (Buttkicker) in-
stalled
3:
“3 screens”
3 projectors (~160° FOV), haptic
feedback, steering limited to ±65°
Added projectors, steering wheel ro-
tation limited
4:
“inverted
steering”
3 projectors, haptic feedback, lim-
ited steering with inverted visual ef-
fect
Camera turning logic changed to
turn to the opposite direction as the
steering wheel
3.2 Evaluation
We wanted to understand the user experience the installation provides and monitor,
how the upgrades change it. Therefore, we collected subjective feedback from users
with a questionnaire. With the data over the four iterations, we can also look at the roles
of different elements in the experience. The long-term evaluation presented here covers
data from altogether 215 respondents received between mid-June 2015 and early-June
2017.
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tionnaire. Because a suitable questionnaire was not readily available, one was created
to correspond with the context, and the objectives of the system. The custom question-
naire was required partly due to the target user group. We needed a questionnaire, which
children, possibly with the help of their parents can fill in without guidance. This re-
quired simple phrasing and limited length, making most existing questionnaires, espe-
cially those focused on immersion and presence, unsuitable. We also wanted to cover
aspects specific to the content. Thus, in addition to more general user experience as-
pects the questionnaire inquired about immersion and the appeal of the system in the
context of a (automobile) museum. The questionnaire design was based on our earlier
user experience evaluations and questionnaire development [e.g., 15, 35], including our
earlier museum installation evaluations [34].
The questionnaire includes ten statements with a five-step rating scale on the range
of Totally disagree – Neither agree or disagree – Totally agree. The statements can be
seen in Figure 2. In addition, the overall liking of the system was inquired with a five-
step smiley face scale ranging between extremely unhappy (1) – extremely happy (5).
To support and explain the quantitative results, the questionnaire includes open-ended
sentences inquiring the best and worst features of driving the road grader, as well as
other comments considering the driving or the simulator. The questionnaire ends with
a background information section asking the respondent’s age, gender (Boy/male,
Girl/female, Other), personal interest towards technology (e.g., cars), gaming and his-
tory as statements rated on a similar disagree–agree scale as the user experience state-
ments.
A table for filling in the questionnaire, and a return box, are situated in the vicinity
of the simulator in the same room. Although an electronic questionnaire would have
reduced the required work, a paper-form was selected to avoid equipment maintenance
and to ensure approachable feedback mechanism for non-technical museum visitors
such as older people with their grandchildren. In order to motivate people to provide
feedback small product prizes have been raffled amongst the respondents who have
provided their contact information.
Respondents. Between mid-June 2015 and early-June 2017, i.e., concerning all four
versions of the road grader simulator, we received feedback from altogether 215 re-
spondents (103 boy/male, 66 girl/female, 4 other, 42 did not answer). The ages of the
respondents varied between 1.5–68 years (mean=22.9, SD=17.9), the age group of 0–
10-year-olds covering about 38%, 11–20-year-olds about 19%, 21–35-year-olds about
15%, 36–50-year-olds about 18%, 51–64-year-olds about 9%, and 65-year-olds or older
only about 2% of the responses. The respondents were very interested in technology
(median 5/5), and somewhat interested in gaming and history (median 4/5).
3.3 Results
A summary of the user experience statement responses for the different versions is pre-
sented in Figure 2. As can be seen from the statement results, already the first version
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the simulator was interesting and that these kinds of simulators would increase their
interest in museum visits. Along with the experience in general, respondents mentioned,
e.g., the possibility to turn the steering wheel and to push the pedals as the most positive
things about the simulator. This indicates that people, especially children, liked the con-
crete installation which allowed them to do tangible actions. However, one not being
able to actually steer the virtual vehicle raised critique in one third of the feedback. This
can be seen also in the median experience of 2/5 for the statement “I  felt  like  I  was
actually steering a road grader”. Although we would not be able to allow free driving
with this kind of a setup, the illusion of one steering him-/herself was probably weak-
ened  by  the  fact  that  in  the  first  version,  the  rotation  of  the  steering  wheel  was  not
limited but the wheel rotated endlessly to both directions. The simulator did not feel
realistic enough, and the median overall liking for the first version of the road grader
simulator remained on a neutral level, as can be seen in Figure 3.
Our next step was to install the Buttkicker to the seat in order to enrich the experience
through haptic feedback. Compared to the previous version, this addition did improve
the experiences statistically significantly (Mann-Whitney U, p<0.05) in regards to the
irritatingness and the fun of driving, the willingness to drive again, and the overall lik-
ing of the road grader simulator. In the open questions, 18% of the best thing answers
explicitly mentioned the haptic feedback as the best things. Considering the worst thing
answers, 29% of the mentions were either nothing or the respondent marked a “-“ indi-
cating he/she could not come up with negative aspects, whereas the same proportion
was only 2% for the first version.
Unsurprisingly, the addition of haptic feedback did not help with the fact that the
respondents kept mentioning the lack of steering in their feedback. Thus, for the third
version of the road grader simulator, we tried to improve the feel of the steering wheel
by limiting its rotation to ±65 degrees, instead of the unlimited rotation. In addition,
and most importantly, we installed three projection screens for the simulator expanding
the horizontal field of view from about 53 degrees to about 160 degrees. After these
changes, the proportion of positive mentions about the scenery and pictures increased,
and the respondents felt slightly stronger as if they would have been actually aboard a
grader. However, there were no statistically significant (Mann-Whitney U) differences
in the experiences compared to the previous version with haptic feedback addition. This
was a rather unexpected result. It may be that the screens are too far away from the
user, and as the installation space is still rather large, expanding the horizontal field of
view was not enough to enable the feeling of immersion: the ceiling, the floor and the
walls on extreme left and right of the user were still visible.
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Fig. 2. Reported user experiences about the road grader simulator. The numbered circles repre-
sent the median experience values of the different versions: 1) baseline version (n=63–72), 2)
version with haptic feedback (n=29–32), 3) version with three screens (n=57–62), and 4) version
with camera turning to the opposite as the steering wheel (n=32–37). The whiskers indicate the
minimum and maximum responses, and the gray boxes indicate the interquartile range. The stars
indicate statistically significant differences compared to the previous version.
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Fig. 3. The overall likings of the four versions of the road grader simulator reported on a smiley
face scale. The numbered circles represent the median values of the different versions: 1) baseline
version (n=72), 2) version with haptic feedback (n=30), 3) version with three screens (n=62), and
4) version with camera turning to the opposite as the steering wheel (n=36). The whiskers indicate
the minimum and maximum responses, and the gray boxes indicate the interquartile range. The
star indicates statistically significant difference compared to the previous version.
People have different expectations on how a virtual environment should react to
turning the steering wheel. First, our simulator functioned so that turning the steering
wheel to the left turned also the view to the left, i.e., one would see further to the left,
like in the real driving situation. In the fourth version, we changed this to the opposite
to see whether it would affect the user experiences. Rather surprisingly, changing the
camera to turn to the opposite direction as the steering wheel showed no statistically
significant changes (Mann-Whitney U) in the experiences. However, regarding the
worst things answers, the proportion of lack of steering mentions doubled from about
30–33% for the previous three versions to about 61% for this fourth version. Also, the
medians for the statements of people feeling like steering a road grader or being aboard
one dropped a step after changing the camera turning logic, although the change was
not statistically significant.
Our findings from the iterative development of the road grader simulator show that
haptic feedback is important for such a setup combining omnidirectional video and
concrete, physical elements – a grader cabin with a seat, steering wheel and pedals in
this case. It is impossible to allow free steering for this kind of a simulator. Instead,
turning the steering wheel turns the virtual camera, not the vehicle itself. This resulted
in critique throughout the feedback by the respondents. In order to provide a richer
experience, we are developing a new solutions for more realistically mimicking steer-
ing by visual effects. The respondents were also rather neutral considering the statement
“I felt like I was actually aboard a road grader”. One obvious reason for this might be
that the camera was situated on top of the roof instead of the cabin when shooting the
ODV with the actual road grader. However, the limited field of view of the display and
lack  of  actual  grader  interior  and windows which  allowed the  users  to  see  the  room
around them most likely were even more significant factors.
4 360° Rally Simulator
After experimenting with a projector based system, we wanted to investigate the expe-
riences created by an immersive head mounted display ODV installation in the same
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place (Rally Museum in Mobilia). The system uses ODV recorded inside a rally car
during real-world rally driving. The target user group still includes children but the
installation is directed more towards adult visitors. The video is shot from the car of a
well-known rally driver, and thus, visitors can find value in both the immersive expe-
rience and the factual content. The installation, set up inside a real rally car, has been
in the Rally Museum since its opening in June 2016, and subjective feedback from one
year of use is reported in this article.
4.1 System Description
The 360° rally simulator is a system built for the Samsung Gear VR headset and Sam-
sung mobile phones. It utilizes Oculus Mobile VR SDK for displaying the visual mate-
rial on Gear VR. The content is 4K (3840 * 1920 pixels, 25 frames per second) ODV.
The simulator is set up inside an actual rally car which is part of the Mobilia Rally
Museum collection. Inside the car, the users are able to sit either on the driver’s or the
co-driver’s seat, and while sitting on the driver’s seat, also keep their hands on the
steering wheel (although the steering wheel does not control the simulator). The car
used in the installation is different and older than the car the videos were recorded in.
The simulator application is used by putting on the Gear VR headset and separate head-
phones. See Figure 4 for the physical setup in the museum.
Fig. 4. In the 360° rally simulator installation, the user is able to sit in a real car and experience
a rally stage through VR glasses and headphones.
The application consists of several ODVs and audio recorded inside a rally car dur-
ing two practice stages by many times national rally champion Juha Salo and his co-
drivers Marko Salminen and Henri Arpiainen. First, winter-time material with snowy
scenery was available for the museum visitors, and for the last four months, it was re-
placed with material recorded during a summer time practice session. The video mate-
rials consist of runs through test tracks and commentary discussion between the driver
and co-driver afterwards. The audio consisting of engine sounds and car intercom
speech enhances the experience since it allows the users to listen to the pace notes read
by the co-driver and hear engine and other sounds. In addition, there is an initial short
video from the starting position where the user can activate the driving video by looking
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at an arrow in the front of them. The videos were recorded with the camera placed
between the heads of the driver and co-driver so that viewing most of the interior, in-
cluding pace notes, steering wheel and pedals, is possible. Information about the video
(driver, co-driver, car and location) is overlaid on the ceiling of the car with a 3D text
element, which is visible when the user looks up with the HMD. This combination of
video, audio and actual physical car environment was designed to provide a novel and
exciting experience for the visitors.
4.2 Evaluation
In order to study museum visitors’ experiences with the rally simulator, subjective feed-
back from the users has been collected with a questionnaire. One of our main goals was
to study the effects of a different presentation medium (HMD) on the experience, as
opposed to the three-projector setup of the previous simulator. We also wanted to un-
derstand how interesting the visitors find the video material without interactivity and
how they experience the physical installation. We were also inquiring about cyber sick-
ness as it is a well-known challenge with immersive VR content.
Subjective Data Collection. Similar to the road grader simulator, user experiences of
the rally simulator were collected with a paper-form questionnaire. For consistency and
comparability reasons, the questionnaire created for the road grader simulator was taken
as the basis even though the target user group was somewhat different. In addition to
changing the wording to refer to the rally experience, an item inquiring the respondent’s
physical seat within the car (driver’s seat or co-driver’s seat) and a statement inquiring
whether the simulator caused the respondent nausea were added. Also, the inquiry about
the respondent’s personal interest in history was replaced with interest in rally racing.
The final 11 statements rated on a disagree–agree scale for the rally simulator can be
seen in Figure 5.
The questionnaire has been available for rally museum visitors since the simulator’s
first deployment in June 2016. A table for filling in the questionnaire, and a return box,
are situated in the vicinity of the simulator. To motivate people to provide feedback,
product prizes have been raffled amongst the respondents of the rally simulator ques-
tionnaire as well.
Respondents. Between mid-June 2016 and early-June 2017, we received feedback
from altogether 304 respondents (159 boy/male, 103 girl/female, 2 other, 40 did not
answer). 256 of these respondents experienced the winter-scenery rally, and for the re-
maining 48 respondents (~16%), the summer-scenery material was presented. The ages
of the respondents varied between 4–70 years (mean=32.0, SD=17.9), the age group of
0–10-year-olds covering about 16%, 11–20-year-olds about 17%, 21–35-year-olds
about 19%, 36–50-year-olds about 32%, 51–64-year-olds about 13%, and 65-year-olds
or older only about 3% of the responses. A clear majority, 94%, of those who reported
their physical seat, sat on the driver’s seat. The respondents were very interested in
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technology (median 5/5), and somewhat interested in gaming as well as rally racing
(median 4/5).
4.3 Results
A summary of the user experience statement responses can be seen in Figure 5.
Fig. 5. Reported user experiences with the rally simulator. The whiskers indicate the minimum
and maximum responses, the gray boxes indicate the interquartile range, and the white circles
represent the median values (n=273–286).
The overall feedback about the simulator has been very positive. For the question
“How much did you like the rally simulator overall”, the respondents rated their expe-
riences as 4/5 as a median on the smiley face scale. The users have reported the rally
experience to be extremely fun (median 5/5), and they would like to get aboard the rally
simulator again (median 5/5).
As the simulator did not attempt to mimic the situation of one actually driving a rally
car, and the camera was situated between the driver’s and the co-driver’s seat, the re-
spondents’ experiences about the statement “I felt  like I was actually driving a rally
car” remained neutral (median 3/5). After all, interactivity within the system was lim-
ited, and, e.g., the steering wheel and pedals in the physical car did not have on effect
on the simulator. However, the respondents somewhat agreed with the statement that
they felt like they were actually aboard a real, moving rally car (median 4/5). This is
logical, as sitting inside a real rally car during the experience likely increased the sense
of “being there”.
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As with the road grader simulator, the respondents strongly agreed that these kinds
of simulators would increase their interest towards museum visits (median 5/5). An
interesting finding is also that the respondents totally disagree with the statement that
the simulator caused them nausea (median 1/5), although it is commonly known that
360° videos experienced with virtual glasses may cause nausea. In fact, a clear majority
of 79% totally disagreed and 10% somewhat disagreed with the simulator causing them
nausea. Only 11 individuals out of the 280 respondents (4%) totally agreed with the
statement.
Considering the open-ended questions, the respondents admired the experience in
general, the authenticity, i.e., as if they would have been aboard a real car, and the
possibility to sit in a real car. Also, the feeling of speed, the possibilities provided by
the ODV, i.e., the ability to look around, and the audio including the pace notes, were
mentioned as positive aspects. The negative comments about the rally experience con-
centrated on the issues related to contrast and lighting of the video material throughout
the responses (about 24% of negative mentions). The videos displayed the car interior
properly but the environment outside the car was often overexposed, and the road and
its surroundings were hardly visible. In the winter recordings this was mostly due to
snowy environment while in the summer recordings (available to the museum visitors
since mid-January 2017), direct sunlight created strong contrasts. The material change
(from the winter to the summer material) actually decreased some user experience
measures (Mann-Whitney U, p<0.05): statements related to first impression, irritating-
ness and willingness for future use were rated worse.
Overall, the museum visitors obviously have enjoyed our 360° rally simulator a lot,
despite some justified critique: When asking for the worst thing about the rally experi-
ence, about 16% of the mentions explicitly stated there was nothing negative and about
13% of the mentions were a “-“ indicating that those respondents could not come up
with negative aspects. Also, when asking free-form comments, about 43% of the men-
tions were positive such as “a nice idea”, “more of these things”, or “a nice addition to
a museum”.
5 Discussion & Future Work
Constructing and iteratively refining the two ODV based museum installations has
given us understanding of the possibilities and challenges of utilizing 360° video in
such applications. The long-term collection of feedback has provided us overall under-
standing of museum goers’ attitudes and experiences and also provided us some data
on the effects of various upgrades we have introduced to the installations.
The overall feedback to the road grader was positive. The driving was considered
fun and the installation was considered something that increases willingness to visit
museums. However, the visitors reported that they did not feel like they were actually
steering the road grader. Over the revisions, we were able to improve the experience,
especially with haptic feedback, but also got some mixed results, particularly with steer-
ing mapping adjustment. The rally simulator received overall favorable feedback, it
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was considered fun and the visitors reported that they would have liked to continue
using it. While people did not feel like driving the rally car, they reported that they felt
like being inside one. The possibility to focus on the different details of a real-life rally
car was valued and the pace notes were also considered interesting.
Looking at the user experiences and comments received, we raise immersion, inter-
activity and additional modalities as the key elements relevant to ODV based museum
installations.
5.1 Immersion
The immersive nature of the ODV provided genuine value. As earlier work suggests,
the HMD based installation seemed to have more beneficial immersion. While the nov-
elty value of a VR headset may play some role in the positive user experience, the
objective immersion of the headset is significantly better than the immersion our pro-
jector based system could provide. While the horizontal coverage of the projection was
close to human field of view, the vertical coverage was much smaller and room floor
and ceiling were clearly visible to drivers. This, together with the fact that the simple
cabin did not include windows or ceiling limited the immersion. We assume that this is
the cause to the rather minimal improvement to the user experience when we added two
more projectors to the installation.
In museums, social interaction is often an important part of the experience. From
this point of view, HMD based material presentation is not optimal, since it isolates
people. It can be argued that, e.g., projection based viewing solutions, which support
multiple simultaneous users would be better. In museum settings also issues related to
public displays like honey-pot effect can be relevant, overly complex and ambiguous
installations may be avoided by visitors.
The downside of the immersion is that immersive solutions are prone to cause sim-
ulator sickness, aka, cyber sickness [29]. Especially when VR content, e.g., an ODV is
viewed with a HMD, unpredictable camera movements can cause cyber sickness [14].
It is possible to stabilize the video, in particular camera rotations in post-processing.
[13] However, shooting videos with a moving camera should always be considered very
carefully. Having at least a part of the view stable can reduce unpleasant effects. Our
respondents reported minimal ill effects, and while people who know they are prone to
cyber sickness likely did not try the installation, the reported numbers are still surpris-
ingly low indicating that the rally simulator was very successful in avoiding cyber sick-
ness. This is probably mostly due to the fact that the rally videos consisted mostly of
the fixed car interior, and moving scenery was visible only through car windows. This
provided plenty of fixed, clear focus points for the viewers. In addition, the installation
contained a couple of minutes of material and the resulting short usage sessions most
likely helped as well. Finally, watching the video in the firm cup seats of the rally car
provided a stable and comfortable environment.
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5.2 Interactivity
In the road grader simulator, we experimented with creating an interactive application
with ODV as the primary content. The simulator reacted to accelerator and brake pedals
with realistic engine sounds and subtle visual effects. This part of interaction seemed
effective. However, the feedback on steering wheel rotation never resulted in adequate
feeling of control, as seen in the user experience data. The free form feedback also
supports this conclusion. While the users liked that they could “drive” the road grader,
they also complained that they could not actually steer it. The fact that inverting the
visual steering feedback caused only slight change in the user experience tells that the
users did not really feel they were driving a vehicle. Instead, the metaphor for some of
the users was steering the world as opposed to steering the camera [36]. At the moment,
the installation may appear more interactive than it really is, which can hurt the user
experience. We are currently building a solution where more realistic driving simula-
tion controls virtual camera position and heading inside the 3D video sphere with real-
istic steering model. This solution requires a video, where the vehicle is not visible, a
3D model will be used instead. With these updates we wish to increase the feeling of
actually steering the grader, but we acknowledge that we will lose some of the benefits
of ODV, namely some of the authenticity and low production costs.
To provide any benefit, a museum installation must first capture the attention of the
visitors and intrigue them to interact. The most common use case is that a visitor will
use each installation once. Therefore, immediate usability of the installations is critical.
Issues studied with public displays, such as the barrier of first use and levels of engage-
ment and related models like audience funnel [19] and honey-pot effect [25] can be
valuable tools but at the same time, the interaction must be easy to understand and not
intimidate visitors. Utilizing physical elements and genuine items as part of the instal-
lations is recommendable in museum settings. These elements can both guide and at-
tract the users and add value to the experience. Both of our installations have received
a good number of users and museum personnel consider them worthwhile additions to
the exhibits, event when they cause additional maintenance burden. The added value of
the physical elements separate the installations from what the visitors could experience
already at home and immersion and interactivity separate them from the other exhibits.
5.3 Additional modalities
Audio-visual material can benefit from other modalities as well. Haptic sense, both
tactile and kinesthetic, were involved in our installations. The real rally car, while in-
teresting to the visitors by itself, as the environment to view the videos added tactility
to the experience. Similarly, the grader was interesting, particularly to small children
since it allowed them to steer and operate the pedals. The haptic feedback added to the
seat in the grader created a statistically significant and noteworthy improvement to the
user experience and illustrates how active haptic feedback solutions can provide value.
Many of the measures improved with the introduction of this feedback showing that
good haptic feedback can improve the overall experience, instead of being just a gim-
micky addition. With the use of, potentially authentic, physical props and additional
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feedback modalities museum installations can provide experiences which cannot be
found elsewhere.
6 Conclusions
Omnidirectional video, aka 360° video, can be used to efficiently create authentic and
immersive experiences and thus has great potential to be utilized in museum installa-
tions. Where it is possible to record material related to the exhibit, ODV can provide
engaging and entertaining experiences which can also provide valuable information and
understanding to the visitors. In this paper, we presented two systems based on ODV
material, one viewed with a head-mounted display and the other utilizing a three-pro-
jector setup. The installations also utilized physical props and additional modalities.
The reported experiences and the analysis of the roles of immersion, interactivity and
additional modalities can help others interested in building similar installations. We
consider immersion and interactivity to be important factors to help understand the pos-
sibilities of ODV based solutions. In museum settings physical elements of the instal-
lations can also have an important role.
Authenticity of the presented material is key in museum context and when video
capture is an option, ODV can be valuable. In comparison to traditional video, the in-
stallations can be more interactive. Even the baseline possibility to control the viewing
direction can be appreciated as it allows the visitors to focus on details most interesting
to them. Furthermore, the engagement, created via the interactivity and immersion can
lead to both user satisfaction and potentially efficient communication of information.
Overall, ODV based technology can create entertaining and effective museum installa-
tions. The production costs of such installations can also be reasonable; ODV camera
solutions are now available at almost all price categories, and programming interactive
ODV applications is reasonably easy with tools like Unity3D.
ODV can be especially useful in cases where the immersive nature of ODV is inher-
ently valuable. In our two cases, this value was in (virtually) being inside a special type
of vehicle not generally accessible to the public. Similarly, this value may be in a build-
ing or a location that is hard to access, or an activity that is rare or dangerous in real
life. The user experience data we collected shows that immersive ODV viewing expe-
rience can create good and valued experiences. In museum environments, it is often
possible to enrich the viewing experience further by adding physical props and some
interactivity. In our case, the real rally car, even when it did not match the specific
vehicle in videos, nor did the camera position the user’s location, enriched the viewing
experience. We were also able to minimize cyber sickness in the HMD based installa-
tion. In the case of the grader simulator, the realistic seat, especially after the addition
of haptic feedback, and the realistic steering wheel and pedals added to the experience.
The limitation of ODV compared to 3D modelled content are the fewer interaction
possibilities. ODV based solutions can still provide reasonable level of interactivity and
when the installations are properly designed, the authenticity of video content and the
reasonable productions costs make them viable options. The museum context best sup-
ports short usage sessions and the possibilities of ODV based solutions can efficiently
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fulfill the required level of interactivity. The immersive nature of these solutions can
create memorable experiences enhancing the overall museum experience. Respondents
to our user experience questionnaires strongly support the idea that these installations
can make museums more desirable places to visit.
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