In this paper, we discuss problems arising when computing resonances with a finite element method. In the pre-asymptotic regime, we detect for the one dimensional case, spurious solutions in finite element computations of resonances when the computational domain is truncated with a perfectly matched layer (PML) as well as with a Dirichlet-toNeumann map (DtN). The new test is based on the Lippmann-Schwinger equation and we use computations of the pseudospectrum to show that this is a suitable choice. Numerical simulations indicate that the presented test can distinguish between spurious eigenvalues and true eigenvalues also in difficult cases.
Introduction
Open resonators are common in many applications including acoustic properties of musical instruments, laser cavities, and multilayer x-ray resonators [16, 28, 46] . A widely applicable technique to terminate the computational domain in resonance as well as in scattering problems is a perfectly matched layer (PML). It is possible to prove that the Galerkin method converges (in gap), which implies that in the asymptotic regime there are no Galerkin eigenvalues that are unrelated to the spectrum of the original operator. However, under realistic conditions it is very costly to use sufficiently fine meshes and most computations are therefore done in the pre-asymptotic regime. The PML problem is highly non-normal and there are frequently numerous eigenvalues that are unrelated to the spectrum of the original operator. These eigenvalues are called spurious eigenvalues and they are a major challenge in engineering applications.
A common approach that aims to detect spurious solutions is to compute numerical approximations with several sets of PML parameters. Then a perturbation argument is used to distinguish true resonances from spurious solutions [21, 32, 5] . This require several computations of the eigenvalues for different parameters. The basic assumption in this approach is that spurious eigenvalues react stronger to perturbations than approximations to resonances. However, eigenvalues may also react strongly due to an insufficient approximation and it is unclear how much an eigenvalue should move to be marked as a spurious eigenvalue.
In this paper, we propose a new test based on a volume integral formulation of the problem called the Lippmann-Schwinger equation and argue that this is a suitable choice. This test is applied to numerical solutions obtained with a finite element method where the computational domain is truncated with a PML as well as with a DtN map. Numerical simulations indicate that the presented test can distinguish between spurious eigenpairs and true eigenpairs also in complicated cases when the spurious solutions mix with true approximations of resonances. The new test determines if a computed eigenvalue numerically is in an -pseudospectrum of the integral operator and the corresponding vector is an -pseudomode. The Lippmann-Schwinger equation is frequently used in acoustic and electromagnetic scattering theory [11] and it has previously been used directly to determine resonances [26, 21, 43] . The resonant modes grow exponentially at infinity but the integration in the Lippmann-Schwinger equation is only over the resonator where the solutions are well behaved. This is a computationally significant advantage in particular for large structures that contain many air holes. However, the direct approach with an integral equation is demanding since it results in a nonlinear eigenvalue problem (NEP), matrices are full, and each evaluation (e.g solver iteration) requires a matrix assembly.
An advantage with the DtN map in one dimension is that the resulting eigenvalue problem only has a quadratic nonlinearity and the formulation contains no free parameters. The PML has the advantage that the resulting eigenvalue problem is linear. However, the method contains several parameters, which influence the computational result.
For the DtN formulation, we use a block operator representation and apply standard techniques to prove an estimate for the gap between the discrete and continuous eigenspaces. Moreover, based on the results [42, 33] we state the corresponding estimate for the gap in the PML setting. Convergence in gap proves for the DtN formulation that no spurious solutions exist when the finite element space is large enough but the rate of convergence depend critically on resolvent norms that may be very large. The same conclusions hold in the PML formulation with the additional requirement that the PML layer is thick enough [33] . The eigenvalue problem with a truncated PML will have more eigenvalues inside a given region in the complex plane compared with a DtN formulation of the same problem. We introduce a DtN for the truncated PML and determine a region in the complex plane where it is possible to obtain convergence for given PML parameters. Then, we derive a new estimate of the difference between a resonance and an eigenvalue of the finite PML problem. Finally, the integral equation based test is then used to detect spurious solutions in the DtN and PML formulations. The numerical examples indicate that the test can detect spurious eigenvalues in solutions computed with relatively coarse discretizations (computed with h-FEM) as well as for fine discretizations obtained using p-FEM.
The results in this paper are stated for the one-dimensional case, which for the considered test problems, it is possible to reach the asymptotic regime and compute resonances without spurious solutions on a standard computer. This is an advantage, since in this case it is possible to evaluate numerically the performance of the new filtering technique. The filtering process can be extended to higher dimensions and it will then provide a new practical tool for many challenging applications in physics and engineering.
A procedure to efficiently compute resonances with the PML or DtN formulation is then: (i) Use a course discretization and e. g. ARPACK with several shifts to compute a selection of Galerkin eigenvalues. (ii) Use the new filtering process to sort out approximations of interest and reduce the number of shifts. (iii) Use hp-adaptivity, e.g. a technique similar to [41] for PML and [18] for DtN, to reduce the errors in the target eigenvalues. (iv) Check that the new eigenpars significantly reduce the residual in the Lippmann-Schwinger equation.
Convergence of Galerkin spectral approximations for the DtN and PML formulations
In this section we introduce the DtN and PML formulations used to truncate the exterior domains and prove convergence of the Galerkin method. Our approach to analyze the DtN formulation follow [34, 17] and we state convergence results that was proved by Bramble and Osborn, et al. [2] . The results stated for the infinite PML formulation is contained in [33] . For the finite PML problem we introduce a DtN map that is used to derive a new error estimate and reference solutions.
Computing Resonances with the DtN map
Resonance problems are closely related to the underlying scattering problem and we begin therefore with the Helmholtz scattering problem on R [12] . Consider the scattering of a given incoming wave u i by an obstacle n with support in supp (
Then the outgoing radiation condition on the scattered wave u s is
and a function that satisfies (2.1) is called outgoing [12] . The scattering problem is then: Find for given k 2 with k 2 ≥ 0 the total wave H 2 (R) u = u i + u s with u s outgoing, that satisfies
The condition (2.1) on u s ensures uniqueness of the solution [44, p. 348] , [12] . For x ∈ Ω d and given non-zero k ∈ C, equation (2.2) has the linearly independent solutions e ±ikn 0 x ∈ H 2 loc (R). For x ≥ d, we have that u s (x) = e ikn 0 x is the outgoing solution and u s (x) = e −ikn 0 x is called the incoming solution. Similarly, for x ≤ −d the function u s (x) = e −ikn 0 x is outgoing and u s (x) = e ikn 0 x is the incoming solution.
The standard definition of resonances as the poles of the analytical continuation of the resolvent operator is discussed in Sect. 4. However, these resonances can also be determined by solving a nonlinear eigenvalue problem, where the nonlinearity comes from the Dirichlet-toNeumann (DtN) map [36, 46] . In one space dimension, the problem formulation is (formerly) given by (2.1), (2.2) with u i = 0. Hence, the resonance problem restricted to
where the DtN map at x = ±d is
Note that the eigenvalues k of the resonance problem (2.3), (2.4) will have negative imaginary part, which for the resonance problem posed on R implies that an outgoing solution grows exponentially at infinity. Below, we write (2.3)-(2.4) on a variational form and state results for a conforming Galerkin finite element discretization of a reformulation of the problem as a linear pencil. Let b denote a bounded sesquilinear form on
for every weakly convergent sequence u n → u [14] . In the analysis, we use that a compact sesqulinear form (2.5) corresponds to a compact operator on H 1 (Ω d ) [14] . Define the continuous sesquilinear form a 0 :
The trace operators τ ± :
have finite rank and the sesqulinear form
Hence, from the compactness of τ ± follows that
is compact. For r > s the embedding [52, Theorem 7.2] . Hence, the bounded form
The form a 0 has a non-empty kernel and we define therefore for fixed α > 0 the shifted form
10)
The quadratic eigenvalue problem is then as follows:
and it will be used as the inner product on H 1 (Ω d ). Since the formsâ n , n = 1, 2 are compact on 13) are compact [14] . Define the operator polynomial
The operator polynomial (2.14) is a compact perturbation of the identity with an analytic dependence of λ. Hence, it follows from the analytic Fredholm theorem [40, Theorem 1.3.1] that all eigenvalues, given by Q(λ)u = 0, are isolated and of finite multiplicity. Numerical analysis of this eigenvalue problem can be based on the general theory for analytic Fredholm operator functions; see [27] and the references therein. However, an alternative approach is to study a corresponding block operator matrix formulation [38] . Then, approximation theory of linear non-selfadjoint operators can be applied [34, 15] . In particular, the results in this section show that the a-posteriori error estimations in [18] can be applied to the DtN-formulation of the resonance problem.
and assume that (u 1 u 2 ) t ∈ W \ {0}, λ ∈ C is a solution of the generalized eigenvalue problem
Then Q(λ)u 1 = 0 follows, and it can be shown that Q and (2.15) have the same eigenvalues and that they have the same multiplicities [38, Lemma 12.5] . The operator on the left hand side of (2.15) is invertible and we define the operator L : W → W,
Consequently, the spectrum of the quadratic operator function Q coincide with the set of numbers
denote a sequence of conforming finite element spaces with the approximation property
For the operator polynomial (2.14) define the projected operator function Q ν : V → V ν by Q ν = P ν Q. The Galerkin eigenvalue problem is to find vectors u ν ∈ V ν \ {0} and values λ ν ∈ C such that
The corresponding Galerkin eigenvalue problem for (2.15) is to find vectorsũ ν ∈ W ν \ {0} and values λ ν ∈ C such that
We define as in [34, 17] an auxiliary problem, which has the same eigenvalues and generalized eigenvectors as (2.20) on V ν ⊕ V ν but it is possible to show convergence in norm. Define for u ν ∈ W h \ {0}, λ ν ∈ C the generalized eigenvalue problem
and the block operator matrix formulation
In [34] it has been shown that (2.20) and (2.21) have the same spectrum and L ν → L in norm. Given a circle γ µ ∈ ρ(L) which encloses µ ∈ σ(L) and no other elements of σ(L) the Riesz projections E(µ) and E ν (µ) are defined by
The range E µ of the operator E(µ; L) : W → W,
is the corresponding generalized eigenspace and α is the smallest positive integer such that
Moreover, let E ν µ denote the range of the projection E ν (µ; L ν ). Define for closed subspaces V 1 and V 2 of a Hilbert space the gapδ between V 1 and V 2 as
The estimate (2.26) depends on the norm of the resolvents (z − L) −1 and (z − L ν ) −1 over γ µ , which can be very large for non-normal operators [13] . The inequality
holds and ρ ν depends on the approximation properties of the finite element space [3] . This indicates that very good approximation properties of W ν may be necessary to clear a given region in the complex plane from spurious eigenvalues. Definê
For large enough dim(W ν ) Kolata [34] proved the following estimates
In our case, the eigenfunctions of L and of L * will have the same regularity. Hence, we expect that the convergence of the eigenvalues are O((δ ν ) 2 ). 
Computing Resonances with the PML
In the previous section, a DtN-map was used to reduce the exterior Helmholtz problem to a bounded domain. Then, resonances were computed by solving the quadratic eigenvalue problem (2.12). In this section, we consider an alternative approach based on a complex coordinate stretching (the PML method), which results in a linear eigenvalue problem [33] . Take x c > d and let P be the third order polynomial satisfying:
, and P (x c ) = 0. Then, we define the PML strength function σ ∈ C 1 (R) as
The chosen PML strength function (2.29) is increasing for d < |x| ≤ x c and satisfies σ(x) ≥ 0. The PML problem is in Sect. 2.2.2 restricted to (− , ) and the PML strength function has then the profile shown in Fig. 2 .1. In the following sections, we consider the complex change of variable and transformation rulẽ
where
The infinite PML problem
Formally, applying (2.30) to −u − k 2 n 2 u = 0 results in the infinite PML problem: Find a non-zero u and k ∈ C such that
A variational formulation of (2.31), is written by defining the bounded sesquilinear forms a : 32) and the shifted sesquilinear formã
. S. Kim and J. E. Pasciak [33] proved that the operator A :
is well defined and bounded. Note that
The finite PML problem
For finite element computations we restrict the domain to Ω := (− , ) and choose similarly as in [33] homogeneous Dirichlet boundary conditions. Formally, the finite PML problem is then: Find the eigenpairs (u, k) such that
In the following, we consider a variational formulation of (2.34) when 0 < n min ≤ n(x) ≤ n max for all x ∈ Ω . Define the bounded sesquilinear forms a : 35) and the shifted sesquilinear formã
The eigenvalue problem is then as follows: Find vectors u ∈ H 1 0 (Ω )\{0} and complex numbers
A straightforward calculation shows thatã is coercive:
Hence,ã satisfies the inf-sup condition and b is compact since it is continuous on L 2 (Ω ) × H 1 0 (Ω ) and the embedding L 2 (Ω ) ⊂ H 1 (Ω ) is compact. Then, it follows that the operator A :
is compact [34] . Moreover, it can be shown [33, Theorem 3.1] that A can be extended to a bounded operator with domain H 1 (R). Let V := Ran(E(λ; A )) denote the generalized eigenspace associated with λ, where E(λ; A ) is the Riesz projection
(Ω ) denote a sequence of conforming finite element spaces and define the projection P ν :
The operator on S ν 0 can then be written A ν = P ν A and A ν → A in norm [42, 33] . Let V ν := Ran(E(λ; A ν )) denote the generalized eigenspace associated with λ. In the following, we consider the generalized eigenspaces V , V ν , as subspaces of
where C depends on the inverse of the inf-sup constant for the discrete problem [ 
42) The estimates (2.26) and (2.42) show that the gap between the generalized eigenspace and the corresponding approximation depend critically on the norm of the resolvent. The nonnormality of the operator and the associated finite element matrix are therefore important.
A DtN map for the finite PML problem
The eigenvalues of the DtN formulation of the resonance problem coincide with the eigenvalues of the infinite PML formulation provided that the PML strength σ 0 is large enough. However, the truncated PML problem may have more eigenvalues inside a given region in the complex plane compared with these exact formulations. Here, we derive a DtN-map for the finite PML problem that enables us to compare the standard DtN formulation with the finite PML problem in a new way. Moreover, the DtN map for the PML problem will be used to derive scalar eigenvalue relations that in Sect. 3 are used to obtain highly accurate reference solutions.
Let
. Then the problem with a finite PML layer (2.34) can be replaced by the following coupled problem
with boundary conditions u 1 (− ) = u 2 ( ) = 0 and the compatibility conditions
In the following discussion we use the definitions 
Hence, for all k ∈ D c the equations (2.43a) and (2.43b) decouple. Values k ∈ D c cannot be solutions of (2.43a) because the eigenvalue problem (2.43a) with homogeneous Dirichlet or Neumann boundary conditions has only real eigenvalues k, but 1 ± e 2ikβ = 0 has no other real solutions besides the trivial solution.
In the case, k / ∈ D c , the solutions of the coupled problem (2.43)-(2.44) in Ω d are equivalent to (2.43a) with the DtN-map
(2.46)
The condition |e 2ikβ | < 1 ensures that waves decay exponentially in the PML region, then we define the critical line as the subset of C such that
We use (2.47) to divide the 4th quadrant of the complex plane into feasible and nonfeasible searching regions for resonances. In the infinite PML problem it is known [10, 33] , that the sector is limited by arg k = arg(1/(1 + iσ 0 )), which is a larger sector compared with the sector defined by (2.47). Set λ = −ik and define for u, v ∈ H 1 (Ω d ), and λ ∈ D := {λ ∈ C : e −2βλ = 1} the form-valued function
where a n , n = 0, 1, 2 are defined in (2.6), (2.7), (2.8), and g(λ) = 2λe −2βλ /(1 − e −2βλ ). Define as in (2.10) the shifted formt(λ) := t(λ + α), α > 0, and letĝ(λ) = g(λ + α).
The operator function T corresponding to the shifted problemt
where Q is defined in (2.14). Hence, T is a finite rank perturbation of Q andĝ(λ) → 0, when σ → ∞. We derive below an estimate of the distance between λ ∈ σ(Q) andλ ∈ σ(T ) for simple eigenvalues. Assume that v andṽ are right eigenvectors of Q(λ) and T (λ), respectively. Let w andw denote the corresponding left eigenvectors with the normalizations w * Q (λ)v = 1 andw * T (λ)ṽ = 1. For a simple eigenvalue λ ∈ σ(Q) there exists a neighbourhood N containing λ such that
where R is analytic on N [30] . Let γ ⊂ N be a Cauchy contour around λ and define
The resolvent of T close to a simple eigenvalue can also be represented in the form (2.51).
Assume that it exists exactly one simple eigenvalueλ ∈ σ(T ) in the neighbourhood N of λ ∈ σ(Q) and definẽ
u := u * Ã(n) u for n = 0, 1 and let u ∈ H 1 (Ω d ) denote a function such that A 0 u = 0 andÃ 0 u = 0. Then, the following estimate holds 
Reference solutions
Assume that {ψ 1 (x, k), ψ 2 (x, k)} for a given n(x) are two independent solutions of (2.3). Then, with the DtN-map (2.4) we find the implicit eigenvalue relation
Similarly, the DtN-map for the finite PML formulation (2.43a)-(2.46) and k / ∈ D c , gives the implicit eigenvalue relation
If {ψ 1 (x, k), ψ 2 (x, k)} are known, the solutions of the scalar equations (3.1), (3.2) can be calculated to very high accuracy using a complex Newton root finder [37] . These values will be used as reference solutions for our finite element computations. Note that this procedure is slow since many computations with different initial guesses are necessary to compute all resonances in a given region of the complex plane.
In the remainder of the section we introduce three test cases used to compare results with the discussed formulations.
Single slab problem
The following problem has been considered by several authors including [43, 33] . Define for η ≥ 1 the piecewise constant function n as
Solution with DtN map: Equation (3.1) reduces to e −4iηka = R 2 , where R := (η−1)/(η+1) is called the reflectance. For η = 1 the solutions are 
which for given η is solved numerically with a complex Newton root finder. For η = 1 we obtain e 4ik(β−a) = 1, which has infinite many solutions
The eigenvalues k m in (3.6) are close to the critical line defined by (2.47) . Note that the (3.6) are exact solutions of the finite PML formulation but the problem with the usual DtN-map has no eigenvalues. Moreover, |k m+1 − k m | → 0 and arg
For a general n(x), we expect that the finite PML formulation has more solutions than the formulation with a DtN-map and these additional solutions are called spurious solutions.
Air-filled-cavity problem
The single slab problem was studied in [31] and spurious eigenvalues were successfully detected with a perturbation approach. In this section, we present a more demanding problem where the perturbation approach only selects a very small region of the complex plane as free of spurious solutions as indicated in [31, Figure 5 .24]. In particular, we derive a scalar equation for the eigenvalues, which enable us to compute highly accurate reference solutions with a Newton root finder.
Define for a > 1 the refractive index
From (3.1), we derive the implicit eigenvalue relation
(1−η/γ)(1−γ) e ik(a(γ−η)−γ) +(1+η/γ)(1+γ) e −ik(a(γ+η)−γ) .
(3.8)
In our finite element calculations we used the profile (3.7) with a = 1.5, γ = √ 3.5, and η = √ 2.5. A selection of eigenvalue approximations computed from (3.8) are given in Table  1 . In these computations, we use the complex Newton root finder [37] with machine precision as stopping-criteria. 
Bump problem
Problems with continuous refractive index are interesting from the application point of view [7, 51, 20, 48] . Motivated by the application in [48] , we introduce a refractive index profile resembling a continuous bump, and define
The solutions ψ 1 , ψ 2 in (3.1), are not available for this problem, and we therefore compute reference solutions by using a very fine FE discretization.
The Lippmann-Schwinger equation and pseudospectrum
For a closed linear operator T on a Banach space we denote by Ker T , Ran T , ρ(T ), and σ(T ), its kernel, range, resolvent set, and spectrum, respectively. Let A 0 :
x , denote the Laplacian times a constant −n
Let L 2 c (R) denote the space of L 2 -functions with compact support and let L 2 loc (R) denote the space of functions such that the restriction to every bounded subset Ω of R lies in L 2 (Ω).
The resolvent operator R 0 extends for k < 0 to a meromorphic family of operators R 0 (k) : 
, k ∈ C and the poles of R are called resonances [24] , see also [35, 39] . The identity
and k is a pole of R if the pair (u, k) satisfies the Lippmann-Schwinger equation
The non-linear eigenvalue problem (4.3) has successfully been used to compute resonances [43] 
and the eigenvalues of T equal the resonances of A (comp. e.g. [53, Chapter 2]). Let
and the following resolvent estimate holds:
We define for > 0 the restricted -pseudospectrum σ (T ) as the set of all k ∈ C such that
where the norm (4.5) increases with d and we expect exponential growth. In particular, for n = n 0 the norm of
Hence, it is plausible that the norm of
Moreover, in Sect. 5.1.2 we consider the pseudospectrum of a discretized Lippmann-Schwinger operator and the numerical calculations suggest that the resolvent norm is very well behaved. An equivalent condition for k ∈ σ (T ) is that it exist a normalized function u for which
Such u is called an approximate eigenvector or -pseudomode [13, p. 255] and we will in the paper check if the numerically computed functions are -pseudomodes of T (k). The main result of the paper is that (4.6) can be used as a suitable measure to separate true eigenvalues from the spurious eigenvalues. 
. Let ρ i be the length of the interval K i and denote by h the maximum mesh size h := max ρ i . Let P p denote the space of polynomials on R of degree ≤ p and set ν := {h, p}. We define the finite element space [47, Ch 2] . Let {ϕ 1 , . . . , ϕ N } be a basis of S ν (Ω d ). From (2.9) we form a companion linearization similar to (2.20) and state the corresponding matrix problem:
with
Then, we recover k ν by the rule k ν = −iλ ν . The PML based formulation: Similarly to the DtN formulation, we define the finite element space S ν 0 (Ω ) := {u ∈ H 1 0 (Ω ) :
as defined in (2.32), we formulate the corresponding matrix problem: Find ξ ∈ C N and λ ν ∈ C such that
Then, we recover k ν by the rule k ν = √ λ ν . We can evaluate convergence rates for those eigenvalues that approximate resonances. All considered equations have piecewise analytic coefficients n, α in Ω d and Ω . Hence, the eigenfunctions of the reference problems in Sect. 3, and the eigenfunctions of the corresponding adjoint problems are all piecewise analytic [3] . Then, since meshes that respect the nonsmoothness of the coefficients are used, exponential convergence is expected with p-FEM (fix h and increase p), and optimal converge rates are expected with h-FEM (fix p and decrease h) [3, 47] . Approximation properties of spaces of piecewise polynomials has been extensively discussed in the literature, and we refer to [47, 9] for overviews and further details.
All meshes in our computations are uniform with coarse cells starting from a cell length h = 0.5. In the presented simulations we refer to q as an index for the formulation used: q = d for the DtN, q = for the PML and q = r for the Lippmann-Schwinger formulations. We use N q for the number of degrees of freedom, p the polynomial degree of the shape functions ϕ j , cells the number of initial coarse cells K i , and ref the number of uniform refinements. Then, the relationship: N q = p×cells×2 ref + 1, holds for each FE discretization in use. We approximate eigenpairs of the two problems 5.1 and 5.3 using deal.II [6] for FE, PETSc [4] for the linear algebra routines and SLEPc [23] for the eigenvalue solvers. The shape functions are based on Gauss-Lobatto shape functions [50] . The Lippmann-Schwinger based formulation:
The estimates (2.26) and (3.14) show that the gap between the generalized eigenspace and the corresponding approximation depend critically on the norm of the resolvent. Hence, the non-normality of the operator is important. However, the derivations assumed that the finite element space is large enough.
In Sect. 4, we argued that the Lippmann-Schwinger operator function T has a well behaved resolvent and we expect therefore no spurious eigenvalues when resonances are computed from a numerical scheme based on (4.3). To illustrate this, we present a collocation scheme referred to as case (A) of the Galerkin methods in [25] , and used in [21, Sect. 3.2] for resonance computations. Let Ω r := supp (n 2 − n 2 0 ), and let {ϕ j } be a basis for S ν (Ω r ) with the property
∈ Ω r . Then, by plugging the ansatz u ν = Nr j ξ j ϕ j into (4.3), we obtain the nonlinear eigenvalue problem: Find ξ ∈ C Nr and k ν ∈ C such that
This type of nonlinear matrix eigenvalue problems can be solved using a contour integration based method [1, 8] and we apply NEPCISS to (5.4). Perturbation estimates for eigenpairs of Fredholm valued functions show how the convergence rates of this type of methods are connected with the spectral properties of T [22, 19] . Our numerical computations in Sect. 5.1 illustrate that no spurious eigenvalues are present in the Lippmann-Schwinger based formulation. However, the proposed filtering process of the finite element approximations described in Sect. 5.1 is in general a much more efficient way to compute resonances.
Computations of the pseudospectra provide insight into the behavior of the resolvent (T ν ) −1 . In these computations, we use that σ (T ν ) is the set of all z ∈ C such that
where s min T ν (z) denotes the smallest singular value of T ν (z) [49, Def. 2.10] . For the singular value computations we used SLEPc [23] . 
Numerical detection of spurious solutions
In this section we derive a discrete form of (4.6) that allow us to identify resonances from spurious solutions once we have computed FE solutions (u ν j , k ν j ) to (5.1) or to (5.3).The resulting expression for the filter is a discrete form of the condition χ d T (k)χ d u < , where u is a FE solution restricted to Ω d . In the numerical computations we use the minimal computational domain Ω r := supp (n 2 − n 2 0 ). Then, the Lippmann-Schwinger equation (4.2) can be written in the form
Let {ϕ j } be a basis for S ν (Ω r ) and let P ν be the L 2 -projection on S ν (Ω r ). Then, we define Pseudospectrum for the air-filled-cavity problem: Panels a) and b) are computed using the DtN based formulation and a1) and b1) are computed using the Lippmann-Schwinger formulation. The finite element space used in a), a1) is the same as in Fig. 5.1, a) and the space used in b), b1) is the same as in Fig. 5.1, b) . For reference, we mark the corresponding eigenvalues (3.8) with crosses (×).
with u ν L 2 (Ωr) = 1, and compute
The discrete form of χ r T (k)χ r u < is then 
Results for the single slab problem
In this subsection, the finite element method is used to approximate a selection of eigenpairs (u ν j , k ν j ) to the single slab problem described in Sect. 3.1. The aim is to illustrate the presence of spurious solutions in the different formulations, and not the use of an optimal finite element space. The inclusion of air layers is often unavoidable in applications and we show therefore computations with air-layers in the physical domain.
We set Ω d as the physical domain containing the resonator, d ≥ a, and compare computations on three grids with a = 1, and d = 1, 2, 3. The details of the discretization are p = 2, h = 0.5, and the PML parameters are fixed to σ 0 = 5,
The results are presented in Fig. 4 .1, where we show the exact eigenvalues (3.4) and approximations computed with the DtN-FEM (5.1), finite PML-FEM (5.3), and LippmannSchwinger (5.4). The case with no air-layer is shown in panel (a), here the DtN formulation ( * ) results in no spurious solutions, whereas the PML formulation ( ) results in several spurious solutions. The inclusion of air-layers is shown in panels (b) and (c), where we observe an increased number of spurious eigenvalues in the PML formulation as well as in the DtN based formulation. However, no spurious solutions were computed with the Lippmann-Schwinger formulation ( ) and air-layers are of no concern since the integration is only over supp (n 2 −n 2 0 ). Moreover, the accuracy of the computed set of eigenvalues was superior to DtN-FEM and PML-FEM. This supports the idea introduced in Sect. 4 that a filter based on the LippmannSchwinger operator can be used to identify spurious solutions in the PML formulation and in the DtN formulation.
In Sect. 2.2.3, we showed that the coupled problem (2.43) decouples when k ∈ D c := {k ∈ C : 1 ± e 2ikβ = 0} but there are no eigenvalues in the set D c . However it is plausible that solutions exist close to D c , and the results presented in Fig. 4.1, Fig. 5 This expression is an exact relationship for all the eigenvalues and by using a Newton root solver with initial guesses in D c we find solutions close to the FE approximations. Note that these eigenvalues are not approximations of resonances.
Results for the air-filled-cavity problem
In this subsection, the finite element method is used to approximate a selection of eigenpairs (u ν j , k ν j ) to the air-filled-cavity problem with the DtN-map and with the PML formulations. The problem is described in Sect. 3.2 and reference solutions are listed in Tab. 1. Then, we use (5.8) to determine the smallest > 0 such that k ν j ∈ σ (T ν ). The DtN based formulation: The estimate (2.26) shows that the gap will not decrease when the resolvent norm of at least one of the block operators (2.16), (2.22) dominates the approximability of the finite element space. The resolvent norm of (2.16), as discussed in Sect. 4, will grow exponentially when k → −∞. In Fig. 5 .1 we show eigenvalues k ν j for various discretizations. An eigenpair is numerically close to a resonance pair if k ν j ∈ σ (T ν ) for a small . Note that the test (5.8) uses not only the eigenvalues but also the corresponding eigenvectors. As expected is in general larger for k away from the real axis and the minimum is then found for low values on k j . The reason is that the quality of the approximated pairs (u ν j , k ν j ) deteriorate with greater oscillatory behavior [45] . We remark that the size of the linearized problem (5.2) is 2N d . Panels 5.1 a), b) show that for a low polynomial degree (p = 2) the lowest eigenvalue k ν j is in σ (T ν ) for ≈ 10 −2 . In Fig. 5 .1 c) we use p = 10 giving ≈ 10 −9 for the lowest eigenvalue. Fig. 5.1 d) shows the computed eigenvalues for p = 14. No spurious eigenvalues are computed in the selected region and the lowest eigenvalue is in σ (T ν ) for ≈ 10 −11 .
Reliability of the filtering process: In Fig. 5 .2, we show eigenvalues reference (×), for the DtN formulation in panels a) and b) that correspond to the discretizations a) and b) from Fig. 5.1 . In panels a1) and b1) we show eigenvalues for the Lippmann-Schwinger formulation. Discretizations in a) and a1) have the same span of functions ϕ j covering Ω r , and similarly for discretizations in b) and b1). As in Sect. 5.1.1, we observe that while the Lippmann-Schwinger formulation gives equal number of eigenvalues as exact resonances, the DtN formulation gives too many eigenvalues.
To get further insight on the reliability of the filtering test we also include (in contours) the pseudospectrum for the DtN formulation and Lippmann-Schwinger formulation in Fig.  5 .2. It is evident that the resolvent norm of the DtN formulation grows with − k, while for the Lippmann-Schwinger formulation we observe a well-behaved resolvent norm away from the spectrum.
In order to illustrate the role played by the eigenfunctions in the filtering scheme, we refer to panel a) of We compare the real parts of the exact resonance function u 15 (thick line), with computed eigenfunctions u ν j (thin line), and K(k ν j )u ν j (dashed line). For the two chosen pairs, k ν j ∈ σ (T ν ) with = 0.325 in a), while = 1.99 in b) . In agreement, we see that the pointwise distance
there is no correspondence explaining why j is larger in b). The PML based formulation: Fig. 5.3 shows eigenvalues k ν j computed using equation (5.3) with σ 0 = 5. Spurious solutions are also present in the PML based formulation. However, in the PML formulation we also have eigenvalues close to the critical line (2.47) that are not approximations to the resonances k j . Furthermore, we observe that k 0 cannot be approximated with any PML discretizaion because k 0 lies under the critical line with k 0 = 0. Similarly we see that k 1 is located very close to the critical line and the value 1 does not get below 10 −3 for any discretization. The approximation k ν j corresponding to k 2 has j ≈ 0 for finer discretizations.
As discussed above, the number of eigenvalues computed with the Lippmann-Schwinger formulation [ Fig. 5.2 a1) and b1) ] equal the number of exact resonances. In the same region, [Fig. 5.3 a) and b) ] the PML formulation shows spurious eigenvalues.
In the DtN formulation, the finite element space used in Fig. 5.1 d) was sufficient to clear the chosen region from spurious eigenvalues. The same discretization of the resonator region was used in the PML formulation but Fig. 5.3 d) shows several spurious eigenvalues in the feasible region. However, an increase of the polynomial degree to p > 22 results in no spurious eigenvalues in the shown region bounded by the critical line (2.47). By comparing Fig. 5.1 and Fig. 5.3 for equivalent discretizations it is clear that the pairs from the DtN-map have smaller j than those of the finite PML for the chosen . Fig. 5.6 shows eigenvalue approximations corresponding to σ 0 = 1/4 and to σ 0 = 10. The same FE discretization was used for both σ 0 and these computations verify that the smallest such that k ν j ∈ σ (T ν ) depends critically on σ 0 . Table 2 .
Results for the Bump problem
We use the refractive index given in Sect. .3) corresponding to the air-filledcavity problem described in Sect. 3.2 with different σ 0 . In colours we give j for each k ν j .
(5.2), (5.3) and (5.4). In the Bump problem there are no exact eigenpairs but we list in Table  2 In the regions shown, the number of eigenvalues for the DtN and PML formulations is greater than the number of reference solutions, while the LS has equal number of eigenvalues compared to the number of reference solutions. An exception is the extremely coarse discretization with N r = 9, where in the selected region the LS results in less number of numerical eigenvalues than reference eigenvalues. Moreover, we see that the resolvent norm of the LS computations is large only close to the corresponding spectrum, while the resolvent norm for the DtN and PML formulations are large even away from the spectrum.
The pseudospectrum of the discretized Lippmann-Schwinger operator in Fig. 5.2 and Fig.  5 .5 shows that it is robust also for a course discretization. The test (5.8) is therefore successful in identifying spurious eigenvalues from the DtN-FEM and PML-FEM.
Conclusions and Outlook
In this paper, we have discussed the approximation of resonances of the Helmholtz problem in open domains. Particularly, we give a new characterization of the spurious eigenvalues arising from the truncated PML problem by introducing a DtN for the finite PML in one dimension. This formulation is then used to derive a new error estimate and reference solutions. Furthermore, we propose a method to detect spurious solutions from DtN and PML computations, when the finite element method is used to approximate resonances. In our numerical experiments with the DtN map and with the truncated PML, spurious solutions were in all cases present for moderately large finite element spaces but never for finite element spaces with very good approximation properties. In our computations optimal convergence rates are reached for solutions of the discrete problems (5.2) and (5.3). Our method to detect spurious solutions could numerically distinguish between approximating eigenpairs and spurious solutions even when true resonance and spurious solutions are mixed. All computations were in one dimension but the PML formulation is similar in higher dimensions. Future work includes the efficient evaluation of the Lippman-Schwinger equation in higher dimensions and efficient calculations of eigenvalues with the DtN formulation of the resonance problem.
