In this paper we describe the well-founded initial segment of the free Heyting algebra Aα on finitely many, α, generators. We give a complete classification of initial sublattices of A2 isomorphic to A1 (called 'low ladders'), and prove that for 2 ≤ α < ω, the height of the wellfounded initial segment of Aα is ω 2 .
Introduction
The free Heyting algebra A α on α generators may be defined as the Lindenbaum algebra of intuitionistic propositional logic IP C on a set P = P α of α propositional variables. When α = 1, this is the so-called 'Rieger-Nishimura lattice', or 'ladder', [8, 7] , which has an explicit description as a lattice; all elements which are not its least or greatest elements 0, 1, lie in antichains of size 2, of which there are countably many arranged in ω levels, and the partial order relation between these is quite easily and explicitly described. For larger values of α, the structure of A α is a lot more complicated, as is remarked for instance in [5] page 34.
Our aim in this paper is to try to study certain properties of A α , principally for finite α. To begin with it is well known that A α is not well-founded for any value of α from 2 on, and one naturally enquires whether these Heyting algebras are all non-isomorphic, and if so, whether A α can be embedded in A β if and only if α ≤ β. It turns out that the (positive) answer to this latter question (for finite values at any rate) follows quite easily from work of Darnière and Junker [2] . Meanwhile in the quest for a solution, and as a potential means for distinguishing the A α , we were led to investigate the well-founded initial segment. The idea was that the height of this well-founded part might vary as α varies, giving a possible method for distinguishing the algebras. Certainly the well-founded height for A 1 is ω + 1, and for A α for infinite α it is 1 (since the well-founded part just consists of 0). Now inside A α for finite α we can find initial segments (that is, downwardly closed subsets) isomorphic to A 1 , and we refer to these as 'low ladders'. Clearly any low ladder must belong to the well-founded initial segment, and so it is natural in trying to characterize what this is to focus on what all the possibilities are for low ladders. We do not do this in general, but we are able to list all the low ladders in A 2 . There are (countably) infinitely many, all quite easily described. From this we can immediately see that the well-founded height of A 2 must be at least ω 2 . This is because for each positive integer n, we can form the disjunction of n elements corresponding to distinct low ladders, and the height will be at least ω.n, and the supremum of all these values is at least ω 2 . It seems clear that as α increases, there will be a much richer family of low ladders, but we came to the conclusion that the well-founded initial segment might be much 'fatter', but that its height should be no greater than for α = 2. Now let us consider how one might go about studying members of A α in general, and the wellfounded ones in particular. Kripke models offer a natural approach, and they were applied to free Heyting algebras by Bellissima in [1] . He provided a particular 'canonical' way of constructing A α in terms of Kripke models H α . We can say that this exhibits all possible behaviours for finite Kripke models. Since, as shown in [9] a formula is provable in intuitionistic propositional logic if and only if it holds in all finite Kripke models, H α is rich enough to capture all possibilities which arise in A α .
We give here a brief description of H α , leaving a fuller description for the next section. Now a propositional Kripke model K is specified by the assignment ρ of subsets of the set P of propositional variables to its vertices, in such a way that if v ≤ w in the partial ordering of K, then ρ(v) ⊆ ρ(w). This tells us which propositional variables p are true at which nodes (namely p is true at w provided p ∈ ρ(w)), and then one extends the definition to the truth of other formulae inductively in the usual way. The particular model H α has ω levels starting from the top, the top level of which has 2 α members, so that ρ takes all subsets of P α as values (corresponding to the classical truth values), and each new level is determined from the ones above by some carefully specified rules. These are as follows. Given the construction as far as a certain level, there are finitely many nodes on the next level down, and the greatest possible number of nodes is added subject to the stipulations that if w < v, ρ(w) ⊆ ρ(v), and if v is the only such node, then this must be a proper subset, and, allowing for these restrictions, each possibility occurs exactly once.
For any formula ϕ, the set of nodes at which ϕ is true is written asρ(ϕ). This is an upwardly closed subset of H α , and A α may then be taken to be the family of all upwardly closed subsets of H α of the formρ(ϕ) for some ϕ. This then becomes a Heyting algebra under the operations of intersection and union, and with → defined as usual by a → b is equal to the greatest c such that c ∧ a ≤ b. We often say that A α is the family of upwardly closed subsets of H α 'represented by' a formula. It is immediate that A α is countable (provided α is), and we may also identify the completion A α of A α as the family of all upwardly closed subsets of H α . It is proved in [1] that, at any rate for finite α, A α is isomorphic to the free Heyting algebra on α generators.
The analysis of A α , and also of its completion A α is therefore based on studying upwardly closed subsets of H α . The easiest ones to describe are those corresponding to low ladders, and these we call pre-low ladders. These are isomorphic to H 1 , and so have constant width 2, with a particular and easily described partial ordering. In connection with these, one can make various conjectures. For instance, that any upwardly closed subset of H α whose width is bounded is well-founded as an element of A α ; or that any upwardly closed subset of H α which when viewed as an element of A α or A α has ordinal ω has bounded width. Both of these were refuted in [3] , though it is not immediately clear whether the counter-examples lie in A α , or just A α . From our main theorem, Theorem 4.3, it follows that the second one certainly does not lie in A α . We present some of these counter-examples at the beginning of section 4.
In general it seems quite hard to tell whether a given subset of H α lies in A α , for which one would have to find implicitly or explicitly a formula representing it, and apart from a few very easy cases, we shall rely entirely on some lemmas from [1] for this, which we state in section 2. This means that for apparently quite simple subsets, which do lie in A α , the formula which is provided by Bellissima's method may actually be very complicated, and very likely not the simplest available.
The main conjecture, which amounts to saying that any well-founded subset of H α has height less than ω.n for some finite n, was disproved in [3] for the case of A α , and was only proved for A α by an entirely different approach, using induction on the least complexity of a formula representing the given subset. It uses a slight generalization of the notion of 'pre-low ladder' which we term eventually pre-low ladder, and which is defined to be an upwardly closed subset of H α with eventual width 2, which behaves 'in the same way' as a pre-low ladder below some point (see later for the precise definition). We show in Theorem 2.6 that any such is represented by a formula, so lies in A α (even though we do not need to know this for the proof of the main theorem). The main result then says that any well-founded member of A α , for finite α, may be written as a finite union of eventually pre-low ladders and a finite set, and the result on the ordinal height follows immediately.
Preliminaries and Bellissima's construction
For us a Heyting algebra A is distributive lattice with least element 0 and greatest element 1, lattice operations ∨, ∧, and such that for all x, y ∈ A, there is a greatest element z of A such that x ∧ z ≤ y, written x → y, called the pseudo-complement of x with respect to y. We may define ¬ by ¬x = x → 0. We use the notation K = K, ≤, ρ for Kripke models, where K is a non-empty set, ≤ is a partial ordering of K, and ρ is a function from elements of K to the power set of P (the set of propositional variables) such that for each w, v ∈ K, w ≤ v ⇒ ρ(w) ⊆ ρ(v). The relation |= between elements of K and propositional formulae is then give inductively as usual by:
not w |= ⊥.
A formula ϕ is valid at w in a Kripke model K if w |= ϕ, and ϕ is valid in K if it is valid at all points. If Γ is a set of formulae, we say that Γ |= ϕ if in each model K such that for all ψ ∈ Γ, K |= ψ, we also have K |= ϕ. We say that ϕ is Kripke valid if ∅ |= ϕ (also written |= ϕ).
The following result is a key point in the subsequent construction of A α .
Theorem 2.1. [9] Let K = K, ≤, ρ be a Kripke model for IPC with least element w 0 ∈ K, and suppose that w 0 |= ϕ. Then there is a finite model
* is the restriction of ρ to K * , and for all w ∈ K * and all subformulae ψ of ϕ, ψ holds in K * at w if and only if it holds there in K.
This shows decidability of intuitionistic propositional logic, since it provides an effective test for whether or not a given formula is provable (which is proved by other means in [6] ). It is also used by Bellissima in [1] to verify that his Kripke models H α are sufficiently rich to contain inside them (as final segments) a family of finite Kripke models which capture all possible intuitionistic derivabilities.
Definition: For X ⊆ K, we let (This means that if X is well-founded and has a top element x of rank α, then X can be viewed as having α + 1 levels, or 'height' α + 1.)
A subset Y of X is well-founded if any non-empty subset of Y has a minimal element. We also say that x ∈ X is well-founded if the set {y ∈ X : y ≤ x} is well-founded, and then x is well-founded if and only if its rank exists. Now we give more details of Belissima's construction of A α [1] , which is our principal tool for describing its properties. We work in intuitionistic propositional logic with a set P α = {p β : β < α} of propositional variables.
The Kripke model H α with partial ordering ≤ and labelling ρ α is defined in ω levels, and we write H α,n for the union of the top n levels (starting counting at the top from level 0). The top level H α,0 has 2 α points, so that each subset of P α labels exactly one point. The idea is that this corresponds to the classical case, and the more delicate possibilities corresponding to intuitionistic logic unfold as we move downwards. Now suppose inductively that H α,n has been defined. For each antichain S of H α,n which intersects the bottom level and each subset of the intersection of the labels at vertices of S we adjoin a new point on the next level, which is below every element of S (and is also below every element of S↑ to ensure transitivity of the partial order), except that if S is a singleton, then we only allow proper subsets of the label at its unique vertex. This defines the next level down, and H α,n+1 is the family of all these points, with the indicated partial order, and with ρ α extended by the chosen subset of P α . By construction this obeys the main stipulation for Kripke models, that
To summarize, for each antichain S in H α,n intersecting its bottom level and of size at least 2, and subset of the intersection of the labels of the elements of S, there is a unique point in the (n + 1)th level of H α,n+1 which is totally covered by S; and for each element s of the bottom level of H α,n and proper subset of its label there is a a unique point in the (n + 1)th level of H α,n+1 which is totally covered by s. In particular this means that if s is labelled by ∅, there is no point of the next level which is totally covered by s.
Finally, H α = n∈ω H α,n under the union of the partial orderings and labellings of the H α,n s.
As a trivial example, note that it follows from this that H 0 has just one point, labelled by ∅. Since it has empty label, it cannot totally cover any vertex, and as it is the only point on the top level, there can be no other points at all. As a less trivial, but still quite easy case, H 1 is shown in figure 1 , where w 0 has label {p}, and all other points are labelled by ∅. We give some more details about H 2 below.
Bellissima's main result is then as follows.
Theorem 2.2.
[1] For all α < ω, and each propositional formula ϕ in P α , we have H α |= ϕ if and only if ϕ is intuitionistically valid.
In outline the idea is that, if ϕ is not intuitionistically valid then it fails in some Kripke model, hence by Theorem 2.1 in a finite Kripke model and H α is defined to include representatives of all finite Kripke models inside it.
We now define A α to comprise all the upwardly closed subsets of H α which are represented by a formula, that is, which are of the formρ α (ϕ) for some propositional formula ϕ in P α , and then Bellissima shows the following:
For finite α, A α is isomorphic to the free Heyting algebra on α generators.
The Rieger-Nishimura Ladder, A 1 , is shown in figure 2 .
The construction of H 2 This time as the set of generators is {p, q}, there are four possible labels and so four points w 0 , w 1 , w 2 , w 3 on the top level labelled ∅, {p} , {q} , {p, q} respectively with the trivial ordering.
On the next level we have five single-parent children, three of them w 4 , w 5 , w 6 below w 1 , w 2 , w 3 respectively and labelled by ∅, w 18 below w 3 and labelled by {p}, and w 20 below w 3 and labelled by {q}.
We also have two points totally covered by the set {w 1 , w 3 }, one of them w 11 labelled by ∅, the other w 19 labelled by {p}; and two points totally covered by the set {w 2 , w 3 } one of them w 12 labelled by ∅, the other w 21 labelled by {q}.
There are nine other points w 7 , w 8 , w 9 , w 10 , w 13 , w 14 , w 15 , w 16 , w 17 below two or more points of w 0 , w 1 , w 2 , w 3 all of them labelled by ∅. This is shown in figure 3 .
The third level contains two points labelled by {p}, one of them totally covered by {w 1 , w 18 }, the other totally covered by {w 18 , w 19 }. It is also contains two points labelled by {q} one of them totally covered by {w 2 , w 20 }, the other totally covered by {w 20 , w 21 }.
On the same level we also have four single-parent children below w 18 , w 19 , w 20 , w 21 labelled by ∅, as well as a large number of other points under two or more points of w 0 , w 1 , . . . , w 21 all of them labelled by ∅.
w 4 w 5 w 6 w 7 w 8 w 9 w 10 w 11 w 12 w 13 w 14 w 15 w 16 w 17 w 18 w 19 w 20 w 21 Figure 3 We now quote the following results from [1] which guarantee that certain subsets of H α are represented by formulae. Theorem 2.4. (i) Let X be a finite subset of H α where α < ω, and suppose that, for each w ∈ X↑, there is a formula ψ w such thatρ α (ψ w ) = {w}↑. If we let ψ X = w∈X F ψ w ,
(ii) For each α < ω and w ∈ H α there is a formula ψ w such thatρ α (ψ w ) = {w}↑.
(iii) For each finite subset X of H α , the sets X↑, H α − X↓, and X↑↓↓ are elements of A α .
Corollary 2.5. Suppose that X is a subset of H α which is an element of A α . Then for all w ∈ H α , X − {w}↓ is an element of A α .
Proof. Since X − {w}↓ = X ∩ (H α − {w}↓) and by Theorem 2.4, H α − {w}↓ ∈ A α , it suffices to show that the intersection of any Y 1 , Y 2 ∈ A α lies in A α . But we already know that A α is a Heyting algebra with ∧ = ∩, so this is immediate.
We recall that a low ladder of a Heyting algebra is defined to be a downwardly closed sublattice which is isomorphic (as a lattice) to A 1 , and low ladders of A α are principally analyzed in this paper by means of the corresponding subsets of H α , which are called pre-low ladders. In the main theorem in section 4, we also need the notion of an eventually pre-low ladder, which is defined to be an upwardly closed subset of a Heyting algebra which is the union of a finite set and a set of the form L = {x n , y n : n ≥ N } for some N where x n , y n for n ≥ N fulfil the same properties as in the definition of pre-low ladder, that is, that for n ≥ N , x n+1 < x n , y n , y n+2 < x n , y n+1 , and y N +1 < y N . The following result collects together facts about pre-low ladders and also eventually pre-low ladders (the latter is not actually required in the proof of the main theorem, but is of some interest, and is proved by essentially the same method). Theorem 2.6. (i) If a pre-low ladder L of H α has a point v labelled by the empty set, then L is uniquely determined after at most two levels below v, that is, any pre-low ladder L 1 which agrees with L as far as two levels below v equals L. Furthermore if two points in the same level X of L are labelled by ∅ then L = X↑↓↓ and hence L is uniquely determined by its points down to that level, and it lies in A α .
(ii) Any eventually pre-low ladder X in H α for finite α lies in A α .
Proof. (i) By examining figure 1 we see that every point v of a pre-low ladder L is above all the points of L which are two levels below v, and as v is labelled by ∅ then after at most two levels below v in L we get a level with both points labelled by the empty set. So we just need to verify the second sentence. Note that X↑↓↓ = {v ∈ H α : {v}↑ ⊆ X↑∪X F ↓} = {v ∈ H α : {v}↑⊆ X↑∪X↓} since X = X F , and we shall show that L = {v ∈ H α : {v}↑ ⊆ X↑∪X↓}.
Let v ∈ L, and let w ∈ {v}↑. Because L is upwardly closed, w ∈ L. Since X is a level of L, w is comparable with an element of X, and hence w ∈ X↑∪X↓ as required.
Conversely, suppose that {v}↑ ⊆ X ↑∪X ↓. If v ∈ X ↑ then v ∈ L since L is upwardly closed. If v ∈ X↓ and v ∈ L, choose such v on the highest possible level and let Y be the set of minimal elements of L above v (of which there is at least one, but at most two, since L has no antichains of size greater than two). If v is totally covered by Y , then by the construction of H α , it must lie in L (here using the fact that ρ(v) = ∅), contrary to assumption. Hence there is w > v not lying in L. Since {v}↑ ⊆ X↑∪X↓, also {w}↑ ⊆ X↑∪X↓, and as w ∈ L, w ∈ X↓, which contradicts the choice of v as a maximal such point.
By Theorem 2.4 we deduce that L ∈ A α .
(ii) Since X is an eventually pre-low ladder, we may write it in the form Z ∪ {x n , y n : n ≥ N } for some finite Z, and N such that for n ≥ N , x n and y n fulfil the required properties for a pre-low ladder. Furthermore, and since α is finite, by increasing N if necessary, we may suppose that ρ(x n ), ρ(y n ) are constant, at {p 1 , . . . , p k } say. Since Z is finite, there is M ≥ N such that if z ∈ Z lies above some
Since X is upwardly closed and Z ⊆ X, Z↑ ⊆ X. Let {w}↑ ⊆ {x M , y M }↑ ∪{x M , y M }↓ and ρ(w) ⊇ {p 1 , . . . , p k }. If w ∈ {x M , y M }↑ then as X is upwardly closed, w ∈ X. Otherwise, w ∈ {x M , y M }↓. Suppose for a contradiction that w = x n , y n for all n. Then there is v ∈ {x M , y M }↓ such that {v}↑⊆ {x M , y M }↑ ∪{x M , y M }↓, v = x n , y n for all n and ρ(v) ⊇ {p 1 , . . . , p k } (namely v = w). Let such v be chosen maximal, and let Y be the set of minimal elements of {x n , y n : n ≥ M } above v (of which there are clearly either one or two). Then by construction of H α , definition of 'pre-low ladder', and the fact that ρ(v) ⊇ {p 1 , . . . , p k }, there is u > v incomparable with all members of Y . Then u ∈ {v}↑ so u is comparable with
Then {u}↑ ⊆ {v}↑ and so u fulfils the properties used to choose v. However, u > v, so this contradicts maximality of v.
Conversely, if x ∈ X then x ∈ Z or x = x n or x = y n for some n ≥ M , and it suffices to show that for
We now remark that A α is not well-founded for any α ≥ 2. The easiest way to see that A 2 is not well-founded is to note that A 1 has an infinite ascending chain ϕ 0 < ϕ 1 < ϕ 2 < . . ., which are propositional formulae in one propositional variable p say, and from this we can obtain an infinite descending chain in A 2 as q → ϕ 0 > q → ϕ 1 > q → ϕ 2 > . . .. This is not however quite strong enough for what we want in this paper, and so we also require a technique given in [1] which we now describe.
Let X ∈ A α be an upwardly closed subset of H α where 2 ≤ α < ω, and suppose that X contains an infinite antichain A.
, and the Y ↑ are all upwardly closed subsets of H α . Since A α is countable, there is Y ⊆ A such that Y ↑ ∈ A α . We can now find X 0 > X 1 > X 2 > . . . below X in A α as follows. Let X 0 = X. Assuming that X n ⊇ Y has been chosen, lying in A α , since Y ↑ ∈ A α , and Y ↑ ⊆ X n ∈ A α , we must have Y ↑ ⊂ X n ∈ A α , so we can choose w n ∈ X n − Y ↑. Then X n+1 = X n ∩ (H α − {w n }↓) lies in A α strictly below X n , but still contains Y ↑, giving the inductive step.
To apply this method, the key point therefore is to find an infinite antichain inside X. Usually this is done by starting with a level of X having at least 4 members, and showing that for one of these, x say, X contains at least 4 elements on the next level down none of which is below x. Provided this can be repeated, then all the 'omitted' elements x will form the desired infinite antichain. Note that for this, it is not sufficient for X to have a level of size at least 4, as one sees by consideringρ 2 (p ∨ q), which is the union of two pre-low ladders, so eventually of constant width 4, but which is certainly well-founded. If however below some level on which X has at least four points, X contains all points totally covered by subsets of X, then what is required can be achieved, since if x 1 , x 2 , x 2 , x 4 are four points of X on one level, there are points on the next level down below {x 2 , x 3 }, {x 2 , x 4 }, {x 3 , x 4 }, and {x 2 , x 3 , x 4 } labelled by ∅, and none of these is below x 1 .
The low ladders of A 2
In this section we give a complete description of all the low ladders in A 2 . In particular we see that there are infinitely many of them, which at once implies that the height of the well-founded part of A 2 is at least ω 2 , and the same result follows for all finite α ≥ 2 since {a ∧ p 2 ∧ . . . ∧ p α−1 : a ∈ A 2 } is a downwards closed subset of A 2 (a 'low copy of A 2 ') isomorphic as a lattice to A 2 . In this section we label a pre-low ladder L as {x n , y n : n ∈ ω}, where x n+1 ≺ {x n , y n }, and y 1 ≺ y 0 , y n+2 ≺ {x n , y n+1 }. See figure 4.
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Figure 4
There are 4 atoms in A 2 , namelyρ(¬p∧¬q),ρ(p∧¬q),ρ(¬p∧q), andρ(p∧q), whereρ(¬p∧¬q)
Theorem 3.1. In H 2 , there is exactly one pre-low ladder containing {w 0 , w 1 }, which equalsρ(¬q) in A 2 . Similarly there is exactly one pre-low ladder containing {w 0 , w 2 }, which equalsρ(¬p) in A 2 .
Proof. Let L = {x n , y n : n ∈ ω} be a pre-low ladder, where x 0 = w 0 , y 0 = w 1 . (As y 1 ≺ y 0 , ρ(y 0 ) = ∅, so it must be this way round.) Since ρ(w 0 ) = ∅, ρ(w 1 ) = {p} and x 1 ≺ {x 0 , y 0 } it follows that ρ(x 1 ) = ∅, and since y 1 < y 0 only, also ρ(y 1 ) = ∅. By Theorem 2.6 it follows that L is unique. Now ¬q is true throughout L since for all w ∈ L there is no extension where q is true. Suppose that w / ∈ L. Then at least one of w 2 , w 3 is an extension of w and hence ¬q is false, thus w / ∈ρ(¬q).
Theorem 3.2. There are exactly three pre-low ladders containing {w 0 ,
Proof. Let L = {x n , y n : n ∈ ω} be a pre-low ladder, where x 0 = w 0 , y 0 = w 3 . Since ρ(x 0 ) = ∅ and ρ(y 0 ) = {p, q}, ρ(x 1 ) = ∅ because x 1 = glb(x 0 , y 0 ). But y 1 may be labelled by ∅ (call it y 1∅ ), or by p (call it y 1p ), or by q (call it y 1q ), and in each of these cases necessarily we get ρ(x 2 ) = ∅ and ρ(y 2 ) = ∅. By Theorem 2.6, each of these cases then determines a unique pre-low ladder L 1 , L 2 , and L 3 , corresponding to the formulae p ↔ q, p ↔ ¬¬q, and ¬¬p ↔ q respectively. For:
Case 1: p ↔ q is true at w if and only if p, q have the same truth value for any v ≥ w, hence p ↔ q is true throughout L 1 . Now if w / ∈ L 1 , then at least one of w 1 , w 2 , y 1p , or y 1q (where p ↔ q is not true) is an extension of w, thus w / ∈ρ(p ↔ q).
Case 2: p ↔ ¬¬q is true at y 1p and false at both y 1∅ , and y 1q since p, ¬¬q are both true at y 1p , thus p ↔ ¬¬q is true throughout L 2 . Now if w / ∈ L 2 , then at least one of w 1 , w 2 , y 1∅ , or y 1q (where p ↔ ¬¬q is not true) is an extension of w, thus w / ∈ρ(p ↔ ¬¬q).
Case 3: Similar.
On considering the formula ¬¬p ←→ ¬¬q, it is seen to be true at all the points of the pre-low ladders L 1 , L 2 , and L 3 of Theorem 3.2.
Indeed, it is clearly true at both w 0 and w 3 since we argue classically at the first level of H 2 . The formula ¬¬p ←→ ¬¬q is also true at the point x 1 , since ¬¬p is false at x 1 (because p is false at w 0 ≥ x 1 ) and similarly ¬¬q is false at x 1 . Furthermore, ¬¬p ←→ ¬¬q is true at y 1∅ since both ¬¬p and ¬¬q hold at y 1∅ (because w 3 is the only extension of y 1∅ and both p and q are true at w 3 ). Similarly ¬¬p ←→ ¬¬q is true at y 1p and y 1q .
But ¬¬p ←→ ¬¬q is also true for instance at the point totally covered by {y 1∅ , y 1p } which is not in any of L 1 , L 2 or L 3 , and in fact it is true at all the points which lie between these three pre-low ladders, in other words, all the points which are totally covered by subsets of the union of these three low ladders, andρ(¬¬p ↔ ¬¬q) can be proved not to be well-founded by the method given at the end of section 2. Theorem 3.3. There are exactly two pre-low ladders in H 2 containing {w 1 , w 2 }, namelyρ(p ↔ ¬q),
Proof. Let L = {x n , y n : n ∈ ω} be a pre-low ladder with top level {w 1 , w 2 }. We suppose that x 0 = w 1 and y 0 = w 2 . Then ρ(x 1 ) = ρ(y 1 ) = ∅ since ρ(x 0 ) = {p} and ρ(y 0 ) = {q}, hence by Theorem 2.6 it follows that L is unique. Now p ↔ ¬q is true at x 1 and y 1 in L, since p and ¬q are both false at x 1 and y 1 . Similarly, p ↔ ¬q is true throughout L. Suppose that w / ∈ L. Then at least one of w 0 , w 3 (where p ↔ ¬q is false) is an extension of w, and hence w / ∈ρ(p ↔ ¬q). If instead x 0 = w 2 and y 0 = w 1 , then we again get a unique pre-low ladder corresponding to ¬p ↔ q. Theorem 3.4. In H 2 , there are infinitely many pre-low ladders containing {w 1 , w 3 }, one of which is represented byρ(p) in A 2 , and there are countably many in all. Similarly, there are infinitely many pre-low ladders containing {w 2 , w 3 }, one of which is represented byρ(q) in A 2 , and there are countably many in all.
Proof. Let {x n , y n : n ∈ ω} be a pre-low ladder, where x 0 = w 1 , y 0 = w 3 or the other way round. Since ρ(x 0 ) = {p}, ρ(y 0 ) = {p, q}, we have ρ(x 1 ) = ∅ or {p}, ρ(y 1 ) = ∅ or {p} or {q}. Thus ρ(x n ), ρ(y n ) = ∅ or {p} for all n ≥ 2.
Case 1: If one of x n , y n for some n ≥ 1 is labelled by ∅, then by Theorem 2.6 it is uniquely determined after at most two more levels down.
Case 2: All ρ(x n ), ρ(y n ) = {p} for n ≥ 1. This is then unique and is equal toρ(p), call it L. Indeed, L is unique since we must have x 0 = w 1 , y 0 = w 3 , and unique x 1 and y 1 such that ρ(x 1 ), ρ(y 1 ) = {p}, and if x n , y n , x n+1 , y n+1 ∈ L then by construction there are unique points x n+2 ≺ x n+1 , y n+1 , y n+2 ≺ x n , y n+1 such that ρ(x n+2 ), ρ(y n+2 ) = {p}. Also L =ρ(p) since the points of L are the only points that are labelled by {p} or {p, q}.
We remark that the case in which ρ(x n ), ρ(y n ) = {p} can be viewed as a limit of cases in which ρ(x n ), ρ(y n ) become ∅ at later and later values of n. Apart from two cases in which x 0 = w 3 and y 0 = w 1 , when y 1 is labelled by ∅, x 1 by ∅ or {p} and all other points by ∅, these ones all begin from x 0 = w 1 and y 0 = w 3 .
In considering the formula ¬¬p, we see that it true at all points of H 2 which have at least one of w 1 or w 3 as an extension. Thus it is true at all points of H 2 which lie outsideρ(¬p). So, we can conclude thatρ(¬¬p) contains all the infinitely many pre-low ladders starting with {w 1 , w 3 }.
Theorem 3.5. L is a pre-low ladder in H 2 if and only if it is one of the (countably many) instances described in Theorems 3.1 to 3.4.
Proof. Since L is an upwardly closed set, it must contain exactly two members of {w 0 , w 1 , w 2 , w 3 }. The theorems then tell us which pre-low ladders arise in the six possible cases.
The height of the well-founded part of A α
In this section we consider the well-founded initial part of A α , for all α. For α ≥ ω this just consists of {0}, essentially by the proof that the boolean algebra on infinitely many generators is atomless. For any non-zero member is represented by a formula ϕ in {p i : i < n} say, and then
. ., so we concentrate on finite values of α. For α = 1, the whole of A α is well-founded, with height ω + 1 (see the next lemma), so is also not of interest. We therefore assume that 2 ≤ α < ω. The main result (Theorem 4.3) gives a characterization of the well-founded members of A α (α < ω) as finite unions of eventually pre-low ladders and a finite set.
Informally we can say that as α increases, the height of the well-founded initial segment of A α does not change (it stays at ω 2 ) but its width increases dramatically (in some sense). Before doing this, we give some further examples and counter-examples, of upwardly closed subsets of H 2 , which do not however all lie in A 2 (as will follow from Theorem 4.3). We also give further information on eventually pre-low ladders, which form a key ingredient in the proof of the main theorem (also see Theorem 2.6). Let us say that the upwardly closed set X ⊆ H α is decomposable if it may be written as the union of two proper upwardly closed subsets, and it is indecomposable otherwise. Then there exist rather trivial examples of eventually pre-low ladders, not themselves pre-low ladders, which are the union of a pre-low ladder and a finite set; these however will be decomposable, so not of great interest.
Example 1: An indecomposable eventually pre-low ladder contained in H 2 with 3 points on the top level.
We take the top level x 0 , y 0 , z as the points labelled by ∅, q, and p respectively, and the other levels all just have two points x n , y n , labelled by ∅, so that y 1 < z, y 0 , y n+2 < y n+1 , x n , and x n+1 < x n , y n . This looks just like one of the pre-low ladders of Theorem 3.1, with one extra point, but almost all the points are actually different from those. To see that it is indecomposable, suppose that X = Y ∪Z where Y and Z are upwardly closed. Then either Y or Z must be infinite, so contain points in arbitrarily low levels, and it follows from this that this one of the sets must actually equal the whole of X. There are many easy modifications of this example which we do not give, which enable us to construct indecomposable eventually pre-low ladders which behave like pre-low ladders at lower and lower levels. In addition, one can construct a wide variety of indecomposable upwardly closed subsets of H 2 having width 3, or other finite widths, or having non-constant but still bounded width, or with constant width 2 but not eventually pre-low ladders, some of which were given in [3] .
Example 2: A non-well-founded upwardly closed set of eventual width 3.
This example refutes a possible conjecture that eventually bounded width implies well-foundedness. We take points x n , y n for n ≥ 0 and z n for n ≥ 1, such that x n+1 , y n+1 , z n+1 < y n , x n+1 < x n , and y n+2 < x n , where z n is labelled by ∅, y 0 by {p, q}, and all other points by {p}, then one sees that X is upwardly closed with eventual width 3, and X ⊃ X − {z 1 } ⊃ X − {z 1 , z 2 } ⊃ . . ., so it is not well-founded.
Example 3: An upwardly closed well-founded set of rank ω which has unbounded width.
We construct a chain of upwardly closed finite subsets such that X 0 ⊂ X 1 ⊂ X 2 ⊂ . . ., in which every point of X 0 is above a point of X 1 , every point of X n+1 − X n is above a point of X n+2 , and X n+1 is obtained from X n by adjoining some new levels, the lowest of which has size strictly greater than the lowest level of X n . Then X = n∈ω X n will be upwardly closed of unbounded width. To see that it is well-founded of rank ω, we just have to show that any proper upwardly closed subset Y is finite. Let x ∈ X − Y . Then x lies above some level L and since Y is upwardly closed, it has no point in L or below, so is finite.
We start with any finite upwardly closed subset X 0 of H 2 whose bottom level has at least 4 points. Now suppose that X n with bottom level L of size at least 4 has been chosen, and let a ∈ X n . We show how to add a new level below L of size > |L| and entirely below a, and then we may repeat for all elements of X n (if n = 0) or X n − X n−1 (if n > 0). Let R = {x ∈ L : x ≤ a} and S = {x ∈ L : x ≤ a} of sizes r, s respectively. Let A be the set of points of H 2 on the next level below L labelled by ∅ and totally covered by a subset of R of size ≥ 2, B be the set of points of H 2 on the next level below L labelled by ∅ and totally covered by a subset of R ∪ S intersecting both R and S. Then |A| = 2 r − r − 1 and |B| = (2 r − 1)(2 s − 1). Since all points of A ∪ B are below a, this gives what is wanted provided 2 Without indecomposability we could just take the union of two distinct pre-low ladders. To arrange that it is indecomposable, we modify Example 2, and take points x n , y n , z n for n ≥ 0, where x n+1 , y n+1 , z n+1 < y n , x n+1 < x n , z n+1 < z n , and y n+2 < x n , where z n is labelled by ∅, y 0 by {p, q}, and all other points by {p}. The only difference with Example 2 is that the z n form a chain (and z 0 is also included). To see both indecomposability and that rank is as stated, let Y be an infinite upwardly closed subset of X. If infinitely many z n s lie in Y , then in fact all z n s do, as do all x n s and y n s, so Y = X. Otherwise, only finitely many z n s lie in Y , and hence infinitely many either x n s or y n s do, and it follows that they all do, so that X must be of the form {z n : n < N }∪{x n , y n : n ∈ ω}. By the same argument as for pre-low ladders, {x n , y n : n ∈ ω} has rank ω, and it follows that X has rank ω.2.
Example 5: An upwardly closed well-founded set of rank ω 2 . The existence of this set shows that the well-founded initial segment of A α has height at least ω 2 + 1, from which we can deduce by Corollary 4.4 that it does not lie in A α .
Here we let X = {v mn : (m, n) = (0, 0)}, and for ease subdivide into X 0 = {v 0n , v n0 : n ≥ 1} and X n+1 = X n ∪ {v n+1 m : m ∈ ω}, with ordering given by
Note that we have chosen labels so that the sum of the indices is constant on each level. The set of vertices with a zero subscript forms a pre-low ladder, which is one of the ones described in Theorem 3.4 and represents p. The rest of the vertices branch out from this pre-low ladder as we proceed downwards, and they 'zig-zag' in spirals of greater and greater lengths.
First we show that for each x ∈ X, X − {x}↓ has bounded width. If x ∈ X 0 then one sees that X − {x}↓ is finite. Otherwise, x = v mn for some m, n ≥ 1, and one observes that {v mn }↓ = {v ij : i ≥ m, j ≥ n}, so that X − {v mn }↓ ⊆ {v ij : i < m or j < n}, and on any level, which has fixed index sum, this has size at most m + n − 2. From this it follows that if Y is a proper upwardly closed subset of X, then Y has bounded width, since if x ∈ X − Y , then X − {x}↓ ⊇ Y , and the same proof shows that if Y ⊂ Z are downwardly closed subsets of X, then Y has finite width strictly less than that of Z. It follows that X is well-founded, as if Y 0 ⊃ Y 1 ⊃ Y 2 ⊃ . . . are upwardly closed, then one must have least (finite width), which is impossible since the width strictly decreases.
Saying that X has rank ω 2 means that any proper upwardly closed subset Y has rank < ω.n for some finite n, and for every n, there is some upwardly closed proper subset having at least this rank. By the previous paragraph, Y has bounded width, so it suffices to show that if Y has finite eventual width N then its rank is < ω.N (or if Y is finite, it has rank < ω), which we do by induction. If Y is finite, then this is clearly true, so we now assume that Y is infinite, in which case N ≥ 2. If Y has a minimal element, let y 0 be such. Then Y − {y 0 } is a proper upwardly closed subset of Y . If y 1 is minimal in Y − {y 0 }, then Y − {y 0 , y 1 } is a proper upwardly closed subset. Repeating, this must stop, since X is well-founded, so we may write Y as Y ∪ F where Y is upwardly closed, and F is finite. Now let Z be a proper upwardly closed subset of Y , and choose y ∈ Y − Z. Then Z ⊆ Y − {y}↓, and as Y − {y}↓ clearly has smaller eventual width than Y , so does Z. Hence the eventual width of Z is at most N − 1, and by the induction hypothesis, Z has rank < ω. (N − 1) . Therefore Y has rank ≤ ω. (N − 1) , so Y has rank < ω.N , giving the induction step.
To see that X has an upwardly closed subset of rank ≥ ω.N we note that n≤N X n is a upwardly closed set having rank ω.(N + 1).
Lemma 4.1. Any indecomposable eventually pre-low ladder X in H α has rank ω, and the corresponding member of A α has ω + 1 levels.
Proof. Let Y ⊆ X be infinite and upwardly closed. Since X is an eventually pre-low ladder, we may write it as X 0 ∪ {x n , y n : n ≥ N } where X 0 is finite, and the x n , y n fulfil the properties as in a low ladder. Then Y contains x n , y n for arbitrarily large n, and in view of the relations these satisfy, it follows that it contains all x n , y n for n ≥ N . Hence X = X 0 ↑∪Y , and as X is indecomposable, X = Y . Thus the only infinite upwardly closed subset of X is X itself, which implies that its rank is at most ω. Since X is infinite, its rank is exactly ω. Lemma 4.2. Suppose that Y is an infinite upwardly closed subset of H α for 2 ≤ α < ω such that for some P ⊆ P α and for all y ∈ Y , ρ(y) ⊇ P , and that for some n and all x ∈ H α on level n or below, x totally covered by a subset of Y and ρ(x) ⊇ P implies that x ∈ Y . If Y is well-founded then it is an eventually pre-low ladder.
Proof. First we show that Y has eventual width 2. If not, then Y must have a level of size at least 3 beyond the nth. Let y 1 , y 2 , y 3 be distinct members of such a level. Then there are four points z 1 , z 2 , z 3 , z 4 in the next level down totally covered by {y 1 , y 2 }, {y 1 , y 3 }, {y 2 , y 3 }, and {y 1 , y 2 , y 3 } respectively with ρ(z i ) = P for 1 ≤ i ≤ 4. So z 1 , z 2 , z 3 , z 4 are four points in a level of Y , and hence using the method given at the end of section 2 we get an infinite antichain in Y which implies that Y has an infinite descending chain, contrary to the well-foundedness of Y .
Hence the eventual width of Y is 2, so for some N , for all n ≥ N , we let x n , y n be the members of the nth level of Y . The remainder of the proof is similar to that of Theorem 2.6. We show first that that by increasing n if necessary (by 1 or 2), we may suppose that ρ(x n ) = ρ(y n ) = P . Now there is a point of H α on level n + 1 totally covered by x n , y n and labelled by P , hence the hypothesis says that this point is in Y . So we assume that this point is x n+1 . Thus ρ(x n+1 ) = P and ρ(y n+1 ) ⊇ P . If ρ(y n+1 ) = P then we have what we want. If not, then arguing similarly, there is x n+2 on the next level totally covered by x x+1 , y n+1 and labelled by P . Also in H α there is an element on level n + 2 having y n+1 as its only parent labelled by P . This point must be y n+2 and so again ρ(x n+2 ) = ρ(y n+2 ) = P as desired.
Suppose that ρ(x n ) = ρ(y n ) = P . Now there is a point of H α on level n + 1 totally covered by x n , y n and labelled by P , hence the hypothesis says that this point is in Y . So we assume that this point is x n+1 . Since points in H α differ either by their parents or by their labels, there is no other point totally covered by x n , y n and labelled by P . Also, since the single parent points have labels which are proper subsets of P , Y has no such point in levels below level n. Thus y n+1 must be below one of x n or y n and some other set of points R from levels above the nth level of Y . Without loss of generality we assume that y n+1 is totally covered by y n and R with ρ(y n+1 ) = P .
In level n + 2 of H α there is a point totally covered by x n+1 , y n+1 and labelled by P , hence the hypothesis says that this point is in Y . So we assume that this point is x n+2 . Again, since points in H α differ either by their parents or by their labels, there is no other point totally covered by x n+1 , y n+1 and labelled by P . Also, since y n+1 is not comparable with x n , there is a point in H α on level n + 2 totally covered by y n+1 , x n and labelled by P . Thus, that point is y n+2 . Hence Y is an eventually pre-low ladder.
We further remark that the eventually pre-low ladder mentioned in this lemma is actually indecomposable, as one can easily check. Conversely, any indecomposable eventually pre-low ladder in H α for finite α must be essentially of this form, since as we pass downwards, the labels are decreasing, hence are eventually constant (see the proof of Theorem 2.6). Theorem 4.3. Any well-founded element X of A α , where 2 ≤ α < ω, is a finite union of eventually pre-low ladders and a finite set.
Proof. Since X ∈ A α , there is a formula ϕ such that X =ρ(ϕ). Let ϕ be chosen as simple as possible. We shall show that for some k, ϕ = ϕ 1 ∨ ϕ 2 ∨ . . . ∨ ϕ k where eachρ(ϕ i ) is finite or an eventually pre-low ladder.
Since A α is a distributive lattice, we may write ϕ in disjunctive normal form in terms of elements which cannot be written as non-trivial disjuncts or conjuncts. Thus ϕ = ϕ 1 ∨ ϕ 2 ∨ . . . ∨ ϕ k , where each ϕ i is of the form ψ 1 ∧ ψ 2 ∧ . . . ∧ ψ l and each ψ j is a propositional variable or an implication. In other words,
To prove the theorem, it is therefore enough to show that eachρ(ϕ i ) is finite or a finite union of eventually pre-low ladders and a finite set, since X is the union of theρ(ϕ i ) for 1 ≤ i ≤ k. Let us focus on oneρ(ϕ i ), which we write as Y , and which we assume is infinite.
For
In the former case,
and asρ( j ) ⊆ρ(δ j → j ) we get
which contradicts the minimality of ϕ. Hence Y ∩ρ( j ) ⊂ Y . Now Y ∩ρ( j ) is well-founded, being a subset of X, and is represented by a simpler formula than Y , so we may suppose inductively that Y ∩ρ( j ) is a finite union of eventually pre-low ladders and a finite set, and hence so is Y ∩ (ρ( 1 ) ∪ρ( 2 ) ∪ . . . ∪ρ( n )). If Y − (Y ∩ (ρ( 1 ) ∪ρ( 2 ) ∪ . . . ∪ρ( n ))) = Y − (ρ( 1 ) ∪ . . . ∪ρ( n )) is finite, it follows that Y may also be written in the desired form, so we now suppose that Y − (ρ( 1 ) ∪ . . . ∪ρ( n )) is infinite. In particular, this means that it has infinitely many levels in H α .
Assume first that Y ∩ (ρ( 1 ) ∪ . . . ∪ρ( n )) has at least one eventually pre-low ladder in it. Choose a level where it has become a pre-low ladder. Pick x ∈ Y − (ρ( 1 ) ∪ . . . ∪ρ( n )) in that level, and {y, z} to be the corresponding level in the chosen eventually pre-low-ladder of Y ∩(ρ( 1 )∪. . .∪ρ( n )).
We show that the point u of H α totally covered by x and y and whose label is {p 1 , . . . , p m } must lie in Y −(ρ( 1 )∪. . .∪ρ( n )). (Notice that since x, y ∈ Y = (ρ(p 1 ∧. . .∧p m ∧(δ 1 → 1 )∧. . .∧(δ n → n )), the labels of x and y must both contain {p 1 , . . . , p m }, so there is such a point u in H α .) It cannot lie in Y ∩ (ρ( 1 ) ∪ . . . ∪ρ( n )) since 1 ∨ . . . ∨ n is false at u (being false at x > u).
Now for all j, δ j → j is true and j is false at x, which implies that δ j is false there. Hence δ j is false at u, and so δ j → j is true at u. But this implies that u ∈ Y , and hence u ∈ Y − (ρ( 1 ) ∪ . . . ∪ρ( n )).
Similarly the point v which is totally covered by x and z (with label {p 1 , . . . , p m }) also lies in Y − (ρ( 1 ) ∪ . . . ∪ρ( n )). Thus Y − (ρ( 1 ) ∪ . . . ∪ρ( n )) has at least 2 points at the next level down from x. We can repeat this argument to get at least 4 points in Y − (ρ( 1 ) ∪ . . . ∪ρ( n )) on the next level. Now we can use the method described at the end of section 2 to show that Y has an infinite antichain, and hence is not well-founded, contradicting the hypotheses.
Finally suppose that Y ∩ (ρ( 1 ) ∪ . . . ∪ρ( n )) has no eventually pre-low ladders in it. Then it must be finite. We shall show that Y is an eventually low ladder.
By Lemma 4.2, if Y is not an eventually pre-low ladder, for any k there is some x ∈ H α on level k or below such that ρ(x) ⊇ {p 1 , . . . , p m }, which is totally covered by a subset of Y but which does not lie in Y . Since Y ∩ (ρ( 1 ) ∪ . . . ∪ρ( n )) is finite, we may take k greater than any level containing any point which is totally covered by Y ∩ (ρ( 1 ) ∪ . . . ∪ρ( n )). Hence in the subset of Y totally covering x, at least one point y 1 does not lie in Y ∩ (ρ( 1 ) ∪ . . . ∪ρ( n )). Since ρ(x) ⊇ {p 1 , . . . , p m }, p 1 ∧ . . . ∧ p m is true at x. To see that each δ j → j is also true at x, let y be any extension of x, and suppose that δ j is true at y. If y is a proper extension, then y ∈ Y and so as Y =ρ(p 1 ∧ . . . ∧ p m ∧ (δ 1 → 1 ) ∧ . . . ∧ (δ n → n )), δ j → j is true at y and hence so is j . To deal with the case where y = x, we show that δ j is false there. For if not, it is true at x and hence at y 1 . But y 1 ∈ Y so that δ j → j is true at y 1 , which implies that j is true at y 1 , contrary to y 1 ∈ Y ∩ (ρ( 1 ) ∪ . . . ∪ρ( n )).
This contradiction shows that Y is an eventually low ladder and completes the proof of the theorem. Proof. The height is greater than or equal to ω.n for all finite n because by Theorem 3.4 there are infinitely many pre-low ladders, and we may take disjunctions of arbitrarily large finite sets of them, so is at least ω 2 . Since any well-founded set is a finite union of eventually pre-low ladders by Theorem 4.3 and their height is ω + 1 by Lemma 4.1, it is exactly ω 2 .
We conclude by mentioning the main problem in this area left open by this work. By Example 5 presented at the beginning of this section, we know that for 2 ≤ α < ω, the height of the wellfounded initial segment of A α is definitely greater than ω 2 , but we have no idea of what its precise value is, and we just have a few more examples to show that it can be a 'little' higher than ω 2 . We conjecture that its value should at least be independent of α, and presumably some 'natural' ordinal, possibly even ω 1 .
