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Abstract
This paper proposes a technique to identify individual pipe roughness param-
eters in a water distribution network by means of the inversion of the steady-
state hydraulic network equations. By enabling the reconstruction of these
hydraulic friction parameters to be reliable, this technique improves the con-
ventional model’s accuracy and thereby promises to enhance model-based leak-
age detection and localization. As it is the case in so-called fireflow tests, this
methodology is founded on the premise to measure the pressure distributed at
a subset of nodes in the network’s graph while assuming the nodal consumption
to be known. Beside of the proposed problem formulation, which is restricted
to only allow turbulent flow in each of the network’s pipes initially, developed
algorithms are presented and evaluated using simulation examples.
Keywords: Roughness Calibration; Water Distribution Networks;
Colebrook-White; Darcy-Weisbach; Hydraulic Friction Parameters
1. Introduction
This work is motivated by the need for efficiency improvements in the dis-
tribution of water via large hydraulic distribution networks, specifically in the
drinking water supply. According to the International Water Association [1],
it is estimated that between a staggering 25 and 50 percent of the total water
amount supplied through hydraulic networks is lost in the distribution. This
stated percentage refers to the so-called non-revenue water which also accounts
for water which is stolen, although one can expect this stolen amount to be
rather insignificant.
Effectively, this paper proposes a new problem formulation for the model-
based determination of individual roughness values per pipe in the network as
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well as first approaches on how to uniquely solve it. This work is primarily
focused, apart from the problem formulation, on the deduction of the concrete
circumstances which allow a unique solution to this problem.
Historically, the main research focus shifted from heuristic methods in the
rather early appearance of calibration algorithms, as in [2, 3], over explicit
methods, e.g. [4, 5], to implicit methods based on optimization problems, min-
imizing the error between measured and simulated quantities (early references
are, for instance, [6, 7]). Explicit methods characterize those which require to di-
rectly solve steady-state hydraulic network equations [8] for the determination
of friction parameters. In this paper, we highlight the differences to existing
approaches in literature directly at the appropriate parts. However, a more
thorough literature overview can also be found in, e.g., [9], [10] or [11].
Notation. Generally, vectors and matrices are highlighted bold and italic and
are consistently assigned to variables featuring lower- and upper-case letters
respectively. Bold 1x and 0x with size x characterize a matrix or vector filled
with ones or zeros, whereas size x is only provided if it is unclear from the
context. For instance, 13 = [1 1 1]
T or
02×3 =
[
0 0 0
0 0 0
]
.
The bracket-operator [A]ij = Aij applied on matrix A ∈ Kn×m of a number
field K, e.g. K = R or K = C, selects element Aij of matrix A in row i ∈
{1, 2, . . . , n} and column j ∈ {1, 2, . . . ,m}. Bold letter ei utilizing index i ∈ N
characterizes a unity vector ei = [0 . . . 0 1 0 . . . 0]
T with variable size
where [ei]j = 0 ∀i 6= j but [ei]i = 1. The subscript {−1, 0, 1} in the set
of integers Z{−1,0,1} highlights that only subset {−1, 0, 1} is used instead of
all integers. The ceil operator d.e is applied to denote the rounding to the
next higher integer. The equality symbol supplemented with double dots, as
in ex1 =: ex2 for instance, denotes an explicit definition which assigns the
expression at the equality symbol, i.e. ex1, to the expression at the double
dots, i.e. ex2.
2. Preliminaries
2.1. Steady-State Hydraulic Network Equations
For this analysis the steady-state hydraulic network equations are considered
which allow (among other things) to neglect unsteady friction components (see
e.g. [12, 13]) needed to model fast transient effects. Mathematically, the network
is represented by a graph applying a set of Kirchhoff equations, i.e. nodal
equations
AxQ = q¯ (1a)
including the pipe flow (volumetric flow rate in m3/s) vector xQ =
[Q1 Q1 . . . Qn`]
T ∈ Rn` of P = {1, 2, . . . , n`} pipes/edges, the nodal
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consumption vector q¯ = [q1 q2 . . . qnj ]
T ∈ Rnj≥0 of I = {1, 2, . . . , nj} in-
ner nodes/vertices of the network, also considering the incidence matrix A ∈
Znj×n`{−1,0,1} which comprises minus ones, zeros and ones only. Concerning A, flows
influent to inner nodes I are counted positively whereas flows effluent of nodes
are counted negatively. These nodal equations provide nj equations out of a
minimum of n` to obtain a unique flow vector xQ. The second set of n` − nj
cycle equations reads as
Shloss(xQ) = SC˜shs (1b)
and include cycle matrix S ∈ Z(n`−nj)×n`{−1,0,1} , function hloss : Rn` → Rn` expressing
hydraulic friction as pressure head losses whereas [hloss(xQ)]i = hloss,i(Qi) with
i ∈ P, the source (pressure) heads hs ∈ Rns≥0 (also known as fixed heads)
of S = {nj + 1, . . . , nj + ns} source nodes and the source incidence matrix
C˜s ∈ Zn`×ns{−1,0,1} (see e.g. [21]). Note that according to this formulation, which
has yet to be completed, n` ≥ nj holds. In this context, head losses ∆hi =
hloss,i(Qi) =
∆pi
ρg (in m) among i ∈ P, also considering the water density ρ
and the gravitational acceleration g ≈ 9.81 m/s2, are equivalent to the water
height necessary to produce a pressure loss of ∆pi (in Pa). Contrary to A,
flows effluent of source nodes S are counted positively whereas flows influent to
source nodes are counted negatively concerning C˜s. This notation was kept in
favor of consistency among publications, see e.g. [14, 15, 16]. The intersecting
set of inner and source nodes is empty I ∩ S = {} whereas their combination
I∪S = N = {1, 2, . . . , nj +ns} yields the complete set N of the network’s nodes.
Assumption 1 (Graph). The graph representing the hydraulic network is
connected and does not contain self-loops, i.e. there is no edge/pipe where start-
ing and end node are identical. Also, the network has at least one source node
ns ≥ 1.
Remark 1. Let Assumption 1 hold, then rank (A) = nj and SA
T = 0, i.e.
incidence matrix A and cycle matrix S are orthogonal. (Proofs can be found
e.g. in [17].)
In order for the solution of (1) to result in a unique flow vector xQ, friction
function hloss(xQ) must satisfy the following properties.
Assumption 2 (Friction Function). Friction function hloss(.) is strictly
monotonically increasing, continuous and at least once continuously differen-
tiable. It further satisfies hloss(0) = 0.
Remark 2. Let Assumption 2 hold. Then, (1) has a unique solution xQ for a
specific configuration with nodal consumption q¯ and source head hs [18]. Actu-
ally, the requirement for function hloss(.) to be monotonically increasing suffices
for the solution of (1) to be unique [19].
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Knowing that SAT = 0 according to Remark 1, i.e. ker(S) = span(AT), there
exists an α ∈ Rnj such that (1b) yields C˜shs − hloss(xQ) = ATα. [8] show
that this variable α = h + z, i.e. it is equivalent to the nodal pressure head
h ∈ Rnj≥0 plus the geographical elevation z ∈ Rnj≥0 (with respect to a common
datum) of I inner nodes of the network. As a remark, it is assumed that the
geographical elevation of source nodes is already accommodated in the source
head hs which is contrary to the notation applied for nodal pressure heads h.
In sum, the solution of expressions
AxQ = q¯ (2a)
AT (h+ z) = C˜shs − hloss(xQ) (2b)
as it was proposed, e.g. by [8], also provides nodal pressure head vector h in
addition to flow vector xQ when compared to (1), although (1) already suffices
to obtain a unique xQ.
2.2. Hydraulic Friction
The pressure head loss in steady-state over a pipe due to friction along the
pipe’s surface and viscosity effects can be described by the Darcy-Weisbach
equation
∆hDW = λ
l|Q|Q
2dgA2
= λk|Q|Q (3)
using the pipe’s length l, its cross section area A, its diameter d, the gravitational
acceleration g, and the friction factor λ which itself again depends on pipe
(volumetric) flow (rate) Q and the pipe’s roughness (height)  usually specified
in millimeters. The friction factor λ has to be distinguished between the three
flow regimes, depending on the Reynolds number
Re =
ρd
Aη
|Q| (4)
also considering the water density ρ, and the dynamic water viscosity η. Figures
in this paper are adapted to η = 1.0526×10−3 Pa·s and ρ = 998.5986 kg/m3 for
a temperature of 18◦C. Since the boundaries for the different flow regimes vary
in literature, we stick to the ones used by [20, 21, 10] (referring to the Moody
diagram) specifying laminar flow below Re = 2000 and turbulent flow above
Re = 4000.
Actually, in this research area there is lively discussion on whether to use the
Hazen-Williams equation (see e.g. [10]) or (3), although both sides agree that
the description of Darcy-Weisbach (3) in combination with the friction factor
according to Colebrook & White [22]
Fcw(λ) =
1√
λ
+
2
ln(10)
ln
(

3.7d
+
2.51
Re
√
λ
)
= 0 for Re ≥ 4000 (5)
is more accurate and physically related. Relation (5) is actually only valid for
the turbulent regime, i.e. for Re ≥ 4000, and describes the friction factor λ as
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the positive real solution λ of the implicit equation Fcw(λ) = 0 in the turbulent
region. A paper by Walski and Ormsbee with the title “No Calm in West Palm”
[23] specifically addresses this debate. The error made by Hazen-Williams in
comparison to Darcy-Weisbach is allegedly so minor that its simplicity outweighs
its inaccuracy. In this context, Hazen-Williams is only valid on a narrow range of
Re values [24]. Nonetheless, the implicit Colebrook & White function Fcw(λ) is
semi-empirical and can actually be related to the partial differential Continuity
and Momentum equations [20]. It is extensively considered in literature and
widely established in the field of fluid mechanics and will thus be applied for
further analysis.
In addition to losses due to friction along the pipe’s surface and viscosity
effects, so-called minor losses per pipe
∆hm = km|Q|Q (6)
with an additional friction parameter km are considered. These minor losses can
be attributed to a specific point in the network rather than the losses along an
entire pipe (∆hDW is directly proportional to the pipe’s length l) and are caused
by appurtenances, such as fittings, valves (fully opened), 90 degree bends etc.,
penetrating the pipe and thereby provoke turbulences.
Assumption 3 (Minor Losses). Minor losses of the n` pipes concerning P
in the network can be neglected.
With the aim to identify friction parameters, one would need to determine
two parameters for each pipe in the network, namely n` roughnesses  and n`
minor loss parameters km. To keep the number of unknowns in a range that
allows them to be uniquely reconstructed from measurement data, Assumption
3 is vital and very common (although often presumed implicitly) in this research
field. As a consequence of Assumption 3, one obtains
[hloss(xQ)]i = hloss,i(Qi) = ∆hi
(3)
= ∆hDW,i ∀i ∈ P (7)
in the context of the hydraulic network equations (2) and (1) respectively.
2.3. Colebrook & White’s Flow
Although there is no explicit expression for the turbulent head loss when
using ∆h = ∆hDW according to (3) in combination with Fcw(λ) = 0 according
to (5), it is possible to explicitly specify the turbulent flow. Reformulating (3)
in terms of |Q| =
√
|∆h|
λk and then equating it with (4) results in
Re
√
λ =
ρd
ηA
√
|∆h|
k
(5)⇒ 1√
λ
= − 2
ln(10)
ln
 
3.7d
+ 2.51
ηA
ρd
√
k
|∆h|
 (8)
which can be inserted into |Q| = 1√
λ
√
|∆h|
k , leading to turbulent Colebrook &
White’s flow
ft(,∆h) = −sign (∆h) 2
ln(10)
√
|∆h|
k
ln
 
3.7d
+ 2.51
ηA
ρd
√
k
|∆h|
 . (9)
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considered as a function on the roughness  and the pressure head loss along
the pipe ∆h.
Remark 3. The smoothness of function (9) is compromised at ∆h = 0 and ∀
as ∆h appears in the denominator. However, ∆h = 0 already implies that pipe
flow Q is zero, referring to (3). This subsequently leads to Re = 0 and, hence,
to laminar flow conditions per definition (it is actually motionless to be precise).
Apart from ∆h = 0, function ft(,∆h) is smooth even in the laminar as well as
transitional regime.
3. Network and Sensor Configuration
This section briefly summarizes the sensor configuration as well as further
necessary assumptions in order for the roughness identification scheme to be
feasible.
Assumption 4 (Known Quantities). The pipes’ dimensions, i.e. their
length and diameter as well as the network’s topology and the nodal elevation are
known. Also, the source pressure hs and the nodal consumption q¯ is assumed
to be known.
Up to now, assuming the consumption to be perfectly known is, admittedly,
unrealistic. However, there is some hope that customers will be equipped with
direct measurement devices [25] in the future. In this context, there is little
doubt that wireless data transmission is inevitable, driving down maintenance-
and installation costs by economies of scale. New network protocols such as
LORA [26] which only demand low energy while being able to transmit data
over larger distances might be able to accelerate the transition to an integrated
monitoring system.
Also, in order to handle a large number of unknowns by means of np < nj
pressure sensors measuring
yh = Chh, with Ch =
[
ep1 ep2 . . . epnp
]T
∈ Znp×nj{0,1} (10)
at the subset P = {p1, p2, . . . , pnp} ⊆ I, several sets of measurements, which
have to be taken during different loading conditions (concerning hs and q¯), are
needed.
Assumption 5 (Linear Independency). There are nm sets of sufficiently
linear independent measurements, denoted by M = {1, 2, . . . , nm}, available.
Linear independence can be achieved by a variation of source pressure hs and/or
the nodal consumption q¯.
Since consumers are currently not equipped with the necessary sensor tech-
nology, so-called fireflow tests are usually conducted. At the minimum-night-
flow, somewhere from 2am to 5am where the regular water consumption is
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lowest, hydrants are opened systematically. The hydrants’ outflow is measured
as well as pressure sensors distributed throughout the network record, at least
part of, the pressure distribution. Depending on the amount of the minimum-
night-flow, this procedure is, potentially, very problematic for calibration as
nodal Kirchhoff equations (conservation of mass) are violated when the sum
of all considered hydrant flows (fireflows) is lower than the total inflow in the
network.
Assumption 6 (Steady-State). These nm sets of measurements are taken in
steady-state of the network.
In order to avoid distortions due to transient effects, which have not been
considered in the modeling procedure, the network has to be in steady-state
during the time-frame considered for each of the measurement-sets. Recording a
larger time-frame with a number of different measurement values for each sensor
in each measurement-set may also be valuable for filtering noise. Applying
simple averaging often proves effective in this regard.
Assumption 7 (Noise). The variance of the measurement noise of ap-
plied pressure sensors is significantly smaller than the pressure drop, i.e.
[var(y
(i)
h )]k  [C˜sh(i)s −AT (h(i) + z)]j for all k = 1, 2, . . . , np and j ∈ I in at
least one of the i ∈M measurement-sets. This means that the inequality holds
for all j, k in at least one of the i-th measurement-sets. Also, the measurement
errors in fireflows and pressures have zero mean.
One can sum up all assumptions in table 1.
Assumption Context
1 properties of the graph
2 characteristics of hloss(.)
3 negligible minor losses
4 pipe dimensions, source pressure, consumption
5 independency of measurements
6 measurements in steady-state
7 measurement noise
Table 1: Summary of assumptions relevant for roughness calibration.
4. Full Turbulent Problem Set-Up
Following (10), np out of nj nodal pressure heads are measured which means
that nj − np not-measured pressure heads
hN = C¯hh with C¯h =
[
ep¯1 ep¯2 . . . ep¯nj−np
]T
(11)
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have to be considered unknown. Indices of unity vectors ei ∈ Znj{0,1} thereby
belong to subset i ∈ P¯ = {p¯1, p¯2, . . . , p¯nj−np} ⊆ I such that P ∩ P¯ = {} and
P ∪ P¯ = I.
Assumption 8. Suppose that each pipe flow j in each measurement-set i is in
the turbulent regime, i.e.
Re
(i)
j =
|Q(i)j |djρ
Ajη
≥ 4000 ∀j ∈ P ∧ ∀i ∈M (12)
Assumption 8 is necessary for the Colebrook-White flow (9) to be generally
applicable.
4.1. Problem Statement
Combining the network equations (2) with Colebrook & White’s flow (9)
while considering (10) and (11), the nodal equations along the i-th measurement-
set have the following structure
AxQ(,h
(i)
N ) = q¯
(i) (13a)
∆h(i) = C˜sh
(i)
s −ATCThy(i)h −AT C¯
T
hh
(i)
N −ATz (13b)
[xQ(,∆h
(i))]j = Q
(i)
j
(9)
= ft,j([]j , [∆h
(i)]j) ∀j ∈ P (13c)
for all i ∈ {1, 2, . . . , nm} = M where the j-th flow component (13c) used for
Kirchhoff equations (13a) is calculated via (9), i.e. the flow in the turbulent
regime, thereby applying the conservation of energy for the head losses (13b).
Effectively, the unknowns of this set of equations are the roughnesses  ∈ Rn`≥0
and the pressure heads at nodes with no sensors h
(i)
N ∈ Rnj−np≥0 in the i-th
measurement-set.
At this point (13) contains, in principle, all information needed to determine
all the pipes’ roughness, provided that the assumptions in table 1 hold and suf-
ficiently many measurement-sets are available. Emphasizing on the application
of the Colebrook & White formula with respect to the explicit turbulent flow
expression, (9) has not been considered for any explicit or implicit calibration
scheme in literature as far as the authors are aware. A more recent proposal
for an explicit approach applying Hazen-William’s description of pipe friction
can be found in, for instance, [27]. However, (13) turns out to be particularly
difficult to solve even in the unperturbed case when no measurement noise is
considered. The reason for that can not only be attributed to the problem’s
size, which is considerably larger than the steady-state network equations (2),
but to the nonlinear dependency of (9) on h
(i)
N .
4.2. Number of Measurement-Sets
The principle of the presented approach starts with the premise to obtain
at least as many equations as unknowns. In the first set of measurements,
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that is i = 1, there are only nj nodal Kirchhoff equations to accommodate for
n` + nj − np unknowns. Important to note here is that the independent cycle
equations (conservation of energy) (13b) have to be used implicitly for the set-up
of nodal equations and thus provide no additional information.
The key observation is that the nodal Kirchhoff equations in the second
set of measurements, i.e. i = 2, are independent from the nodal equations
from the first measurement-set given Assumption 5. However, as in the second
measurement-set only nj − np additional unknown pressure heads have to be
considered, the additional nj independent nodal equations improve the relation
between the combined number of equations 2nj to the number of unknowns
n` + 2(nj − np). The number of nodal equations grows faster than the number
of unknown pressure heads nj > nj − np with each measurement-set.
Given a fixed number of sensors np, the minimum number of measurement-
sets in order to reach a break-even point is denoted with nm,min. One obtains
[nm,min(nj − np) + n`]− nm,minnj < 0
nm,min =
⌈
n`/np
⌉
, (14)
78 meaning that n`/np has to be rounded to the next higher integer. Inter-
estingly, this requirement is completely independent of the number of nodes,
junctions (more than two connections) to be precise, in the network. Though,
one should not be deceived by this result since the number of equations grows
linearly with nj, making the solving more difficult due to numerical issues.
5. A Modified Newton-Raphson Approach
With the aim to solve a nonlinear set of equations of the form f(x)
!
= 0
with a smooth and continuous vector function f : Rn → Rn, an iterative scheme
xk = xk−1 + ∆xk along iterations denoted by k provides quadratic convergence
to the real root x∗ ⇒ f(x∗) = 0 if the initial value x0 is chosen in vicinity of
x∗. This also provides that the full search direction
∆xk = xk − xk−1 = −
(
∂f
∂x
∣∣∣∣
xk−1
)−1
f(xk−1) = −J−1k−1f(xk−1) (15)
with step length µ = 1 is taken in all iterations, requiring the inverse of Jacobian
Jk−1 to be square and have full rank. However, in the present application (13)
f(x) =

A
. . .
A


xQ(,h
(1)
N )
xQ(,h
(2)
N )
...
xQ(,h
(nm)
N )
−

q¯(1)
q¯(2)
...
q¯(nm)
 with (16a)
xT =
[
T h
(1)T
N . . . h
(nm)
T
N
]
(16b)
9
function f : Rnmnj → Rn`+nm(nj−np) has, in general, not the same number of
components as the number of variables, i.e. nmnj 6= n` + nm(nj − np). Taking
a closer look at its thin (more rows than columns) Jacobian
J(x) =

A
. . .
A


∂xQ(,h
(1)
N )
∂
∂xQ(,h
(1)
N )
∂h
(1)
N
0 . . . 0
∂xQ(,h
(2)
N )
∂ 0
∂xQ(,h
(2)
N )
∂h
(2)
N
. . . 0
...
...
. . .
∂xQ(,h
(nm)
N )
∂ 0 0 . . .
∂xQ(,h
(nm)
N )
∂h
(nm)
N

,
(17)
where J ∈ Rnmnj×n`+nm(nj−np) is supposed to have full rank (J(x)) = n` +
nm(nj−np) in reference to Assumption 5. Note that Jk−1 := J(xk−1). A quite
practical possibility to deal with the non-square form of J(x) is to take the left
inverse J+ := (JTJ)−1JT .
5.1. First Turbulent Flow Derivatives
In order to build up the Jacobian according to (17), the derivatives of (9)
with respect to  and hN are needed. To display these derivatives more com-
pactly, the argument of the natural logarithm in (9)
` = `(,∆h) =

3.7d
+ 2.51
ηA
ρd
√
k
|∆h| (18)
is denoted by `. Starting with the roughness, one obtains (neglecting indices on
the right hand side of (19a))
∂ft,i
∂i
=: p,i(i,∆hi) =ˆ
∂ft
∂
= − 2
ln (10)
sign(∆h)
√
|∆h|
k
1
3.7d `(,∆h)
∀i ∈ P
(19a)
followed by
∂ft,i
∂hN,j
=
∂ft,i
∂∆hi
∂∆hi
∂hN,j
=: p∆h,i(i,∆hi)
∂∆hi
∂hN,j
∀i ∈ P ∧ j ∈ P¯ =ˆ
∂ft
∂hN
= − 1
ln (10)
√ 1
k|∆h| ln (`(,∆h))− 2.51
ηA
ρd
|∆h|−1
`(,∆h)
 ∂∆h
∂hN
(19b)
(neglecting indices) where the partial derivative of ∆h in respect to hN is con-
stant due to
∂∆h
∂hN
(13b)
= −AT C¯h,
[∆h]i = [hloss(xQ)]i = ∆hi ∀i ∈ P
[hN ]j = [C¯hh]j = hN,p¯j ∀p¯j ∈ P¯ ∧ j ∈ {1, . . . , nj − np}
(20)
when considering vector dependencies. As a remark, note that the authors
assumed that ∂∂∆h sign(∆h) = 0 neglecting the Dirac-Delta δ(∆h) function.
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The scalar partial derivatives (19) can now be summarized in vector notation
as follows
∂xQ(,∆h
(i))
∂
= diag
(
p(,∆h
(i))
)
∂xQ(,∆h
(i))
∂h
(i)
N
= −diag
(
p∆h(,∆h
(i))
)
AT C¯
T
h
∀i ∈M = {1, 2, . . . nm}
(21)
where [p]j
(19a)
= p,j(j ,∆hj) and [p∆h]j
(19b)
= p∆h,j(j ,∆hj) for all j ∈ P.
Strictly speaking, pipe parameters in (19) would also require a pipe index, e.g.
dj , as they do certainly vary with each pipe. However, index j was omitted to
improve readability. Actually, one can recognize that the information concerning
J which varies along the i-th measurement-sets can entirely be stored in vectors
by means of p and p∆h.
5.2. Step Length
To relax the requirement to already start in the vicinity of x∗ a suitable
selection of the step length µ concerning xk = xk−1 +µ∆xk in each iteration is
needed. The authors implemented a methodology similar to the one proposed
by [28, section 9.7]. The principle is described briefly in the following.
The idea is to choose µ such that a norm, i.e. ‖f(xk)‖, decreases with each
iteration step, i.e. ‖f(xk)‖ < ‖f(xk−1)‖. Although [28, section 9.7] proposes
to use the L2 norm
‖f‖2L2 = f
2
1 + f
2
2 + . . .+ f
2
nmnj (22a)
also L1 and L∞ norms in the form
‖f‖L1 =
nmnj∑
p=1
∣∣fp∣∣ (22b)
‖f‖L∞ = maxp
∣∣fp∣∣ (22c)
were tested, whereas the L1 norm turned out favorable. Details are discussed
by means of an example in the next section. This L1 norm (in contrast to [28])
was then selected as quality-measure for the step length.
Remark 4. The applied norm was designed to be symmetrical along the rough-
ness axes by taking the absolute value of  in function (9) concerning ‖f(x)‖ and
(13) to facilitate convergence towards positive thus physical relevant roughnesses
by preserving a context-type shape (details in the example section).
Knowing that every root of f(x), i.e. x∗, is a minimum of v(x) = ‖f(x)‖L1 ,
it is clear that the Newton direction (15) represents a descent direction of v(x),
i.e.
∂v
∂x
∆x =
∂v
∂f
∂f
∂x
∆x = −sign(f)TJJ−1f = −sign(f)Tf < 0 ∀f 6= 0. (23)
The strategy is comprised of three basic steps.
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(I) try the full µ = 1 Newton step which will provide quadratic convergence
eventually
(II) check at each iteration if the proposed step reduces the norm (or similar
criteria)
(III) if not, backtrack along the Newton direction until an acceptable step is
obtained
As the Newton step is indeed a descent direction, it is guaranteed that there
must exist a µ for which v(xk) < v(xk−1). According to [28], “this method can
still occasionally fail by landing on a local minimum of v(x), but this is quite
rare in practice”.
The goal is to find a µ ∈]0, 1] for which
g(µ) := ‖f(xk−1 + µ∆xk)‖L1 = v(xk−1 + µ∆xk) (24)
decreases sufficiently, that is the case for µ = 1 if, e.g., the criterion [28]
v(xk) ≤ v(xk−1) + 10−4 × ∂v
∂x
∣∣∣∣
xk−1
∆xk, (25)
is met. If not, one is looking for an interpolation of g(µ) with a polynomial of
second degree using the function evaluation g(0) from the previous step, g(1)
from the full Newton step µ = 1 as well as
g′(0) = ∂g(xk)
∂µ
∣∣∣∣
µ=0
=
∂v
∂x
∣∣∣∣
xk−1
∆xk = −sign(f(xk−1))Tf(xk−1) (26)
to determine the polynomial coefficients. The µ∗ which then minimizes this
second-order polynomial is the next candidate for finding a new Newton step
xk = xk−1 + µ∗∆xk which suffices (25). However, if this xk then again does
not comply with (25), one takes the new, additional evaluation of g(µ), that
is g(µ∗), to determine the coefficients of a third-order polynomial interpolating
g(µ). The minimum µ+ of this third-order polynomial is then the candidate for
the next step length. Details are found in [28, section 9.7] and in Algorithm 1
on page 13.
Remark 5. Since the argument of equation set (13) to be solved has two sets
of components, namely  and h
(i)
N , which are (at least) in the range of 3 orders
of magnitude (SI units) different from each other, it is advisable to scale x ∈
Rn`+nm(nj−np) for the Newton direction calculation. Numerical issues become
dominant with growing number of nodes nj and pipes n`.
The scaling, in reference to Remark 5, was not included in Algorithm 1 in
order to keep the complexity reasonable for illustrative purposes.
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Algorithm 1 Modified Newton-Raphson algorithm with step length variation
1: procedure Newton(FUN,x0) . FUN characterizes a pointer on a
. function returning the residuum of (16) under (13) and J (17)
Initial Phase
2: [fk,Jk]← FUN(x0) . first function call of FUN
3: vk ←
∑njnm
p=1
∣∣fk,p∣∣ . norm calculation (22b)
4: vk−1 ← vk . for initialization purposes only
5: ∆xk ← −(JTk Jk)−1JTk fk . Newton direction with the left inverse of J
6: µ← 1
7: iter ← 0 . iter . . . number of “Newton” iterations
Main Loop
8: while (|vk − vk−1| > f or ‖µ∆xk‖L2 > x) and (iter < max iter) do
Newton Direction
9: if µ = 1 then
10: ∆xk ← −(JTk Jk)−1JTk fk . Newton direction
11: sk ← −sign(fk)Tfk . rate of descent (23)
12: vk ←
∑njnm
p=1
∣∣fk,p∣∣ . L1 norm calculation
13: fk−1 ← fk, xk−1 ← xk, vk−1 ← vk . buffer old values
14: iter ← iter + 1
15: end if
Newton Step
16: xk ← xk−1 + µ∆xk . next Newton Step
17: [xk]j = xk,j ←
∣∣xk,j∣∣ for j = 1, 2, . . . , n` . see Remark 4
18: [fk,Jk]← FUN(xk)
19: vk ←
∑njnm
p=1
∣∣fk,p∣∣ . norm calculation (22b)
20: µold ← µ . buffer old step length
Step Length Control
21: if vk > vk−1 + 10−4µsk then . criterion (25)
22: if µ = 1 then
23: µ← −sk2(vk−vk−1−sk) . minimum of 2nd order polynomial
24: else
25: calculate new coefficients a, b for cubic polynomial with
26: µ∗ = µold, g(0) = vk−1, g(1) = vk, g′(0) = sk
27: if a = 0 then
28: µ← − sk2b . minimum of cubic if first coefficient a = 0
29: else
30: µ← −b+
√
b2−3ask
3a . minimum of cubic
31: end if
32: µ← min (µ, 0.5µold) . maximal step length
33: end if
34: µ← max (µ, 0.1µold) . minimal step length
35: else
36: µ← 1
37: end if
38: end while
39: return [xk−1,fk−1]
40: end procedure 13
5.3. Initial Values and Range
In the sensor-noise-free case, Algorithm 1 occasionally finds the real root x∗
of (13) if x0 is already close to x
∗. The convergence strongly depends on the
initial values x0 with which the algorithm is launched. Thereby, (13) turns out
to be particularly sensitive with respect to the not-measured pressures h
(i)
N . In
this context it is utterly important to define a physically useful range
h
(i)
N,p¯ ∈ [hN (i),p¯ , hN
(i)
,p¯ ] ∀p¯ ∈ P¯ ∧ ∀i ∈M (27a)
⇒ h(i)N ∈ [hN (i),hN
(i)
] ∀i ∈M (27b)
⇒ xhN = [h(1)
T
N h
(2)T
N . . . h
(nm)
T
N
]T ∈ [hN ,hN ] (27c)
and let h
(i)
N concerning x0 (the initial value) be in this range. Otherwise the
solution space of v(x) = ‖f(x)‖L1 will most unlikely feature a desired convex-
type form (only for [x]i = i > 0 ∀i ∈ P in reference to Remark 4). In analogy,
the physically useful range for the roughnesses ought to be between 0% and 5%
of the pipe’s diameter in reference to the Moody-chart.
In order to increase the chance of converging to the real root, the strategy
to launch Algorithm 1 several times with different initial values x0 turns out
successful. However, going from one initial value to another, it is useful to re-
member the temporarily “best” solution, i.e. x+, meaning the one which has the
smallest residual of (13) measured by v(x+). Thereby, the h
+,(i)
N -components
of the temporarily best solution, in terms of the smallest v(x+), are used for
the nm(nj − np) components of the next initial value, i.e.
x0 =
[
T0 h
+,(1)T
N . . . h
+,(nm)
T
N
]T
. (28)
Note that yet another index for (28) to denote the iteration along different initial
values was omitted. The selection of the (next) initial roughness 0 is done by a
random number generator, assuming a uniformly distributed roughness between
0% and 5% of the corresponding pipe’s diameter. In this context, it turned out
effective to vary only those elements of 0 which are not in the physically relevant
range, i.e. 0,i = random(0, 0.05di) for [x
+]i = 
+
i > 0.05di ∀i ∈ P.
In case the Algorithm 1 does return h
(i)
N outside its considered range (27),
the returned x will not be buffered in x+, even if v(x) would be the smallest
so far. Actually, Algorithm 2 (on page 15) steers x, provided by Algorithm
1, back to its physical range by varying roughnesses. Although Algorithm 2
requires the not-measured pressure heads to remain inside their physical relevant
range, that is hN ≤ xhN ≤ hN (see line 13 of Algorithm 2), roughnesses
[x+]i = i ∀i ∈ P can, in fact, exceed the 5% mark of the pipe’s diameter di.
Variants of Algorithm 2 where roughnesses, concerning x+, are forced to never
exceed this 0.05di = 0.05[d]i ∀i ∈ P boundary turned out far too conservative
in the solution finding.
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Algorithm 2 Variation of initial values
1: procedure NetCalibration(FUN,x0) . argument FUN characterizes a
. pointer on a function returning the residuum of (16) under (13)
Initial Phase
2: [x+,f+]← Newton(FUN,x0) . call Algorithm 1
3: v+ ←∑njnmp=1 ∣∣∣f+p ∣∣∣ . norm calculation (22b)
4: x← x0 . for initialization only
5: iter ← 0 . iter . . . number of iterations
Main Loop
6: while (v+ > f or ‖x− x+‖L2 > x) and (iter < max # of iter) do
7: x0 ← x+
8: determine indices Pd = [i1 i2 . . . in ] where
[x+]i∈P = i > 0.05di ∀i ∈ Pd
9: [x0]i ← random(0, 0.05di) ∀i ∈ Pd . random number: [0, 5]% of di
10: [x,f ]← Newton(FUN,x0)
11: v ←∑njnmp=1 ∣∣fp∣∣ . norm calculation (22b)
12: [xhN ]l ← [x]l+n` for l = 1, 2, . . . , nm(nj − np) . cf. (27c)
Buffer “Good” Solutions
13: if v ≤ v+ and hN ≤ xhN ≤ hN then
14: x+ ← x, v+ ← v,f+ ← f
15: end if
16: iter ← iter + 1
17: end while
18: return [x+,f+]
19: end procedure
However, even when considering no disturbances at all, the real root x∗ will
not lead to a perfect zero, i.e. v(x∗) > 0 due to numerics. A basic assumption
for Algorithm 2 to work is that this real root x∗ has a clearly distinguishable
(cf. with (27c))
v(x∗) < v(x) ∀x ∈
[0n`
hN
]
,
[
0.05d
hN
] (29)
value in the defined range at least. This can only be the case if Assumption 5
holds, providing measurement-sets which are sufficiently independent from each
other.
The limits for Algorithm 2 to abort, referring to f and x, should actually
be chosen conservatively, compared to the ones used for Algorithm 1, to avoid
too many iterations in this outer loop. Thereby, condition v+ > f (m
3/s)
allows direct adjustment of the accuracy with respect to the sum of all nodal
consumption-errors (heavily dependent on nj). Also, mind that at this point
one still has to select initial conditions for Algorithm 2 as well as the physically
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relevant range for the not-measured pressures h
(i)
N ∀i, namely hN and hN . With
the purpose to clarify the general methodology, an example is provided in the
following.
6. Simulation Example
For illustrative purposes consider figure 1, a network with nj = 5 nodes,
n` = 8 pipes, hence n` − nj = 3 independent cycles, np = 3 pressure sensors
and the requirement of at least nm,min = dn`/npe = 3 measurement-sets. This
network also features nq = 3 consumers at nodes k = 2, 3, 4 and ns = 1 constant
pressure source. The fact that the (red colored) nodes equipped with pressure
sensors also have consumers does not affect the identification scheme.
hs
k=1
k=3
k=2
k=4k=5
Reservoir (R)
Q2
Q3
Q8
Q5
Q4
Q7
Q6
Q1
q2
q3
q4
Figure 1: 3-cycle network with pressure sensors at red colored nodes k = 2, 3, 4.
First, incidence matrix
A =

1 −1 −1 0 0 0 0 0
0 1 0 −1 −1 0 0 0
0 0 1 0 0 0 1 1
0 0 0 1 0 1 −1 0
0 0 0 0 1 −1 0 −1
 ∈ Znj×n`{−1,0,1}, (30)
nodal elevation z = [0 10 5 0 0]T (in m), the pipes’ diame-
ter d = 0.04 × 1n` (in m) (i.e. di = [d]i ∀i ∈ P), their
length l = [10 10 20 15 5 10 15 5]T (in m), roughnesses  =
[2 1.75 1.5 1.25 1 0.75 0.5 0.25]T × 10−3 (in m) are chosen, whereas
minor losses are set to zero. The Colebrook & White formula (5) is applied for
the calculation of the friction factor λ (3). The solving of the implicit equation is
thereby achieved iteratively. In order to produce an independent set of steady-
state configurations (“measurements”), a dynamic model is utilized which has
been derived in [14, 15] while varying the desired consumption qd.
For some background information concerning this dynamic model, orifice
coefficients, serving as control variables for the consumption q ∈ Rnq>0, are not
in saturation [u]i = [r]
−2
i ∈]1, −2r [ for all i = 1, . . . , nq. Eigenvalues are selected
as λq = −15 × 13. However, this is not overly important for this example
due to Assumption 6 requiring the network to be in steady-state in each of
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the considered measurement-sets M anyways. This means, effectively, that the
dynamic equations proposed in [14] already converged to the equilibrium as a
solution of (2) in each measurement set. In this context, the equivalence of the
solution of (2) to the equilibrium of the dynamic model has been proven in [14,
Theorem 2].
The following matrices are utilized
Ch =
0 1 0 0 00 0 1 0 0
0 0 0 1 0
 , C¯h = [1 0 0 0 00 0 0 0 1
]
, Cs =
[
1 0T7
]T
.
(31)
6.1. Step Length
The 3-cycle network in figure 1 was chosen for analysis of the norms (22) as
quality-measure for the step length. nm = 4 measurement-sets were generated
with varying consumption. In order to allow graphical representation in 3
dimensions with n` + nm(nj − np) = 16 unknowns, 14 of these unknowns were
fixed in the real root x∗ of (13) whereas the solution space concerning (22)
along the two remaining variables was considered. Figure 2 allows comparison
of the different norms of f(x) concerning problem (13). The limits for the h
(3)
N,5
axes in figure 2 were determined with the help of measurements y
(3)
h at node
2, 3, 4 such that h
(3)
N,5 ∈ [minp (y
(3)
h,p),maxp
(y
(3)
h,p)] which is feasible as no sources
are directly connected to node 5, see figure 1.
(a) L2 Norm.
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(b) L1 Norm.
(c) L∞ Norm.
Figure 2: Norm of f(x) plotted along the parameter space of 7/d7 and h
(3)
N,5 regarding the
network in figure 1.
There is a particularly weak slope towards x∗ along the 7/d7 axes in the L2
norm of figure 2a, whereas the L1 norm in figure 2b shows the overall highest
slope towards the real root x∗. This result is consistent, even when varying
different roughnesses (one of the n` pipe roughnesses) and different h
(i)
N,j in the
variable space.
6.2. Measurement-Sets
The non-zero components of the nodal consumption are denoted by q =
[q2 q3 q4]
T and can be obtained by q = Chq¯ in this example.
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(a) Comparison of qd(t) and q(t).
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(b) Zoom of figure 3a showing dynamics.
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(c) Very little difference in yh(t) +Chz.
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(d) Reynolds numbers.
Figure 3: Figures showing nm = nm,min = 3 “measurement” -sets for the roughness identifi-
cation of the 3-cycle network in figure 1.
Figure 3a shows that the real consumption q follows the reference qd,
whereas the steady-state consumption values applied for (13) were displayed
explicitly. As a remark, all the selected references concerning qd(t) were gener-
ated with a filtered step using a Butterworth filter which degree 2 and a cut-off
angular frequency of ωc = 10 rad/s each concerning figure 3a.
Beforehand, the selected configuration within consumption q(t), which leads
to sensed head values yh +Chz, which can barely be distinguished among each
other, was chosen on purpose for this example. Due to very little difference
among the yh + Chz, numerical inaccuracies are sufficient to cause serious
difficulty to restore the roughness  with yh and q when applying (13), pre-
sumably violating Assumption 5. In this context it is important to emphasize
that this illustrative example was configured such that all flows in all the 3
“measurement”-sets are in the turbulent regime according to Assumption 8,
seen in figure 3d. The quantities to set up (13) as well as its Jacobian (17) are
summarized in the following table.
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set 1 2 3 unit
90.9743 85.0087 77.5380
yh 90.8720 84.8200 77.2370 m
90.8339 84.7638 77.1594
0.9002 1.1001 1.3000
q 1.5002 2.0001 2.5000 l/s
1.0502 1.3501 1.6500
hs 100 100 100 m
Table 2: Measurement-sets.
Initial Values. The initial value for the not-measured pressure head at node 5,
i.e. h
(i)
N0,5
, is chosen as the mean over all surrounding pressure heads (which
happen to be located at nodes with pressure sensors).
h
(i)
N0,5
=
1
nj − np
nj−np∑
j=1
[yh]
(i)
j =
1
3
4∑
j=2
h
(i)
j ∀i (32a)
The initial value for the not-measured pressure head at node 1, i.e. h
(i)
N0,1
, is
chosen analogously such that
h
(i)
N0,1
=
1
3
(
h(i)s + h
(i)
2 + h
(i)
3
)
∀i. (32b)
The initial roughness value is chosen as 1% of the pipes’ diameter, leading to
the initial vector
x0 =
[
T0 h
(1)
N0,1
h
(1)
N0,5
h
(2)
N0,1
h
(2)
N0,5
h
(3)
N0,1
h
(3)
N0,5
]T
(33)
=
[
0.0004× 1Tn` 93.9488 90.8934 89.9429 84.8642 84.9250 77.3115
]T
for launching Algorithm 2. The minimal and maximal value of all surrounding
pressure heads in the corresponding measurement-set is chosen for lower and
upper boundary concerning hN and hN , leading, for instance, to a maximal
value of the pressure at node 1 of h
(i)
N,1 ≤ hN
(i)
1 = h
(i)
s = 100 ∀i. As it will turn
out that the presented xhN results never leave their defined physically relevant
range, these boundaries are not important for the present example.
6.3. Results and Discussion
The initial values along some iterations of Algorithm 2 are presented in table
3 whereas table 4 presents the solutions of Algorithm 1, which was launched
with initial values in table 3, along some iterations of Algorithm 2. Concerning
Algorithm 1, the maximal number of iterations was limited to 1000, whereas
f = 10
−7 and x = 5× 10−7.
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iteration 1 2 3 4 5 6 7 x∗
1 0.400 0.225 1.272 1.272 0.319 1.177 1.239 2.000
2 0.400 1.632 1.562 1.567 1.730 1.730 1.730 1.750
3 0.400 1.410 1.227 1.083 1.496 1.496 1.496 1.500
4 0.400 1.111 1.361 1.361 1.176 1.176 1.176 1.250
5 0.400 1.054 0.824 0.824 1.028 1.028 1.028 1.000
6 0.400 0.788 0.696 0.696 0.786 0.786 0.786 0.750
7 0.400 0.499 0.471 0.471 0.505 0.505 0.505 0.500
8 0.400 0.250 0.228 0.228 0.250 0.250 0.250 0.250
h
(1)
N,1 93.949 93.047 94.344 94.344 93.097 93.097 93.097 93.104
h
(1)
N,5 90.893 90.885 90.886 90.886 90.885 90.885 90.885 90.885
h
(2)
N,1 89.943 88.443 90.602 90.602 88.525 88.525 88.525 88.538
h
(2)
N,5 84.864 84.846 84.848 84.848 84.846 84.846 84.846 84.846
h
(3)
N,1 84.925 82.674 85.916 85.916 82.799 82.799 82.799 82.818
h
(3)
N,5 77.311 77.280 77.283 77.283 77.280 77.280 77.280 77.280
Table 3: Initial values for calibrating the 3-cycle network (figure 1) via Algorithm 1 along
iterations of Algorithm 2. Roughnesses i are presented in mm, whereas pressure heads are
presented in m.
iteration 1 2 3 4 5 6 7 x∗
1 2.036 1.272 1.986 2.005 1.340 2.031 2.036 2.000
2 1.632 4.280 1.802 1.730 4.188 1.648 1.631 1.750
3 1.410 3.880 1.562 1.496 3.398 1.425 1.408 1.500
4 1.111 1.361 1.216 1.176 3.568 1.183 1.185 1.250
5 1.054 0.824 0.990 1.028 0.393 1.019 1.019 1.000
6 0.788 0.696 0.752 0.786 0.199 0.755 0.756 0.750
7 0.499 0.471 0.495 0.505 0.389 0.493 0.494 0.500
8 0.250 0.228 0.261 0.250 0.710 0.265 0.264 0.250
h
(1)
N,1 93.047 94.344 93.128 93.097 94.219 93.056 93.047 93.104
h
(1)
N,5 90.885 90.886 90.885 90.885 90.890 90.885 90.885 90.885
h
(2)
N,1 88.443 90.602 88.578 88.525 90.395 88.458 88.442 88.538
h
(2)
N,5 84.846 84.848 84.846 84.846 84.856 84.846 84.846 84.846
h
(3)
N,1 82.674 85.916 82.877 82.799 85.604 82.697 82.674 82.818
h
(3)
N,5 77.280 77.283 77.281 77.280 77.297 77.280 77.280 77.280
v(x)× 105 5.897 1.969 7.630 1.932 5014.8 5.151 5.089 0.011
Table 4: Solutions of (13) concerning the 3-cycle network (figure 1) by Algorithm 1 along iter-
ations of Algorithm 2. The corresponding initial values can be found in table 3. Roughnesses
i are presented in mm, whereas pressure heads are presented in m.
In reference to table 3 and 4, Algorithm 2 ran for a fixed number of
iterations, namely 7 iterations in order allow visible investigation of its working
principle. In this context, the accuracy limits f and x for the while loop in
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line 6 of Algorithm 2 were chosen such that Algorithm 2 does not abort until
the fixed iteration-number 7 was reached.
All roughnesses and the not-measured pressure heads in all measurement-
sets could be restored with reasonable accuracy (i.e. a maximal deviation of 6%
concerning +4 ). The intermediate best result x
+, in reference to Algorithm 2, in
table 4 is colored in (color) olive with a residual of v(x+) = 1.932× 10−5 m3/s
= 1.932× 10−2 l/s, whereas the real root can still clearly be distinguished from
all other solutions of Algorithm 1 with a residual of v(x∗) = 0.011 × 10−2 l/s.
The blue colored values in table 4 are those roughnesses which exceed the 5%
mark of the corresponding pipe’s diameter. Those roughnesses are then selected
by a random number generator applied in Algorithm 2 for the next iteration.
Randomly generated roughnesses can be found in corresponding entries of table
3.
On the contrary, one has to pay attention to the fact that a solution was
found which features an ever so slightly higher residual v(x) = 1.969× 10−2 l/s
in the second iteration of table 4 compared to v(x+) = 1.932× 10−2 l/s. When
also considering measurement noise, one certainly loses the capability to identify
the real root by only looking at v(x). Also, the indicator that the solution in the
second iteration has two roughnesses 2, 3 which exceed their physical bounds
in comparison to x+ (olive), only featuring 1 which exceeds 0.05d1 by a mere
0.25%, will not be sufficient. In the opinion of the authors, the only possibility to
deal with measurement noise and potentially non-zero minor losses (referring to
Assumption 7 and 3) is by considering measurement-sets which are independent
from each other in a sense that “measured” heads y
(i)
h + Chz are sufficiently
different from each other. This comes on top of the requirement formulated
within Assumption 7. In this context, it turned out particularly useful to not
only consider the minimal number of required measurement-sets nm,min but
additional, thereby improving the number of (nodal) equations to the number
of unknowns. Nevertheless, the solving becomes more delicate due to a fast
growing equation-set (13).
7. Conclusion and Outlook
This manuscript focused on the deduction of circumstances which allow in-
dividual pipe roughness parameters to be uniquely reconstructed from the com-
monly applied sensor configuration. It turned out that a set of independent
measurements is needed to accommodate for the large number of unknowns.
However, the proposed algorithms enable to find the real root of the equation-
set reliably, provided that independent measurement-sets are available.
Before this methodology can be applied to real-world networks, the formula-
tion has to be extended to also allow pipe flows in the laminar and transitional
Reynolds area. Therefore, a sufficiently smooth and explicit description of the
flow in the transitional Reynolds as in [16] is required. which satisfies not only
the boundary conditions to Colebrook & White’s flow (9), but also the gradient
with respect to the roughness and the head loss.
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