Abstract This paper presents a approach of summation of infinite series of hyperbolic functions. The approach is based on simple contour integral representions and residue computations with the help of some well known results of Eisenstein series given by Ramanujan and Berndt et al. Several series involving hyperbolic functions are evaluated, which can be expressed in terms of z = 2 F 1 (1/2, 1/2; 1; x) and z ′ = dz/dx. When a certain parameter in these series equal to π the series are summable in terms of Γ functions. Moreover, some interesting new consequences and illustrative examples are considered.
Introduction
Let N be the set of natural numbers, N 0 := N ∪ {0}, Z the ring of integers, Q the field of rational numbers, R the field of real numbers, and C the field of complex numbers.
We begin with some basic notation. As usual, put (a) n denotes the ascending Pochhammer symbol by (a) n := Γ(a + n) Γ(a) = a(a + 1) · · · (a + n − 1) and (a) 0 := 1, (1.1)
where a ∈ C is any complex number and n ∈ N 0 is a nonnegative integer, Γ (z) denotes the Gamma function, when ℜ (z) > 0 then Γ (z) := The complete elliptic integral of the first kind is defined by (Whittaker and Watson [31] )
Here x = k 2 and k (0 < k < 1) is the modulus of K. The complementary modulus k ′ is defined by k ′ = √ 1 − k 2 . Furthermore,
Similarly, the complete elliptic integral of the second kind is denoted by (Whittaker and Watson [31] )
(1.5)
In order to better state our main results, we shall henceforth adopt the notation of Ramanujan (see Berndt's book [7] ). Let and more generally, d n dx n 2 F 1 (a, b; c; x) = (a) n (b) n (c) n 2 F 1 (a + n, b + n; c + n; x) (n ∈ N 0 ). By (1.6), then the eight series defined in Definition 1.1 can be rewritten as Eisenstein series
Infinite series involving hyperbolic functions have attracted the attention of many authors. They have investigated various infinite sums of hyperbolic functions. Ramanujan evaluated many results of infinite series involving hyperbolic functions in his notebooks [25] and lost notebook [26] . For example, in Entry 16(x) of Chapter 17 in his second notebook [7, 25] , Ramanujan asserted that
In fact, it is shown in Entry 15, 16 and 17 of Chapter 17 in Berndt's book [7] that one can also evaluate in closed form the following more general sums
where p is a positive integer. These evaluations are in terms of z = 2 F 1 (1/2, 1/2; 1, k 2 ). In [21] [22] [23] , Ling used Weierstrassian elliptic functions to obtain closed forms for the fifteen series
and
for m, p positive integers, and summed the series in terms of Gamma functions for y = π, √ 3π and π/ √ 3. Further, Ling [24] extended the summation of the series above to y = √ nπ and π/ √ n, n is a positive integer. Zucker [33] shown that the series C 0,m (y) and C ′ 0,m (y) can be expressed in closed forms for all integral m. Moreover, Zucker stated that many other series of hyperbolic functions may be expressed in closed form e.g.
, etc.
Further, he studied several infinite series involving exponential and hyperbolic function, which depend on a certain parameter, y/π. When y/π is the square root of a rational number the sums may be expressed in terms of Γ-functions and other well-known transcendental numbers. For details may be found in [34] . Some other related results for infinite series involving hyperbolic functions may be seen in the works of [2-5, 8, 9, 11, 12, 20, 27, 32] . For instance, Berndt [4, 5] found a lot of identities about infinite series using a certain modular transformation formula that originally stems from the generalized Eisenstein series. There are also a lot of recent contributions on Eisenstein series involving hyperbolic functions (see [19, [28] [29] [30] ) and the references therein.
However, so far, no one has solved the evaluations of series with m, p ≥ 2 defined in Definition 1.1. The purpose of this paper is to present a method of the following eight series of quadratic hyperbolic functions:
In sections 3.1 and 3.2, we use residue theorem and asymptotic formulas of trigonometric and hyperbolic functions at the poles to establish four equations involving infinite series of trigonometric and hyperbolic functions (see Theorem 3.1). Then apply the four equations obtained and use several well-known results given by Ramanujan and Berndt et al. to prove that the four alternating sumsS 2p,2 (y),S ′ 2p−1,2 (y),C 2p,2 (y) andC ′ 2p−1,2 (y) can be expressed in terms of z and z ′ (defined by (1.6)). Furthermore, in section 3.3, we use the results about Eisenstein series (3.52)-(3.59) and (3.63)-(3.66) established by Ramanujan, and apply the transformations (2.23)-(2.25) to prove that the four series S 2p,2 (y), S ′ 2p,2 (y), C 2p,2 (y) and C ′ 2p,2 (y) can be evaluated in terms of z and z ′ . In the last fourth section, we give numerous examples of series involving hyperbolic functions. Moreover, we prove that the eight series (p ≥ k)
can be evaluated, and give recurrence formulas.
Some Lemmas and Transformations
In this section we give some lemmas and transformations, which will be useful in the development of the main results of this paper. 
Three Lemmas
3) 
When s = 2m (m ∈ N) is an even, Euler proved the famous formula ( [1] )
where B 2m is Bernoulli number.
Lemma 2.3 ( [7] ) For any p ∈ N, then the four series
can be expressed in terms of z.
Proof. On the one hand, by theorems of Hermite, which may be found in Cayley's book [13] or see Berndt's book [7] and paper [9] , for u = 2Kt/π and |u| < K ′ ,
where snu, cnu and dnu denote the Jacobian elliptic functions (The power series exansions of the functions snu, cnu, dnu and related functions are easily found. They are given to quite high orders by Hancock [17] ). On the other hand, by results of Jacobi, which may be found in Whittaker and Watson's treatise [31] (or see Guo, Tu and Wang [16] ), for u = 2Kt/π and 16) and, from Greenhill's treatise [15] , we have
where K and E are represented by (1.3) and (1.5), respectively. From (2.14), a straightforward calculation yields
Then, combining (2.11)-(2.18) and applying the notation of (1.6), by comparing coefficients of u j in equations (2.11)-(2.18) in the right hand side, we may deduce the desired results. Thus, the proof of the lemma is therefore complete.
In Entry 15, 16 and 17 of Chapter 17 of [7] , Berndt gave some explicit formulas for
Note that from [7] , we can also obtain that
Three Transformations
In Chapters 17 and 18 of Berndt's book [7] , he described some procedures in the theory of elliptic functions by which "new" formulas can be produced from "old" formulas. Here, we need to cite the three transformations:
In fact, if add z ′ in the left hand side of transformations (2.19)-(2.21), namely, change Ω(x, e −y , z) to the form
after some elementary manipulation we can achieve the following three new transformations.
Theorem 2.4 Given the formula (2.22), we can deduce the formulas
Proof. Suppose that x 1 , y 1 , z 1 and z ′ 1 is another set of parameters such that
According to (2.19)-(2.21), in order to prove (2.23)-(2.25) we only need to prove that
By formula (1.7) and definition of z, then
,
where we have used the three relations (see [6, 7] )
Thus, the proofs of (2.23)-(2.25) are completed. It should be emphasized that the reference [7] also contains many other types of transformations.
Main Theorems and Proofs
In this section, we will prove our main results by using the residue theorem, transformations (2.23)-(2.25) and some well-known results of Ramanujan and Berndt et al. First, we need to give the following two definitions.
Definition 3.1 Let s be a complex number and a, b, θ be reals with |θ| < 2bπ and a, b = 0. Define
Definition 3.2 Let s be a complex number and a, b, θ be reals with |θ| < 2bπ and a, b = 0. Define
From Lemma 2.2, by elementary calculations, we deduce the asymptotic expansions of reciprocal quadratic trigonometric and hyperbolic functions (n ∈ Z)
Similarly, many other asymptotic expansions can also be established. For example, π sin(aπs)
Some Theorems and Proofs
Theorem 3.1 For reals a, b, θ and |θ| < 2bπ, a, b = 0, then
Proof. Now we are ready to prove Theorem 3.1. In the context of this paper, the proof is based on the functions F j (s, θ; a, b) (j = 1, 2, 3, 4) and the usual residue computation. It is clear that the functions F i (s, θ; a, b) (i = 1, 2, 3, 4) are meromorphic in the entire complex plane with some simple poles, see Table 3 .1. (Here n is positive integer). Since the proofs of identities (3.6)-(3.8) are similar to the proof of (3.5), so we only prove the formula (3.5) in here. First, we note that the function F 1 (s, θ; a, b) only have poles at the 0, ±n/a, ±ni/b (n ∈ N). At a integer ±n/a the pole is simple and the residue is Res (F 1 (s, θ; a, b) 
From (3.2), at a imaginary number ±ni/b, the pole has order two and the residue is
Res (F 1 (s, θ; a, b) )
Furthermore, applying (2.3) and (2.5) we deduce the asymptotic expansion
Therefore, the residue of the pole of order three at 0 is found to be
By Lemma 2.1, summing the three contributions (3.9)-(3.11) yields the desired result (3.5). This completes the proof. Similarly, consider functions F j (s, θ; a, b) (j = 2, 3, 4). Then using residue theorems and asymptotic formulas (3.1)-(3.4), by calculations similar to those above, we can deduce the evaluations (3.6)-(3.8).
Theorem 3.2 For reals a, b, θ and |θ| < 2bπ, a, b = 0, then
Proof. The proofs of (3.12)-(3.14) are similar to the proof of (3.5). We only prove (3.12) . From definition of H 1 (s, θ; a, b), it is easy to see that the function only have poles at the 0, ±n/a and ±ni/b, where n is a positive integer. Applying (3.1) and (3.2), we find that at ±n/a and ±ni/b, the poles have order two and the residues are
Res (H 1 (s, θ; a, b) )
Moreover, a simple calculation gives
Hence, the residue of the pole of order three at 0 is found to be
Thus, by residue theorem and using (3.15), (3.16) and (3.18), we obtain the desired result. Similarly, consider H 2 (s, θ; a, b) and H 3 (s, θ; a, b), proceeding in a similar manner and using the calculations above, the evaluations (3.13) and (3.14) can be established.
Evaluations ofS
In Theorem 3.1, differentiating (3.5), (3.7) 2p times and (3.6), (3.8) 2p − 1 times with respect to θ, respectively, then setting θ = 0 and letting bπ/a = α and aπ/b = β, after elementary calculations and simplifications, we can get the following theorem. 
Note that using the relation
we can find that
Hence, from Lemma 2.3 with β = y and α = π 2 /y, Theorem 3.3, formulas (3.23)-(3.26) and transformation (2.23), we arrive at the conclusion.
Theorem 3.4 For any p ∈ N, then the four series
can be expressed in terms of z and z ′ .
For example, setting p = 2 and β = y in (3.19) yields
Then, applying the transformation (2.23) to (3.27), we obtain the result
In next Corollary 3.5, we have given all explicit evaluations for
with p = 1, 2, 3, 4, 5.
Corollary 3.5 We havē
30)
In this subsection, we use Ramanujan's results of Eisenstein series to evaluate the four series
and give all explicit evaluations for 1 ≤ p ≤ 5. In Ramanujan's notation, the three relevant Eisenstein series are defined for |q| < 1 by
The functions P, Q and R were thoroughly studied in a famous paper [18] by Ramanujan. By Entry 13 in Chapter 17 of Ramanujan's third notebook (Berndt [7] ), we have
In [7] , L(q) = P (q), M (q) = Q(q) and N (q) = R(q) in the present notation. Ramanujan [18] proved the general result
and gave all explicit formulas for p = 2, 4, 6, 8, 10, 12, 14, where C l,m,n is a constant and m, n are non-negative integers with l ≤ 2 and 2l + 4m + 6n = p + 2. Since q = e −y , then the left hand side of Eisenstein series (3.58) can be written as
Hence, the series S 2p,2 (y/2) (p ∈ N) can be expressed in terms of z and z ′ . Proof. Using the transformation (2.25) to (3.59), then S 2p,2 (y/2) ⇒ S 2p,2 (y), which implies that S 2p,2 (y) can be represented by z and z ′ . Then, according to Definition 1.1, we deduce the relations
Moreover, applying the transformation (2.24) to sinh 2 ((2n − 1)y/2), then
Hence, the series S ′ 2p,2 (y) and C ′ 2p,2 (y) can be evaluated by z and z ′ . Finally, using (3.61) and transformation (2.25), we prove that C 2p,2 (2y) can be represented by z and z ′ . Then employ the relation
to complete the proof of Theorem 3.6. From [18] , we can find that
Using (3.63)-(3.67), we can get some examples of S 2p,2 (y), S ′ 2p,2 (y), C 2p,2 (y) and C ′ 2p,2 (y).
Corollary 3.7 We have
Proof. These results follow from (3.52)-(3.57), (3.59), (3.60) and (3.63)-(3.67).
Corollary 3.8 We have
Proof. Apply the transformation (2.24) to (3.78)-(3.82) to obtain (3.83)-(3.87), respectively. Then apply the transformation (2.25) to (3.83)-(3.87) to obtain (3.88)-(3.92), respectively.
Corollary 3.9 We have
Proof. The ten desired formulas follow without difficulty from (3.61) and (3.62) with the help of Corollaries 3.5 and 3.8.
Three Differential Equations
In Theorem 3.2, expanding both sides of (3.12)-(3.14) in powers of θ, then equating coefficients of θ 2p+1 on both sides and letting bπ/a = α and aπ/b = β, and noting that the elementary relations
we can obtain the following three differential equations.
Theorem 3.10 Let p be a non-integer and α, β be real numbers such as αβ = π 2 , then Setting p = 0 in (3.103)-(3.105) and noting that the fact
we can get
Hence, by integrating yield the three identities
where we have used these well-known results ( [6, 7, 21] )
The formula (3.109) can be found in Berndt [6] by another method. However, when p ≥ 1, we have been unable, so far, to make any progress with the three differential equations (3.103)-(3.105).
Examples and Further Results

Examples
By (1.6) if x = 1/2, then
Hence, from the preceding discussion, it is easy to see that the eight series
can be evaluated in terms of Γ functions. Moreover, we can find that (p ∈ N)
10)
11)
where
are rational numbers. From Corollaries 3.5, 3.7-3.9 with the help of Mathematica, we calculated a few items of these quantities above, see 
It is possible that some similar evaluations of infinite series involving hyperbolic functions can be established by using the methods and techniques of the present paper. For example, we can get the following examples. 
Further Results
From [21] , we can find that 1 (2s − 1)! where the coefficients A 2s,2k (A 2s,2s := 1) have the following recurrence relation, for s ≥ 1 and 1 ≤ k ≤ s:
A 2s+2,2k = 1 2s(2s + 2) (2k − 1)(2k − 2)A 2s,2k−2 + 4k 2 A 2s,2k .
Some values of A 2s,2k see Table 5 of [21] . Using the notations (4.14) and (4. These results obtained can be checked in Mathematica or Maple. It is possible that closed form representations of some other infinite series involving hyperbolic functions can be proved using techniques of the present paper.
