In a continuous diagnostic test, the area under the receiver operating characteristic curve (AUC) is commonly used to summarize the diagnostic accuracy of the test. Many current studies on inference of the AUC focus on the complete data case. In this paper, an imputation-based profile empirical likelihood ratio is defined and shown to asymptotically follow a scaled chi-square distribution. Then an empirical likelihood confidence interval for the AUC with missing data is proposed by using the scaled chi-square distribution. The proposed empirical likelihood inference for the AUC is also extended to stratified random samples, and the limiting distribution of the empirical log-likelihood ratio is a weighted summation of independent chi-square distributions with one degree of freedom. Simulation studies are conducted to evaluate the finite sample performance of the proposed method in terms of coverage probability. Additionally, a real example is used to illustrate the proposed method.
INTRODUCTION
Diagnostic tests are widely used to detect the occurrence of disease, and monitor disease progression. Sensitivity and specificity are common measures used to evaluate the performance of a diagnostic test. For a continuous-scale test, the disease or non-disease status is dependent upon whether the test result is above or below a specified cut-off point. Let Y and X be the results of a continuous-scale test for a diseased and a non-diseased subject, and assume that F and G are the distribution functions of X and Y , respectively. For a given cut-off point γ, the sensitivity and the specificity of the test are defined by R = P (Y ≥ γ) = 1 − G(γ), Sp = P (X < γ) = F (γ), * Corresponding author. † The project was supported in part by a NSF grant and a NSA grant. We would like to thank the editor and the associate editor for their comments which led to substantial improvements in this article.
respectively. When the cut-off point varies throughout the entire real line, the resulting plot of sensitivity against 1-specificity is called the Receiver Operating Characteristic (ROC) curve. Mathematically, the ROC curve can be represented by R(p) = 1 − G(F −1 (p)), where F −1 is the inverse function of F . The area under the curve (AUC), defined as δ = 1 0 R(p)dp, is a commonly used summary measure of the ROC curve. AUC has been frequently used to assess the ability of a diagnostic test to discriminate between individuals with and without a disease.
Bamber [1] showed that the AUC, δ = P (Y ≥ X), which can be interpreted as the probability that in a randomly selected pair of diseased and non-diseased subjects, the test value of the diseased subject is higher than or equal to that of the non-diseased subject. In a more general context, Wolfe and Hogg [22] recommended the use of this index as a general measure for the difference between two distributions. One important problem for the inference on the AUC is how to construct a confidence interval for δ. Let X 1 , . . . , X m be test results of a random sample of non-diseased subjects and Y 1 , . . . , Y n be test results of a random sample of diseased subjects. Traditionally, the classical Wilcoxon-MannWhitney (WMW) [9] two-sample rank statistic, defined by
is used as a nonparametric estimator of the AUC. Based on the asymptotic normality of the WMW statistic, we can construct a confidence interval (hereafter MW interval) for the AUC. Although the WMW estimator of the AUC is known to be unbiased, the normal approximation-based MW interval suffers from low coverage accuracy for high values of the AUC (e.g., 0.90 to 0.95, which are of most interest in diagnostic tests) when sample sizes of diseased and non-diseased subjects are small and unequal. Therefore, it is desirable to find a reliable alternative approach for constructing a confidence interval of the AUC.
In making statistical inference, samples are usually assumed to be complete. However, due to various reasons, missing data instead of complete data occur commonly in practical situations such as opinion polls, market research surveys, and other scientific and social fields. Missing data are also common in medical diagnostic studies. A naive method is to use complete data and discard missing data. But this method suffers from a loss of efficiency for many reasons, such as small sample size. Other methods include available-case methods and imputation methods. See Little and Rubin [8] for a comprehensive overview. Missing data bring challenges in ROC curve analysis, too. Various methods, including imputation-based methods, have been proposed in order to handle the problems caused by missing data. Geert et al. [4] evaluated five different methods in dealing with missing values in the empirical data from a study among patients suspected of pulmonary embolism, and they found that imputation is relatively better than others. He et al. [6] provided a direct estimate of the AUC in the presence of verification bias.
Empirical likelihood (EL) [10, 11] is a popular nonparametric method traditionally used for providing confidence intervals for the mean. Chen and Van Keilegom [3] provided a general review on empirical likelihood method for regressions. Based on the mean-like form of WMW estimator, Qin and Zhou [13] proposed an EL approach for the inference on the AUC, which was shown to have good small sample performance. Motivated by the asymptotic independence of pseudo-values from jackknife technique, Jing, Yuan and Zhou [7] introduced the jackknife empirical likelihood (JEL) method for U-statistics, and used the AUC as an example to illustrate their method because the WMW estimator is a two-sample U-statistics. Recently, Gong, Peng and Qi [5] proposed a smoothed JEL method for the ROC curve. Empirical likelihood is also a powerful method for handling missing data problems. For example, Wang and Chen [20] applied empirical likelihood to estimating equations with missing data. Qin, Zhang and Leung [14] proposed a unified empirical likelihood approach to missing data problems and explored the use of empirical likelihood to effectively combine unbiased estimating equations when the number of estimating equations is greater than the number of unknown parameters. Wang and Qin [19] constructed imputation-based empirical likelihood confidence intervals for the sensitivity of a continuous-scale diagnostic test with missing data. In this paper, we propose an imputation-based empirical likelihood method to construct confidence interval for the AUC with missing completely at random (MCAR) type of data, which has not been considered in literature. It is necessary to point out that the MCAR assumption is reasonable in practice. For example, in diagnostic studies, a laboratory sample may be dropped, so the resulting observation is missing; some sampled subjects are lost follow-up due to moving and other reasons. In these cases, missing is independent of both observable variables and unobservable variables of interest. The proposed method preserves the advantage of the method in Qin and Zhou [13] , which has good small sample performance, and the advantage of the hot deck imputation method, which preserves the distribution of item values whereas the deterministic imputation methods like the ratio imputation and the regression imputation do not have this appealing property [16] .
The remainder of the paper is organized as follows. Section 2 presents the imputation-based empirical likelihood method to construct confidence intervals for the AUC with missing data. In section 3, we conduct simulation studies to evaluate the performance of the proposed method. In section 4, we apply the new imputation-based empirical likelihood interval to a real example. A brief discussion is given in section 5. All proofs are deferred until the Appendix.
IMPUTATION-BASED EMPIRICAL LIKELIHOOD FOR THE AUC
In this section, we aim at constructing empirical likelihood-based confidence intervals for δ with missing data. We firstly impute the missing data by the hot deck imputation technique, and then apply empirical likelihood method to obtain confidence intervals for the AUC based on the imputed data. Finally we extend the proposed method to stratified random samples with missing data.
Point estimation of the AUC
with missing data
. . , (Y n , δ Yn ) be the simple random sample sequences of incomplete data associated with the populations (X, δ X ) and (Y, δ Y ) respectively, where
Missing data are common in many situations. For example, patients involved in a regular blood or urine test in a medical diagnosis might quit the research because they moved to other districts, or missed a visit to the hospital due to bad weather or schedule conflicts. Also, in some kinds of clinical trials, the measurement of genes related to a specific cancer could be missing due to the limit of equipment or cost requirements. These situations have an insight that such kinds of missingness are unrelated to any patient's characteristics. This class of missingness is classified as missing completely at random (MCAR, see [15, 8] ). Throughout this paper, motivated by these observations, we assume X and Y are MCAR, i.e.,
where both π 1 and π 2 are constants belonging to (0, 1).
For convenience, some standard notations are needed.
Denote the sets of observed data with respect to X and Y as S r X and S r Y respectively, and the sets of missing data with respect to X and Y as S m X and S m Y respectively. Then the means of the observed data with respect to X and Y are denoted asX r = An imputation method is useful in dealing with missing data. With MCAR data, we prefer a random hot deck imputation method to impute the missing values rather than the deterministic imputation, because the latter one is not appropriate in making an inference of distribution functions [2] . The idea of random hot deck imputation [16] is natural. For set {(X i , δ Xi ), i = 1, . . . , m}, the random hot deck imputation draws a simple random sample of size m X with replacement from S r X , and then let X * i = X k for some k ∈ S r X . After imputation, a sample of so-called "complete data" is obtained as follows:
Similarly, the imputed "complete data" of Y could be obtained as follows:
Wang and Qin [19] have proved that based on the imputed dataX i 's andỸ j 's, the empirical distributions
are still consistent and asymptotically normal.
We define the imputed version of WMW estimator for the AUC as follows:
Empirical likelihood for the AUC
In order to obtain better confidence intervals for the AUC, Qin and Zhou [13] proposed an empirical likelihoodbased interval for the AUC. This interval has good coverage accuracy for high values of the AUC when sample sizes for diseased and non-diseased subjects are small and unequal.
For a given test value Y from a diseased subject, let U = 1 − F (Y ). The value U can be interpreted as the proportion of the non-diseased population with a test value greater than Y [12] . It is easy to obtain the following equality:
Based on the relationship between δ and U , an empirical likelihood procedure for the inference of the AUC was derived by Qin and Zhou [13] . Let p = (p 1 , p 2 , . . . , p n ) be a probability vector, i.e., n j=1 p j = 1 and p j ≥ 0 for all j.
The empirical likelihood for the AUC, evaluated at the true value δ 0 of δ, is defined as follows:
Since the unknown distribution function F of the non-diseased population can be replaced by its empiri-
By the standard procedure of empirical likelihood method, the empirical likelihood ratio for δ 0 can be defined as follows:
whereλ is the solution of
Then the corresponding log-EL ratio is
Qin and Zhou [13] proved that the limiting distribution of l(δ 0 ) is a scaled chi-square distribution.
Imputation-based empirical likelihood interval for the AUC
Based on the imputed dataX i 's andỸ j 's, we could substitute all complete data X i 's and Y j 's in the previous part and obtain the similar log-EL ratio for δ 0 as follows:
where
. . , n, and λ is the solution of
The following theorem establishes the asymptotic distribution of the imputation-based empirical log-likelihood ratio for the AUC. 
where the scale constant r(δ 0 ) is If only complete observations are used without applying random hot deck imputation, asymptotic distributions of empirical distributions with observed data only were obtained in [19] . Define
Here R i is the rank ofX (i) (the i-th ordered value among
where σ * 2
The above results for F * (x) and G * (y) are slightly different from Lemma 1 in Appendix. Without the random hot deck imputation, some terms in Lemma 1 are absent. Actually, it is equivalent to disregard missing data and apply the method based on complete data to the observed data only. When sample sizes are small and missing proportion is high, the performances of the method with observed data only may be unstable because missingness results in an even smaller sample size. However, the proposed method will benefit from the imputation. Similar results were observed in simulation studies in [19] .
The confidence interval for the AUC could be constructed based on Theorem 1. Intuitively, by plugging in the consistent estimates of all unknown quantities, we could get the plug-in form confidence interval.
n , and
where δ is defined by (2) . Then a (1 − α)100% imputationbased profile empirical likelihood confidence interval for δ 0 , denoted by IPEL interval, can be defined as follows:
where χ 2 1 (1−α) is the (1−α)100% quantile of the chi-square distribution with degree of freedom one.
Imputation-based EL intervals for the AUC with stratified samples
In this section, we extend the IPEL method in the previous section to stratified samples. Suppose L institutions participate in a ROC study of continuous-scale diagnostic test, which are indexed by l. Let X l and Y l be the results of a continuous-scale test for a non-diseased and a diseased subject in the lth institution, and F l and G l be the corresponding distribution functions, respectively. Let X l1 , . . . , X lm l be the test results of a random sample of non-diseased patients, Y l1 , . . . , Y ln l be results of a random sample of diseased subjects in the l-th institution, and the observation rate pairs of each institution be (π l1 , π l2 ), 1 ≤ l ≤ L. Based on the MCAR assumption and the hot deck imputation technique, the imputed dataX l1 , . . . ,X lm l andỸ l1 , . . . ,Ỹ ln l could be obtained for each institution.
Similar to Qin and Zhou [13] , we do not assume that F l 's and G l 's are homogeneous institutions. Instead, we only assume δ 1 = · · · = δ l = δ, where δ l denotes the AUC for the l-th institution.
Let p l = (p l1 , . . . , p ln l ) be a probability vector for l = 1, . . . , L. Similarly, the profile empirical likelihood for the common AUC, evaluated at the true value δ, is defined as follows: . . . , L, j = 1, 2, . . . , n l , and the F l is the imputationbased empirical distribution of F l . Then, the corresponding empirical log-likelihood ratio is
where λ l is the solution of
The following theorem establishes the asymptotic distribution of the imputation-based empirical log-likelihood ratio for the AUC with stratified samples. 
where the weights Then the EL-based confidence interval for the common AUC can be constructed as follows:
Here R i (l) is the rank ofX l(i) (the i-th ordered value among
where c 1−α is the (1 − α) 1 . The quantile c 1−α could be calculated using a simple Monte Carlo simulation by plugging in consistent estimates of all unknown quantities. Therefore, R α (δ) defined by (12) offers an approximate confidence interval for the common AUC with asymptotically correct coverage probability 1 − α.
SIMULATION STUDIES
In this section simulation studies are conducted to evaluate the finite-sample performance of the proposed IPEL interval for the AUC in terms of coverage probability when the AUC is taken to be 0.8 (moderate accuracy), 0.9, and 0.95 (high accuracy). For simplicity, we take L = 1 in simulation studies. Here two typical settings of distribution are considered, one for symmetric distribution and the other for asymmetric distribution:
Note that in the first simulation setting, δ is related to the mean and the standard deviation by the following relationship:
For each setting, 2,000 random samples of incomplete data (X i , δ Xi ), i = 1, . . . , m and (Y j , δ Yj ), j = 1, . . . , n are generated from the underlying non-diseased distribution F and diseased distribution G, respectively. The sample size ranges from 50 to 200 with both m = n and m = n two cases for the two settings. We also consider different observation rates: (π 1 , π 2 ) = 90% (high), 80% or 70% (moderate), and 60% (low) with π 1 = π 2 and π 1 = π 2 . For comparison, the full observation case is also included in the study. Note that when π 1 = π 2 = 1, the proposed method will be reduced to the method developed by Qin and Zhou (2006) , which has been shown to have good finite sample performance.
In Tables 1-4 , we present the coverage probabilities of 90% and 95% IPEL intervals for various values of the AUC based on the proposed imputation-based empirical likelihood method under two model settings. The simulation results in these tables indicate that the proposed method works well in moderate accuracy cases even with small sample sizes (i.e., m = n = 50). In high accuracy cases, the proposed method seems to be conservative in a small sample size case, and the performance improves as the sample size increases. Reasonably, the proposed method works better in a symmetric distribution case. Also, the performance of the proposed method under missing data cases is comparable with that under the complete data cases in terms of coverage probability.
A REAL EXAMPLE
In this section, we evaluate the diagnostic accuracy of the proposed method by applying it to the data set of carbohydrate antigenic determinant CA19-9 in the detection We apply the newly proposed IPEL method to the data set studied by Wieand et al. [21] on the diagnostic accuracy of CA19-9 in detecting pancreatic cancer. The data set consists of 51 patients in the control group and 90 patients with pancreatic cancer. We simulated the missing mechanism MCAR to obtain missing data with different observation rates of (π 1 , π 2 ), because the original data set is complete. The WMW estimates and IPEL intervals for the AUC are calculated. The results are presented in Table 5 . These intervals indicate that CA19-9 has moderate to high levels of diagnostic accuracy in detecting patients with pancreatic cancer. Under different observation rates, δ is close to the estimate with complete data, and all confidence intervals contain δ based on complete data.
DISCUSSION
This paper focuses on missing data under the MCAR assumption. An imputation-based empirical likelihood method is proposed to construct confidence interval for the AUC with MCAR data. The random hot deck imputation is needed for the proposed method. Instead of conditional missing probability, MCAR assumption assures constant missing probability which could be estimated efficiently. Multiple imputation could also be applied in this paper as in Wang and Chen [20] . Since our simulation results have shown that the newly proposed methods work well, for simplicity, multiple imputation is not applied in this paper. Sometimes, the missing mechanism depends on the observed data, called missing at random (MAR, see [15, 8] ). The MAR case is a more general case and of more interest. Direct application of complete data inference procedures to MAR problems may result in biased estimation and loss of efficiency. He et al. [6] provided a direct estimate of the AUC in the presence of verification bias under the MAR assumption. But their inference method required the estimation of the variance, which is not an easy job. Future work could be done on the confidence interval for the AUC under the MAR assumption, which could be free of the estimation of variance by applying empirical likelihood technique.
APPENDIX: PROOFS
In order to prove Theorem 1, a few lemmas are necessary.
Lemma 1 (Wang and Qin, [19] ) . F (x) and G(y) defined by  (2.1) and (2.1) are uniformly consistent for F (x) and G(y) , respectively. Furthermore, they are asymptotically normal, i.e.,
where 1 − F (x) ), and
where 
, where δ is defined by (2) .
Proof. (i) From the uniform consistency of F in Lemma 1, it follows that
By using the similar technique employed in the proof of Lemma 1, we get that
Similarly, we can prove that
Combining the above results, from Lemma 2(i), it follows that:
(ii) If the data set is complete, Sen [18] has proved a similar result. Based on imputed data, some necessary modifications are needed. Let
Then, the variance of √ n 0 δ can be calculated as follows:
For the first term of the right-hand side in (13) , from
where the last step follows from Lemma 1.
As for the second term of the right-hand side in (13) , from 
E E(I(X ≤Ỹ
Therefore,
In order to prove Lemma 2(ii), we need to show that S and VAR( √ n 0 δ) converge to the same limit. Let Proof of Theorem 1. Based on Lemma 2 and the same procedure of the proof of Theorem 1 in Qin and Zhou [13] , it is straightforward to obtain the result.
Proof of Theorem 2. Based on Theorem 1 and the same procedure of the proof of Theorem 2 in Qin and Zhou [13] , it is straightforward to obtain the result.
