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Аннотация. В статье исследованы некоторые свойства субполосных матриц, использование которых 
лежит в основе математического аппарата субполосного анализа/синтеза сигналов и изображений. 
Исследована взаимосвязь распределения энергии собственных векторов и значениями собственных чисел. 
Исследованы свойства собственных векторов соответствующих единичным собственным числам субполосных 
матриц.
Resume. We investigated some properties o f subband matrix, whose using is in the basis o f the mathematical 
apparatus o f subband analysis/synthesis o f signals and images, in this article. We investigated the relationship o f the 
energy distribution o f eigenvectors and the values o f the eigenvalues. The properties are the eigenvectors relevant to 
the equal-to-one eigenvalues o f subband matrix are investigated.
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При решении многих проблем в экономике, управлении, охране окружающей среды, при 
решении технических задач в процессе создания и эксплуатации информационно­
телекоммуникационных систем и в других сферах деятельности человека широко используются 
различные методы обработки сигналов и изображений, такие как выделение их компонент, 
значимых при решении конкретных задач (например, фильтрация, повышение качества), 
передискретизация (масштабирование) сигналов и изображений, сегментация, распознавание и 
др. Значительное количество методов обработки сигналов и изображений основано на их 
частотных представлениях [Голд Б., Рейдер Ч. 1973; Гонсалес Р., Вудс Р. 2006].
В большинстве известных методов в основе частотных представлений используют 
преобразование Фурье [Нуссбаумер Г. 1985].
Однако, в настоящее время известен подход, основанный на субполосной методологии 
обработки сигналов и изображений [Жиляков Е.Г. 2007; Жиляков Е.Г., Черноморец А.А. 2009; 
Жиляков Е.Г., Белов С.П., Черноморец А.А. 2010; Жиляков Е.Г., Черноморец А.А. 2010], 
обеспечивающий возможность построения методов получения оптимальных в смысле 
создаваемых функционалов результатов обработки сигналов и изображений.
Данный подход основан на представлении частотной области - ж  < u , v  < ж  в виде 
объединения непересекающихся субполос (частотных подобластей, интервалов) [Жиляков Е.Г., 
Прохоренко Е.И. 2006.; Черноморец А.А. 2011]:
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в одномерном случае
D, = {it e [-uJ2,-uJ  u  [u,i,u, 2) }.
u11 = 0, uS2 = ж , uS+11 = uS2, s = 1,2,...,S
в двумерном случае
Vsr = { (u e [-us -^us1) u  K> us2)) ^  (v e [-Vr2,-Vr1) u  Vr2)) }.
u11 = 0 , us,2 = Ж , uS+1,1 = us V11 = 0 , VR,2 = Ж , Vr+1,1 = Vr2 :
(1) 
(2)
(1) 
(2)
s = 1,2,...,S , r = 1,2,...,R ,
и анализе распределений долей энергий сигналов и изображений по заданным частотным 
подобластям [Черноморец А.А., Иванов О.Н. 2010].
В данном субполосном подходе для выполнения операций обработки сигналов и 
изображений (решения задач их субполосного анализа и синтеза) используется аппарат так 
называемых субполосных матриц [Жиляков Е.Г. 2007]. Представляется важным с точки зрения 
разработки эффективных алгоритмов исследовать свойства субполосных матриц, а также свойства 
их субственных чисел и векторов.
Субполосными в [Жиляков Е.Г. 2007] названы квадратные матрицы As = {a,n}, i,n = 1,2 ,..,N , 
с элементами вида
= J exp(-ju(i -  n))du /(2ж) =
sin(us 2 (i -  n)) -  sin(us1 (i -  n))
ж(1 -  n)
i = n,
(3 )
Основные свойства субполосных матриц вида, важные для задач субполосного анализа и 
синтеза сигналов и изображений, выводятся на основе определений (3).
Очевидно, что субполосная матрица As с элементами вида (3) является симметричной. 
Субполосная матрица As с элементами вида (3) также является положительно 
определенной.
Тогда [Гантмахер Ф.Р. 2004], симметричная, положительно определенная субполосная 
матрица As с элементами вида (3) обладает полным набором ортонормальных собственных
векторов {q,}, к = 1,2,...,N , где q, = M ,q2k,. ., qNk) , соответствующих положительным собственным
числам Л }, к = 1,2,..., N , для которых выполняются соотношения
Ш  = A M , к = 1,2,...,N ,
Лк >Лк,1 > 0, к = 1,2,...,N - 1
~*s ~*s \
Mk, qi
1, i = к,
(4 )
(5)
(6)j \  X  1 s s  с*: ) = ЧпПсЧш = ®lk = <\ n 7Tt [0, i ф к,
здесь ( , ) -  скалярное произведение векторов.
Непосредственно из уравнения (4) с учетом определения (3) получаем соотношения для 
отдельных компонент qsA , n = 1,2,...,N , собственных векторов q{, к = 1,2,...,N ,
= J Fq (u)exp(ju(n -  1))du /(2ж), к = 1,2,..., N , n = 1,2,...,N , (7)
где
Fq(u)= X  q* exp(-j u(i - 1));i=1
справедливость выражения (8) следует из соотношений,
Л\Мл = 1  а^к =]Г qsit J exp(-ju(i -  n))du /(2ж) = J (]T qsa exp(-ju(i -  1)))exp(ju(n -  1))du /(2ж) .
(8)
hie
i =1 ue Ds
В виду свойства положительной определенности субполосных матриц следует неравенство 
для собственных чисел субполосных матриц
0 <Л\ < 1, к = 1,2,...,N , (9)
которое можно доказать на основе следующих рассуждений.
Найдем значение интеграла
em = J  i F,q (M)|2 du /(2ж),
ueD,
(10)
который назовем частью энергии вектора дк, соответствующей частотной подобласти Ds вида (1),
(2). Очевидно, что с учетом (7) и (8) справедливо следующее неравенство
а
u us 2
п
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J | Fq (u)|2 du /(2л) > 0, к = 1,2,..., N , (11)
также очевидно, что
л
J | Fq (u) |2 du /(2л) < J | Fq |2 du /(2л), к = 1,2,...,N , (12)
иеД -л
и
л л N N
J | Fk |2 du /(2л) = J Z  Як ехР(-ju(i - 1))Z  яПк exP( ju(n -  1))du /(2л) =
—л _л i=1 n=1
л N N N N  л N
= J Z  як exP(—j u(i—J))Z  q k exP(j u(n—1))du /(2л) = Z  Z  я к^яПк J exP(—j u(i — n))du /(2л) = Z  qkq* = 1,
то есть
л
-7Ч 12J | Fq |2 du /(2л) = 1 . (13)
Учитывая соотношения (3), (4), (6), (8) выполним следующие преобразования,
J | Fq (u) |2 du /(2л) = J Fq ( u )F J (—u)du /(2л) =
ueDs ueDs
N N N N
= J Z  Я‘к exp(—ju(i — 1))Z  яПк exp(ju(n — 1))du /(2л) = Z  qkZ  ЯЛ J exp(—ju(i — n))du/(2л) =
N N
Як
i=1 n=1 i=1 i=1
= Z  як Z  q x = Z  я к > ч = *к Z  = 4 . (14)
Из соотношений (11)-(14) следует свойство (9).
Таким образом, доказано следующее утверждение.
Утверждение 1. Величины всех собственных чисел Х\, к = 1,2 ,...,N , субполосной матрицы As 
с элементами вида (3) равны части энергии соответствующего собственного вектора q[ в заданной 
частотной подобласти, положительны и не превосходят единицы,
0 < Х\ = Е 'Л = J | FI  (u)|2 du /(2л) < 1, к = 1,2,..., N , (15)
ueDs
где Fsq(u) -  трансформанта Фурье (8) вектора qsk.
Также, поскольку норма собственных векторов равна 1 (13), то можно считать, что 
величины всех собственных чисел Л‘к, к = 1,2 ,...,N , субполосной матрицы As вида (3) равны доле
энергии соответствующего собственного вектора qst в заданной подобласти ПЧ.
Очевидно, для симметричной, положительно определенной субполосной матрицы 
справедливо следующее разложение на основе ее собственных чисел и векторов
As = Z ЛПЧ; (Ч; )т = Q X  (QA)т , (16)
n=1
где QA = (qk,..,qN) -  матрица, столбцы которой составлены из собственных векторов матрицы As , 
LA = diag(%,..,XN) -  диагональная матрица, содержащая соответствующие собственные числа, 
которые предполагаются упорядоченными по убыванию,
4 >4 >.. >XN.
Кроме того, найдется такое значение Js ,
J = 2[N (u 2 — uк )/(2л)] + 2 , (17)
где [ ] -  целая часть числа,
что с большой точностью будут вычисляться приближенные равенства
J  * 0, к = 1,2,...,N  — Js , (18)
то есть начиная с некоторого Js +1 -го собственные числа близки к нулю.
Данное свойство собственных чисел субполосных матриц используется при субполосном 
сжатии данных [Ж иляков Е .Г ., Черноморец А .А ., Голощапова В.А . 2011а].
Также, экспериментально установлено, что оценка количества близких к единице 
(единичных) собственных чисел определяется соотношением
J's = 2([N -Aus /(2л)] — 3). (19)
В таблице приведены результаты вычислительных экспериментов по оцениванию
значений собственных чисел субполосных матриц, соответствующих различным частотным
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подобластям [us1,us2] при N=256 и Aus = ж/ 3 2  . В данном примере оценка количества J* единичных 
собственных чисел в соответствии с выражением (19) равняется 2.
Таблица
Table
Значения собственных чисел Я , к = 1,2 ,...,N , субполосных матриц, соответствующих  
различным частотным подобластям при N=256 и Aus = ж/ 3 2  (первые 10 значений) 
Subband matrices eigenvalues Як, к = 1,2 ,..., N , corresponding to different frequency subdomains at
N  = 256 and Aus = ж/32  (the first 10 values)
к
Частотные подобласти
us1 =^
us 2 =ж/32
ыл =7ж/32, 
u 2 =8ж/32
usl =15ж/3 2 , 
us2 =16ж/32
ыл =23ж/32, 
uS2 =2 4 ж/ 3 2
usl =31ж/3 2 ,
us2 =ж
1 1 1 1 1 1
2 1 1 1 1 1
3 1 0.998 0.998 0.998 1
4 1 0.998 0.998 0.998 1
5 0 .9 9 9 0.96 0 .9 5 9 0.96 0 .9 9 9
6 0 .9 9 3 0 .9 5 9 0 .9 5 9 0 .9 5 9 0 .9 9 3
7 0 .9 3 7 0.722 0.722 0.722 0 .9 3 7
8 0.699 0.722 0.722 0.722 0.699
9 0.299 0.275 0.275 0.275 0.299
1
0 0.0642 0.274 0.275 0.274 0.0642
Значительный интерес представляет исследование свойств собственных векторов, 
соответствующих единичным собственным числам различных субполосных матриц.
Докажем следующее утверждение.
Утверждение 2. Произведение субполосной матрицы As и собственного вектора q, , 
соответствующего единичному собственному числу Я, субполосной матрицы A, , дает нулевой 
вектор,
A q  = 0 (20)
(при выполнении реальных расчетов данное равенство становится приближенным: A qk = 0 X 
где
Ш  = A q  , Я, = 1, (21)
0 -  нулевой вектор, соответствующей размерности, при условии, что субполосные матрицы As и 
A, соответствуют непересекающимся частотным подобластям Ds и Dr вида (1), (2),
D  n D, = 0  .
В основе доказательства справедливости данного утверждения используется представление 
(15) значения собственного числа Хк субполосной матрицы A, как части энергии 
соответствующего собственного вектора.
Пусть непересекающимся частотным подобластям Ds и D, вида (1), (2),соответствуют
субполосные матрицы As и A, . Также пусть единичному собственному числу Хк субполосной 
матрицы A, ,
Я = 1 ,
соответствует собственный вектор q, (21).
Из соотношений (15) и (21) имеем, что
Я, = j  I F,q (u)|2 du /(2ж) = 1 , (22)
ueD,
где F,q(u) -  трансформанта Фурье (8) вектора q, .
Тогда, из соотношений (13) и (22) следует, что
j  I F,q (u)|2 du /(2ж) = 0 . (2 3 )
wtD,
Очевидно, что равенство (23) выполняется в случае, когда
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Frq(u) = 0 , при Vu g Dr.
Тогда, учитывая соотношение (8), можем записать
F  (u) = X  qnleJ ^  = 0 , при Vu g Dr. (24)
n=1
Решение соотношения (24) не изменится при умножении на ненулевое число, например,
eM“-11, m = 1,2,...,N .
Тогда,
N
X  q*eJ(n~m) = 0 , при Vu g Dr, m = 1,2 ,...,N . (25)
n=1
Так как частотные подобласти D; и Dr не пересекаются, то учитывая соотношение (25), 
справедливым является следующее соотношение:
J X  q^e-Ju {n-m)du /(20 = 0 , m = 1,2,...,N . (26)
ue Ds n=1
Левая часть выражения (26), учитывая соотношение (3) и симметричность субполосных 
матриц, преобразуется следующим образом
J X  qne - J“ (n- m) du /(2ж) = X  qrk  J e- J“ (n- m1 du /(2ж) = X  = X  q> L .
ueDs n=1 n=1 ueDs n=1 n=1
Следовательно,
X  0 ^  = 0 , m = 1,2,...,N . (27)
n=1
Так как соотношение (27) выполняется для всех m = 1,2,..., N , то справедливо равенство 
(20). Таким образом, утверждение доказано.
Соотношение (20) показывает, что если вектор qk является собственным вектором,
соответствующим единичному собственному числу Xt субполосной матрицы Ar , то его часть 
энергии, соответствующая частотной подобласти D; равна нулю в случае, когда субполосные 
матрицы A; и Ar соответствуют непересекающимся частотным подобластям D; и Dr вида (1), (2).
Докажем также справедливость следующего утверждения.
Утверждение 3 . Собственный вектор q't , соответствующий единичному собственному числу 
Xt субполосной матрицы Ar , ортогонален собственным векторам q;, i = 1,2 ,..., N , субполосной 
матрицы A; ,
(qr, qs) = 0, (28)
где
= A q  , К  = 1 , (29)
xq; = Asq;, (30)
при условии, что субполосные матрицы A; и Ar соответствуют непересекающимся частотным 
подобластям D; и Dr вида (1), (2).
Для доказательства данного утверждения представим скалярное произведение векторов в
виде произведения вектор-строки и вектор-столбца. Тогда, учитывая свойства (9), (29), (30)
собственных чисел и соответствующих собственных векторов субполосных матриц и их 
симметричность, а также соотношение (20), имеем
(qr )Tq; = q  )T ^ A sq; =X- (Aiq; )Tq; =-Jr ( A q  )Tq; = ±  0Tq; = 0,
i i i i
где 0 -  нулевой вектор, соответствующей размерности. Таким образом, утверждение доказано.
Данные свойства собственных векторов, соответствующих единичным собственным 
числам, используются при решении задач внедрения данных в сигналы и изображения 
[Жиляков Е.Г., Черноморец А.А., Голощапова В.А. 2011б; Жиляков Е.Г., Черноморец А.А., 
Белов А.С., Болгова Е.В. 2013].
Таким образом, исследованы свойства специального класса матриц, называемых 
субполосными матрицами, которые применяются для построения математического аппарата 
оптимальной субполосной обработки изображений. Использование свойств этих матриц, а также 
свойств их собственных чисел и собственных векторов позволяет разработать эффективные 
алгоритмы обработки изображений. Получены соотношения, определяющие количество
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собственных чисел данных матриц, которые можно использовать для упрощения соответствующих 
вычислений.
Исследование выполнено при финансовой поддержке РФФИ в рамках научного 
проекта №  15-07-01570.
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