Abstract. We consider the backward error associated with a given approximate solution of a linear least squares problem. The backward error can be very expensive to compute, as it involves the minimal singular value of certain matrix that depends on the problem data and the approximate solution. An estimate based on a regularized projection of the residual vector has been proposed in the literature and analyzed by several authors. Although numerical experiments in the literature suggest that it is a reliable estimate of the backward error for any given approximate LS solution, to date no satisfactory explanation for this behavior had been found. We derive new bounds which confirm this experimental observation.
1. Introduction. We consider a linear least squares (LS) problem (1.1) findx ∈ R n such that b − Ax 2 = min
where A ∈ R m×n , b ∈ R m , and v 2 = √ v T v denotes the Euclidean norm. It is well known that the vectorx is a solution of (1.1) if and only if it solves the system of normal equations: A T Ax = A T b. Any suchx can be expressed asx = A † b + (I − A † A)z for some z ∈ R n , where A † denotes the Moore-Penrose pseudo-inverse of A. The unique residual vector corresponding to any LS solution iŝ r ≡ b − Ax = (I − P A )b, where P A ≡ AA † is the orthogonal projector onto the range of A, hereafter denoted R(A). For a more complete background, see, e.g., [2, 7, 15] .
Let x ∈ R n be a nonzero approximate solution of the LS problem (1.1). We are interested in computing or estimating the backward error associated with the approximate solution x. More precisely, we would like to find the "smallest" perturbations E and f for which x is a solution of the perturbed LS problem with matrix A + E and right-hand side vector b + f . Such an analysis has many practical applications. For instance, it is used for testing fast, but potentially unstable, algorithms; see, e.g., [10] . It is used to monitor the convergence of iterative solution methods and to design reliable stopping criteria for these methods; see, e.g., [17, 1, 4, 13, 6] . In this context the approximate solution x is an iterate from any chosen iterative method, and we stop the iteration and accept x as a valid computed solution when the backward error (or an estimate of the backward error) is smaller than a chosen (relative) tolerance.
In [19] Waldén, Karlson, and Sun provide an explicit expression for the LS backward error µ defined by (1.2) µ ≡ min
where θ is a given positive weighting parameter and · F is the Frobenius matrix norm. The parameter θ balances the norms of the backward perturbations in A and b, and can be chosen based on a priori knowledge of the uncertainty in the problem data; see, e.g., [4, Theorem 6.3] . Consider
, the backward error of x for compatible linear equations (see, e.g., [ showed that µ = min{ω, σ}, where σ is the smallest singular value of a certain (n + m) × m matrix that depends on the problem data A and b and the approximate LS solution x. Thus, the LS backward error µ is strictly less than the backward error for compatible linear equations when σ < ω. In Theorem 2.2 we give a necessary and sufficient condition for µ = σ < ω. Because the expression for µ involves σ, the minimal singular value of an (n + m) × m matrix, computing µ directly can be prohibitively expensive. In Section 3 we recall an estimate ν of µ proposed by Karlson and Waldén in [14] . This estimate involves a regularized projection of the residual vector r = b−Ax. Methods for computing ν were considered by Grcar, Saunders, and Su [9] (see also the thesis of Su [18] ) and its efficient computation in the iterative method LSQR [17, 16] was proposed in [13] .
Properties of the estimate ν have been studied before by Gu [10] and Grcar [8] . In particular, it is known that ν is a good approximation to the LS backward error µ provided the approximate solution x is sufficiently close to a LS solutionx. Numerical experience, however, indicates that ν is a good approximation to the LS backward error µ for any given x; see [9, 18, 13] . In Section 3 we derive new bounds on µ in terms of the estimate ν of Karlson and Waldén, and prove that ν is always within a constant factor of the backward error µ. These results confirm that ν can always be used as a reliable estimate of µ. In Section 4 we illustrate our theoretical results with numerical experiments.
We often use the singular value decomposition (SVD) of A (see, e.g., [7 
containing the nonzero singular values of A on its diagonal, and U ∈ R m×m and V ∈ R n×n are orthogonal matrices with U = [U 1 , U 2 ], U 1 ∈ R m×p , such that R(U 1 ) = R(A). We use σ min (M ) to denote the smallest (possibly zero) singular value of a matrix M . In the following x =x or x =x means that x is or is not, respectively, a solution of the LS problem (1.1). Throughout the paper we restrict ourselves to real arithmetic; generalization to the complex case is straightforward.
2. The backward error in LS problems. We first recall the expression for the LS backward error µ given in (1.2), which was obtained by Karlson [11, Theorem 20.5] ).
Theorem 2.1. Let A ∈ R m×n , b ∈ R m , 0 = x ∈ R n , r = b − Ax, and θ > 0. The backward error µ defined by (1.2) can be expressed as
where ω is given by (1.3) and
It can easily be shown that µ = 0 if and only if x =x; see, e.g., [5, Corollary 3.1] . Thus as long as x =x, the matrix M in (2.2) has full column rank and σ min (M ) > 0. We will make use this property later.
In [19, Section 2] and [11, Section 20.7] it is pointed out that a sufficient condition for µ = σ min (M ) < ω is b ∈ R(A). In other words, the LS backward error µ in (1.2) is always strictly less than the backward error for compatible linear equations ω in (1.3) if the LS problem (1.1) is incompatible. The converse, however, is not always true. In the following theorem we give a necessary and sufficient condition for µ < ω.
and θ > 0. Let µ be the LS backward error defined by (1.2) and ω be the LE backward error defined by (1.3).
Proof The case b ∈ R(A) is stated in [19, Section 2] and can easily be proven as follows. If b ∈ R(A), then r 2 ≥ r 2 > 0 and r Tr = r
Thus, if b ∈ R(A), from (2.1) we must have µ = σ min(M ) < ω. Now suppose that b ∈ R(A), so that r ∈ R(A). If x =x then r =r = 0, so µ = ω = 0, A † r = 0, and the theorem holds. We now assume that x =x, so that r = 0. The minimal singular value of M in (2.2) is the square root of the minimal eigenvalue of the matrix
Consider the SVD of A given in (1.4). Because r ∈ R(A), we can write r = U 1r . The matrix M T M has the same eigenvalues as the orthogonally similar matrix
Therefore, σ min (M ) = min{ω, √ λ}, where λ is the minimal eigenvalue of (2.6)
T .
It follows that µ = σ min (M ) < ω if and only if
where the last equivalence is due to Sylvester's law of inertia (see, e.g., [12 which can be rearranged to (2.3) using (1.3) and the fact that
2 .
It follows from Theorem 2.2 that b ∈ R(A) is not only sufficient for µ < ω but also necessary provided
On the other hand, if
and b ∈ R(A), then µ = ω. It is often the case in practice that the matrix A has full column rank. Then the above is equivalent to
the condition (2.7) can be replaced by a stronger requirement x − x 2 / x 2 ≤ 1 on the standard relative error with respect to the norm of the approximate solution x. In other words, if b ∈ R(A), the case µ < ω can only occur if x − x 2 / x 2 > 1. Theorem 2.2 gives a necessary and sufficient condition for µ to be strictly less than ω. We remark that if b ∈ R(A) and rank(A) < m (i.e., the block ω 2 I m−p in (2.5) is a matrix of nonzero order) then σ min (M ) ≤ ω and hence from (1.2) µ = σ min (M ). In other words, as long as rank(A) < m, we can always write µ = σ min (M ). The condition rank(A) < m usually holds in practice, as most practical LS problems (1.1) are overdetermined.
3. The Karlson-Waldén estimate and its accuracy. The expression for the LS backward error µ given in Theorem 2.1 involves the minimal singular value of the (n + m) × m matrix M . Therefore, µ can be very expensive to compute directly. In this section we give tight bounds on µ which involve the estimate
introduced by Karlson and Waldén in [14] . The quantity ν can be computed directly more cheaply than µ (see, e.g., [9, 18] ) and can be estimated very efficiently in the iterative method LSQR (see [13] ). Note that ν = 0 if and only if x =x. (In the trivial case r = 0 we explicitly set ν = 0.) In the following we assume that x =x, so r = 0 and ν > 0. Note also that
which can easily be verified using the singular value decomposition of A given in (1.4). Karlson and Waldén [14] give the following lower bound on the ratio µ/ν:
In [10] Gu obtains the following bounds:
(see also [9, Equation (1.5)]). This shows that if r 2 ≈ r 2 , as we would expect if x is a good approximation tox, then ν is a good estimate of µ. In [8] Grcar shows that ν is asymptotically equal to µ in the sense that The above results show that ν can be an excellent estimate of µ, provided that x is sufficiently close tox. However, if x is not close tox and r 2 ≫ r 2 , the estimate ν might severely underestimate µ. This could have important consequences in practice. For example, in the context of iterative methods, a stopping criterion that uses ν (or an estimate of ν) instead of µ could be triggered several iterations too early if ν ≪ µ, resulting in a poor computed solution x.
Numerical tests performed in [9, 18, 13] suggest that ν is a good approximation to the LS backward error µ for any given x. In the following, we confirm this observation by establishing bounds on µ in the form
Indeed, ν is a lower bound on µ (see Theorem 3.1 below), which slightly improves the lower bounds in (3.3) and (3.4). Using this fact and the upper bound in (3.4) we have
In the following theorem we show that the above upper bound can be considerably improved. Theorem 3.1. Let the assumptions of Theorem 2.1 be satisfied and let µ and ν be defined by (1.2) and (3.1), respectively. Then
Proof. Recall that the backward error µ and the estimate ν are both equal to zero if and only if x =x. Therefore, (3.8) holds when x =x. We now assume that x =x (so that r, ω, µ, and ν are nonzero) and denote σ ≡ σ min (M ), so µ = min{ω, σ}.
First we show that ν ≤ µ. Suppose that ω ≤ σ, so µ = min{ω, σ} = ω. In this case it immediately follows from (3.2) that ν < µ. Now suppose that µ = σ < ω. The minimal singular value σ is the square root of the minimal eigenvalue of the matrix
wherer = r/ r 2 is the normalized residual vector associated with x. We denote by u * the (normalized) eigenvector corresponding to the minimal eigenvalue σ 2 of M T M (equivalently, the right singular vector corresponding to the minimal singular value σ of M ). Then
The vectorr is not orthogonal to u * . Indeed, ifr T u * = 0 then (3.10) gives 0 ≤ u * AA T u * = σ 2 − ω 2 , which is in contradiction with the fact that σ < ω. Note that the matrix AA T + (ω 2 − σ 2 )I is nonsingular. Multiplying (3.11) withr T AA T + (ω 2 − σ 2 )I −1 and dividing by nonzeror T u * leads to
Using the Sherman-Morrison-Woodbury formula (see, e.g., [7, Section 2.1]) we get
which by substituting to (3.12) gives (3.13)
Since µ = σ < ω, we obtain (3.14)
and therefore ν ≤ µ in all cases, which proves the first part of (3.8).
Next we prove that µ ≤ √ 2ν. Recall that when x =x, M has full column rank, so M T M is nonsingular. From the variational characterization of eigenvalues (see, e.g., [12 
Using the Sherman-Morrison-Woodbury formula, we find that
From (3.1) and (3.16) we find an alternative formula for ν in the form
From (3.17) and (3.18) we get
Substituting (3.19) into (3.15) we obtain the inequality
Because µ = min{ω, σ} ≤ σ,
which, using the fact that µ = min{ω, σ} ≤ ω, gives
proving the second part of (3.8).
We can also improve the result of Theorem 3.1 by obtaining a tighter upper bound of the form (3.6), with γ depending on the ratio of the norms of the residual vectors r andr corresponding to x andx, respectively. Corollary 3.2. Let the assumptions of Theorem 2.1 be satisfied, let µ and ν be defined by (1.2) and (3.1), respectively, and let r = 0. Then
Proof. Suppose that b ∈ R(A), i.e.,r = 0. In (3.21) we have Analogously to (3.7), the bound (3. 3), (3.4) , and (3.5).
Numerical experiments.
In this section we illustrate our theoretical results on several numerical experiments. We create three different types of LS problems, which we denote Type (a)-(c). In each case we create the matrix A as follows: A = U ΣV T , where U ∈ R m×n and V ∈ R n×n are the "thin" Q factors in the QR decomposition of random matrices and Σ ∈ R n×n is diagonal and contains the singular values of A. We experiment with different distributions of singular values:
• Type (a): logarithmically equally-spaced between 10 −2 and 1; • Type (b): logarithmically equally-spaced between 10 −5 and 10 3 ; • Type (c): linearly equally-spaced between 10 −5 and 10 3 . In these examples we use m = 100 and n = 50. For each problem type we set b = Ae + τ v, where e is a vector of ones and each element of v is independently sampled from the standard normal distribution. We use τ = 0, τ = 10 −5 , and τ = 10 −1 to create compatible, nearly compatible, and fairly incompatible LS problems, respectively.
For each problem type and each vector b we obtain several approximate LS solutions x as follows. First we compute a backward stable LS solutionx using Matlab's "backslash" command. Then we set x =x + δ x x 2 w for 25 logarithmically equally-spaced values of δ x between 10 −12 and 10 2 , where w is a random vector created in the same way as v. We repeat this procedure 50 times, and in each case we compute the minimum and maximum of the ratio µ/ν. For simplicity we set θ = 1 here. (Different choices of the parameter θ all gave very similar results.) Results are shown in Table 4 . The ratio µ/ν is always greater than 1 and less than √ 2 ≈ 1.4142, as expected. The backward error µ in (1.2) and its estimate ν in (3.1) are, for a fixed matrix A, functions of the residual vector r and the scalar ω, which is related to r through (1.3). However, one can consider µ and ν as functions of two independent arguments r and ω. The results of Section 3 do not depend on any particular relation between r and ω, and therefore
holds for any r ∈ R m and ω ≥ 0. In addition, if we consider r and ω to be independent, µ and ν depend only on the direction of the vector r.
Let A be the matrix of Type (a) specified above with logarithmically equally-spaced singular values between 10 −2 and 1. In order to illustrate how ν approximates µ, we choose a fixed vector r = r 1 + ρ 2 r 2 , where ρ 2 is a scalar and r 1 and r 2 are random vectors lying in the range of A and the null space of A T , respectively (so that r 1 and r 2 are orthogonal). By taking suitable values of ρ 2 we can change the relative size of the component of the "residual" r in the null-space of A T , and therefore in a sense modify the level of incompatibility of the right-hand side of the LS problem. For each vector r, we look at how µ and ν vary as a function of ω taken from the interval [10 We generate three vectors r by setting ρ 2 = 10, ρ 2 = 0.1, and ρ 2 = 0, and choose m = 100 and n = 50. In Figures 1(a)-1(c) , we plot σ min (M ), ω, and the bounds ν and √ 2 ν on µ as functions of the scalar variable ω. Since rank(A) < m, we have always σ min (M ) ≤ ω and hence µ = σ min (M ) (see the comments after Theorem 2.2). In each case the lower bound ν and the upper bound √ 2 ν are good approximations of µ. This is true also in the test problem reported in Figure 1(d) , where we set m = n = 50 so that rank(A) = m. In this case, even though for small ω the minimal singular value of M is greater than ω, the estimate ν is still an excellent approximation to µ = min{ω, σ min (M )}.
Conclusion.
The projection ν given in (3.1), or estimates of ν, are often used to approximate the LS backward error µ in (1.2) ; see, e.g., [10, 13, 6] . The known bounds (3.3) and (3.4) on the ratio µ/ν and the asymptotic equivalence (3.5) of µ and ν suggest that ν is indeed a good estimate of µ whenever the approximate solution x is sufficiently close to a LS solutionx. These results, however, provide no guarantees when x is not close tox. (In practice, of course, we do not know how close x is tox.) In particular, from (3.3)-(3.5) alone, it might be possible that ν ≪ µ when r 2 ≫ r 2 . The main contribution of this work was to give constant bounds, and in particular a constant upper bound, on the ratio µ/ν (see Theorem 3.1 and Corollary 3.2). These results prove that ν can always safely be used instead of µ in practical applications.
