We study bifurcations in dynamical systems with bounded random perturbations. Such systems, which arise quite naturally, have been nearly ignored in the literature, despite a rich body of work on systems with unbounded, usually normally distributed, noise. In systems with bounded random perturbations, new kinds of bifurcations that we call 'hard', may happen and in fact do occur in many situations when the unperturbed deterministic systems experience elementary, codimension-one bifurcations such as saddle-node and homoclinic bifurcations. A hard bifurcation is defined as discontinuous change in the density function or support of a stationary measure of the system.
Bifurcations in Dynamical Systems with Bounded Noise
There has been a lot of activity in recent years on the topic of stochastic or random dynamics both for maps and flows. This work has focused almost entirely on noise that is unbounded, in particular normally distributed. With such noise, the entire phase space is accessible (i.e. from any initial point any neighborhood may be reached with nonzero probability) and it follows that the system has a unique stationary measure whose support is the whole phase space. It is also an easy fact that the density function for the stationary measure varies continuously with any parameter of the system. In light of these facts, Zeeman proposed that a bifurcation in a stochastic system be defined as a change in character of the density function as a parameter is varied [41] [42] . He suggested left-right equivalence as the standard for change. Such bifurcations have come to be known as phenomenological, or P-bifurcations. Arnold in his extensive work on Random Dynamical Systems (RDS) proposed two more definitions, namely abstract bifurcation when (local) topological conjugacy changes and dynamical bifurcation which is typically evidenced by a change of sign in one of the Lyapunov exponents of the dynamical system (see for example [7] , [8] and [15] ). Many studies, particularly in the physics community, have addressed issues of bifurcations in stochastic systems from these perspectives, referring to one or the other of these bifurcations (see for instance [27] , [29] , [38] ), all in systems with unbounded noise.
In this note, we study bifurcations in random differential equations (RDE) with bounded noise. In such systems, there can be more than one stationary measure and more radical changes can occur in response to parameter changes. The considered RDE will be shown to possess a finite number of absolutely continuous stationary measures. The stationary measures therefore have probability density functions. We distinguish the following changes in the density functions:
1. the density function of a stationary measure might change discontinuously (including the possibility that a stationary measure ceases to exist), or 2. the support of the density function of a stationary measure might change discontinuously.
A discontinuous change in the density function is with respect to the L 1 topology. A discontinuous change of the support of a stationary measure is with respect to the Hausdorff topology. It is appropriate to call such changes "hard" in reference to hard loss of stability in ordinary differential equations. In [9] a loss of stability of an invariant set is called hard if it involves a discontinuous change, in the Hausdorff topology, of the attractor. There is an obvious analogy with discontinuous changes in (supports of) density functions. The examples studied later show how adding a small amount of noise to a family of ordinary differential equations unfolding a bifurcation can lead to a hard bifurcation of density functions. We note that these hard bifurcations may not be captured by Arnold's notion of dynamical bifurcation.
If in a class of RDE the density functions are known to have more regularity, one can accordingly adjust the topology on the space of densities. For instance, for C k density functions it makes sense to equip the space of densities with the C k topology.
There are good reasons to consider bounded noise from the perspective of applications. While the behaviors of some ideal systems, such subatomic particles, are accurately modeled by normally distributed noise, in most physical systems random perturbations are actually limited. Temperatures fluctuate within limits; measurements vary within limits; an apparatus may be contaminated by particles of dust, but not boulders; gusts of wind may influence an experiment, but the presence of a tornado will undoubtedly lead to cancellation. Besides noise in physical systems, noise in other important types of systems is usually bounded. For instance, noise in traffic models should be bounded so that the actual attainable velocity of the vehicles is not exceeded, and noise in financial markets is clearly bounded below and effectively above. Random perturbations in many biological systems are naturally bounded (see for instance [20] ). For instance electrical impulses received by a neuron in a network are bounded by the maximum action potentials of the adjoining neurons. Another important motivation for this work is that round-off error in floating point computer calculations can be treated as random noise bounded by machine epsilon [10] . Recently some applications involving bounded noise have appeared in the fields of viscoelasticity [6] , control theory [28] , and acoustics [39] .
Basic mathematical results about diffeomorphisms with bounded noise were obtained in [3] . In the case of maps, it was shown in [23] that bounded noise systems give rise to Markov stochastic processes with values in the state space. Similar characterizations of Markov processes were obtained as early as [17] , which Araújo seems to have overlooked. Araújo showed under mild conditions that a C 1 -diffeomorphism with -bounded noise as described above has a finite number of physical measures. He showed further that these measures are supported on the minimal completely invariant sets. Similar results for random differential equations were obtained in [24] and [12] but only for some special cases.
Works on stochastic stability ( [1] , [2] , [4] , [5] , [11] , [16] ) have also considered bounded noise. A system is stochastically stable if the density function of the SRB measure under noise of size converges to the unique SRB measure as 0. In this context hyperbolic and partially hyperbolic systems have been studied, and ergodic properties such as delay of correlations have been considered, but bifurcations have only been studied in [3] and [23] .
In this paper we deal with RDE using the framework found in [12] and [24] . As in those references we deal primarily with topological aspects of the RDE, but study bifurcations. Homburg and Zmarrou [23] gave quantitative characterizations of transient behavior and intermittency for bifurcations in randomly perturbed diffeomorphisms and endomorphisms. In this paper we do not address quantitative questions about bifurcations of RDE with bounded noise or bifurcations in the context of RDS generated by stochastic differential equations. We hope to treat those topics in future works.
In the following section we introduce the class of RDE considered in this paper. In Sections 3 to 5 we discuss stationary measures, see in particular Theorem 3.1. Bifurcations of stationary measures, using the definition given above, are discussed in Section 6 by means of examples.
Differential Equations with Noise of Level
In this section we follow closely the construction in [12] . Let M be a compact, connected, smooth d dimensional manifold, possibly with boundary. We will consider random differential equations (RDE) in one of the following two forms:
where F (x, a) is a (globally) Lipschitz vector field depending Lipschitz continuously on a parameter a ∈ R n , i.e. F : M × R n → T M is a Lipschitz function. The time-dependent perturbation u(t) which will represent noise, may be constructed in a number of ways. We consider u belonging to the space U = L ∞ (R, B n ( )) where B n ( ) is the closure of the ball in R n . In the additive noise case, n = d and we can associate B n ( ) with the unit ball in T x M. Give U the weak* topology, which makes it compact and metrizable (see [13, Lemma 4.2.1] ). The flow defined by the shift:
is then a continuous dynamical system (see [13, Lemma 4.2.4] ). Further, θ t is a homeomorphism of U and θ t is topologically mixing [13] . We also suppose that U has a θ t -invariant probability measure P. The topological support of P may for instance be the continuous functions C(R, B n ( )), the cadlag functions (see [7] ), or even as in [24] the closure of the set of shifts of a specific function u(t). We will assume that θ t is ergodic w.r.t. P. Rather than U one may consider instead the topological support of P in U.
We refer to any random perturbation of this form as noise of level around F (·, a). For our purposes the specific realization of the noise is not important, but rather only the fact that its values are bounded.
Since u(t) ∈ U is measurable and bounded, and F is Lipschitz, the differential equations (1) and (2) have unique, global solutions (in the sense of Caratheodory) for any u ∈ U and all initial conditions on M, and the solutions are absolutely continuous in t. Furthermore, solutions depend continuously on u in the space U.
Denote by
the flow generated by (1) or (2) . By the assumptions Φ t (a, u)(·) : M → M is a homeomorphism for any a, u, and t ≥ 0. We also consider the skew-product flow on U × M given by S t ≡ θ t × Φ t .
Consider the evaluation operator π t : U → B n ( ) given by π t (u) = u(t). Also consider the measure ρ = π t * P on B n ( ). Since P is θ t invariant, it follows easily that ρ is independent of t. We call ρ the distribution of the noise.
Let x be a point in M. We define the push-forward of P from U to M via Φ t as the probability which acts on continuous functions ψ : M → R by integration as:
We will suppose the following conditions on the noise (compare with [3] ):
There exist ξ 0 > 0 and t 1 > 0 such that
(H 2) There exist t 2 > 0 so that Φ t (a)(x) * P is absolutely continuous w.r.t. a Riemannian measure m on M for all t > t 2 and all x ∈ M.
The assumption (H 1) can be interpreted as guaranteeing that the perturbations are sufficiently robust. Assumption (H 2) requires that the noise not have "spikes".
We remark that (H 1) and (H 2) may be replaced by conditions on the vector field and the noise. For example in the case of (2), (H 1) and (H 2) can be replaced by 'the support of ρ contains a ball centered at the origin' and 'ρ has a density function', respectively.
Characterization of Physical Measures
We call a set C ⊂ M a completely invariant set if
for all t ∈ R + . Denote by C the collection of completely invariant sets. There is a partial ordering on C by inclusion, i.e. C C if C ⊂ C. We call C ∈ C a minimal completely invariant set if it is minimal with respect to the partial ordering .
A probability µ on M is said to be stationary (invariant) if P × µ is S t invariant, i.e. for any Borel set A ⊂ U × M:
for all t ∈ R + .
We say that a stationary measure µ is ergodic if P × µ is ergodic for the skew product flow S t . Birkhoff's ergodic theorem then ensures that:
for P × µ almost every (u, x) and for every ξ ∈ C 0 (U × M, R). In particular, if µ is ergodic, setting ξ = ψ • π M for ψ ∈ C 0 (M, R) and the coordinate projection π M : M × U → M, we obtain:
We say that a point x ∈ M is µ-generic if (5) holds for every ψ ∈ C(M, R) and for P-a.e. u ∈ U.
The set of generic points of a stationary ergodic measure µ is called the ergodic basin of µ and will be denoted E(µ).
An ergodic stationary probability measure whose basin has positive volume, m(E(µ)) > 0, will be called a physical measure. This theorem is an analog of Theorem 1 in [3] (see also [17] ). Similar results for a special case of (2) were obtained in [12] . We will prove this theorem in the next sections.
Minimal Completely Invariant Sets
Proposition 4.1 Minimal completely invariant sets exist. Moreover, every completely invariant set contains at least one minimal set.
Proof: First consider that (H 1) implies that any completely invariant set contains a ξ 0 ball. Let C be a linearly ordered chain in C. For each C ∈ C let E(C) = {x ∈ C : B(x, ξ 0 ) ⊂ C}. Note that each E(C) is closed and the collection of such sets is nested since C is nested, and so the intersection of all such E(C) is non-empty. Thus for each chain, there is a ball B(x, ξ 0 ) contained in every element and in particular, there is a point x contained in every C ∈ C .
Suppose x ∈ C for all C in a chain C . Define
It is easily shown that O + (x) is completely invariant and we call it the set generated by x. Invariance of C implies that O + (x) ⊆ C so O + (x) C. Thus any chain in C is bounded below. We can then apply Zorn's lemma and conclude that C has a minimal element. If we apply the above reasoning to any completely invariant set and the collection of its completely invariant subsets, then we see that every completely invariant set contains a minimal set.
The above proof also shows the following. Proof: Suppose M is a minimal completely invariant set. Denote E = int M . By (H 1), E = ∅. Since Φ t (u, a)(·) is a homeomorphism for each t and u we have that Φ t (a, u)(E) is open for any t. Thus we have that the set
is open for any t. Thus the set t≥0 Φ t (a, U)(E) is open. This set is easily shown to coincide with M .
Remark: We note here a key difference between bounded noise random differential equations and stochastic differential equations. For the latter there is only one completely invariant set, namely the entire space, M.
Stationary Measures

Existence and absolute continuity
Proposition 5.1 A probability µ on M is stationary if and only if it satisfies the following identity:
Proof: See [17] .
Choose x ∈ M and consider the push forward of P via Φ t (a)(x). These probabilities are not in general stationary, but if we consider their time averages,
we obtain a net of probability measures on M. By the weak* compactness of the space of probability measures on M, the net contains a convergent subsequence {µ T i } with a limit point µ ∞ . The action of µ ∞ on a continuous function ψ : M → R is given by:
We will say that such a limit measure is generated by x. This is the Krylov-Bogolyubov procedure ([7, Theorem 1.
5.8]).
Proposition 5.2 Given any x ∈ M, any limit measure µ ∞ of (8) is a stationary, absolutely continuous probability measure.
Proof: For s > 0, note that:
By the invariance of P under θ s we have:
As i → +∞, the last two terms converge to zero since ψ is bounded. The first term converges precisely to M ψ dµ ∞ , so we have that µ ∞ is stationary.
To show the µ ∞ is absolutely continuous, consider for any Borel set E ⊂ M:
Hypothesis (H 2) then gives us that Φ s (a)(x) * P(E) = 0 whenever m(E) = 0. Thus the integral is zero.
Ergodicity and characteristic probabilities
Proposition 5.3 Suppose M is a minimal completely invariant set, x ∈ M and µ ∞ is any limit measure generated by x. Then supp µ ∞ = M . Proposition 5.4 Suppose M is a minimal completely invariant set and µ is a stationary a.c. probability with supp µ = M . If E is a Borel set and the following holds all t ≥ 0,
then µ(E) is either 0 or 1.
Proof: Suppose that (10) Since E is open it also contains an -ball centered at y for small enough. Let x ∈ M \ E. Note that µ(M \ E) > 0. Since M must be generated by x there exist t 0 and u ∈ U such that Φ t 0 (a, u)(x) = y. Continuity of solutions implies that there is an open set V ⊂ U containing u such that
This contradicts the assumption. Proposition 5.6 Given a minimal completely invariant set M there is one and only one physical measure whose support is M . Moreover, every x ∈ M generates this measure and so is in its ergodic basin.
Proof: The proof of uniqueness is trivial. A measure generated by x ∈ M has support M by Proposition 5.3, is a physical measure by Proposition 5.5 and therefore equals the unique physical measure.
Thus associated to each minimal completely invariant set M i there is a unique physical measure which is generated by any of the points in M i . We will call this measure µ i the characteristic measure for M i .
Proposition 5.7
The support of a physical measure is the closure of a completely minimal invariant set.
Proof: Suppose not. Denote by M i the completely minimal invariant sets. Let µ be a physical measure and x ∈ supp µ be so that x is outside of ∪ i M i . There must be a u(t) such that the Φ t (u)(x) falls into ∪ i M i , otherwise O + (x) would be completely invariant and would contain a new minimal completely invariant set. Since Φ t (u)(x) falls into ∪ i M i , a whole neighborhood in U × M of u × x must also fall into ∪ i M i , by continuity of S t . As µ is stationary, the support of µ intersects ∪ i M i . Complete invariance of the sets M i and ergodicity of µ then imply that the support is contained in the closure of one of the sets M i . By Proposition 5.3 the support equals the closure of one of the sets M i .
Proof of Theorem 3.1
Combining the above derived results proves Theorem 3.1. The existence of a finite number of physical absolutely continuous invariant probability measures on M under the conditions of Theorem 3.1 follows from Corollary 4.2, Proposition 4.5 and Proposition 5.6. Proposition 5.7 then finishes the proof of Theorem 3.1.
Examples of hard bifurcations
In the rest of the paper we will consider examples of bifurcations in differential equations with additive noise (2).
Pitchfork bifurcation
Suppose that the family of vector fields F a (x) undergoes a pitchfork bifurcation. For example:
has a pitchfork bifurcation at a = 0. Considerẋ = ax − x 3 + u(t), where u has support [− , ]. In this case it is then necessary and sufficient to consider the envelope of vectors fields bounded below by F − a = F a (x) − and above by F + a = F a (x) + . At the deterministic pitchfork point a = 0, we see in Figure 1(a) that the interval whose endpoints are the left-hand equilibrium of F − a and the right-hand equilibrium of F + a is completely invariant. As a is increased, there continues to be a single completely invariant interval until a reaches a critical value at which F + a and F − a each develop a second stable fixed point (via a saddle-node) as in Figure 1(b) . At this point the completely invariant interval has two disjoint subintervals that are completely invariant, divided by the interval from the left fixed point of F + a to the right fixed point of F − a . Orbits that happen to leave the middle interval cannot return, they are trapped in one of the two outer subintervals. The same is true for greater values of a (Figure 1(c) ).
¿From Theorem 3.1 the minimal completely invariant intervals described above support stationary measures. Thus, according to the observations above, F a + u has a single stationary measure that varies continuously with a up to the point at which the interval is subdivided. At that point and beyond there are two independent stationary measures, one supported in each of the outer invariant intervals. Thus this is a hard bifurcation as we have defined it; the support of the stationary measure undergoes a discontinuity. Notice that in this case the bifurcation is 'delayed' by the small noise. Note also that we have considered a symmetric pitchfork. If instead we consider a family without symmetry, then one of the saddle-nodes of F ± may occur before the other. The corresponding invariant subinterval will thus form before the other. This scenario and its possible role in dynamic bifurcation was described in [18] .
We note that in this bifurcation it is expected that for parameter values close to the bifurcation point, although the central interval is no longer invariant, orbits in it should remain for a long time. Thus this is an example where transient behavior may be studied.
Saddle-node bifurcation
Consider the saddle-node locally in the unperturbed model differential equation:
which has a saddle-node bifurcation when a = 0. Consider F − a and F + a defined as before and the envelope of vector fields bounded between these two. For a ≤ the local flow has no completely invariant sets. All points will leave the neighborhood with probability one. For a = , the lower flow has a saddle-node that creates a completely invariant interval which contains the stable equilibrium of F a . For a > , the invariant interval persists.
Stable homoclinic bifurcation in planar flows
Consider a family of flows, φ t a that have a hyperbolic equilibrium at the origin0 and a homoclinic orbit bifurcation at a = 0. Assume that the equilibrium is dissipative, i.e. div(dφ t (0)/dt) < 0. It is well known that for a < 0 the unperturbed system has a stable periodic orbit that converges to the homoclinic orbit as a 0. Under bounded random perturbation, it is clear that the stable periodic orbit will be replaced by a stationary measure supported in a neighborhood of the periodic orbit. At some parameter value a < 0 the support of the stationary measure will intersect the equilibrium and beyond that the stationary measure will be altered or destroyed depending on the global dynamics. For instance if0 has a symmetric pair of homoclinics, then before the bifurcation independent stationary measures can be supported in either lobe, but after the bifurcation, there is a single stationary measure supported on an entire neighborhood of the pair of homoclinic orbits.
We demonstrate this bifurcation numerically by considering the following vector field [31, p. 413 ]:
which is a modification of the double-well Hamiltonian system with Hamiltonian function:
H(x, y) = y 2 /2 − x 2 /2 + x 4 /4.
It is easy to show that this vector field has a symmetric pair of homoclinic orbits. Further, it can be easily shown for δ > 0 that the separatrix graphic formed by the homoclinic orbits is stable from both sides. If we embed this vector field in a one parameter of "rotated" vector fields by:
then we obtain a homoclinic bifurcation as described above. Existence of a pair of limit cycles for a < 0 and a single limit cycle for a > 0 can be confirmed using the theory of rotated vector fields [31] . (12) with δ = .6. In the first plot a = −.01 and there is a pair of stable limit cycles. In the second plot (a = 0), there is a pair of stable homoclinic orbits. In the third plot (a = .01), there is a single stable limit cycle.
In Figure 3 we plot phase portraits of equations (11) and (12) with δ = .6 and a = −.01, 0, .01. For a = −.01 there is a pair of attracting limit cycles, for a = 0 there is a pair of stable homoclinic orbits and for a = .01 there is a single stable limit cycle. In Figure 4 we plot eventual orbits with bounded noise with values in [− , ] added to the equation forẏ. For a = −.01 there are two separate invariant densities corresponding to the deterministic limit cycles. At a = 0 the two densities have merged into a single invariant density. Note that in the third plot the support of the single invariant measure has experienced a topological change. (12) with δ = .6 and added noise with level = .8. In the first plot (a = −.01) there is a pair of disjoint invariant densities. In the second plot (a = 0), there is a single invariant density. In the third plot (a = .01), the support of the invariant density has undergone a topological change.
