Poisson process and also for the case of iid interarrival times with an arbitrary distribution. We report computational results that exhibit the speed and accuracy of our algorithms.
Introduction
In 1987, Larson proposed the fascinating problem of inferring the transient queue length behavior of a system solely from data about the starting and stopping time of each customer service. He noted that automatic teller machines (ATM's) at banks have this data, yet they are unable to directly observe the queue lengths. Also in a mobile radio system one can monitor the airwaves and again obtain times of call setups and call terminations although one is unable to directly measure the number of potential mobile radio users who are awaiting a channel. Other examples include checkout counters at supermarkets, traffic lights, and nodes in a telecommunication network. More generally, the problem arises when costs or feasibility prevents the direct observation of the queue although measurements of the departing epochs are possible. This paper discusses the deduction of the queue behavior only from this transactional data. In this analysis no assumptions are required regarding the service time distribution: it could be state-dependent, dependent on the time of day, with or without correlations. Furthermore, the number of servers can be arbitrary.
In Larson [1] two algorithms are proposed to solve this problem based on two astute observations: (i) the beginning and ending of each busy period can be identified by a service completion time which is not immediately followed by a new service commencement; (ii) a service commencement at time t implies that the arrival time of the corresponding customer must have arrived between the beginning of the busy period and ti. Furthermore, if the arrival process is known to be Poisson, then the a posteriori probability distribution of the arrival time of this customer must be uniformly distributed in this interval. In Larson [1] these observations are used to derive an O(n 5 ) and an 0(2 n ) algorithm to compute the transient queue lengths during a busy period of n customers.
In this paper we propose an O(n 3 ) algorithm, which estimates the transient queue length during a busy period as well as the delay of each customer served during the busy period. Moreover, we generalize the algorithm for the case of time-2 varying Poisson process to another O(n 3 ) algorithm and also find an algorithm for the case of stationary interarrival times from an arbitrary distribution. We also develop an O(n) on line algorithm to dynamically update the current estimates for queue lengths after each departure. This algorithm is similar to Kalman filtering in structure in that the current estimates for future queue lengths are updated dynamically in real time.
The paper is structured as follows: In Section 2 we describe the exact O(n 3 )
algorithm and prove its correctness assuming the arrival process is Poisson. In Section 3 we generalize the algorithm for the case of time-varying Poisson process into a new O(n 3 ) algorithm. In Section 4 we further generalize our methods to handle the case of an arbitrary stationary interarrival time distribution. In Section 5 we describe the algorithm to dynamically update queue lengths in real time. In Section 6 we report numerical results. We also examine the sensitivity of the estimates to the arrival process.
Stationary Poisson Arrivals
In this section we will assume that the arrival process to the system can be accurately modeled as a Poisson process with an arrival rate that it is unknown but constant within a busy period. The arrival rate, however, could vary from busy period to busy period. In sections 3 and 4 this assumption is relaxed. We consider the following problem: Given only the departure epochs (service completions) ti, i = 1,2,..., n during a busy period in which n customers were served, estimate the queue length distribution at time t and the waiting time of each customer. As we noted before we make no assumptions on the service time distribution or the number of servers.
Notation and Preliminaries
The following definitions are needed. Let 3 1. n = the number of customers served during the last busy period (the end of the busy period is inferred from a service completion that is not immediately followed by a new service commencement).
2. ti = the time of the ith customer's service completion.
3. Xi = the arrival time of the ith customer.(By definition X1 < X 2 ... < Xn. 4. N(t) = the cumulative number of arrivals t time units after the current busy period began.
Q(t)
= the number of customers in the system just after t time units after the current busy period began.
D(t)
= the cumulative number of departures t time units after the current busy period began.
7. Wj = the waiting time of the jth customer. We want to compute the distribution of N(t) conditioned on O'(i, n).
O(t-) =
To do this we note (Ross [3] ) that the conditional joint density for 0 < x 1 <
Equation (2) For k = 1 to n,
STEP 2 (Calculation of hj,k).
For j = 1 to n -1
hjk t
STEP 3 (Calculation of the diagonal elements fk,k).
For k = n to 1,
STEP 4 (Calculation of fj,k).
STEP 5 (Estimates of transient queue length).
h,n
Given t, tj t < tj+l
where 0 = t-tj and for 0 < k < n-l-j
Pr{Q(t) = kOt( n)} = Hj,k+j(t)[Fk+j+l(tk+j+l) -Fk+j+l(t)]
(14)
where
and
where ho,o and fn+l,n+l are defined in (7).
STEP 6 (Estimates of transient waiting time).
For tj < tk -t < tj+ 1
where Hj,k(y) and Fk(y) are defined in (16) and (17), respectively. 
Proof of Correctness
In this subsection we prove that indeed the algorithm correctly computes the distributions of the queue length and waiting time. A basic ingredient of the analysis is the following lemma that simplifies the multidimensional integrals: 
In the following proposition we justify steps 1 and 2 of the algorithm.
Proposition 2 STEP and STEP 2 of the algorithm are implied by the definition of hj,k. Also Hj,k(y) defined in (3) satisfy (16).
Proof: If we apply lemma 1 to (3) we obtain fxtj lt2j
which, after performing the innermost integral, is equal to
Hence, from (3) and (21) we obtain
Successive substitution of this equation gives,
But from (3) We now turn our attention to the justification of steps 3 and 4 of the algorithm.
Proposition 3 STEP 3 and STEP 4 of the algorithm are implied by the definition of fj,k in (6). Also Fk(y) defined in (4) satisfy (17).
Proof: From (4) we note that Fk(y) is a polynomial in y of degree n-k + 1. Let ci,k be the coefficients in Fk(y) = Ei=k Ck,i-k+ly i - k+l. Moreover, from (4) we obtain:
By differentiating, and More generally, From Taylor's Theorem, fore,
Evaluating (22) Having established the validity of the steps of the algorithm required to compute the hj,k's and fj,k's we proceed to proof the correctness of the performance measure parts of the algorithm, steps 5 and 6.
Theorem 4 The distribution of Q(t) and its mean conditioned on the observations O'(t, n) is given by (12), (13),(14) and (15) in STEP 5 of the algorithm.

Proof: For n-1 > k > j and tj < t < tj+l the event {N(t) = k, O(t)} occurs if
and only if 0 < X 1 < tl,...,Xjl < Xj < tj,Xj < Xj+ < t,...,Xk-l < Xk < t,t < Xk+l < tk+l, ... ,Xn-< Xn < tn. Since the arrival process is Poisson, the conditional density function is uniform and hence, Therefore, for n -1 > k > j and tj t < tj+l
Pr{N(t) = k,O(tlJN(tn) = n}
For t = tj, using (5) and (6), we have 
and Q(t) = N(t)-D(t).
Suppose we condition on the event {N(tj) = r and N(tj+ 1 )} = m. Then, for tj t < tj+l, N(t)1O(t, N(t.) = n, N(tj), N(tj+ 1 )] = N(tj) + O(N(tj+) -N(tj) ), which by taking expectations leads to
Pr{N(t) = klO(t), N(t,) = n, N(t j ) = r, N(tj+l) = m} =
Pr{N(t) = k, N(tj) = r, N(tj+ l ) = m, O(t) IN(tn) n}
Pr{N(tj) = r, N(tj+l) = m, O(t), IN(tn)
=
E[N(t)O(t), N(tn) = n] = (1 -O)E[N(tj)] + OE[N(tj+ 1 )]
Since Q(t) = N(t) -j for tj t < tj+l the piecewise linearity of (13) follows.
Remark: Larson [1] also contains a proof of the piecewise linearity of E[N(t)10(t), N(tn) =
n]. Our proof more easily generalizes to the case of time varying arrival rates.
Finally, we establish the correctness of STEP 6 of the algorithm.
Theorem 5 The distribution of W(t) conditioned on the observations O'(, n) is
given by (18) in STEP 6 of the algorithm.
Proof:
The total time Wk the kth customer spent in the system is simply tk -Xk.
Therefore, the event {Wk t} is the same as the event {Xk tk -t}. But this is the same as the event {N(tk -t) k}. Hence,
so (18) follows from (24).
Note that (13) and (18) provides the basis to easily compute higher moments of
W(t), and Q(t).
The Time-Varying Poisson Arrival Process
In the previous section we assumed that the arrival rates are Poisson with a hazard rate A that is constant during each busy period and found the inferred queue length and waiting time. In some applications, however, it is not realistic to assume that section are immediately extendible to this case without adding any complexity to the resulting algorithm. In particular, if the arrival rate is time-varying, A(t) > O, then we will show that the algorithm in Section 2.
is applicable if all t 's are replaced by fot A(x)dx.
Let A(t) be the time-varying arrival rate. We will first need to find the generalization of the conditional distribution of the order statistics given in (1).
Theorem 6 Given that N(t) = n and the time-varying arrival rate A(t), the conditional density function of the n arrival times X 2 , ,... X is n!-i A(xi)
f(X = ,.,Xn = nlN(t) = n)= A( i)(27)
An (t) where A(t) = fot A(x)dx.
Proof:
The proof below is similar to Theorem 2.3.1 of Ross [3] . Let 0 < x 1 < x 2 < . . Xn < Xn+1 = t, and let ei be small enough so that xi + ei < xi+, i = 1,..., n. 
But the number of Poisson arrivals in an interval I is Poisson with a mean
fxEI A(x)dx, so the above probability is n n
JJ[e-MiMi]e-(A(t> il M)) = eA(t) I| Mi i=1 i=l where Mi = xl+'I A(x)dx = A(xi)ei + o(i)
Since
Pr{N(t) = n} = e-(t)A)
(27) follows. J Given that we have now characterized the joint conditional density we can answer questions about the system behavior. 
Theorem 8 STEPS 1-6 of the algorithm of Section 2.2 are valid for time varying A(t) if replace t is replaced by A(t) ( and tj with A(tj)).
Proof: This theorem follows immediately by applying the original proofs of STEPS 1-6 to the time varying case and using the transformation of variables yi = A(xi) as was done in the above proposition. O
Remark: Note that the piecewise linearity property with respect to t of E[Q(t)lO'(t, n)]
in equation (13) 
, E[N(t)lO'(F, n)] = (1 -O)E[N(tj)IO'(F, n)] + OE[N(tj+ )IO'(t n)]
Stationary Renewal Arrival Process
Our methods in the previous sections critically depended on the Poisson assumption.
In this section this assumption is relaxed and we only assume that the arrival process 14 is a renewal time-homogeneous process, where the probability density function between two successive arrivals is a known function f(x) and c.d.f. F(x) = fy=O f(y)dy.
The key step is to generalize (2):
F(n)(tn)-F(n+l)(tn)
Proof: The underlying conditional density function the ratio i.e.,
can be expressed in terms of
Pr{N(t) = n}
But g{X 1 = x1,.. ., Xn = Xn, N(t) = n} is the joint density function corresponding to the first interarrival time being xl, the second interarrival time being x 2 -xl,..., the the nth interarrival being xn-xn-1,and having no arrival occurred in an interval of duration t -xn. Hence,
Also,
where F(n)(t)is the cdf of the nth convolution of the renewal process and
so (30) 
From (32), one can find
E[Q(tj)lO(t), N(tn) = n] = E[N(tj) > kO(t), N(tn) = n]-j
For the Erlang-k distribution, for example, f(x) = A(AX)k-le-Ax/(k -1)! and
In this case, from (30), for allt l ,t 2 ,...,t, Prt{X1 tl, .. . ,Xn < tlN(tn) = n} 10 ....
F(n)(t)-F(n+l)(tn)'
Therefore, the evaluation of (32) can ignore the contribution of Ak(A, tn) because it will cancel in the numerator and denominator.
= Ak(A,tn)
where In some applications it is desirable not to wait until the end of a busy period to estimate the queue length. For example, if there is a possibility of realtime control of the service time, knowledge that the queue length was excessively large but it is currently zero is not of value. Instead a current estimate is needed. The analysis of this problem will be derived for the case of a time-varying Poisson process. However, for the case of a constant arrival rate the method can be easily specialized.
Suppose that immediately after the nth departure (time t + ) we observe exactly n departures at times ti, i = 1, 2, ... , n during a busy period and the busy period did not end at time tn (as inferred from the commencement of a new service initiation at time tn). We are interested in having an estimating the state of the system at time t > tn without any observation of D(t) between time tn and time t. Also note that knowledge that the busy period did not end at time tn is equivalent to 
and qn,p,, gn are computed as follows: Proof: For j > n + 1, using (27),
from Lemma 1 and the transformation of variable Yi = A(xi), i = n + 2, . .. , j. Also
from (41) Therefore, (34) follows where
But, after computing the innermost integral using integration by parts,
so (36) follows where
1= 0 n =xn-1 i=
Computing the innermost integral of (44), we get (37). Integrating by parts we can find recursions from which the quantities Pn, qn, gn are computed as follows:
Similarly,we get (39) from
[e-A(xn-1)
From (5) and (45) and the transformation of variable, yi = A(xi) described in Section 3, one finds that the definition of gn would equal hn,n if ti is replaced by A(ti). Therefore, from (8), gn satisfies (40). 
Finally,D(t,) = n and Q(t) = N(t)-D(t).
Hence, (35) follows from (34).
Remark: To find E[Q(t)lO(t), Xn+l < t,]
for t > t requires knowledge of the departure process,i.e., knowledge of the service distribution and the number of servers present.
Theorem 10 provides an algorithm to update dynamically the queue length estimates after each departure. The algorithm is as follows:
On Line Updating Algorithm STEP 0 (Initialization).
Let go = 1; qo = 0; po = 1; to = 0.
STEP 1 (On line recursive update)
. 
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We implemented the algorithm of Section 2.2 for the case of stationary Poisson arrivals in a SUN 3 workstation. Using a straightforward implementation, the algorithm uses n 2 memory (the matrices fj,k and hj,k are half full). For most practical applications, the number of departures in a busy period is less than 100. We were able to calculate several performance characteristics with up to n = 99 number of departures in a busy period reliably in less than 40 seconds. In Figure 1 we report the expected number of arrivals in a busy period of 99 points given that the departure epochs are regularly spaced within the busy period, i.e. ti = i/n. In Figure   2 we compute the estimate of the average cumulative number of arrivals during the interval parameterized by n, the total number of arrivals during the interval, based on the assumption that the departures are regularly spaced, i.e., given n we computed
J E[Q(t)I O'(i, n)]dt
Not surprisingly, this is a monotonically increasing function of n.
For the case of n = 5, we plot in Figure 3 X=10.
Exponential or Erlang-2, ,,
