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A study is presented to compare the performance of bearing fault detection using three types of artificial neural networks (ANNs),
namely, multilayer perceptron (MLP), radial basis function (RBF) network, and probabilistic neural network (PNN). The time
domain vibration signals of a rotating machine with normal and defective bearings are processed for feature extraction. The
extracted features from original and preprocessed signals are used as inputs to all three ANN classifiers: MLP, RBF, and PNN for
two-class (normal or fault) recognition. The characteristic parameters like number of nodes in the hidden layer of MLP and the
width of RBF, in case of RBF and PNN along with the selection of input features, are optimized using genetic algorithms (GA).
For each trial, the ANNs are trained with a subset of the experimental data for known machine conditions. The ANNs are tested
using the remaining set of data. The procedure is illustrated using the experimental vibration data of a rotating machine with and
without bearing faults. The results show the relative eﬀectiveness of three classifiers in detection of the bearing condition.
Keywords and phrases: condition monitoring, genetic algorithm, probabilistic neural network, radial basis function, rotating
machines, signal processing.
1. INTRODUCTION
Machine condition monitoring is gaining importance in in-
dustry because of the need to increase reliability and to
decrease the possibility of production loss due to machine
breakdown. The use of vibration and acoustic emission (AE)
signals is quite common in the field of condition monitor-
ing of rotating machinery. By comparing the signals of a
machine running in normal and faulty conditions, detec-
tion of faults like mass unbalance, rotor rub, shaft misalign-
ment, gear failures, and bearing defects is possible. These sig-
nals can also be used to detect the incipient failures of the
machine components, through the online monitoring sys-
tem, reducing the possibility of catastrophic damage and the
downtime. Some of the recent works in the area are listed in
[1, 2, 3, 4, 5, 6, 7, 8]. Although often the visual inspection of
the frequency domain features of the measured signals is ad-
equate to identify the faults, there is a need for a reliable, fast,
and automated procedure of diagnostics.
Artificial neural networks (ANNs) have potential appli-
cations in automated detection and diagnosis of machine
conditions [3, 4, 7, 8, 9, 10]. Multilayer perceptrons (MLPs)
and radial basis functions (RBFs) are the most commonly
used ANNs [11, 12, 13, 14, 15], though interest in proba-
bilistic neural networks (PNNs) is also increasing recently
[16, 17]. The main diﬀerence among these methods lies in
the ways of partitioning the data into diﬀerent classes. The
applications of ANNs are mainly in the areas of machine
learning, computer vision, and pattern recognition because
of their high accuracy and good generalization capability
[11, 12, 13, 14, 15, 16, 17, 18]. Though in the area of machine
condition monitoring MLPs are being used for quite some
time, the applications of RBFs and PNNs are relatively recent
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[3, 19, 20, 21]. In [19], a procedure was presented for con-
dition monitoring of rolling element bearings comparing the
performance of the classifiers MLPs and RBFs with all calcu-
lated signal features and fixed parameters for the classifiers.
In this, vibration signals were acquired under diﬀerent oper-
ating speeds and bearing conditions. The statistical features
of the signals, both original and with some preprocessing like
diﬀerentiation and integration, high- and lowpass filtering,
and spectral data of the signals, were used for classification
of bearing conditions.
However, there is a need to make the classification pro-
cess faster and accurate using the minimum number of fea-
tures which primarily characterize the system conditions
with optimized structure or parameters of ANNs [3, 22]. Ge-
netic algorithms (GAs) were used for automatic feature selec-
tion inmachine conditionmonitoring [3, 21, 22, 23]. In [22],
a GA-based approach was introduced for selection of input
features and number of neurons in the hidden layer. The fea-
tures were extracted from the entire signal under each con-
dition and operating speed [19]. In [23], some preliminary
results of MLPs and GAs were presented for fault detection
of gears using only the time domain features of vibration sig-
nals. In this approach, the features were extracted from finite
segments of two signals: one with normal condition and the
other with defective gears.
In the present work, the procedure of [23] is extended
to the diagnosis of bearing condition using vibration sig-
nals through three types of ANN classifiers. Comparisons are
made between the performance of the three diﬀerent types
of ANNs, both with and without automatic selection of in-
put features and classifier parameters. The classifier param-
eters are the number of hidden layer neurons in MLPs and
the width of the radial basis function in RBFs and PNNs.
Figure 1 shows a flow diagram of the proposed procedure.
The selection of input features and the classifier parameters
are optimized using a GA-based approach. These features,
namely, mean, root mean square, variance, skewness, kurto-
sis, and normalized higher-order (up to ninth) central mo-
ments are used to distinguish between normal and defective
bearings. Moments of order higher than nine are not con-
sidered in the present work to keep the input vector within
a reasonable size without sacrificing the accuracy of the di-
agnosis. The roles of diﬀerent vibration signals are investi-
gated. The results show the eﬀectiveness of the extracted fea-
tures from the acquired and preprocessed signals in diagnosis
of the machine condition. The procedure is illustrated using
the vibration data of an experimental setup with normal and
defective bearings.
2. VIBRATION DATA
Figure 2 shows the schematic diagram of the experimental
test rig. The rotor is supported on two ball bearings MB
204 with eight rolling elements. The rotor was driven with
a three-phase AC induction motor through a flexible cou-
pling. The motor could be run in the speed range of 0–
10,000 rpm using a variable frequency drive (VFD) con-
troller. For the present experiment, the motor speed was
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Figure 1: Flow chart of diagnostic procedure.
maintained at 600 rpm. Two accelerometers were mounted
at 90◦ on the right-hand side (RHS) bearing support to mea-
sure vibrations in vertical and horizontal directions (x and
y). Separate measurements were obtained for two condi-
tions, one with normal bearings and the other with an in-
duced fault on the outer race of the RHS bearing. The outer
race fault was created as a small line using electro-discharge
machining (EDM) to simulate the initiation of a bearing de-
fect. It should be mentioned that only one type of bearing
fault has been considered in the present study to see the ef-
fectiveness of the proposed approach for two-class recogni-
tion. Diagnosis of diﬀerent types and levels of bearing faults
is important for optimal maintenance purposes and outside
the scope of the present work. Each accelerometer signal was
connected through a charge amplifier and an anti-aliasing fil-
ter to a channel of a PC-based data acquisition system. One
pulse per revolution of the shaft was sensed by a proximity
sensor and the signal was used as a trigger to start the sam-
pling process. The vibration signals were sampled simulta-
neously at a rate of 49152 samples/s per channel. The lower
and higher cutoﬀ frequencies of each charge amplifier were
set at 2Hz and 100 kHz, respectively. The cutoﬀ frequency
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Figure 2: Experimental test rig.
of each anti-aliasing filter was set at 24 kHz, almost the half
of the sampling rate. The number of samples collected for
each channel was 24576 with each bearing condition: nor-
mal and faulty. The experiment was repeated under the same
operating conditions and a further set of 24576 data points
was acquired for each accelerometer signal and bearing con-
dition. These time-domain data were preprocessed to extract
the features, similar to [10], for using them as inputs to the
ANNs. Half of the first data set was used for training and the
other half for testing the ANNs, while the entire data of the
second set were used for testing.
3. FEATURE EXTRACTION
3.1. Signal statistical characteristics
Two sets of experimental data, each with normal and defec-
tive bearings, were acquired. For each set, two vibration sig-
nals consisting of 24576 samples (qi) were obtained using ac-
celerometers in vertical and horizontal directions to monitor
the machine condition. The magnitude of the vibration was
constructed from the two component signals z =
√
(x2 + y2).
These signals were divided into 24 segments (bins) of 1024
(n) samples each. An alternative approach would have been
to take 24 individual measurements from 24 diﬀerent runs.
However, the present approach was used, similar to [10],
to see the eﬀectiveness of the proposed procedure in situa-
tions where multiple runs of data may not be feasible, espe-
cially in actual industrial setting. Each of these data segments
was further processed to extract the following features (1–
9): mean (µ), root mean square (RMS), variance (σ2), skew-
ness (normalized third central moment γ3), kurtosis (nor-
malized fourth central moment γ4), and normalized fifth to







, n = 3, 9, (1)
where E{·} represents the expected value of the function.
Figure 3 shows plots of some of these features extracted from
the vibration signals (qi) x, y, and z of the first set of data,
each row representing the features for one signal. Only a few
of the features are shown as representatives of the full feature
set.
It is important to note that in the present work, only two
(normal and faulty) conditions of bearings have been consid-
ered and the sample size for feature extraction was chosen as
1024 to keep the length of acquired data within a reasonable
limit. The features were also calculated, doubling the num-
ber of samples with no significant diﬀerence. However, for
consideration of multiple fault conditions, the data of longer
duration (in terms of number of cycles or shaft revolutions)
and larger sample size for feature extraction, especially for
higher-order (fifth–ninth) moments, may be necessary.
3.2. Time derivative and integral of signals
The high- and low-frequency content of the raw signals can
be obtained from the corresponding time derivatives and the
integrals. In this work, the first time derivative (dq) and the
integral (iq) have been defined, using sampling time as a fac-
tor, as follows:




















































































Figure 3: Time-domain features of acquired signals: (——) normal, (- - - -) defective.
dq(k) = q(k)− q(k − 1),
iq(k) = q(k) + q(k − 1). (2)
The derivative and the integral of each signal were processed
to extract an additional set of 18 features (10–27).
3.3. High- and lowpass filtering
The raw signals were also processed through low- and high-
pass filters with a cutoﬀ frequency as one-tenth ( f /10) of
the sampling rate ( f = 49152Hz). The cutoﬀ frequency was
chosen to minimize the eﬀect of sampling on the low- and
high-frequency characteristics of the signals. These filtered
signals were processed to obtain a set of another 18 features
(28–45) leading to a total of 45 features.
3.4. Normalization
The total set of features consists of 45× 144× 2 array, where
each row represents a feature and the columns denote the
number of signals (three), segments per signal (24), bearing
conditions (two), and sets of run (two). Each of the features
was normalized, dividing each row by its absolute maximum
value and keeping it within ±1 for better speed and success
of the network training. A second scheme of normalization
with zero mean and a standard deviation of 1 for each feature
set was attempted. Another normalization scheme was also
examined by making the features zero mean and then nor-
malizing by the absolute maximum value. The results com-
paring the eﬀectiveness of these normalization schemes are
discussed in Section 6.5. However, it is to be mentioned that
the use of absolute maximum in magnitude normalization
scheme exploits the large peaks present in the fault signal
lowering the normal rotational components. This changes
the relative statistics of the signals with and without faults,
leading to better classification success.
4. ARTIFICIAL NEURAL NETWORKS
In this section, three types of ANNs are briefly discussed with
reference to the structures and the parameters. The main dif-
ferences among these are also briefly discussed. Readers are
referred to [13, 17, 24] for further details. Data from two dif-
ferent sets of run were used in the present work. For the first
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set of run, half of the data were used for training the ANNs
and the rest were used for testing. Entire data from the sec-
ond set of run were used for testing.
4.1. Multilayer perceptron
The feed-forward MLP network, used in this work, consists
of three layers: input, hidden, and output. The input layer has
nodes representing the normalized features extracted from
the measured vibration signals. There are various methods,
both heuristic and systematic, to select the neural network
structure and activation functions [24]. The number of in-
put nodes was varied from 2 to 45 and that of the output
nodes was 2. The target values of two output nodes can have
only binary levels representing “normal” (N) and “failed”
(F) bearings. In theMLPs, the sigmoidal activation functions
were used in the hidden and output layers to maintain the
outputs close to 0 and 1. The outputs were rounded to bi-
nary levels (0 and 1). The MLP was created, trained, and im-
plemented using Matlab neural network toolbox with back-
propagation (BPN) and the training algorithm of Levenberg-
Marquardt. The ANN was trained iteratively using the train-
ing data set to minimize the performance function of mean
square error (MSE) between the network outputs and the
corresponding target values. No validation data were used
in the present work. The classification performance of the
MLPs was assessed using the test data set which had no part
in training. The gradient of the performance function (MSE)
was used to adjust the network weights and biases. In this
work, an MSE of 10−6, a minimum gradient of 10−10, and a
maximum iteration number (epoch) of 500 were used. The
training process would stop if any of these conditions were
met. The initial weights and biases of the network were gen-
erated automatically by the program.
4.2. Radial basis function networks
The structure of an RBF network is similar to that of an
MLP. The activation function of the hidden layer is Gaussian
spheroid function as follows:
y(x) = e−(‖x−c‖2/2σ2). (3)
The output of the hidden neuron gives a measure of dis-
tance between the input vector x and the centroid c of the
data cluster. The parameter σ , representing the radius of the
hypersphere, is generally determined using iterative process
selecting an optimum width on the basis of the full data sets.
However, in the present work the width is selected along with
the relevant input features using a GA-based approach. In the
present work, the RBFs were created, trained, and tested us-
ing Matlab through a simple iterative algorithm of adding
more neurons in the hidden layer till the performance goal is
reached.
4.3. Probabilistic neural networks
The structure of a PNN is similar to that of an RBF, both hav-
ing a Gaussian spheroid activation function in the first of the
two layers. The linear output layer of the RBF is replaced with
a competitive layer in PNN which allows only one neuron
to fire with all others in the layer returning zero. The major
drawback of using PNNs was computational cost for the po-
tentially large size of the hidden layer which could be equal
to the size of the input vector. The PNN can be Bayesian clas-
sifier, approximating the probability density function (PDF)
of a class using Parzen windows [17]. The generalized expres-
sion for calculating the value of Parzen approximated PDF at
a given point x in feature space is given as follows:





where p is the dimensionality of the feature vector and NA is
the number of examples of class A used for training the net-
work. The parameter σ represents the spread of the Gaussian
function and has significant eﬀects on the generalization of a
PNN.
One of the problems with the PNN is handling the
skewed training data, where the data from one class are sig-
nificantly more than the other class. The presence of skewed
data is more likely in a real environment as the number of
data for normal machine condition would, in general, be
much larger than the machine fault data. The basic assump-
tion in the PNN approach is the so-called prior probabilities,
that is, the proportional representation of classes in training
data should match, to some degree, the actual representa-
tion in the population being modeled [16, 17]. If the prior
probability is diﬀerent from the level of representation in the
training cases, then the accuracy of classification is reduced.
To compensate for this mismatch, the a priori probabilities
can be given as input to the network and the class weight-
ings are adjusted accordingly at the binary output nodes of
the PNN [16, 17]. If the a priori probabilities are not known,
then training data set should be large enough for the PDF
estimators to asymptotically approach the underlying prob-
ability density.
In the present work, the data sets have equal number
of samples from normal and faulty bearing conditions. The
PNNs were created, trained, and tested using Matlab. The
width parameter is generally determined using iterative pro-
cess, selecting an optimum value on the basis of the full
data sets. However, in the present work, the width is selected
along with the relevant input features using the GA-based ap-
proach, as in case of RBFs.
5. GENETIC ALGORITHMS
GAs have been considered with increasing interest in a wide
variety of applications [25, 26, 27]. These algorithms are used
to search the solution space through simulated evolution of
“survival of the fittest.” These are used to solve linear and
nonlinear problems by exploring all regions of state space
and exploiting potential areas through mutation, crossover,
and selection operations applied to individuals in the pop-
ulation [25, 26]. The use of GA needs consideration of six
basic issues: chromosome (genome) representation, selec-
tion function, genetic operators like mutation and crossover
for reproduction function, creation of initial population,
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termination criteria, and the evaluation (fitness) function. In
the GA, a population size of ten individuals was used start-
ing with randomly generated genomes. This size of popula-
tion was chosen to ensure relatively high interchange among
diﬀerent genomes within the population and to reduce the
likelihood of convergence within the population.
5.1. Genome representation
In the present work, GA is used to select the most suitable
features and one variable parameter related to the particu-
lar classifier: the number of neurons in the hidden layer for
MLPs and the width (σ) for RBFs and PNNs. Diﬀerent mu-
tation, crossover, and selection routines have been proposed
for optimization [25]. In the present work, a GA-based opti-
mization routine [28] was used.
5.1.1. MLP training
For MLPs, the genome X contains the row numbers of the
selected features from the total set and the number of hidden
neurons. For a training run needing N diﬀerent inputs to be
selected from a set of Q possible inputs, the genome string
would consist of N + 1 real numbers. The first N numbers
(xi, i = 1,N) in the genome are constrained to be in the
range 1 ≤ xi ≤ Q, whereas the last number xN+1 has to be
within the range Smin ≤ xN+1 ≤ Smax. The parameters Smin
and Smax represent, respectively, the lower and upper bounds
on the number of neurons in the hidden layer of the MLP:
X = {x1,x2, . . . ,xN ,xN+1}T . (5)
5.1.2. RBF and PNN training
For RBFs and PNNs, the firstN entries of the (N+1)-element
genome represent the row numbers of the selected features
as in case of MLPs. However, the last element xN+1 represents
the spread (σ) of the Gaussian function of (3) and (4) for
RBFs and PNNs, respectively. For the present work, this was
taken between 0.1 and 1.0 with a step size of 0.1.
5.2. Selection function
In a GA, the selection of individuals to produce successive
generations plays a vital role. A probabilistic selection is used
based on the individual’s fitness such that the better individ-
uals have higher chances of being selected. There are various
schemes for selection process [25, 26]. In this work, normal-
ized geometric ranking method was used because of better
performance [26, 29]. In this method, the probability Pi for
ith individual being selected is given as follows:
Pi = q1− (1− q)P (1− q)
r−1, (6)
where q represents the probability of selecting the best in-
dividual, r is the rank of the individual, and P denotes the
population size. The parameter q is to be provided by the
user. The best individual is represented by a rank of 1 and
the worst having a rank of P. In the present work, a value of
0.08 was used for q.
5.3. Genetic operators
Genetic operators are the basic search mechanisms of the
GA for creating new solutions based on the existing popu-
lation. The operators are of two basic types: mutation and
crossover. Mutation alters one individual to produce a single
new solution, whereas crossover produces two new individ-
uals (oﬀsprings) from two existing individuals (parents). Let





denote the new individuals (oﬀsprings).
5.3.1. Mutation
In this work, nonuniform-mutation function [26] was used.
It randomly selects one element xi of the parent X and mod-
ifies it as X
′ = {x1, x2, . . . , x′i , . . . , xN , xN+1}T after setting the

























where r1 and r2 denote uniformly distributed random num-
bers between (0, 1);G is the current generation number;Gmax
denotes the maximum number of generations; s is a shape
function used in the function f (G); and ai and bi represent,
respectively, the lower and upper bounds for each variable i.
5.3.2. Crossover
In this work, heuristic crossover [26] was used. This operator
produces a linear extrapolation of two individuals using the
fitness information. A new individual X
′
is created as per (8)
with r being a random number following uniform distribu-
tion U(0, 1), and X
′
is better than Y
′
in terms of fitness. If
X
′
is infeasible, given as η = 0 in (10), then a new random
number r is generated and a new solution is created using
(8):
X
′ = X + r(X − Y), (8)
Y




1 if x′i ≥ ai, x′i ≤ bi ∀i,
0 otherwise.
(10)
The choice of heuristic crossover was based on its main char-
acteristics of utilizing the fitness function to determine the
search direction for better performance [26].
5.4. Initialization, termination, and evaluation
functions
To start the solution process, the GA has to be provided with
an initial population. The most commonly used method is
the random generation of initial solutions for the population.
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Table 1: Performance comparison of classifiers without feature selection for diﬀerent sensor locations.
Data sets Input features
Test success (%)
MLP (N = 24) RBF (σ = 1.0) PNN (σ = 0.1)
Signal x 1–45 87.50 50.00 83.33
Signal y 1–45 95.83 50.00 83.33
Signal z 1–45 87.50 95.83 83.33
The solution process continues from one generation to
another, selecting and reproducing parents until a termina-
tion criterion is satisfied. The most commonly used termi-
nating criterion is the maximum number of generations.
The creation of an evaluation function to rank the perfor-
mance of a particular genome is very important for the suc-
cess of the training process. The GA will rate its own perfor-
mance around that of the evaluation (fitness) function. The
fitness function used in the present work returns the number
of correct classification of the test data. The better classifica-
tion results give rise to higher fitness index.
6. SIMULATION RESULTS
The data set 45×144×2 consisted of 45 normalized features
for each of the three signals split in form of 24 segments of
1024 samples each, with two bearing conditions and two sets
of run. Two cases were studied. In the first case (Case A),
data of the first set of run were further divided into two equal
subsets. The first 12 bins of each signal were used for training
the ANNs giving a training set of 45 × 72 and the rest (45 ×
72) were used for testing. In the second case (Case B), the
complete data of the first set of run were used for training
the ANNs and the data of the second set of run were used for
testing. In both cases, the testing data sets had no part in the
training of ANNs. In each case, the training was based on the
training data sets only. No validation set was used for early
stopping of the training process because of the limited size of
the available data sets. However, for a larger data set, it would
be preferred to have separate sets for training, validation, and
testing.
For each of the MLPs and RBFs, two output nodes were
used, whereas for PNNs only one output node was used. The
use of one output node for all classifiers would have been
enough. However, the classification success was not satisfac-
tory with one output node in case of MLPs and RBFs for the
present data sets with the particular choice of network struc-
ture and activation functions. The target value of the first
output node was set as 1 and as 0 for normal and failed bear-
ings, respectively, and the values were interchanged (0 and 1)
for the second output node. For PNNs, the target values were
specified as 1 and 2, respectively, representing normal and
faulty conditions. Results are presented to see the eﬀects of
accelerometer location (direction) and signal processing for
diagnosis of machine condition using ANNs with and with-
out feature selection based on GA. The training success for
each case was 100 percent.
6.1. Performance comparison of ANNs
without feature selection
In this section, classification results are presented for straight
ANNs without feature selection for the data of the first set
of run (Case A). For each straight MLP, number of neurons
in the hidden layer was kept at 24, and for straight RBFs and
PNNs, widths (σ) were kept constant at 1.00 and 0.10, re-
spectively. These values were found on the basis of several
trials of training the ANNs.
6.1.1. Effect of sensor location
Table 1 shows the classification results for each of the sig-
nals x, y, and the resultant z using all input features (1–45).
For all classifiers, test success was mostly unsatisfactory. The
test success was in the range of 87.50%–95.83% for MLPs,
50.00%–95.83% for RBFs, and 83.33% for PNNs. The classi-
fication error was in the failure to recognize a fault, termed as
fault-not-recognized (FNR) which may suggest the overlap
of the features of faulty bearings to that of normal bearings.
The performance ofMLPs and PNNs is reasonably consistent
for all signals; however, for RBF, the signal z gives a classifi-
cation success around 45% higher than the signals in other
two directions (x and y). This may be attributed to the better
classification capability of RBF using features extracted from
the combined signal z.
6.1.2. Effect of signal preprocessing
Table 2 shows the eﬀects of signal processing on the classifi-
cation results for straight ANNs with all three signals. In each
case, all the features from the signals with and without signal
processing were used. To see the relative eﬀectiveness of the
lower- and the higher-order features of the original signals,
results were obtained for the feature ranges separately (1–4
and 5–9) and together (1–9). The use ofthe three signals x, y,
and z gave rise to better classification success than using indi-
vidual signals. This may be due to the fact that the feature sets
extracted from the three signals gave better representation of
the bearing conditions than the individual signals. The clas-
sification performance of using only lower-order moments
(1st–4th) was better than using the higher-order moments
(5th–9th). The use of all nine features gave classification suc-
cess better than higher-order features only, but slightly worse
than the lower-order features.
The test success, based on the last four rows of data sets,
was in the range of 90.97%–95.83% for MLPs, 98.61% for
RBFs, and 94.44% for PNNs. Here again, the classification
error was of type FNR for all cases, except for PNN, it was
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Table 2: Performance comparison of classifiers without feature selection for diﬀerent signal preprocessing.
Data sets Input features
Test success (%)
MLP (N = 24) RBF (σ = 1.0) PNN (σ = 0.1)
Signals x, y, z 1–4 97.22 100.0 97.22
Signals x, y, z 5–9 90.28 50.00 75.00
Signals x, y, z 1–9 95.83 98.61 94.44
Derivative/integral 10–27 95.83 98.61 94.44
High-/lowpass filtering 28–45 90.97 98.61 94.44
All features 1–45 95.83 98.61 94.44
Table 3: Performance comparison of classifiers with feature selection for diﬀerent sensor locations.
Data sets
GA with MLP GA with RBF GA with PNN
Features N Test success (%) Features σ Test success (%) Features σ Test success (%)
Signal x 5, 21, 42 17 95.83 8, 13, 41 0.90 100 3, 10, 13 0.60 100
Signal y 4, 14, 26 28 100 3, 4, 29 0.50 95.83 6, 14, 32 0.30 100
Signal z 9, 21, 41 23 95.83 3, 12, 21 0.80 87.50 19, 42, 44 0.50 100
4.17% FNR and 1.39% false alarm (FA). The misclassifica-
tion suggests the inadequacy of separation of the data sets
(normal and faulty) for all three classifiers. From examina-
tion of the data sets, no particular explanation for the diﬀer-
ence inmisclassification type (FNR or FA) for PNNs could be
put forward since for each case, the data sets included equal
number of samples from normal and faulty classes.
6.2. Performance comparison of ANNs
with feature selection
In this section, classification results are presented for ANNs
with feature selection based on GA for the Case A. Only three
features were selected from the corresponding ranges. In case
of MLPs, the number of neurons in the hidden layer was se-
lected in the range of 10 and 30, whereas for RBFs and PNNs,
the Gaussian spread was selected in the range of 0.1 and 1.0
with a step size of 0.1.
6.2.1. Effect of sensor location
Table 3 shows the classification results along with the selected
parameters for each of the signals x, y, and the resultant z.
In all cases, the input features were selected by GA from the
entire range (1–45). The test success improved substantially
in each case with feature selection, compared with the re-
sults of Table 1. The test success was 95.83%–100% forMLPs,
87.50%–100% for RBFs, and 100% for PNNs. The classifica-
tion error was of type FNR with MLPs and RBFs. Features
selected for diﬀerent schemes are also shown for compari-
son. Though some of the features were selected by two of
the three schemes, there was no apparent fixed combination
of features. However, it should be noted that features from
higher-order moments (features 5–9, 14–18, 23–27, 32–36,
and 41–45) were selected by GAs quite often, justifying their
inclusion in the feature sets.
6.2.2. Effect of signal preprocessing
Table 4 shows the eﬀects of signal processing on the classifi-
cation results for the signals x, y, and z with GA. In all cases,
only three features from the signals with and without signal
preprocessing were used from each of these ranges. The ef-
fectiveness of the lower-order moments (1st–4th) was found
to be better than the higher-order moments (5th–9th). In
case of PNN, the higher-order moment (5th) improved the
classification success more than using only the lower-order
features. Here again, the selection of features from higher-
order moments was evident. The groupings of the features
selected for diﬀerent cases showed no apparent bias or pref-
erence. From the results of last four rows, the test success
was 97.22%–100% for MLPs, 88.89%–100% for RBFs, and
94.44%–98.61% for PNNs. For PNNs, the classification er-
rors were as follows: 1.39%–4.17% FNR and 0%–1.39% FA.
6.3. Performance of PNNswith selection of six features
In this section, results are presented for PNNs with six fea-
tures from the corresponding ranges as shown in Tables 5
and 6. The test success was 100% for all cases with individual
signals (Table 5) and also for all signals and features taken to-
gether (Table 6). Here again, the features from higher-order
moments were selected by GAs. The computation time (on a
PC with Pentium III processor of 533MHz and 64MB RAM)
for training the PNNs is shown for each case. These values
(36.893–41.130 seconds) are not much diﬀerent from PNNs
with three features (36.232–40.819 seconds) but are higher
than without feature selection (0.250–0.761 seconds). These
values are substantially lower than RBFs and MLPs, however,
direct comparison is not made among the ANNs due to dif-
ference in code eﬃciency. It should also be mentioned that
the diﬀerence in computation time should not be very im-
portant if the training is done oﬄine.
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Table 4: Performance comparison of classifiers with feature selection for diﬀerent signal preprocessing.
Data sets (input
feature range)
GA with MLP GA with RBF GA with PNN
Features N Test success (%) Features σ Test success (%) Features σ Test success (%)
Signals x, y, z (1–4) 1, 2, 3 21 100 1, 2, 4 0.90 100 1, 2, 3 0.10 87.50
Signals x, y, z (5–9) 5, 6, 8 17 95.83 5, 6, 7 0.80 80.56 5, 6, 7 0.10 76.39
Signals x, y, z (1–9) 2, 3, 5 27 100 1, 2, 3 0.50 100 1, 4, 5 0.10 94.44
Derivative/integral (10–27) 10, 12, 13 19 98.61 11, 12, 13 0.10 94.22 10, 12, 14 0.10 97.22
High-/lowpass filtering (28–45) 32, 35, 42 19 97.22 30, 38, 39 0.60 88.89 28, 33, 37 0.10 94.44
All features (1–45) 4, 5, 41 23 100 11, 13, 27 0.10 93.06 11, 12, 14 0.10 98.61
Table 5: PNN performance with six selected features for diﬀerent sensor locations.
Data set
GA with PNN (six features)
Input features Width (σ) Training time (s) Test success (%)
Signal x 1, 2, 2, 13, 24, 33 0.50 37.274 100
Signal y 4, 11, 13, 15, 17, 37 0.40 38.866 100
Signal z 12, 13, 31, 32, 37, 42 0.50 39.597 100
Table 6: PNN performance with six selected features for diﬀerent signal preprocessing.
Data set
GA with PNN (six features)
Input features Width (σ) Training time (s) Test success (%)
Signals x, y, z 1, 2, 2, 3, 4, 6 0.20 36.893 97.22
Derivative/integral 10, 11, 14, 21, 22, 25 0.10 39.797 94.44
High-/low-pass filtering 28, 29, 33, 37, 39, 43 0.10 41.130 95.83
All features 1, 5, 10, 20, 29, 32 0.10 37.664 100
6.4. Results with second test data set
In the previous sections, both training and test feature sets
were derived from the same vibration signals of the first set
of run (Case A) although the test data were not used in train-
ing. In this section, simulation results are presented for Case
B using the entire data of the first set of run for training of
ANNs and the data of the second set of run for testing. The
size of training and test data was 24576 each. The normal-
ization was carried out using maximum values of the par-
ticular feature set [10]. Table 7 shows the results of diﬀer-
ent generation numbers on the classification performance of
ANNs with six features. Training time for each number of
generation is also shown for comparison. Training time, as
expected, increases with the generation number. From the
results, a generation number of 30 would be adequate for six
features. However, to account for lower number of features,
a generation number of 40 was used for subsequent results
(Tables 8 and 9).
Table 8 shows the eﬀect of number of input features on
the ANN classification performance with a generation num-
ber of 40. In general, the test success improved with higher
number of input features, it was 100% for all classifiers with 8
features. The test success with six features was 100% for MLP
and PNN, and 99.31% for RBF. Though the performance
of MLP was better than the other two classifiers with lower
number of features, the training time for MLP was much
higher.
6.5. Results with second test data set
using statistical normalization
The data sets discussed so far were normalized in magnitude
to keep the features within±1. In this section, results are pre-
sented using the statistical normalization scheme with zero
mean and unit standard deviation, see Table 9. The perfor-
mance of PNNs for two normalization schemes can be com-
pared from the results presented in last columns of Tables 7
and 9. The classification success of the statistical normaliza-
tion scheme (with zero mean and standard deviation of 1) is
slightly better than the magnitude normalization scheme for
lower number of features (up to 3). However, the test suc-
cess deteriorated with the scheme of statistical normalization
for higher number of features. Training time increased some-
what with higher number of features but not in direct pro-
portion.
To investigate the separability of the data sets with and
without bearing fault, three features selected by GA were
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Table 7: PNN performance with six selected features for diﬀerent generation numbers.
Number of generations
GA with PNN (six features)
Input features Width (σ) Training time (s) Test success (%)
15 12, 23, 37, 39, 40, 41 0.30 21.125 93.06
20 3, 19, 25, 36, 37, 39 0.60 29.031 95.83
30 5, 10, 27, 37, 39, 42 0.60 43.938 100
40 3, 5, 10, 32, 39, 42 0.20 58.312 100
Table 8: ANN performance with magnitude normalized data for diﬀerent number of features selected.
Number of selected features
Test success (%) (40 generations)
MLP RBF PNN
2 100 83.33 83.33
3 98.61 96.53 88.19
4 94.79 98.61 95.83
5 97.22 97.92 97.22
6 100 99.31 100
8 100 100 100
Table 9: PNN performance with statistically normalized data for diﬀerent number of selected features.
Number of selected features
GA with PNN (40 generations)
Input features Width (σ) Training time (s) Test success (%)
2 9, 26 0.10 51.938 86.11
3 9, 31, 40 0.10 53.859 91.67
4 1, 17, 28, 37 0.10 52.578 82.64
5 20, 21, 28, 37, 38 0.60 53.348 84.72
6 1, 2, 28, 30, 37, 38 0.50 54.750 90.97
8 3, 8, 20, 26, 29, 34, 37, 39 0.80 59.156 84.72
plotted, as shown in Figures 4a and 4b. In Figure 4a, themag-
nitude normalized features are shown, whereas in Figure 4b,
the statistically normalized features are shown. In both cases,
the data clusters are not well separated and have consider-
able overlap. This can explain the unsatisfactory classifica-
tion success with three features only. The smaller width se-
lected by GA for lower number of features (up to 3) may be
attributed to the closeness of the data clusters. However, the
separation of classes is slightly better for the statistically nor-
malized data than the magnitude normalized data. Another
normalization scheme was also examined by making the fea-
tures zero mean and then normalizing by the absolute max-
imum value. However, no significant diﬀerence in classifica-
tion performance of the magnitude normalized data (with
and without zero mean) was noticed.
7. CONCLUSIONS
A procedure is presented for the diagnosis of bearing con-
dition using three classifiers, namely, MLP, RBF, and PNN
with GA-based feature selection from time-domain vibra-
tion signals. The selection of input features and the ap-
propriate classifier parameters have been optimized using a
GA-based approach. The roles of diﬀerent vibration signals
and preprocessing techniques have been investigated. The ef-
fects of number of features and generations on the classi-
fication success have been studied. The use of six selected
features gave 100% test success for most of the cases con-
sidered in this work. Though the classification performance
of MLP was comparable with that of PNN with six features,
the training time of MLP was much higher than PNN. The
false classification with lower number of features may be at-
tributed to the overlap of data sets with and without bear-
ing faults. The eﬀectiveness of the features from lower-order
statistics was better than the higher-order moments. How-
ever, the selection of features from higher-ordermoments us-
ing GAs justified the inclusion of these moments in the fea-
ture sets. The results show the potential application of GAs
for selection of input features and classifier parameters in
ANN-based condition monitoring systems.























































Figure 4: (a) Scatter plot of features withmagnitude normalization.
(b) Scatter plot of features with statistical normalization.
However, in the present study, the data sets include equal
representation from normal and faulty bearings under simi-
lar operating conditions. All the features have been consid-
ered from time-domain vibration signals. The sample size
used for extraction of features is kept relatively small for
the two-class (normal and faulty) problem considered in
this work. For multiple fault conditions (multiclass prob-
lems), the issue of suitable sample size for feature extraction
needs to be examined. This leaves a scope for future work in-
cluding consideration of skewed data sets, incorporation of
frequency-domain data, studying the eﬀects of varying ma-
chine conditions, and extension to multiclass problems cov-
ering diﬀerent types and levels of bearing faults.
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