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ABSTRACT
Ion irradiation is used to analyze and modify the structure of condensed matter. It can for instance
be used to form and shape nanocrystals in solids. In research on materials for high radiation environ-
ments, ion beams function as a controlled source of irradiation for studying the basic mechanisms
of ion-solid interactions and for analyzing the structure of materials by methods like Rutherford
backscattering spectrometry. Understanding the fundamental processes that take place in a mate-
rial under ion irradiation is important for all these applications of ion beams, and of great interest
from a basic science point of view.
The mechanisms involved during ion irradiation-induced displacement of atoms in uniform bulk
solids are fairly well understood and described in the literature, but many unresolved questions remain
regarding the structural modification caused by electronic interactions, and the radiation response of
materials with phase boundaries. Especially ion irradiation of nanomaterials is a topic that is under
active research. The short-lived collision cascades caused by energetic ions in solids cannot be stud-
ied in experiments and are therefore often modeled in computer simulations. Such simulations can
give a host of valuable information about processes that occur in nature. It is necessary to validate
simulation results by either some other computational method, or ideally by experiments.
Ions lose energy by elastic collisions with the atomic nuclei as well as to the electronic system through
excitation and ionization. Both energy loss mechanisms – nuclear and electronic stopping – can cause
modifications to the structure of the material. In this thesis, molecular dynamics simulations are
carried out in close collaboration with experimental scientists in order to study the effects of nuclear
and electronic stopping during ion irradiation on nanoclusters and bulk materials.
The amorphization of germanium and silicon nanocrystals in silica under ion irradiation is studied
in simulations. The amorphization dose of nanocrystals is much lower than for bulk materials and
it is furthermore found to depend on the size of the nanocrystals. The inelastic thermal spike model
is explored as a method of incorporating electronic stopping effects into molecular dynamics. The
simulations predict that local heating due to electronic stopping contributes to irradiation damage
2in both nanocrystals in silica and bulk silica. In silicon carbide, high electronic stopping is found
to recrystallize irradiation damaged samples. Molecular dynamics simulations of inelastic thermal
spikes support the hypothesis that the observed recrystallization is induced by local heating due to
electronic stopping.
We need a combination of computer simulations and experimental observations to explain many of
the complex processes that take place during ion irradiation. The results in this thesis give insight into
some experimentally observed phenomena of the effect that nuclear and electronic energy loss have
in materials, but especially the research on combined effects is still in its infancy and further progress
can be expected in the near future.
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51 INTRODUCTION
Charged particle beams have been one of the most successful experimental tools for probing the struc-
ture of matter. Indeed, it was early experiments on charged alpha particles incident on thin gold foils,
in the famous Geiger-Marsden experiment [1], that helped establish the Rutherford planetary model
of the atom in 1911 [2], which Niels Bohr improved on in 1913 [3]. Today, a hundred years after
these break-throughs in describing the structure of the atom, physicists within the CERN collabora-
tion use colliding particle beams to explore what the universe is made of and how it works. In the
hundred years that have passed after the Geiger-Marsden experiment, ion beam technology has ad-
vanced tremendously and played a major part in the development of the modern computer through
the doping of silicon for integrated circuits.
While Bohr might be better known for developing the quantum physics-based model of the atom, he
was also instrumental in developing the theory for how charged particles interact with matter [4, 5, 6],
or stopping theory as we might call it today. Since then, Bethe, Fermi, Lindhard and many others
have improved the models describing ion energy loss. Computational models, like binary collision
approximation and molecular dynamics simulations, have proved to be indispensable tools in the
study of ion-solid interactions. Understanding of the processes that take place as ions interact with
matter have been crucial for the controlled use of ion beams in technological processes.
The most important industrial process involving ion beams is arguably ion implantation doping of
silicon in manufacturing the tiny integrated circuits that make up modern computers. While other
methods of doping have been used, ion beams is the prevailing method in today’s semiconductor
industry [7]. The basic mode of operation in the microchip is the same as in the 1970s. There are
research efforts into replacing the conventional microchip with alternatives with optical functional-
ity. Semiconductor nanocrystals in silica, formed by ion implantation and annealing, is a proposed
material for such optoelectronical circuits [8].
In addition to the use in materials modification and analysis, ion irradiation has long been used for ex-
perimentally simulating radiation effects by neutrons in materials for nuclear reactors [9]. The higher
dose rate of ion beams (in displaced atoms per second) provides a means for estimating the radia-
tion effects from many years of neutron bombardment in a controlled experiment lasting only hours
or minutes. An additional advantage of replacing neutrons with ions is that activation of the irradi-
ated sample is avoided. Potential materials for future fusion reactors are also submitted to irradiation
testing prior to their use [10].
The interaction of energetic ions with living tissue is an important research topic due to the exploratory
use of ion beams in cancer treatment. So called particle therapy is a method in which ion beams are
6used instead of x-rays for damaging cancer cells [11, 12]. In x-ray therapy, healthy tissue is also
exposed to a significant radiation dose since x-rays lose energy continuously in solid matter. Charged
atoms, on the other hand, deposit most of their energy in a narrow volume around the depth where
the atoms come to rest in the material. By tuning the ion energy, the depth range can be tuned to the
exact location of the tumor to avoid damage to healthy tissue. Particle therapy is already today in use
in a few hospitals, but so far the observed advantages have not been substantial enough to motivate
the copious increase in cost of using ion beams instead of x-rays [12].
Ion irradiation has evolved into one of the most versatile tools used in materials science, and partic-
ularly in nanoscience [13]. Research goes into analyzing destructive effects of particle irradiation as
well as into modifying materials properties and creating new materials. In all of these applications,
we need a grasp of the processes that occur in the material. The studies in this thesis concern the
ion irradiation of embedded nanoclusters in silica and other silicon-based compounds. Specifically,
computer simulations are used for investigating the roles of nuclear and electronic stopping in the
structural changes that take place under ion irradiation. The results will elucidate the atomistic origin
of experimentally observed ion irradiation phenomena.
2 PURPOSE AND STRUCTURE OF THIS STUDY
The purpose of this study is to improve our understanding of how nuclear and electronic stopping
of ions affect irradiation damage in materials. This is done by molecular dynamics simulations of
ion irradiation in silicon-based compounds. The results will give insight into the fundamentals of ion
irradiation and help explain experimental results.
The structure of the thesis is as follows. In this section, the six publications are summarized and
the author’s contributions are presented. In section 3, an introduction to nanocrystals in solids is
given. Some fundamental aspects of energy loss by ions in matter are presented in section 4. Section
5 concerns the computational methods used in the work, followed by the results on ion irradiation
of nanocrystals in section 6 and of silicon-based bulk compounds in section 7. In section 8, the
conclusions are presented.
2.1 Summaries of the original publications
Publication I: Amorphization of Ge nanocrystals embedded in amorphous silica under ion ir-
radiation, F. Djurabekova, M. Backman, O. H. Pakarinen, K. Nordlund, L. Araujo, and M. Ridgway,
7Nucl. Instr. Meth. Phys. Res. B 267, 1235-1238 (2009).
The amorphization of 4 nm Ge nanocrystals in silica under ion irradiation is studied in ex-
periments and atomistic simulations. The structural disorder of the irradiated nanocrystals is
assessed in EXAFS measurements. The unirradiated nanocrystals are partly disordered due to
their high surface-to-volume ratio, and become amorphous at a much lower dose than needed
for bulk Ge.
Publication II: Amorphization of Ge and Si nanocrystals embedded in amorphous SiO2 by ion
irradiation, M. Backman, F. Djurabekova, O. H. Pakarinen, K. Nordlund, L. L. Araujo, and M. C.
Ridgway, Phys. Rev. B 80, 144109 (2009).
Ion irradiation of different sizes of Si and Ge nanocrystals in silica reveals a size dependent
amorphization dose in both simulations and experiments. Even the sample with the largest
sizes of nanocrystals, average diameter 9 nm, becomes amorphous at a dose that is lower than
that for the bulk material. The nanocrystals become amorphous but retain their spherical shape
and are not dissolved in the matrix.
Publication III: Contribution of Electronic Energy Deposition to the Atomic Cascade Damage
in Nanocrystals, M. Backman, F. Djurabekova, O. H. Pakarinen, K. Nordlund, and M. Toulemonde,
MRS Symposium Proceedings 1264, 1264-BB02-07 (2010).
The effect of electronic energy loss on ion irradiation damage is studied in Ge nanocrystals in
silica. The electronic excitations are assumed to give heat to the lattice through electron-phonon
coupling; this phenomenon is modeled by the inelastic thermal spike model. The local heating
along the trajectory of the ion is found to have a significant enhancing effect on the collision
cascade damage.
Publication IV: Cooperative effect of nuclear and electronic stopping on ion irradiation damage
in silica, M. Backman, F. Djurabekova, O. H. Pakarinen, K. Nordlund, Y. Zhang, M. Toulemonde,
and W. J. Weber, J. Phys. D: Appl. Phys. 45, 505305 (2012).
Silica has a large band gap and is susceptible to lattice modification by electronic stopping of
heavy ions. Ion irradiation in the intermediate energy range, in which nuclear and electronic
stopping are of similar magnitude, is studied in MD simulations of Au irradiation in silica. The
inelastic thermal spike induces damage also below the threshold for latent track formation and
therefore contributes significantly to irradiation damage by collision cascades.
8Publication V: Combined experimental and computational study of the recrystallization process
induced by electronic interactions of swift heavy ions with silicon carbide crystals, A. Debelle,
M. Backman, L. Thomé, W. J. Weber, M. Toulemonde, S. Mylonas, A. Boulle, O. H. Pakarinen, N.
Juslin, F. Djurabekova, K. Nordlund, F. Garrido, and D. Chaussende, Phys. Rev. B 86, 100102(R)
(2012).
The response of radiation damaged 3C-SiC to swift heavy ion irradiation is studied by ex-
periments and simulations. The electronic excitations produce defect recovery in both a fully
amorphous layer and a partially disordered region. In the fully amorphous layer, recrystalliza-
tion takes place at the amorphous-to-crystalline interface. The partially disordered layer shows
a decrease in defects over the whole damage thickness. The good agreement between simula-
tions and experiments suggests that the experimentally observed defect recovery is a result of
inelastic thermal spike annealing.
Publication VI: Molecular dynamics simulations of swift heavy ion induced defect recovery in
SiC, M. Backman, M. Toulemonde, O. H. Pakarinen, N. Juslin, F. Djurabekova, K. Nordlund, A.
Debelle, and W. J. Weber, Comp. Mater. Sci. 67, 261 (2013).
In this publication, the effect of swift heavy ion irradiation on different model damage states in
SiC is studied in molecular dynamics simulations. The inelastic thermal spike induces recovery
of Frenkel pairs up to 10 nm from the ion trajectory. The damage level in a disordered and
amorphous layer, respectively, is found to decrease with the number of overlapping thermal
spikes.
2.2 Author’s contribution
The author carried out most of the simulations and their analysis in publications I and II and con-
tributed to the writing of the Introduction and Methods sections in publication II. The experimental
work for publications I and II was done by Dr. Araujo and Dr. Ridgway at the Australian National
University in Canberra, Australia. The simulations in publications III-VI were carried out by the
author, with the exception of the inelastic thermal spike calculations which were done by Dr. Toule-
monde at CIMAP in Caen, France, and the binary collision approximation calculations for publication
IV which were done by Dr. Djurabekova at the University of Helsinki, Finland. The experimental
part of publication V was carried out by Dr. Debelle and colleagues at CSNSM and Université Paris-
Sud in Orsay, France. The author wrote the major part of publications III, IV, and VI and the part
concerning the simulations of publication V.
93 NANOCRYSTALS IN SOLIDS
Nanoscience is highly interdisciplinary and connects fields such as physics, chemistry, materials sci-
ence and biomedicine. It deals with materials that at least in some dimension are 1-100 nm in size.
Discoveries of novel properties that appear in materials as they reach the nanoscale have spurred an
enormous research interest in nanomaterials. Two specific properties of matter at the nanoscale make
it unique from any other size scale. First, nanostructures have a very large ratio of surface atoms to
bulk atoms, which makes surface properties proportionally more important. Second, the nanoscale
is small enough to exhibit quantum mechanical effects. For instance, in semiconductor nanoclusters,
the band gap is found to vary with the size of the nanocluster [14]. These two characteristics – a large
number of surface atoms and quantum effects – make the properties of nanoscale material different
from bulk matter and sometimes even size dependent. In the following, we will focus on nanocompos-
ites of disperse nanocrystals in a solid matrix, which are interesting because of the optical properties
that arise at the nanoscale.
3.1 Properties of embedded nanocrystals
Free nanoparticles can be used in certain applications, especially medical, but for the majority of ap-
plications, bulk realizations of nanoscale phenomena are preferable. For this purpose, nanostructures
can be embedded in a bulk matrix (as in Fig. 1) to make use of the nanoscale properties, or explore
new properties that arise due to the interface between the nanostructure and the bulk matrix. While
the properties of such nanocomposites are a question of fundamental scientific interest, most research
is motivated by potential applications in electronics and optoelectronics.
Embedded nanocrystals are also interesting from a purely mechanical point of view; so called
nanocomposites – a bulk material reinforced by nanostructures – can exhibit a considerable increase
in hardness compared to the hardness predicted by the rule of mixtures. The nanostructures hinder
dislocation motion and grain boundary sliding, which create plastic deformation. This mechanism
makes the material harder, but less ductile. High toughness is, however, equally important although
more difficult to achieve, but in nanocomposite design, parameters such as materials, nanocluster size
and distribution can be tweaked to achieve an optimal balance between hardness and toughness [15].
Films containing dispersed nanoclusters should be distinguished from nanocrystalline films; the for-
mer has the advantage of being more ductile than the latter [16] if an amorphous matrix is used for
ductility while the hardness is kept high by the inclusion of nanoclusters [17]. The inclusion of metal
nanoparticles in a ceramic matrix takes advantage of the hardness due to covalent bonds in combina-
tion with ductility given by metallic bonds [18]. One of the most studied nanocomposites are oxide
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Figure 1: TEM image of germanium nanocrystals in silica formed by ion implantation and annealing
at 1060 ◦C for 1 hour, from publication I. Thermal annealing promotes segregation of the implanted
germanium, which forms spherical nanocrystals in the silica sample.
dispersion strengthened (ODS) steels, which contain oxide nanoclusters that increase the resistance
to irradiation damage and make them promising materials for nuclear energy applications [19, 20]
(Section 6).
Nevertheless, the most remarkable properties of nanostructures are electronic and optical. Nanosized
clusters have indeed been used for their optical properties for more than 2000 years. The Lycurgus
Cup, which was dated to around 300 AD, is a famous example of pottery that contains embedded
gold and silver nanoparticles, which make the color of the cup change depending on whether light
is transmitted from the inside of it or reflected from its surface [21]. The formation of nanoclusters
was probably happenstance, but the fascinating consequence was not. The electronic properties are
different on the nanoscale. In semiconductors the band gap of nanocrystals is found to be size depen-
dent due to quantum confinement of electrons [22]. In metals on the other hand, surface effects are
predominant and alter the electronic properties, the most notable example being the surface plasmon
resonance in noble metal nanoparticles [23]. Today, a hot topic of research is silicon nanocrystals in
amorphous SiO2 (silica), which, despite the indirect band gap of bulk silicon, can emit light.
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Figure 2: Formation of nanocrystals in solids by ion implantation and thermal annealing. An element
that is immiscible in the matrix is implanted and segregation is enhanced by the elevated temperature.
As time goes on, the nanocrystals will grow larger at the expense of smaller nanocrystals. This
development is called Ostwald ripening.
3.2 Si nanocrystals in silica
Silicon is the basis of the semiconductor industry, but has the disadvantage of being an indirect band
gap semiconductor. This property makes it unsuitable for optical devices since optical transitions
require the assistance of phonons. The pursuit for smaller and faster electronic devices, however, led
researchers to try to find ways of combining silicon with optoelectronics. For example, the speed of
integrated circuits can be enhanced if optical communication, already used for long-distance commu-
nication between computers, was used instead of electrical circuits. One step in that direction was the
discoveries of light emittance from silicon with a nanosized microstructure.
In 1990, Canham [24] demonstrated that porous Si can emit visible light and not long after, Shimizu-
Iwayama et al. [25] attained photoluminescence in Si nanocrystals in silica. The origin of the photo-
luminescence is subject of much debate; the only consensus seems to be that luminescence in embed-
ded nanocrystals is not due to quantum confinement [26, 27]. Nevertheless, this nanocomposite was
proposed as a material for memory devices [28], optical switches [29], solar cells [30], and optical
memories [31, 32], to name a few potential applications.
It is worth mentioning that one reason for the interest in embedded Si nanocrystal systems stems from
that they are highly compatible with existing semiconductor technology both in terms of materials and
fabrication methods. Embedded nanoparticles can be formed through segregation of an immiscible
material in a bulk matrix [33]. The precursor can be a thin layer of the nanocrystal species or a
supersaturated solution, prepared by for instance co-deposition or ion implantation into the matrix
[34]. Free energy minimization leads to the nucleation and growth of spherical nanoclusters of the
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Figure 3: The structure of (a) floating gate memory and (b) nanocrystal memory. Nanocrystal mem-
ories in (b) have been proposed as alternatives to the conventional floating gate memories depicted in
(a), in an effort to scale down the size of memories. The memory status of the nanocrystal memory is
shown in (c). (Reprinted from Ref. [34] with permission from Elsevier.)
immiscible substance and the process is sped up by thermal annealing (Fig. 2). Analogous to the
growth of free nanoclusters, large clusters grow at the expense of small ones in a process that is called
Ostwald ripening. While different synthesis routes have been used, the advantage of ion implantation
is that it is a mature technology that already is used on a large scale in the semiconductor industry [7].
Since their invention, integrated circuits have seen a steady decrease in size accompanied by an in-
crease in performance. We are, however, approaching the so-called interconnect bottleneck, as the
increased number of transistors per chip requires such a large number of interconnected wires, that
the communication time becomes speed-limiting [35]. Replacing the electrical communication by
optical communication, perhaps with the help of semiconductor nanocrystals, has been suggested as
a solution to the interconnect bottleneck [31, 32, 36].
Nanocrystals have been proposed as a solution to the problem of fabricating smaller floating gate
memories [37, 34], using the design shown in Fig. 3. At certain sizes, the floating gates cannot be
scaled down in size without loss in performance as the gate oxide starts to leak charge [38]. Nanocrys-
tals inside an oxide can function as discrete traps for charges. The storage of charge in a nanocrystal
layer offers an advantage compared to conventional floating gates, where charge is stored in one lo-
cation and a single weak spot can compromise the function of the device [37]. The main benefit is the
reduction in oxide thickness due to so-called Coulomb blockade [39]. The first exploratory products
with nanocrystal memories were recently introduced [40, 41, 42].
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In conclusion, embedded nanocrystals combine the unique properties of nanostructures with a bulk
sample that makes technological applications possible. Their characteristics depend on the size and
size distribution of nanocrystals, on their concentration, and of course on the characteristics of the
nanocrystal and host materials. While much of the interest in these materials currently comes from
basic research, the industrial application of embedded nanocrystals as a solid state memory shows
that commercialization of materials with embedded nanocrystals is viable.
4 NUCLEAR AND ELECTRONIC STOPPING
This chapter will scratch the surface of energy loss by charged particles in matter, a subject that
has been studied and written about by numerous physicists. The following treatment of nuclear and
electronic stopping power is inspired by a number of texts on the topic [6, 43, 44, 45, 9].
The stopping power of a medium for a particle is a measure of the average energy loss per unit path
length of the particle due to interactions with the atoms in the medium. It is consequently defined as
S = dEdx (1)
where E is the kinetic energy of the particle and x distance along the particle trajectory in the medium.
By the definition in equation 1, we see that S is strictly speaking a force and not a power. The term
stopping force has indeed been proposed [46], but the term stopping power is deep-rooted in the field
and broadly accepted. To first order, the stopping power of a target for an ion depends on the ion
energy E and atomic number Z1, as well as on the density and the atomic number Z2 of the target
element(s).
The atomistic origin of energy loss is in interactions between the ion and target atoms. The interaction
mechanisms by which the ion can lose energy are (i) excitation or ionization of the electrons in the
target (electronic energy loss), (ii) elastic collisions with the nuclei of target atoms (nuclear energy
loss), and (iii) radiative emission of energy. One can thus divide the total stopping power into three
independent parts,
Stot = Selectronic+Snuclear+Sradiative. (2)
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Figure 4: Nuclear and electronic stopping powers of SiO2 for Au ions obtained from SRIM [47]. The
stopping power is the loss in energy of an ion per unit path length. Note that the x-axis is logarithmic.
At projectile energies well below the speed of light, Sradiative can be neglected. This leaves us with
electronic and nuclear energy loss, which will be discussed in detail in the following sections. As an
example, Fig. 4 shows the electronic and nuclear energy loss for gold ions in silicon dioxide. In order
to theoretically describe average energy losses, we need the microscopic concept of reaction cross
section σ. If, for some reaction, we know the cross section for transfer of energy T from projectile
with initial energy E, σ(E,T ), then the average energy transfer ¯T is given by
¯T =
∫
T σdT∫
σdT (3)
and the mean free path between reactions is λ = σ/N, where N is the number density. These two
quantities, ¯T and λ, now give the energy loss by
dE
dx =
¯T
λ =
∫
T σ(E,T )dT∫
σ(E,T )dT ·N
∫
σ(E,T )dT = N
∫
T σ(E,T )dT. (4)
Closely connected to stopping power is the total range of ions, that is, the path length of the ions in
the target until they come to rest. A more useful quantity is the projected range perpendicular to the
surface, or how deep into the target the ions have penetrated. The total range can be calculated if the
stopping power as a function of energy is known, and if continuous energy loss is assumed.
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Figure 5: Scattering of an energetic ion by a stationary atom in the laboratory frame.
Knowledge of stopping powers and ranges is important in both ion beam analysis and materials mod-
ification, not to mention in radiation shielding. We can estimate the penetration depth (or projected
range) of implanted atoms if the instantaneous energy losses are known. Ion beam analysis meth-
ods such as Rutherford backscattering spectrometry measure the ion energy after backscattering and
one needs to correct for different energy losses depending on the path length inside the target [48].
Another application that can be mentioned is particle therapy for treatment of cancer [12]. While
x-rays deposit energy continuously in tissue, ion beam energies can be tailored to have a desired end
of range, and therefore deposit most of the energy, at the depth of the tumor.
4.1 Nuclear energy loss
The theoretical framework behind nuclear stopping starts from the mathematical description of a clas-
sical collision between two charged particles. We will attempt to find an expression for the scattering
cross section as a function of the energy for the incoming projectile, from which the stopping power
can be calculated using equation 4. This problem is illustrated in Fig. 5.
As a first step, we aim to find the energy transferred from projectile to atom in a collision. In an elastic
collision between an ion with mass m1 and kinetic energy E0 and a stationary particle of mass m2,
energy and momentum will be conserved. By transforming the problem to the center of mass (CM)
frame and evaluating the scattering interaction (see e.g. [43, 9]), we find that the energy T lost by the
projectile to the atom depends on the scattering angle θ in the following way:
T =
4E0m1m2
(m1 +m2)2
sin2 θ
2
= Tmax sin2
θ
2
. (5)
16
Note that this formula is valid only at non-relativistic velocities. As expected, the maximum transfer
of energy occurs in a head-on collision (θ = pi) and when the projectile and atom are of equal mass.
This result is valid for any type of interaction, but if we assume spherically symmetric potentials V (r),
we can write the classical scattering integral as
θ = pi−2b
∞∫
rmin
dr
r2
[
1− V (r)Ec −
b2
r2
] , (6)
where b is the impact parameter, Ec the CM energy and r the radial polar coordinate connecting
the projectile to the atom. Equations 5 and 6 give θ as a function of T and b as a function of θ,
respectively. These relations can now be used for calculating the differential cross section
σ(Ei,T )dT = 2pibdb
σ(Ei,T ) = 2pib
db
dθ
dθ
dT (7)
σ(Ei) =
∫
σ(Ei,T )dT (8)
which gives us the stopping power as defined in equation 4.
The biggest hurdle for determining the stopping power is finding the repulsive interaction potential
V (r). At high energies and small interatomic separations, V (r) reduces to repulsive Coulomb in-
teraction between the nuclei. At intermediate separations, which is the most relevant region for ion
bombardment, there is screening of the charges which makes this region very complicated to describe
accurately. In order to model the interactions we need to find an appropriate screening function Φ(r)
for the Coulomb potential,
V (r) =
Z1Z2e2
4piε0r
Φ(r/a), (9)
where a represents a screening length, often dependent on the atomic numbers Z, and r/a is called
the reduced radius. The use of the reduced radius r/a makes the function Φ(r/a) in many classical
interatomic potentials independent of Z1 and Z2.
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One of the most used screening functions for modelling atomic collisions is the one proposed by
Ziegler, Littmark and Biersack [43]. The authors used Hartree-Fock and local density approximation
calculations to find the interatomic potential between a large number of randomly chosen element
pairs and fitted screening functions to the data. They furthermore determined a screening length a
that made the screening functions for the individual pairs of potentials collapse onto one line, to good
approximation. This approach allowed them to fit the so called universal screening function to the
individual reduced screening functions:
Φ(x) = 0.1818e−3.2x +0.5099e−0.9423x +0.2802e−0.4029x +0.02817e−0.2016x (10)
a =
0.8854a0
Z0.231 +Z
0.23
2
. (11)
For brevity, r/a is substituted by x in equation 10. A good approximation to most stopping powers can
be obtained by using the universal interatomic potential in the scattering integral and calculating the
differential energy transfer cross section as outlined above. If a more accurate repulsive potential is
needed, for instance in computer simulations of ion irradiation, ab initio calculations for the specific
atom-target pair can be used [49]. In ab initio or electronic structure calculations, one solves the
Schrödinger equation numerically for a system of interest. Exact solutions can only be obtained for
very small systems, and many different sets of approximations need to be introduced to extend the
method to larger systems. The most popular variant of ab initio calculations in condensed matter
physics is density functional theory (DFT), in which one postulates that (i) all the properties of the
system are determined by the electron density ρ(r) and (ii) the correct electron density minimizes
the total energy of the system [50]. We will occasionally refer to ab initio methods, but an extensive
review is beyond the scope of this thesis.
The elastic scattering of atoms by an energetic ion causes collision cascades that can modify or create
damage to the structure of the material. The atoms displaced by the ion are called primary knock-
on atoms or primary recoils. Primary recoils with high enough energy to displace other atoms create
subcascades along the ion trajectory. This is illustrated in Fig. 6. Light ions often create small isolated
subcascades. Subcascades from heavy ions, on the other hand, can be very large and involve hundreds
of atoms; this is called a heat spike or thermal spike [51]. Note that in this thesis, the term inelastic
thermal spike or thermal spike will be used for denoting the local heating that can be induced by an
ion with high electronic energy loss (section 5.3).
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Figure 6: Illustration of a heat spike and linear collision cascade during ion irradiation of a solid.
The red, blue, green, and yellow circles represent primary, secondary, tertiary and quaternary recoils,
respectively. The purple circles illustrate a heat spike, where the cascade is dense and multiple colli-
sions occur in a small volume. Outside the heat spike, atoms move in straight lines between collisions.
Picture from [52].
4.2 Electronic energy loss
In general, despite the wide attention given to radiation damage due to nuclear stopping, most of
the ion energy is lost to electronic stopping. The interactions between a charged particle and bound
electrons are very complex and therefore rather difficult to describe theoretically. That is to say,
electrons in the target can both collide elastically with a projectile and be excited or ionized, and the
same processes can take place for the electrons of the energetic ion [43].
The electronic energy loss for ions has a peak at intermediate energies (Fig. 7). At high projectile
energies, the ion is stripped of its electrons and the situation can to a good approximation be seen as
Coulomb scattering between the ion and electrons in the target. The stopping power is consequently
found by solving the scattering integral (equation 6) for the Coulomb potential (equation 9) without
screening, and using NZ2 as the electron density, which gives
(
dE
dx
)
e
= NZ2pi
Z21ε
4
E
m1
me
ln
(
γE
¯I
)
, (12)
where γ is the kinematic factor 4m1m2/(m1+m2)2 and ¯I is the average ionization energy. Equation 12,
which arises only from analysis of elastic collisions, is almost identical to the Bethe equation [53] for
electronic stopping at high energies, except for the absence of a factor 2 that arises when a quantum
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Figure 7: Electronic stopping regimes. The electronic stopping for slow ions is proportional to the
velocity of the ion, while for fast ions the electronic stopping decreases with increasing kinetic energy.
mechanical treatment is carried out. The Bethe formula gives a good approximation for the electronic
stopping at relatively high energies but below the regime in which relativistic effects need to be
accounted for.
At low projectile energies, the ion is close to neutral and the conduction electrons contribute more
to the electronic energy loss. This is because lower energies are needed to excite such electrons
compared to inner shell electrons, for which the closest energy levels might be filled. Simple con-
siderations regarding an elastic collision between a projectile and an electron and the proportion of
electrons available for excitation [9] give that the stopping power at low energies is proportional to
the ion velocity:
(
dE
dx
)
e
= 8σeN
(
me
m1
)1/2
E1/2 = kE1/2. (13)
This expression gives a reasonable approximation in the low ion energy regime. The lower limit of
energy at which electronic energy loss is present can be estimated as the projectile energy for which
the maximum energy that can be transferred is lower than the lowest possible excitation (i.e. the band
gap in non-metals).
The electronic stopping for heavy ions is of practical importance later in this work in the simulations of
electronic energy deposition by swift heavy ions. The knowledge on stopping of heavy ions is limited,
partly due to the difficulties in describing such a complicated many-electron process theoretically.
Consequently, the SRIM predictions for heavy ions are significantly less accurate than those for lighter
ions. Sigmund [54] has suggested the theory of reciprocity as a tool for assessing the plausibility of
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electronic stopping cross sections for heavy ions. In brief, it states that the interaction cross section
for an ion-atom pair should be invariant under exchange of atomic species at ion velocities below the
Bohr velocity (25 keV/u). This principle is used in publication IV for deducing the Au stopping cross
section in SiO2 by the Si and O stopping cross sections in Au.
4.3 Interplay between electronic and nuclear stopping
Studies of irradiation effects are wont to focus on either displacement damage due to nuclear stopping,
or the effects of intense electronic excitations and ionization due to a swift heavy ion. This distinction
is sensible, considering that in most situations one or the other of electronic and nuclear stopping
is bound to overshadow the other. From a fundamental science point of view it is, nevertheless,
intriguing to consider what, if any, the combined effect of electronic and nuclear energy loss is.
Many researchers have speculated on a synergy between electronic and nuclear damage processes, but
experimental or theoretical data on such interactions are scarce. Only very recently have theoreticians
used time dependent density functional theory to study radiation effects [55, 56, 57, 58, 59], hence,
we can expect more progress in the near future.
A starting point for the research on interaction between electronic and nuclear stopping were the
studies of ion irradiation in silica [60, 61] that showed that there are two different damage regions.
(The reason for choosing silica is that the material has a large band gap, which makes ionization
and excitation effects more noticeable.) From the surface and inward there is an even distribution of
damage due to the electronic energy loss, while at the end of the ion range there is a damage peak
caused by atomic collisions. The authors saw the fact that that the damage in the two areas were
annealed at different temperatures as evidence for two separate damage mechanisms.
Nagata et al. studied light ion irradiation of silica and found that the electronic energy loss anneals the
cascade damage caused by the same ion [62]. The same effect, a decrease in the damage efficiency
due to electronic effects, has also been found in metals [63, 64]. Since the relative magnitudes of the
electronic and nuclear energy loss varies with the ion energy, experimental studies on the damage as
a function of ion energy have given insight into the interplay between the two damage mechanisms.
Jaque and Townsend [65] measured luminescence in silica during ion irradiation at different energies
and assumed an annealing effect due to the electronic excitations. On the other hand, Toulemonde et
al. [66] recently found a synergy between the damage due to the nuclear and electronic stopping in
silica. It is thus not yet established what the role of electronic effects during ion irradiation is, or even
by what mechanism it would interact with the collision cascade.
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It was recently shown that swift heavy ion irradiation can anneal damage previously created by colli-
sion cascades due to lower energy ions. This result was for instance demonstrated in SiC by Ruther-
ford backscattering spectrometry [67, 68]. There is also an account of the same phenomenon in InP
[69]. Given the different response of different materials, and the controversy regarding the origin of
the observed materials modification by electronic stopping (Section 5.3), there are many open ques-
tions in this area. In publications III-VI, we study and try to explain some of these phenomena using
atomistic simulations.
5 COMPUTATIONAL METHODS
Computer simulations have been an invaluable tool in research on ion-solid interactions. Even fairly
simple models can give great insight into fundamental processes. The most prominent example might
be the early binary collision simulations by Robinson and Oen in 1963 [70], which were among the
first to show that the passage of ions in crystals can be strongly influenced by channeling effects.
Computer models not significantly more advanced than those used by Robinson and Oen are today in
continuous use by ion beam scientists in the SRIM computer program [71].
An important use of computer simulations is for predicting radiation damage in materials in different
high radiation environments. Molecular dynamics (MD) simulations are for instance used extensively
for testing the radiation tolerance of materials for fission [9] and fusion [72] reactors. Today, it is
common to combine different computational methods for studying radiation effects in what is called
multiscale modelling. For instance, ab initio calculations can provide the structures and energies of
defects needed for constructing an interatomic potential for MD simulations of collision cascades.
The number and types of defects created in the cascades can serve as input in methods that can model
defect diffusion on longer time scales, like kinetic Monte Carlo or rate theory. The following sections
will present the computational methods used in this work for studying the ion irradiation effects in
nanocrystals and bulk materials.
5.1 Binary collision approximation
Binary collision approximation (BCA) simulations of ion scattering in a material is used daily by
both experimental and computational materials scientists in the computer code SRIM [71]. The BCA
approach is also used in the GEANT4 framework [73], which is a code used in high energy, nuclear,
and particle physics and most notably within the CERN collaboration. As the name suggests, the
binary collision approximation treats the passage of an ion through matter as a series of discrete
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collisions between two atoms. Only at ion energies greater than roughly 1 keV can many-body effects
be neglected, hence, other methods are better suited at low energies (see Section 5.2 about molecular
dynamics). For high energies, however, the binary collision approximation has been a useful tool for
estimating for instance ion implantation profiles.
In the following, we will outline the basic principles of BCA simulations [74, 43]. The collisions
of the ion are treated as classical elastic collisions using the scattering integral, equation 6, but for
computational efficiency an approximative analytic expression, or so called Magic Formula [75], is
used. As discussed in Section 4.1, the scattering is governed by the interaction potential, but the
potential can in practical cases not be known analytically and have to be estimated using for instance
ab initio methods. The nuclear energy loss is lost in discrete amounts in collisions with the target
atoms. The electronic energy loss is treated as a friction force and subtracted continuously from the
ion energy.
BCA simulation codes for simplicity often assume an amorphous target, and thereby neglect effects
of crystal structure such as focusing and channeling. This is found to be a decent approximation as
long as the correct atomic density is used. The density of the material under study is invoked through
the free flight distance λ. In SRIM, the free flight distance is fixed to the interatomic distance at low
projectile energies, and at high energies, at which low angle scattering dominates, it is longer and
energy dependent [43]. For each collision, a random impact parameter and azimuthal angle compared
to the initial direction are generated. Since the impact parameter gives the scattering angle and the
energy transferred to the knocked on atom (equations 5 and 6), these parameters uniquely define the
trajectories of the projectile and knocked-on atom. An important parameter in BCA calculations is
the threshold displacement energy, which is subtracted from the energies of knocked-on atoms that
can then undergo further random collisions. Because the method relies on random numbers, it can be
called Monte Carlo BCA.
Usually, BCA simulations are used for producing an ensemble of random ion histories from which
averaged quantities like the ion ranges and displacements per atom in the material can be deduced.
In publication IV, we used the BCA code CASWIN [76] for generating input for cascade simulations
of MeV energy ions in MD. The code CASWIN assumes an amorphous target, and the recoil element
is chosen randomly according to the relative concentration of the species in the simulated compound.
Full BCA cascade simulations were carried out in a realistic sample size down to a cut-off energy for
validity of the binary collision approximation, which we chose to be 1 keV. Such a cut-off method
has been used earlier in Ref. [77]. The recoil positions and velocities served as input in the MD
simulations, in which the cascades were allowed to develop until completion. Further details on MD
simulations is the topic of the next section.
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5.2 Molecular dynamics
5.2.1 Basics
In molecular dynamics (MD), the time evolution for a system of atoms or other objects is studied by
solving Newton’s equations of motion numerically. This method has often been described jokingly as
the physics of colliding billiard balls. The positions and velocities of the atoms are used for finding the
positions and velocities after a short time step. An example of a possible simulation is shown in Fig.
8. As in BCA simulations (Section 5.1) and calculations of the nuclear stopping power (Section 4.1),
the interatomic potential is vital to the performance and accuracy. The derivative of the potential gives
the force on the atom, which is used in Newton’s second law for determining the acceleration.
F = −
dV (r)
dr (14)
F = ma (15)
The MD method is accurate only if the atoms move a short enough distance in one time step. Given
typical velocities of atomic nuclei, the time step is limited to about one femtosecond (1×10−15 s). The
short time step further limits the simulation time to nanoseconds at most, unless certain accelerating
schemes are used [78, 79]. The calculation time of MD simulations can be made proportional to
the number of atoms in the system. By dividing large simulation cells into smaller pieces that are
distributed to separate computer cores, systems with over a 100 million atoms can be studied (see e.g.
[80]). Further details about the principles of MD are found in [81].
To simulate bulk phenomena in simulation cells of nanometer size, periodic boundary conditions are
applied. Caution must be exercised when using periodic boundary conditions in high energy cascade
simulations, as not to create an unphysical situation in which a cascade overlaps with itself. If it is
impractical to use a simulation cell that is large enough to contain the entire cascade, some kind of
selective periodic boundary conditions can be an alternative, as is used in publication IV.
In simulations of cascade damage buildup, as in publications I-III, it is important to remove the excess
energy added to the system by the recoils. In an experiment with a bulk sample, the heat from collision
cascades is conducted to colder areas. The heat conduction can be introduced in MD simulations by
applying temperature control to the boundary layers of the cell, given a collision cascade in the center
of the cell. Berendsen temperature control [82] at boundaries is used in all simulations of recoils and
inelastic thermal spikes in this thesis.
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Figure 8: Cross-sectional snapshots from a molecular dynamics simulation of embedded Ge
nanocrystal amorphization under ion irradiation. Damage accumulation is simulated by repeated
1 keV recoils in random locations in the cell. The amorphization dose is found to be much lower for
nanocrystals than for bulk Ge.
Bonding and interaction between atoms is described by interatomic potentials, which approximate
the general bonding trends by some relatively simple function of atom positions. In this work, we
study materials with covalent bonds, such as SiC and SiO2. To describe covalent materials, in which
bonding is strongly directional, interatomic potentials with a bond angle dependence are frequently
used. We use Stillinger-Weber potentials to describe Si-Si [83], Ge-Ge [84], and Si-Ge bonding
and the Stillinger-Weber type potential by Watanabe [85, 86] for simulating amorphous SiO2. We
develop a Ge-O potential by scaling the SiO2 potential to the properties of GeO2. The Gao-Weber
Tersoff potential for SiC [87] is used for the last part of this thesis.
All the MD simulations are carried out with the MD code PARCAS [88, 89, 90], which uses the fifth
order Gear algorithm for integrating the equations of motion. PARCAS was developed by Nordlund
et al. for simulations of cascades to be run in parallel by domain decomposition. PARCAS includes
features like adaptive time step and electronic stopping that are essential in cascade simulations. They
will be discussed in the following section.
5.2.2 MD for radiation effects
MD simulations display a number of features that make them suitable for studies of ion-solid inter-
actions. The ballistic phase of collision cascades in solids only last about a picosecond (1× 10−12
s), which is short enough to be modeled in full in MD. For longer time scale phenomena, like defect
diffusion and clustering, it is common to use kinetic Monte Carlo (kMC) or other more approxi-
mate methods [9]. The length scale is also appropriate for exploring atomic level phenomena during
ion irradiation. In addition, MD methods provide a sufficient level of accuracy for describing the
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many-body effects that occur in a collision cascade. In the following, a few issues specific for MD
simulations of ion irradiation are discussed.
In a simulation of ion irradiation, there is one or more atoms that have a higher than average velocity.
For this reason, the time step needs to be shortened accordingly for the atom trajectories to remain
correct and the energy to be conserved. Ion irradiation involves different time scales and it is often
beneficial to adopt a variable time step that is short in the first, ballistic, stage of the cascade and
increases as the atoms come to rest. The following adaptive time step selector [88] is used in PARCAS:
∆tnew = min
(
kt
v
,
Et
Fv
,1.1∆told
)
. (16)
Here v is the maximum velocity in the system, which ∆t is made inversely proportional to through
the proportionality constant kt . In strong collisions, the velocity will momentarily be low although
the acceleration is high, hence the time step is made dependent on the maximum force F . Et is a
proportionality constant. The constraint 1.1∆told prevents the size of the time step from changing too
drastically. In addition, there is a maximum possible time step that ensures a reasonable integration
even if the atom velocities approach zero.
In strong collisions, the atom separation can be much shorter than would ever be possible under
equilibrium conditions. Most interatomic potentials are fitted to equilibrium properties such as elastic
constants, and they usually give a poor description, or can even be undefined, at very short ranges.
Since the interatomic potential governs the scattering behavior in elastic collisions (Section 4.1), and
therefore the nuclear stopping, it is of utmost importance in cascade simulations that the potential is
accurate also at short distances. To achieve this, it is common to join the usual equilibrium potential
to a more accurate repulsive short range potential at some distance that is shorter than the equilibrium
atomic separation. The short range potential can be modeled in ab initio calculations [49], or one can
use the ZBL universal repulsive potential (equation 10). The latter option was used in this work.
Even at projectile energies of a few tens of electronvolts, some energy is lost to electronic stopping,
and this needs to be taken into account in cascade simulations. In the adiabatic or Born-Oppenheimer
approximation, the velocity of electrons is assumed to be so much higher than that for the center of
mass of the atom, that the electrons will adapt instantaneously (compared to timescales relevant to
atomic motion) to movements of the nucleus and can be seen as constantly being in the ground state.
The electronic energy loss is generally introduced in MD simulations as a frictional force on the
moving atom. Analytical or empirical average stopping powers [43] as a function of the ion velocity
serve as input, and gives acceptable accuracy in ion range calculations [91, 92].
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The electronic damping force takes into account the transfer of energy from fast atoms to electrons,
but we are neglecting that excess energy in the electronic system can diffuse and transport heat away
from a collision cascade or transfer energy to the lattice through some electron-phonon coupling
mechanism. The latter situation takes place in for instance swift heavy ion irradiation [93] or laser
annealing [94]. The phenomenological models for such processes, in which the Born-Oppenheimer
approximation is not valid, and their implementation in atomistic simulations is the topic of the fol-
lowing section.
5.3 Electronic energy deposition
Due to the complex nature of the structural changes caused by electronic excitations and ionization
during ion irradiation, there are competing models for the interaction mechanism between the elec-
tronic system and the atomic lattice. There are several stages in the process that could be important
[95, 96]. The passage of the ion causes ionization and excitation of electrons away from the ion tra-
jectory, leading to a charge imbalance in the track area. Within a few femtoseconds, the space charges
are neutralized and what remains is an area of excited electrons. Next, the electrons are assumed
to thermalize, that is, adopt an electronic temperature, in a process that takes on the order of a few
hundred femtoseconds. At this stage, the lattice atoms catch up and start adapting to the electronic
system. Finally, there is interaction between the electrons and the lattice and excess energy in the
electronic system is transferred to the lattice. When this coupled system reaches equilibrium, the
systems relax and dissipate energy into the bulk of the material.
Different models for ion track formation focus on different stages during the course towards equi-
librium. The Coulomb explosion model [97] suggests that the large charge imbalance right after the
excitations leads to a violent discharge in the track area. Bringa et al. [98] have studied this model in
MD simulations, but it might not be a realistic scenario based on the short range of Coulomb forces
and the rapid charge redistribution by electrons [96]. In the bond weakening model and the exciton
self-trapping model, the lattice modification is assumed to occur during the stage at which lattice
atoms relax their positions in relation to the excited electronic system. In this work, materials mod-
ification by electronic stopping is described by the inelastic thermal spike model [99, 100], which is
a phenomenological model that has been used quite extensively for studying swift heavy ion tracks
[93], and agrees well with experimental observations [93, 101].
In the inelastic thermal spike model, the direct electron-lattice interaction is seen as the predominant
mechanism of structural modification. The interaction is governed by the electron-phonon coupling
strength g and the thermal conductivities K. The strength of the thermal spike model is its ability
to make predictions through the so called two temperature model. We have two heat conduction
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Figure 9: Inelastic thermal spike calculation of the heat in the lattice 100 fs after the start of electron-
phonon equilibration. The calculations were carried out for gold ions in silica and used in MD simu-
lations in publication IV.
equations, one for the lattice and one for the electronic system, and they are coupled through a term
that is proportional to the difference in temperature T between the two systems.
Ce
δTe(r, t)
δt =
1
r
δ
δr
(
rKe
δ
δrTe(r, t)
)
−g(Te−Ta)+A(r, t) (17)
Ca
δTa(r, t)
δt =
1
r
δ
δr
(
rKa
δ
δrTa(r, t)
)
−g(Te−Ta) (18)
Here, the index e refers to the electrons and a to the atomic lattice. C is the specific heat and A(r, t) is
the initial distribution of energy in the electronic system due to the electronic stopping. Monte Carlo
calculations for a heavy ion in water [102] provides an estimate for A(r, t). In publications III-VI, the
inelastic thermal spike model is used for estimating the heat transferred to the lattice due to electronic
stopping during ion irradiation. According to the calculated electronic energy deposition profiles (Fig.
9), kinetic energy is given to the atoms in random directions to simulate an inelastic thermal spike.
Just in the last few years there has been significant interest and development in using ab initio calcula-
tions to model radiation damage [55, 56, 57, 58, 59]. Such simulations could alleviate the need for ap-
proximate models like the inelastic thermal spike and Coulomb explosion models or can give a phys-
ical foundation on which to base them. Using time dependent density functional theory (TDDFT),
physicists have been able to explicitly study how electronic excitations are induced and even measure
electronic stopping powers that are in good agreement with experimentally obtained values [55, 57].
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Steps have also been taken to study the whole radiation problem [58, 59], including atomic motion,
in what is called Ehrenfest dynamics. The currently available computational resources restrict the use
of TDDFT methods to small exploratory cases as well as proofs of concept for the MD models.
5.4 Simulating high energy ion irradiation
There are different ways of modelling ion irradiation in MD simulations, a number of which have
been used for the work in this thesis. The small cell size limits the ion energies at which the whole
ion range and subcascades can be contained in the MD simulation to a few keV. It is therefore more
common to study individual cascades due to primary knock-on atoms than to simulate the whole ion
range.
The simplest alternative is simulating monoenergetic recoils, which is done in publications I and
II. As shown in publication II, the amorphization rate of nanocrystals depends on the chosen recoil
energy, which makes comparison with experiments difficult. A more realistic method is generating a
recoil spectrum by for instance BCA or the MD-like code MDRANGE [88]. In publications II and III,
the ion irradiation simulation is carried out by choosing random recoils according to the probabilities
given by the recoil spectrum and the free flight path of the ion.
To study the precise collision dynamics along the ion path of MeV Au ions, it is sometimes beneficial
to combine BCA and MD calculations [77], as is done in publication IV. BCA simulations are carried
out for the ion and all subcascades down to 1 keV, which is well above the cut-off energy for validity
of the binary collision approximation [103]. The recoil positions and velocities are used as input in
the MD simulation, where the cascades evolve until completion. This method is illustrated in Fig. 10.
6 ION IRRADIATION OF EMBEDDED NANOCRYSTALS
Ion irradiation is an important tool in materials modification and analysis, and has been used exten-
sively in research on nanoscale matter [13]. Especially the nuclear materials community is interested
in the nanoscale, such as in ODS steels [20] and nanocrystalline SiC [104, 105]. Grain boundaries
and other internal surfaces hinder the propagation of cascades and act as sinks for defects, which is
why nanostructured materials may provide radiation tolerant materials for nuclear energy applica-
tions. Often, however, it is probable that the increased free energy in the system results in a lower
amorphization dose, hence, studies are needed to determine the fundamental aspects of ion irradiation
in nanostructures.
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Figure 10: (a) Relation between BCA and MD in simulations of ion irradiation damage due to MeV
ions. (b) Typical ion history of O and Si recoils along the path of 2.3 MeV Au ion in silica. The ion
direction is in the negative z direction and the atoms are colored according to their kinetic energy as
indicated by the legend. The shadowed area illustrates the thermal spike area.
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Aside from the focus on tailoring and probing the properties of nanostructures, it is of fundamental
interest for studying how radiation effects differ in nanomaterials compared to bulk materials. It was
for instance found that Cu nanocrystals in silica below a certain size can become amorphous under
ion irradiation [106], despite that bulk Cu, like many metals, do not amorphize under ion irradiation.
In general, one can say that while numerous studies on irradiation effects in a plethora of different
nanomaterials have been carried out (see e.g. references in [107, 13]), because of the many variables
to control, the field is still developing and attempting to establish general trends.
6.1 Collision cascade damage in nanocrystals
Si or Ge nanocrystals in silica are fabricated by ion implantation of Si or Ge into silica and thermal
annealing, whereupon segregation and formation of spherical crystallites is observed at the implan-
tation depth [25, 108]. Ion beam methods are used for analyzing and modify surface properties, and
it is hence interesting to investigate how embedded nanocrystals behave under ion irradiation. As an
example, it was found experimentally that suitable ion irradiation can be used for modifying the size
distribution of nanocrystal in a process called inverse Ostwald ripening [109, 110].
Collision cascade damage simulated by repeated monoenergetic 1 keV recoils makes 4 nm Ge
nanocrystals in silica gradually lose their crystal structure over the course of tens of recoils. An
atomistic illustration of a Ge nanocrystal is shown in Fig. 8. The nanocrystals are found to keep
their spherical shape and the sharp interface between the two materials is kept relatively intact. For
the most part, the phase transition from crystalline to amorphous starts at the nanocrystal-matrix in-
terface, which acts as a seed for amorphization. Dissolution of nanocrystals into the matrix happens
only for very small nanocrystals, but at irradiation doses higher than that for amorphization some
dissolution is also noticed for larger sizes.
Fig. 11(a), from publication II, shows the amorphization under ion irradiation for Ge nanocrystals in
silica and for bulk Ge as a function of the absorbed energy dose. The degree of disorder is measured
by the deviation of the bond angles from that in the perfect crystal structure in the so called angular
structure factor [111]. The nanocrystals reach full amorphization at a dose that is significantly lower
than for the bulk, as would be expected from the initial state of disorder. Furthermore, there is a
size dependent trend in the amorphization dose. This trend is even more clear if one compares the
dose for reaching for instance 80 percent degree of amorphization. These results are supported by ion
irradiation experiments analyzed by extended x-ray absorption spectroscopy (EXAFS) shown in Fig.
11(b). It is apparent from Fig. 11 that the initial degree of disorder depends on the nanocluster size,
due to the larger surface-to-volume ratio for smaller spheres. The nanocluster-matrix interface also
acts as a seed for amorphization, further promoting the loss of crystal structure upon defect formation.
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Figure 11: Degree of amorphization for different sizes of Ge nanocrystals in silica under ion ir-
radiation (a) simulated by 1 keV monoenergetic recoils and (b) studied in experiments by EXAFS
Debye-Waller factor.
While direct quantitative comparison between experimental and simulation results is difficult, ap-
proximate calculations shows that the amorphization dose for the simulated nanocrystals seems to be
slightly overestimated, as discussed in publication II. There are a couple of possible explanations for
this discrepancy. One is the difference in structure and size of the nanocrystals. The simulations are
carried out for one single size of nanocrystal, while the actual samples contain a distribution of sizes
around some average. The nucleation and growth processes can also lead to inherent stress or defects
in the embedded nanocrystals. Moreover, we speculate that the electronic stopping can have an effect
on the cascade damage, which would not be seen in simulations of only collision cascades.
6.2 Electronic effects during ion irradiation of nanocrystals
As discussed in section 4.3, little is known about the interplay between electronic and nuclear stopping
powers in ion irradiation damage. The electronic energy deposition by swift heavy ions is known
to induce latent ion tracks in insulators, like silica. We speculated, and show in publication III,
that electronic energy loss below the track production threshold can enhance cascade damage in Ge
nanocrystals in silica. Irradiation by 1.8 MeV Si ions (Sn=0.054 keV/nm, Se=1.65 keV/nm) and 3.6
MeV I ions (Sn=0.53 keV/nm, Se=2.19 keV/nm) is studied in MD simulations with input from the
inelastic thermal spike model for describing the local lattice heating due to the electronic energy loss.
Since the ion energies are too high to simulate in an MD simulation cell of practical size, we use the
MDRANGE code [88] for calculating the primary recoil spectrum of the chosen ions. MDRANGE pro-
duces the same output as a BCA code, but in an MD framework which is sped up by only calculating
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Figure 12: Degree of amorphization of 4 nm Ge nanocrystals in silica as a function of the number of
ion events for (a) 1.8 MeV Si and (b) 3.6 MeV I ions. To study the contribution of electronic stopping
effects, simulations including only the inelastic thermal spike (Selectronic) or only the collision cas-
cade (Snuclear) are carried out. These are compared to simulation with simultaneous electronic and
nuclear energy deposition (Sn & Se) and nuclear and electronic energy deposition separated in time
(Sn + δt + Se).
ion-atom forces. The inelastic thermal spike calculations are carried out only for silica, for which
it has been well tested and compared to experiments, so for this proof of concept, the silica energy
deposition profiles (similar to those in Fig. 9) are used for the whole cell. The additional kinetic
energy is added to each atom as velocity in a random direction.
In Fig. 12 it is demonstrated that the nanocrystals amorphize significantly faster if there is some
heating due to electronic effects than if only collision cascades are simulated. Some degree of disorder
is also created by the heating without the collision cascade. What is especially interesting is that the
effect of the electronic energy deposition vanishes if there is a time separation between the collision
cascade and the thermal spike. If the degree of disorder is analyzed both before and after each time-
delayed thermal spike, it appears like the thermal spike anneals some of the damage caused by the
collision cascades from 3.6 MeV I ions (Fig. 12 (b)), for which the nuclear stopping and therefore
cascade damage is much more substantial than for the 1.8 MeV Si ions.
The electronic stopping powers for the two studied ions are similar in magnitude, but the nuclear
stopping differs by one order of magnitude. This is manifested as a slower damage accumulation by
the Si ions. It should be noted that the simulation method causes the effect of electronic heating to
be exaggerated, since only direct hits to the nanocrystal are modeled. Realistically, a large part of the
collision cascade damage would come from subcascades started away from the nanocrystal, in which
case there would be no inelastic thermal spike.
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Figure 13: Number of defects in a silica MD simulation cell as a function of ion energy for electronic
energy deposition (Se), collision cascade (Sn), simultaneous inelastic thermal spike and cascade, as
well as when the inelastic thermal spike is deposited 100 ps after the collision cascade.
7 COMBINED EFFECT OF NUCLEAR AND ELECTRONIC
STOPPING POWERS IN BULK COMPOUNDS
The possible interaction effect between collision cascades and ion-electron interactions were dis-
cussed in section 4.3. It is clear from the previous section that the inelastic thermal spike from an ion
can affect the collision cascades, but generalizing results in nanoclusters to bulk materials should be
made only with great caution. In the following, molecular dynamics simulations describing the com-
bined effect of collision cascade damage and inelastic thermal spikes in bulk materials are presented.
7.1 Synergy between electronic and nuclear stopping in silica
Heavy ions have high nuclear stopping at low kinetic energies and high electronic stopping at high
energies. We set out to study the irradiation damage in the intermediate region where the stopping
power crosses over from nuclear stopping to electronic stopping and the two stopping powers are of
similar magnitude. Toulemonde et al. [66] studied Au irradiation of silica in the ion energy range
0.3-185 MeV, in which the nuclear stopping decreases from 3.2 to 0.16 keV/nm while the electronic
stopping increases from 0.26 to 16.2 keV/nm (Fig. 4). The threshold for continuous track formation
is smaller than 4 keV/nm [93], but Toulemonde et al. found that the electronic stopping contributes to
irradiation damage also below this energy. MD simulations of this phenomenon can shed light on the
interaction mechanism between nuclear and electronic stopping.
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Figure 14: Defect density as a function of lateral distance from the ion path for different Au ion en-
ergies in silica. The gray shaded area (right-hand y-axis) represents the electronic energy deposition.
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Figure 15: Difference in density of defects in the area close to the ion trajectory between simultaneous
and sequential nuclear and electronic energy deposition (see Fig. 14).
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To make MD simulations possible, the electronic excitations are assumed to only affect the lattice
in the form of local heating due to electron-phonon coupling. Consequently, the inelastic thermal
spike model (section 5.3) is used for calculating the temperature in the lattice as a function of time
and distance from the ion trajectory. The coordination defects in a simulation cell are analyzed after
i) thermal spike, ii) collision cascade, iii) simultaneous collision cascade and thermal spike, and iv)
sequential deposition of collision cascade and thermal spike with a 100 ps delay. Fig. 13 demonstrates
that both damage mechanisms contribute to damage in the intermediate energy regime.
In Fig. 14 the defect densities are plotted as a function of the distance from the ion path. This can
make the contribution from the electronic stopping more clear, since the electronic energy deposition
also varies with lateral distance from the ion. We find that the thermal spike contributes most to the
damage in the area closest to the ion trajectory, which is expected since the instantaneous temperature
in the thermal spike is lower the further away from the ion. What is less obvious is that the results,
presented in publication IV, suggest that there is a nonlinear synergy between the collision cascade
and electronic heating in the core of the ion track. The effect is more evident in Fig. 15, in which
the difference between the defects due to simultaneous and sequential deposition of the nuclear and
electronic stopping is plotted.
7.2 Swift heavy ion-induced defect recovery in ion irradiated silicon carbide
In semiconductors, which have a smaller band gap than insulators, the effect of intense electronic
excitations is less severe than in insulators like silica. For instance in SiC, ion tracks have not yet
been observed, but recent experimental studies of swift heavy ion irradiation in previously irradiation
damaged SiC [67, 68] suggest that the high electronic stopping power leads to recovery of damage. It
was conjectured that local heating along the ion trajectory can explain this observation.
As a proof of concept, we simulate a thermal spike from an 870 MeV Pb ion in a SiC cell with a high
Frenkel pair concentration. Fig. 16 shows the remaining vacancies and interstitials after the electronic
energy deposition and relaxation. In the core of the track there is melting and some damage creation
by the local heating, but outside the core there is significant defect recovery extending out to almost
10 nm from the ion trajectory. This large cross section for recovery indicates that recrystallization of
a sample can be achieved by reasonable ion fluences.
Molecular dynamics simulations of 870 MeV Pb ion irradiation in a buried layer in SiC that is either
amorphous (Fig. 17 (a)) or partially disordered (Fig. 17 (b)) reveal significant recrystallization. An
atomistic illustration showing the sharpening of the interface in the amorphous layer is found in Fig.
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Figure 16: Vacancies (gray) and interstitials (black) after one inelastic thermal spike in a 10 nm thick
layer of a SiC MD simulation cell with an initially uniform concentration of defects. The inelastic
thermal spike corresponds to the deposition of energy to the electrons from an 870 MeV Pb ion.
18. In the fully amorphous layer, recrystallization takes place at the amorphous-to-crystalline inter-
face, where there are crystalline seeds. In the partially disordered layer, such remaining crystallinity
is present throughout the layer, and consequently recovery is observed over the whole damage thick-
ness. Moreover, the damage level decreases with increasing ion fluence, as evidenced by experiments
as well as simulations of multiple thermal spike overlaps.
There is excellent qualitative agreement between the simulations and Rutherford backscattering spec-
trometry (RBS) analysis of irradiated samples, as we can see in publication V. Fig. 19 shows high-
resolution cross-sectional transmission electron microscopy (X-HRTEM) images and corresponding
fast-Fourier transform (FFT) of the partially amorphous sample before and after 870 MeV Pb ir-
radiation. The RBS analysis and simulation results are confirmed by the decrease in the extent of
disordered areas and the sharpening of the peaks in the FFT. The fact that the thermal spike simu-
lations reproduce experimental results from swift heavy ion irradiation implies that electron-phonon
coupling is the predominant recovery mechanism in SiC.
8 CONCLUSIONS
Understanding the mechanisms of damage and structural modification in materials due to ion irra-
diation is important both for mitigating destructive effects in a radiative environment and for the
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Figure 17: Swift heavy ion-induced recovery in (a) an amorphous and (b) a partially disordered layer
in SiC simulated with MD. The effect of the swift heavy ion is simulated as an inelastic thermal spike.
In the amorphous layer recrystallization takes place at the amorphous to crystalline interface. In the
partially disordered layer there is recovery over the whole damaged layer.
Figure 18: Section of the amorphous layer in SiC before and after the inelastic thermal spike from a
swift heavy ion. The atoms are colored according to their angular structure factor.
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(a)
Figure 19: High-resolution TEM micrograph and FFT of single crystalline SiC sample after (a) 100
keV Fe irradiation and (b) 100 keV Fe irradiation followed by 870 MeV Pb irradiation. During the
second irradiation step, the high electronic energy loss of the ions induces recrystallization of the
damage created in the first irradiation step.
controlled use of ion beams in industry and research. Displacement cascades in single crystalline or
amorphous materials are fairly well understood, but there are many open questions regarding irradia-
tion effects in more complex materials, like nanocomposites, or at moderate to high electronic energy
losses. For describing such complicated phenomena, we need collaborative efforts by experimental
and computational scientists.
In this thesis, it was shown in molecular dynamics simulations that Si and Ge nanocrystals in silica
amorphize under ion irradiation, and that the amorphization dose is size dependent. The initial state
of partial disorder, as well as the interface of the nanocrystals that act as a seed for amorphization,
both ensure that the nanocrystals lose their crystal structure much easier than the bulk. These results
supported experimental measurements of the change in Debye-Waller factor as a function of ion
fluence for samples containing nanocrystals. The discrepancy in the absolute dose of amorphization
inspired an investigation of the role of electronic effects in ion irradiation damage. Indeed, we found
that the presence of an inelastic thermal spike leads to a significantly lower amorphization dose.
A systematic investigation of the nuclear and electronic stopping damage mechanisms in silica was
carried out using molecular dynamics simulations with input from the inelastic thermal spike model
that describes the lattice heating due to electronic excitations. It was found that electronic excitations
produce damage also at moderate ion energies, and this damage contributes to the collision cascade
damage. There were indications of a synergy between the two damage mechanisms, but further
studies are needed to confirm this effect.
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In silicon carbide, on the other hand, it was experimentally observed that swift heavy ions can produce
defect recovery of ion irradiation damaged samples. It was speculated that local heating due to the
electronic excitations could be responsible. Molecular dynamics simulations carried out in this work
confirmed this observation and found indications of a very large recovery cross-section. Because of
the excellent agreement between the experiments and simulations, we concluded that the observed
recovery can be explained in the inelastic thermal spike framework.
In conclusion, the work in this thesis demonstrates that there is an intricate relationship between
electronic and nuclear stopping in ion-solid interactions. Specifically, electronic energy deposition
can both create and anneal structural damage. With results in good agreement with experiments,
computer simulations proves a valuable tool to disassemble even very complex phenomena and further
the understanding of them.
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