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THE FUNDAMENTAL SOLUTION AND STRICHARTZ
ESTIMATES FOR THE SCHRO¨DINGER EQUATION ON FLAT
EUCLIDEAN CONES
G. AUSTIN FORD
Abstract. We study the Schro¨dinger equation on a flat euclidean cone R+×
S1ρ of cross-sectional radius ρ > 0, developing asymptotics for the fundamental
solution both in the regime near the cone point and at radial infinity. These
asymptotic expansions remain uniform while approaching the intersection of
the “geometric front,” the part of the solution coming from formal application
of the method of images, and the “diffractive front” emerging from the cone
tip. As an application, we prove Strichartz estimates for the Schro¨dinger
propagator on this class of cones.
0. Introduction
In this paper, we study the initial value problem for the Schro¨dinger equation,
(1)
{
(Dt −∆)u(t, r, θ) = 0
u(0, r, θ) = u0(r, θ) ,
on a flat euclidean cone. This is an incomplete manifold C(S1ρ)
def
= R+ × S1ρ, where
S1ρ
def
= R
/
2piρZ is the circle of radius ρ > 0, equipped with the metric g(r, θ) = dr2 +
r2dθ2, and the Laplacian ∆ is taken to be the Friedrichs extension of ∆g
∣∣
C∞c (C(S1ρ)).
Specifically, we are interested in the behavior of the fundamental solution eit∆δ(r0,θ0)
to (1).
We begin by using Cheeger’s functional calculus for cones, developed first in
[Che79], to show that the Schro¨dinger propagator on C(S1ρ) has the series represen-
tation
(2) Keit∆(r1, θ1, r2, θ2) =
−
exp
[
r21+r
2
2
4it
]
4piiρt
J0 (r1r22t )+ 2
∞∑
j=1
ij/ρ Jj/ρ
(r1r2
2t
)
cos
[
j
ρ
(θ1 − θ2)
] ,
where Jν(x) is the Bessel function of order ν. Employing an integral representation
for Jν(x) due to Schla¨fli, we then show that the quantity in braces in (2) can be
represented by the loop integral
(3) S(x, η) =
1
4pi
∫
C
exp
[
x
2
(
v − 1
v
)]{
cot
[ pi
2 + η + i log[v]
2ρ
]
+ cot
[ pi
2 − η + i log[v]
2ρ
]}
dv
v
,
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where x
def
= r1r22t and η
def
= θ1 − θ2.
Due to the fact that the amplitude of S(x, η) has poles which move with η and
collide with the stationary points v = ±i of the phase 12
(
v − 1v
)
, the standard
techniques of asymptotic analysis will not produce an expansion of (3) which is
uniform in η. However, by modifying a version of the method of steepest descent
due to van der Waerden [vdW51], we are able to produce a uniform asymptotic
expansion of S(x, η) in decreasing powers of x as x −→ ∞, and this leads us to
an expansion for Keit∆ in decreasing powers of
r1r2
2t as this quantity approaches
infinity. Namely, we show
(4) Keit∆(r1, θ1, r2, θ2)
∼ 1
t
∑
α=±1
{
Gα0 + G
α
− 12
(r1r2
2t
)− 12
+
∞∑
k=0
Dα− 2k+12
(r1r2
2t
)− 2k+12 }
as
r1r2
2t
−→∞
in the regime away from poles of (3) coinciding with the stationary points of the
phase, i.e. θ1 − θ2 6≡ −pi, 0, or pi (mod 2piρ). These functions Gαs and Dαs are
piecewise-smooth and bounded in all variables, and their precise definitions can be
found in Section 4. We also provide asymptotics as r1r22t −→ 0, showing
(5) Keit∆(r1, θ1, r2, θ2) = −
1
4piiρt
exp
[
r21 + r
2
2
4it
](
1 + O
((r1r2
2t
)σ))
in this regime, where σ
def
= min
(
2, 1ρ
)
. This only makes use of elementary estimates
for Bessel functions.
This asymptotic expansion (4) shows that the Schro¨dinger kernel Keit∆ is sep-
arated into two parts, the “geometric” factors
(
r1r2
2t
)−s
Gαs analogous to those
that would arise from the formal application of the method of images, and the(
r1r2
2t
)−s
Dαs terms arising from a “diffractive effect” emerging from the cone tip.
The diffractive terms have noticeably better decay vis-a`-vis r1r22t , being of order − 12
in this variable, whereas the geometric terms as a whole are of order 0. This is
analogous to the classical results for the wave equation of Sommerfeld [Som96] and
Friedlander [Fri58] in the presence of obstacles and later work of Cheeger and Tay-
lor in the setting of product cones [CT82] [CT82b] and of Melrose and Wunsch for
manifolds with cone points [MW04]. In each case, they show the diffractive front
is 12 degree “weaker,” i.e. more regular in an appropriate sense. It is also morally
consistent with the parametrix construction of Hassell and Wunsch [HW05] for the
Schro¨dinger equation on scattering manifolds, where they show the leading order
part of the propagator is given by the sojourn relation.
As an application of our asymptotic expansion, we prove the Strichartz estimates
(6) ‖U(t)f(r, θ)‖LptLq(r drdθ) . ‖f‖L2(r drdθ)
(7)
∥∥∥∥∫ U(−s)F (s, r, θ) ds∥∥∥∥
L2(r drdθ)
. ‖F (t, r, θ)‖
Lp
′
t L
q′ (r drdθ)
(8)
∥∥∥∥∫
s<t
U(t− s)F (s, r, θ) ds
∥∥∥∥
LptL
q(r drdθ)
. ‖F (t, r, θ)‖Lp˜tLq˜(r drdθ)
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for the Schro¨dinger propagator U(t) def= eit∆ using the theorem of Keel and Tao
[KT98]. Planchon and Stalker show these estimates for rational ρ in their manu-
script [PS02], though their method does not seem to generalize to irrational cross-
sectional radius. We also note there has also been related work in the case of
exterior domains [BGT04] [Iva07] and in the presence of inverse square potentials
[BPSTZ03].
It is worth remarking that Deser and Jackiw produce analogous expressions to
(2) and (3) in [DJ88], though their integral representation is not as well suited for
our purposes as the one provided here.
The structure of the paper is as follows. In Section 1, we review Cheeger’s
functional calculus for flat cones. In Section 2, we specialize the setting to a cone
over the circle S1ρ and determine the Schro¨dinger kernel as a Fourier series with
Bessel function coefficients. Section 3 is dedicated to the construction of the integral
representation (2) for the Schro¨dinger kernel. We then develop its asymptotics in
Section 4, utilizing van der Waerden’s method of steepest descent to counteract the
difficulties found approaching the interface of the geometric and diffractive fronts.
Finally, in Section 5 we use the information gained from the development of the
asymptotic expansion to prove Strichartz estimates for the Schro¨dinger propagator.
Acknowledgements. The author would like to thank Jared Wunsch for suggest-
ing the problem and for encouragement and helpful conversations. He also thanks
Fabrice Planchon for access to the unpublished manuscript [PS02] and an anony-
mous referee for comments improving the exposition.
1. Cheeger’s functional calculus for cones
We shall begin by establishing some notation and briefly recalling Cheeger’s
functional calculus for flat cones; for a thorough discussion of these results and
other applications, we refer to Cheeger’s article with Taylor [CT82] or to the second
book of Taylor’s treatise [Tay96].
Let Mm be a closed C∞ manifold with Riemannian metric h, and let C(M) def=
R+ ×M be the cone over M . We give C(M) the Riemannian metric
(9) g(r, x) = dr2 + r2 h(x) .
The positive Laplacian on C(M) then takes the form
(10) ∆g = −∂2r −
m
r
∂r +
1
r2
∆h ,
where ∆h is the (positive) Laplacian on the cross-sectional manifold M . Writing
{µj}∞j=0 for the eigenvalues of ∆h (with multiplicity) and {ϕj : M −→ C}∞j=0 for
the corresponding eigenfunctions, we define the rescaled eigenvalues νj by
(11) νj
def
=
(
µj +
(m− 1)2
4
) 1
2
.
Henceforth, we take ∆g to be the Friedrichs extension of the above Laplace
operator on functions. As is well known, a suitable function f : C(M) −→ C gives
rise to an operator f(∆g) via spectral theory. Cheeger’s separation of variables
approach shows that the Schwartz kernel of f(∆g), which we will write as Kf(∆g),
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takes the form
(12) Kf(∆g)(r1, x1, r2, x2) = (r1r2)
−m−12
∞∑
j=0
K˜f(∆g)(r1, r2, νj)ϕj(x1)ϕj(x2) ,
where the radial coefficient K˜f(∆) is
(13) K˜f(∆g)(r1, r2, ν)
def
=
∫ ∞
0
f(λ2) Jν(λr1) Jν(λr2)λ dλ .
Here, Jν(x) is the Bessel function of order ν,
(14) Jν(x)
def
=
∞∑
j=0
(−1)j
j! Γ(ν + j + 1)
(x
2
)ν+2j
.
2. The Schro¨dinger equation on flat cones
We now specialize to the case where the cross-sectional manifold M is the circle
of radius ρ > 0, which we will write as S1ρ
def
= R
/
2piρZ. Equipping it with the
metric h(θ) = dθ2 inherited from R, the Laplace operator on S1ρ is ∆h = −∂2θ , and
its eigenvalues and eigenfunctions are
(15) µj =
j
ρ
, ϕ±j (θ) =
1√
2piρ
exp
[
± ijθ
ρ
]
, where j = 0, 1, 2, . . . .
Note that the positive eigenvalues µj > 0 have multiplicity 2, whereas µ0 = 0
has multiplicity 1. Moving to the cone C(S1ρ) with metric g = dr2 + r2 dθ2, the
associated Laplacian ∆g is
(16) ∆g = −∂2r −
1
r
∂r − 1
r2
∂2θ ,
which we see to be the standard Laplacian for R2 written in polar coordinates. In
the following, we will write ∆ for the Friedrichs extension of this Laplace operator
on C(S1ρ), understanding that the metric dependence is implicit.
Consider the solution operator for the Schro¨dinger equation (1),
(17) U(t) = eit∆ .
Using Cheeger’s formulae (12) and (13) for the Schwartz kernel of functions of the
Laplacian, we see that
(18) Keit∆(r1, θ1, r2, θ2) =
1
2piρ
∞∑
j=−∞
K˜eit∆
(
r1, r2,
|j|
ρ
)
exp
[
ij
ρ
(θ1 − θ2)
]
,
where
(19) K˜eit∆(r1, r2, ν) =
∫ ∞
0
eitλ
2
Jν(λr1) Jν(λr2)λ dλ .
Letting t = is, we obtain an expression for the heat kernel e−s∆. In particular,
applying Weber’s second exponential integral [Wat95, §13.31(1)] to the radial coef-
ficient K˜e−s∆ gives us the expression
(20) K˜e−s∆(r1, r2, ν) =
exp
[
− r21+r224s
]
2s
Iν
(r1r2
2s
)
,
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where Iν(x) is the modified Bessel function of the first kind,
(21) Iν(x)
def
=
∞∑
j=0
1
j! Γ(ν + j + 1)
(x
2
)ν+2j
.
Analytic continuation in s and setting s = −it then returns an expression for the
Schro¨dinger propagator,
(22) K˜eit∆(r1, r2, ν) =
iν+1 exp
[
r21+r
2
2
4it
]
2t
Jν
(r1r2
2t
)
,
where we use the fact that Iν(ix) = i
ν Jν(x). Substituting this into (18) and
combining the exponentials exp
[
ij
ρ (θ1 − θ2)
]
and exp
[
− ijρ (θ1 − θ2)
]
for positive j,
we obtain the following proposition.
Proposition 2.1. The Schro¨dinger propagator eit∆ on C(S1ρ) has Schwartz kernel
(23) Keit∆(r1, θ1, r2, θ2) =
−
exp
[
r21+r
2
2
4it
]
4piiρt
J0 (r1r22t )+ 2
∞∑
j=1
ij/ρ Jj/ρ
(r1r2
2t
)
cos
[
j
ρ
(θ1 − θ2)
] . 
3. An integral representation for the fundamental solution
The next step in our analysis is to transform the expression (23) for the Schwartz
kernel of the propagator into one more amenable to calculation. Before we start,
we simplify the calculation by introducing the dummy variables x and η, defined
to be
(24) x
def
=
r1r2
2t
and η
def
= θ1 − θ2 ;
these are the arguments of the Bessel functions and the cosines respectively. We
also introduce the name S(x, η) for the quantity in braces in (23), i.e.
(25) S(x, η)
def
= J0(x) + 2
∞∑
j=1
ij/ρ Jj/ρ(x) cos
[
j
ρ
η
]
.
This function S(x, η) will be the primary target for our analysis, and its asymptotics
will provide asymptotics of Keit∆ .
Lemma 3.1. The function S(x, η) has a loop integral representation
(26) S(x, η) =
1
4pi
∫
C
exp
[
x
2
(
v − 1
v
)]{
cot
[ pi
2 + η + i log[v]
2ρ
]
+ cot
[ pi
2 − η + i log[v]
2ρ
]}
dv
v
,
where C is a contour starting at −∞, encircling the unit circle in a counterclockwise
direction, and returning to −∞.
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Proof. Consider the Schla¨fli loop integral representation1 for the Bessel function
Jν(x) [Wat95, §6.2(2)],
(27) Jν(x) =
1
2pii
∫ (0+)
−∞
exp
[
x
2
(
v − 1
v
)]
dv
vν+1
.
Substituting this formula for the Bessel functions in the definition of S(x, η) (25)
and exchanging the summation and integration, we have the expression
(28) S(x, η) =
1
2pii
∫ (0+)
−∞
exp
[
x
2
(
v − 1
v
)]1 + 2
∞∑
j=1
ij/ρ cos
[
j
ρ η
]
vj/ρ
 dvv .
This exchange is justifiable by taking the contour to be sufficiently far away from
the origin; choosing a contour so that |v| > 1 + ε for some ε > 0 will ensure the
resulting integral is absolutely convergent.
Under these same conditions, we can take advantage of the fact that the quantity
in braces in (28) is a sum of two geometric series:
S(x, η) =
1
2pii
∫ (0+)
−∞
exp
[
x
2
(
v − 1
v
)]1 +
∞∑
j=1
exp
[
ij
(
pi
2 + η + i log[v]
)
ρ
]
+
∞∑
j=1
exp
[
ij
(
pi
2 − η + i log[v]
)
ρ
] dvv
=
1
2pii
∫ (0+)
−∞
exp
[
x
2
(
v − 1
v
)]1 + exp
[
i
ρ
(
pi
2 + η + i log[v]
)]
1− exp
[
i
ρ
(
pi
2 + η + i log[v]
)]
+
exp
[
i
ρ
(
pi
2 − η + i log[v]
)]
1− exp
[
i
ρ
(
pi
2 − η + i log[v]
)]
 dvv
(29)
Here, the logarithm is chosen to have its branch along the nonpositive real axis so
as not to interfere with the integration contour. Now, we note the equality
(30)
1
2
+
exp[iα]
1− exp[iα] =
i
2
cot
[α
2
]
.
Substituting this into the above gives us the desired form. 
Remark 3.2. Deser and Jackiw use a similar method in [DJ88], though they apply
it to another of Schla¨fli’s integral representations [Wat95, §6.2(3)]. Our choice has
the merit of producing a simpler expression for the exponential phase in S(x, η),
facilitating its asymptotic development in what follows. 
Meromorphic continuation in v of the integrand in (26) shows that it is holomor-
phic away from the logarithmic branch along the nonpositive real axis and a finite
1The notation “
∫ (0+)
−∞ ” signifies that the contour begins at −∞, wraps around the origin with
positive (counterclockwise) orientation, and returns to −∞.
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number of poles. These poles all lie on the unit circle and are of the form eiϕ for ϕ
in the set Pρ(±η) of “pole phases,”
(31) Pρ(±η) def=
{pi
2
± η + 2piρk; k ∈ Z
}
∩ [−pi, pi) .
The sign of η here denotes to which summand of the amplitude the pole belongs,
and the intersection with [−pi, pi) restricts the poles to lying on a single sheet of the
universal cover of the punctured plane. This observation allows us to deform our
contour C as we wish.
4. Asymptotics of the fundamental solution
We will now calculate the asymptotics of S(x, η) as x −→ 0 and x −→ ∞ for
general cross-sectional radius ρ. These will in turn give us the asymptotics of
the fundamental solution eit∆δ(r0,θ0) of (1) which we will use to prove Strichartz
estimates in Section 5.
We begin by addressing the x −→ 0 regime in the following proposition.
Proposition 4.1. The Schwartz kernel of eit∆ has leading order asymptotics
(32) Keit∆(r1, θ1, r2, θ2)
= − 1
4piiρt
exp
[
r21 + r
2
2
4it
](
1 + O
((r1r2
2t
)σ))
as
r1r2
2t
−→ 0 ,
where σ
def
= min
(
2, 1ρ
)
.
Proof. We begin with the bound [Wat95, §3.31(1)]
(33) |Jν(x)| 6 1
Γ(ν + 1)
(x
2
)ν
,
valid for Bessel functions with x real and ν > − 12 . For |x| < 2, this estimate implies
(34)
|S(x, η)− 1| def=
∣∣∣∣∣∣(J0(x)− 1) + 2
∞∑
j=1
ij/ρ Jj/ρ(x) cos
[
j
ρ
η
]∣∣∣∣∣∣
6
∣∣∣∣∣∣
∞∑
j=1
(−1)j
(j!)
2
(x
2
)2j∣∣∣∣∣∣+ 2
∞∑
j=1
1
Γ
(
j
ρ + 1
) (x
2
)j/ρ
6
∞∑
j=1
(
x2
4
)j
+
2
Γ
(
1
ρ + 1
) ∞∑
j=1
(x
2
)j/ρ
=
x2
4− x2 +
2
Γ
(
1
ρ + 1
) x1/ρ
21/ρ − x1/ρ .
This proves the desired asymptotics. 
To handle the x −→∞ regime, we proceed by applying a modified version of the
method of steepest descent2 developed in van der Waerden’s article [vdW51]. Our
approach will differ from van der Waerden’s in that our poles move with changing
2For the details of the standard method of steepest descent, see Olver’s book [Olv97] or any
book on asymptotics or special functions.
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η. This produces a spurious singularity if we follow [vdW51] to the letter, however
a straightforward modification prevents this kind of degeneration.
Before diving into the calculation, we define
(35) Sα(x, η)
def
=
1
4pi
∫
C
exp
[
x
2
(
v − 1
v
)]
cot
[ pi
2 + αη + i log[v]
2ρ
]
dv
v
,
where α = ±1. Thus S(x, η) = S+(x, η) + S−(x, η).
4.1. Van der Waerden’s change of variables. We introduce into the integral
(35) the change of variables
(36) u(v) =
1
2
(
v − 1
v
)
,
taking the phase of Sα(x, η) as our new base variable. This map u : C −→ C is a
branched double cover of the complex plane with branch points at i and −i. The
two sheets of this cover are the images of the reverse change of variables maps
(37) v±(u) = u±
(
u2 + 1
) 1
2 ,
namely
(38)
v−(C) = {v ∈ C; Re[v] < 0} ∪ {ib ∈ iR; |b| 6 1}
v+(C) = {v ∈ C; Re[v] > 0} ∪ {ib ∈ iR; |b| > 1}
as shown in Figure 1(a). Here we take the principal branch of the square root,
requiring Re
[
z
1
2
]
> 0. Our original variable v is therefore a multi-valued function
of u whose branches are given by v±.
Since one part of C lies on the v−-sheet and the other on the v+-sheet, the image
contour u(C) crosses the branch cuts emanating from u = ±i; see Figure 1(b) for
an illustration. We shall write C± for the part of the contour C lying in the sheet
v±(C). Expressing Sα(x, η) in terms of u produces the equation
(39)
Sα(x, η) =
1
4pi
∫
u(C)
exu cot
 pi2 + αη + i log
[
u+ σ
(
u2 + 1
) 1
2
]
2ρ
 du
σ (u2 + 1)
1
2
,
where σ = σ(u) is ±1 on u(C±) and serves to correct the branch of the square root.
We remark that the poles of the integrand, located initially at eiϕ in the v-plane for
ϕ in Pρ(αη), move to the points u
(
eiϕ
)
= i sin(ϕ) in the segment of the imaginary
axis between −i and i in the u-plane.
4.2. Contour deformations and local uniformizations. For the remainder of
this section, we will assume that none of the poles u = i sin(ϕ) coincide with the
branch points at u = ±i, i.e.
(40) αη 6≡ −pi or 0 (mod 2piρ) .
As we shall see, this assumption puts us in the regime where the “geometric front,”
which is the part of the fundamental solution that arises from formal application
of the method of images, and the “diffractive front” emanating from the cone tip
do not interact.
We now deform the contour u(C). This starts by separating u(C) into u(C−) and
u(C+) (see Figure 2), the parts of u(C) on which the integrand is single-valued;
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v
−
(I)
v
−
(II)
v
−
(III)
v
−
(IV)
v+(I)
v+(II)
v+(III)
v+(IV)
C
(a) The v-plane and its decomposition
into the v±-sheets
u(C)
III
III IV
i
−i
(b) The u-plane
Figure 1. The change of variables v  u and its mapping proper-
ties (quadrants of the plane denoted by bold roman numerals, unit
circle by thin dashed line, logarithmic cut by thick gray dashes,
and branch cuts by thin gray dashes)
u(C
−
)
i
−i
(a) The original u(C−)
u(C+)
i
−i
(b) The original u(C+)
Figure 2. The contour u(C) separated into u(C−) and u(C+) and
example poles of the integrand (ρ = 1√
21
, η = 2pi9 )
in what follows, we always ensure that after the deformations the endpoints of
these contours match. Changing u(C−) or u(C+) will vary the contributions of the
individual pieces to the contour integral, but the integral over the entire contour
u(C) = u(C−) ∪ u(C+) will remain the same.
We replace the u(C−) contour with one consisting of straight horizontal lines
running from (negative) infinity to the branch points, shown in Figure 3(a), and
we denote by C±− the piece of u(C−) containing u = ±i.
Turning to u(C+), we exchange it for a collection of horizontal and vertical
lines together with small loops around the poles of the integrand, displayed in
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i
−iC
−
−
C
+
−
(a) The deformed u(C−)
i
−i
(b) The transitional u(C+)
i
−iC
−
+
C
+
+
C 2pi
9
−
2pi√
21
C 2pi
9
(c) The deformed u(C+)
Figure 3. Example poles of the integrand and associated defor-
mation of the contour u(C) (ρ = 1√
21
, η = 2pi9 )
Figure 3(b). (Note that the endpoints of u(C−) and this transitional u(C+) match.)
The final deformation comes from pulling these vertical components of u(C+) out
to (negative) infinity, allowable due to the exponential decay of the integrand of
Sα(x, η) for x > 0 and αη 6≡ −pi or 0 (mod 2piρ). We label the keyhole contour
surrounding the pole at u = i sin(ϕ) by Cϕ, and we call the purely horizontal pieces
C±+ depending on which branch point u = ±i they contain. The resulting contour
is shown in Figure 3(c).
The contribution to Sα(x, η) coming from the Cϕ pieces of u(C+) reduces to
a residue calculation, for the contributions coming from integration to and from
negative infinity along the horizontal components sum to zero. Noting that σ = +1
along these contours, a simple calculation shows the residue of the integrand of
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Sα(x, η) at one of these poles is
(41) Res
u=i sin(ϕ)
exu4pi cot
 pi2 + αη + i log
[
u+
(
u2 + 1
) 1
2
]
2ρ
 1
(u2 + 1)
1
2

=
ρ
2pii
exp[ix sin(ϕ)] .
An application of the residue theorem then gives the following.
Lemma 4.2. The contribution to Sα(x, η) of one of the pole-enclosing contours
Cϕ is
(42)
1
4pi
∫
Cϕ
exu cot
 pi2 + αη + i log
[
u+ σ
(
u2 + 1
) 1
2
]
2ρ
 du
σ (u2 + 1)
1
2
= ρ exp[ix sin(ϕ)] . 
We now work with the horizontal pieces C±± . Treating the two contours C
β
±
together, where β = ±1 is the sign of the crossed branch point, we write
(43)
1
4pi
∫
Cβ−∪Cβ+
exu cot
 pi2 + αη + i log
[
u+ σ
(
u2 + 1
) 1
2
]
2ρ
 du
σ (u2 + 1)
1
2
= − β
4pi
∫ βi
−∞+βi
exu cot
 pi2 + αη + i log
[
u− (u2 + 1) 12 ]
2ρ
 du
− (u2 + 1) 12
− β
4pi
∫ −∞+βi
βi
exu cot
 pi2 + αη + i log
[
u+
(
u2 + 1
) 1
2
]
2ρ
 du
(u2 + 1)
1
2
.
We make the change of variables
(44) s(u)
def
= σ(u) (βi− u) 12
along these contours, again taking the principal branch of the square root and
correcting with σ where necessary. In the language of Riemann surfaces, this new
variable s is a local uniformizer at the branch point u = βi, which is to say it
unravels the doubling action of the map u(v) at that point. The inverse is given by
(45) u(s) = βi− s2 .
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Under this change, (43) becomes
− β
2pi
∫ 0
−∞
ex(βi−s
2) cot
 pi2 + αη + i log
[
βi− s2 − |s| (s2 − 2βi) 12 ]
2ρ

× s ds
|s| (s2 − 2βi) 12
+
β
2pi
∫ ∞
0
ex(βi−s
2) cot
 pi2 + αη + i log
[
βi− s2 + |s| (s2 − 2βi) 12 ]
2ρ

× s ds
|s| (s2 − 2βi) 12
,
(46)
which we rewrite as
β exβi
2pi
∫ ∞
−∞
e−xs
2
cot
 pi2 + αη + i log
[
βi− s2 + s (s2 − 2βi) 12 ]
2ρ

× ds
(s2 − 2βi) 12
.
(47)
The multiplicative factor of β appears here to correct for the direction of integration
along the real axis, which varies with the branch point at which we localize; see
Figure 4.
Remark 4.3. Pausing for a moment to consider the case where ρ = 1N for N a
positive integer, we can see how our analysis reduces to what one expect from the
method of images. Consider the α = −1 term in (46). We can factor out a negative
sign in the cotangent to obtain
(48) cot
[
N
2
(pi
2
− η + i log
[
βi− s2 + s (s2 − 2βi) 12 ])]
= − cot
[
N
2
(
−pi
2
+ η + i log
[
−βi+ s2 + s (s2 − 2βi) 12 ])] .
Using the fact that cotangent is pi-periodic, we have
− cot
[
N
2
(
−pi
2
+ η + i log
[
−βi+ s2 + s (s2 − 2βi) 12 ])+Npi]
= − cot
[
N
2
(pi
2
+ η + i log[−1] + i log
[
−βi+ s2 + s (s2 − 2βi) 12 ])]
= − cot
[
N
2
(pi
2
+ η + i log
[
βi− s2 − s (s2 − 2βi) 12 ])] .
(49)
SCHRO¨DINGER EQUATION ON FLAT EUCLIDEAN CONES 13
We now substitute this into (46) and make the change of variables s −s:
β exβi
2pi
∫ ∞
−∞
e−xs
2
cot
[
N
2
(pi
2
− η + i log
[
βi− s2 + s (s2 − 2βi) 12 ])]
× ds
(s2 − 2βi) 12
= −β e
xβi
2pi
∫ ∞
−∞
e−xs
2
cot
[
N
2
(pi
2
+ η + i log
[
βi− s2 + s (s2 − 2βi) 12 ])]
× ds
(s2 − 2βi) 12
.
(50)
Thus, when we sum (46) over α and β, the horizontal parts C±± of the contour
sum to zero, and we are left with only the contributions from the Cϕ contours
calculated previously. Hence, S(x, η) is a sum of the terms from Lemma 4.2, and
the Schro¨dinger propagagtor is
(51) Keit∆(r1, θ1, r2, θ2) = −
1
4piit
N−1∑
j=0
exp
[
r21 + r
2
2 − 2r1r2 cos
(
θ1 − θ2 − 2pijN
)
4it
]
.
This is precisely what one obtains from the method of images. 
4.3. Preliminary asymptotics. At this stage, we can obtain a preliminary as-
ymptotic expansion for the fundamental solution in our regime. We start with the
integral (46), which is amenable to the usual method of saddle points [Olv97]. Its
application generates the expansion
(52)
β exβi
2pi
∫ ∞
−∞
e−xs
2
cot
 pi2 + αη + i log
[
βi− s2 + s (s2 − 2βi) 12 ]
2ρ
 ds
(s2 − 2βi) 12
=
β eβ(x+
pi
4 )i
(2pi)
1
2
cot
[
(1− β) pi2 + αη
2ρ
]
x−
1
2 + O
(
x−
3
2
)
as x −→∞ .
To obtain an expansion for Sα(x, η), we sum over β = ±1 and add to the result the
contributions coming from the Cϕ contours.
(53) Sα(x, η) =
∑
ϕ∈Pρ(αη)∩(−pi2 ,pi2 )
ρ exp[ix sin(ϕ)]
+ (2pix)
− 12
{
cot
[
αη
2ρ
]
e(x+
pi
4 )i − cot
[
αη + pi
2ρ
]
e−(x+
pi
4 )i
}
+ O
(
x−
3
2
)
as x −→∞ .
Lastly, we sum over α = ±1, substitute the definitions of x def= r1r22t and η
def
= θ1−θ2,
and multiply by the leading factor− 14piρit exp
[
r21+r
2
2
4it
]
from (23) to obtain the leading
order asymptotics of the Schro¨dinger kernel.
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Proposition 4.4. Uniformly away from θ1 − θ2 ≡ −pi, 0, and pi (mod 2piρ), the
Schro¨dinger propagator has asymptotics
(54) Keit∆(r1, θ1, r2, θ2)
=
1
t
− 14pii ∑−pi<±(θ1−θ2)+2piρj<0 exp
[
r21 + r
2
2 − 2r1r2 cos(θ1 − θ2 ± 2piρj)
4it
]
+
(r1r2
2t
)− 12 ( i
16pi3ρ2
) 1
2
exp
[
(r1 + r2)
2
4it
]{
cot
[
θ1 − θ2 + pi
2ρ
]
− cot
[
θ1 − θ2 − pi
2ρ
]}
+ O
((r1r2
2t
)− 32)}
as
r1r2
2t
−→∞ .
Note that the coefficients in this expansion diverge as a pole moves toward one of
the branch points, i.e. as θ1 − θ2 approaches −pi, 0, or pi (mod 2piρ). In particular,
the singularity at θ1−θ2 = 0 remains because the asymptotics of Sα(x, η) are invalid
when η = 0. These singularities arise due to the phase of the integrals (46) being
independent of η = θ1 − θ2, unlike the location of the poles. To develop uniform
asymptotics as we approach this interface, we must treat the part of the integrand
causing this divergence separately. Thus, we return to the integral (46).
4.4. Uniform asymptotics approaching the interface. Let Aα,β(s) be the
amplitude of this integral (46), i.e.
(55)
Aα,β(s)
def
=
β exβi
2pi
cot
 pi2 + αη + i log
[
βi− s2 + s (s2 − 2βi) 12 ]
2ρ
 1
(s2 − 2βi) 12
.
Its poles are located at s = σϕ (βi− i sin(ϕ))
1
2 , where σϕ
def
= sgn(cos(ϕ)) distin-
guishes from which v±-sheet the pole originally comes and ϕ is an element of
Pρ(αη) =
{
pi
2 + αη + 2piρk; k ∈ Z
}
. We can therefore write Aα,β(s) as the sum
(56) Aα,β(s) =
∑
ϕ∈Pρ(αη)
a
(α,β)
ϕ
s− σϕ (βi− i sin(ϕ))
1
2
+Bα,β(s) ,
where a
(α,β)
ϕ is the residue of Aα,β(s) at the pole s = σϕ (βi− i sin(ϕ))
1
2 and Bα,β(s)
is holomorphic in s away from s = ±√2 eβ pi4 i. A now familiar calculation determines
the residues a
(α,β)
ϕ to be
(57) a(α,β)ϕ = −
βρ exβi
2pii
.
Hence, developing the asymptotics of
∫∞
−∞ e
−xs2 Aα,β(s) ds is the same as developing
those of
(58)
∑
ϕ∈Pρ(αη)
a(α,β)ϕ
∫ ∞
−∞
e−xs
2
s− σϕ (βi− i sin(ϕ))
1
2
ds+
∫ ∞
−∞
e−xs
2
Bα,β(s) ds .
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0
1− i
−1 + i
(a) The s-plane for β = −1
0
−1− i
1 + i
(b) The s-plane for β = 1
Figure 4. The s-planes and location of poles of the integrand
Lemma 4.5. The contribution to
∫∞
−∞ e
−xs2 Aα,β(s) ds from the poles of Aα,β(s)
is
(59)
∑
ϕ∈Pρ(αη)
a(α,β)ϕ
∫ ∞
−∞
e−xs
2
s− σϕ (βi− i sin(ϕ))
1
2
ds
= −ρ
2
∑
ϕ∈Pρ(αη)
σϕ exp[ix sin(ϕ)] erfc
[
e−β
pi
4 i x
1
2 (1− β sin(ϕ)) 12
]
,
where erfc[z] is the complementary error function,
(60) erfc[z]
def
=
2√
pi
∫ ∞
z
e−t
2
dt .
Proof. We begin with calculating the integral in (59) via the formula [AS92, (7.1.4)]
(61)
∫ ∞
−∞
e−t
2
t− a dt = ipi e
−a2 erfc[−ia] if Im[a] > 0 .
After the change of variables t = x
1
2 s, this equality becomes
(62)
∫ ∞
−∞
e−xs
2
s− a ds = ipi e
−xa2 erfc
[
−ix 12 a
]
if Im[a] > 0 ,
and making the change s −s gives us a formula for Im[a] < 0:
(63)
∫ ∞
−∞
e−xs
2
s− a ds = −ipi e
−xa2 erfc
[
ix
1
2 a
]
if Im[a] < 0 .
Noting that
(64) sgn
[
Im
[
σϕ (βi− i sin(ϕ))
1
2
]]
= sgn
[
Im
[
σϕ e
β pi4 i (1− β sin(ϕ)) 12
]]
= σϕβ
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and applying the above formulae shows
(65) a(α,β)ϕ
∫ ∞
−∞
e−xs
2
s− σϕ (βi− i sin(ϕ))
1
2
ds
= −σϕρ
2
exp[ix sin(ϕ)] erfc
[
e−β
pi
4 i x
1
2 (1− β sin(ϕ)) 12
]
.
Summing over ϕ in Pρ(αη) proves the lemma. 
Recall that the complementary error function erfc[z] is entire with everywhere
convergent Taylor series
(66) erfc[z] = 1− 2 e
−z2
√
pi
∞∑
k=0
2k z2k+1
(2k + 1)!!
,
and it has the asymptotic expansion
(67) erfc[z] ∼ e
−z2
√
piz
∞∑
k=0
(−1)k (2k)!
k! (2z)2k
as z −→∞ in |arg(z)| < 3pi
4
.
Thus the terms in (59) are O
(
x−
1
2
)
as x −→ ∞ with η fixed. In particular, they
are uniformly bounded for all x and η in the current regime.
Returning to the calculation, we are left with the asymptotic development of the
remainder term in (58). This is the content of the next lemma.
Lemma 4.6. The integral
∫∞
−∞ e
−xs2 Bα,β(s) ds has asymptotic expansion
(68)
∫ ∞
−∞
e−xs
2
Bα,β(s) ds ∼
∞∑
k=0
b
(α,β)
2k Γ
(
2k + 1
2
)
x−
2k+1
2 as x −→∞ ,
where the b
(α,β)
k are the Taylor coefficients of Bα,β(s) at s = 0. In particular, the
leading coefficient b
(α,β)
0 = b
(α,β)
0 (x, η) is
(69) b
(α,β)
0 (x, η) =
β eβ(x−
pi
4 )i
2pii
− β√2 cot
[
(1− β) pi2 + αη
2ρ
]
− ρ
∑
ϕ∈Pρ(αη)
σϕ (1− β sin(ϕ))−
1
2
 .
Proof. We first note that Aα,β(s) can be written in the form
(70) Aα,β(s) = − β e
xβi
2pii (s2 − 2βi) 12
exp
[
i
pi
2 +αη
ρ
]
+
[
βi− s2 + s (s2 − 2βi) 12 ] 1ρ
exp
[
i
pi
2 +αη
ρ
]
−
[
βi− s2 + s (s2 − 2βi) 12
] 1
ρ
,
where the roots have branch [−pi, pi). This shows that Aα,β(s) is a ratio of functions
which are holomorphic away from branch points at s = ±√2eβ pi4 i and poles at
s = σϕ (βi− i sin(ϕ)
1
2 ; in particular, the ρth root does not effect the holomorphy
of Aα,β(s) since its argument is never zero for finite s. Thus, when we remove the
poles to form Bα,β(s), we are left with a function which is holomorphic away from
these branch points at s = ±√2 eβ pi4 i and bounded for s real.
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Moving on the the proof of the statement, we write Bα,β(s) as a Taylor series
with remainder,
(71) Bα,β(s) =
2N−1∑
k=0
b
(α,β)
k s
k +R
(α,β)
2N (s) .
Integration of both sides along the real line produces
(72)∫ ∞
−∞
e−xs
2
Bα,β(s) ds =
2N−1∑
k=0
b
(α,β)
k
∫ ∞
−∞
e−xs
2
sk ds+
∫ ∞
−∞
e−xs
2
R
(α,β)
2N (s) ds
=
N−1∑
k=0
b
(α,β)
2k Γ
(
2k + 1
2
)
x−
2k+1
2 +
∫ ∞
−∞
e−xs
2
R
(α,β)
2N (s) ds .
This leaves us to gauge the size of the remainder term. We note that R
(α,β)
2N (s) is
O
(|s|2N−1) since Bα,β(s) is holomorphic away from s = ±√2eβ pi4 i and bounded for
s real, and this implies
(73)
∫ ∞
−∞
e−xs
2
R
(α,β)
2N (s) ds = O
(
x−(N+1)
)
.
This proves the first statement of the lemma. The computation of b
(α,β)
0 (η) is left to
the reader; it follows immediately from the definition (56) via some simple algebraic
manipulation. 
Combining the results of Lemma 4.5 and Lemma 4.6, we acquire an asymptotic
expansion for the integral
∫∞
−∞ e
−xs2 Aα,β(s) ds in decreasing powers of x as x −→
∞. Unlike the previous asymptotics, this expansion remains valid as αη approaches
−pi or 0 (mod 2piρ). Namely,
(74)
∫ ∞
−∞
e−xs
2
Aα,β(s) ds
∼ −ρ
2
∑
ϕ∈Pρ(αη)
σϕ exp[ix sin(ϕ)] erfc
[
e−β
pi
4 i x
1
2 (1− β sin(ϕ)) 12
]
+
∞∑
k=0
Γ
(
2k + 1
2
)
b
(α,β)
2k (x, η)x
− 2k+12 as x −→∞ .
We develop the asymptotics of Sα(x, η) in this regime by summing (74) over β
and including the contributions of the Cϕ contours from Lemma 4.2, giving the
expansion
(75) Sα(x, η) ∼ ρ
∑
ϕ∈Pρ(αη)
exp[ix sin(ϕ)]
×
{
1 + σϕ
2
− σϕ
2
erfc
[
e−
pi
4 i x
1
2 (1− sin(ϕ)) 12
]
− σϕ
2
erfc
[
e
pi
4 i x
1
2 (1 + sin(ϕ))
1
2
]}
+
∞∑
k=0
Γ
(
2k + 1
2
){
b
(α,+)
2k (x, η) + b
(α,−)
2k (x, η)
}
x−
2k+1
2 as x −→∞ .
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The final steps in our calculation of the asymptotics ofKeit∆ in the non-interactive
regime is to sum over α = ±1 and to substitute the resulting asymptotics for S(x, η)
into the expression (23), converting from our dummy variables in the process. In
the interest of clarity, though, we will delay the summing over α and first introduce
some notation for the terms appearing in the expansions obtained by substituting
the Sα(x, η) asymptotics into (23). The first of these is a more explicit version of
σϕ,
(76) Σαj (θ1, θ2)
def
= sgn
(
cos
(pi
2
+ α(θ1 − θ2) + 2piρj
))
.
We also introduce a name for the terms one would obtain purely from the formal
application of the method of images,
(77) G˜α0 (j; t, r1, θ1, r2, θ2)
def
= − 1
4pii
exp
[
r21 + r
2
2 − 2r1r2 cos(θ1 − θ2 + α 2piρj)
4it
]
,
and we let Gα0 (t, r1, θ1, r2, θ2) be their sum
(78) Gα0 (t, r1, θ1, r2, θ2)
def
=
∑
−pi<α(θ1−θ2)+2piρj<0
G˜α0 (j) .
The indices of summation here come from the set of pole phases, which we recall is
(79) Pρ(α(θ1 − θ2)) def=
{pi
2
+ α(θ1 − θ2) + 2piρj; j ∈ Z
}
∩ [−pi, pi) ,
intersected with the interval
(−pi2 , pi2 ). This restricts the phases to those whose
corresponding poles are surrounded by the Cϕ contours. We next define a function
representing the sum of complementary error functions appearing in the expansion
(75),
(80) G˜α− 12 (j; t, r1, θ1, r2, θ2)
def
=
Σα(j; θ1, θ2)
8pii
(r1r2
2t
) 1
2
exp
[
r21 + r
2
2 − 2r1r2 cos(θ1 − θ2 + α 2piρj)
4it
]
×
{
erfc
[(
− ir1r2
2t
) 1
2
(1− cos(θ1 − θ2 + α 2piρj))
1
2
]
+ erfc
[(
ir1r2
2t
) 1
2
(1 + cos(θ1 − θ2 + α 2piρj))
1
2
]}
,
and similarly their sum is denoted by
(81) Gα− 12 (t, r1, θ1, r2, θ2)
def
=
∑
− 3pi2 6α(θ1−θ2)+2piρj<pi2
G˜α− 12 (j; t, r1, θ1, r2, θ2) .
This sum ranges over all of the corresponding phases in Pρ(α(θ1 − θ2)), producing
the wider range of possible indices j. Note that we have inserted a factor of
(
r1r2
2t
) 1
2
in the definition of G˜α− 12
; this is just a psychological convenience. It makes G˜α− 12
into a O(1) function in r1r22t , which allows us to write the decay in
r1r2
2t of each term
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explicitly in the asymptotic expansion. Lastly, we introduce
(82) Dα− 2k+12
(t, r1, θ1, r2, θ2)
def
= − Γ
(
2k+1
2
)
8pi2ρt · (2k)!
∑
β=±1
exp
[
(r1 − βr2)2
4it
]
× d
2k
ds2k
cot
 pi2 + α(θ1 − θ2) + i log
[
βi− s2 + s (s2 − 2βi) 12 ]
2ρ

−
∑
− 3pi2 6α(θ1−θ2)+2piρj<pi2
iρ
s− Σαj (θ1, θ2) (βi− i cos(θ1 − θ2 + α 2piρj)
1
2

∣∣∣∣∣∣
s=0
to represent the coefficients of x−
2k+1
2 in the asymptotic expansions of the integrals∫∞
−∞ e
−xs2Bα,β(s) ds.
While the functions which arise from the poles, that is Gα0 (t, r1, θ1, r2, θ2) and
Gα− 12
(t, r1, θ1, r2, θ2), are easily seen to be uniformly bounded for αη 6≡ −pi or
0 (mod 2piρ), we emphasize that the terms Dα− 2k+12
(t, r1, θ1, r2, θ2) arising from the
remainder terms are bounded in the same regime by our construction. That is,
inspection shows they uniformly bounded (and smooth) in t, r1, and r2, and since
we have removed the poles arising from change in θ1 and θ2, there are no singulari-
ties in these variables. The piecewise-smoothness of all these functions then follows
because they were smooth away from the poles, but jumps that occur when poles
join or leave the set of pole phases or cross a branch point remain.
To conclude this section, we state the asymptotics of Keit∆ in the following
theorem, suppressing the dependence of the above functions on the variables t,
(r1, θ1), and (r2, θ2).
Theorem 4.7. For θ1 − θ2 6≡ −pi, 0, or pi (mod 2piρ), the Schwartz kernel of eit∆
has the asymptotic expansion
(83) Keit∆(r1, θ1, r2, θ2)
∼ 1
t
∑
α=±1
{
Gα0 + G
α
− 12
(r1r2
2t
)− 12
+
∞∑
k=0
Dα− 2k+12
(r1r2
2t
)− 2k+12 }
as
r1r2
2t
−→∞ . 
5. Strichartz estimates
We will now apply the information gained from the asymptotic development of
Keit∆ in Section 4 to prove the Strichartz estimates for the solution operator
(84) U(t)f(r, θ) def=
∫ 2piρ
θ′=0
∫ ∞
r′=0
Keit∆(r, θ, r
′, θ′) f(r′, θ′) r′dr′dθ′
of the Schro¨dinger equation on C(S1ρ). Thus we end with the following theorem.
Theorem 5.1. Suppose 2p +
2
q = 1 and
2
p˜ +
2
q˜ = 1. Then the Schro¨dinger solution
operator U(t) def= eit∆ on C(S1ρ) satisfies the Strichartz estimates
(85) ‖U(t)f(r, θ)‖LptLq(r drdθ) . ‖f‖L2(r drdθ)
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(86)
∥∥∥∥∫ U(−s)F (s, r, θ) ds∥∥∥∥
L2(r drdθ)
. ‖F (t, r, θ)‖
Lp
′
t L
q′ (r drdθ)
(87)
∥∥∥∥∫
s<t
U(t− s)F (s, r, θ) ds
∥∥∥∥
LptL
q(r drdθ)
. ‖F (t, r, θ)‖Lp˜tLq˜(r drdθ) .
Proof. To prove the estimates, we will utilize the abstract Strichartz estimate of
Keel and Tao [KT98]. Their theorem states that the estimates (85), (86), and (87)
are implied by L2-boundedness,
(88) ‖U(t)f(r, θ)‖L2(r drdθ) . ‖f‖L2(r drdθ) ,
and a dispersive estimate3,
(89) ‖U(t− s)g(r, θ)‖L∞ . |t− s|−1 ‖g‖L1(r drdθ) .
Here, f ranges over L2
(
C(S1ρ)
)
and g over L1
(
C(S1ρ)
)
. The first estimate follows
from unitarity of U(t) on L2(C(S1ρ)). The second is implied by the claim that Keit∆
is an element of t−1 L∞
(
R× C(S1ρ)
)
.
Noting that the claim is implied by an L∞ bound on S(x, η), we consider sep-
arately the cases where x 6 1 and x > 1. In the former, the claim follows from
the computations in the proof of Proposition 4.1. For the case x > 1, it is implied
by the calculations (42) and (59) of the pole contributions; the expansion (72) of
the integral over the horizontal contours; the bound (73) for the remainder in this
expansion; and the fact that the interface of the geometric and diffractive fronts,
where these calculations do not hold, is measure zero in C(S1ρ). This concludes the
proof. 
References
[AS92] M. Abramowitz and I. A. Stegun (eds.), Handbook of mathematical functions with
formulas, graphs, and mathematical tables, Dover Publications Inc., New York, 1992.
Reprint of the 1972 edition. ↑15
[BGT04] N. Burq, P. Ge´rard, and N. Tzvetkov, On nonlinear Schro¨dinger equations in exterior
domains, Ann. Inst. H. Poincare´ Anal. Non Line´aire 21 (2004), no. 3, 295–318. ↑3
[BPSTZ03] N. Burq, F. Planchon, J. G. Stalker, and A. S. Tahvildar-Zadeh, Strichartz estimates
for the wave and Schro¨dinger equations with the inverse-square potential, J. Funct.
Anal. 203 (2003), no. 2, 519–549. ↑3
[Che79] J. Cheeger, On the spectral geometry of spaces with cone-like singularities, Proc. Nat.
Acad. Sci. U.S.A. 76 (1979), no. 5, 2103–2106. ↑1
[CT82a] J. Cheeger and M. Taylor, On the diffraction of waves by conical singularities. I,
Comm. Pure Appl. Math. 35 (1982), no. 3, 275–331. ↑2, 3
[CT82b] , On the diffraction of waves by conical singularities. II, Comm. Pure Appl.
Math. 35 (1982), no. 4, 487–529. ↑2
[DJ88] S. Deser and R. Jackiw, Classical and quantum scattering on a cone, Comm. Math.
Phys. 118 (1988), no. 3, 495–509. ↑3, 6
[Fri58] F. G. Friedlander, Sound pulses, Cambridge University Press, New York, 1958. ↑2
[HW05] A. Hassell and J. Wunsch, The Schro¨dinger propagator for scattering metrics, Ann.
of Math. (2) 162 (2005), no. 1, 487–523. ↑2, 20
[Iva07] O. Ivanovici, Precised smoothing effect in the exterior of balls, Asymptot. Anal. 53
(2007), no. 4, 189–208. ↑3
3Ignoring the cone tip, one could heuristically expect such a dispersive estimate to hold on
C(S1ρ) by appealing to the calculation in [HW05] and utilizing the fact that these cones have no
conjugate points.
SCHRO¨DINGER EQUATION ON FLAT EUCLIDEAN CONES 21
[KT98] M. Keel and T. Tao, Endpoint Strichartz estimates, Amer. J. Math. 120 (1998), no. 5,
955–980. ↑3, 20
[MW04] R. Melrose and J. Wunsch, Propagation of singularities for the wave equation on
conic manifolds, Invent. Math. 156 (2004), no. 2, 235–299. ↑2
[Olv97] F. W. J. Olver, Asymptotics and special functions, AKP Classics, A K Peters Ltd.,
Wellesley, MA, 1997. Reprint of the 1974 original. ↑7, 13
[PS02] F. Planchon and J. G. Stalker, Dispersive estimates on the 2D cone (2002), unpub-
lished. ↑3
[Som96] A. Sommerfeld, Mathematische Theorie der Diffraction, Math. Ann. 47 (1896), no. 2-
3, 317–374. ↑2
[Tay96] M. Taylor, Partial differential equations. II, Applied Mathematical Sciences, vol. 116,
Springer-Verlag, New York, 1996. Qualitative studies of linear equations. ↑3
[vdW51] B. L. van der Waerden, On the method of saddle points, Appl. Sci. Research B. 2
(1951), 33–45. ↑2, 7, 8
[Wat95] G. N. Watson, A treatise on the theory of Bessel functions, Cambridge Mathematical
Library, Cambridge University Press, Cambridge, 1995. Reprint of the second (1944)
edition. ↑4, 6, 7
Department of Mathematics, Northwestern University
E-mail address: aford@math.northwestern.edu
