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ABSTRACT
Context. The fate of a massive star during the latest stages of its evolution is highly dependent on its mass-loss rate/geometry and
therefore knowing the geometry of the circumstellar material close to the star and its surroundings is crucial.
Aims. We aim to give an insight regarding the nature (i.e. geometry, rates) of mass-loss episodes, and in particular the connection
between the observed asymmetries due to the mass lost in a fast wind, or during a previous, prodigious mass-losing phase. In this
context, yellow hypergiants offer a good opportunity to study mass-loss events.
Methods. We analyse a large set of optical/near-infrared data, in spectroscopic and photometric (X-shooter/VLT), spectropolarimetric
(ISIS/WHT), and interferometric GRAVITY-AMBER/VLTI) modes, toward the yellow hypergiant IRAS 17163-3907. We use the op-
tical observations to determine its spectral type and we present the first model independent reconstructed images of IRAS 17163-3907
at these wavelengths tracing milli-arcsecond scales. Lastly, we apply a 2D radiative transfer model to fit the dereddened photometry
and the radial profiles of published diffraction limited VISIR images at 8.59 µm, 11.85 µm and 12.81 µm simultaneously, adopting a
revised distance determination using the new Gaia measurements (DR2).
Results. The interferometric observables around the 2 µm window towards IRAS 17163-3907 show that the Brγ emission appears
to be more extended and asymmetric than the Na i and the continuum emission. In addition, Brγ shows variability in a time interval
of four months, not seen towards Na i. Lastly, in addition to the two known shells surrounding IRAS 17163-3907 we report on the
existence of a third hot inner shell with a maximum dynamical age of only 30 yr.
Conclusions. The interpretation of the presence of Na i emission at closer distances to the star compared to Brγ has been a challenge
in various studies. To address this, we examine several scenarios, and we argue that the presence of a pseudophotosphere which was
traditionally considered to be the prominent explanation is not needed, but it is rather an optical depth effect. The three observed dis-
tinct mass-loss episodes are characterised by different mass-loss rates and can inform the theories on mass-loss mechanisms, which
is a topic still under debate both in theory and observations. We discuss these in the context of photospheric pulsations and wind
bi-stability mechanisms.
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1. Introduction
Many important open issues related to the final stages of stel-
lar evolution can only be addressed once we have knowledge of
the geometry of the circumstellar material close to the star. For
massive stars (8 − 30 M; Wang & Wheeler 1998) which even-
tually explode as core-collapse supernovae (SN), the problem in
understanding the mass-loss rate and mass-loss geometry is par-
ticularly acute (Heger & Langer 1998). Mass-loss events impact
the angular momentum evolution and final mass, and thus fate
of the individual massive star, and they create the circumstel-
lar environment that the SN ejecta may interact with. Following
core-collapse explosion, the progenitor’s mass-loss history con-
tinues to be relevant because of its repercussion on the light-
curve morphology and probably also on the observed aspherical
SN remnants (e.g. Patat et al. 2011; Moriya et al. 2014). The
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processes responsible for shaping these spatial asymmetries are
largely unknown.
This paper aims to give an insight regarding the physical
structure, geometry, mass-loss episodes, and properties of the
host star, which are amongst the main unknowns in theoretical
models on stellar evolution. A suitable class of stars to study
mass-loss events are the post-red supergiants (post-RSG), but
only few such objects are known (Oudmaijer et al. 2009). The
yellow (A to K-type) hypergiants (YHGs), such as IRAS 17163-
3907, IRC+14020 and HD179821, that show evidence of cir-
cumstellar dust and high mass-loss rates, are great post-RSG
candidates, and therefore laboratories to study the mass-loss
events that take place during the post-RSG volution.
In this study we focus on IRAS 17163-3907 (hereafter
IRAS 17163), also known as Hen 3-1379, and WRAY 15-1676,
which is one of the brightest infrared sources in the sky. It is
embedded in a dusty circumstellar envelope, which was dubbed
“the Fried Egg Nebula” by Lagadec et al. (2011), due to its pe-
culiar morphology in mid-IR images (VISIR) showing a double
detached shell, with timescales of ejection reaching few hundred
years.
The distance to IRAS 17163, and therefore its class, has been
under debate for the past decades. Lebertre et al. (1989), classi-
fied it as a proto-planetary nebula (post-AGB star) based on its
estimated luminosity (∼104 L) and observed spectral charac-
teristics at a distance of 1 kpc. This distance was a rough esti-
mate based on the radial velocity (5.3 km s−1; Local Standard of
Rest (LSR)), which was derived using the Hα emission, while
we should point out that the luminosity was derived based on
the observed and not the dereddened photometry. Subsequent
studies found this object to be an early A type star, at a dis-
tance of 4 kpc, which was estimated using the radial velocities
of the interstellar K i doublet absorption, yielding a bolometric
luminosity of 5×105 L, i.e. a supergiant (Lagadec et al. 2011).
This finding confirmed the status of the Fried Egg Nebula as a
massive star (estimated mass 25-40 M), which is most likely
evolving quickly towards and not away from the blue (see e.g.
Meynet et al. 2015), and, in all likelihood with a final fate as a
supernova.
IRAS 17163 was suggested by Lagadec et al. (2011) to
be one of the very few examples of a star in transition from
the Red Supergiant stage to the Wolf-Rayet or Luminous Blue
Variable phase (IRC+14020, HD179821, ρ Cas, HR8752). Note
that Smith et al. (2004) suggested that YHGs might be missing
luminous blue variables (LBVs), also known as S Doradus vari-
ables. Such objects change their underlying temperatures and
wind properties on timescales of years to decades (Humphreys
& Davidson 1994; Vink & de Koter 2002). The central star of
the Fried Egg Nebula shows P Cygni like Hα profiles and slow
winds similar to those of YHGs and S Dor variables. A thor-
ough discussion on how to tell those objects apart is presented in
Humphreys et al. (2017).
Wallstro¨m et al. (2015) pointed out the difficulty in deter-
mining the distance to the star and reported a range of 1-7 kpc
depending on the method used. In the current work we use the
new parallactic measurements from Gaia (DR2; Brown et al.
2018, Gaia Collaboration) and provide a new distance estima-
tion (Sect. 4), which brings the object as close as 1.2 kpc, and
which we adopt in the entire paper. This is three times closer
than found in the most recent studies, and therefore a revised
analysis on the object is necessary. In this paper we show that
despite its closer distance, when the photometry is treated prop-
erly accounting for a visual extinction of approximately 10 mag-
nitudes, an effect which was previously neglected, IRAS 17163
maintains its luminosity and therefore its class.
IRAS 17163 is ideally located in the sky for observations
with the Very Large Telescope Interferometer (VLT/VLTI), in
order to study its innermost structures and to provide immedi-
ate information on this enigmatic evolutionary phase. The dust
shells observed in the infrared (IR) are located at large dis-
tances from the star (> 1′′) and they are seemingly circular sym-
metric, but inhomogeneous (e.g. Herschel Space Observatory,
VLT/VISIR; Hutseme´kers et al. 2013; Lagadec et al. 2011).
The warm (10 µm) emission traces the most recent mass-loss
episodes, while the origin and the spatial distribution of the 2 µm
emission is being investigated in this study. In the case of the
Fried Egg Nebula, the outflowing material tends to become more
spherically distributed as the distance from the source grows.
Recent observations with the Atacama Compact Array (ACA)
of the Fried Egg Nebula revealed the presence of a red-shifted
spur (∼20′′), which may trace an unidirectional ejection event
(Wallstro¨m et al. 2017). Investigating the present day mass-
loss will provide us with the information on the geometry of
the stellar wind. The only other object for which this property
was investigated in milli-arcsecond (mas) scales (i.e. present-
day wind), is the post-RSG IRC +10420 (Oudmaijer & de Wit
2013). From NIR interferometric data (AMBER MR and HR)
the presence of an ionised, bi-polar flow was inferred, but the
sparse uv-coverage made the result model dependent.
The key evolutionary phase, its brightness and roundness,
the sparsity of observed high-mass post-RSGs and its excellent
location on the sky have led us to initiate an in-depth, high spatial
resolution study of IRAS 17163 and its associated Fried Egg
Nebula using spectra and images from VLT and VLTI.
In Sect. 2 we describe our optical and near-infrared spectro-
scopic (X-Shooter), spectropolarimetric (ISIS/WHT) and inter-
ferometric (GRAVITY, AMBER) observations and in Sect. 3, we
present the observational results. In Sect. 4 we present the fun-
damental parameters of IRAS 17163, including the revised dis-
tance, its spectral type (i.e. effective temperature), and the dered-
dened photometry. In Sect. 5 we spatially resolve the inner parts
of the nebula, and we trace geometries of the material down to a
few au from the central object. To do so we apply simple geomet-
ric modeling which allows us to constrain the size and the geom-
etry of the 2 µm continuum emission, the Brγ emission and the
Na i doublet emission using our VLTI/GRAVITY and AMBER
observations. In addition, in the same Sect. 5 we perform and
present for the first time the model independent image recon-
struction of the object at scales so close to the star (mas scales;
few au). In Sect. 6 we apply a 2D radiative transfer model to
simultaneously fit the dereddened available photometry and the
radial profiles of VISIR images (8.59 µm, 11.85 µm and 12.81
µm; Lagadec et al. 2011) for the first time. Lastly, the discussion
and the summary of the paper are presented in Sect. 7 and Sect. 8
respectively.
2. Observations and data reduction
2.1. Spectroscopy/Spectropolarimetry
2.1.1. X-Shooter spectroscopy
IRAS 17163 (RA = 17h19m49.3s, Dec = −39o10′37.9′′ [J2000])
was observed during four observing sessions in 2017 using X-
Shooter at ESO’s VLT. Two short visits were made in April
2017, and two longer ones in May 2017. X-Shooter captures the
spectrum of celestial objects from 0.3 to 2.4 µm in one shot, us-
ing three arms which cover the UV-blue (300-560 nm), visible
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(550-1020 nm) and near-infrared (1020-2480 nm) parts of the
spectrum respectively (D’Odorico et al. 2006) and their techni-
cal overview is presented in Table A.2. The observations were
conducted in nodding mode with a nodding step of 6′′. The slit
width was 1.0 arcsec in the UV-Blue arm, and 0.4 arcsec in both
the visible and the near-infrared arms. The set-up results in a
spectral resolution of order 10,000 in the VIS and NIR setting
and slightly lower, 9000 in the UVB. The data were reduced us-
ing the standard ESO pipeline.
Given the extreme colours of IRAS 17163, very faint in the
blue (B ∼ 17) moderately bright at V (∼ 13), while very bright at
near-infrared wavelengths, K ∼ 2.4 (2MASS; Cutri et al. 2003),
the observing strategy was adjusted accordingly. Observing the
blue spectrum required multiple ∼20 minute exposures, while
the near-infrared spectra were taken with short exposure times
going down to the minimum possible exposure times of 0.1 sec-
onds. The total exposure time in the UVB setting is of order
6000s split over 4 dates. The longest exposures were taken in
May 2017. The VIS setting was observed on all days as well,
but the main data presented here are the multiple 60s exposures
obtained in May 2017. Most NIR data are saturated, even those
with the shortest exposure times. After visually inspecting all
(hundreds of) exposures, we identified a handful of spectra that
were not affected. These are mostly from the May 29 run.
Considering that this is one of the brightest infrared sources
in the sky, it is interesting to note that the data discussed here
are not only the first high signal-to-noise data in the blue part of
the spectrum, but surprisingly, they constitute also the first high
resolution JHK-band near-infrared spectra of the object.
2.1.2. Spectropolarimetry
The linear spectropolarimetric data were obtained with the ISIS
spectrograph on the WHT, La Palma, during the night of 2015
August 4. Most of the data from that run were published else-
where (Ababakr et al. 2017) to which we refer for more details
regarding the observations. Let us briefly summarise these be-
low. A1200R grating centred at 680 nm, with a spectral range of
100 nm, and a slit width of 1.0 arcsec providing a spectral res-
olution of ∼35 kms−1 was used. The polarisation optics, which
consist of a rotating half-wave plate and a calcite block, were
employed in order to perform linear polarisation observations.
The total integration time was 1800s for IRAS 17163. Polarised
standard stars and zero-polarised standard stars were observed to
calibrate for the instrumental polarisation and angle offset, both
of which were found to be negligible.
The data reduction was carried out using iraf (Tody 1993).
The extracted spectra were imported into the tsp package (Bailey
1997) to compute the Stokes parameters. Finally, the percent-
age of linear polarisation, P, and polarisation angle, θ, were ob-
tained. The spectrum covers the wavelength range 635 - 720 nm.
Due to a combination of the redness of the source and the re-
sponse curve of the optics, the signal-to-noise ratio of the spec-
trum ranges from ∼100 blueward of Hα to larger than 300 at
redder wavelengths. As the countrates increase very steeply in
the first 10 nm, the polarisation values at these wavelength are
less precise than those longward of around 650 nm.
2.2. Interferometry
2.2.1. GRAVITY observations
IRAS 17163 was observed for a total of nine hours during 10
nights between April and August 2017 with GRAVITY (Gravity
Collaboration et al. 2017; Eisenhauer et al. 2011) using the four
1.8-m ATs of the VLTI. GRAVITY is an interferometric instru-
ment which operates in the K-band, and it combines signal from
the beams of the four telescopes, delivering interferometric ob-
servables at a range of spectral resolutions. To achieve an opti-
mal image reconstruction, the data were taken at three different
baseline configurations: small (A0–B2–D0–C1), medium (K0–
G2–D0–J3, A0–G2–D0–J3) and large (A0–G1–J2–J3, A0–G1–
J2–K0) resulting in a good filling of the uv-plane for a 4-element
interferometer. The uv-plane coverage is shown in Fig. 1.
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Fig. 1. uv-plane coverage of VLTI/GRAVITY and AMBER ob-
servations of IRAS 17163.
The observed wavelength range covered the near-IR K-band
(1.99 µm–2.45 µm) and all the observations were performed in
high resolution (HR) combined mode, which provides a spectral
resolution of R ∼ 4000. This corresponds to a velocity resolution
of 75 kms−1. The observed configurations combined provided
projected baseline lengths B between ∼10 m and 130 m, corre-
sponding to a maximum angular resolution of λ/2B ∼ 1.7 mas
at the wavelength of Brγ, that corresponds to a spatial scale
of ∼2 au at 1.2 kpc. The position angles of the observed base-
lines covered the entire range between 0-180◦. The technical
overview of the observations including the integration times and
atmospheric conditions (i.e. coherence time, seeing) is given in
Table A.1.
HD 151078 (RA=16h46m48s, Dec=−39o22′37.1′′[J2000]),
a red giant branch star of K0III spectral type, K magnitude of
3m.2 and a uniform disc diameter of 1 mas (JMMC SearchCal;
Bonneau et al. 2011) was observed as a standard calibration ob-
ject within 30 min of the science object and under relatively
stable weather conditions. HD 151078 was selected as calibra-
tor for all configurations and observing nights. This object was
also used as a telluric standard and during the spectra normali-
sation process. For the reduction and calibration of the observa-
tions the GRAVITY standard pipeline recipes (as provided by
ESO, version 1.0.5) were used with their default parameters.
Before correcting the telluric absorption features in the spec-
trum of HD 151078, we removed the absorption features includ-
ing the CO band in the spectra of the calibration standard ob-
ject. This could be done by dividing the standard spectra with
a telluric corrected spectrum of a standard object of same spec-
tral type (HD 105028) after having it rebinned and having ap-
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plied a velocity shift to match the resolution and velocity of
our observations. The K-band template spectrum of HD105028
was obtained from the NIFS sample of the online library of the
GEMINI observatory1 and covers a wavelength range of 2.04-
2.43 µm, which is almost the entire range of our spectra.
2.2.2. AMBER observations
IRAS 17163 was observed using AMBER in visitor mode on the
night of 22nd of June 2012. AMBER is a decommissioned in-
strument of the VLTI that used to operate in the near-infrared H
and K bands as spectro-interferometer, combining beams from
three telescopes. Our observations were performed using the
two baseline configurations D0-I1-H0 and D0-H0-G1, deliver-
ing projected baselines between ∼30 and ∼70 m and position an-
gles PAs between ∼5 and ∼170◦ (see Fig. 1 and Table A.3). The
observations were made using the high spectral resolution mode
(R=12000). The obtained spectra cover a wavelength range be-
tween 2.15 and 2.19 µm, which includes the Brγ in emission
similar to our GRAVITY observations but not the Na i and Mg ii
emission. The technical overview of the observations including
the integration times and atmospheric conditions (i.e. coherence
time, seeing) is given in Table A.3.
The dataset was reduced using the amdlib software (version
3.0.9 Tatulli et al. 2007; Chelli et al. 2009). During the data re-
duction we applied frame selection criteria in order to limit the
data quality degrading effects that AMBER data generally suf-
fers from. We therefore chose to work with the best 20% of the
observed frames which has been previously suggested to provide
consistent visibilities (Malbet et al. 2007) and we selected a pis-
ton cut-off of 100 µm since for HR data only large piston values
(> 100 µm) affect the visibility measurements. This process is
described in Tatulli et al. (2007).
Due to the overall adverse weather conditions (seeing > 1′′,
coherence time < 5 ms; see Table A.3), an absolute calibration
could not be performed by only making use of the calibration
star as a standard method. Instead, we used our GRAVITY ob-
servations of the science object to estimate the emitting size of
the continuum at 2 µm and we used the predicted continuum
visibilities of a uniform disk at the corresponding AMBER base-
lines and PAs to calibrate the AMBER visibilities. We note that
the observations are 5 yr apart, and during this period a typi-
cal yellow hypergiant is characterised by significant quasi-period
photospheric pulsations, resulting in differences in its radius by
up to 50% (e.g. Lobel et al. 1994; de Jager 1998). As we show
later in the paper (Sect. 5.1), the 2 micron emission originates
from the stellar object directly, corresponding to the stellar size.
Therefore, some degree of uncertainty and bias is to be expected
during the calibration process of the AMBER dataset.
Although the observations are ∼5 yr apart, the continuum
size at 2 µm corresponds to the stellar size and is not expected to
vary significantly within this period. Therefore, the time differ-
ence alone does not introduce significant uncertainties and bias
in this calibration process.
3. Observational results
3.1. K-band spectrum
We present a new NIR spectrum of IRAS 17163. Our observed
wavelength range includes the emission lines of the Brγ hydro-
1 http://www.gemini.edu/sciops/instruments/nearir-
resources/spectral-templates/library-v20
gen recombination at 2.167 µm, the Na i 2.206 µm and 2.209 µm
doublet and the Mg ii 2.137 µm and 2.144 µm, while there are no
signs of CO lines in emission or absorption. The final averaged
and corrected spectrum of IRAS 17163 centered on the lines of
interest (Brγ, Na i and Mg ii) is presented in Figure 2, overplot-
ted with the X-Shooter spectrum.
Thanks to the GRAVITY observations, we have a time se-
ries of 5 months which we can directly compare. Brγ shows a
P-Cygni profile and its peak intensity gradually drops with time
while Na i emission shows only emission and does not vary sig-
nificantly given the uncertainties of ∼13% (Fig. 3). Given that
our spectra show clearly a P-Cygni profile we can conclude that
Brγ is spectrally resolved. In particular, for the first observing
date (2017-04-11) the emission part of Brγ is characterised by
a line to continuum ratio of 1.32 at a peak velocity of 57 kms−1
(LSR) and an observed FWHM of ∼72 kms−1, which is close
to the instrumental resolution (∼75 kms−1). The dataset shows a
gradual drop in the peak of the Brγ emission (up to ∼67%) over
the observing period of four months. In particular, during the
last observing date (2017-08-28), Brγ emission is characterised
by a line to continuum ratio of 1.11 at a higher peak velocity of
68 kms−1 and a FWHM of ∼64 kms−1. The strongest line of the
Na i doublet is broader by almost a factor of two (∼130 kms−1)
compared to Brγ, with a line to continuum ratio of 1.21 at a peak
velocity of 27 kms−1. The strongest line among the Mg ii shows
a FWHM of ∼100 kms−1 and a line to continuum ratio of 1.13
at a peak velocity of 24 kms−1, similarly to Na i. The observed
lines in X-Shooter spectrum are narrower (∼ 55 kms−1 for the
atomic lines) and have a slightly larger line-to-continuum ratio
than in the GRAVITY spectrum, which can be explained by the
lower spectral resolution of the GRAVITY data. The line equiv-
alent widths (EW) of the two datasets are similar to within 10%,
the typical error in EW determinations. This suggests that ei-
ther no extended flux is lost in the GRAVITY observations and
that therefore the object is fully within the field of the 1.8m AT
(roughly 200 mas), or that any flux loss is the same for the con-
tinuum and the lines.
The resulting peak velocities of Na i and Mg ii are 9 kms−1
and 6 kms−1 higher than the systemic velocity reported by
Wallstro¨m et al. (2015) (LSR; 18 kms−1), who used the Fe ii
emission lines in the optical. Wallstro¨m et al. (2017) used the
H30α recombination line, but at poorer spectral resolution and
found a very similar velocity of 21 ± 3 kms−1. The observed
difference between our measurements and those of Fe ii lines are
most likely due to the low spectral resolution of GRAVITY com-
pared to HERMES (High Efficiency and Resolution Mercator
Echelle Spectrograph) spectrograph on the 1.2-m Mercator tele-
scope (4 kms−1,∼75000; Raskin et al. 2011). The larger observed
velocity shift of Brγ is most likely due to its P-Cygni profile
which results in a blue shift absorption and a peak emission at
longer wavelengths. Therefore the comparison of Brγ peak ve-
locities with the ones derived from the other lines has little mean-
ing. The spectrum of Brγ shows some indications for absorption
at longer wavelengths, which needs further investigation. The
observed line profiles in velocity space can be seen in Fig. 4.
Previous studies have explained spectroscopic variability in
P-Cygni Hα profiles as a result of variability in mass-loss rate
(de Groot 1987) accompanied by possible variations in the ve-
locity field (Markova et al. 2001). In particular, a lower mass-
loss rate would lead to a more transparent envelope and there-
fore would give us access to the hotter regions close to the star.
With significant variations in mass-loss rates though, one would
expect variations in Na i emission profiles, which is not what we
observe in the time range of our GRAVITY observations (4-5
4
Koumpia et al.: Optical/near-infrared observations of the Fried Egg Nebula
Fig. 2. GRAVITY and X-Shooter spectra of IRAS 17163 normalised to the 2 µm continuum level. The presented wavelength range
contains all the observed Brγ, Na i and Mg ii emission lines. The dotted line represents the normalised telluric absorption spectrum
applied to correct the spectrum of the object. The observed difference in line-to-continuum ratio is due to the higher spectral
resolution of the X-Shooter.
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Fig. 3. Spectra of the Brγ (left) and Na i doublet (right), nor-
malised to the continuum level, for the different observing dates
and configurations in colours. The dataset shows a gradual drop
in the flux of the Brγ emission (up to ∼67%) over the observ-
ing period of four months, while Na i emission does not vary
significantly.
months). The first and thus far only NIR spectrum of the object
was published by Lebertre et al. (1989), at a spectral resolution
of R∼1600 in the wavelength window of 2.00-2.40 µm. As re-
ported and seen in Figure 9 from Lebertre et al. (1989), the only
clear emission was Brγ. A closer look of that spectrum reveals
some weak Mg ii and Na i emission. Mg ii may appear weaker
than what we see in our spectrum due to the lower spectral reso-
lution. The fact that the ratio of Brγ over Na i was clearly higher
30 years ago though, and therefore Na i emission has become
stronger, could indicate the presence of significant variations in
mass-loss rates i.e. a recent mass-loss episode. This variability
appears to be more significant in a timescale of few decades but
not within few months.
The Na i doublet has been previously observed in emission
towards similar objects (e.g. IRC+10420; Thompson & Boroson
1977; Oudmaijer & de Wit 2013) while Mg ii has not been pre-
viously observed towards objects of this class (e.g.; Oudmaijer
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Fig. 4. Line profiles of the observed Brγ, Na i and Mg ii emission
towards IRAS 17163. The dotted line represents the telluric ab-
sorption spectrum applied to correct the spectrum of the object.
The vertical line represent the systemic velocity as reported by
Wallstro¨m et al. (2015) using the optical Fe ii emission.
& de Wit 2013). Clark & Steele (2000) present K-band spec-
troscopy of Be stars, where they report the presence of Brγ and
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Mg ii emission with the absence of HeI and in only few cases
also the presence of the Na i doublet emission for stars of B2-B4
spectral type. Understanding the origin of the Na i doublet emis-
sion has been a main challenge in various studies. In Sect. 7.1 we
investigate several scenarios to explain the observed Na i doublet
emission.
3.2. Continuum polarisation
To arrive at broadband overview of the optical spectro-
polarimetry, we binned the spectrum in steps of 10 nm from 640
nm onwards and show the resulting polarisation and position an-
gle in Fig. 5. IRAS 17163-3907 shows a very strong continuum
polarisation of order ∼ 10.5% at position angle 25◦. The polar-
isation declines by almost 1% over the spectral range, whereas
the position angle varies within 1 degree.
The polarisation can be fitted with a “Serkowski” law
(Serkowski et al. 1975). This describes the empirical wave-
length dependence of the polarisation due to interstellar dust
with only 3 parameters, the maximum polarisation, the wave-
length at which this polarisation is maximum, and, k, a mea-
sure for the shape of the polarisation behaviour. Keeping the lat-
ter at its typical value of k=1.15, we arrive at our best fit, for
Pmax = 12.12 ± 0.4% at λmax = 469 ± 23 nm, which is shown
in the Fig. 5 as a dotted line. The Serkowski law does repre-
sent the observed polarisation very well. Given the large inter-
stellar extinction towards the object and the fact the observed
polarisation can be described with the Serkowski law, we can
infer that a large fraction of the observed polarisation is due to
foreground material. As pointed out by for example Oudmaijer
et al. (2001), 1% in polarisation corresponds to around 1 magni-
tude in AV , so the polarisation implies an interstellar AV of order
10 magnitudes. This is consistent with the value we determine
in Sect. 4.3 based on the spectral energy distribution (SED).
Note that the large interstellar extinction is supported by both
CO observations, which reveal the existence of a foreground
dark cloud (e.g., Dame et al. 2001; Wallstro¨m et al. 2015), and
the strong diffuse interstellar bands (DIB) presented in Lagadec
et al. (2011).
Lebertre et al. (1989) also measured a high level of polarisa-
tion of 12.7%, 12.1% and 11.5% at angles 27◦, 26◦ and 24◦ in the
V, RC , and IC bands. It would appear that the polarisation at 650
nm (the central wavelength of the RC Cousins band) has changed
by ∼1.5%, but the angle stayed constant between 1988 and 2015.
In both datasets the polarisation decreases towards longer wave-
lengths which is expected from the Serkowski’s law. However,
we note that the position angle clearly changes with wavelength
in the 1988 data which cover a large wavelength range. Our R-
band data do seem to have the same slope at the longer wave-
lengths. This rotation is an indication of an additional polarising
agent at work in addition to the interstellar polarisation, and this
could be potentially be intrinsic to the source. This notion is re-
inforced by the fact that the polarisation is variable, although,
ideally, multi-epoch measurements should be made with similar
equipment to investigate this properly.
3.2.1. Line Spectropolarimetry
To examine the polarisation across the Hα emission line, we
present in Fig. 6 the polarisation spectrum. It displays the inten-
sity and the Stokes Q,U vectors as a function of wavelength. The
data are adaptively binned such that the statistical error in every
wavelength step is the same. Normally, we would plot the polar-
Fig. 5. The polarisation (bottom panel) and polarisation angle
(upper panel) observed towards the Fried Egg Nebula. The black
dots represent the broadband values, computed in steps of 10
nm, or 100 Angstrom, from the spectropolarimetric data. The
red triangles represent the Lebertre et al. (1989) data. The dashed
line is the best fit Serkowki law for interstellar polarisation.
isation and polarisation angle as function of wavelength 2, but in
this particular situation, the polarisation changes across the Hα
line are substantially more clearly defined when the Stokes Q, U
vectors are displayed. This is because the wavelength indepen-
dent (across Hα) interstellar polarisation adds a constant scalar
to the Q, U values, such that they retain their original appearance
across Hα, whereas the polarimetric line profile will be more af-
fected (see equation in footnote; or e.g. Figs 2 and 7 in Ababakr
et al. (2017) and Oudmaijer et al. (1998) respectively).
The continuum values of Q and U change in such a way
that the total polarisation decreases with wavelength, as outlined
above. Stokes Q displays a clear and significant change across
the Hα emission line, while Stokes U does not show a clear ef-
fect; the excursion that may be present in the few pixels around
Hα reaches at most the 2 sigma level. A change in Q alone would
mean a change in polarisation along a 0◦ angle on the sky, which
seems to be the case here. Formally the intrinsic polarisation an-
gle must then be computed using the change in Q, and U, and
can be derived using Θ = 0.5 arctan(∆U/∆Q), however, the rel-
atively large uncertainty in measuring any change (if at all) in
the U vector across Hα means that we cannot measure ∆U with
certainty and a large formal errorbar on the angle of 0◦ would
result. A much longer exposure would be necessary to arrive at
a more accurate value. As we shall see below the crude measure
does agree with what we observe in the interferometry.
The fact that the polarisation across Hα is different from the
neighbouring continuum, excludes any explanations for the po-
larisation that vary smoothly with wavelength, such as scattering
by dust. The typical explanation for this so-called “line-effect”
takes into account that the star is surrounded by free electrons
in ionised gas. The continuum photons emerging from the stel-
lar photosphere are polarised by these free electrons. The Hα
emission line photons emerge from a larger volume and as a
2 We recall that P =
√
Q2 + U2, and θ = 12 arctan
UQ .
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Fig. 6. Hα spectropolarimetry of IRAS 17163. The data are pre-
sented as a triplot of the Q, U and intensity Stokes vectors (from
top to bottom). The data are rebinned to a constant error in po-
larisation of 0.16%. The excursion across the Q vector alone in-
dicates an asymmetric scattering geometry at a projected angle
of 90◦ across the sky.
consequence they encounter fewer free electrons resulting in a
lower net polarisation. If the geometry of the ionised region is
circular on the sky, both line and continuum photons will have
zero net polarisation. When the geometry deviates from spher-
ical symmetry, a depolarisation across the emission line can be
observed. The resulting polarisation angle is then perpendicular
to the major axis of the asymmetric region on the sky. As the
polarisation is largest when the electron densities are highest,
the line-effect is sensitive to scales often of order stellar radii or
less. The technique has been successfully used to probe asym-
metrical structures at small scales around many types of stars,
for example classical Be stars (Clarke & McLean 1974; Poeckert
& Marlborough 1976), Herbig Ae/Be stars (Oudmaijer & Drew
1999; Vink et al. 2002; Ababakr et al. 2017) and evolved stars
(Trammell et al. 1994; Davies et al. 2005; Patel et al. 2008).
If electron-scattering is the explanation for the continuum
polarisation and change in polarisation over the Hα line, we can
infer the orientation of the asymmetric material - which would be
perpendicular to the intrinsic polarisation angle of 0◦. In most of
the references above, this asymmetric material reflects the pres-
ence of disks or outflows. However, the current spectropolari-
metric data does not allow us to distinguish between the two
scenarios. We can say that the spectropolarimetry suggests the
presence of an electron-scattering region at scales of order stel-
lar radii and an elongation of this material in the East-West di-
rection.
3.3. Visibilities and Phases
We extracted the visibilities, differential and closure phases from
all observed configurations and position angles around the Brγ
(GRAVITY and AMBER), Na i and Mg ii (only GRAVITY) to-
wards IRAS 17163. For direct comparison, Figure 7 presents the
interferometric observables of GRAVITY as a function of base-
line length of Brγ, Na i and Mg ii emission, only for the large
configuration. Similar plots for all configurations can be found
in Appendix (A.1–A.4). Figure 8 is similar to Figure 7, but only
around the Brγ, as the wavelength range of our AMBER obser-
vations did not cover the Na i and Mg ii wavelengths. Therefore,
our AMBER observations can inform us regarding Brγ emission
and compare it with the continuum, while the GRAVITY obser-
vations inform us also about the additional emission from Na
i and Mg ii. Also note that AMBER combines three telescopes
instead of four resulting in a single closure phase.
Brγ shows a different drop in visibility value compared to the
continuum for different baselines. In particular it shows deeper
drops in visibilities compared to the continuum and the other
lines, while it also shows changes in differential and closure
phases along the majority of the baseline position angles. The
detected changes are indicative of an emitting region which is
more extended than the continuum emitting region, while the
changes in closure phases suggest that Brγ emission stems from
an asymmetric region. The line-emitting region (Brγ) shows a
decrease in visibility of 28-35% for PAs between 80 and 100 de-
grees (E–W direction) compared to the other observed directions
for the longest baseline (∼130 m). This decrease is an order of
magnitude larger than the corresponding errors (∼1-5%, includ-
ing the uncertainty due to the calibrator and the transfer func-
tion) and therefore we attribute the observed difference in geo-
metrical effects, and in particular an elongation of the emission
towards E–W direction. No asymmetries in the ionised gas were
previously seen/reported towards the object, but this interfero-
metric finding is consistent with our spectropolarimetric results
in Sect. 3.2.1.
The observations reveal significant differences among the
Brγ emission and the line emission from Na i and Mg ii. Na
i shows a smaller drop in visibilities compared to Brγ, but no
changes in differential phases and closure phases for the major-
ity of the baselines and position angles. In addition the visibility
drop increases as a function of baseline length for the contin-
uum and the Na i emission and independently of PA orientation,
indicative of symmetric emission along both axes. The obser-
vations suggest that Na i stems from a somewhat larger region
compared to the continuum but smaller region compared to Brγ,
and the emission is mostly symmetric at the resolution of the ob-
servations. The absence of changes both in visibilities and dif-
ferential phases along Mg ii indicate that the line emitting re-
gion follows the distribution of the continuum emitting region,
while the absence of changes in closure phases point towards a
symmetric structure of the emitting area. Therefore, we do not
include Mg ii in our more detailed analysis assuming that our
geometrical results about the continuum emission apply also for
Mg ii.
4. Fundamental parameters of IRAS 17163
4.1. Spectral type
Before proceeding to a detailed modeling of the Fried Egg
Nebula, it is important to put constraints on the effective tem-
perature of its central star, IRAS 17163. Thus far, it had not been
possible to determine the spectral type in a classical manner for
the object; optical spectra up until now were only usable beyond
around 500 nm, where the spectrum is dominated by emission
lines, while it is the properties of the absorption lines that de-
termine the spectral type. Moreover, spectral classifications are
traditionally carried out in the blue spectral region. The blue part
of the optical spectrum obtained here is dominated by absorption
and can serve as a basis to determine the spectral type the object,
7
Koumpia et al.: Optical/near-infrared observations of the Fried Egg Nebula
1.0
1.2
R
e
la
ti
v
e
fl
u
x BrγA0-G1-J2-K0
1.0
1.2
NaI NaI
1.0
1.1
1.2
MgII MgII
0.40
0.60
0.80
1.00
V
is
ib
il
it
y 47.3m, 82.5◦
47.5m, 14.1◦
78.4m, 48.2◦
86.6m, 128.1◦
106.2m, 174.8◦
114.5m, 150.4◦
0.70
0.80
0.90
1.00
0.80
0.90
1.00
−5.0
−2.5
0.0
D
iff
.
p
h
a
se
(◦
)
−4
−2
0
2
−2
0
2
2.163 2.164 2.165 2.166 2.167 2.168 2.169 2.170
Wavelength (µm)
−5
0
C
lo
s.
p
h
a
se
(◦
)
J2G1A0
K0J2A0
K0J2G1
K0G1A0
2.202 2.204 2.206 2.208 2.210 2.212
Wavelength (µm)
−4
−2
0
2
2.136 2.138 2.140 2.142 2.144 2.146
Wavelength (µm)
−4
−2
0
2
Fig. 7. Representative example of relative flux, visibility, differential and closure phase as a function of wavelength around the Brγ
and Na i doublet emission towards IRAS 17163 using GRAVITY on the large configuration. The 6 baselines and 4 triplets of A0-
G1-J2-K0 configuration are plotted with different colours. Both Brγ emission and Na i show a smaller visibility than the continuum
while Brγ shows a larger drop. Mg ii does not show changes in visibility or phases. A differential phase change is also detected
towards Brγ but not towards Na i.
1.0
2.0
3.0
R
e
la
ti
v
e
F
lu
x BrγD0 - H0 - G1
0.0
0.5
1.0
1.5
V
is
ib
il
it
y 36.8m, 150.3
◦
60.4m, 59.3◦
70.2m, 90.9◦
-50.0
0.0
50.0
D
iff
.
p
h
a
se
(◦
)
2.165 2.165 2.166 2.167 2.167 2.167 2.168
Wavelength (µm)
-100.0
0.0
100.0
C
lo
s.
p
h
a
se
(◦
)
D0 H0 G1
2.0
4.0
R
e
la
ti
v
e
F
lu
x BrγD0 - I1 - H0
0.0
0.5
1.0
1.5
V
is
ib
il
it
y 70.7m, 14.4
◦
35.1m, 135.9◦
60.3m, 44.2◦
0.0
20.0
D
iff
.
p
h
a
se
(◦
)
2.165 2.165 2.166 2.167 2.167 2.167 2.168
Wavelength (µm)
-20.0
0.0
20.0
C
lo
s.
p
h
a
se
(◦
)
D0 I1 H0
Fig. 8. Representative examples of relative flux, visibility, differential and closure phase as a function of wavelength for the AMBER
D0-H0-G1 and D0-I1-H0 configurations around the Brγ emission towards IRAS 17163.
while at the same time facilitate a comparison with the spectrum
of the known post-Red Supergiant IRC+10420, whose emission
spectrum had been shown by Wallstro¨m et al. (2015) to be very
similar to that of IRAS 17163 at longer wavelengths. Lastly, the
2017 spectrum should also serve as a reference for future studies
into any temperature evolution.
In order to carry out the spectral type classification, we
downloaded high spectral resolution data of a number of su-
pergiants from the Bagnulo et al. (2003) spectral database. The
spectrum of IRAS 17163 and that of a number of A-type super-
giants is presented in Fig. 9 in the typical spectral type classifica-
tion wavelength range, 380-460 nm. Apart from the strong DIB
at ∼440 nm betraying a large interstellar extinction, emission
filling in the hydrogen absorption lines, and the lines longward
of 440 nm affected by emission, the spectrum fits in naturally
with the standard-type supergiants. Indeed, it can be seen that
the object mostly follows the clear progression of the spectral
types when placed between the A6 and A3-type supergiants with
a preference for a slightly earlier than A6Ia spectral type. With
temperatures for A3I and A5I supergiants listed by Straizys &
Kuriliene (1981) of 8892 K and 8298 K respectively, we would
infer a temperature of about 8300-8500 K for the central star of
the Fried Egg Nebula.
A further clue to the temperature of IRAS 17163 can be
gleaned from the comparison with the well-known post-Red
Supergiant IRC +10420. Figure 10 shows a part of the blue
absorption spectra of both objects (the IRC +10420 spectrum
taken from Oudmaijer 1998). It can be seen that the stars are
remarkably similar. Klochkova et al. (1997) determined a tem-
perature of 8500 ± 250 K for IRC+10420, based on intensity of
Fe i absorption lines. In turn we can infer a similar temperature
for IRAS 17163 as well. In the following sections we will adopt
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Fig. 9. Spectra of IRAS 17163 with a number of spectral standards taken from the UVES spectral archive (Bagnulo et al. 2003).
The spectra are normalised to a continuum value of 1 and offset, for clarity, in multiples of 0.9.
a temperature of 8500 K for the central star of the Fried Egg
Nebula.
4.2. Distance
The distance of IRAS 17163, has been a debated topic for the
past decades (see also Sect. 1), but its accurate determination
is crucial in order to constrain the fundamental parameters of
both the stellar object (size, luminosity, class) and its surround-
ing shells (size, mass-loss rates, kinematic time-scales). In this
work we take advantage of the new Gaia parallactic measure-
ments (DR2; Brown et al. 2018, Gaia Collaboration) and derive
a distance of d=1.2+0.4−0.2 kpc, which we adopt in the entire pa-
per. To do so we applied the method proposed by Bailer-Jones
et al. (2018), which uses a Galactic Model to weakly inform a
distance prior to be used in the determination of the distances,
and not just the inversion of the parallax (0.83±0.17 mas), as the
latter is found to generally introduce more biases, failing to treat
properly nonlinear effects. For the calculation we made use of
the ARI’s Gaia services3.
Given that the specific assumptions of this method do not
necessarily apply to this object, we also determined the distance
using the direct parallax inversion, and found it to be 1.2 kpc,
3 http://gaia.ari.uni-heidelberg.de/tap.html
which is in perfect agreement with the one using the method
suggested by Bailer-Jones et al. (2018).
Gaia parallax presumes that the measured star is a single and
point-like source. Our analysis in Sect. 5.1 suggests that the K
band continuum and Hydrogen line emission are confined to the
scale of 1 to 1.9 mas, and thus point-like with respect to the Gaia
resolution (0.1′′). It also appears that most/all of the K band light
is contained within the field of view. Thus the resolved sizes
actually support a point-like appearance for Gaia which gives us
a further confidence in using the parallactic distance estimation.
4.3. Dereddened Photometry
The photometry of IRAS 17163 shows strong excess emission
beyond 5 µm. A black body emission assuming a temperature
of 8500 K (see Sect. 4.1) can reproduce the observed dered-
dened photometry at wavelengths < 5 µm, for which the ob-
served flux is solely due to the central heating source. We fit
a Bosz stellar model (Me´sza´ros et al. 2012) to the photometry
of 2.2 µm and below (including bands: B, V, J, H, K and L;
Epchtein et al. 1987; Lebertre et al. 1989; Cutri et al. 2003).
For the Bosz model we adopted an effective stellar temperature
Teff,? of 8500 K, a surface gravity log g of 2, which is the lowest
available value in the models for the adopted temperature, and a
solar composition (metallicity [M/H], carbon and alpha-element
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Fig. 10. Overlay of part of the blue spectrum of IRAS 17163 (black line) and IRC +10420 (red line). Note the tantalising similarity,
as previously noticed also by Wallstro¨m et al. (2015) for the optical spectrum above 5000 Å which is dominated by emission lines.
abundances). This temperature is an upper limit given the spec-
tral type of IRAS 17163 and the interferometric continuum size
(Sect. 4.1). The observed photometry is affected by extinction
even at shorter wavelengths and therefore needs to be dered-
dened. We used a least squares minimisation method and found
a total extinction of AV = 12.0+0.8−0.33 (Figure 11) after applying
the selective visual extinction RV -dependent law from Cardelli
et al. (1989) for RV = 3.1 which corresponds to a galactic ISM
dust (Fitzpatrick & Massa 2009), and zero point magnitude from
Bessell (1979). The observed and dereddened photometry is pre-
sented in Table A.4.
Our dereddened photometry, when compared to that by
Hutseme´kers et al. (2013), shows that the integrated energy flux
per unit wavelength of the star in that study is smaller by a fac-
tor of ∼10 at a distance of 4 kpc, and therefore either the lumi-
nosity of the object is ∼10 higher than previously thought, or
its distance is ∼3 times closer. This was an oversight that was
propagated in more studies, since both Lagadec et al. (2011)
and Hutseme´kers et al. (2013) used the photometry presented in
Lebertre et al. (1989) as a reference, who had not corrected for
reddening. In conclusion, based also on Sect. 6.1.3, integrating
the best fit SED after treating properly the observed photome-
try (i.e. dereddening) in combination with the closer distance of
IRAS 17163 at 1.2 kpc, results in a luminosity of L = 5×105 L,
and therefore IRAS 17163 maintains its class as a yellow hyper-
giant. Given its luminosity and effective temperature, we esti-
mate its size to be R = 325 R. Assuming a lower mass limit of
M = 25 M (M = 25 − 40 M; Lagadec et al. 2011), the result-
ing surface gravity log g is ∼ 0.9, which is a typical value for a
yellow hypergiant. Although this is lower than the adopted value
of log g = 2, during our fitting process we found that for a given
effective temperature, different values of surface gravity did not
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Fig. 11. Dereddened IRAS 17163 photometry with total extinc-
tion AV = 12.0 to fit a Teff = 8500K Bosz stellar model.
significantly affect the colours. Therefore the adopted log g does
not affect the reliability of the derived extinction within its un-
certainties.
5. Geometry of the emission
5.1. Size estimations
The present GRAVITY dataset includes long baselines up to
∼130 m and it can be used to estimate the sizes of the continuum
emission, and those of the neutral and ionised gas as traced from
the Na i and Brγ emission respectively. For this purpose, we use
the calibrated visibilities as measured at the spectral channel of
the peak of the emitting lines and the calibrated visibilities of the
continuum. To derive and model the actual visibility of the lines
(Na i and Brγ), deprived from the continuum contributions, we
used Equation 1, which describes the total visibility (Vline+cont) in
terms of continuum and line visibilities (V) and fluxes (F) when
dealing with multi-component sources, and solving for Vline:
Vline+cont =
Vcont × Fcont + Vline × Fline
Fcont + Fline
(1)
For consistent comparison of the sizes of the line and con-
tinuum emission, we fit the observables with simple geometrical
models of a Gaussian-shaped emitting region for a range of sizes
(0.2 mas–5 mas). We find that the best fit results in a full-width-
at-half maximum (FWHM) of 1.09±0.01 mas for the continuum,
1.20±0.01 mas for the Na i and 1.90±0.01 mas for Brγ. Figure 12
shows the observed values overplotted with the corresponding
best fit models for the three cases.
Taking into account the extreme upper temperature limit of
Tdust ∼ 2000 K (pyroxene; Kobayashi et al. 2011) at which dust
sublimation occurs, and the expected radius and temperature of
IRAS 17163, we find that dust cannot survive at distances <
7 mas (d = R?T 2? / 2T
2
d ) which is larger than the size of Na i
and continuum emission (∼ 1 mas) by a factor of 7. We point out
that dust sublimation of crystalline and oxygen-rich dust occurs
at lower temperatures (∼1200 K; Blasius et al. 2012), which is a
more realistic approach to IRAS 17163, and therefore 7 mas is
only a lower limit for the dust sublimation radius. We conclude
that the continuum emission at these wavelengths (2.0 – 2.4 µm)
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Fig. 12. Visibilities at the peak of the Brγ, Na i emission lines
and continuum emission towards IRAS 17163 overplotted with
simple geometrical Gaussian models. Interestingly, Na i and
continuum emission follow very similar distribution. Na i shows
smaller drop in visibilities compared to Brγ, indicating that Na
i stems from a smaller emitting area compared to the Brγ. The
AMBER dataset was rebinned to match the spectral resolution
of GRAVITY. A period of 5 yr indicates a shrinkage of the Brγ
emitting region to half size.
originates from the stellar object directly. This finding is also
supported by the photometry findings at shorter wavelengths in
Sect. 4.3, where a black body could fit the photometry at wave-
lengths < 5 µm.
Based on our findings in Sect. 4.3 the expected size of the
central star is 2.5 mas (diameter; ∼650 R) at the distance of
1.2 kpc. The estimated size of the continuum is 1.09±0.01 mas,
and therefore at first there is notable discrepancy between the
calculated size and the measured one. Given the geometrical
complexity of stellar atmospheres of evolved stars, this differ-
ence is most likely due to our simple model of Gaussian distri-
bution, which was selected for a consistent comparison with the
line emissions. When one adopts a uniform disk to model the in-
terferometric observables, the continuum size is 1.73±0.02 mas,
which is closer to the expected. The intensity profile that charac-
terises such objects is not a uniform disk nor a Gaussian distri-
bution, and it is strongly characterised by limb-darkening signa-
tures, and even more complex structures are predicted by theory
(e.g. convective patterns Chiavassa et al. 2011).
Having inferred the effective temperature in Sect. 4.1, a ro-
bust determination of the physical size of the atmosphere would
lead to a more accurate estimation of the luminosity of the star.
This is something we could not achieve with our current geo-
metrical models, but could be achieved with the use of more ad-
vanced atmospheric models, similar to what has been done for
Red Supergiants in the past (e.g. Paumard et al. 2014), which
are currently lacking for YHGs and it is beyond the scope of
this work. For a more robust comparison, one should also con-
sider the uncertainties in the luminosity of the source and the
Gaia distance. In addition, we should note that the reported un-
certainties in the size estimations represent the goodness of fit
and are rather underestimated. In conclusion, considering all the
aforementioned uncertainties, the measured angular diameter is
in reasonable agreement with the photometric one.
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5.2. Model independent image reconstruction
The VLTI is a very powerful interferometer providing high
angular resolution in the visible and near–infrared. The mea-
surements coming from the observations are not direct images
though and therefore using image reconstruction algorithms is
crucial if one wants to make a full use of its imaging capabili-
ties.
We perform and present for the first time the image recon-
struction of IRAS 17163 and its close vicinity at mas resolu-
tion. To do so we used the MIRA software (Multi-aperture Image
Reconstruction Algorithm; Thie´baut 2008). During this process
MIRA fits the observed squared visibilities (power spectrum)
and closure phases (bispectrum) with models, using some a pri-
ori image properties (positivity, normalisation and regularisa-
tion) and a cost–estimate optimisation. For the cost–estimate op-
timisation we used the L2-L1 regularisation which assumes the
pixel positivity and the compactness of the source. With only 4
telescopes the above constraints are necessary to properly inter-
polate the “gaps” in the coverage of the uv-plane. The maximum
number of evaluations of the cost function was set to 200 with a
global weight of regularisation of 10−10. The regularisation type
was set to entropy. In our approach an exact Fourier transforms
algorithm was set. For a detailed description of the chosen pa-
rameters see Thie´baut (2008).
The computed field of view was ∼75 mas for Bmin = 11
m (2.44 λ/Bmin; 4 × Θmax to ensure we do not cut out emis-
sion), where Bmin is the shortest projected baseline, and λ = 2.2
µm. Although previous studies have shown that the image re-
construction result did not significantly depend on the required
starting image (Millour et al. 2009), we chose to work with mul-
tiple simple randomised start images of the same dimensions
that “host” a point or more extended source at the center. We
ran the algorithm for a range of pixel sizes (0.1–1 mas) and we
found that for a pixel size > 0.5 mas the resulting image does not
change significantly while for smaller pixels (0.1–0.5 mas) finer
structures could be seen. To avoid bias introduced by the partic-
ular image model (e.g. pixel shape), the spatial resolution of the
model should be well beyond the resolution limit of the obser-
vations (< 1.7 mas). As a general approach, a super resolution is
usually used and the pixel size is determined by ∆θ < λ/4Bmax
(∼ 0.8 mas). To avoid the introduction of artifacts a pixel size of
0.5 mas was chosen. A bandwidth of 4×10−4 µm was set for the
Brγ and Na i image reconstruction corresponding to the width of
one spectral channel, while the bandwidth of the continuum was
set to two orders of magnitude higher (0.03 µm).
Separate image reconstruction was performed for the contin-
uum and around the central channel of the Brγ and Na i emis-
sion (Figure 13). The image reconstruction reveals a compact
symmetric emission of the continuum and Na i, while a more ex-
tended Brγ emission along with asymmetric features, confirming
what we already discussed in Sect. 3.3. In particular the image
reconstruction for Brγ also reveals a northern and southern com-
ponent.
In conclusion we present a model independent image recon-
struction of this object at 2 µm for the first time. Although we
treated this delicate procedure with extra care, the observed flux
changes of the Brγ at different epochs introduce more uncer-
tainty in the reconstructed image by possibly affecting the ob-
served visibilities. The channel maps of the Brγ emission to-
gether with the combined (AMBER and GRAVITY) image re-
construction, using three different software packages is less ro-
bust and is presented in Appendix B.1,B.2. Furthermore, Fig. 12
shows that the object is formally only partially resolved (i.e. does
Fig. 13. Image reconstruction of the continuum emission
(grayscale) overplotted with Brγ in red contours at [0.1, 0.3,
0.6, 0.75, 0.95]×peak and Na i in blue contours at [0.2, 0.5, 0.8,
0.95]×peak towards IRAS 17163. Brγ covers a more extended
region compared to the continuum and Na i, which appear to
follow very similar distributions.
not reach the first zero of visibility), and therefore at the small-
est observed scales the image suffers from higher uncertainty.
Despite the uncertainties introduced by the special features of
this unique dataset, we find that the main spatial structures con-
firm our findings when applying geometrical models to the in-
terferometric observables, showing a more extended and asym-
metric Brγ emission than that of the continuum and sodium.
6. Modeling the shells of the Fried Egg Nebula
6.1. Modeling the warm dust emission
In order to get quantitative information on the recent mass-loss
history as traced by the dust and derive the dust mass and the
morphology of the distinct dust shells surrounding IRAS 17163,
one has to model the warm dust emission in various wavelengths.
In previous works, both Lagadec et al. (2011) and Hutseme´kers
et al. (2013) assumed a distance of 4 kpc and fit the available
photometry with radiative transfer models to estimate the mass
within their observed detached shells. Lagadec et al. (2011) fo-
cused on fitting a small volume encompassing two warm shells
observed in mid infrared wavelengths using VISIR (the “Fried
Egg Nebula”) with a radius of ∼ 0.45′′to 2.5′′. Hutseme´kers et al.
(2013), on the other hand, focused on fitting a larger cooler vol-
ume encompassing of both the Fried Egg Nebula as an unre-
solved single shell, and a much larger shell revealed at the far-
infrared, 70 µm and 160 µm images using PACS/Herschel with
a radius of ∼ 18′′ to 40′′. We note that although both studies
achieved a good fit to the SED (apart from Hutseme´kers et al.
(2013) to the optical part), the resulting total dust mass for the
Fried Egg Nebula differs by an order of magnitude.
The degeneracy can be broken if one not only fits the SED
(i.e. constrain the optical depth of each shell) but the intensity
profiles as well, which will constrain the position and thickness
of the separate shells and the dust temperature. In this study we
adopt a model to simultaneously fit a) the dereddened photome-
try with a newly determined value of visual extinction based on
our revised distance and b) the VISIR/VLT infrared radial pro-
files of the star and the surrounding “Fried Egg Nebula”, break-
ing the SED degeneracy.
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6.1.1. Dust modeling: Initialising 2-Dust
In this work we used the 2D radiative transfer code, 2-Dust (Ueta
& Meixner 2003), towards the Fried Egg Nebula to simultane-
ously fit for the first time both the SED and the flux maps (radial
profiles) of chosen wavelengths (8.59 µm, 11.85 µm, 12.81 µm),
which allows us to spatially constrain the observed shells (Rin,
Rout) and their properties (i.e. opacity, temperature, mass). The
selected wavelengths are based on the VISIR images of the ob-
ject, published in Lagadec et al. (2011).
2-Dust solves the equation of radiative transfer tracing the
heating mechanisms of a grain located at any place in the shell
radiated from both the central star and from surrounding dust
radiation using a 2D polar grid. The code deals with a large range
of input parameters including the fundamental parameters of the
central heating object (i.e. effective temperature, size, distance)
and the properties of the dust (Sect. 6.1.2) that surrounds it (i.e.
shell size, dust composition, opacities).
In particular, the stellar parameters and the distance of
IRAS 17163 were determined in Sect. 4, and therefore were
fixed to Teff = 8500 K, R = 325 R (L = 5 × 105 L) and
d = 1.2 kpc during the entire fitting process (IRAS 17163;
Table 1). In our approach we refined a polar grid of 48 radial
and 8 latitudinal grid points. The log-spaced radial grids for the
shells are characterised by an inner and an outer shell radius (Rin,
Rout). The locations and sizes of the dusty shells were adjusted
accordingly to fit the observed radial profiles. In particular, the
images and radial profiles of the Fried Egg Nebula at the chosen
wavelengths, have previously revealed two shells with further in-
dications of a third hot shell which had not been accounted for
during the modeling process (Lagadec et al. 2011). In this work
we provide evidence for the existence of a third hot inner shell
which we model, resulting in a better fit to both the SED and the
radial profiles. In particular, we model three shells, a hot inner
shell extending between 0.3′′and 0.45′′, an intermediate warm
shell extending between 0.6′′and 1.1′′and an outer cooler shell
between 1.9′′and 2.5′′, which we implemented in our model dur-
ing the SED and radial profile fitting process (Figure 14). The
“outermost” cooler shell reported in Hutseme´kers et al. (2013)
of a radius of ∼ 18′′ to 40′′was not included in our models.
The rd,min of the intermediate and the outer shells was strongly
constrained at 0.6′′and 1.9′′ respectively by the observed peak
of each of the shells within the intensity profile using the ex-
isting radial profiles of the images at mid infrared (Figure 14).
Constraining the rd,max of each of the shells was less robust. The
exact position and size of the shells are both important in de-
termining the temperature and the 10 µm to 18 µm flux ratio of
each shell.
To be able to model the three distinct shells with 2-Dust, one
has to modify the density distribution by applying different val-
ues of optical depths τλ, at each of the individual shells. To do
so, we treated each shell separately, using the output flux dis-
tribution (flux density over wavelength) of the central star and
the inner hot shell as the input for the intermediate shell and so
forth. The optical depth τ applied to each shell, was the only
free parameter in our models and was fine tuned to provide a
good fit to the relative peak intensity profiles of the observed
8.59, 11.85 and 12.81 µm emission, in combination with a good
SED fit. Details on the fitting and the final results are presented
in Sect. 6.1.3.
6.1.2. Dust composition and size
IRAS 17163 is dominated by silicates, which were first observed
in the IRAS spectrum of the source as strong emission around
10 µm and 18 µm (Lebertre et al. 1989), and including pyroxenes
(MgxFe1−xSiO3). This is indicative of an oxygen-rich composi-
tion and it is similar to what is also found towards IRC+10420,
Wray 15-751 and other YHGs (Oudmaijer et al. 1996; Voors
et al. 2000). In this work we adopted a dust composition of a
50/50 mixture of Mg(40)/Fe(60) and olivines (Dorschner et al.
1995) with astronomical silicates (Weingartner & Draine 1999),
similar to those presented in Hutseme´kers et al. (2013). The dust
grain size was determined using the MRN size distribution n(α)
∝ α−3.5 with αmin < α < αmax and αmin = 10−3 µm. The dust grains
that surround IRAS 17163 can have a maximum size αmax be-
tween 1 and 3 µm (Hutseme´kers et al. 2013). The bulk density is
fixed to 3.2 g cm−3. Adopting a maximum grain size of 1 or 3 µm
affects the absorption and scattering cross sections. In particular,
for wavelengths > few microns, the scattering cross sections are
found to be > 1 order of magnitude larger for an upper limit on
the grain size of 3 µm compared to 1 µm. The silicate features at
10 µm and 18 µm can be seen in both cases. Smaller grains but
with constant bulk density, result in lower mass grains and there-
fore a larger amount of grains within one shell, which increases
the total flux within the shell.
Therefore, the absorption and scattering cross sections gen-
erated by the code are dependent on the dust composition and
the grain size distribution, altogether influencing the shapes of
the resulting SED and radial profiles for each wavelength. In our
case a maximum grain size of αmax = 1 µm appeared to provide
a better fit of the silicate features in the SED and the intensity
profiles compared to the αmax = 3 µm. Adopting different dust
types and mixtures is expected to affect the modelled emission
but such an approach is beyond the scope of the current work.
6.1.3. Best fit: SED and synthetic radial profiles
During the fitting process, the optical depth τ of each shell,
which influences the strength of the emission, was tuned with
the goal to reproduce a good fit on the relative peak intensity
profiles of the observed 8.59, 11.85 and 12.81 µm emission. We
started the initial fitting process by trying to reproduce the re-
sulting mass-loss rates reported in Hutseme´kers et al. (2013).
Then we scaled everything according to the new distance, which
meant that the optical depths had to be reduced by a factor of ∼
10 in order to reproduce the updated flux of the shells. We ex-
panded our approach to three shells and varied the values of the
optical depths around a central value (up to a factor of 2), which
helped us to constrain the solution that appeared to provide a
good fit to the observations.
Our best fit was achieved for a τ70µm of 3.5× 10−5 for the
inner, 3.5× 10−4 for the intermediate and 3× 10−4 for the outer
shell. This corresponds to A70µm of 7.4× 10−4 for all three shells,
which for the adopted dust properties/composition (i.e. absorp-
tion, and scattering cross sections), translates to a total circum-
stellar extinction of AV,dust ∼ 0.19 (AV /A70µm ∼ 257), assuming an
averaged grain mass of 2.0× 10−18 g. The interstellar extinction
can be then determined simply by subtracting the circumstellar
extinction from the total extinction derived in Sect. 4.3, resulting
in an AV,IS = 11.8.
The SED and intensity radial profile fits are presented in
Figures 14 and 15 respectively. In Figure 15 we present the re-
sulting SED of the three shells individually (hot inner shell, cool
inner shell and outer shell), but also the combined SED (total
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spec), which was the one we assessed for the goodness of the
fit. In the same plot we present the modelled SED presented in
Hutseme´kers et al. (2013), which provided a good fit of the IR
datapoints (PACS and AKARI). We note that in that work the
good fit starts to “work” only for the wavelengths beyond 10µm,
showing a very poor fit between 1 µm and 10 µm, while the op-
tical photometry below 1 µm was totally neglected. It is beyond
the scope of the current paper to fit the outermost shell of the
Fried Egg nebula, and therefore our modelled SED does not re-
produce the IR photometry at wavelengths > 70 µm. Yet given
the more complex nature of our models (SED, radial profiles),
the dereddening, and the completeness of the photometry, we
consider it in overall as an improved fit compared to all previ-
ous works. The resulting parameters for each shell are presented
in Table 1 together with the physical parameters of the central
heating source IRAS 17163.
For the SED dereddening we used the standard interstellar
extinction curve McClure (2009), for a total-to-selective extinc-
tion of RV = 3.1, where it is found that extinction effects can be
significant at wavelengths as long as 10 µm, and dereddened the
data for the extinction due to the ISM. The extinction curve takes
into account the silicate absorption feature from the ISM, for the
AV,IS extinction of 11.8, and therefore it is corrected in the SED.
Our synthetic images were produced with the same pixel
scale as the 2008 VISIR observations of 0.075′′ per pixel, cor-
responding to VISIR’s pre-upgrade DRS detector. The observed
radial profiles of the images presented in Lagadec et al. (2011)
can be directly compared to the synthetic radial profiles for a
given pixel scale. The number of grid points (radial and latitu-
dinal) was also carefully selected in order to limit the presence
of “artifacts” in the synthetic maps and extracted radial profiles.
To extract the final synthetic radial profile for each wavelength,
we added the resulted images for all three shells, and the cen-
tral source was included only in the inner shell map. To match
the observations the synthetic images were convolved to the an-
gular resolution of the VISIR/VLT (θ = 1.22 λ/D), which corre-
sponds to 0.26′′, 0.36′′and 0.39′′at 8.59 µm, 11.85 µm and 12.81
µm respectively for the 8.2 m VLT. The observed radial profiles
are asymmetric, with the ”left” (eastern) side of the distribution
showing some brighter spots compared to the ”right” (western)
side of the distribution. In this study, for the direct compari-
son with the perfectly symmetric modelled radial profiles, we
”mimic” a perfect symmetry by focusing on the ”right side” of
the radial profile which is more consistent to the azimuthal aver-
aged intensity profile (Figure 14).
The modelled radial profile at 8.59 µm fits well the observed
one at 8.59 µm, but the fit is less robust with the 11.85 µm
and 12.81 µm emission. In particular, a larger amount of flux
is needed to fit the observed profiles, which becomes more ap-
parent near the location of the inner hot shell. Previous low reso-
lution spectroscopic data (LSR; Epchtein et al. 1987) were used
as a guide for the 10 µm and 18 µm silicate features that helped
constraining the SED, which is based on observations of 30 years
ago. A larger amount of flux at 11.85 µm and 12.81 µm, and
therefore an improved fit at those wavelengths could possibly
be achieved by taking into account a broader silicate feature at
10 µm, but that is not supported by the LSR data. This led to a
compromised fit of those longer wavelengths. Furthermore, the
observed images and mass-loss of the Fried Egg nebula are not
perfectly symmetric but rather show some clumpiness, which is
also expected to contribute to the observed differences. In con-
clusion, given the above constraints and the sensitivity of the
models to the initial dust composition, we consider our three
shell model to be able to provide a good fit to the overall shape
of both the observed SED and radial profiles.
6.1.4. Physical properties of the shells
The sum of the dust mass within the three shells and a canonical
gas-to-dust ratio of 100 results in a total mass of ∼ 6.5×10−3 M
within the Fried Egg Nebula which is about 3 and 1 orders
of magnitude lower than what Lagadec et al. (2011) (∼ 4 M)
and Hutseme´kers et al. (2013) (∼0.21 M) reported respectively.
This difference is mainly due to the consequences of the closer
distance we adopt in our study, while the adopted gas-to-dust ra-
tio of 40 in Hutseme´kers et al. (2013) could only explain a higher
mass by about a factor of 2. The mass of each shell, Md, is given
by Md = (4piτλrd,minrd,max)/κλ. Given the closer distance to the
object, each shell is also closer to the central heating source by a
factor of 3.3 compared to previous works and τλ is smaller by a
factor of 10. Therefore, the total mass for each shell is expected
to be smaller by about 2 orders of magnitude, which confirms
what we find.
Table 1. Physical parameters of the three shells towards the Fried
Egg Nebula as modelled using 2-DUST and those of the central
heating object IRAS 17163.
Fried Egg Nebula Mgas Td rd tkin M˙
(10−3 M) (K) (′′) (yr) (M/yr)
Hot inner shell 0.021 620-480 0.3-0.45 30.8 6×10−7
Intermediate shell 0.90 460-320 0.6-1.1 102.7 9×10−4
Outer shell 5.6 240-200 1.9-2.5 123.2 5×10−5
log(L?/L) T? d
IRAS 17163 (K) (kpc)
5.7 8500 1.2
Notes: The sum of the dust mass within the three shells and a gas-to-dust ratio
of 100 results in a total mass of ∼6.5 10−3 M within the Fried Egg Nebula. We
note that the reported total mass does not include the “outermost” shell
modelled in Hutseme´kers et al. (2013). The reported kinematic scales and
mass-loss rates correspond to an expansion velocity, υexp, of 30 km s−1, and
therefore provide upper and lower limits respectively.
Note that both the shells of the Fried Egg Nebula and the
larger scale shell are closer to the central heating object than
previously thought, due to the closer distance (Sect. 4.2). The
dust temperature is given by Td = (L ? /16piσr2d)
1/4, where L?
is the stellar luminosity, rd is the distance of the dust grain to the
star, andσ is the Stefan Boltzman constant. Therefore, a physical
distance of the shells closer to the star means an increase in Td
in the shells compared to what was previously reported.
7. Discussion
In this section we discuss some of our main findings, topics of
debate in other studies, both theoretical and observational. In
particular, we attempt to explain the observed emission spectrum
in the K-band, which contains the Na i 2.2 µm doublet in emis-
sion, the origin of which has remained unexplained in previous
studies. In addition we discuss the varied mass-loss rates of our
three modelled distinct shells, which is a very unique finding,
that can help to shed more light on both theory and observation
of objects in enigmatic stages of stellar evolution.
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Fig. 14. Left: VISIR/VLT mid-infrared monochromatic image at 8.59 µm (Lagadec et al. 2011). Right: The radial profiles at 8.59
µm, 11.85 µm and 12.81 µm are extracted and overplotted with the modelled ones as described in Sect. 6.1.1. The size and position
of each shell is indicated with light blue shade. The PSF at 11.85 µm is also overplotted for reference, revealing the hot inner shell.
Note that the PSF becomes broader at longer wavelengths.
7.1. Origin of the Na i emission
7.1.1. Traditional interpretations
The observed Na i 2.2 µm doublet in emission has been reported
in more studies of well-known yellow hypergiants (IRC+10420,
HD 179821, HR 8752 and ρ Cas (Lambert et al. 1981; Hrivnak
et al. 1994; Hanson et al. 1996; Oudmaijer & de Wit 2013),
LBVs and B[e] stars (e.g. Hamann & Simon 1986; McGregor
et al. 1988; Morris et al. 1996). The origin of the Na i 2.2 µm
doublet towards evolved massive stellar objects has been tradi-
tionally seen as a challenge, and remained unexplained.
We consider several scenarios to explain the origin of this
neutral atomic line emission towards IRAS 17163. The neutral
Na i emission arises from a region that is 10% larger than the
continuum source, and is in turn smaller than the region respon-
sible for the emission component of the Brγ profile. Oudmaijer
& de Wit (2013) found a similar situation for IRC+10420. One
would expect a neutral metal (Na i) to stem from a region further
out than that of the ionised hydrogen. Since this is clearly not
what we observe, the challenge is to determine which situation
can give rise to this apparent contradiction. Here we consider
whether Brγ emission arises through recombination in a more
extended, ionised zone, and Na i from the photosphere instead,
or whether a mostly neutral atmosphere can account for all the
emission lines.
One of the scenarios is that of a disc. A dusty disc distribu-
tion, where both Na i and continuum are distributed, allows for
shielded Na i. The observed more extended Brγ emission could
then be explained by the penetration of UV/optical radiation at
longer distances away from the disc in a low density halo. In
Sect. 5.1 we argued that dust cannot survive at distances < 7 mas,
unless it is self-shielded. In that case, one would expect some ad-
ditional emission from the dust present in the SED at ∼ 2.0 µm,
which is not what we see. We conclude that the continuum emis-
sion at 2.0 µm originates from the stellar object directly and thus
there are no self-shielded regions close to the star that can pro-
vide a place for Na i to exist. Therefore, the scenario of a dusty
disc distribution at ∼ 1 mas (emitting sizes of continuum and Na
i) can be ruled out.
Another scenario previously proposed to explain that kind
of line emission spectrum is the presence of a pseudophoto-
sphere. Oudmaijer & de Wit (2013) examine the scenario of an
optically thick wind in the case of IRC+10420, which forms a
pseudophotosphere and acts as a shielding mechanism for the
sodium, preventing its ionisation. This scenario was also sup-
ported by Humphreys et al. (2002) based on the high mass-loss
rate of ∼2×10−4 M/yr of IRC+10420. As we show below the
region within 1.09 - 1.90 mas around the central star cannot be
dilute enough for a nebular model to apply and at the same time
explain the measured line fluxes. Therefore, this scenario can
probably be excluded.
7.1.2. A two-zone LTE model
For a proper interpretation of the 2.1-2.4 µm emission line spec-
trum, it turns out not to be necessary to assume that the H Brγ
line emission arises by recombination of H+ in an ionised gas. In
the following we show that a simple model based upon a uniform
disk or spherical shell in strict local thermodynamic equilibrium
(LTE) reproduces the observations fairly well. Strict LTE means
that the ionisation balance is described by the Saha equation for
all the abundant elements and that the energy levels of all these
atoms and ions are populated according to the Boltzmann equa-
tion at the same temperature. Such a simple model is constructed
as follows. Consider a face-on disk (or spherical shell) of radius
r and thickness L = ρr with an angular diameter θ = 2r/D,
where ρ is a dimensionless constant and D is the distance to
the source. The equilibrium is specified by a set of elemental
abundances relative to hydrogen, a temperature T , and a num-
ber density of hydrogen in all forms (H, H+, H2, H−), nH in
cm−3. For reference, solar photospheric abundances of the 17
most abundant elements are assumed (cf. Asplund et al. 2009).
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Fig. 15. Spectral Energy Distribution fit to the dereddened photometry gathered from literature (symbols). The dashed line shows
the 5×105 L, 8500 K black-body (BB) input used for the model. The dotted line is the stellar and hot inner shell emission. The
dot-dashed line shows the stellar and cool inner shell emission. The large spacing dashed line shows the outer shell emission
contribution. We note that our models did not include the “outermost” cooler dust shell (18-40”) reported in Hutseme´kers et al.
(2013), and therefore do not reproduce the far-IR photometry.
The abundances of all neutrals, first ions, and a few molecules
(H2, CO) are computed in LTE at the specified conditions (T
and nH). The peak optical depths and flux densities of the in-
frared lines of interest are then calculated, given the observed
linewidths. The continuum opacities and fluxes are computed at
the wavelengths of the lines, taking into account electron-ion and
electron-neutral free-free opacity (bremsstrahlung), H− bound-
free, and Thomson scattering. A series of such models spanning
some range in density and temperature was computed to find the
conditions that closely match the observed properties of the Na
i, Mg ii, and H Brγ lines in the K band. The adopted observed
parameters are summarised in Table 2.
Table 2. K-band observed parameters
Line f obsν f
corr
ν FWHM size
(Jy) (Jy) km/s mas
Na i 2.205 5.27 18.52 62 1.20
Na i 2.208 3.17 11.11 65 1.20
Brγ 11.20 40.85 78 1.90
continuum 16.21 59.14 .. 1.09
Mg ii 2.136 2.34 8.76 96 ..
Mg ii 2.143 1.42 5.30
The peak fluxes f obsν and line widths (FWHM) were deter-
mined from gaussian fits to the X-shooter spectra. A standard
extinction curve4 (Weingartner & Draine 2001) was used to de-
termine the wavelength-dependent extinction Aλ appropriate for
a visual extinction AV = 12 mag. The extinction-corrected flux,
f corrν = f
obs
ν 10
0.4Aλ , is also shown in Table 2. The corrected flux
is compared directly with the model. To reproduce our observed
K-band spectrum we construct a two-zone model as an oversim-
plification of a dynamical atmosphere. In particular, models with
T ≈ 6750 K, log nH = 13.2 cm−3, and a ratio of thickness to ra-
dius ρ ≈ 0.1 yield peak flux densities in the near-infrared that
are consistent with the observed Na i and Mg ii emission, for
an angular diameter θ ≈ 1.2 mas. The peak emission in the Brγ
profile can be matched with a somewhat more extended region,
θ ≈ 2.0 mas, at somewhat lower temperature, T = 5000 to 5500
K, and density, log nH ≈ 11.6 to 12.8 cm−3. The optical depth in
Brγ in this more extended, cooler region is high enough to ac-
count for the strong absorption covering the smaller continuum-
emitting region, as seen in the P Cygni-type line profile (Fig. 2
and 16). Applying expanding wind models with velocity gradi-
ents to fully explain the exact shape of the Brγ emission line is
beyond the scope of the paper.
Both zones of line emission have low fractional ionisation in
LTE, n(e)/nH ≈ 10−8. Again, we point out that LTE conditions
are sufficient to explain the observed emission lines of both neu-
trals (H i and Na i) and ions (Mg ii) without any need for some
4 The adopted extinction curve is the renormalised version of the
Milky Way dust model with a ratio of total to selective extinction
RV = 3.1. It was obtained from the website https://www.astro.
princeton.edu/˜draine/dust/dustmix.html
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kind of photoionised atmosphere (see Fig. 16). We note that we
did not attempt to fit the observed data, and our models point to
the range of conditions that can account for the fluxes and angu-
lar sizes of the observed infrared emission lines and associated
continuum. It also follows that the relative angular sizes of K
continuum, Na i, and Brγ are likely the result of the fact that the
optical depth for each varies with radius in the extended atmo-
sphere. The different apparent sizes do not require distinct layers
or shells. Brγ attains unit optical depth rather farther out in the
atmosphere than Na i.
In the future, it would be worthwhile to develop a physically
consistent model of the dynamical atmosphere, and to explore
additional constraints from the observations (e.g. fit the observed
P Cygni-type line profile seen in Brγ emission).
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Fig. 16. A representative model spectrum in K-band (red) over-
laid on the X-Shooter data (black). The model is based on a static
spherical shell in strict LTE. The residual spectrum is shown in
green.
The very similar reported mass-loss rates, luminosities and
temperatures of IRAS 17163 and IRC+10420, in combination
with the presence of a more extended Brγ with the coexistence
of a more compact Na i emission in both cases, make this ap-
proach promising in explaining the K-band line emission spec-
trum towards more objects of this class.
7.2. Mass-loss
7.2.1. Mass-loss rates
The consequences of the new distance to the Fried Egg Nebula
(smaller optical depth, smaller sizes of the dusty shells) also im-
pacts the derived mass-loss rates. In particular, the model results
in a mass-loss rate of 6×10−7 M yr−1 for the hot inner shell,
9×10−4 M yr−1 for the intermediate shell and 5×10−5 M yr−1
for the outer shell.The mass-loss rate in the outer shell is about
2 orders of magnitude lower than what was reported in Lagadec
et al. (2011).
Large mass-loss rates, higher than 10−5 M yr−1, can be ex-
pected for this class of yellow hypergiants and have been pre-
viously measured towards other objects to be ∼ 10−4 M yr−1
(IRC+10420; Oudmaijer et al. 1996), which is comparable
(higher by only a factor of 2) to what we find towards the Fried
Egg Nebula. In some cases, the mass-loss rates are even as high
as ∼ 5×10−2 M yr−1 (ρ Cas Lobel et al. 2005). A revision of
more yellow hypergiants, where the new Gaia parallaxes are
taken into account, is necessary and it may change our current
view on mass-loss rates. The mass-loss rate we report for the
outer shell is of the same order of magnitude as the one reported
in Wallstro¨m et al. (2017) for the observed parsec scale shell
∼ 0.8×10−4 M yr−1. However, these values are the result if one
adopts an expansion velocity of 30 km s−1 (Hutseme´kers et al.
2013) as opposed to 100 km s−1 in Wallstro¨m et al. (2017), which
differs by a factor of ∼ 3, influencing the resulting mass-loss rate
by the same factor. Wallstro¨m et al. (2017) estimated the expan-
sion velocity using the CO 2-1 spectrum obtained with ALMA,
and in particular by modeling the broad “plateau” emission at-
tributing the emission to the stellar wind. Given that we have no
information of the situation in the inner shells, being unresolved
in Wallstro¨m et al. (2017), we also considered the more moder-
ate expansion velocity.
As we already mentioned, the mass-loss rates vary among
the three distinct shells. In particular, we find that the interme-
diate shell has the largest mass-loss rate, followed by the outer
shell, while the inner hot shell has the lowest mass-loss rate,
which is in fact lower than what it is measured towards other
YHGs by about 2 orders of magnitude (Oudmaijer et al. 1996).
The fact that the mass-loss rates for the individual shells differ
by orders of magnitudes, is something that is probably a real
effect that cannot be explained by the uncertainties introduced
by the adopted parameters in our models alone (e.g. gas-to-dust
ratio, dust composition). Shenoy et al. (2016) reported distinct
mass-loss episodes towards a sample of hypergiants, including
IRC+10420, at timescales of thousands of years. In particular,
IRC+10420 shows also a decline in mass-loss rate up to an or-
der of magnitude, while simulations predict an increase in mass-
loss-rate as the object comes closer to exploding as a supernova
(Moriya et al. 2014). The physical mechanism responsible for
such “eruptive” mass-loss events has been traditionally a topic
under debate.
7.2.2. Mass-loss mechanisms
To explain the presence of shells, we will discuss a pulsational
driven mass-loss mechanism and a line driven mass-loss mech-
anism. In line with previous literature we begin with the classi-
cal interpretation of the pulsation hypothesis as the mechanism
behind ”eruptive” mass-loss events. We then introduce the bi-
stability mechanism, which occurs in line-driven winds, and al-
though is well known for hotter objects, it has thus far not been
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considered in YHG studies. Yet as we discuss, it has the poten-
tial to explain the observed mass-loss towards those objects as
well.
7.2.2.1. Pulsational driven mass-loss
YHGs are known to drive significant and unique quasi-
period photospheric pulsations (e.g. Lobel et al. 1994; de Jager
1998), which under favorable conditions (Tgas ∼ 8000 K; Lobel
2001) and on timescales of decades can develop into an eruptive
episode. The eruptions are characterised by twice the duration
of an ordinary pulsation and by an increased mass-loss rate (e.g.
ρ Cas, HR 8752; van Genderen et al. 2019; Lobel et al. 2003).
Once hydrogen recombination occurs synchronously with the
pulsation decompression (i.e. strong convective motions), results
in an outburst event, and a subsequent drop of the temperature
(van Genderen et al. 2019). Lebertre et al. (1989) showed a clear
variability in the JHK data of IRAS 17163 in a timescale of 3
yrs (up to 0m.5 in J) but it was not possible to trace a periodic
trend in those data. Given the fact that IRAS 17163 has not been
followed up photometrically, it is not possible to identify the
observed variability with characteristic patterns of a pulsation
mechanism.
Adopting the stellar parameters (Sect. 4), the expected pul-
sation timescale is of order of months (see Eq. 4 in Oudmaijer &
Bakker 1994), while in Sect. 7.3 we find timescales of decades
for the shells towards the Fried Egg nebula. We also note that
the ejecta caused by the pulsation mechanism in the known ob-
jects are optically thick, resulting in a pseudo-photosphere which
mimicks a star much cooler than F type. In the case of the Fried
Egg nebula, the shells are rather optically thin, and as we dis-
cuss in Sect. 7.1 a pseudo-photosphere is not required to explain
the observed emission spectrum. Combining all the information
above, we conclude that, if acting, the instabilities leading to the
eruptions are less severe in the case of IRAS 17163. We there-
fore explore another mechanism other than classical pulsations
in the following subsection.
7.2.2.2. Line driven mass-loss
An alternative explanation would involve interacting winds
which are driven by radiation pressure in spectral lines. Any
change in radiative acceleration has an effect on both the wind
velocity and mass-loss rates. If one places IRAS 17163 in
the Hertzsprung-Russell diagram, it is located in the white
wall/yellow void area. In particular Nieuwenhuijzen et al. (2012)
presented two regions, one at log Te f f ∼ 3.9-3.95 and one at
log Te f f ∼ 4.05-4.1. In the first regime where IRAS 17163 is
located, the ionisation of H might be responsible for increased
dynamical atmospheric instabilities (Humphreys et al. 2002).
Although one would expect that the most abundant species
(hydrogen, helium) are dominating the line force, Vink et al.
(1999) showed that more complex ions have a higher contri-
bution because of their very high number of transitions (thou-
sands) in the relevant part of the spectrum where the stellar flux
contribution is at its maximum. Iron (Fe) in particular, is a key
wind driving element. Little drops in temperatures, result in the
recombination of Fe to lower ionisation stages, increasing the
density of the wind, reducing its terminal velocity by about a
factor of 2 and increasing the mass-loss rate by several factors
(Vink et al. 1999). This process is known as bi-stability mecha-
nism. The wind bi-stability is proposed to play a crucial role dur-
ing shell-ejections Pauldrach & Puls (1990). In particular, these
changes are expected at the first bi-stability jump occuring at T
∼ 21000 K due to the recombination of Fe iv to iii, and at the
second bi-stability jump occuring at T ∼ 8800 K due to the re-
combination of Fe iii to Fe ii (Vink et al. 2000, 2001; Petrov
et al. 2016). The evolutionary status and effective temperature of
IRAS 17163 - of order 8500 K -, along with the presence of the
surrounding multiple, rather optically thin, shells characterised
by various mass-loss rates, justify the exploration of the second
bi-stability jump.
The second bi-stability jump predicts escape and terminal
wind velocities that are comparable to the outflow velocity of 30-
100 km/sec observed towards IRAS 17163 (Lamers et al. 1995).
When objects are unstable due to proximity to Eddington limit
and approach the opacity bumps, they can enter fast & slow wind
transition cycles, resulting in shells (e.g., Gra¨fener et al. 2012).
If bi-stability is the mass-loss driving mechanism, then the num-
ber of the observed shells indicates that IRAS 17163 has under-
gone four such cycles (including the one by (Hutseme´kers et al.
2013)).
7.2.3. Mass-loss geometry
IRAS 17163 is surrounded by spherical symmetric shells at ∼
0.3′′ - 3′′ scales (Sec. 6; see also, Lagadec et al. 2011). A similar
morphology has been seen before in another object of its class,
HD 179821 (Ferguson & Ueta 2010). This morphology has been
traditionally explained as mass-loss triggered by a large-scale
pulsation mechanism in combination with radiation pressure on
the dust.
As we presented in B.1, the channel maps (GRAVITY) of the
inner regions (mas scales) of IRAS 17163 reveal morphological
asymmetries at different velocities. This could be the result of
outflowing material in different velocities and orientations, indi-
cating non-uniform mass-loss events at small scales, which may
all together lead to a more spherical and symmetric emission.
At larger scales (∼ 25′′), Wallstro¨m et al. (2017) presented
kinematic evidence in CO emission of asymmetric mass-loss
and clumpiness connected with the outer shell reported in
Hutseme´kers et al. (2013). Asymmetric mass-loss has been pre-
viously observed towards other YHGs, with the observed asym-
metries attributed to the surface activity of a convective nature
(e.g., IRC+10420; Tiffany et al. 2010).
IRAS 17163 was also imaged with the Hubble Space
Telescope (HST), but with no sign of a dusty circumstellar shell
(Sio´dmiak et al. 2008). The situation was similar for other YHGs
(ρ Cas, HR 8752; Schuster et al. 2006). The lack of nebulosity
in HST images has been previously connected to low mass-loss
rates (e.g., µ Cep; de Wit et al. 2008), the possible faint nature of
the shells at the observed wavelengths or the evolutionary status
of the objects (Schuster et al. 2006).
7.3. Kinematic time-scales
The shells are about three times closer to the central star com-
pared to previous studies, and therefore the kinematic time-
scales, tkin, of each shell have become shorter accordingly. In
particular, the time-scales of the intermediate and of the outer
shell are found to be 100 and 120 yr respectively. As a conse-
quence, IRAS 17163 has likely passed to its YHG phase more
recently than previously thought. The inner hot shell, which we
report on and model in this work for the first time, is estimated
to be a very recent mass-loss event with a maximum time-scale
of only ∼ 30 yr. It is striking that ∼ 30 yrs ago Lebertre et al.
(1989) presented a clear variability in the JHK data (up to 0m.5
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in J) towards the object. Given our new findings, this variability
can very well be the result of an eruption that led to the formation
of the inner third shell. It is worth mentioning that at the updated
distance of 1.2 kpc the timescale of the cold, more extended,
outer shell presented in Hutseme´kers et al. (2013) is roughly re-
duced from 16000 yr to 4000 yr. Our reported values are most
likely an upper limit as they were derived for the lower expan-
sion velocity of 30 km/s. For example, if we would use 100 km/s
as done by Wallstro¨m et al. (2017), instead, the values would be
shorter by a factor of 3. With kinematic time-scales of 100 yr or
shorter, the star is expected to have evolved notably over the last
century, something that could be traced with changes also in the
visual magnitude or the infrared fluxes. For future reference, it
would be worth investigating if there are any archival5, historical
photometric measurements to trace the long-term variability of
IRAS 17163.
We conclude that the Fried Egg Nebula is a key object which
is characterised by three distinct mass-loss events with varied
mass-loss rates and maximum timescales from 30 yr up to 120
yr, with the most recent event to be the less powerful in terms
of mass-loss compared to the previous two. Given the obser-
vational restrictions, IRAS 17163 is among the very few cases
where multiple mass ejections have been reported at such sort
timescales (see also ρ Cas; Beardsley 1961; Shenoy et al. 2016).
Such objects can shed light on fundamental questions on mas-
sive star evolution such as how many repeating eruptions can be
expected to occur for a particular object, what is the exact cy-
cle of the eruptions, and what are the dependencies between the
mass-loss rates and episodes and the local conditions (e.g. mass,
effective temperature, clumpiness, metallicity).
8. Summary
This paper presents new optical and near infrared spec-
troscopy (X-Shooter) and high spatial resolution (down to mas)
GRAVITY and AMBER observations of the yellow hypergiant
IRAS 17163. In particular we reported on the spectral type of
IRAS 17163, the updated distance using the new Gaia measure-
ments and the geometry of the continuum emission and that of
Brγ and Na i line emission close to the object, image reconstruc-
tion, but also on modeling published photometry by applying the
radiative transfer code 2-Dust.
Evolved stars, with their high luminosity and extended at-
mospheres are great targets for optical/near infrared interferom-
etry, but yet their imaging is challenging, with only few objects
known to date to be meeting the criteria for a successful image
reconstruction at these wavelengths (e.g. η Car, Weigelt et al.
2016; Sanchez-Bermudez et al. 2018, Gravity Collaboration).
We present the first image reconstruction of IRAS 17163 at short
wavelengths (∼2 µm) and provide new insights into its close sur-
roundings but also on the characteristics of its surrounding shells
and mass-loss episodes.
To interpret the observed spherical shells we explored both
pulsational driven mass-loss and line driven mass-loss mech-
anisms. We conclude that with only one object and the ob-
servations in hand we cannot clearly discriminate among the
two mechanisms. The bi-stability mechanism with its second
5 We investigated the Harvard College Observatory plate archive
(available at http://dasch.rc.fas.harvard.edu/project.php), traces back
to approximately 100 years of photometric observations, and the
archive of the American Association of Variable Star Observers
(https://www.aavso.org/) and found no long-term photometric measure-
ments of IRAS 17163.
bi-stability jump provides a promising and unified mechanism
to explain mass-loss processes towards both hot (blue S Dor
variables; first bi-stability jump) and cooler (YHGs; second bi-
stability jump) stages of stellar evolution. A future study where
the pros and cons of both the pulsation and bi-stability mecha-
nisms are thoroughly discussed towards a sample of all known
YHGs will hopefully allow to properly distinguish among the
two theories on the variable mass-loss at those stages.
The key results of our study, which is based on optical and
near infrared spectroscopy and high spatial resolution observa-
tions of the yellow hypergiant IRAS 17163, are presented as fol-
lows.
– Based on classic spectral typing (between A3 and A6) and
the analogy with IRC +10420 we infer the photospheric tem-
perature of IRAS 17163 to be ∼ 8500 K.
– The continuum emission at 2 µm stems from the star and is
not associated with hot dust.
– Our models reveal the existence of a third inner hot shell for
the first time. This is a very recent mass-loss event with a
time-scale of maximum 30 yr.
– The three distinct shells trace three mass-loss episodes and
are all characterised by variability in the mass-loss rate, with
the lowest mass-loss rate to be that of the inner shell.
– The GRAVITY model-independent image reconstruction at
the selected wavelengths (Brγ, Na i and continuum) shows
the more extended and rather asymmetric nature of the
Brγ emission (E-W direction; e.g. asymmetric wind ori-
gin) compared to Na i and continuum. In particular, the
Brγ shows also a northern and southern component, while
Na i appears to follow the distribution of the photosphere.
A similar situation has previously been observed by apply-
ing geometrical models towards another object of the same
class (IRC+10420). Our spectropolarimetric analysis betrays
asymmetries of order stellar radii along an EW position an-
gle, which is in agreement with the proposed structure.
– The Brγ emission shows a P-Cygni profile and a drop in its
peak intensity up to ∼ 40% in a four month period, indicative
of a variable wind from the central YHG with variable gas
mass-loss rates.
– The reported mass-loss rates and kinematic time-scales of
the shells constituting the Fried Egg Nebula, are consistent
with the predictions from the bi-stability mechanism and not
those predicted by the classical pulsation hypothesis.
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point and not connected to an emission line, therefore we consider it an artifact. The closure phase does not show changes in this
configuration.
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Fig. A.2. As Fig. 7, but for the medium configuration K0-G2-D0-J3. Note that the changes in differential phases from positive to
negative values, correspond to similar baselines but different PA by >30 degrees, and are indicative of offsets of the photocentre
projected in a specific baseline.
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Fig. A.3. As Fig. 7, but for the medium configuration A0-G2-D0-J3.
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Fig. A.4. As Fig. 7, but for the large configuration A0-G1-J2-J3. This is the only case where Na i also shows a change in the closure
phase.
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Table A.1. Technical overview of the GRAVITY observations of IRAS 17163
Config. Date Station Baseline PA N×DIT τcoh Seeing Vcont VBrγ VNaI
(m) (◦) (s) (ms) (arcsec)
A0-B2-D0-C1 2017-04-11 C1B2 11.3 79.8 10×30 5 0.80 1.004±0.001 1.012±0.006 0.988±0.009
C1A0 19.6 172.8 1.0035±0.0007 0.993±0.005 0.981±0.006
B2A0 22.1 142.2 0.9981±0.0007 0.959±0.011 0.989±0.005
C1D0 22.5 79.8 1.0104±0.0005 0.989±0.004 0.990±0.009
D0A0 30.6 40.1 1.0035±0.0005 0.991±0.005 0.963±0.004
D0B2 33.8 79.8 0.998±0.002 0.951±0.008 0.951±0.006
A0-B2-D0-C1 2017-04-12 C1B2 11.0 62.7 10×30 3 0.94 0.83±0.01 0.8±0.2 0.7±0.2
C1D0 22.0 62.7 0.4633±0.0007 0.425±0.008 0.405±0.006
C1A0 22.5 154.0 0.97±0.02 0.9±0.2 0.9±0.2
B2A0 24.8 127.8 0.86±0.02 0.8±0.2 0.8±0.2
D0A0 31.9 17.7 0.464±0.007 0.42±0.09 0.38±0.1
D0B2 33.0 62.7 0.428±0.007 0.37±0.09 0.3±0.1
A0-B2-D0-C1 2017-06-18 C1B2 10.5 53.9 10×30 2 0.66 0.961±0.001 0.96±0.01 0.974±0.007
C1D0 21.0 53.8 0.970±0.001 0.95±0.01 0.976±0.008
C1A0 22.4 140.6 0.951±0.001 0.93±0.01 0.95±0.01
B2A0 25.3 116.2 0.9708±0.0005 0.947±0.008 0.964±0.003
D0A0 29.9 5.3 0.969±0.001 0.92±0.01 0.95±0.02
D0B2 31.5 53.8 0.960±0.001 0.89±0.01 0.95±0.01
K0-G2-D0-J3 2017-04-22 D0G2 40.0 71.9 10×30 9 0.53 0.9652±0.0004 0.878±0.003 0.963±0.003
J3K0 50.7 130.2 0.9547±0.0005 0.870±0.004 0.915±0.007
G2K0 62.6 18.7 0.9033±0.0005 0.746±0.005 0.872±0.005
J3G2 64.5 65.7 0.9215±0.0003 0.729±0.005 0.888±0.004
D0K0 92.2 39.0 0.8314±0.0005 0.639±0.004 0.75±0.01
J3D0 104.3 68.1 0.8116±0.0005 0.571±0.006 0.750±0.003
K0-G2-D0-J3 2017-04-24 D0G2 39.3 56.5 10×30 5 0.39 0.60±0.01 0.55±0.07 0.6±0.1
J3K0 54.8 119.2 0.636±0.007 0.55±0.07 0.58±0.08
J3G2 63.7 49.4 0.30±0.01 0.2±0.1 0.3±0.1
G2K0 68.3 0.4 0.16±0.01 0.14±0.09 0.16±0.10
D0K0 95.9 20.3 0.13±0.01 0.1±0.1 0.1±0.1
J3D0 102.8 52.1 0.11±0.01 0.07±0.10 0.1±0.1
A0-G2-D0-J3 2017-04-25 D0A0 29.8 47.0 10×30 5 0.60 0.9678±0.0004 0.931±0.004 0.9542±0.004
D0G2 40.0 78.1 0.9621±0.0005 0.819±0.003 0.995±0.008
J3G2 64.3 72.3 0.9074±0.0007 0.662±0.009 0.919±0.007
G2A0 67.2 64.9 0.8949±0.0004 0.663±0.003 0.902±0.008
J3D0 104.1 74.5 0.7884±0.0005 0.497±0.004 0.745±0.007
J3A0 131.2 68.5 0.6943±0.0007 0.381±0.009 0.64±0.01
A0-G1-J2-J3 2017-04-27 J2G1 56.9 30.5 10×30 6 0.45 0.9051±0.0003 0.741±0.005 0.891±0.003
G1A0 90.4 150.9 0.8605±0.0002 0.590±0.006 0.831±0.004
J3J2 101.6 106.6 0.8193±0.0004 0.539±0.002 0.778±0.003
J3G1 127.8 81.0 0.6963±0.0004 0.278±0.005 0.674±0.004
J3A0 128.7 39.7 0.7072±0.0003 0.388±0.006 0.639±0.006
J2A0 128.9 173.3 0.7134±0.0003 0.373±0.003 0.643±0.004
A0-G1-J2-J3 2017-04-28 J2G1 56.9 59.7 10×30 4 0.48 0.9145±0.0004 0.734±0.005 0.909±0.006
G1A0 73.9 176.8 0.8678±0.0003 0.648±0.007 0.852±0.003
J3J2 92.2 124.2 0.8305±0.0004 0.569±0.003 0.798±0.003
J2A0 111.9 23.7 0.7541±0.0003 0.426±0.003 0.702±0.004
J3G1 127.5 100.5 0.7125±0.0005 0.275±0.004 0.689±0.008
J3A0 131.4 67.3 0.6905±0.0005 0.333±0.009 0.645±0.004
A0-G1-J2-J3 2017-08-28 J2G1 51.9 19.7 10×30 4 0.56 0.9302±0.0002 0.816±0.006 0.935±0.001
G1A0 88.8 136.8 0.8389±0.0004 0.623±0.007 0.822±0.004
J3J2 102.8 94.8 0.8175±0.0005 0.542±0.003 0.815±0.005
J3A0 118.1 29.8 0.7059±0.0003 0.389±0.002 0.700±0.007
J2A0 121.6 159.1 0.7111±0.0002 0.387±0.002 0.695±0.004
J3G1 125.3 72.5 0.7277±0.0004 0.384±0.005 0.735±0.005
A0-G1-J2-K0 2017-07-26 K0J2 47.3 82.5 10×30 4 0.76 0.9598±0.0005 0.840±0.005 0.957±0.005
J2G1 47.5 14.1 0.9559±0.0007 0.820±0.005 0.96±0.01
K0G1 78.4 48.2 0.8976±0.0005 0.63±0.01 0.886±0.007
G1A0 86.6 128.1 0.8679±0.0009 0.597±0.006 0.848±0.008
K0A0 106.2 174.8 0.7920±0.0005 0.437±0.005 0.775±0.007
J2A0 114.5 150.4 0.7669±0.0005 0.385±0.006 0.748±0.005
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Table A.2. Technical overview of the X-Shooter observations of IRAS 17163
Date Obs. texp (s) λ range (nm )
2017-04-08 2×160 300 - 560
2017-04-14 2×160 300 - 560
2017-05-29 2×1060 300 - 560
2017-05-30 2×1286, 2×940 300 - 560
2017-04-08 3×5 560 - 1020
2017-04-14 3×5 560 - 1020
2017-05-29 various, 19×45
2017-05-30 various, 13×60 560 - 1020
Notes:Usable wavelength range, SNR larger than 5. SNR measured in line free regions around 660 nm. The VIS X-Shooter data were taken with various exposures,
ranging from 1, 2, 5, 10, to 45s in order to avoid saturation in bright sections. Only the longest exposures are listed. NIR data were taken with the shortest exposures,
but few were usable.
Table A.3. Technical overview of the AMBER observations of IRAS 17163 during the observing night of 2012-06-22, where DIT
is the individual exposure time, and τcoh is the coherence time.
Config. Station Baseline PA DIT τcoh Seeing Vcont VBrγ
(m) (◦) (s) (ms) (arcsec)
D0-I1-H0 D0I1 64.0 23.3 6 3 1.2 0.86±0.62 0.36±0.28
I1H0 32.6 139.1 0.89±0.49 0.68±0.37
D0H0 57.8 53.8 0.92±0.43 0.62±0.30
D0I1 70.1 15.1 6 3 1.2 0.86±0.46 0.64±0.20
I1H0 34.9 136.2 0.91±0.34 0.73±0.62
D0H0 60.0 44.9 0.98±0.37 0.75±0.32
D0I1 76.7 5.7 6 3 1.3 0.88±0.44 0.54±0.17
I1H0 37.3 131.6 1.02±0.43 0.80±0.33
D0H0 62.5 34.6 0.87±0.52 0.5±0.35
D0-H0-G1 D0H0 63.0 14.0 6 3 1.1 0.84±0.49 0.64±0.50
H0G1 69.0 79.0 0.91±0.61 0.55±0.44
D0G1 71.1 132.4 0.94±0.63 0.37±0.30
D0H0 52.1 173.5 6 4 1.0 0.88±0.36 0.61±0.22
H0G1 65.9 66.5 0.86±0.40 0.45±0.17
D0G1 71.0 111.0 0.90±0.57 0.71±0.24
D0H0 44.6 163.1 6 3 1.4 0.89±0.49 0.81±0.37
H0G1 63.4 62.4 0.81±0.54 0.55±0.22
D0G1 70.4 100.9 0.75±0.54 0.63±0.38
D0H0 36.5 149.7 6 5 0.7 0.93±0.55 0.88±0.48
H0G1 60.3 59.2 0.82±0.30 0.61±0.41
D0G1 70.2 90.5 0.85±0.46 0.40±0.23
Table A.4. Photometry of IRAS 17163
Filter Magnitude Fluxobs Fluxdered Reference
(mag) (Jy) (Jy)
B 17.13 6×10−4 1.54×103 Lebertre et al. (1989)
V 13.03 2.35×10−2 1.47×103 Lebertre et al. (1989)
J 4.635 2.23×101 5.01×102 Cutri et al. (2003)
H 3.021 6.34×101 5.18×102 Cutri et al. (2003)
K 2.407 7.26×101 2.56×102 Cutri et al. (2003)
L 1.820 5.86×101 1.09×102 Epchtein et al. (1987)
Notes: The observed flux was dereddened using AV = 12.00 as described in Sect. 4.3.
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Appendix B: Image reconstruction
B.1. Channel maps
For the channel reconstruction maps of Brγ we followed the
same process as in Sect. 5.2 but for the velocity channels at
-42 (absorption component), 25, 66, 108, 122 and 150 kms−1
(Fig. B.1). The channel maps reveal differences in morphology.
In particular, at velocities < 100 kms−1 the emission shows 2 dis-
tinct emitting clumps in W-E, while for velocities > 100 kms−1
there is a change of 90 degrees in orientation. This could indicate
an outflowing material in different velocities and orientations,
which may all together lead to a more spherical and symmetric
emission. Higher spectral and spatial resolution observations are
required to confirm the observed differences among the different
velocities, and will lead to a proper investigation of the substruc-
tures.
B.2. Combined dataset
In addition to Sect. 5.2 we combined the AMBER and the
GRAVITY dataset and followed the same process for the Brγ
and continuum. Brγ shows time variations and its morphology
is expected to be affected. Therefore although the reconstructed
image of the combined dataset is a result of a more complete
uv-coverage compared to the GRAVITY dataset alone, the im-
age reconstruction is less robust due to the observed flux and
size variations of the Brγ emission at the different epochs (see
also Fig. 12). Given the above, the reconstructed image of the
combined dataset (Fig. B.2) naturally differs from that of the
GRAVITY dataset (Fig. 13).
A thorough comparison with other software packages was
crucial in order to be confident that what the image shows are
real structures and not artifacts. For this purpose in addition to
MIRA we used BSMEM (Baron & Young 2008) and WISARD
(Meimon et al. 2004, 2008). We present the resulted images of
the Brγ spatial distribution for the combined dataset in Fig. B.2.
The reconstructed images show similarities regarding the asym-
metric and extended nature of the Brγ. In particular all algo-
rithms reveal features in the NW–SE orientation. The resulted
image using BSMEM shows an elongated central emission per-
pendicular to that of the other two software packages. The ob-
served differences that can be seen in the detailed, pixel sized,
structures in the combined dataset, are due to the different ways
the algorithms treat the interferometric observables, such as the
different available regularisers and optimisation process (i.e. gra-
dient vs global) per algorithm. Therefore, the observed differ-
ences among the algorithms are software-related artifacts. We
conclude that the observed elongation in NW-SE orientation is
real and indicative of an asymmetric recent mass-loss, but how
“thin” or “thick” this emission is, is something we cannot con-
strain with the current dataset.
25
Koumpia et al.: Optical/near-infrared observations of the Fried Egg Nebula
Fig. B.1. Reconstructed channel velocity maps of the Brγ emission towards IRAS 17163. The corresponding velocities are [-42, 25,
66, 108, 122, 150] kms−1 (LSR).
Fig. B.2. Image reconstruction of the Brγ emission for the combined dataset (AMBER+GRAVITY) and for three different software
packages as appear from left to right: MIRA, WISARD and BSMEM. The image is algorithm dependent, but they all show a similar
global orientation of the emission. The resulted image using BSMEM shows an elongated structure around R.A. offset, Dec offset
= (-5, 5), (-5, 5), which is perpendicular to that of the other two software packages. The observed difference is due to the different
regularisers and optimisation process available for each algorithm.
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