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QUASI-LOCALITY AND PROPERTY A
JA´N SˇPAKULA AND JIAWEN ZHANG
Abstract. Let X be a metric space with bounded geometry, p ∈ {0} ∪ [1,∞], and
let E be a Banach space. The main result of this paper is that either if X has Yu’s
Property A and p ∈ (1,∞), or without any condition on X when p ∈ {0, 1,∞}, then
quasi-local operators on ℓp(X,E) belong to (the appropriate variant of) Roe algebra
of X. This generalises the existing results of this type by Lange and Rabinovich,
Engel, Tikuisis and the first author, and Li, Wang and the second author. As
consequences, we obtain that uniform ℓp-Roe algebras (of spaceswith PropertyA)
are closed under taking inverses, and another condition characterising Property
A, akin to operator norm localisation for quasi-local operators.
Mathematics Subject Classification (2010): 20F65, 46H35, 46J40, 47L10.
1. Introduction
Roe algebras are C*-algebras associated to metric spaces (or more generally
spaces endowedwith a coarse structure), which encode their large scale structures.
The interest to study these objects stems from two sources: index theory on
open manifolds as well as the Novikov conjecture, and operator theory of band-
dominated operators. Recently, much interest has arisen in investigating their
ℓp-variants as well (see [4, 17]).
On the index theory side, the K-theory of Roe algebras serves as a receptacle
for indices of (for instance) geometric differential operators; this is how they
originally appeared in the pioneering work of John Roe [22, 23]. This landscape,
framed by various versions of the coarse Baum–Connes conjecture, has shown its
power to produce significant results in geometry and topology, for instance for
the Novikov conjecture and the bounded Borel rigidity conjecture (see e.g. [12, 35,
36]), and about the non-existence of metrics of positive scalar curvature on open
Riemannian manifolds (see e.g. [15, 27, 34]).
On the single operator theory side, the elements of Roe algebras are referred
to as band-dominated operators, and substantial work has been done for instance
on their Fredholmness and essential spectrum (see e.g. [18, 21] and references
therein). More recently, the coarse geometric ideas have been recognised as useful
in this area as well (see e.g. [14, 19, 28, 30]). These ideas have been applied for
instance toHamiltonians of quantum systems and Schro¨dinger operators [8, 9, 10].
Roe algebras have various versions in studying different problems (for instance,
uniform or stable versions). To work in the full generality, we choose the setup of
ℓp-Roe-like algebras, which is, roughly speaking, defined as the norm closure of
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some algebra of operators with finite propagation (also known as band operators in
the operator theory language). This raises the question whether we can recognise
exactly which operators belong to an ℓp-Roe-like algebra, rather than producing
a sequence of finite propagation approximants — in some situations, for example
when considering index theory of pseudo-differential operators (see e.g. [6, 7]),
this may not always be possible.
To outline the main result of this paper, let us explain the notions in the case
when (X, d) is a metric space with bounded geometry (for precise definitions see
Section 2), p = 2, and the Banach space E appearing later is just C. Thinking of
operators on ℓ2(X) as X-by-X matrices, we say that such an operator has finite
propagation (or is a band operator), if the non-zero entries appear only in a band of
finite width (measured by the metric on X) around the main diagonal. (See Defi-
nition 2.4 for full details.) The finite propagation operators form a *-subalgebra of
B(ℓ2(X)), and its closure is called the uniform Roe algebra of X. Any finite propaga-
tion operator a has the property that there exists R ≥ 0, such that for any A,B ⊂ X
with d(A,B) ≥ R, we have χAaχB = 0 (here we denote by χA the characteristic func-
tion of A, acting as a multiplication operator on ℓ2(X)). One possible weakening
of this condition is to ask that for any ε > 0 there exists R ≥ 0, such that for any
A,B ⊂ X with d(A,B) ≥ R one has ‖χAaχB‖ < ε. Operators a satisfying this con-
dition are called quasi-local; and it is immediate (by an approximation argument),
that any operator in the uniform Roe algebra of X is indeed quasi-local.
The converse, namely the question whether any quasi-local operator belongs
to the corresponding Roe algebra, is the main question this paper addresses.
Note that a positive answer provides a method for checking whether an operator
belongs to a Roe-like algebra merely by estimating norms of off-diagonal block
restrictions of the operator (i.e. χAaχB) and does not require producing finite
propagation approximants. This is crucial, for instance, for the work of Engel
[6, 7] on the index theory of pseudo-differential operators. To expand on this
point, Engel [6, Section 2] points out that while indices of genuine differential
operators on Riemannian manifolds live in the (appropriate) Roe algebra, the
indices of uniform pseudo-differential operators are only known to be quasi-local.
Furthermore, a positive answer to this question is also used in the work of
White and Willett [32] on classifying Cartan subalgebras of Roe algebras, with
some applications on the associated rigidity problem as well.
The history of this question can be traced back to the work of Lange and
Rabinovich [16], where an affirmative answer is obtained in the case X = ZN
using the Fourier transform. (This fact has been then used extensively in the
band-dominated operator theory for studying Fredholmness, see e.g. [21] for an
overview.) Subsequently, it appears in Roe [23, Remark on page 20]. The recent
progress in p = 2 case includes the result of Engel [7] for the case when X is a
manifold of bounded geometry with polynomial volume growth, and the result
of Tikuisis and the first author [29], where the authors assume that X has straight
finite decomposition complexity (but note thatX is only required to be proper, not
necessarily of bounded geometry). This work has been generalised by Li, Wang
and the second author to general p ∈ [1,∞) [17] under the same assumption on
the space X.
The main result of this paper provides an affirmative answer to this question
for any metric space X with bounded geometry in the following cases: without
QUASI-LOCALITY 3
any further assumption on X for p ∈ {0, 1,∞}; or when X has Property A and
p ∈ (1,∞). For the former case, our proof is inspired by the recent work on
limit operator theory [37]. For the latter case, we utilise the key technical trick
from [17, 29] (cf. Proposition 5.3), but the remainder of our argument is of a
very different nature than that of [17, 29]: We do not inductively chop a quasi-
local operator (as was done using straight finite decomposition complexity) to
eventually produce an approximant of finite propagation. Instead, we prove
and use a property similar to the operator norm localisation property [3], but for
quasi-local operators (cf. Lemma 5.2).
We note that our result generalises (for metric spaces with bounded geom-
etry) all the previous ones: both straight finite decomposition complexity and
polynomial growth (separately) imply Property A. For the former, see [5]; for
the latter this is a result of Tu [31]. For completeness, let us note that for finitely
generated groups, polynomial growth implies finite asymptotic dimension (using
Gromov’s theorem [11] one concludes that these groups are virtually nilpotent,
so that a result of Bell and Dranishnikov applies [1]). This in turn implies finite
decomposition complexity [5, 13]. However we are not aware of an argument
that would assert that polynomial growth implies (straight) finite decomposition
complexity for general metric spaces.
We present two direct applications of our work: We observe that the conclu-
sion of Lemma 5.2 for p = 2 is actually equivalent to Property A (and hence to
the operator norm localisation property and the metric sparsification property
[2, 3, 26]). Thus we obtain yet another characterisation of Property A. The sec-
ond application is that ℓp-Roe-like algebras are closed under taking inverses (in
B(ℓp
E
(X))). While this is immediate when p = 2 (the C*-algebra case), for the
remaining p this requires an argument (cf. a discussion of this property in the
context on band-dominated operator theory [21]).
The paper is structured as follows: After recalling the background notations,
terminology and some existing results and examples in Section 2, we state and
discuss the main result in Section 3. Our proof of the main result requires treating
substantial portions of the two cases (p ∈ {0, 1,∞} and p ∈ (1,∞)) differently, so it is
split up along this seam into Sections 4 and 5. The paper closes with applications
and open questions in Section 6.
Acknowledgments. We would like to thank Kang Li and Rufus Willett for com-
ments and discussions relating to this piece, andYeong ChyuanChung for several
helpful comments after reading an early draft of this paper.
2. Preliminaries
2.1. Notation and conventions. For ametric space (X, d), x ∈ X andR ≥ 0, denote
byB(x,R) the closed ball inXwith radiusR and centre x. We say thatX has bounded
geometry, if for any R, the number supx∈X ♯B(x,R) is finite, where the notation ♯S
denotes the cardinality of the set S.
Given A ⊂ X and K ≥ 0 we denote the K-neighbourhood of A by NK(A) =
{x ∈ X | d(x,A) ≤ K}. Furthermore, we shall use χA : X → {0, 1} to denote the
characteristic function of the set A.
We shall also use the notation Cb(X) for the C*-algebra of bounded continu-
ous functions on X endowed with the sup-norm; of course under the standing
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assumption that X has bounded geometry, this is nothing else than ℓ∞(X). Nev-
ertheless, we will use this notation to emphasise when we are considering these
functions on X as (soon to be) acting as multiplication operators on some Ba-
nach space. Moreover, the Roe-like algebras and several other notions we refer
to make sense and are useful for “continuous” spaces (e.g. manifolds) as well.
The convenience of having a discrete space lies, for instance, in the fact that any
characteristic function sits inside Cb(X).
Let E be a Banach space. We denote the closed unit ball of E by E1. We denote
the bounded linear operators on E by B(E), and the compact operators on E by
K(E). Moreover, we define
E∞ := ℓ
∞(N,E)
/{
(an)n∈N ∈ ℓ
∞(N,E) : lim
n→∞
‖an‖ = 0
}
,
which is a Banach space, equipped with the quotient norm∥∥∥[(an)n∈N]∥∥∥ := lim sup
n→∞
‖an‖.
Throughout the paper, (X, d) shall stand for a metric space with bounded geometry, and
E for a Banach space.
2.2. Banach space valued ℓp-spaces and block cutdowns. We start with the fol-
lowing notions of Banach space valued ℓp-spaces:
• ℓp
E
(X) := ℓp(X;E) for p ∈ [1,∞), which denotes the Banach space of p-
summable functions from X to E with respect to the counting measure;
• ℓ∞E (X) := ℓ
∞(X;E), which denotes the Banach space of bounded functions
from X to E;
• ℓ0
E
(X) := c0(X;E), which denotes the Banach space of continuous functions
from X to E vanishing at infinity.
For p ∈ {0} ∪ [1,∞], ρ : Cb(X) → B(ℓ
p
E
(X)) is a representation defined by point-
wise multiplication. To simplify the notation, we write fξ instead of ρ( f )(ξ) for
f ∈ Cb(X) and ξ ∈ ℓ
p
E
(X). For any F ⊆ X, denote ρ(χF) by PF. Also recall a
net {ai} converges in strong operator topology (SOT) to a in B(ℓ
p
E
(X)) if and only if
‖ai(ξ) − a(ξ)‖p → 0 for any ξ ∈ ℓ
p
E
(X). To deal with the case of p = ∞, we need
another topology on B(ℓ∞E (X)) as follows.
Definition 2.1. A net {ai} converges point-wise strongly to a in B(ℓ∞E (X)), if for any
v ∈ ℓ∞E (X), aiv converges point-wise to av in ℓ
∞
E (X).
We shall recall several notions from [17, 29], keeping the notation consistent
with these sources for the convenience. The first of these is the notion of a block
cutdown of an operator, whose purpose is to literally cut most of the operator
away, keeping only a collection of diagonal blocks.
Definition 2.2. Given a family (e j) j∈J of positive contractions in Cb(X) with pair-
wise disjoint supports and p ∈ {0} ∪ [1,∞], define the block cutdown map θ(e j) j∈J :
B(ℓp
E
(X))→ B(ℓp
E
(X)) by
θ(e j) j∈J(a) :=
∑
j∈J
e jae j,
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which converges strongly when p ∈ {0} ∪ [1,∞) (by [17, Lemma 2.4]), and point-
wise strongly when p = ∞ (by definition). A subalgebra B ⊆ B(ℓp
E
(X)) is closed
under block cutdowns, if for a ∈ B, any of its block cutdowns belongs to B.
Remark 2.3. Note that the multiplication by Cb(X) commutes with the block cut-
downs, i.e., for any a ∈ B(ℓp
E
(X)) and f ∈ Cb(X), we have
fθ(e j) j∈J (a) = θ(e j) j∈J( f a) and θ(e j) j∈J(a) f = θ(e j) j∈J (a f ).
Also notice that ∥∥∥∑
j∈J
e jae j
∥∥∥ = sup
j∈J
‖e jae j‖.
2.3. ℓp-Roe-like algebras.
Definition 2.4. Let R ≥ 0, p ∈ {0} ∪ [1,∞] and a ∈ B(ℓp
E
(X)). Denote the support of
a function f ∈ Cb(X) by supp( f ). We say:
• ahaspropagation atmostR, if for any f , f ′ ∈ Cb(X)with d(supp( f ), supp( f ′)) >
R, then f a f ′ = 0.
• a has ε-propagation at most R for some ε > 0, if for any f , f ′ ∈ Cb(X)1 with
d(supp( f ), supp( f ′)) > R, then ‖ f a f ′‖ < ε.
• a is quasi-local, if for every ε > 0, it has finite ε-propagation.
Note that finite propagation operators are also called band operators in operator
theory literature including [21, 25]. We recall the following two basic examples of
operators with finite propagation:
Example 2.5. (1) Let f : X → B(E) be a bounded function. Then the operator
A ∈ B(ℓp
E
(X)) defined by (Aξ)(x) := f (x)(ξ(x)) for any ξ ∈ ℓp
E
(X) and x ∈ X,
has propagation 0, called a multiplication operator.
(2) LetD,Rbe subsets ofX, and t : D→ Rbe abijection such that supx∈D d(x, t(x))
is finite. Define an operator V by:
(Vξ)(x) =
{
ξ(t−1(x)), x ∈ R,
0, otherwise,
where ξ ∈ ℓp
E
(X) and x ∈ X. Then V is a finite propagation operator, called
a partial translation operator.
The above two classes of operators indeed generate the set of all finite propa-
gation operators as an algebra. More precisely, we have:
Lemma 2.6 (Lemma 2.4, [30]). Let A be an operator on ℓp
E
(X) with propagation at most
r, and N = supx∈X ♯B(x, r). Then there exist multiplication operators f1, . . . , fN with
‖ fk‖ ≤ supx,y ‖Axy‖, and partial translation operators V1, . . . ,VN of propagation at most
r such that:
A =
N∑
k=1
fkVk.
Now we introduce our main objects: ℓp-Roe-like algebras.
Definition 2.7. Let (X, d) be a metric space with bounded geometry and p ∈
{0}∪ [1,∞]. Suppose E is a Banach space and B is a Banach subalgebra inB(ℓp
E
(X))
such that Cb(X)BCb(X) = B and B is closed under block cutdowns. Define:
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(i) Roe(X,B) to be the norm-closure of all the operators in B with finite propa-
gation, which is called the ℓp-Roe-like algebra of X; and
(ii) K(X,B) to be the norm-closure of C0(X)BC0(X) in B(ℓ
p
E
(X)).
Recall that the ℓ2-Roe-like algebras were introduced by Tikuisis and the first
author [29] with an additional condition
(2.1) [C0(X),B] ⊆ K(X,B),
which is used in the proof of their main result. Subsequently, Li, Wang and the
second author [17] showed condition (2.1) is not necessary (for any p ∈ [1,∞)).
An obvious advantage without assuming the commutant condition in the setup
is to allowmore examples, especially in the case of p = 1 as shown in [20, Example
1.10] and Example 2.11 below as well. Furthermore, similar to the proof of [17,
Lemma 2.10], we have:
Lemma 2.8. For any p ∈ {0} ∪ [1,∞], K(X,B) is an ideal in Roe(X,B).
Before immersing into examples of ℓp-Roe-like algebras, let us recall the follow-
ing notion related to matrix algebras.
Definition 2.9 ([20]). Let (X, d) be a discrete metric space and p ∈ {0} ∪ [1,∞].
Denote
M
p
X := Cc(X)B(ℓp(X))Cc(X),
i.e., for any fixed point x0 ∈ X
M
p
X =
⋃
n∈N
M
p
Bn(x0)
where M
p
Bn(x0)
= B(ℓp(Bn(x0))) ⊆ B(ℓp(X)), which is the matrix algebra over the
finite set Bn(x0).
Phillips studied the relation between M
p
X and compact operators K(ℓ
p(X)) in
[20]. Following his arguments, we have:
Lemma 2.10. When p ∈ {0} ∪ (1,∞), M
p
X = K(ℓ
p(X)); when p ∈ {1,∞}, M
p
X ( K(ℓ
p(X))
in general.
Proof. The first statement follows directly from [20, Proposition 1.8]. For the
second: when p = ∞ and X is infinite, K(ℓ∞(X)) is uncountable while M
∞
X is
countable, henceM
∞
X ( K(ℓ
∞(X)). When p = 1, we follow [20, Example 1.10]: take
X =N and consider the operator T : ℓ1(N)→ ℓ1(N) defined by
T(ξ) :=
(∑
n∈N
ξ(n)
)
δ0,
where ξ ∈ ℓ1(N) and δ0 ∈ ℓ1(N) is the function taking value 1 at the original point,
and 0 elsewhere. Since T has rank 1, it belongs to K(ℓ1(N)). However, it is clear
that T <M
1
N. 
Now we provide several examples of ℓp-Roe-like algebras, which include ℓp-
uniform Roe algebras, band-dominated operator algebras and ℓp-Roe algebras;
see [17, 29] as well. Recall that (X, d) is a metric space with bounded geometry, E
is a Banach space and p ∈ {0} ∪ [1,∞].
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Example 2.11 (ℓp-Uniform Roe Algebra). Take E = C and B = B(ℓp(X)), which
is clearly closed under block cutdowns, and satisfies Cb(X)BCb(X) = B. In this
case, Roe(X,B) is called the ℓp-uniform Roe algebra of X, which is defined in [4] and
denoted by B
p
u(X), and K(X,B) = M
p
X introduced above.
From Lemma 2.10, we know that when p ∈ {0} ∪ (1,∞), M
p
X = K(ℓ
p(X)) and
condition (2.1) holds. However, when p ∈ {1,∞}, M
p
X ( K(ℓ
p(X)). Furthermore
when p = 1, the operator T constructed in the proof of Lemma 2.10 reveals that
condition (2.1) does not hold in general, since [δ0,T] < K(N,B(ℓ1(N))).
Example 2.12 (Band-Dominated Operator Algebra). Assume (X, d) is strongly
discrete, i.e., {d(x, y) : x, y ∈ X} is discrete. Take B = B(ℓp
E
(X)), which is clearly
closed under block cutdowns and satisfies Cb(X)BCb(X) = B. Elements in B can be
represented in the matrix form
b = (bx,y)x,y∈X ∈ B(ℓ
p
E
(X)), where bx,y ∈ B(E).
Therefore Roe(X,B) =Ap
E
(X), which is the band-dominated operator algebra (see
[30, 37]). And it is clear that K(X,B) = Kp
E
(X) defined thereby, which is the set of
all P-compact operators on ℓp
E
(X).
Example 2.13 (ℓp-Roe Algebra). Recall that an operator b in B(ℓp(X; ℓp(N))) 
B(ℓp(X×N)) is locally compact if for any f ∈ C0(X), f b and b f belong toK(ℓp(X×N)).
Now take E = ℓp(N) and B to be the set of all locally compact operators
in B(ℓp(X; ℓp(N))), which is clearly closed under block cutdowns and satisfies
Cb(X)BCb(X) = B. The corresponding ℓp-Roe-like algebra Roe(X,B) is called the ℓp-
Roe algebra of X, defined in [4] and denoted by Bp(X). It is, by definition, the norm
closure of all locally compact and finite propagation operators in B(ℓp(X; ℓp(N))).
When p ∈ {0} ∪ (1,∞), K(X,B) = K(ℓp(X ×N)), which does not hold generally
when p ∈ {1,∞}.
Note that the ℓ2-Roe algebra coincides with the classical Roe algebra.
2.4. Property A and partition of unity. Property A was first defined by Yu [36],
and since then it has been shown to be equivalent to a plethora of other properties
(including the metric sparsification property, and the operator norm localisation
property [2, 3, 26], cf. also Section 5). We shall use the formulation in terms
of existence of partitions of unity with small variation [33, Theorem 1.2.4]. For
p ∈ [1,∞), set q ∈ (1,∞] to be the conjugate exponent of p, i.e., 1/p + 1/q = 1.
First recall that for a metric space X, a cover U = {Ui}i∈I is uniformly bounded if
supi∈I diam(Ui) is finite; U has finite multiplicity if there exists some M such that
for each x ∈ X, at most M elements ofU contain x. For a function φ on X, set its
support to be the closure of {x : φ(x) , 0}, denoted by supp(φ).
Definition 2.14 (Definition 6.1, [30]). For p ∈ [1,∞), a metric p-partition of unity on
X is a collection {φi : X→ [0, 1]}i∈I of functions on X satisfying:
(1) The family {supp(φi)}i∈I is uniformly bounded and has finite multiplicity.
(2) For each x ∈ X,
∑
i∈I φi(x)
p = 1.
Let r, ε > 0. Ametric p-partition of unity {φi}i∈I has (r, ε)-variation if for any x, y ∈ X
with d(x, y) ≤ r, we have ∑
i∈I
|φi(x) − φi(y)|
p < εp.
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The space X has Property A if for any r, ε > 0, there exists a metric p-partition of
unity with (r, ǫ)-variation.
Note that the above definition assumes p ∈ [1,∞). For the case that p ∈ {0,∞},
we need a few more notions and a lemma from [37].
Definition 2.15 ([37]). Let {φi}i∈I be ametric 1-partition of unity onX. A dual family
of {φi}i∈I is defined to be a collection {ψi : X→ [0, 1]}i∈I satisfying ψi|supp(φi) ≡ 1 and
there exists some R > 0 such that supp(ψi) ⊆ NR(supp(φi)) for any i ∈ I. A dual
family {ψi}i∈I is L-Lipschitz, if each ψi is L-Lipschitz.
Clearly for any L > 0, L-Lipschitz dual family always exists. Furthermore, any
dual family has finite multiplicity since X has bounded geometry.
The following technical lemma is taken from [37], using partition of unity and
the associated dual family to construct operators via blocks. To simplify the
statement, we declare that a metric p-partition of unity always means a metric
1-partition of unity when p ∈ {0, 1,∞}.
Lemma 2.16 ([37]). For p ∈ {0} ∪ [1,∞], let {φi}i∈I be a metric p-partition of unity on
X, and let {ψi}i∈I be a dual family of {φi}i∈I if p ∈ {0, 1,∞}. Given a collection of bounded
linear operators {bi}i∈I on ℓ
p
E
(X) such that M := supi ‖bi‖ is finite.
(1) When p < ∞, consider the following:
(a)
∑
i∈I φ
p/q
i
biφi if p ∈ (1,∞);
(b)
∑
i∈I φibiψi if p = 0;
(c)
∑
i∈I ψibiφi if p = 1.
Each of them converges strongly to a finite propagation operator with norm at
most M on ℓp
E
(X).
(2) When p = ∞, consider
∑
i∈I φibiψi. It converges point-wise strongly to a finite
propagation operator with norm at most M on ℓ∞
E
(X).
3. The main theorem
To state our main result, we need to recall two extra notions:
Definition 3.1 (Definition 2.6, [29]). Let (X, d) be a metric space. A bounded
sequence ( fn)n∈N in Cb(X) is called very Lipschitz, if for every L > 0, there exists
n0 ∈ N such that fn is L-Lipschitz for any n ≥ n0. Let VL(X) denote the set of all
very Lipschitz bounded sequences from Cb(X). Define
VL∞(X) := VL(X)
/{
( fn)n∈N ∈ VL(X) : lim
n→∞
‖ fn‖ = 0
}
.
Definition 3.2 ([24]). Let (X, d) be a proper metric space. A function g ∈ Cb(X)
is called a Higson function (also called a slowly oscillating function), if for every
R > 0, ε > 0, there exists a compact set A ⊆ X such that for any x, y ∈ X\A with
d(x, y) < R, then |g(x) − g(y)| < ε. The set of all Higson functions on X is denoted
by Ch(X).
In the following, both VL∞(X) and B ⊆ B(ℓ
p
E
(X)) are regarded as Banach subal-
gebras of B(ℓp
E
(X))∞. We consider the relative commutant:
B ∩VL∞(X)
′.
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It is clear that any operator in B(ℓp
E
(X)) with finite propagation commutes with
VL∞(X). Hence by taking limits it follows that
(3.1) Roe(X,B) ⊆ B ∩ VL∞(X)
′.
The converse inclusion is also true provided the space has Property A, which is
included in our main theorem as follows:
Theorem 3.3. Let (X, d) be a metric space with bounded geometry, and p ∈ {0} ∪
[1,∞]. Suppose E is a Banach space and B ⊆ B(ℓp
E
(X)) is a Banach subalgebra such that
Cb(X)BCb(X) = B and closed under block cutdowns. For b ∈ B, consider the following
conditions:
(i). [b, f ] = 0 for all f ∈ VL∞(X);
(ii). b is quasi-local;
(iii). [b, g] ∈ K(X,B) for any g ∈ Ch(X);
(iv). b ∈ Roe(X,B).
Then we have:
(1) when p ∈ {0, 1,∞}, (i) ∼ (iv) are equivalent;
(2) when p ∈ (1,∞), (i) ∼ (iii) are equivalent, and they are also equivalent to (iv)
provided X has Property A.
We state the result in this form to keep in line with [17, 29]. Let us recall that [29]
proved the above result for p = 2 and proper Xwith straight finite decomposition
complexity, under the extra assumption (2.1) for Roe-like algebras. Subsequently,
Li, Wang and the second author showed that (2.1) is not needed and proved the
result for arbitrary p ∈ [1,∞), under the same assumption on the space X. The
Theorem above uses only a weaker assumption, namely Property A for p ∈ [1,∞),
and no assumption on X in case p ∈ {0, 1,∞}.
The equivalence that “(i)⇔(ii)⇔(iii)” for p ∈ {0} ∪ [1,∞), and the direction that
“(i)⇔ (ii)⇒ (iii)” for p = ∞ can be proved by similar arguments as those in [29]
for p = 2 and in [17] for p ∈ [1,∞), hence omitted here. While special care needs
to be taken for “(iii) ⇒ (i)” due to the fact that finitely supported vectors are no
longer dense in ℓ∞E (X), which inevitably causes the problem that the norm of a
general operator on ℓ∞E (X) might not be approximated by those of the restrictions
on finite blocks. To overcome this problem, we provide the following auxiliary
lemma. The proof is straightforward, hence omitted.
Lemma 3.4. Let p = ∞ and X,E,B be as in Theorem 3.3, and b ∈ B(ℓ∞E (X)) satisfy
condition (iii) therein. Denote the set of all the finite subsets in X by F . Then for any
F0 ∈ F , we have
lim
F∈F
‖PF0b(Id − PF)‖ = 0 and lim
F∈F
‖(Id − PF)bPF0‖ = 0.
In particular, we have
‖b‖ = sup
F∈F
‖PFbPF‖.
Having observed the above lemma, now we can apply similar arguments as
those in [17] to prove “(iii)⇒ (i)” for p = ∞. And as we pointed out before, “(iv)
⇒ (i)” holds trivially for all p ∈ {0} ∪ [1,∞], hence we may only focus on “(i) ⇒
(iv)”.
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Before stepping into the detailed proof of “(i) ⇒ (iv)”, we would like to sub-
stitute condition (i) with a more practical one. First let us recall the following
notation: for any p ∈ {0} ∪ [1,∞] and L, ε > 0, define
Commut(L, ε) =
{
a ∈ B(ℓp
E
(X)) : ‖[a, f ]‖ < ε, for any L-Lipschitz f ∈ Cb(X)1
}
.
As shown in [29], we have the following lemma:
Lemma 3.5. Let b ∈ B(ℓp
E
(X)) and ε > 0. Then ‖[b, f ]‖ < ε for every f ∈ VL∞(X)1 if
and only if there exists some L > 0 such that b ∈ Commut(L, ε). Therefore, condition (i)
in Theorem 3.3 can be replaced by the following: For any ε > 0, there exists some L > 0
such that b ∈ Commut(L, ε).
Proof. Sufficiency is clear from the definition of VL∞(X), so we only focus on
necessity. Assume the contrary that for each n, there exists a 1
n
-Lipschitz fn
in Cb(X)1 such that ‖[b, fn]‖ ≥ ε. Then clearly ( fn)n∈N belongs to VL∞(X)1 and
limn→∞ ‖[a, fn]‖ ≥ ε, which contradicts with the hypothesis. 
In the rest of the paper, we prove (i) implies (iv) in Theorem 3.3 (with the
condition from Lemma 3.5 in place of (i)), and the proof is divided into two cases:
p ∈ {0, 1,∞} and p ∈ (1,∞). The cases share the general scheme (approximate a
given quasi-local operator by a finite propagation one of the form from Lemma
2.16). However, most of the work is concentrated on proving that these are close
to the original operator in norm— and for this the techniques in the two cases are
rather different.
4. Proof for p ∈ {0, 1,∞}
In this section, we prove part (1) of Theorem 3.3, (i) =⇒ (iv). Notice that
Property A is not required here. We start with the following estimates on norms
of commutant operators.
Lemma 4.1. For p ∈ {0, 1,∞}, let b ∈ B(ℓp
E
(X)) with ‖b‖ = M and b ∈ Commut(L, ε)
for some L, ε > 0. Let {φi}i∈I be a metric 1-partition of unity on X, and {ψi}i∈I be an
L-Lipschitz dual family of {φi}i∈I. Then:
(1) when p = 0, the series
∑
i∈I φi[ψi, b] converges strongly to an operator on ℓ
0
E
(X)
with norm at most ε;
(2) when p = 1, the series
∑
i∈I[ψi, b]φi converges strongly to an operator on ℓ
1
E(X)
with norm at most ε;
(3) when p = ∞, the series
∑
i∈I φi[ψi, b] converges point-wise strongly to an operator
on ℓ∞
E
(X) with norm at most ε.
Proof. (1) When p = 0: first note that∑
i∈I
φi[ψi, b] =
∑
i∈I
φiψib −
∑
i∈I
φibψi =
∑
i∈I
φib −
∑
i∈I
φibψi.
By Lemma 2.16(1)(b) and the fact that
∑
i∈I φi converges strongly to the identity
operator on ℓ0
E
(X), we have that
∑
i∈I φi[ψi, b] converges strongly as well. Further-
more, for any vector v ∈ ℓ0
E
(X) and x ∈ X, we have
(4.1)
∥∥∥(∑
i∈I
φi[ψi, b]v
)
(x)
∥∥∥
E
=
∥∥∥∑
i∈I
φi(x)
(
[ψi, b]v
)
(x)
∥∥∥
E
≤
∑
i∈I
φi(x) ·
∥∥∥[ψi, b]v∥∥∥∞.
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Note that each ψi is L-Lipschitz and b ∈ Commut(L, ε), hence ‖[ψi, b]‖ < ε for i ∈ I.
Therefore, we have
(4.2)
∥∥∥∑
i∈I
φi[ψi, b]v
∥∥∥
∞
≤
∑
i∈I
φi(x)ε‖v‖∞ = ε‖v‖∞.
(2) When p = 1: notice that∑
i∈I
[ψi, b]φi =
∑
i∈I
ψibφi −
∑
i∈I
bψiφi =
∑
i∈I
ψibφi −
∑
i∈I
bφi.
By Lemma 2.16(1)(c) and the fact that
∑
i∈I φi converges strongly to the identity
operator on ℓ1E(X), we have that
∑
i∈I[ψi, b]φi converges strongly as well. Further-
more, for any vector v ∈ ℓ1E(X) and unit vector w in ℓ
∞
E∗(X)  ℓ
1
E(X)
∗, we have∣∣∣〈∑
i∈I
[ψi, b]φiv,w
〉∣∣∣ ≤∑
i∈I
∣∣∣〈φiv, [ψi, b]∗w〉∣∣∣ ≤∑
i∈I
‖φiv‖1 · ‖[ψi, b]
∗‖.
Note that each ψi is L-Lipschitz and b ∈ Commut(L, ε), hence we have ‖[ψi, b]∗‖ =
‖[ψi, b]‖ < ε. On the other hand, notice that∑
i∈I
‖φiv‖1 =
∑
i∈I
∑
x∈X
φi(x)‖v(x)‖E =
∑
x∈X
(∑
i∈I
φi(x)
)
‖v(x)‖E =
∑
x∈X
‖v(x)‖E = ‖v‖1.
Therefore, ∥∥∥∑
i∈I
[ψi, b]φiv
∥∥∥
∞
≤
∑
i∈I
‖φiv‖1 · ε = ε‖v‖1.
(3) When p = ∞: again we have∑
i∈I
φi[ψi, b] =
∑
i∈I
φiψib −
∑
i∈I
φibψi =
∑
i∈I
φib −
∑
i∈I
φibψi.
By Lemma 2.16(2) and the fact that
∑
i∈I φib converges point-wise strongly to b
in B(ℓ∞E (X)), we know that
∑
i∈I φi[ψi, b] converges point-wise strongly as well.
Furthermore, (4.1) and (4.2) still hold, so we finish the proof. 
The following lemma is well-known to coarse geometers (see e.g. [22, Lemma
(7.1)]). While for completeness, we provide a proof as well.
Lemma4.2. Let (X, d) be ametric spacewith bounded geometry, and {Ui}i∈I be a uniformly
bounded family of subsets in X with finite multiplicity. Then there exists a natural
number N and a decomposition I =
⊔N
k=1 Ik, such that elements in each subfamily {Ui}i∈Ik
are mutually disjoint for k = 1, . . . ,N.
Proof. We construct a graph Gwhose vertex setV is {Ui}i∈I, and two verticesUi,U j
are connected by an edge if and only ifUi∩U j , ∅ and i , j. Since X has bounded
geometry and the family {Ui}i∈I is uniformly bounded and has finite multiplicity,
the graph G has finite valency N for some N ∈ N. Clearly, it suffices to divide V
into finitely many subsets such that any two vertices from the same one are not
connected by an edge.
To do so, first claim that there exists a subset V′ ⊆ V such that vertices in V′
are not connected with each other, and after deleting V′ as well as any edge with
at least one endpoint in V′, the remained graph G′ has valency at most N − 1. In
fact, V′ can be chosen as follows: take a vertex v with valency N and put it into
V′, then delete all the edges connecting v as well as v itself from G and consider
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the remained graph. It is clear that any vertex with valency N in this new graph
are not connected with v in G. Repeat this procedure and by Zorn’s lemma, we
end up with a required V′. So the claim is proved.
Nowwe do the same procedure to the new graphG′with valency at mostN−1,
and step by step, we end up with a decomposition of V into at most N subsets
satisfying the requirement. Hence we finish the proof. 
Proof of Theorem 3.3 (1), “(i)⇒ (iv)”. By Lemma 3.5, we may suppose that b ∈ B ⊆
B(ℓp
E
(X)) satisfies the condition: for any ε > 0, there exists some L > 0, such that
b ∈ Commut(L, ε). Now fix an ε > 0, and let L be as in the condition. Take an
arbitrary family of metric 1-partition of unity {φi}i∈I. Such a family always exists:
for example, take an arbitrary disjoint bounded cover {Ui}i∈I of X, and take φi to
be the characteristic function of Ui. We also take an L-Lipschitz dual family {ψi}i∈I
of {φi}i∈I. Now define:
bε =
{ ∑
i∈I φibψi, when p = 0 or∞,∑
i∈I ψibφi, when p = 1.
By Lemma 2.16, each of the series above converge strongly or point-wise strongly,
and bε is a finite propagation operator in B(ℓ
p
E
(X)).
Applying Lemma 4.2 to the cover {supp(ψi)}i∈I provides a natural number N
and a decomposition I =
⊔N
k=1 Ik satisfying the requirement thereby. Hence for
each k = 1, . . . ,N,
∑
i∈Ik
ψibψi ∈ B since B is closed under block cutdown. Consider
the function φ(k) :=
∑
i∈Ik
φi which belongs to Cb(X), and we have that∑
i∈Ik
φibψi = φ
(k)
∑
i∈Ik
ψibψi
belongs to B since Cb(X)BCb(X) = B. Therefore,
∑
i∈I
φibψi =
N∑
k=1
(∑
i∈Ik
φibψi
)
belongs to B as well. Similarly, we have
∑
i∈I ψibφi ∈ B. Therefore, we obtain that
bε ∈ B for p ∈ {0, 1,∞}.
Finally, notice that
b − bε =
{ ∑
i∈I φiψib −
∑
i∈I φibψi =
∑
i∈I φi[ψi, b], when p = 0 or∞,∑
i∈I bψiφi −
∑
i∈I ψibφi =
∑
i∈I[b, ψi]φi, when p = 1.
Hence according to Lemma 4.1, ‖b − bε‖ ≤ ε, which implies that b ∈ Roe(X,B). 
5. Proof for p ∈ (1,∞)
This section contains the proof of part (2) in Theorem 3.3, (i) =⇒ (iv). Property
A will appear here in two ways: To ensure the existence of metric partitions of
unity with small variation, and as the metric sparsification property introduced
in [3]. For the equivalence of the two formulations, see [26]. Note that we only
use the fact that Property A implies the metric sparsification property, which was
done in an elementary way in [2].
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Definition 5.1. Let (X, d) be a metric space. Then X has the metric sparsification
property, if for any c ∈ (0, 1], there exists a non-decreasing function f : N → N
such that for any m ∈ N and any finite positive Borel measure µ on X, there is a
Borel subset Ω =
⊔
i∈IΩi of X such that
• d(Ωi,Ω j) ≥ m, whenever i , j;
• diam(Ωi) ≤ f (m) for every i ∈ I;
• µ(Ω) ≥ cµ(X).
The following lemma is a key ingredient, which can be regarded as a commutant
version of the operator norm localisation property (see Definition 6.1 below).
Lemma 5.2. Assume that X has the metric sparsification property, and p ∈ (1,∞).
Then for any ε > 0, L > 0 and M > 0, there exists s > 0 such that for any operator
b ∈ B(ℓp
E
(X)) with ‖b‖ ≤ M and b ∈ Commut(L, ε), there exists a unit vector v ∈ ℓp
E
(X)
with diam(suppv) ≤ s, and satisfying:
‖bv‖ ≥ ‖b‖ − 6ε.
Theproof is inspired by [3, Proposition 4.1] togetherwith the following technical
result introduced first [29] in the case of p = 2 and later generalised [17] to
p ∈ [1,∞), which plays an key role here. Briefly speaking, it provides an approach
to decompose operators into blocks.
Proposition 5.3 ([17, 29]). For p ∈ [1,∞), let a be an operator on ℓp
E
(X) and a ∈
Commut(L, ε) for some L, ε > 0. Let (ei)i∈I be a family of positive contractions in Cb(X)
with 2/L-disjoint supports, and define e :=
∑
i∈I ei. Then we have∥∥∥eae −∑
i∈I
eiaei
∥∥∥ ≤ ε.
Proof of Lemma 5.2. Let us fix ε, L,M > 0, and the proof is divided into two steps.
Step I. Suppose a vector v ∈ ℓp
E
(X) has the form v =
∑
i∈I vi with
d(supp(vi), supp(v j)) >
4
L
.
The aim of this step is to prove the inequality (5.5) below.
For each i ∈ I, set Yi := supp(vi) and take a positive L-Lipschitz contraction
fi ∈ Cb(X) with fi|Yi = 1 and supp( fi) ⊆ N1/L(Yi). Hence, the family {supp( fi) : i ∈ I}
is 2/L-disjoint. Taking f =
∑
i∈I fi ∈ Cb(X)1, then f is L-Lipschitz and f v = v. Since
b ∈ Commut(L, ε) and 1 − f is L-Lipschitz, we have
(5.1) ‖bv‖ ≤ ‖ f bv‖ + ‖[1 − f , b]v‖ + ‖b(1 − f )v‖ ≤ ‖ f bv‖ + ε‖v‖.
Applying Proposition 5.3 to { fi}i∈I and the operator b, we have ‖ f b f −
∑
i∈I fib fi‖ ≤ ε,
which implies that
(5.2) ‖ f bv‖ = ‖ f b f v‖ ≤
∥∥∥∑
i∈I
fib fiv
∥∥∥ + ε‖v‖ = ∥∥∥∑
i∈I
fibvi
∥∥∥ + ε‖v‖.
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Using the triangle inequality (in the space ℓp(I, ℓp
E
(X))), and the fact that { fi}i∈I have
mutually disjoint supports, we have∥∥∥∑
i∈I
fibvi
∥∥∥ = (∑
i∈I
‖ fibvi‖
p
) 1
p
=
(∑
i∈I
‖bvi − (1 − fi)bvi‖
p
) 1
p
≤
(∑
i∈I
‖bvi‖
p
) 1
p
+
(∑
i∈I
‖(1 − fi)bvi‖
p
) 1
p
≤
(∑
i∈I
‖bvi‖
p
) 1
p
+
(∑
i∈I
εp‖vi‖
p
) 1
p
=
(∑
i∈I
‖bvi‖
p
) 1
p
+ ε‖v‖,(5.3)
where ‖[1 − fi, b]‖ < ε is used in the third line. Combining (5.1)∼(5.3), we have
(5.4) (‖bv‖ − 3ε‖v‖)p ≤
∑
i∈I
‖bvi‖
p.
Now we claim:
(5.5)
‖bv‖
‖v‖
≤ sup
i∈I
‖bvi‖
‖vi‖
+ 3ε.
If it were not true, then for any i ∈ I:
(‖bv‖ − 3ε‖v‖)p
‖v‖p
>
‖bvi‖
p
‖vi‖p
.
Combining with (5.4), we have
(‖bv‖ − 3ε‖v‖)p ≤
∑
i∈I
‖bvi‖
p <
∑
i∈I
(‖bv‖ − 3ε‖v‖)p‖vi‖p
‖v‖p
= (‖bv‖ − 3ε‖v‖)p,
which is a contradiction.
Step II. Since X has the metric sparsification property, for any c ∈ (0, 1), there
exists a function f : N → N such that for any finite positive Borel measure µ
on X, there exists a decomposition Ω =
⊔
i∈IΩi ⊆ X, satisfying: d(Ωi,Ω j) > 4/L
for any i , j, diam(Ωi) ≤ f (4/L), and µ(Ω) ≥ cµ(X). For any w ∈ ℓ
p
E
(X) \ {0}, we
define a measure µ on X by µ({x}) = ‖w(x)‖p, and letΩ =
⊔
i∈IΩi be the associated
decomposition satisfying the above conditions. Then we have
‖bw − bPΩw‖
p ≤ ‖b‖p · ‖w − PΩw‖
p
= ‖b‖pµ(X \Ω) ≤Mp(1 − c)‖w‖p,
which implies that
(5.6) ‖bPΩw‖ ≥ ‖bw‖ −M(1 − c)
1
p ‖w‖.
Note that PΩw =
∑
i∈I PΩiw has the form in Step I. Hence by (5.5) and (5.6), we
have:
sup
i∈I
‖bPΩiw‖
‖PΩiw‖
+ 3ε ≥
‖bPΩw‖
‖PΩw‖
≥
‖bw‖ −M(1 − c)
1
p ‖w‖
‖w‖
=
‖bw‖
‖w‖
−M(1 − c)
1
p .
Now take a vector w ∈ ℓp
E
(X) \ {0} such that ‖bw‖
‖w‖
≥ ‖b‖ − ε, then we have
(5.7) sup
i∈I
‖bPΩiw‖
‖PΩiw‖
≥ ‖b‖ − 4ε −M(1 − c)
1
p .
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Finally, notice that limc→1M(1 − c)
1
p = 0, we may take c ∈ (0, 1) at the beginning of
Step II satisfyingM(1− c)
1
p < ε, and let f be the associated function thereby. Then
there exists some i ∈ I, such that
‖bPΩiw‖
‖PΩiw‖
≥ ‖b‖ − 6ε,
with diam(supp(PΩiw)) ≤ f (4/L). Setting s := f (4/L) and v =
PΩiw
‖PΩiw‖
, we finish the
proof. 
To prove the main theorem, we would like to approximate an operator b ∈
B(ℓp
E
(X)) by block diagonal operators in the form of
∑
i∈I φ
p/q
i
bφi coming from
Lemma2.16(1)(a), where {φi}i∈I is ametric p-partition of unity and q is the conjugate
exponent of p. To estimate their difference, we calculate as follows:
(5.8)
∑
i∈I
φp/q
i
bφi − b =
∑
i∈I
φp/q
i
bφi −
∑
i∈I
φp/q+1
i
b =
∑
i∈I
φp/q
i
[b, φi],
which converges strongly as well. Furthermore, we have the following uniform
control:
Lemma 5.4. Let b ∈ Commut(L, ε) for some L, ε > 0 and p ∈ (1,∞). Then for any
metric p-partition of unity {φi}i∈I, the operator
∑
i∈I φ
p/q
i
[b, φi] belongs toCommut(L, 2ε).
Proof. For any L-Lipschitz contraction f ∈ Cb(X), (5.8) implies that[∑
i∈I
φp/q
i
[b, φi], f
]
=
[∑
i∈I
φp/q
i
bφi, f
]
− [b, f ] =
∑
i∈I
φp/q
i
[b, f ]φi − [b, f ].
Since b ∈ Commut(L, ε), then ‖[b, f ]‖ < ε. Hence by Lemma 2.16(1)(a), we have∥∥∥∑
i∈I
φp/q
i
[b, f ]φi
∥∥∥ < ε
Therefore,∥∥∥[∑
i∈I
φp/q
i
[b, φi], f
]∥∥∥ < ∥∥∥∑
i∈I
φp/q
i
[b, f ]φi
∥∥∥ + ‖[b, f ]‖ < ε + ε = 2ε,
which finishes the proof. 
Proof of Theorem 3.3 (2), (i) =⇒ (iv). Fixing an operator b ∈ B satisfying condition
(i) and ε > 0, we aim to ε-approximate b by an operator in B with finite propaga-
tion.
Setting M = ‖b‖, there exists L > 0 such that b ∈ Commut(L, ε
max{4M,24}) by
Lemma 3.5. Applying Lemma 5.2 to ε/12, L, 2M, we obtain an s > 0 such that for
any operator a ∈ B(ℓp
E
(X)) with ‖a‖ ≤ 2M and a ∈ Commut(L, ε/12), there exists a
unit vector v ∈ ℓp
E
(X) with diam(suppv) ≤ s, and satisfying ‖av‖ ≥ ‖a‖ − ε/2. Since
X has bounded geometry, the number K := supz∈X ♯B(z, s +
1
L
) is finite.
Now wemay take a metric p-partition of unity {φi}i∈I with (s+ 2L ,
ε
4MK
)-variation
since X has Property A, and consider the series
b′ :=
∑
i∈I
φp/q
i
bφi.
16 JA´N SˇPAKULA AND JIAWEN ZHANG
By Lemma 2.16(1)(a), it converges strongly in B(ℓp
E
(X)) with ‖b′‖ ≤ ‖b‖ ≤ M and
b′ has finite propagation. Hence the operator a := b′ − b has norm at most 2M,
and a =
∑
i∈I φ
p/q
i
[b, φi] by (5.8). Furthermore by Lemma 5.4, a ∈ Commut(L, ε/12).
Hence there exists a unit vector v ∈ ℓp
E
(X) with diam(suppv) ≤ s and satisfying
(5.9) ‖av‖ ≥ ‖a‖ − ε/2.
Take F := supp(v), we have:
(5.10) ‖av‖ ≤ ‖χN1/L(F)av‖ + ‖χN1/L(F)caχFv‖ ≤ ‖χN1/L(F)aχFv‖ + ε/12.
Now for any x ∈ N1/L(F), we calculate:
‖(av)(x)‖ =
∥∥∥∑
y∈F
axyv(y)
∥∥∥ = ∥∥∥∑
y∈F
∑
i∈I
φp/q
i
(x)([b, φi])xyv(y)
∥∥∥
=
∥∥∥∑
y∈F
∑
i∈I
φp/q
i
(x)bxy(φi(y) − φi(x))v(y)
∥∥∥.(5.11)
For each y ∈ F, we calculate (using the Ho¨lder inequality on the second line):∥∥∥∑
i∈I
φp/q
i
(x)bxy(φi(y) − φi(x))
∥∥∥ ≤ M∑
i∈I
φp/q
i
(x)|φi(y) − φi(x)|
≤ M
(∑
i∈I
φp
i
(x)
)1/q
·
(∑
i∈I
|φi(y) − φi(x)|
p
)1/p
≤ M ·
ε
4MK
=
ε
4K
(5.12)
since d(x, y) ≤ s + 2
L
, and {φi}i∈I has (s + 2L ,
ε
4MK
)-variation. Combining (5.11) with
(5.12), we have (again using the Ho¨lder inequality on the second line)
‖(aχFv)(x)‖ ≤
∑
y∈F
∥∥∥∑
i∈I
φp/q
i
(x)bxy(φi(x) − φi(y))
∥∥∥ · ‖v(y)‖
≤
ε
4K
∑
y∈F
‖v(y)‖ ≤
ε
4K
(♯F)1/q ·
(∑
y∈F
‖v(y)‖p
)1/p
≤
εK1/q
4K
‖v‖ =
εK1/q
4K
.
Combining with (5.10), we have
‖av‖ ≤ ‖χN1/L(F)aχFv‖ +
ε
12
=
( ∑
x∈N1/L(F)
‖(aχFv)(x)‖
p
)1/p
+
ε
12
≤
εK1/q
4K
· K1/p +
ε
12
<
ε
2
.
Therefore, from (5.9), we obtain that
‖a‖ ≤ ‖av‖ +
ε
2
<
ε
2
+
ε
2
= ε.
Finally, we prove that b′ ∈ B. Applying Lemma 4.2 to the cover {supp(φi)}i∈I
provides a natural number N and a decomposition I =
⊔N
k=1 Ik satisfying the re-
quirement thereby. Hence for each k = 1, . . . ,N,
∑
i∈Ik
φibφi and
∑
i∈Ik
φp/q
i
bφp/q
i
be-
long to B since it is closed under block cutdown. Therefore if p = 2:
∑
i∈Ik
φp/q
i
bφi =∑
i∈Ik
φibφi ∈ B. If p ∈ (1, 2): consider the function φ(k) :=
∑
i∈Ik
φ1−p/q
i
∈ Cb(X), and
we have that
∑
i∈Ik
φp/q
i
bφi =
(∑
i∈Ik
φp/q
i
bφp/q
i
)
φ(k) belongs to B since Cb(X)BCb(X) =
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B. If p ∈ (2,∞): consider the function φ(k) :=
∑
i∈Ik
φp/q−1
i
∈ Cb(X), and we have that∑
i∈Ik
φp/q
i
bφi = φ(k)
(∑
i∈Ik
φibφi
)
belongs to B as well. Therefore,
b′ =
∑
i∈I
φp/q
i
bφi =
N∑
k=1
(∑
i∈Ik
φp/q
i
bφi
)
belongs to B in all cases. So we finish the whole proof. 
6. Applications and Questions
6.1. A characterisation of Property A. The aim of this subsection is to prove that
the conclusion of Lemma 5.2 for p = 2 and E = C is actually equivalent to the
operator norm localisation property, introduced by Chen, Tessera, Wang and Yu
[3]. Therefore, it provides an alternative approach to characterise Property A by
a result of Sako [26].
We recall a simplified version of the original definition for the operator norm
localisation property; their equivalence is proved in [26, Proposition 3.1].
Definition 6.1. Let X be a metric space with bounded geometry. We say X has
the operator norm localisation property, if for any c ∈ (0, 1) and R > 0, there exists
S > 0 such that for any a ∈ B(ℓ2(X)) with propagation at most R and norm 1, there
exists a unit vector v ∈ ℓ2(X) satisfying diam(supp(v)) ≤ S and ‖av‖ ≥ c.
Now we need the following auxiliary lemma.
Lemma 6.2. For any ε > 0 and R > 0, there exists a constant L > 0, such that
for any operator a in B(ℓ2(X)) with propagation at most R and norm 1, we have a ∈
Commut(L, ε).
Proof. For a ∈ B(ℓ2(X)) with propagation at most R, take N := supx∈X ♯B(x,R). By
Lemma 2.6, there existmultiplication operators f1, . . . , fN with ‖ fk‖ ≤ 1, and partial
translation operators V1, . . . ,VN of propagation at most R such that a =
∑N
k=1 fkVk.
Denote by tk : Dk → Rk the partial translation corresponding to Vk for each k.
Taking L = ε
NR
and for any L-Lipschitz contraction f ∈ Cb(X), we have
[a, f ] =
N∑
k=1
fk[Vk, f ].
For each k = 1, . . . ,N, v ∈ ℓ2(X) and x ∈ X, we calculate:
(6.1)
(
[ f ,Vk]v
)
(x) =

(
f (x) − f (t−1
k
(x))
)
v(t−1
k
(x)), x ∈ Rk;
0, otherwise.
Hence,
‖[ f ,Vk]v‖ =
(∑
x∈Rk
‖( f (x) − f (t−1k (x))v(t
−1
k (x))‖
2
)1/2
≤
ε
N
‖v‖,
since f is ε
NR
-Lipschitz and d(x, t−1
k
(x)) ≤ R. Therefore,
‖[a, f ]‖ ≤
N∑
k=1
‖[Vk, f ]‖ ≤ N ·
ε
N
= ε,
which implies that a ∈ Commut(L, ε). We finish the proof. 
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Now we present and prove the following characterisation for Property A.
Proposition 6.3. Let (X, d) be a metric space with bounded geometry. The following are
equivalent:
(1) X has Property A;
(2) X has the metric sparsification property;
(3) For any ε > 0, L > 0 and M > 0, there exists s > 0, such that for any operator
b ∈ B(ℓ2(X)) with ‖b‖ ≤ M and b ∈ Commut(L, ε
6
), there exists a unit vector
v ∈ ℓ2(X) with diam(suppv) ≤ s, and satisfying ‖bv‖ ≥ ‖b‖ − ε.
(4) For any c ∈ (0, 1), L > 0, there exists s > 0, such that for any operator b ∈ B(ℓ2(X))
with ‖b‖ = 1 and b ∈ Commut(L, 1−c
6
), there exists a unit vector v ∈ ℓ2(X) with
diam(suppv) ≤ s, and satisfying ‖bv‖ ≥ c.
(5) X has the operator norm localisation property.
Proof. “(1) ⇒ (2)” follows from [2, Proposition 3.2 and 3.8]. “(2) ⇒ (3)” follows
from Lemma 5.2 in the case of p = 2 and E = C. Let us start with “(3)⇒ (4)”. Fix
c ∈ (0, 1) and L > 0. Taking ε = 1− c > 0 andM = 1, there exists s > 0 satisfying the
property in condition (3). Hence for any b ∈ Commut(L, 1−c
6
) = Commut(L, ε
6
) with
norm 1, there exists a unit vector v ∈ ℓ2(X) with diam(suppv) ≤ s and satisfying
‖bv‖ ≥ 1 − ε = 1 − (1 − c) = c.
Now we prove “(4) ⇒ (5)”. Given c ∈ (0, 1) and R > 0, applying Lemma 6.2
to ε = 1−c
6
and R produces a constant L > 0 such that for any b ∈ B(ℓ2(X)) with
propagation at most R and norm 1, b ∈ Commut(L, 1−c
6
). Applying condition (4)
to the above c and L, we obtain a constant s such that for the above b, there exists
a unit vector v ∈ ℓ2(X) with diam(suppv) ≤ s and satisfying ‖bv‖ ≥ c. Hence X has
operator norm localisation property.
Finally, “(5)⇒ (1)” is proved in [26, Theorem 4.1]. 
6.2. Inverses in ℓp-Roe-like algebras. Recall that unital C∗-algebras are always
closedunder taking inverses. More precisely, for any twounitalC∗-algebrasA ⊆ B,
if an element a ∈ A is invertible in B, then a−1 ∈ A. This does not hold generally
for Banach algebras: The classical example is the disk algebra A(D) (of those
analytic functions on the open unit diskD ⊂ Cwhich extend continuously to the
boundary circle S1, equipped with the sup-norm) considered as a subalgebra of
C(S1). The identity function z 7→ z is invertible in C(S1), but the inverse does not
belong to A(D).
Considering an ℓp-Roe-like algebra as a subalgebra of the appropriateB(ℓp
E
(X)),
one may ask whether the above property holds. The motivation to study this
problem has its roots in the limit operator theory (see [21] for the case of ZN),
where this property plays an important role to study the Fredholmness of certain
operators.
Using Theorem 3.3, we can give an affirmative answer to the above question
under some natural assumptions. More generally, we have the following result.
The proof is similar to that of Theorem 5.1, “(i)⇔ (ii)” in [37].
Proposition 6.4. Let X be a metric space with bounded geometry, and p ∈ {0} ∪ [1,∞].
If p ∈ (1,∞), assume in addition that X has Property A. Let E be a Banach space and
B ⊆ B(ℓp
E
(X)) aBanach subalgebra such that Cb(X)BCb(X) = B andB is closed under block
cutdowns. Let a ∈ Roe(X,B). Then for any b ∈ B such that Id − ab, Id − ba ∈ K(X,B),
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we have b ∈ Roe(X,B). In particular, if B is closed under taking inverses, then so is
Roe(X,B).
Proof. By Theorem 3.3 “(iv) ⇒ (i)”, [a, f ] = 0 for all f ∈ VL∞(X). Hence from
Lemma 3.5, for any ǫ > 0, there exists some L1 > 0 such that ‖[a, f ]‖ < ǫ/(3‖b‖2) for
any L1-Lipschitz function f ∈ Cb(X)1. On the other hand, since K1 := Id − ab and
K2 := Id − ba are inK(X,B), there exists some finite subset F0 ⊆ X such that
(6.2) ‖(Id − PF0)K1‖ <
ǫ
12‖b‖
and ‖K2(Id − PF0)‖ <
ǫ
12‖b‖
.
Choose apointx0 ∈ F0, and takeL2 = ǫ/[6diamF0·‖b‖·(‖K1‖+‖K2‖)], L := min{L1, L2}.
For any L-Lipschitz function f ∈ Cb(X)1, we take f˜ = f − f (x0). Then
(6.3) [ f , b] = [ f˜ , b] = (ba + K2) f˜ b − b f˜ (ab + K1) = b[a, f ]b − b f˜K1 + K2 f˜ b.
For the above F0 ⊆ X, we have
(6.4) b f˜K1 = b f˜ (Id − PF0)K1 + bPF0 f˜ K1, and K2 f˜ b = K2(Id − PF0) f˜ b + K2PF0 f˜ b.
By (6.2), we obtain
(6.5) ‖b f˜ (Id − PF0)K1‖ < ǫ/6 and ‖K2(Id − PF0) f˜ b‖ < ǫ/6.
Furthermore, since x0 ∈ F0, we have
‖PF0 f˜ ‖ ≤ L2 · diamF0 =
ǫ
6‖b‖ · (‖K1‖ + ‖K2‖)
,
which implies that
(6.6) ‖bPF0 f˜ K1‖ ≤ ǫ/6, and ‖K2PF0 f˜ b‖ ≤ ǫ/6.
Hence combining (6.3), (6.4), (6.5) and (6.6), we have:
‖[ f , b]‖ ≤ ‖b[a, f ]b‖ + ‖b f˜K1‖ + ‖K2 f˜ b‖
≤ ‖b‖ ·
ǫ
3‖b‖2
· ‖b‖ + ‖b f˜ (Id − PF0)K1‖ + ‖bPF0 f˜ K1‖
+‖K2(Id − PF0) f˜ b‖ + ‖K2PF0 f˜ b‖
≤
ǫ
3
+
ǫ
6
+
ǫ
6
+
ǫ
6
+
ǫ
6
= ǫ.
By Lemma 3.5 again, we have that [b, f ] = 0 for all f ∈ VL∞(X). Finally, applying
Theorem 3.3 “(i)⇒ (iv)”, b ∈ Roe(X,B). 
Consequently, we have the following corollary from Examples 2.11 and 2.12.
Corollary 6.5. For the above X and p ∈ {0} ∪ [1,∞], the uniform Roe algebra Bpu(X) and
the band-dominated operator algebraA
p
E
(X) are closed under taking inverses.
6.3. Questions. We close the paper with two natural questions arising from the
results in this paper.
First, note that our characterisation of Property A (Proposition 6.3, (3) and
(4)) relies on the result of Sako [26] to get from the operator norm localisation
property back to Property A. This result relies on positivity in an essential way,
so this argument only work in the Hilbert space case, i.e. when p = 2. However,
Lemma 5.2 works for any p ∈ (1,∞).
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Question 6.6. Is it possible to generalise the characterisation of PropertyA (Propo-
sition 6.3) to any p ∈ [1,∞)?
Second, in the case of p ∈ (1,∞) or especially when p = 2, is the assumption of
Property A really necessary for all the quasi-local operators to be approximable
by operators with finite propagation? In other words:
Question 6.7. Is there an example of a space X with bounded geometry and a
quasi-local operator on (say) B(ℓ2(X)) which does not belong to the uniform Roe
algebra B2u(X) (usually denoted C
∗
u(X) in the literature)?
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