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CHAPTER 1 
Introduction 
As the size of materials is scaled down from extended structures in bulk materials to the 
nanoscale level (1-100 nm), materials tend to exhibit unique properties. Nanomaterials are 
usually defined as being smaller than a one tenth of a micrometer in at least one dimension.1 The 
chemical and physical properties differ from bulk materials in their electronic,2 magnetic,3 
optical,4 or catalytic attributes,5 depending on the materials’ structures and intrinsic properties. 
The novel properties of nanomaterials make them of interest for applications impacting the 
environment,6 medicine,7 energy,8 information,9 and communication,10 among others. For 
example, magnetic nanoparticles can be bound to antibodies to label specific molecules, 
structures or microorganisms;11 and nanoporous materials can be used for small drug molecule 
encapsulation and transportation.12 Recent advances in nanotechnology for LEDs (light-emitting 
diodes)13 or QCAs (quantum caged atoms)14 could greatly reduce the energy consumption for 
illumination; and sub-10 nm gold nanoparticles show excellent catalytic performance in 
reactions such as CO oxidation due to the dramatically increased surface area to volume ratio 
compared to bulk gold, which is chemically inert and considered a poor catalyst.15 Due to the 
properties of nanomaterials and their wide applications in many devices, the development of 
nanomaterials with new compositions or by improved synthetic methods is in high demand as is 
a detailed understanding of how properties vary with size. Over the past decade, the Brock group 
has contributed greatly to the synthesis of new nanomaterials of transition metal pnictides and 
the study of their catalytic and magnetic properties.16   
 
2 
In this dissertation, the research is mainly focused on the magnetostructural phase 
transformation and metastability of MnAs nanoparticles. In addition, the development of a 
general synthetic strategy for transition metal arsenide nanoparticles, including Ni11As8, FeAs, 
CoAs, and MnAs and the study of their properties will also be discussed.  
 
1.1 Nanoparticles and Properties 
Nanoparticles are of great scientific interest because the properties of the nanoparticles 
are intermediate between those of bulk materials and molecular/atomic structures. Due to the 
significantly decreased size relative to bulk materials, the ratio of the surface atoms to those of 
the interior is greatly increased. Thus, it is easy to deduce that the catalytic performance will be 
greatly enhanced for nanoparticles because of the greater number of exposed active sites caused 
by the increased surface to volume ratio. 17 
The electronic structure of nanoparticles is also different from either bulk materials or 
molecular/atomic structures. Bulk materials (> 0.1 μm) have constant physical properties, 
regardless of their size difference, while size-dependent properties are characteristic of 
nanoparticles.18 Thus, the energy band shown in bulk materials is broad and continuous, while 
the orbitals describing the energy for molecules or atoms are discrete and definite. However, due 
to size effects, the energy bands in nanomaterials become discrete and tunable, or more 
“molecule-like”, as the size if decreased. The generic band energy diagram of a semiconductor 
and illustration of how it breaks down into atomic orbitals is shown in Figure 1.1 (adapted from 
Schmid19).  The tunable band gap between the highest occupied molecular orbital (HOMO) and 
the lowest unoccupied molecular orbital (LUMO) results in size-dependent emissions of 
3 
semiconductor nanocrystals. The unexpected optical properties arise because the nanocrystals are 
small enough to confine the electrons and produce quantum effects. The size dependent optical 
properties make the semiconductor nanocrystals, or quantum dots widely studied for 
photovoltaic and biomedical imaging devices.  
Another property difference between bulk materials and nanomaterials is the Surface 
Plasmon Resonance (SPR), observed in some metal nanoparticles.20 SPR corresponds to the 
surface electromagnetic waves which propagate parallel to the metal/dielectric interface, and 
which are easily affected by the interface boundary change. For metal nanoparticles, a combined 
oscillation from valence electrons occurs when light matching the frequency of surface electrons 
oscillating against the attraction force of positive nuclei impacts on the interface. SPR in 
Figure 1.1 Illustration of the electronic levels and band gaps of materials varying 
from bulk to atomic (adapted from Schmid, ref. 29).  
4 
nanosized structures is called localized SPR, and the effect of the electric field on electron cloud 
oscillations is shown in Figure 1.2. This results in unique absorbance properties of noble metal 
nanoparticles and can be used in analytical devices for diagnosis and therapeutics.  
For ferromagnetic or ferrimagnetic nanoparticles, the size dependent property variation 
from bulk materials includes superparamagnetism when the size of the nanoparticle is reduced to 
less than that of a single magnetic domain. In addition, the magnetic coercivity (the energy 
needed to flip spins to their opposite direction) and the blocking temperature (the temperature at 
which there is sufficient the thermal energy to induce the magnetic domain relaxation) are 
tunable by changing the size and shape of the nanoparticles. The magnetic nanoparticles can be 
potentially used in the development of data-storage devices, drug delivery and release, magnetic 
refrigeration and contrast agents for MRI.3a, 21 
 
Figure 1.2 A schematic diagram of the localized SPR on metal nanoparticles showing 
the displacement of the electron cloud (negative real and positive imaginary) relative 
to the nucleus. 
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1.2 Synthesis of Nanoparticles 
Typically, there are two approaches wildly used for nanoparticle synthesis: top-down or 
bottom-up methods. The top-down method is the strategy that breaks down bulk materials using 
physical methods such as lithography to create nanomaterials. However, the minimum resolution 
is typically greater than 200 nm.22 Bottom-up methods use molecular level precursors to 
construct the nanomaterials by chemical synthesis and crystal growth.22c, 23 A key advantage for 
bottom-up methods is the ability to control the size dimension by controlling the chemical 
reaction parameters. Furthermore, various surface ligands can used to functionalize the surface of 
the materials and alter the physicochemical properties.24 The formation of monodisperse 
nanoparticle samples is important to understand and exploit their size-dependent properties. 
Accordingly, bottom-up chemical synthesis is used exclusively in the dissertation research. 
 
1.2.1 Chemical Synthesis of Nanoparticles 
A variety of chemical synthesis methods can be used for the preparation of nanoparticles 
such as solvothermal methods,25 temperature programmed reduction (TPR),26 microwave 
synthesis,27 micellar or inverse micellar synthesis28 and solution phase arrested precipitation 
(SPAP).29 In this dissertation, we adopt the SPAP method for the synthesis of transition metal 
arsenide nanoparticles by decomposition of organometallic reagents in mixtures of high boiling 
point solvents and coordinating ligands. 
In SPAP synthesis, the selection of the coordinating ligands is very important.30 The 
coordinating ligands, which are normally bulky groups or consist of long alkyl carbon chains 
with bonding group at their tails, are useful to control the growth of nanocrystals. Common 
6 
coordinating ligands include alkyl amines, alkyl acids, alkyl phosphines or alkyl phosphine 
oxides. In some reactions, more than one kind of ligand may be selected to control the reaction.31 
The coordinating ligands bind to the growing nanoparticle nuclei in a dynamic fashion, thereby 
resulting in a decrease of the growth kinetics. Additionally, depending on the energy of different 
facets of nanocrystals, the bonding strengths for specific ligands also vary. These variations in 
bonding strengths are often adopted for the synthesis of 1-D or 2-D nanostructures, which grow 
anisotropically due to the different growth rate of crystal facets.32 In general, the shorter the alkyl 
chain length or the lower the concentration of ligands, the larger the particles will form because 
of the decreased steric stabilization, and vice versa. 
Currently, the method of decomposition of organometallic precursors in hot coordinating 
solvents (more than 120 °C) has been proved to be among the most successful nanoparticle 
preparation methods in terms of the quality and monodispersity of the product.33  There are two 
key steps for controlling nucleation and growth in the formation of quality nanocrystals with a 
narrow size distribution. Figure 1.3 (adapted from Kolimov34) illustrates the formation of highly 
monodisperse nanocrystals by La Mer’s model of nucleation and growth.35 First, the injection of 
the organometallic precursors into the hot coordinating ligands and solvents results in the 
immediate decomposition of the precursors, causing a supersaturation of monomers. The 
supersaturated monomers then form nuclei as the seeds for the next growth step. The growth rate 
will be rapid, proceeding by the consumption of additional monomers by the formed seeds. 
When the monomer concentration goes down to the threshold limit, there will be no more nuclei 
formed.  After depletion of the monomers, the growth steps are governed by Ostwald ripening 
process, which is commonly observed in solid solutions/liquid sols that describes the evolution 
of an inhomogeneous system over time. During this process in nanoparticle synthesis, small 
7 
nanoparticles will dissolve due to the higher surface energy and redeposit onto larger 
nanocrystals. The supersaturation and nucleation steps can also be optimized by using a slow 
heating rate (usually over hours) of the precursors to the reaction temperature. The reaction time 
and the reaction temperature are two other factors that impact the SPAP reaction. Generally, 
higher temperatures and longer Ostwald ripening times will lead to larger nanoparticles due to 
the faster growth rate and longer growth time, respectively.  
To make the nanoparticle sample more monodisperse, in addition to the control of the 
reaction discussed above, post synthesis steps such as size selective precipitation (SSP) can be 
Figure 1.3 Schematic illustration of La Mer’s model showing the nucleation and 
growth stages during monodisperse nanoparticle formation   
8 
employed. SSP involves the further use of a solvent and antisolvent defined relative to the 
surface ligands on the nanoparticles to control the precipitation of nanoparticles, with larger 
nanoparticles settling out first. Smaller nanoparticles are then separated step by step with the 
further addition of the anti-solvent.   
 
1.3 Magnetism 
Magnetism is a physical property of materials. Materials can be basically cataloged as 
ferromagnetic, ferrimagnetic, paramagnetic, antiferromagnetic and diamagnetic depending on 
their magnetic response (magnetic susceptibility (χ), defined as the ratio between the 
magnetization (M) and the applied field (H)) to an external magnetic field. Their differences can 
Figure 1.4 Illustration of different types of magnets, showing the alignment of the spin 
orientation in magnetic structures and the corresponding magnetic susceptibilities 
(adapted from Myers, see ref. 56). 
9 
be understood in terms of magnetic moment alignment as shown in Figure 1.4.36  
 
1.3.1 Diamagnetism 
Diamagnetism appears in all materials due to the presence of paired electrons and is 
manifested by the expulsion of an external magnetic field. Those materials containing only 
paired electrons in a structure are classified as diamagnetic because the susceptibility values are 
very small and negative (χ ~ -10-5) compared to other kinds of materials with unpaired electrons, 
where χ is larger and positive. Because there are no unpaired electrons, the intrinsic electron 
magnetic field cannot produce any bulk effect and the magnetization arises from the orbital 
motions from the electrons, which are essentially temperature independent. Figure 1.5 shows the 
typical response for a diamagnetic material to an applied magnetic field. In materials with 
M
H
Figure 1.5 Typical M vs H curve for diamagnetic materials 
10 
unpaired electrons, the diamagnetic effect is minimal. 
 
1.3.2 Paramagnetism 
There are unpaired electrons in paramagnetic materials. Unlike paired electrons, which 
must have the intrinsic magnetic moments (spins) pointing in opposite directions due to the Pauli 
Exclusion Principle, that an unpaired electron is possible to align its magnetic moment (spin) in 
any direction. These spins have a tendency to be aligned parallel with the direction of the applied 
field. The susceptibility for paramagnets is small and positive (typically in the range from 10-5 to 
10-3). Figure 1.6 shows a magnetization vs. applied curve for a typical paramagnet; the 
magnetization increases linearly with applied field. The magnetic susceptibility of a paramagnet 
varies with 1/T and can be moduled by the Curie Law (Equation 1.1), as shown in Figure 1.6 (B) 
and (C). 
Figure 1.6 Typical magnetic properties for paramagnetic materials: (A) M vs H curve, (B) 
χ vs T curve and (C) Inverse χ vs T curve.   
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1.3.3 Ferromagnetism 
Ferromagnetism is the basic mechanism by which certain materials form permanent 
magnets, or can be attracted to magnets. Of all types of magnetism, ferromagnetism is the 
strongest and ferromagnetic materials are characterized by large positive susceptibilities (χ >>1), 
which make ferromagnetic materials the most important class of magnetic materials. 
Ferromagnetic materials are extensively used in magnetic recording media, electro-magnets, 
transformers, electromagnetic relays and magneto-refrigeration.  The magnetic moments arise by 
the orientation of the unpaired electrons in parallel with the direction of the applied magnetic 
field as with paramagnets. However, unlike paramagnets, there is a tendency for these magnetic 
moments to orient parallel to each other to form a lower energy state. Thus, even when the 
applied field is removed, the electrons in the materials maintain a parallel orientation and give 
rise to a permanent magnetic moment. However, this parallel orientation alignment can be 
disordered by the application of thermal energy. If the thermal energy is greater than the energy 
of spin alignment, the material will become paramagnetic. The temperature above which the 
ferromagnetic alignment is lost is referred to the Curie temperature (Tc). Tc can be discerned 
from a χ-T curve, as shown in Figure 1.7 (A). Likewise, a plot of inverse susceptibility vs. 
temperature in the paramagnetic region will be linear, as in Figure 1.6 (C), but will have a 
χ = (C/T),        χ-1 = T/C                                                  (1.1) 
           C=Curie Constant 
12 
positive x-intercept corresponding to the Weiss constant (Tθ) in Equation. 1.2 (Curie-Weiss Law), 
as shown in Figure 1.7 (B). Ideally, Tθ = TC. 
 
For typical ferromagnets below TC, there is a hysteresis curve in the plot of the 
magnetization vs. applied field, as shown in Figure 1.7 (C). Ewing first introduced the hysteresis 
and such hysteresis loops are used to characterize and quantify the magnetization of materials. In 
Figure 1.7 (C), the virgin curve (VC) shows the initial magnetization as measured as a function 
                                                             
C
TT
TT
C






1
                                                        (1.2) 
C is the Curie constant, Tθ is the Weiss constant. 
Figure 1.7 Typical magnetic properties for ferromagnets: (A) χ vs T curve, (B) Inverse χ vs 
T curve and (C) M vs H hysteresis   
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of applied field. When all the moments in the material are aligned with the direction of the 
applied field, the magnetization will reach a saturation state, which is a characteristic property 
for ferromagnetic substances, called saturation magnetization (MS). When the applied field is 
gradually reduced to zero, the magnetic moments remain aligned. This residual magnetization (y-
intercept) is called the remnant magnetization (MR), and this can be neutralized to zero when an 
external field is applied in the opposite direction. The magnitude of the neutralization field is 
called the coercivity (HC). The saturation magnetization can be achieved again finally in the 
opposite direction as the magnetic field in that direction increases.  
 
1.3.4 Antiferromagnetism 
Opposite of the case for ferromagnetism, in an antiferromagnet, the tendency of spins is 
the equivalent spins of neighboring valence electrons point in opposite directions. 
Figure 1.8 Typical magnetic properties for antiferromagnetic materials: (A) M vs H curve, (B) 
χ vs T curve and (C) Inverse χ vs T curve.   
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Antiferromagnets exhibit a very small susceptibility when applying an external magnetic field, 
usually on the order of 0~10-2 and have no spontaneous moment in the absence of a field. Figure 
1.6 depicts the typical graphs for the response of the magnetization under the applied field. A 
parameter called the Nèel Temperature (TN) is used to show the thermal effect that transforms 
antiferromagnets into paramagnets. In this occasion, Curie-Weiss Law will apply because the 
Curie Law does not take into account of the magnetic moment interactions between atoms. 
Ideally, Tθ = TN. 
 
1.3.5       Ferrimagnetism 
Similar to antiferromagnetism, the spin alignment in ferrimagnets are opposite between 
neighbors but have different magnitudes, which means the spontaneous moment of ferrimagnets 
is not zero and these materials behave similar to ferromagnets. This arises because in certain 
geometrical arrangements, there is a larger magnetic moment from a sublattice of electrons 
pointing in one direction than from another sublattice where they point in another direction. A 
well known example is Fe3O4, which adopts the inverse spinel structure in which all Fe2+ ions 
occupy half of the octahedral sites and Fe3+ are split evenly across the remaining octahedral sites 
and the tetrahedral sites. The spins of the octahedral site,s including Fe2+ and Fe3+, are colinear 
but the Fe3+ ions in the tetrahedral sites are anti-parallel to the Fe3+ ions on the octahedral sites. 
The net magnetism contributed by the remnant Fe2+ ions makes Fe3O4 a permanent magnet 
which exhibits all the characteristics of ferromagnetism such as hysteresis, Curie temperature, 
coercivity etc. but with a lower spontaneous moment. 
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1.4 Magnetism in Nanomaterials 
The magnetic moments of atoms in a ferromagnetic or ferrimagnetic material cause them 
to behave like ‘tiny’ permanent magnets. These moments stick together and are aligned into 
small regions of more or less alignment called magnetic domains or Weiss domains.  
When the size of the magnetic materials is decreased to the nanoscale and becomes 
comparable to the size of the magnetic domains, the magnet will behave like a single magnetic 
spin that is subject to Brownian motion. The magnetic susceptibility to a magnetic field is 
qualitatively similar to the response of a paramagnetic, but much larger because in sufficiently 
small nanomaterials, magnetization can randomly flip under the influence of temperature. In bulk 
magnets, magnetic domains stick together and all spins point along the same direction. The 
domains are separated by domain walls, which are transitions between different magnetic 
moments. Thus, the domain wall represents a gradual reorientation of individual moments across 
a finite distance usually around 100-150 atoms. For bulk magnetic materials, the reorientation of 
moment in response to an applied field occurs by the motions of the domain walls, in a process 
called domain wall migration. However, for sufficiently small magnets, like nanoparticles, each 
particle behaves like a single domain because the formation of domain walld is not 
thermodynamically favorable and is easily overcome by thermal energy. The process of re-
orientation occurs through the coherent rotation of all the spins in the domain (particle). When 
the size is further decreased, the spins can fluctuate due to thermal energy and the magnetic 
behavior becomes superparamagnetic. In superparamagnetic nanoparticles, the magnetic field 
dominates the the orientation of the spins and hysteresis is no longer observed, which makes 
them like paramagnetic materials (zero MR) at zero applied field but also like ferromagnets (high 
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MS). The illustration of the changes that occur between bulk materials (multiple domains) and 
nanoparticles (single domains) under applied field are shown in Figure 1.9. 
 
Figure 1.9 Comparison of spin alignment behavior between bulk (multidomain) and 
nanomaterials (single domain) along the direction of the applied field.  
Field
Multi‐domain wall migration (finally single‐domain)
Single‐domain coherent rotation
BULK
NANO
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The magnetic behavior as demonstrated by the M vs H curve, for ferromagnetic, 
superparamagnetic and paramagnetic materials is shown in Figure 1.10. The temperature above 
which the ferromagnet become superparamagnetic for nanoparticles is called the blocking 
temperature (Tb), which is a function of the size of the nanoparticles and the measurement time. 
Tc can be measured by plotting magnetization under an applied field on a sample cooled in the 
field (field cooled magnetization, FC) and Tb can be obtained by the zero-field-cooled 
magnetization (ZFC, no external field), as shown in Figure 1.11. In the ZFC curve measurement, 
the sample is first cooled down at very low temperature (~10 K) in the absence of a magnetic 
field at which point the magnetic moments are frozen at zero. Then the sample is gradually 
heated under a low magnetic field. With the increase of temperature, the low applied field starts 
to activate the alignment of the spins because thermomovement is increased. At a temperature 
(Tb), the thermo-movement becomes dominant and overwhelms the spin alignment energy, 
which causes the moments to orient randomly and the spontaneous magnetization drop to zero. 
At Tc, the sample becomes paramagnetic. The regime between Tb and Tc is the 
superparamagnetic regime.  
MS
HCM
H
A
M
H
B
M
H
C
(strong) (weak)
FM SPM PM
Figure 1.10 Comparison of magnetic behaviors in magnetization vs applied field 
(moving from strong field to weak field, left to right) for (A) ferromagnets (FM), (B) 
superparamagnets (SPM) and (C) paramagnets (PM). 
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1.5 Transition metal pnictide materials 
Transition metal pnicitide (phosphide, arsenide and antimonide) materials have been 
studied because of their potential in magnetic, semiconducting, optical and catalytic 
applications.37 The physical properties of this class of materials depend on their composition and 
structures. Table 1.1 lists the known properties for a selection of binary pnictide materials with 
varied composition.37-38 Compared to the metal phosphides, which have been studied for years 
because of their potential use in hydrodesulfurization (HDS) catalysis (e.g. Ni2P), and 
ferromagnetic properties (MnP, Fe2P). Research on metal arsenide is relatively rare, despite their 
potential application in compact displays, satellite TV receivers39 and optical fibers.40 For 
example, iron arsenides have long been studied due to their importance in thermoelectric 
Tb
Tc
?
T
FC
ZFC
(PM)(SPM)(FM)
Figure 1.11 A typical FC/ZFC curve for a nano-ferromagnet showing the blocking 
temperature (Tb) and the Curie temperature (TC). FM, SPM and PM indicate 
ferromagnetic region, superparamagnetic region and paramagnetic region, respectively. 
χ 
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semiconductors, secondary high-temperature batteries and catalysis.41 Recently, a series of FeAs-
based superconductors have been synthesized, with the highest critical temperature reaching up 
to 39 K.42 In the transition metal antimonides and bismuthides, MnBi and MnSb are important 
materials showing magneto-optical propertiesm;43 FeSb nanoparticles were recent found to show 
ferromagnetic properties;44 FeSb2 and CoSb3 are the new research focus for the thermoelectrical 
materials.45 
 
 
 
Property Transition metal pnictide 
Ferromagnetic 
MnP (Tc = 292 K), MnAs (Tc = 315 K), MnSb (Tc = 587 K), MnBi 
(Tc = 628 K, magneto-optical activity), Fe3P (Tc = 716 K), Fe2P (Tc = 
217 K 
Antiferromagnetic FeP (TN = 115 K), Fe2As, Mn2As   
Semiconducting FeP2, CoP3, NiP2, RhP2 
Catalytic Activity Co2P, CoP, Ni12P5, Ni2P, MoP, Rh2P, Pd5P2, WP 
Thermoelectric FeSb2, CoSb3 
Superconducting NiP2, Mo3P, W3P,  
Table 1.1 Transition metal pnictide materials and associated properties 
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1.6  Transition metal pnictide nanoparticles 
As previously discussed, nanoscale materials exhibit size and shape tunable physical 
properties (electronic, magnetic, catalytic, etc.), making their study of considerable interest. 
However, despite a good understanding of the bulk properties of binary pnictides, little is known 
of their nanoscale properties, due in part to a lack of methodologies that enable size control on 
this scale. Hence, recent attention has turned to the synthesis of nanoscale forms of transition 
metal pnictides. Methods have been developed for the synthesis of metal pncitide nanoparticles. 
The solvothermal method, which has been popular for making nanostructures, has been used by 
Qian and coworker to prepare a varity of transition metal pnictide nanomaterials. They 
successfully reported phases like FeP, Ni2P, Co2P, Cu3P, NiAs, CoP, CoAs, FeAs and NiSb by 
using this method.41a, 46 However, these solvothermal reactions tend to produce polydisperse 
samples without size and morphology control. Additionally, the As precursors they use, 
including alkyarsines or arsenic compounds reacting with NaBH4, are very toxic because As is a 
carcinogen. The sol-gel method, using a silica xerogel matrix, has also been employed to control 
the size of the metal pncitide nanoparticles. Lukehart and coworkers prepared metal containing 
compounds with phosphine and alkoxysilyl functional groups to form silica xerogel matrices that 
upon thermal treatment under reducing conditions yield a series of crystalline metal phosphides 
nanoparticles embedded within a silica matrix. However, the same problem is encountered as 
with the solvothermal method because the products are still polydisperse. Furthermore, the silica 
xerogel encapsulation limits the further application and manipulation of these metal phosphides.    
Our lab is a pioneer in the formation of disperse transition metal pnictide nanoparticles 
with good size and dispersity control using the SPAP method.47 As early as 2003, Perera et al 
used organometallic and phosphine precursors to synthesize FeP, and later MnP, nanoparticles. 
21 
For the synthesis of FeP nanoparticles, tri-octylphosphine oxide (TOPO) dodecylamine (DDA), 
myristic acid (MA) and hexylphosphonic acid (HPA) were heated at 240-320 °C, and iron (III) 
acetylacetonate and tris-trimethylsilyl phosphine (P(SiMe3)3) (-SiMe3 is abbreviated as TMS) 
were introduced, subsequently yielding phase-pure spherical nanoparticles of FeP with an 
average size of 4.65 ± 0.74 nm. Highly crystalline spherical nanoparticles of MnP nanoparticles 
can be obtained by reacting manganese carbonyl (Mn2(CO)10) and P(TMS)3 at a temperature 
higher than 220 °C in a similar manner. Subsequently, trioctylphosphine (TOP) was found to be 
an effective replacement for pyrophoric phosphines such as P(TMS)3, resulting in safer and more 
economical syntheses. The Schaak group has used trioctylphosphine as a general phosphorus 
source for low temperature conversion of metal nanoparticles into metal phosphides, producing 
highly crystalline product.33b Recently, Muthuswamy et al in our lab also explored the synthesis 
of metal (Fe and Ni) phosphides with different atomic ratios and morphologies by conversion of 
metal nanoparticles.48 The development and success in the synthesis of high quality metal 
phosphide nanoparticles is encouraging as a similar method should be applicable to metal 
arsenide nanoparticle synthesis. Indeed, similar reactions have been explored for making III-V 
quantum dots (main group metal arsenide) such as GaAs or InAs nanocrystals. Peng and 
coworkers successfully syntheisized high quality InAs nanocrystals by injecting As(TMS)3 into 
preheated InCl3 at 270 °C with octadecene (ODE) as a noncoordinating solvent and different 
coordinating ligands such as lauric, myristic, palmitic and stearic acids.41b Similar reactions with 
GaCl3 and As(NMe2)3 were employed by Malik to form GaAs nanoparticles.49 However, 
transition metal arsenide nanoparticles remain largely unexplored. 
 
1.8 MnAs 
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Among transition metal arsenides, bulk MnAs has been extensively studied for a long 
time due to its interesting magnetic properties and potential applications in information storage 
and energy devices.50 Bulk MnAs has a magneto-structural phase transition in which a first order 
magnetic transition from a ferromagnet to a paramagnet and structural transition from the 
hexagonal α phase (NiAs-type) to the orthorhombic β phase (MnP-type) occurs at 313 K.51 At 
higher temperature (T = 399 K), a second-order phase transition occurs in which the β reverts 
back to the α phase structure, as shown in Figure 1.12.51 The first order transition and associated 
temperature hysteresis can be exploited for technological applications. For example, magneto-
elastic effects are useful for transducers,52 and magneto-caloric properties can be applied in 
magnetic refrigeration devices.53 The temperature of the first-order phase transition is sensitively 
influenced by the bond distances between Mn-Mn and Mn-As,54 and can be tuned by external 
pressure or internal chemical pressure (i.e. by doping).55 As early as 1967, Goodenough and co-
workers found that increasing external pressure could cause a decrease of the transition 
temperature, whereas reduced pressure could increase the transition temperature. The changes in 
high spin
ferromagnetic
Tc = 400 K
low spin
paramagnetic
high spin
paramagnetic
First order transition temperature
313 K – 317 K
Second order transition temperature
~ 400 K
Figure 1.12 The magneto-structural transition in bulk MnAs 
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transition temperature are due to the lattice compression or expansion, respectively.54 MnAs is a 
good candidate for room temperature magnetic refrigeration applications because of its Tc near 
room temperature. For practical applications, expanding hysteresis in the magnetism as a 
function of temperature (M-T) is desired and can be achieved by doping in other transition metal 
atoms. Recently, De Campos and co-workers partially doped Fe in MnAs and they found that the 
M-T hysteresis can extend from 285 K to 310 K, depending on the amount of Fe doped.53 
Similarly, Sun et al. observed a giant magneto-caloric effect near room temperature by doping 
0.6%-1% Cr in MnAs, because the transition temperature on cooling is even reduced to 265 K 
and the hysteresis is significantly enlarged after doping.56 Despite the fact that there is a large 
lattice mismatch (30%) between MnAs and the semiconductor (GaAs),55, 57 MnAs is also an 
attractive candidate for spintronic technologies when the ferromagnetic component is coupled to 
semiconductors such as GaAs, InP, or InAs. These combination ferromagnet/semiconductor 
(FM/S) devices are useful for LED or data storage devices.  
Research on nanoscale MnAs is focused on epitaxially grown MnAs particles or disks on 
semiconducting thin films58 or nanowires.57b However, these MnAs nanomaterials are subject to 
external pressure due to the lattice strain from the substrate. In order to discern the intrinsic 
magnetic and structural properties of discrete unstrained MnAs nanoparticles, our group 
synthesized MnAs nanoparticles with sizes from 9-23 nm in solution by reaction of 
dimanganesedecacarbonyl (Mn2(CO)10) and triphenylarsine oxide ((C6H5)3As=O) in 
coordinating solvents at temperatures ranging from 523-603 K.38d Intriguingly, either the α or β 
phase can be isolated at room temperature, depending on the synthesis temperature employed 
and whether the synthesis was conducted by slow heating (type-A MnAs nanoparticles) or rapid 
injection (type-B MnAs nanoparticles). Magnetic measurements of the type-A MnAs 
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nanoparticles reveal a transition at 315 K. However, temperature dependent X-ray diffraction 
suggests that in type-A MnAs nanoparticles, there is no structural phase transition from α to β, 
even when the temperature is increased up to 343 K; this behavior is distinct from bulk materials, 
where the magneto-structural phase transition is observed at 313-317 K. Moreover, the type-B 
MnAs nanoparticles also show ferromagnetic behavior with a phase transition near 315 K, which 
is distinct from bulk paramagnetic β-MnAs, but remarkably similar to type-A MnAs 
nanoparticles. An additional finding is that metastable type-B MnAs nanoparticles will convert 
from β phase to the thermodynamically stable α phase over time at room temperature.  
 
1.9   Thesis statement 
Overall, the dissertation research established methodologies for preparation of transition 
metal arsenides as discrete nanoparticles and evaluated their size and composition dependant 
properties. The dissertation research pursued three objectives. 
  
(1) The first objective was focused on relation of the synthetic method for MnAs nanoparticles 
(type-A vs type B) to magnetic and structural properties. This goal was achieved by the 
synthesis of different room temperature stable phases of MnAs nanoparticles (α or β) by 
employing slow heating or rapid injection methodologies, respectively. The size was 
controlled by the precursor concentration and reaction time. The temperature dependent Pair 
Distribution Function (PDF) technique and magnetic susceptibility measurements were 
employed to evaluate intrinsic magnetic and structural properties of the nanoparticles, and 
25 
the results then were compared to a representive bulk sample. The results of pursuing this 
objective will be presented in Chapter 3.  
 
(2) A second objective was to extend our synthesis of phase pure, discrete and monodisperse 
MnAs nanoparticles to produce nanoscale samples of varying sizes and discern the 
relationships among particle size, magnetic properties and structural phase changes in MnAs 
nanoparticles in the absence of epitaxially imposed strain. Low and high temperature 
processing as well as aging (at room temperature) was employed in order to study the 
structural transformation of the type-B MnAs nanoparticles. Temperature dependent PXRD 
studies were performed to assess the reversibility of the β→α transition. These data were 
correlated with detailed magnetic susceptibility measurements. 
 
 
(3) A third objective is to establish a general method for the synthesis of monodisperse metal 
arsenide nanoparticles of Mn, Fe, Co and Ni in order to provide general and rational 
synthetic approaches to transition metal arsenide nanoparticles. Direct conversion of metal 
nanoparticles into metal arsenide nanoparticles in organic solvents do not enable the size and 
monodispersity to be controlled. However, a new SPAP method involving injection of metal 
carbonyl into preheated arsenic precursors showed improved results. The consequences of 
pursuing this objective will be presented in Chapter 5. 
 
In addition to these research chapters, Chapter 2 will present experimental methods and 
Chapter 6 will describe the conclusions of the dissertation research and provide prospectus.   
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CHAPTER 2 
Experimental and Materials Characterization Techniques 
 
2.1 General Information 
Transition metal arsenide nanoparticles are synthesized by arrested precipitation reactions 
under inert atmosphere (Ar). Schlenk lines and glove boxes are required for the synthesis to 
protect the materials against oxidation from air and reactions with moisture. The structure and 
properties of the synthesized nanoparticles were studied by several materials characterization 
methods including Powder X-ray Diffraction (XRD), Transmission Electron Microscopy (TEM), 
Energy Dispersive Spectroscopy (EDS), and magnetic susceptibility. In addition, to study the 
metastability and the magneto-structural phase transition in MnAs nanoparticles, the atomic Pair-
Distribution Function (PDF) method, Differential Scanning Calorimetry (DSC) and T-dependent 
XRD were also employed. This chapter will describe the general experimental methods for 
making transition metal arsenide nanoparticles, followed by a detailed discussion of the relevant 
characterization techniques. 
 
2.2 Chemicals 
Manganese carbonyl (98%), iron carbonyl (99%), cobalt carbonyl (95%), 
bis(cyclooctadiene)nickel(0), triphenylarsine oxide (97%), 1-octadecene (90%, tech grade), and 
trioctylphosphine oxide (90%, tech grade) were purchased from Sigma Aldrich Inc. 
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The purification of trioctylphosphine (TOPO) followed a reported procedure by Buhro 
and coworkers. 500 g of 90% TOPO was put into a round bottom flask connected to a Schlenk 
line and preheated to 150 °C. Once all the solid TOPO melted, the temperature was gradually 
increased by 20 °C per 10 mins. At about 250 °C, the first component will be distilled out 
followed by a second component at 300 °C. The second component was collected and transferred 
to a beaker. The as-distilled TOPO was heated and melted in acetonitrile at 70 °C and 
recrystallized by cooling back to room temperature. The final product were dried and collected 
and dried by keeping in the hood. 
 
2.3 Synthesis and Characterization Techniques 
2.3.1 Inert Atomsphere Handling 
Inert atmosphere systems in the lab include glove boxes and Schlenk lines, which are 
used for handling air-sensitive chemicals and preparing reactions, respectively. A typical glove 
Figure 2.1 A typical schematic diagram for a glove box (original figure adapted from 
Ref. 96) 
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box, shown in Figure 2.1,59 is essential for storing and handling air/moisture sensitive chemicals. 
The main parts of the glove box include a tightly sealed metal box with a plastic front window 
for making observations, a pair of standard butyl gloves attached to the plastic window for 
handling and preparing the chemicals inside, a chamber with vacuum and purge valves 
connected to the side of the main box, an inert gas cylinder (argon or nitrogen) for purging and a 
vacuum pump for evacuation. The inert environment inside the main box is maintained a 
continuous circulation of the inert gas over a catalyst, usually Cu/Al2O3, to remove oxygen, and 
molecular sieves to remove moisture. The catalyst can be regenerated by high temperature 
reduction with a hydrogen flow followed by evacuation.  Some glove boxes are equipped with a 
small refrigerator for storing volatile or particularly sensitive chemicals that needs low 
temperature. A photohelic pressure gauge is used to control the pressure inside the box. The 
glove box should always be kept at positive pressure inside to avoid air diffusing in through 
leaks. In this dissertation research, the chemicals are stored and handled inside the VAC-HE493 
glove box outfitted with two antechambers and a refrigerator working at -30 °C. 
Once the chemicals are prepared and scaled in a Schlenk flask inside the glove box, they 
will be transferred and reacted on a Schlenk line. A Schlenk line is a common lab glass apparatus 
consisting of a dual manifold with several ports. One of the manifolds is connected to the 
vacuum pump, while the other is connected to a source of purified inert gas. An oil bubbler is 
used for each port of the inert gas to prevent backflow of air, while a cold trap is connect 
between the vacuum line and the vacuum pump to trap the solvent vapors and gaseous reaction 
products. Stopcocks enable vacuum or inert gas to be selected. The Schlenk flask containing the 
reagents is attached to a port for degassing and purging processes. A diagram of a typical 
Schlenk line is shown in Figure 2.2.60 
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2.3.2 Power X-Ray Diffraction (PXRD) 
When X-rays interact with the lattice of a crystalline phase, a diffraction pattern is observed. The 
X-ray diffraction pattern is unique for different crystalline materials, which thus makes the XRD 
for a pure material like a “fingerprint” of a material.61 Currently, XRD patterns for about 50,000 
inorganic and 25,000 organic crystalline phases have been collected and stored as standards. 
Search/match procedures can be used to identify the components in a sample characterized by 
powder XRD.  
Figure 2.2 An illustration of a typical Schlenk Line. (Picture adapted from Ref. 
97) 
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The X-rays are generated inside an X-ray tube when a metal target (such as Cu or Ni) is 
impacted by a high energy electron beam. A typical schematic diagram for an X-ray generating 
tube is shown in Figure 2.3 and includes three main components: (1) an electron source; (2) a 
high voltage electrode system to accelerate the electrons and (3) a metal target.  Electrons are 
generated by passing a current through the tungsten filament and then accelerated directly across 
the X-ray tube from cathode to anode by a acceleration voltage. X-rays are then generated from 
the collision of the high energy electron beams with the metal (Cu or Ni) target. Transparent 
beryllium windows enable X-rays to pass through. Cold water flow is used to cool the metal 
target to prevent melting from the heat generated by the high energy electrons. A rotating anode 
makes X-ray tube more efficient because more surface of the metal target will be exposed. This 
Figure 2.3 A schematic diagram depicting X-ray generation inside the X-ray tube (adapted 
from Cullity, see ref. 98). 
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enables the use of higher currents, and thus generation of a larger X-ray flux. 
There are two different components of X-ray radiation generated inside the X-ray tube: (1) 
white radiation, which consists of a continuous spectrum of wavelengths; and (2) characteristic 
radiation. White radiation occurs due to the loss of energy of the electrons by collision with the 
atom via multiple events, part of which is converted into electromagnetic waves. Depending on 
the metal anode, when the energy of the accelerated electrons overcomes a certain threshold 
value, characteristic radiation is emitted. Characteristic radiation consists of one or more 
monochromatic X-rays arise from ionization of the target metal atoms, as shown in Figure 2.4,61-
62 taking Cu as an example. When the Cu target is struck by the accelerated electrons, some of 
Cu
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e
Figure 2.4 Illustration of (A) Cu Kα X-ray generated from electron transition from 2p to 1s 
(1s vacancy is caused by ionization) (B) different types of X-rays generated by the X-ray 
source (adapted from West, see Ref. 99). Kα1 and Kα2 correspond to two different spin states 
for the 2p electron. 
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the Cu 1s electrons (in the K shell) will be ionized, which results in an electron from a higher 
atomic level (2p or 3p orbitals) dropping into the inner vacant orbital and the concomitant 
emission of an X-ray photon characterized by the difference in energy between the two orbitals. 
For the example shown in Figure 2.4(B), the 2p → 1s orbital transition is called the Kα transition 
with wavelength 1.5418 Å, while the Kβ (1.3922 Å) comes from the 3p → 1s transition. For 
better resolution, a monochromatic filter is used to pass only Kα radiation for diffraction with the 
sample. 
In crystalline solids, the atoms are arranged in regular repeating structures, with the 
smallest volume element (the unit cell) repeated in three dimensions. The oscillation of an 
electron in an electromagnetic field will have the same frequency as the applied field. Thus, 
when an X-ray beam hits the atoms of the sample, the electrons around those atoms will oscillate 
with the same frequency as the beam. In most directions, the interference of the oscillations from 
one atom to the next can be considered destructive, which means there is no energy leaving the 
solid sample and the combining waves are out of phase. However, because the atoms in a 
crystalline solid are regularly arranged, in a few directions, the interference will be constructive. 
Then the waves are in phase and there will be X-ray beams leaving the sample in specific 
directions, as shown in Figure 2.5.62 Assume an X-ray beam hits a pair of parallel planes (P1 and 
P2) of a crystalline solid, separated by the interplanar spacing d. There are two parallel X-ray 
beams making an angle with the planes, one of which is A and the other is B, while the diffracted 
beams are A’ and B’, respectively. If A’ and B’ are in phase, then the reflected beam of 
maximum intensity will result. Thus, the difference between A to A’ and B to B’ in the path 
length must be an integer number of wavelengths. Bragg’s law can be used to express this 
mathematical relationship as shown in Equation 2-1. 
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                                                             2dsinθ = nλ                                                    (2.1) 
Bragg’s law indicates that for an X-ray beam with a certain wavelength (depending on the target 
material) and a certain plane spacing, the angle for the incoming beam should obey a strict 
condition, and from the θ that meets this condition, we can find the corresponding d value, which 
is directly related to the lattice parameters (a, b, c) and the structure plane parameters (h, k, l). 
However, the intensity of the reflected beam is determined by the distribution of the electrons in 
the unit cell. Therefore, those planes with high electron density will give strong reflection peaks 
while the planes with low electron density will show weak intensity. Depending on the 
arrangement of atoms within and between planes, strong peaks can combine destructively, 
resulting in low- or zero-intensity reflections. 
 
 
A A’B B’
d
θθ
θ θ
d*sinθ
P1
P2
Figure 2.5 Illustration of Bragg’s Law (adapted from West, see Ref. 99) 
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For powder or polycrystalline samples, which have crystallites in every possible orientation, 
XRD can be used for “fingerprint identification”.  In the characterization process, a detector 
(movable scintillation detector (MSD) or static charge-coupled device (CCD)) is used to record 
the diffracted X-rays. The signals are then manipulated into a 1-D plot where the intensities of 
the X-ray reflections are plotted against 2θ. These plots can then be compared to reference plots 
for known materials. 
For nanoparticles, the PXRD patterns differ relative to bulk materials due to the fact that 
the crystallites in nanoparticles consist of many fewer lattice planes. Thus, destructive cancelling 
of scattering is incomplete at angles near the 2θ mandated by Bragg’s Law, resulting in the 
observed reflections becoming broader relative to material with larger (i.e. micron-scale) 
cystallites. Peak broadening is inversely proportional to the nanoparticle size, and thus the full 
width at half maximum of the peak (FWHM), can used to the calculate crystallite size (B) using 
the Scherrer Formula,63 as shown in Equation 2.2. 
                                                 

cos)(
9.0
FWHM
B                                                (2.2) 
 
In this dissertation research, the instrument used for primary structure identification in the 
dissertation research is a Rigaku RU200B with a 12 kW rotating anode Cu Kα1 (1.5418 Å in 
wavelength) radiation. Powder nanoparticle samples were affixed to a zero-background quartz-
holder with a tiny amount of vacuum grease. Diffraction data were collected using 40 kV and 
150 mA working conditions in the 2-Theta range 20-70 degrees. The diffraction patterns were 
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compared to the Powder Diffraction File (PDF) database (release 2000) from the International 
Center for Diffraction Data (ICDD) to determine the phase. 
T-dependent XRD data in the 2-Theta range 47-53 degrees were collected on a 
PANalytical X’Pert Pro diffractometer with temperature variation using the Scintag XDS-2000 
accessory equipped with a Moxtek detector and an Anton Parr stage. Liquid nitrogen was used to 
cool the sample and a platinum heat strip was used to heat the sample. The temperature 
dependent study was performed in the range between -150 °C and 50 °C. 
 
2.3.3 The Total Scattering and Atomic Pair Distribution Functional (PDF) Method 
Modern solid state materials such as nanoparticles are often disordered or ordered over 
only a short range, which means some aspect of the structure is not the same as the average 
structure.64 In nanoparticles, the concept of crystal does not hold and a nanocrystal cannot be 
simply considered as an approximation to infinite periodicity. Although standard 
crystallographic methods like PXRD are still useful for the characterization of these materials, it 
is sometimes necessary to go beyond Bragg’s Equation. A new approach, which treats both the 
Bragg diffraction and the scattering, called the total scattering method, is now well developed 
and allows people to explore the interaction between neighboring atoms in a solid material. This 
comprehensive method detects the total reciprocal space information of the material, which then 
can be translated by the Fourier transformation method. This is known as pair distribution 
function (PDF) analysis.65 
 
36 
In the dissertation research, the total scattering powder diffraction was carried at the 11-
ID-B beam-line at the Advanced Photon Source (APS) at Argonne National Laboratory for both 
bulk and nanoparticles of MnAs. This beam-line is dedicated to PDF measurements and employs 
a Perkin Elmer (PE) amorphous silicon area detector. The monochromator is Si(511) and the 
photon flux is 1 × 1011 per sec @ 58 keV. Data were collected and analyzed in collaboration with 
Simon Billinge (Michigan State University/Columbia University) and his group. 
 
2.3.4 Transmission Electron Microscopy  
Because of the extremely short de Broglie wavelength of electrons,66 Transmission 
Electron Microscopy (TEM) is capable of significantly higher resolution than the optical 
microscope, making it ideal for characterization nano-structure. Max Knoll and Ernst Ruska built 
the first TEM instrument in 1931. Compared to light, electrons were selected and preferred for 
several reasons.67 First, the wavelength of electrons can be tens of thousands times small than a 
photon at the same energy. Second, due to the charged nature of electrons, the wavelength of the 
electrons can be tuned based on the acceleration voltage and the electron beams can be 
controlled by the use of a magnetic field. Finally, electrons scatter strongly because they interact 
with both the nucleus and the electrons of the scattering atoms when they interact with the 
specimen. 
TEM is a major analysis tool for nanomaterials characterizations.  For example, the 
chemical composition of specimen can be visualized and identified on the sub-nanometer to 
micrometer range; the size, shape and morphology can be directly obtained; and lattice fringes 
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and crystalline facets can be imaged or electron diffraction patterns obtained and used to identify 
the crystal structure or the growth direction of the anistropic nanostructure. 
Besides transmission and diffraction, many other experiments can be performed in the 
TEM. Figure 2.6 and Table 2.1 depicts the processes that occur and related applications.68 For 
example, energy dispersive spectroscopy (EDS) can provide information on the chemical 
composition; electron energy loss spectroscopy (EELS) can be used to identify the light elements 
in materials; and scanning transmission electron microscopy (STEM) when coupled with EDS 
can be used to build an elemental map along a chosen direction of the specimen. 
  
Figure 2.6 Electronic excitations occuring after a specimen is hit by a high energy 
electron beam in an electron microscope (adapted from Williams, Ref. 107) 
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Figure 2.7 shows a general schematic diagram of a transmission electron microscope.68 
Two types of electron sources are used in TEM: one is called a thermionic source, in which a 
tungsten (W) or lanthanum hexaboride (LaB6) filament is heated; the other is a field emission 
source, in which fine tungsten needles are the field emitters. The majority of TEMs use a 
thermionic source. However, the electrons generated from thermionic sources are less 
monochromatic, and the W filament or LaB6 crystals will gradually evaporate or oxidize, which 
make their life more limited. For field-emission sources, a very strong electronic field (~109 Vm-
1) is used to extract the electrons from the tungsten needles. The temperature needed is much 
lower than that for the thermionic source, which makes the lifetime of the filament longer. The 
electrons generated from the field emission source are monochromatic and the source brightness 
is much higher than that of thermionic sources, which makes the field emission source popular 
Table 2.1 Characterization techniques derived from the radiation generated from 
the interaction between a high energy electron beam and a specimen 
Radiation Type Corresponding Application
Auger electrons Auger Electron Spectroscopy (AES)
Secondary electrons Scanning Electron Microscopy (SEM)
Backscattered electrons Scanning Electron Microscopy (SEM)
Inelastically scattered electrons Transmission Electron Microscopy (TEM)Electron Diffraction (ED)
Transmitted Electrons Transmission Electron Microscopy (TEM)
Elastically Scattered electrons
Transmission Electron Microscopy (TEM)
Electron Diffraction (ED)
Scanning Transmission Electron Microscopy (STEM)
Electron Energy Loss Spectroscopy (EELS)
Characteristic X‐rays Energy Dispersive Spectroscopy (EDS)
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for the best high-resolution imaging and analytical performance. However, the field emission 
source requires a more rigorous high vacuum environment.  
Generally, the operating voltage for accelerating the generated electrons is between 100 
kV and 400 kV, and determines the wavelength of the generated electrons. The relationship 
between the voltage (energy) of the electrons and their wavelength is shown in Equation 2.4, 
where m0 is the mass of electron, E is the kinetic energy (in electron volts), h is Planck’s constant 
and λ is the wavelength. The kinetic energy can be directly obtained from the accelerating 
voltage (V). When the accelerating voltage is higher than 100 kV, relativistic effects cannot be 
ignored because the electron velocities will be more than half that of the speed of light, which 
results in the calculated value of the wavelength being more of an approximation.68 
 
The illumination system generates the electrons from the source and lets them pass 
through the specimen either in a broad beam or in a focused beam form depending on the arrays 
of condenser lenses in the illumination system. After the illumination system, the electrons are 
either in a parallel form or in a convergent form, as shown in Figure. 2.8 and Figure 2.9.69  
For simple imaging to observe the morphology or the size of the sample, the first two 
condenser lenses are adjusting to produce parallel beams of electrons. The sample should be thin 
enough for electron transmission and stable under the electron beam. The contrast of the image 
depends on the thickness and the atomic number of the material being imaged as discussed 
before. The objective lens is a key part of the illumination system, enabling a parallel electron 
5.0
0 )2( Em
h (2.4) 
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beam, as shown in Figure 2.8. If the objective lens is well focused, then the transmitted electrons 
will pass through a set of intermediate lenses and the projector lens will further magnify the 
transmitted pattern. The final image will be projected on a fluorescent screen, and then will be 
Figure 2.7 Schematic diagram for a TEM with STEM capability (adapted 
from Fultz, see ref.108) 
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captured by a camera system. The signal will be analyzed by the software system and stored in a 
digitalized form. 
Figure 2.8 Ray diagram showing the parallel beam operation in the TEM: (left) using just 
C1 and an underfocused C2 lens, (right) creating parallel beams using C1, C2, and the 
objective lens(adapted from Williams, see Ref. 107) 
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              For some advanced imaging such as XEDS, EELS, or CBED, more focused electron 
beams are required so that the intensity of the beam on a specific area of the specimen will be 
greatly increased. A convergent beam can be used as a probe, as shown in Figure 2.9. In this 
working mode, the C2 lens will be switched off and the upper-objective polepiece will be used as 
a C3 lens to provide the smallest possible probe and very large convergence angles. In this mode, 
the image is not immediately read because the convergence destroys the parallelism and the 
Figure 2.9 Ray diagram showing the convergent-beam/probe mode in the TEM (adapted 
from Williams, see Ref. 107) 
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image contrast is reduced. To see the image requires the beams to be scanned, which is standard 
in the illumination system of STEM and AEM (Auger electron microscopy) microscopes.  
When the electron beams are projected onto the viewing screen or CCD, two basic 
imaging operations utilizing the objective aperture can be performed to improve the quality or 
enhance the contrast of the imaging. The images formed by the direct beam are called bright 
field (BF) images, while selecting for electrons that are not in the direct beam (blocking the 
direct beam) will form dark field (DF) images, as shown in Figure 2.10. Only crystalline portions 
of the specimen are shown in the dark field image as it forms from the diffracted beam. Dark 
field imaging studies in TEM are useful to study crystallinity and crystallite defects, and even for 
the imaging of individual atoms. 
Incident beam
Specimen
Reflecting plane
Objective 
lens
Direct beam Diffracted beam
Objective aperture
Incident beam
Specimen
Reflecting plane
Objective 
lens
Direct beam Diffracted beam
Objective aperture
A B
Figure 2.10 Ray diagrams showing how to produce (A) a bright-field (BF) image from 
the direct beam and (B) a dark-field (DF) image from the diffracted beam, by 
controlling the objective aperture (adapted from Williams, see Ref. 107). 
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Energy dispersive X-ray spectroscopy (EDS or EDX) is a common analytical technique 
used in TEM or STEM for the elemental analysis or chemical characterization of a sample. The 
technique relies on the evaluation of the X-ray emission from the sample. As shown in Figure 2.4 
and Figure 2.6, characteristic X-rays can be generated when high energy electron beams hit 
specimen. The technique is based on the fact that that each element has a unique atomic structure, 
which results in a unique set of peaks in the X-ray spectrum, as shown in Figure 2.11. The 
excited X-rays can be detected by the EDS accessory on the TEM. A common Si(Li) X-ray 
detector cooled to cryogenic temperatures with liquid nitrogen will convert X-ray energy into 
voltage signals and then send them to a pulse processor, which measures the signals. A new X-
ray detector called silicon drift detector (SDD), is now equipped in modern systems. This 
consists of a high-resistivity silicon chip to drive electrons to a small collecting anode for high 
signal count rates and processing.  
Several factors can affect the accuracy of the EDS technique including the overlapping of 
peaks for some elements and the composition and structure of the sample. The accuracy can be 
reduced in inhomogeneous and rough samples because of a relatively large spot size are needed 
to get good counting statistics in reasonable times. For practical analysis, EDS is not suitable for 
light elements with atomic numbers less than 4, due to the absorption of these X-rays generated 
by the Be window of the detector.  
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In addition to imaging, the TEM can also be used to determine sample crystal structure 
and the crystal growth direction by examining diffracted electrons. In diffraction mode, the 
imaging-system lenses need to be adjusted to see the diffraction pattern so that the back-focal 
plane (BFP) can perform as the objective plane for the intermediate lens, as shown in Figure 
2.12(A). For image mode, the intermediate lens needs to be readjusted so that the objective plane 
is the image plane of the objective lens, as shown in Figure 2.12(B). However, if the diffraction 
pattern in Figure 2.13(A) contains the electrons from the whole specimen illuminated with the 
beam, such a pattern is not useful, because the intensity of the direct beam is so strong that the 
view screen or CCD of the camera system will be damaged. For practical applications, a specific 
area of the specimen is selected and the intensity of the direct beam will be reduced to optimize 
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Figure 2.11 The working principles of EDS 
X‐ray emission
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the final diffraction pattern. The SAED pattern consists of rings for a polycrystalline sample or a 
2-D spot matrix for single crystal samples (single nanocrystal, orientated array of nanocrystals). 
The d-spacing of the specific lattice plane can be calculated from the diameter of the ring for 
Diffraction pattern Final image
A B
Figure 2.12 Ray diagram showing the two basic operations of the TEM imaging 
system: (A) diffraction mode and (B) image mode (adopted from Williams, Ref. 
107) 
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polycrystalline samples, or the distance between the two spots across the center of an imaginary 
ring for single crystal samples.  
In this dissertation research, TEM images were obtained with a JEOL 2010 HR TEM 
with the operation voltage set at 200 kV. Specimens were prepared by placing one drop of 
chloroform containing a dispersion of nanoparticles onto a Cu grid coated with a carbon film. 
EDS data were analyzed with an SDD detection unit, made by EDAX, Inc., is attached to the 
JEOL 2010 TEM. The analyzing software is EDAX Genesis v1.0. 
 
2.3.5 High-Angle Annular Dark-Field (HAADF) Microscopy 
In traditional dark-field imaging, only electrons scattering through the object aperture 
will be collected, while the main beam is blocked. In annular dark-field imaging with STEM, an 
annular dark-field detector is used to collect the scattered electrons that are not Bragg diffracted, 
from an annulus around the main beam. Thus, it is possible to sample far more scattering 
electrons than just those passing through the objective apertures, as shown in Figure 2.13.68, 70 
The signal collection efficiency will be improved and the main beam can be allowed to travel to 
an EELS detector, which means both types of measurements can be simultaneously performed. 
The average atomic number of the specimen encountered by the incident probe strongly affects 
the contrast of HAADF images. Other factors, including the extent of defocusing or sample 
thickness, will also influence the image contrast. The spatial resolution of the HAADF is 
confined by the size of the focused incident probe. For most high resolution imaging applications, 
the specimen must be less than 40 nm thick.  
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The properties of the HAADF make it widely used in (1) quantitative elemental mapping 
(as we use in this dissertation research), (2) supported catalyst characterization, (3) 
compositional imaging/modulation of semiconductor interfaces or superconductors, and (4) 
observation of lattice dislocations, precipitates and grain boundary segregations of the crystals, 
etc. In this dissertation research, to understand the composition and the interface of the core-shell 
structure in MnAs, we performed HAADF on MnAs nanoparticles using a FEI Titan 80-200 
TEM/STEM with ChemiSTEM Capability at Oregon State University with the help of Dr. Yi 
Liu. This instrument uses a field emission electron source and has a resolution capability of 0.24 
nm for TEM images and 0.16 nm for STEM.  With the EDS units (four embedded Bruker silicon 
Figure 2.13 A schematic diagram showing the various types of 
electron detectors in a STEM (adapted from Williams, Ref. 107). 
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drift detector (SDD) detectors), the chemical composition, elemental distribution mapping and 
line profile element analysis can be analyzed simultaneously using ChemiSTEM technology. 
 
2.3.8 Magnetic Measurements 
There are two basic methods for acquiring magnetic measurements: DC magnetic 
measurements, which determine the equilibrium value of the magnetization for the sample and 
AC magnetic measurements, in which a small AC driven magnetic field is applied to a sample, 
causing a time-dependent AC magnetic moment to form in the sample. AC measurements can 
provide more information about the magnetization dynamics, which are not obtained from DC 
magnetic measurements because the moment of the sample is constant during the measuring time. 
 
Superconducting Quantum Interference Device (SQUID) DC Magnetometry 
Among various magnetometers that are used to measure the magnetic properties of 
materials, those using a SQUID are the most sensitive and effective for measuring subtle 
magnetic properties. The sensitivity of SQUIDs to measure magnetic fields can be as low as 5 aT 
(1 aT = 10-18 T). Figure 2.15 shows the general schematic diagram of a SQUID magnetometer. 
The DC SQUID was invented after the discovery of the Josephson Effect and is made of a 
Josephson junction, where two superconductors are separated by a thin insulator. The DC 
SQUID consists of two Josephson junctions in parallel inserted in a superconducting loop. As 
shown in Figure 2.15A, when the magnetic flux in the superconducting loop changes, the output 
voltage will also change and the signal is proportional to the change of magnetic flux.  
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In SQUID systems, common superconductor magnets are made of Niobium and are 
operated in a cryogenic environment cooled by liquid He (4.2 K). The magnetic field in the 
instrument can be varied as the sample temperature. As shown in Figure 2.14(A), the magnetic 
flux in the instrument is directly related to the applied magnetic field and the variation in 
effective cross-sectional area. When the sample is loaded inside the superconducting coil, the 
magnetic flux will change as the sample is raised and lowered. The SQUID in the instrument is 
not directly linked with the magnetic field but coupled to it with superconducting wire detection 
coils (Figure 2.14B)71 which are sensitive to the change of the magnetic flux of the specimen. A 
voltage will be generated alongside the change in magnetic flux, which will cause a quantum 
phase change across the Josephson junctions. The final current change is recorded and reflects 
the magnetic moments of the specimen. 
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AC Magnetic Measurements 
As shown in Figure 2.15, the AC magnetic susceptometer contains an AC-drive coil set 
that provides an alternating AC excitation field and a detection coil set that responds inductively 
to the combined sample moments and the excitation field. When the frequency of AC drive field 
is very low, the AC measurement is similar to DC magnetometry. In this case, the sample 
magnetic moment follows the same kind of M(H) curve that can be measured in a DC 
experiment, as shown in Equation 2.5. As the AC measurements are sensitive to the slope of 
M(H) curve (The magnetic susceptibility, χ) and not to the absolute value, small magnetic shifts 
can be detected even when the absolute moment is large. 
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Figure 2.14 General schematic diagram for (A) a SQUID detection coil and (B) a SQUID 
magnetometer (adapted from Clark, see ref.110)  
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At higher frequencies, the AC magnetic moment of the sample will not strictly follow the 
DC magnetization curve because of dynamic effects shown in the sample. For this reason, the 
AC magnetic susceptibility is also known as the dynamic susceptibility. Basically, the AC 
magnetic susceptibility measurement at high frequencies yields two quantities: χ (the magnitude 
of the susceptibility) and φ (the phase shift, relative to the drive signal). Thus, the AC 
susceptibility has two components: χ’ (in-phase, real) and χ” (out-of-phase, imaginary). The 
relationships are described in Equation 2.6. In ferromagnets, a nonzero χ” can reflect the 
irreversible domain wall movement (as shown in Figure 1.9). Both of χ’ and χ” are very sensitive 
to the tranformations of thermodynamic phase, and can be used to determine the transition 
temperatures of magnetic materials. 
 
 
 
)sin()/( tHdHdMM ACAC 
HAC is the amplitude of the driving field,  is the driving frequency and χ = 
dM/dH is the slope of the M(H) curve, called the susceptibility, which is the 
quantity of interest in AC magnetometry.
(2.5) 
χ’ = χ sinφ 
χ” = χ cosφ 
(2.6) 
53 
 
In this dissertation research, MnAs nanoparticles are loaded in a glass capillary tube 3 
mm in diameter, evacuated in vacuum and then sealed under argon to protect MnAs 
nanoparticles from oxidation. A plastic straw is used to support the sample tube. DC magnetic 
properties were measured using a Quantum Design MPMS-5S SQUID magnetometer under 
various temperatures and fields. AC magnetic susceptibilities measurements were taken using a 
Quantum Design Model 6000 Physical Property Measurements System (PPMS).  
Figrue 2.15 A general schematic diagram of a coil set for AC magnetic 
susceptibility measurements (adapted from Handbook of PPMS, Quantum 
Design, Inc.) 
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CHAPTER 3 
The Magnetostructural Phase Transformation Behavior in Bulk and 
Nanoscale MnAs 
 
3.1 Introduction 
As discussed in Chapter 1, arrested precipitation syntheses of MnAs nanoparticles result 
in two distinct materials: type-A MnAs (prepared by slow heating) adopting the hexagonal (α) 
structure at room temperature, and type-B (prepared by rapid nucleation at high temperature) 
adopting the orthorhombic (β) structure at room temperature. Prior studies suggested that type-A 
MnAs nanoparticles do not undergo the characteristic phase change (α → β) upon heating to 310 
K.  
In this chapter, detailed structural evaluations of bulk MnAs, type-A MnAs nanoparticles 
and type-B MnAs nanoparticles were performed using the atomic pair distribution function (PDF) 
technique and Rietveld refinement as a function of temperature in the range where the magneto-
structural phase transformation is expected. These data are then correlated to magnetic data. I 
synthesized the samples, performed routine characterization, and participated in acquisition of 
synchrotron data. Ambesh Dixit and Gavin Lawes from the Department of Physics and 
astronomy (Wayne State University), acquired the magnetic data, while Peng Tian and Simon 
Billinge from the Department of Physics (Michigan State University) and the Department of 
Physics and Applied Mathematics, Materials Science & Engineering (Columbia University) 
performed PDF and Rietveld analysis of synchrotron data. This work has been published as: Tian 
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P, Zhang Y, Senevirathne K, Brock SL, Dixit A, Lawes G, Billinge SJL. 2011. Diverse 
Structural and Magnetic Properties of Differently Prepared MnAs Nanoparticles. ACS Nano 5: 
2970-2978. 
 
3.2 Sample Preparation 
3.2.1 Bulk MnAs: 
The bulk MnAs we used for this study was purchased from Pfaltz & Bauer Chemicals. A 
chemical etching process was performed to eliminate impurities. Briefly, 1g ground bulk MnAs 
was put in 20 ml concentrated HCl solution, slowly heated to 80oC, and kept at that temperature 
for 20 minutes. After that, the sample was washed with 50 ml de-ionized water several times to 
remove the soluble impurities, then the purified MnAs sample was washed and reprecipitated in 
chloroform and ethanol. 
Figure 3.1 The PXRD pattern of bulk MnAs before and after etching 
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The PXRD pattern of a chemically etched commercial bulk MnAs sample is shown in 
Figure 3.1. Etched MnAs adopts the α phase structure at room temperature, as expected. Before 
the etching, there are some extra peaks that can be attributed to impurities, most notably β-MnAs. 
Those are eliminated after treatment with concentrated HCl as shown in Figure 3.2. 
 
3.2.2 Synthesis of MnAs Nanoparticles 
The synthesis of MnAs nanoparticles can be achieved either by a slow heating method to 
produce type-A MnAs nanoparticles, or by a high temperature fast injection method to produce 
type-B MnAs nanoparticles.  Scheme 3.1 shows the slow heating method. 0.256 mmol of 
Mn2(CO)10 is mixed with 0.528 mmol Ph3As=O, 8.0 ~ 10.0 ml of 1-octadecene (ODE) and 5g of 
trioctylphosphine oxide (TOPO) and placed in a Schlenk flask in an argon filled glove box then 
moved to a Schlenk line. After purging for 20 minutes, this mixture is gradually heated up to 250 
oC over 2 hours. The color of the mixture changes from yellow to orange and finally black. The 
reaction is maintained at 250 oC for 18 h. The as-prepared nanoparticles are then isolated by 
centrifuging after dispersing in chloroform and precipitating in absolute ethanol. This is repeated 
Scheme 3.1 The procedure for type-A  MnAs nanoparticle synthesis by the slow heating 
method 
Mn2(CO)10, Ph3As=O
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several times until the TOPO is removed.  
The fast injection method is shown in Scheme 3.2. The same amount of Mn2(CO)10, 
Ph3As=O and 1-octadecene are mixed together in the glove box then moved to the Schlenk line 
and purged for 15 minutes. Before injection, the mixture is slightly heated with a heat-gun until 
the powder precursors are evenly mixed. Then the mixture is cannulated under inert conditions 
into hot TOPO (5.0 g) maintained at 330 oC. The reaction is kept at 330 oC for 18 hours. The 
isolation of MnAs prepared by the fast injection method is the same as that described for MnAs 
by the slow heating method.  
 
Scheme 3.2 The procedure of type-B MnAs nanoparticle synthesis by the fast injection 
method 
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58 
Figure 3.2 shows the powder X-ray diffraction pattern (PXRD) of synthesized type-A MnAs 
Figure 3.3 TEM image including the size distribution and the EDAX pattern of 
MnAs nanoparticles prepared by the slow heating method (type-A nanoparticles) 
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Figure 3.2 The PXRD pattern of MnAs nanoparticles synthesized by the slow heating 
method (type-A MnAs nanoparticles). The reference PDF corresponds to α-MnAs. 
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nanoparticles by slow heating at 250oC. The pattern can be indexed to the α-MnAs (hexagonal 
NiAs type). The crystallite size, calculated from the Debye-Scherrer equation using the full 
width at half maximum (FWHM) of the peak at 2θ = 32.16o, which belongs to the (111) 
reflection, was estimated to be 22 nm. The TEM image and the size distribution histogram of this 
type-A MnAs nanoparticle sample are shown in Figure 3.3.  The TEM image reveals the 
particles to be a core-shell type structure with a high contrast core and a low contrast shell. The 
synthesized type-A MnAs nanoparticles are not spherical, but adopt an elliptical shape. The 
average particle size for the elliptical α-MnAs was calculated by measuring the diameter of the 
cores along the small axis, which is approximately 21.7 nm and is in good agreement with the 
size computed from PXRD data.  
Type-B MnAs nanoparticles synthesized by the rapid injection method at 330oC are also 
crystalline and can be indexed to the β-MnAs (orthorhombic MnP-type) structure, as shown in 
Figure 3.4. There is only a slight difference in the peak positions for the two types of phases. 
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Figure 3.4 The PXRD pattern of type-B MnAs nanoparticles prepared by the rapid 
injection method. The reference PDF corresponds to β-MnAs.
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Compared to α-MnAs, there are two characteristic peaks appearing at 39.8 and 40.7o in β-MnAs 
structure, which helps to distinguish the phase of MnAs. According to the Scherrer Equation, the 
computed size of synthesized type-B MnAs is about 18 nm. Similar to type-A MnAs 
nanoparticles, these type-B MnAs nanoparticles also show a core-shell type structure, but look to 
be more spherical, as shown in the TEM image of β-MnAs in Figure 3.5. However, due to 
aggregation, the detailed size distribution cannot be provided. 
 
 
Figure 3.5 TEM image of MnAs nanoparticles prepared by the rapid injection 
method. 
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 Atomic Pair Distribution Functional Analysis 
Total scattering powder x-ray diffraction characterization for selected bulk MnAs, 22 nm 
type-A MnAs nanoparticles and 18 nm type-B MnAs nanoparticles were performed at the 11-
1D-B beam-line at the Advanced Photon Source (APS) at Argonne National Lab. For bulk MnAs, 
the Rietveld analysis using an α-MnAs model is shown in Figure 3.6 (left subfigure). It is 
obvious that the α model fit at 295 K is much better than the fit at 335 K for the bulk sample, 
indicating that bulk MnAs prefers the α structure at 295 K but not at 335 K. This is expected 
based on the reported data on bulk MnAs.54 With the same analysis performed, type-A 
Figure 3.6 PDF refinements on the bulk MnAs (left) and type-A MnAs nanoparticles (right). 
The blue curve represents the experimental PDF data and the red line is the calculated PDF data 
from Rietveld refinement. The green curve is the difference curve between the experimental 
data and calculated model data  
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nanoparticles showed similar fitting as the bulk material. At 295 K, which is below the Curie 
temperature, the calculated α-model data fits the experimental data well, whereas at 335 K, the 
calculated β-model data provides the better fit to the experimental data for type-A MnAs 
nanoparticles. For a more detailed comparison, the difference curve for the experimental 
diffraction data at 295 K and 335 K is shown in Figure 3.7(a) for bulk MnAs and in Figure 3.7(b) 
for type-A MnAs nanoparticles. Figure 3.7(c) shows an overlay of the difference curves from 
Figure 3.7(a) and Figure 3.7(b), scaled by the factor of 4. The different curves match very well 
suggesting a similar structural change is occurring in both materials, although the change in the 
Figure 3.7 (a) The difference curves (orange) of diffraction data for bulk MnAs 
between 295 K (blue) and 335 K (red); (b) The difference curves (violet) of 
diffraction data for type-A MnAs nanoparticles between 295 K (blue) and 335 K 
(red); (c) Comparison of  the (a) and (b) curves (the (b) curve is scaled by a factor of 
4 for direct comparison) 
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nanoparticles is noticeably smaller (smaller difference curve). In order to verify whether the 
structural phase transition in bulk MnAs and type -A MnAs nanoparticles is the same, the change 
in the PDF for bulk MnAs and type-A MnAs for data acquired at 335 K and 295 K was also 
compared, as shown in Figure 3.8. The difference curves overlap perfectly when the type-A 
MnAs nanoparticles data is scaled up by a factor of 4. Thus, the established temperature induced 
α → β transition in bulk MnAs appears to also be happening in type-A MnAs nanoparticles. 
 
Figure 3.8 (a) The difference curves (orange) of PDF data for bulk MnAs between the 
PDF at 295 K (blue) and 335 K (red); (b) The difference curves (violet) of PDF data for 
type-A MnAs nanoparticles between the PDF at 295 K (blue) and 335 K (red); (c) 
Comparison of the curve (a) and (b) (scaled by a factor of 4). 
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More evidence for α → β phase changes in bulk and type-A MnAs nanoparticles can be 
obtained from Rietveld sequential refinements to the α model performed on the data collected on 
bulk MnAs in the range from 295 K to 335 K (Figure 3.9). Based on the characteristic hysteresis 
in lattice parameter changes and isotropic thermal parameters (Uiso) shown, there is a structural 
phase transformation occurring. The a lattice parameter undergoes an abrupt decrease whereas 
the c lattice parameter abruptly increases. The thermal parameters for both Mn and As increase 
Figure 3.9 Comparison of lattice parameters and atomic displacement factors from 
Rietveld refinements of the bulk MnAs and type-A MnAs nanoparticles to the α-phase 
structure model upon heating from 295 K to 335 K (red for bulk and cyan for type-A 
nanoparticles on heating) and cooling back from 335 K to 295 K (blue for bulk and 
magenta for type-A nanoparticles): (a) lattice parameter a, (b) lattice parameter c, (c) Uiso 
for Mn, (d) Uiso for As. 
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abruptly and substantially, consistent with the expectation that the α model does not provide a 
good fit at higher temperatures. The temperature range of the hysteresis, starting at 303 K and 
ending at 317 K, matches the reported data for bulk MnAs.72 As a comparison, the α-MnAs 
model Rietveld refinement was also applied to type-A nanoparticles. For type-A MnAs 
nanoparticles, a similar hysteresis was observed, indicating that a phase transition occurs for 
type-A MnAs nanoparticles similar to that in the bulk MnAs. However, the magnitude of the 
change is smaller for type-A MnAs nanoparticles and the hysteresis is a little bit broader. 
As a comparison, the PDF analysis of type-B MnAs nanoparticles is shown in Figure 
3.10. It can be quantitatively observed from the difference plots that at both 295 K and 335 K, 
Figure 3.10 PDF refinements for type-B MnAs nanoparticles at (a) 295 K with α model 
fitting, (b) 295 K with β-model fitting, (c) 335 K with α model fitting and (d) 335 K with β 
model fitting. The colors correspond to the same curve representations as shown in Figure 
3.6 
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the β-model data fits better than the α-model data at both temperatures, indicating that type-B 
MnAs may not be exhibiting a phase transformation process in this temperature range, in 
contrast to what is observed in bulk MnAs and type-A MnAs. 
A comparison of the difference curves from diffraction of bulk MnAs and β-MnAs 
nanoparticles is shown in Figure 3.11, while the comparison of the corresponding PDFs is shown 
in Figure 3.12. It is observed that the difference curves for either diffraction data or PDF data of 
bulk MnAs cannot be matched to that of type-B MnAs nanoparticles. These comparison results 
suggest that type-B MnAs nanoparticles do not undergo the same structural phase transition as 
bulk MnAs does in this temperature range. Moreover, the very low intensity of the difference 
Figure 3.11 (a) The difference curves (orange) of diffraction data for bulk MnAs at 295 
K (blue) and at 335 K (red); (b) The difference curves (violet) of diffraction data for type-
A MnAs nanoparticles at 295 K (blue) and 335 K (red); (c) comparison of the (a) and (b) 
difference curves. The orange curve has been enlarged by a factor of 10. 
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plot for type-B MnAs nanoparticles (the curve had to be expanded 10 times for comparison to 
bulk MnAs) suggests the structural changes in type-B within this temperature range are small. 
 
Figure 3.12 (a) The difference curves (orange) of PDF data for bulk MnAs between at 
295 K (blue) and at 335 K (red); (b) The difference curves (violet) of PDF data for 
type-B MnAs nanoparticles at 295 K (blue) and 335 K (red); (c) comparison of the  
difference curves from (a) and (b). The orange curve has also been enlarged by a 
factor of 10 to enable a meaningful comparison. 
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 Moreover, if a β model fit is applied to bulk MnAs and type-B MnAs nanoparticles over 
the same temperature range (Figure 3.13), no similarities in the lattice parameter changes are 
found as was the case for bulk MnAs and type-A MnAs nanoparticles. Bulk MnAs demonstrates 
an abrupt increase in a, and decrease in b and c, all accompanied by a substantial hysteresis when 
the temperature is varied in the range from 305 K to 320 K. In contrast, type-B MnAs 
nanoparticles show a gradual increase in lattice parameters upon heating, attributed to regular 
thermal expansion, and only a small degree of irreversibility upon cooling.  
Figure 3.13 Comparison of lattice parameters from PDF refinements of bulk 
MnAs and type-B MnAs nanoparticles to the β-phase structure model upon 
heating from 295 K to 335 K (red for bulk and cyan for type-B nanoparticles) and 
cooling back from 335 K to 295 K (blue for bulk and green for type-B 
nanoparticles): (a) lattice parameter a, (b) lattice parameter b, (c) lattice parameter 
c. 
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Considering that the transformation in MnAs between α and β is a first order magneto-
structural phase transformation, the structural changes observed between 295 K and 335 K in 
bulk and type-A MnAs nanoparticles should be coupled to changes in the magnetism. The 
magneto-structural coupling data is shown in Figure 3.14. The structure parameter shown in this 
figure is the volume of the unit cell (α-model), while the magnetic parameter is the magnetic 
susceptibility. The red and blue curves in Figure 3.14(a) and (b), which reflect the structural and 
magnetic transitions of bulk MnAs, are strongly correlated. The curves colored with cyan and 
magenta show the transition of the type-A nanoparticles. Although the hysteresis of the structural 
change is smaller than that of the magnetic, the magnetic and structural transitions still appear to 
be coupled. When compared to bulk MnAs, the increase in the magnetization upon cooling is 
smaller, which is correlated with the smaller magnitude of the cell volume change. The 
hysteresis width for the magnetic data in type-A MnAs nanoparticles (1 K), is much narrower 
than that in bulk MnAs, whereas the width of the structural hysteresis in type-A MnAs 
nanoparticles is wider than that for bulk MnAs. These observations indicate that the structural 
and magnetic transitions for type-A MnAs nanoparticles are qualitatively, but not quantitatively, 
correlated. 
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The magnetic susceptibility data for the type-B MnAs nanoparticles is also plotted in 
Figure 3.14, and is distinct from type-A MnAs nanoparticles and bulk MnAs. At 335 K, the 
magnetic susceptibility of type-B nanoparticles is small, consistent with the low-spin 
paramagnetic state expected for the β-phase (and observed in bulk and type-A nanoparticles 
above the magnetic transition temperature). However, as the temperature decreases, there is a 
Figure 3.14 Comparison of AC magnetization (a) and unit cell volume (b) in bulk MnAs, 
type-A MnAs nanoparticles and type-B MnAs nanoparticles. All unit cell volumes are 
based on the refinements of the α-model.  Dashed lines at 303 K and 317 K indicate the 
temperature range of the first order structural transitions of the bulk MnAs. The color 
settings are: blue (cooling, bulk), red (heating, bulk), cyan (cooling, type-A nanoparticles), 
magenta (heating, type-A nanoparticle), green (cooling, type-B nanoparticles) and orange 
(heating, type-B nanoparticles) 
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small but distinct increase in susceptibility that is not fully reversible, giving rise to a small 
hysteresis upon warming, also seen in lattice parameters. Thus, type-B MnAs nanoparticles are 
very different from type-A MnAs nanoparticles and bulk MnAs. Understanding the origin of the 
unique behavior of type-B MnAs nanoparticles is the subject of the next chapter.  
 
3.4 Conclusion 
PDF analysis and Rietveld refinement confirms that the structural transition and the 
magnetic transition are highly correlated in bulk MnAs and suggest that for type-A MnAs 
nanoparticles, there is a similar magneto-structural phase transition occurring in the same 
temperature region as that for bulk MnAs. This is in contrast to prior data conducted using 
traditional PXRD methods in the same temperature region. For type-B MnAs nanoparticles, the 
β-model fits well over the entire temperature range, distinct from both bulk MnAs and type-A 
MnAs nanoparticles. The absence of a magneto-structural phase transition in type-B MnAs 
nanoparticles is consistent with that type-B MnAs nanoparticles being kinetically trapped in the 
β-structure. The stability of type-B MnAs nanoparticles is the focus of the next chapter. 
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CHAPTER 4 
Probing the Stability of MnAs Nanocrystals Prepared by Rapid Precipitation 
 
4.1 Introduction 
First-order structural phase transitions are of considerable academic and practical interest 
in mechanical engineering,73 microelectronics,74 magnetic refrigeration,75 etc. Currently, studies 
of first order structural transitions in both bulk and nanoscale materials are mainly focused on the 
effect of external pressure,76 a magnetic77 or electric field78 and temperature.79  These studies 
indicate that the first order structural transition is highly dependent on external conditions 
applied and can be reversed as those conditions are changed. For nano-structured materials, due 
to the decrease in size, the energy barrier for the transformation is greatly reduced compared to 
the bulk material. If the energy barrier becomes small enough, structural fluctuations will occur 
between the two equilibrium structures80.9,10 Recently, Zheng et al reported the trajectories of 
structural transformations in single nanocrystals with atomic resolution by electron microscopy 
techniques81 and reported that the decrease in particle size will help to stabilize the metastable 
intermediate structure. More and more details of the fluctuation dynamics in nucleation, phase 
propagation and pinning of structural domains by defects, is being revealed.82 
MnAs is of particular interest as a first order magneto-structural phase change material 
due to its near room-temperature transition temperature.  The first-order magnetostructural phase 
transition for bulk MnAs from high spin ferromagnetic hexagonal structure (NiAs-type, α) to the 
low spin paramagnetic orthorhombic structure (MnP-type, β) occurs at 313-317 K, as shown in 
chapter 1, which makes MnAs a good candidate for information storage83 and room temperature 
magnetic refrigeration applications.53 In 2003, Mira et al reported that stabilization of the α-
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MnAs phase above the phase transition temperature can be achieved by the application of an 
external magnetic field, indicating that the magnetic ordering and structural ordering are highly 
correlated, as expected for a magneto-structural transformation.84 A recent density functional 
theory study revealed that giant spin-phonon coupling plays a crucial role in the mechanism of 
the type α → β phase transition in MnAs.85 This transformation is also a negative thermo-
expansion process, as β-MnAs has a smaller unit cell than α-MnAs.  
Intriguingly, when prepared on the nanoscale by arrested precipitation reactions at 250 – 
330 °C, materials corresponding to either α or β-phase can be isolated at room temperature (298 
K).38d As described in Chapter 3, those samples that form the α-MnAs structure at room 
temperature (type-A MnAs nanoparticles) behave like bulk MnAs, and show the characteristic 
magnetostructural transition, whereas those samples that adopt the β-phase (type-B MnAs 
nanoparticles) do not show a structural transition in the range (295 K – 335 K), but do show a 
ferromagnetic transition close to that for type-A MnAs (315 K).86 A previous study showed that 
over several months at room temperature, the type-B MnAs nanoparticles partially converted 
from the β-phase to the thermodynamically stable α-phase, consistent with metastability in type-
B MnAs.38d However, the process is very slow and samples do not always convert completely, 
and sometimes do not convert at all. In order to understand the mechanism of the phase transition 
in metastable type-B MnAs nanoparticles, we seek to determine the relationship between the 
transition temperature and the size of the nanoparticles. Here we report the synthesis of different 
sizes of type-B MnAs nanoparticles and the effect of size on the phase transformation 
temperature (α → β) and temperature range of the co-existence region of the two phases 
(hysteresis). These data are correlated with temperature dependent magnetic susceptibility data. 
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In this dissertation research, I synthesized the type-B MnAs nanoparticles with different 
sizes and performed routine characterization. Dixit, Rajesh and Lawes acquired the magnetic 
measurements.  
 
4.2 Results and discussion 
4.2.1 Synthesis and characterization of type-B MnAs 
Type-B MnAs nanocrystals with different sizes were synthesized following the previous 
reported method with a modified procedure.38d 1 mmol of Mn2(CO)10, and 10 ml of 1-octadecene 
are mixed together in the glove box, then placed in a Schlenk flask. Before injection, the mixture 
is slightly warmed with a heat gun until the powder precursors are dissolved. The mixture is then 
cannulated under inert conditions into hot solvent containing 5 g TOPO and 1 mmol of 
triphenylarsine oxide maintained at 330 Ԩ. The reaction time was varied between 1 to 15 hours 
to control the final particle size. Changing the reactant amount of Mn2(CO)10 and triphenylarsine 
oxide also produces different sizes of nanocrystals, as shown in Table 4.1. 
Type-A MnAs nanoparticles are synthesized as follows: 1 mmol of Mn2(CO)10, 1 mmol 
triphenylarsine oxide, 10 ml of 1-octadecene and 5 g TOPO are mixed together in one Schlenk 
flask, which then was placed under vacuum and flushed with argon for 15 mins. After purging, 
the Schlenk flask was gradually heated to 250 °C at 1 °C/min. The final product was dispersed in 
chloroform and reprecipitated with ethanol before drying. 
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X-ray diffraction (XRD) measurements were employed to determine the phase and the 
size of synthesized Type-B MnAs nanocrystals. Data as shown in Figure 4.1 were acquired on a 
Rigaku 200 B model X-ray diffractometer equipped with a rotating Cu anode source. The peak 
positions match the drop-lines for the β-MnAs standard (PDF# 710923). The average size of the 
nanocrystals was estimated using the Debye-Scherrer equation and using the full width at half 
maximum (FWHM) of the 2θ = 32.1° reflection (the (202) reflection).  
  5g TOPO  10 g TOPO 
1 hour  12 nm  8 nm 
2 hour  18 nm  14 nm 
5 hour  21 nm  ‐ 
10 hour  30 nm  ‐ 
Table 4.1 Effects of reaction time and amount of coordinating ligand on the size of as-
prepared type-B MnAs nanocrystals 
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Figure 4.1 The XRD patterns of synthesized Type-B MnAs nanocrystals prepared using 5g of 
TOPO at different times. The drop lines indicate the reference spectrum of the β-MnAs standard 
(PDF# 71-0923). 
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TEM images of these synthesized Type-B MnAs nanocrystals are recorded using a JEOL 
2010 HR transmission electron microscope operated at 200 kV. The samples for TEM were 
prepared by placing one drop of chloroform containing the dispersion of as prepared 
nanoparticles onto a 200 mesh Cu grid coated with a carbon film. Figure 4.2 shows the 
morphology and monodispersity of the Type-B MnAs nanocrystal samples. In Figure 4.3, the 
average crystallite sizes with standard deviations as determined from TEM are indicated. The 
nanoparticle sizes are measured from the core, as the shell is non-crystalline.  The sizes 
measured from TEM match those obtained by PXRD, within 1 – 2 nm.  
Figure 4.2 TEM image of type-B MnAs nanoparticles indicating highly uniform 
18 nm samples are prepared (scale bar = 100 nm). 
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Figure 4.3 TEM images and size distribution histograms of synthesized Type-B MnAs 
nanoparticles with different sizes (the scale bar is 20 nm): (a) 32 nm; (b) 21 nm; (c) 18 nm; 
(d) 12 nm. 
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4.2.2 The stability of type-B MnAs 
In order to access the thermodynamically stable α phase in type-B MnAs nanocrystals, 
we sought to overcome the kinetic barrier by heating. However, even heating up to 120 °C does 
not seem sufficient, since the sample remains unchanged, as shown in Figure 4.4.  This suggests 
that the transformation of β to α in type-B MnAs nanocrystals cannot be simply explained by a 
thermal energy barrier.   
A careful structural evaluation of type-B MnAs nanoparticles reveals a compression of 
lattice parameters relative to bulk β-MnAs at 295 – 335 K. Compared to bulk-MnAs, the unit cell 
volume in type-B MnAs nanoparticles has shrunk by 2.71% at 295 K (below TP for bulk MnAs) 
and 0.89% at 335 K (above TP) for the β structure model fit; as for type-A MnAs nanoparticles, 
the shrinkage is only 0.7% at 295 K and 0 at 335 K (no shrinkage) compared to bulk MnAs for 
the α structure model fit. At 335 K (above TP), the lattice parameter a obtained from the fits to 
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Figure 4.4 XRD image of 21 nm β MnAs nanocrystal before and after heating at 393 K 
80 
the β-MnAs structure in bulk MnAs, converted type-A MnAs nanoparticles and type-B MnAs 
nanoparticles are 5.734 Å, 5.728 Å and 5.713 Å, respectively.86 Accordingly, we hypothesized 
that TP for type-B MnAs nanoparticles may occur at a lower temperature due to the lattice 
parameter compression. The lattice parameter compression could arise from surface strain or 
incorporation of an impurity. In order to evaluate whether type-B MnAs nanoparticles are 
inadvertently doped, the elemental composition of MnAs nanocrystals was analyzed using high 
angle annular dark field scanning transmission electron microscopy (HAADF-STEM) and 
elemental analysis (EDS). HAADF-STEM data was collected by Dr. Yi Liu at Oregon State 
University using a FEI Titan 80-200 TEM/STEM with ChemiSTEM Capability. Figure 4.5 
As Mn As
O Cl
HAADF
P
Figure 4.5 HAADF of type-B MnAs nanoparticles and elemental analysis maps for Mn, As, O, 
P and Cl, respectively. 
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shows a high angle annular dark field scanning transmission electron microscopy (HAADF-
STEM) image and elemental mapping (EDS) for type-B MnAs. 
 For Mn and As, the signal is very intense in both the crystalline core and the amorphous 
shell of the nanoparticles. However, there is also some trace amount of P in the shell and the 
lattice, presumably arising from the decomposition of the coordinating solvent, TOPO, used in 
the reaction.87 EDS chemical analysis shows there is trace amount of P exist (see Figure 4.6). 
Atomic substitution of P for As is known to decrease the lattice parameter and consequently the 
α → β transition temperature.88 Cl and O are also found as background signals attributed to the 
solvent CHCl3 and ethanol/air oxidation, respectively. In contrast, HAADF-STEM analyses of 
type-A MnAs (see Figure 4.7), do not show P incorporation or chemical doping in the lattice.  
The line profile elemental analysis also been performed for several single Type-B MnAs 
nanoparticles in a line (Figure 4.8). The data shows that there is no obvious difference for P 
distribution in the type-B MnAs nanoparticles, suggesting that the P could exist in both core and 
shell of the nanoparticles.  
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Figure 4.6 EDAX comparison of the composition for type-A (top) and type-B (bottom) 
MnAs nanoparticles 
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Figure 4.7 HAADF image and EDS map for type-A MnAs nanoparticles (no P or Cl is 
detected) 
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In order to assess whether the room temperature stability of β-MnAs in type-B 
nanocrystals is due to a lowering of the phase transition temperature (TP), due to contraction of 
the lattice upon doping, T-dependent XRD studies were undertaken. Figure 4.9 shows the 
temperature dependent XRD of the synthesized type-B MnAs upon cooling. Upon cooling to -30 
~ -120 °C, the (013) peak of β-MnAs disappears and a new peak grows in corresponding to the 
(110) reflection of α-MnAs, which indicates that the type-B phase has converted from β to α. 
However, when warmed back to room temperature, only part of the transformed α phase 
converts back to the β phase. The full conversion back to the β structure only happens when the 
temperature is increased to 50 °C. This suggests that the transformation of type-B MnAs 
Figure 4.8 Line profile elemental analysis for several single Type-B MnAs nanoparticles. 
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nanoparticles from β to α  on cooling is reversible upon warming, but with a large hysteresis. 
Accordingly, the coexistence of the α structure and β structure depends on the temperature and 
the process history (cooling or warming) of the sample. 
 
As mentioned before, type-B MnAs nanoparticles are not stable and will gradually 
transform from the β structure to the α structure at room temperature. However, it usually takes 
several months and the transformation is not always complete.  As shown in Figure 4.10, the 
Figure 4.9 Temperature dependent XRD for type-B MnAs nanoparticles cooling 
to -150 °C and then warming back to room temperature (from bottom to top) 
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effect of aging (several months) on structure for type-B MnAs and the effect of applying a 
cooling process (77 K for several hours followed by warming back to room temperature) are 
compared, the cooling process results in an enhanced and rapid conversion of the β phase to the 
α phase (< 3 hours). This is likely due to the establishment of a new quasi-equilibrium in the 
system. 
 
 
 
Figure 4.11 shows the high-resolution transmission electron microscopy (HRTEM) 
images of a representative type-B MnAs nanocrystal taken before and after cooling. Fast Fourier 
Transform (FFT) processing of the images reveals that the phase has been converted from the 
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Figure 4.10 XRD image comparison for 32 nm nanocrystals after aging for 3 weeks (left) 
and after cooling at 77 K and then rewarming to room-temperature (right). 
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orthorhombic β structure to the standard hexagonal α structure, confirming the transformation 
has occurred. 
 
 
 
 
 4.2.3 Magnetic Measurements 
Since the structure and the magnetic properties are highly correlated in MnAs, magnetic 
measurements also shed light on the structural transition. Bulk MnAs is paramagnetic at and 
above 315 K when it adopts the β structure, while the lower-temperature magnetic properties of 
the β-MnAs structure are unknown because the phase is not stable below 315 K (or above 373 K) 
under ambient conditions (the α structure is formed).  However, when the size is decreased to the 
nanoscale, the β structure of MnAs can be stabilized at lower temperatures and appears to be 
ferromagnetic. This is not unexpected as MnP, which adopts the β structure over a large T range, 
Figure 4.11 High resolution TEM images and FFT processing of a type-B MnAs nanocrystal 
before cooling (left) and after warming to room temperature from 77 K (right). 
2 nm2 nm
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is revealed to be ferromagnetic with a TC of 290 K. Molar magnetic susceptibility data on type-B 
MnAs nanocrystals adopting the β structure are shown in Figure 4.12. The curves for each 
sample with transition temperature indicated are shown in Figure 4.16. It is evident that the type-
B MnAs nanocrystals are ferromagnetic, as previously reported, but with a lower Tc  on cooling 
than seen in type-A MnAs nanocrystals adopting the α structure (311 K). The hysteresis of 18 
nm sample have two mixed features may be caused by the α-MnAs impurity. On the other hand, 
these data explain our erroneous report that Tc(A) = Tc(B),38d because data on type-B MnAs were 
acquired upon heating from 10 K. Presumably, at this temperature, the type-B MnAs 
nanoparticles converted from β to α, and the α structure will be retained due to the enlarged 
hysteresis, thus the magnetic data were acquired on α-phase in type-B MnAs.  
 
260 270 280 290 300 310 320 330 340
0
200
400
600
800
1000
1200
 30 nm
 21 nm
 18 nm
 12 nm
 (
em
u/
m
ol
 o
f M
n)
T (K)
260 270 280 290 300 310 320 330 340
0
500
1000
1500
2000
2500
3000
 
 
309 K on cooling
22 nm
T (K)
312 K on warming
Cooling
Warming
Figure 4.12 Comparison of the T-dependent magnetic susceptibility (magnetic susceptibility per 
mole of Mn) for type-B MnAs nanocrystals (from 12 to 30 nm, left) and type-A MnAs nanoparticles 
(22 nm, right) 
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Previous neutron diffraction data shows the canted magnetic structure in orthorhombic 
MnAs0.92P0.08 structure.89 As the β structure of MnAs is the same structure as MnP,47b the 
magnetic structure of the ferromagnetic phase can be inferred as shown in Figure 4.13. When a 
reduced symmetry is chosen for both α and β structures, it is clear that the moment direction is 
the same in both structures. However, in the β-MnAs structure, the canting of the spin orientation 
Figure 4.13 Modeling of magnetic structure of α and β MnAs (the spin orientation are in the 
same direction). 
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leads to a reduced magnetic moment in β-MnAs relative to α. Indeed we see moments of 1100 
emu/mol for the type-B MnAs nanoparticles, relative to 2300 emu/mol for type-A nanoparticles 
at 260 K. These data are consistent with those observed. In the MnAs1-xPx solid solution study, in 
which the saturated magnetization in MnAs1-xPx adopting β-MnAs structure when x > 0.03, is 
about half of the magnetic moment in hexagonal α-MnAs.80a Accordingly, we expected that the 
structural phase transition will have a corresponding magnetic moment change. 
Figure 4.14 shows the magnetic moment of the 21 nm type-B MnAs after cooling to 77 K. 
A clear increase by 25% of the saturated magnetic moment is consistent with the retained phase 
transformation and this is confirmed by XRD (Figure 4.14 right) which shows a portion of the 
sample now adopts the α-MnAs structure at room temperature. The area of retained α peak is 
about 1/3 of the remaining β peak, suggesting there is about 25% phase change. Considering, 
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Figure 4.14 (left) DC magnetization acquired at 300 K for 21 nm type-B MnAs nanoparticles before 
and after cooling to 77 K and returning to room-temperature; (right) XRD of 21 nm type-B MnAs 
nanoparticles at room temperature before and after cooling to 77 K.  
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based on the above analysis, the moment of Mn in α MnAs is about twice that in β MnAs, the 
magnetic moment change matches the XRD peak area change very well.  
For MnAs, the phase transformation can be caused by either temperature or applied 
magnetic field. To clarify that the hysteresis is enhanced due to the decreased size, an external 
field of 5 T was applied to as prepared type-B MnAs nanoparticles of size 21 nm in diameter. 
After applying the external 5 T magnetic-field, there is a distinct increase in the magnetic 
moment and a shift in the Tc onset from 291 K to 297 K, suggesting the transformation has 
occurred. In order to verify that the increased moment was not just due to magnetic alignment, 
we re-measured the magnetic moment after removing the applied field, and found the moment to 
be unchanged. The saturated magnetization was also the same when the same sample was re-
measured after 4 days without applying any magnetic field. The corresponding XRD images for 
samples either cooled or to which 5 T field was applied are shown in Figure 4.15 and show that 
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Figure 4.15 XRD data comparison for 21 nm type-B MnAs nanoparticles after cooling and 
returning to room-temperature and after being under a 5 T field. 
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the transformations induced by cooling or by applying an external field are comparable. As with 
the T-dependent XRD data (Figure 4.9), we surmise this history-dependent phase stability arises 
from applying perturbations to sample, within the phase coexistence temperature region. 
 
4.2.4 Size dependent magneto-structural phase transformation 
Previous studies of pressure-induced phase transformations have shown that pressure is 
inversely related to size in phase transformation.76a For example, in CdSe nanocrystals, the 
stability of the structure to with stand the applied pressure is about 2-3 times greater for 
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nanocrystal than for the bulk material90. To explore the effect of size on the β → α phase 
transformation of MnAs nanoparticles and assuming a strong correlation between the magnetic 
transition and the structure change, the magnetic susceptibility data of different sizes of type-B 
MnAs nanoparticles were acquired and data are shown in Figure 4.16 and summarized in Table 
4.2. As the nanoparticle size increases from 10 nm to 30 nm, both the magnetic moment and the 
TC increase, which indicates that the magneto-structural phase transformation in type-B MnAs 
nanoparticles is also size dependent. The portion of the α-phase retained after warming back will 
rely on the size of the particles. As shown In Figure 4.17, for the 32 nm samples, the α phase 
converted from the β phase during cooling is completely retained upon returning to room 
temperature, whereas for the 21 nm samples, only part of the α structure is retained after re-
heating, and for the 12 nm sample, none of the α is retained. These data suggest that the larger 
the nanocrystal size is, the more bulk-like the sample is (The TP will be closer to that of bulk 
MnAs, ~ 313 - 317 K).  In Figure 4.18, evaluation of a polydisperse sample with 32 nm average 
diameter (by XRD) after cooling at 77 K and reheating to room temperature indicates only part 
of the sample retains the α-structure, in contrast to what is seen for a monodisperse sample. 
Careful evaluation of the peak breadths suggests that it is the larger particles (avg. 58.4 nm 
calculated from the Scherrer Equation) that retain the α structure, whereas smaller particles (avg. 
16.1 nm) converted to β upon reheating. The fact that only large nanoparticles retain the α phase 
while small nanoparticles retain the β structure upon warming from low temperature, indicates 
differences of the phase transformation temperature and hysteresis regions for different sizes. 
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Fig. 4.17 XRD measurements of different sizes of type-B MnAs nanoparticles upon warming 
to room temperature from 77 K. To clearly differentiate the structure, a 2θ = 45° ~ 55° window 
is selected out for comparison. The solid drop-lines are the standard β-phase MnAs reference 
(PDF# 71-0923) and the dash drop-lines are the standard α-phase MnAs reference (PDF# 28-
0644). 
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The difference of the transition temperature could be caused by the lattice parameter change, 
which could be related to finite size effects and/or impurities. Both structural and magnetic order 
can be affected by the finite size of nanoparticles.91 Near the nanoparticle free surface, the 
average lattice parameter is reduced due to the contraction of the bonds. Thus, the magnitude of 
the magnetic moment per atom near the surface is reduced drastically due to the band 
narrowing.92 The surface coordination for smaller nanoparticles is more affected by the increased 
overlapping of the orbitals and decreased magnetic moment, thus β structure is more preferred. 
Previous studies of MnAs films on GaAs by Iikawa and coworkers have confirmed that GaAs 
could distort the MnAs film by contraction of the lattice parameter, which results in a reduction 
of the Tp.93 In order to understand the origin of the size dependent TP, detailed studies of size-
dependent lattice parameters and quantification of dopants is needed. 
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Figure 4.18 Room temperature XRD patterns (left) and TEM images (right) of 
polydisperse 32 nm (average) type-B MnAs nanoparticles before and after cooling to 77 K 
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4.4 Conclusions 
In summary, we have observed that type-B MnAs nanoparticles prepared by rapid 
arrested precipitation undergo a transformation from β to α upon cooling to 77 K. Temperature 
dependent XRD studies and magnetic measurements suggest that the TP is suppressed to lower 
temperatures and that the transformation is reversible but has an enhanced phase hysteresis, 
which results in the coexistence of both the α and β structure when temperature is warmed back. 
Presumably, the transformation temperature depends on the lattice parameter change in the type-
B MnAs nanoparticles, which is influenced by the particle size or chemical doping. Testing of 
this hypothesis will be the subject of future experiments. 
  12 nm type‐B  21 nm type‐B  30 nm type‐B  22 nm type‐A 
Tc on cooling (K)  282   291   301   309  
Tc on warming (K)  290   297   308   312  
Average (K)  286   294   304   311  
Mag. Sus. @ 260 K 
(emu/mol Mn)  500  1100  1100  2200 
Table 4.2 Comparison of the magnetic data for 12 nm, 21 nm, 30 nm (type-B), and 22 nm 
(type-A) MnAs nanoparticles. (TC values were estimated from the onsets) 
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Chapter 5 
General Synthesis of Transition Metal Arsenide Nanoparticles 
 
5.1 Introduction 
In Chapter 1, the progress of synthetic methods for metal phosphide nanoparticles was 
summerized and the fact that a similar procedure can be adopted in the synthesis of metal arsenide 
nanoparticles was presented.  However, there are a number of practical problems that result in 
considerably slower progress when nanoscale arsenides are targeted. One issue is the arsenic source. As 
trioctylarsine is not commercially available and triphenylarsine is too reactive at ≥ 250 °C, the arsenic 
source selected in the dissertation research was triphenylarsine oxide, which has been successfully used in 
MnAs nanoparticle synthesis. The other main problem is controlling the size and monodispersity during 
the synthesis, as triphenylarsine oxide is not a long chain compound and cannot serve as a sterically bulky 
coordinating ligand like TOP to prevent inhomogeneous growth. In this chapter, we will discuss synthetic 
strategies for transition metal arsenide nanoparticles enabling control of the size and polydispersity and 
application to arsenides of Fe, Co and Ni. FeAs and CoAs in bulk form are considered as 
antiferromagnetic/paramagnetic. For FeAs, antiferromagnetic behavior was observed below TN = 70 K 
and for CoAs, there is no long range magnetic order shown in the bulk. As nanoparticles are confined in 
the short range, to synthesize the FeAs and CoAs nanoparticles will enable the studies of intrinsic 
magnetic orders or structures for these materials.94 Besides, NiAs is shown the highest thermal/electric 
conductivity among 3-d transition metal arsenide materials, it will also be interesting to explore the size-
dependent properties of these materials.94 
 
5.2 Metal Arsenide Nanoparticle Synthesis from Conversion of Metal Nanoparticles 
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For metal phosphide nanoparticle synthesis, the current popular general method was developed 
by Schaak and co-workers and involoves producing metal nanoparticles first and converting them into 
metal phosphide nanoparticles.95 In addressing the third aim of the dissertation research, I sought to apply 
this methodology to the synthesis of transition metal arsenide nanoparticles, as shown in Scheme 5.1.  
 
 
 
Scheme 5.1 shows the general steps for the synthesis of transition metal arsenide nanocrystals, 
with NiAs synthesis as a prototype example. First, 1 mmol of reagent (Ni(acac)2) was dissolved in 2 ml 
pre-dried oleylamine and 10 ml octadecene. The solution was heated and kept at 200 Ԩ. During this time, 
the solution gradually turned black, suggesting Ni nanoparticle formation has occured. Meanwhile, the As 
precursor was prepared by adding 1 mmol of triphenylarsine oxide into 10 ml octadecene. The preheated 
(80 °C) triphenylarsine oxide slurry was directly cannulated into the solution containing the Ni 
nanoparticles and then the reaction temperature was raised to 300-330 Ԩ. The reaction temperature was 
maintained for 12 hours. The as-prepared sample was dispersed in chloroform and reprecipated with 
Scheme 5.1 The synthesis of NiAs nanocrystals by metal nanoparticle conversion 
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ethanol, followed by centrifugation. The final product was isolated as a black powder after drying. For 
FeAs and CoAs, the synthesis steps are almost the same except Fe(CO)5 and Co2(CO)8 are used as the 
organometallic precursors for FeAs and CoAs, respectively. Figure 5.1 shows the PXRD patterns for the 
NiAs, FeAs and CoAs nanocrystals synthesized according to Scheme 5.1. The diffraction patterns match 
the reference patterns very well, indicating that the targeted transition metal arsenide phases have been 
formed. Moreover, unassigned peaks that could indicate impurity phase formation are not evident. Figure 
5.2 shows TEM micrographs for various metal arsenide nanocrystals. Due to the growth speed and the 
structure difference, the size and morphologies varu for the different metals. For NiAs, the average size is 
about 35 nm, with some cube shaped nanocrystals; for FeAs, the particles resemble faceted plates of 
varying sizes (10-100 nm), and for CoAs, the product consists of spheres and aggregates with an average 
size of about 10 nm. In all cases, the samples are highly polydisperse.  
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Figure 5.1 PXRD patterns for synthesized transition metal arsenide nanocrystals 
(from top to bottom): NiAs, FeAs and CoAs. The solid drop lines are the reference 
patterns for NiAs (PDF# 75-0603), FeAs (PDF# 71-2216) and CoAs (PDF# 77-
1351). 
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Figure 5.2 TEM micrographs for transition metal nanocrystals (from top to 
bottom): NiAs, FeAs and CoAs 
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5.3 Direct Reaction Synthesis of Transition Metal Arsenide Nanoparticles 
There are several problems with the transition metal arsenide nanoparticle synthesis based on 
metal nanoparticle conversion that make this method less desirable than for phosphides. In metal 
phosphide nanoparticle syntheses, the TOP actually plays two roles in the reaction. It is both the 
phosphorus source and the coordinating ligand that controls the size of the formed metal nanoparticles. 
For metal arsenide nanoparticles, the arsenide source, triphenylarsine oxide, has shorter carbon 
chains/rings than the trioctylphosphine, which reduces its ability to help control the size of the formed 
metal nanoparticles. To avoid these issues, I instead pursued a reaction in which the metal precursor is 
injected into the arsenic precursor in a coordinating solvent, as shown in Scheme 5.2. 
 
 
 
Scheme 5.2 The synthesis steps for prepration of metal arsenide nanoparticles by direct reaction 
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With the direct reaction method, the arsenic precursor is “pre-activated” and fully dissolved 
within the coordinating solvent system by preheating it in TOPO. During this time, the mixture color 
turns from a white to a dark-brown. The advantage of this process is that once the metal precursor is 
injected into the solution, it can directly react with the arsenic precursor without going through the metal 
nanoparticle formation and conversion process, and this can efficiently protect overgrowth. Figure 5.3 
shows the PXRD patterns for FeAs and CoAs nanocrystals synthesized according to Scheme 5.2.  The 
diffraction patterns match the reference patterns very well, indicating that the target transition metal 
arsenide phases have been formed. The TEM images of the synthesized nanoparticles are shown in Figure 
5.4. Compared with the nanoparticles in Figure 5.3, it is clear that the nanoparticle sizes can be 
maintained below 20 nm and are more monodisperse.  
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Figure 5.3 XRD patterns for synthesized transition metal arsenide nanocrystals: FeAs (left) and CoAs 
(right). The solid drop lines are the reference patterns for FeAs (PDF# 71-2216) and CoAs (PDF# 77-
1351). 
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For  the  case  of  Ni,  as  Ni(CO)4  is  highly  toxic  and  not  commercially  available 
Bis(cyclooctadiene)nickel(0)  (Ni(COD)2) was  used  instead.  The XRD and TEM  images  for 
nickel arsenide nanoparticles prepared by this method are shown in Figure 5.5. In this case, 
the  Ni11As8  phase  was  obtained  perhaps  a  consequence  of  starting  with  a  Ni(0)  source 
instead of Ni(II),  as used  in  the metal nanoparticle  conversion strategy. Compared  to  the 
Figure 5.2, the size and dispersity has been controlled. 
Figure 5.4 TEM images of transition metal arsenide nanocrystals: FeAs (left) and CoAs (right) 
20 nm 100 nm
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This method  is also suitable  for monodisperse MnAs nanoparticle synthesis. MnAs 
nanoparticles  cannot  be  converted  from  Mn  nanoparticles  directly  because  Mn  is  very 
active and reacts with even small amounts of adventitious oxygen.  In  the previous MnAs 
synthesis, the nanoparticles are synthesized by injecting the metal and arsenic precursors 
together  into  the  hot TOPO  solvent. However,  triphenylarsine  oxide does  not dissolve  in 
octadecene,  and  the  consequent  heterogeneous  mixtures  do  not  lead  to  uniform 
nanoparticle samples, as shown in Figure 3.5 in Chapter 3. With this new method, because 
the arsenic precursor has been homogeneously dissolved  in  the  solvent,  it  can be evenly 
reduced  by  Mn2(CO)10  and  form  MnAs  nanoparticles  instantly,  which  gives  rise  to 
monodisperse samples  that are easily controlled and reproduced, as shown  in Figure 4.2 
and Figure 4.3 in Chapter 4. 
 
Figure 5.5 The XRD pattern (left) and TEM image (right) of nickel arsenide (Ni11As8) 
nanoparticles 
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5.4 Conclusion 
In this chapter, I have successfully synthesized a series of transition metal arsenide nanocrystals 
(Ni11As8, FeAs and CoAs) by directly injecting the metal precursor into pre-reacted As precursors. This 
new method enables more control of the nanoparticle growth and monodispersity than that achieved by 
the direct conversion of metal nanoparticles. This opens the door to study of the size-dependent properties 
of these phases. 
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CHAPTER 6 
Conclusions and Prospectus 
 
6.1 Conclusions 
During the last two decades, nanomaterials have drawn considerable interest and study 
due to their size and shape tunable physical properties (electronic, magnetic, catalytic, etc.). 
However, despite a good understanding of the bulk properties of binary pnictides, their nanoscale 
properties are still relatively unexplored, due in part to a lack of methodologies that enable size 
control on this scale. Hence, recent attention has turned to the development of synthetic methods 
to prepare nanoscale materials of transition metal pnictides. Among these methods, the solution 
phase arrested precipitation (SPAP) method has been proven effective for transition metal 
phosphide nanoparticles synthesis. However, the synthesis of nanoscale transition metal 
arsenides remains less studied relative to the related oxides, chalcogenides, and even phosphides, 
due in part to the metalloid nature of arsenic. 
Among transition metal arsenides, bulk MnAs has been extensively studied for a long 
time due to its interesting first-order magneto-structural transformation properties and potential 
applications in information storage and energy devices. The temperature of the first-order phase 
transition in MnAs is sensitively influenced by the bond distances between Mn-Mn and Mn-As, 
and can be tuned by external pressure or internal chemical pressure (i.e. by doping). Current 
research on nanoscale MnAs is focused on epitaxially grown MnAs particles or disks on 
semiconducting thin films or nanowires. However, these MnAs nanomaterials are subject to 
external pressure due to lattice strain from the substrate. In order to discern the intrinsic magnetic 
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and structural properties of discrete unstrained MnAs nanoparticles, the Brock group synthesized 
MnAs nanoparticles with sizes from 9-23 nm in solution by reaction of 
dimanganesedecacarbonyl (Mn2(CO)10) and triphenylarsine oxide ((C6H5)3As=O) in 
coordinating solvents at temperatures ranging from 523-603 K. Intriguingly, either the α or β 
phase can be isolated at room temperature, depending on the synthesis temperature employed 
and whether the synthesis was conducted by slow heating (type-A MnAs nanoparticles) or rapid 
injection (type-B MnAs nanoparticles). Magnetic measurements of the type-A MnAs 
nanoparticles reveal a transition at 315 K. However, temperature dependent X-ray diffraction 
suggests that in type-A MnAs nanoparticles, there is no structural phase transition from α to β, 
even when the temperature is increased up to 343 K; this behavior is distinct from bulk materials, 
where the magneto-structural phase transition is observed at 313-317 K. Moreover, the type-B 
MnAs nanoparticles also appear to show ferromagnetic behavior with a phase transition near 315 
K, which is distinct from bulk paramagnetic β-MnAs, but remarkably similar to type-A MnAs 
nanoparticles.  
Another observation is that metastable type-B MnAs nanoparticles will convert, at least 
partially, from the β phase to the thermodynamically stable α phase over time at room 
temperature. Previous studies investigated size-dependent phase stability and transformation 
properties in other systems, mainly focusing on external pressure, field or internal chemical 
doping. However, there have been no studies of size-dependent stability in MnAs nanoparticles. 
This dissertation research had three specific objectives: (1) to explore the interesting first-
order magneto-structural phase transformation in bulk and nanoscale MnAs by combining the 
advanced Pair Distribution Function (PDF) method to probe the intrinsic atomic structure of 
MnAs and temperature-dependent magnetic susceptibility measurements; (2) to evaluate the 
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size-dependent metastability in type-B MnAs nanoparticles by studying the effect of post-
synthesis processing conditions on phase stability at room temperature will be evaluated by 
employing variable temperature X-ray powder diffraction experiments and magnetic 
characterization; (3) to establish a general methodology for preparation of transition metal 
arsenides as discrete nanoparticles. 
The first objective of this dissertation research was focused on relating the synthetic 
method for MnAs nanoparticles (to yield type-A vs type-B materials) to magnetic and structural 
properties. This goal was achieved by the synthesis of different room-temperature stable phases 
of MnAs nanoparticles (α or β) by employing slow heating or rapid injection methodologies, 
respectively. PDF analysis and Rietveld refinement confirms that the structural transition and the 
magnetic transition are highly correlated in bulk MnAs and suggest that for type-A MnAs 
nanoparticles, there is a similar magneto-structural phase transition occurring in the same 
temperature region as that for bulk MnAs. This is in contrast to prior data conducted using 
traditional PXRD methods in the same temperature region. For type-B MnAs nanoparticles, the 
β-model fits well over the entire temperature range, distinct from both bulk MnAs and type-A 
MnAs nanoparticles. The absence of a magneto-structural phase transition in type-B MnAs 
nanoparticles is consistent with type-B MnAs nanoparticles being kinetically trapped in the β-
structure. 
The second objective was to extend our synthesis of phase-pure, discrete and 
monodisperse type-B MnAs nanoparticles to produce nanoscale samples of varying sizes and 
discern the relationships among particle size, magnetic properties and structural phase in the 
absence of epitaxially imposed strain. Low and high temperature processing, as well as aging (at 
room-temperature) was employed in order to study the structural transformations of the type-B 
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MnAs nanoparticles. Temperature dependent PXRD studies were performed to assess the 
reversibility of the β → α transition. The results suggested that the β → α transition temperature, 
TP, is depressed in type-B MnAs nanoparticles; while fully reversible, there is a large 
temperature hysteresis. The transformation temperature depends on the particle size, with smaller 
particles exhibiting a lower TP than larger particles. Evaluation of a ca. 20 nm diameter sample 
reveals that the lattice parameter are compressed (PDF analysis) and that trace amounts of P are 
incorporated (STEM). P-incorporation is not noted in type-A MnAs. The incorporation of the P 
into MnAs lattice is unexpected but interesting, as previous studies have shown significant 
difficulties in achieving chemical doping during nanoparticle synthesis. The ability to induce 
transition temperature changes and vary the hysteresis through control of size/doping suggests 
the practicality of this material for room-temperature magneto-caloric applications.  
In addressing the third objective, I have successfully synthesized a series of transition 
metal arsenide nanocrystals (MnAs, Ni11As8, FeAs and CoAs) by directly injecting the metal 
precursor into pre-reacted As precursors. This new method enables more control of the 
nanoparticle growth and monodispersity than that can be achieved by the direct conversion of 
metal nanoparticles. These nanoparticles open the door to the study of short range magnetic 
properties for these materials and comparison to the paramagnetic bulk materials. 
 
6.2 Prospectus 
6.2.1 Size-doping-property relationships 
In this dissertation research, by reducing the size of MnAs into nanoparticles, the 
metastable orthorhombic MnAs structure can be kinetically trapped at room temperature, which 
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provides another example showing that the stability of materials (under pressure, electromagnetic 
field, or temperature) is related to the size. The size-dependency for the magneto-structural phase 
transformation of type-B MnAs nanoparticles revealed a reduced transition temperature and 
enhanced hysteresis, possibly related to lattice compression. In addition to lattice parameter 
changes due to size effect, the P dopant, which was detected by STEM, is another factor that 
causes the lattice compression of MnAs. It is necessary to establish if TP is dependent only on 
doping or both doping and size. Previous work on chemical doping in bulk MnAs has shown the 
P doping could reduce the transition temperature;96 however, in nanoparticles, the lattice 
compression can also come from the finite size effect. Future work should establish a 
relationship between the degree of chemical doping and the nanoparticle size. Also, the lattice 
expansion on the stability of type-B MnAs probed by the incorporation of larger anions like Sb, 
should be studied to see if this can increase the phase transition temperature and the hysteresis.97 
 
6.2.2 SynthesisTransition Metal Antimonides and Ternary Phases 
This dissertation research also provides a general synthetic method for transition metal 
arsenide nanoparticles synthesis. A similar method can be applied in other transition metal 
pnictide nanoparticles syntheses, like transition metal antimonide nanoparticles due to magnetic 
and optical properties have been observed in these materials. The structure can also be changed 
by metal doping, for example FexMn1-xAs, the ternary transition metal arsenides, has shown 
enhanced magneto-caloric properties relative to MnAs.98 The transition temperature and the 
hysteresis vary with different x. 
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May 2013 
Advisor: Dr. Stephanie L. Brock 
Major: Chemistry 
Degree: Doctor of Philosophy 
 
This dissertation study focuses on (1) probing the magneto-structural phase 
transformation in nanoscale MnAs; (2) evaluation of the size-dependent phase stability of type-B 
MnAs (prepared by rapid injection); and (3) developing a general synthetic method for transition 
metal arsenide nanoparticles. 
Discrete MnAs nanoparticles that adopt different structures at room temperature (type-A, 
α-structure and type-B, β-structure) have been prepared by solution-phase arrested precipitation. 
Atomic pair distribution and Rietveld refinement were employed on synchrotron data to explore 
the structural transitions of the bulk and nanoparticle samples, and these results were compared 
to AC magnetic susceptibility measurements of the samples. The results confirm that the 
structural transition and the magnetic transition are highly correlated in bulk MnAs and suggest 
that for type-A MnAs nanoparticles, there is a similar magneto-structural phase transition 
occurring in the same temperature region as that for bulk MnAs. However, for type-B MnAs 
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nanoparticles, there is no magneto-structural phase transition, consistent that type-B MnAs 
nanoparticles being kinetically trapped in the β-structure. 
Type-B MnAs nanoparticles adopting the β-strucuture undergo a transformation from β 
to α upon cooling. Temperature dependent XRD studies and magnetic measurements suggest 
that the TP for α → β conversion is suppressed to lower temperatures relative to bulk and type-A 
MnAs nanoparticles and that the transformation is reversible but has an enhanced hysteresis, 
which results in a large coexistence temperature range for the α and β structure. The 
transformation temperature may be correlated with the compression of the lattice parameters of 
the type-B MnAs nanoparticles due to the decrease in the particle size, the presence of chemical 
doping, or both.  
A new general synthetic method for transition metal arsenide (Ni11As8, FeAs and CoAs) 
nanocrystals synthesis was developed by directly injecting the metal precursor into pre-reacted 
arsenic precursors. This method enables more control of the nanoparticle growth and 
monodispersity than is achieved by the direct conversion of metal nanoparticles.  
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