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over co-quasitriangular Hopf algebras.
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Abstract
We show that if gΓ is the quantum tangent space (or quantum Lie algebra in the sense of
Woronowicz) of a bicovariant first order differential calculus over a co-quasitriangular Hopf
algebra (A, r), then a certain extension of it is a braided Lie algebra in the category of A-
comodules. This is used to show that the Woronowicz quantum universal enveloping algebra
U(gΓ) is a bialgebra in the braided category of A-comodules. We show that this algebra
is quadratic when the calculus is inner. Examples with this unexpected property include
finite groups and quantum groups with their standard differential calculi. We also find a
quantum Lie functor for co-quasitriangular Hopf algebras, which has properties analogous to
the classical one. This functor gives trivial results on standard quantum groups Oq(G), but
reasonable ones on examples closer to the classical case, such as the cotriangular Jordanian
deformations. In addition, we show that split braided Lie algebras define ‘generalised-Lie
algebras’ in a different sense of deforming the adjoint representation. We construct these
and their enveloping algebras for Oq(SL(n)), recovering the Witten algebra for n = 2.
Introduction.
In a well-known article [Wor], Woronowicz has given an axiomatic treatment of so called
bicovariant first order differential calculi (FODC) over Hopf algebras. It appeared that,
given a arbitrary Hopf algebra A, there is no canonical way to associate to it a bicovariant
FODC. Nevertheless, each bicovariant FODC (Γ, d) over A extends to a graded differential
algebra (Γ∧, d) - later shown to be have a Hopf superalgebra structure [Brz][Schbg], and has
an associated “quantum Lie algebra” gΓ. A quantum Lie algebra is a vector space g equipped
with a braiding operator σ and a “quantum Lie bracket” satisfying certain identities, which
coincide with the usual Lie algebra axioms when the braiding σ on g is the usual flip. This
article is concerned with the universal enveloping algebra U(g) of a quantum Lie algebra (a
certain quotient of the tensor algebra of g). The main question which we address is whether
U(g) can be equipped with a Hopf algebra or bialgebra structure. To do this we will need
additional coassociative structure δ : g → g ⊗ g, which we axiomatise as a ‘good quantum
Lie algebra’ (g, σ, [ , ], δ) (we then show that in the case of gΓ associated to an FODC there
is a canonical such structure when A is coquasitriangular.)
Let us recall what are the obstructions for a bialgebra structure on U(gΓ). Before asking
in which sense our required coalgebra structure maps ∆ and ε should be algebra morphisms,
the coproduct on U(gΓ) should be coassociative. Woronowicz [Wor] has shown that bico-
variant FODC over A are parametrized by (in our conventions) adL-invariant left ideals of
A contained in ker εA. The “cotangent space” of the FODC (Γ, d) corresponding to such an
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ideal I is canonically identified with ker εA/I, and the quantum Lie algebra gΓ (or tangent
space) is the dual of this. When A is commutative, ker εA/I has a natural associative algebra
structure, say µ (often without unit). Therefore the dual gΓ has a natural comultiplication
δ = µ∗, and the space k 1 ⊕ gΓ has a coalgebra structure (∆, ε) such that ∆(1) = 1 ⊗ 1,
∆(x) = x ⊗ 1 + 1 ⊗ x + δ(x), ε(x) = 0, for x ∈ gΓ. Actually, for the standard differential
calculus on Lie groups, the ideal I in question is (ker εA)
2, therefore µ = 0, δ = 0, and we
recover the standard coproduct on U(gΓ). In the non commutative case, these things do not
work anymore. The key idea to solve this problem is the observation that, when A has a
co-quasitriangular r, adL-invariant left ideals of A are two-sided ideals of another algebra,
namely A, the braided version (or ‘braided-group’) of the quantum group A in the category
of (in our conventions, left) A-comodules, introduced in [Maj-93a]. Therefore, in this case
the space g˜Γ = k 1⊕ gΓ inherits naturally a coalgebra structure, which is dual to that of the
unital algebra A/I. It remains to show that this comultiplication does extend to a bialgebra
structure on U(gΓ), and to say in which sense. The answer (theorem 4.8) is that U(gΓ)
indeed becomes a bialgebra, in the category of (right) A-comodules, which is braided thanks
to the existence of r.
The reason for all this to work, and which was the starting point of the article, is the
theory of braided Lie algebras. These were introduced in [Maj-94] as axiomatically-defined
finite-dimensional objects L with axioms strong enough to define a braided enveloping algebra
B(L) as a quadratic bialgebra in a braided category (it was previously denoted U(L) in
[Maj-94]). Moreover, for standard quantum groups Uq(g) there is an algebra map B(L) →
Uq(g) so that Uq(g) is essentially generated by L (the ‘Lie problem for quantum groups’).
In this case braided Lie algebra L is of an n2-dimensional matrix form and can in fact be
identified[Maj-98] with the quantum tangent space for the FODC on Oq(G) constructed by
the R-matrix method of Jurco [Ju]. However, a general theorem systematically linking the
Woronowicz theory and the braided Lie algebra theory has been missing and is what we
provide now. Indeed, in our construction g˜Γ = k 1⊕ gΓ is a braided Lie algebra in M
A and
its braided universal enveloping bialgebra B(g˜Γ) therefore provides the homogenization or
quadratic central extension of U(gΓ), with U(gΓ) a bialgebra quotient of B(g˜Γ).
Thus we prove the existence of a (braided) bialgebra structure on U(gΓ) for arbitrary bico-
variant FODC over A, provided A is co-quasitriangular. The existence of an antipode is more
problematic, and actually we can prove that an antipode does not exist in many examples
of interest, such as for all finite dimensional bicovariant calculi on standard quantum groups
Oq(G), q not a root of unity, and all bicovariant calculi on finite groups. The reason is quite
curious : We prove in theorem 4.2 (which is general, i.e. does not use co-quasitriangularity)
that when the differential d is implemented by a biinvariant element θ, then U(gΓ) is a
quadratic algebra, in fact a quantum symmetric algebra. In the co-quasitriangular inner
case, we find that U(gΓ) is a quadratic bialgebra. More precisely,
U(gΓ) ≃ B(L) (Γ inner)
is the braided universal enveloping algebra of a braided Lie subalgebra L ⊂ g˜Γ, of the same
dimension as gΓ. Since B(L) never has an antipode, U(gΓ) does not have one as well.
Moreover, for the simple bicovariant FODC over standard quantum groups Oq(G) where
the braided Lie algebra L in question is a matrix braided Lie algebra, its braided universal
enveloping algebra is an algebra of braided matrices B(R)[Maj]. Therefore U(gΓ) is also an
algebra of braided matrices.
The algebra A, which is a key ingredient of our construction, also proves useful to obtain
an analogue of the Lie functor for Lie groups -proposition 4.9. Our functor goes from the
category of co-quasitriangular Hopf algebras (pairs (A, r)) to that of first order differential
calculi (triples (A,Γ, d)). We show that it shares many of the properties of the classical one;
apparently too many because it sends to zero most of the standard quantizations Oq(G) (an
exception is G = GL(n) for which the associated quantum Lie algebra has dimension 1).
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Thus it provides another point of view on the non triviality of these quantizations. We show
in the case G = SL(n) that for the softer (and less interesting) triangular deformations of
O(G), the functor does give results which are close to the classical ones (in particular with
a reasonable dimension of the quantum Lie algebra).
The last significant contribution of this paper is to establish a relationship between
braided Lie algebras and a third approach to q-deformed Lie algebras defined by repre-
sentation theory. Here gq = g as a vector space but with the q-deformation of the adjoint
representation. For generic q there remains a canonical intertwiner gq ⊗ gq → gq which
could be called ‘Lie bracket’. Even though examples have been computed already for some
years[DG], one does not know a full set of axioms that the obtained (gq, [ , ]) should obey.
In this context there is similarly a proposal[LS] for an ‘enveloping algebra’ ULS(g) (say)
associated to g semisimple. An open problem here, shown only for g = sl(2), is to find
some kind of ‘homogenisation’ of ULS(g) mapping onto (the locally finite part of) Uq(g) and
thereby relating these algebras. A corollary of the braided Lie theory is a solution of this
problem for g = sl(n), as follows. We consider braided Lie algebras that split as L = kc⊎L+,
where L+ is the kernel of the counit of the braided Lie algebra and where we suppose that
[c, ] acts as a multiple λ of the identity. One can (in principle) axiomatise the inherited
properties of L+ and define its enveloping algebra as Bred(L
+) = B(L)/〈c − λ〉. For the
standard matrix braided Lie algebra L = s˜lq(n) associated to Uq(sl(n)) we have c = tr (the
quantum trace) and L+ = slq(n) (say) has the classical dimension n
2 − 1. The enveloping
Bred(slq(n)) by construction has homogenisation B(s˜lq(n)) mapping to (the locally finite
part of) Uq(sl(n)). It is clear already from [Maj-94] that Bred(slq(2)) = ULS(sl(2)). We also
mention that the latter is isomorphic to the Witten algebra Wq2 (sl(2)) introduced in [Witt],
as was already noticed by L. Le Bruyn in [LeB-95]. This suggests a definition of Wq(sl(n))
for any n (although the physical requirements which lead to the definition of Wq(sl(2)) are
not considered here).
Let us explain the content of the paper in more detail. In the first preliminaries section
we recall various well-known facts about (co)-quasitriangular Hopf algebras, crossed modules
and Hopf bimodules, and quadratic bialgebras. Then in section 2, we recall the definition
of a quantum Lie algebra, following theorems 5.3 and 5.4 in [Wor]. (The notion of quantum
Lie algebra is however not left-right symmetric and we take the conventions opposite to
[Wor], the main reason being that we want the quantum Lie bracket to be given by the left
adjoint action in the differential calculi setting). We observe that the homogenization of
the universal enveloping algebra U(g) of any quantum Lie algebra g is a quantum symmetric
algebra. We then investigate the existence of a coproduct on the universal enveloping algebra
of a quantum Lie algebra (g, σ), not necessarily in the context of differential calculi. For this,
we suppose the existence of an underlying braided category (V ,Ψ) in which both g and U(g)
live (the structure maps (σ, [ , ]) of g should be morphisms in V), and look for a coproduct on
U(g) of the form ∆(x) = x⊗1+1⊗x+δ(x), x ∈ g, for some “little coproduct” δ : g→ g⊗g.
Let us stress that not all quantum Lie algebras can be equipped with such a little coproduct.
Among those which can, there is a subclass with nice properties, leading to our notion of
“good” quantum Lie algebras. An important feature of these good quantum Lie algebras is
that their braiding σ is not an essential datum : it can be expressed in terms of the other
structure maps of g. Moreover, σ can coincide with the underlying braiding Ψg,g only in
some special cases (which include super Lie algebras). Therefore a generic “good quantum
Lie algebra” is equipped with two braidings, the categorical braiding Ψg,g, and the braiding
σ, which should not be confused.
Section 3, about braided Lie algebras, is mainly taken from [Maj-94], with slight improve-
ments, in particular on some properties of the canonical braiding Υ, and on the connection
with quantum Lie algebras. Recall that a braided Lie algebra is already a coalgebra (L,∆, ε)
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in a braided category, endowed with a “braided Lie bracket” satisfying identities which also
mimic usual Lie algebra axioms. One of the differences is that they do not have an anti-
symmetry axiom, and indeed, such an axiom is impossible to define in general. However,
one can consider the subclass of braided Lie algebras L which have a braided Lie algebra
imbedding k → L. In this case, the Lie algebra-like object inside L is L+ (the kernel of
ε), and there is a natural notion of antisymmetry axiom. We call “good” those braided Lie
algebras which meet all these requirements, and show that there is a 1-1 correspondence
between good braided Lie algebras and good quantum Lie algebras (given by L → L+).
Good braided Lie algebras are precisely the ones which appear as extensions in the context
of FODC over co-quasitriangular Hopf algebras. Not all interesting braided Lie algebras are
‘good’ in this sense , e.g. the matrix braided Lie algebras L above are not (their L+ is not
a quantum Lie algebra but a “generalised” one).
In section 4, we first recall how quantum Lie algebras arise in the work of Woronowicz
[Wor], and make clear what we call the extended (co)tangent spaces of a bicovariant FODC.
We work with right invariant 1-forms (and left invariant vector fields), therefore most of our
formulas differ from that of [Wor]. We then prove the main results of this paper, already
mentionned. We give examples of non trivial calculi arizing from the quantum Lie functor
(this mainly concerns the co-triangular case) and at the far opposite examples of differential
calculi over Hopf algebras which are “annihilated” by the quantum Lie functor : finite groups
and quantum groups. These examples are well-known [BDMS] [Maj-98] [KS] [HS], but they
illustrate well the fact that U(gΓ) is quadratic when Γ is inner. Finally, section 5 contains
the link between B(L) for such calculi and generalised Lie algebras along the lines of [LS].
1 Preliminaries
Throughout, k is a field, vector spaces, algebras, etc, are over k. The flip is written τ
(τ(v ⊗ w) = w ⊗ v). We use Sweedler’s notation for coproducts and coactions, omitting the
summation sign, and Einstein’s convention for summation over repeated indices.
Crossed modules, Hopf modules, etc. Let (A,m, η,∆, ε, S) be a Hopf algebra.
The Hopf and full duals of A are A◦ ⊂ A∗ respectively. The pairing between A∗ and A is
written independently x(a) = 〈a, x〉, x ∈ A∗, a ∈ A. We let adL, adR : A → A ⊗ A be the
left and right adjoint coaction of A on itself (adL(a) = a(1)Sa(3) ⊗ a(2)), and AdL, AdR the
left and right adjoint action of A◦ on itself (AdLx(y) := x ⊲Ad y := x(1)yS(y(2))). Then the
left coadjoint action of A◦ on A is Ad∗Lx(a) = 〈a
(0), x〉 a(1), where a(0) ⊗ a(1) = adR(a). We
recall the useful lemma (if ξ : A ⊗ A → k is some linear map, we define ξ1, ξ2 : A → A
∗ by
ξ1(a)(−) = ξ(a,−) and ξ2(a)(−) = ξ(−, a)).
Lemma 1.1. Let ξ : A⊗A→ k be a linear form satisfying mop ∗ ξ = ξ ∗m and imξ1 ⊂ A
◦,
where ∗ is the convolution product. Then ξ1 intertwines the left adjoint and coadjoint actions
of A◦ on A◦ and A respectively, i.e. AdLh ◦ ξ1 = ξ1 ◦ Ad
∗
Lh for all h ∈ A
◦. Likewise (if
imξ2 ⊂ A
◦), ξ2 intertwines the right ones.
We write AAM
A
A,
A
AC , AM,
AM the categories of Hopf bimodules, left crossed modules,
left modules and left comodules over A respectively. Recall that a Hopf bimodule is a vector
space Γ which is both a bimodule and a bicomodule (with coactions ∆L : Γ→ A⊗Γ and ∆R :
Γ→ Γ⊗A), both coactions commuting with both actions in the natural way. A left crossed
module overA is a vector space V endowed with a left A-action (noted a⊗η 7→ a⊲η) and a left
A-coaction (noted η 7→ δL(η) = η
(−1)⊗η(0)), such that δL(a⊲η) = a(1)η
(−1)S(a(3))⊗a(2)⊲η
(0).
The category AAC is a braided (monoidal) category when the antipode of A is invertible. We
shall only need the braiding on V ⊗W which is given by
v ⊗ w 7→ v(−1) ⊲ w ⊗ v(0),
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with inverse w ⊗ v 7→ v(0) ⊗ S−1(v(−1)) ⊲ w. As in [Wor], the categories AAM
A
A and
A
AC are
equivalent. The left crossed module corresponding to Γ is (ΓR, ⊲, δL) where ΓR = {η ∈
Γ : ∆R(η) = η ⊗ 1} is the subspace of right invariants of Γ, and a ⊲ η = a(1)ηS(a(2)),
δL(η) = ∆L(η). There is a canonical projection πR : Γ → ΓR given by πR(v) = v
(0)S(v(1)),
where v(0)⊗v(1) = ∆R(v). It satisfies πR(avb) = a⊲πR(v) ε(b), (a, b ∈ A, v ∈ Γ). Conversely,
Γ is recovered from (ΓR, ⊲, δL) by
Γ ≃ ΓR ⊗A via
{
v 7→ πR(v
(0))⊗ v(1)
η a← η ⊗ a
with tensor product bimodule and bicomodule structure (ΓR is seen as a trivial right module
and comodule, and A is the regular Hopf bimodule) : writing Γ = ΓR.A as free right A-
module (instead of ΓR ⊗A), the extra structures are (η ∈ ΓR, a ∈ A)
aη = (a(1) ⊲ η).a(2), ∆L(η.a) = η
(−1)a(1) ⊗ (η
(0).a(2)), ∆R(η.a) = (η.a(1))⊗ a(2)
A co-quasitriangular structure on a bialgebra A is a linear map r : A ⊗ A → k which
intertwines the multiplication of A and its opposite (mop ∗ r = r∗m, ∗ being the convolution
product), and satisfies r(ab, c) = r(a(2), b) r(a(1), c), and r(a, bc) = r(a, c(1)) r(b, c(2)) for all
a, b, c ∈ A. The maps r1, r2 : A→ A
∗ take their values in A◦ and satisfy :
r1 : A→ A
◦ is an algebra/anticoalgebra map,
r2 : A→ A
◦ is an antialgebra/coalgebra map.
When (A, r) is co-quasitriangular, the tensor category AM is braided, the braiding on V ⊗W
being
v ⊗ w 7→ r(w(−1), v(−1))w(0) ⊗ v(0).
If moreover A has an antipode S, then S2 is inner (hence S is bijective) and the form r is
convolution invertible with inverse r¯ such that r¯(a, b) = r(S(a), b), that is r¯1 = r1 ◦ S =
S−1 ◦ r1, and r¯2 = r2 ◦ S
−1 = S ◦ r2. Then the braiding on V ⊗W is invertibe with inverse
w ⊗ v 7→ r¯(w(−1), v(−1)) v(0) ⊗ w(0).
In this article, (V ,⊗) is a monoidal category of the form AM,
AM, AAC or variants (switch-
ing left and right), A being a bialgebra or Hopf algebra. Thus, its objects are in particular
vector spaces, and k is the underlying vector space of the unit object. Recall that if a
braiding Ψ exists (eg A is co-quasitriangular in the case of AM), it is a collection of nat-
ural (iso)morphisms ΨM,N : M ⊗ N → N ⊗M for all pair (M,N) of objects in V . The
naturality means that if f : M → M ′ and g : N → N ′ are morphisms, then the equality
ΨM ′,N ′ ◦ (f ⊗ g) = (g ⊗ f) ◦ΨM,N holds. Also, the structure maps of an algebra, coalgebra,
etc are by assumption morphisms in V . Finally, if A and B are algebras in V , their tensor
product in V is A⊗B, with multiplication mA⊗B = (mA ⊗mB)(idA ⊗ ΨA,B ⊗ idB). The
sign ⊗ is to stress the braided structure. Likewise for coalgebras. Thus a bialgebra in V is
both an algebra (B,mB , ηB) and coalgebra (B,∆B , εB), ∆B : B → B⊗B and εB : B → k
being morphisms of algebras ni this braided sense.
Quadratic bialgebras. Let (C,∆, ε) be a coalgebra in (V ,⊗Ψ) as above. Its tensor
algebra T (C) =
⊕
n≥0 C
⊗n, with C0 = k, is naturally a bialgebra in V . The coalgebra
structure on each summand C⊗n is the (braided) tensor product one. Let V ⊂ C ⊗ C be
a subobject and 〈V 〉 ⊂ T (C) be the 2-sided ideal generated by V . Clearly, T (C)/〈V 〉 is a
bialgebra in V if and only if ∆C ⊗C(V ) ⊂ C
⊗2 ⊗ V + V ⊗ C⊗2 and εC⊗C(V ) = 0.
Lemma 1.2. The bialgebra T (V )/〈V 〉 never has an antipode.
Proof. Assume that there is a map S′ : T (C) → T (C) such that the induced map
S : T (C)/〈V 〉 → T (C)/〈V 〉, S(a+〈V 〉) := S′(a)+〈V 〉, is an antipode. For all c ∈ C →֒ T (C)
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one should have S′(c(1))⊗c(2)−ε(c)1 =
∑
i ai⊗vi⊗bi for some ai, bi ∈ T (C), vi ∈ V ⊂ C⊗C.
If ε(c) = 1, this would mean that 1 ∈ ⊕n≥1C
⊗n, which is false.
One can always see V as im(F ) for some morphism F : C ⊗ C → C ⊗ C (possibly
not of coalgebras). Then 〈im(F )〉 is a bialgebra ideal if and only if there exist some maps
Φ,Φ′ : C⊗4 → C⊗4 such that
∆C⊗C ◦ F = ( (F ⊗ id
⊗2) ◦ Φ+ (id⊗2 ⊗ F ) ◦ Φ′ ) ◦∆C⊗C , εC⊗C ◦ F = 0 (1.1)
(we use implicitly the fact that ∆C⊗C is injective so that any map C
⊗2 → C⊗4 is of the
form Φ ◦∆C⊗C for some map Φ : C
⊗4 → C⊗4). We shall use the following special cases.
Lemma 1.3. Let (C,∆, ε) be a coalgebra in V. If Υ : C ⊗C → C ⊗C is a morphism of
coalgebras, then T (C)/〈im(id−Υ)〉 is a bialgebra in V, without antipode.
Proof. Let F = id⊗2 − Υ : C ⊗C → C ⊗C. The hypotheses on Υ are exactly that (1.1)
is satisfied with Φ = id⊗4 and Φ′ = Υ⊗ id⊗ id, (or Φ = id⊗ id⊗Υ and Φ′ = id⊗4).
The following is from [Doi]. Let (C,∆, ε) be a coalgebra in kM (i.e. a usual coalgebra)
and r : C ⊗ C → k some linear map. Define F+, F− : C ⊗ C → C ⊗ C by F+(a ⊗ b) =
r(a(1), b(1)) a(2) ⊗ b(2) and F−(a ⊗ b) = b(1) ⊗ a(1) r(a(2), b(2)). Then F = F+ − F− satisfies
(1.1) with Φ = Φ′ = id⊗4, independently of the choice of the linear map r. Thus A(C, r) :=
T (C)/〈im(F+ − F−)〉 is a bialgebra, generated C with relations
r(a(1), b(1)) a(2) b(2) = b(1) a(1) r(a(2), b(2)) (1.2)
Note that if r is convolution invertible, T (C)/〈im(F+−F−)〉 = T (C)/〈im(id−Υ)〉, where
Υ(a⊗ b) = r¯(a(1), b(1)) b(2) ⊗ a(2) r(a(3), b(3)) is a morphism of coalgebras.
Lemma 1.4. [Doi] If r is convolution invertible, the following are equivalent :
1. The linear map r : C ⊗ C → k extends (uniquely) to a co-quasitriangular structure r
on A(C, r).
2. The identity r(a(1), b(1)) r(a(2), c(1)) r(b(2), c(2)) = r(b(1), c(1)) r(a(1), c(2)) r(a(2), b(2)) holds
for all a, b, c ∈ C.
3. The map Σ : C ⊗ C → C ⊗ C, Σ(a ⊗ b) = r(b(1), a(1)) b(2) ⊗ a(2), satisfies the braid
relation.
2 Quantum Lie algebras.
Let (V ,⊗) be a -possibly not braided- monoidal category as in the preliminaries. (Its objects
are in particular k-vector spaces, k is the underlying vector space of the unit object, and by
convention γ will always stand for a distinguished basis vector of the unit object).
Definition 2.1. A left quantum Lie algebra in V is a triple (g, σ, [ , ]) where g is an object,
σ : g⊗ g→ g⊗ g and [ , ] : g⊗ g→ g are morphisms satisfying the following axioms
1. σ satisfies the braid relation.
2. Quantum Jacobi identity : [x, [y, z]] = [[x, y], z]+
∑
i[yi, [xi, z]] for all x, y, z ∈ g, where∑
i yi ⊗ xi = σ(x ⊗ y).
3. Writing σ12 = (σ ⊗ id), σ23 = id⊗ σ, and C(x⊗ y) = [x, y]
σ (id⊗ C)− (C ⊗ id) σ23 σ12 = 0 (2.1)
σ (C ⊗ id)− (id⊗ C) σ12 σ23 = (C ⊗ id) (id⊗ σ)− σ (id⊗ C) (σ ⊗ id). (2.2)
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4. Quantum antisymmetry : If
∑
i xi ⊗ yi ∈ ker(id− σ), then
∑
i[xi, yi] = 0.
The universal enveloping algebra of (g, σ, [ , ]) is
U(g) = T (g)/〈im(id⊗2 − σ − [ , ])〉, (2.3)
the tensor algebra of g divided by the two-sided ideal generated by all elements of the form
x⊗ y − σ(x ⊗ y)− [x, y], x, y ∈ g.
Woronowicz has shown that these axioms appear naturally in the context of bicovariant
differential calculi over Hopf algebras A (theorems 5.3 and 5.4 in [Wor]). In [Wor], V is kM,
but this can be made more precise: it is actually a quantum Lie algebra in the monoidal
category AM (see the comments after proposition 4.1). In the following, “quantum Lie
algebra” will mean “left quantum Lie algebra”.
Lemma 2.2. Axiom 4 of a quantum Lie algebra is the necessary and sufficient condition
for the natural map  : g →֒ T (g)→ U(g) to be injective.
Proof. Assume injectivity of  and let v ∈ ker(id⊗2 − σ) ⊂ g ⊗ g. Then, in U(g),
0 = (id − σ − [ , ])(v) = −[ , ](v) ∈ (g). By the injectivity of , we get [ , ](v) = 0. Con-
versely, assume antisymmetry and let z ∈ ker . This means that, as an element of T (g),
z =
∑
i ui⊗ (xi⊗yi−σ(xi⊗yi)− [xi, yi])⊗vi for some ui, vi ∈ T (g), xi, yi ∈ g. On the r.h.s,
terms of degree ≥ 1 must cancel, i.e. one can take ui = vi = 1. Then, terms of degree two
must cancel, i.e.
∑
i(xi ⊗ yi − σ(xi ⊗ yi)) = 0. By antisymmetry, this implies
∑
i[xi, yi] = 0,
so z = 0.
The other three axioms of a quantum Lie algebra have the following important interpreta-
tion. Given an object g in V , equipped with morphisms σ : g⊗g→ g⊗g and [ , ] : g⊗g→ g,
we define its extension (g˜, σ˜) as follows. We set g˜ = kγ⊕g and the morphism σ˜ : g˜⊗ g˜→ g˜⊗ g˜
is defined by
σ˜(γ ⊗ z) = z ⊗ γ, σ˜(z ⊗ γ) = γ ⊗ z, (z ∈ g˜)
σ˜(x⊗ y) = σ(x⊗ y) + [x, y]⊗ γ (x, y ∈ g →֒ g˜)
(2.4)
Lemma 2.3. The following are equivalent :
1. σ˜ satisfies the braid relation;
2. the triple (g, σ, [ , ]) satisfies axioms 1− 3 of a (left) quantum Lie algebra.
Proof. Direct calculation. One would obtain the corresponding axioms for a right quan-
tum Lie algebra by defining σ˜(x⊗ y) = σ(x ⊗ y) + γ ⊗ [x, y] for x, y ∈ g.
Lemma 2.4. Let (g, σ, [ , ]) be a quantum Lie algebra. Let Sσ(g) = T (g)/〈im(id − σ)〉 be
the quantum symmetric algebra of g with respect to the braiding σ. Likewise, let Sσ˜(g˜) =
T (g˜)/〈im(id⊗2 − σ˜)〉. (i) There are isomorphisms of algebras
U(g) ≃ Sσ˜(g˜)/〈γ − 1〉 and Sσ(g) ≃ Sσ˜(g˜)/〈γ〉. (2.5)
(ii) If there exists a subobject L ⊂ g˜ such that g˜ = kγ ⊕ L and σ˜(L ⊗ L) ⊂ L ⊗ L, then
Sσ˜(g˜) ≃ k[γ]⊗ Sσ˜|L(L), and
U(g) ≃ Sσ˜|L(L) ≃ Sσ(g). (2.6)
Proof. (i) is clear from the definition of (g˜, σ˜), see (2.4). (ii) If L has the given properties,
then Sσ˜(g˜) is generated by γ and L with relations x⊗y = σ˜(x⊗y) and γ⊗x = x⊗γ, (x, y ∈ L)
and the first isomorphism follows (since σ˜(L⊗L) ⊂ L⊗L by hypothesis). Factoring out by
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〈γ− 1〉, we obtain U(g) ≃ Sσ˜|L(L) by (i). Let ϕ : g˜→ g be the projection onto g with kernel
kγ. Since by hypothesis γ /∈ L, the map ϕ induces a vector space isomorphism
ϕ|L : L
≃
−→ g,
and satisfies (ϕ ⊗ ϕ) ◦ σ˜ = σ ◦ (ϕ⊗ ϕ). Indeed, checking this on X ⊗ Y with either X or Y
proportional to γ is immediate from ϕ(γ) = 0 and (2.4). Otherwise, since ϕ is the identity
on g, and since σ˜(x ⊗ y) = σ(x ⊗ y) + [x, y] ⊗ γ on g ⊗ g, we get (ϕ ⊗ ϕ) ◦ σ˜|g⊗g = σ =
σ ◦ (ϕ⊗ϕ)|g⊗g. Therefore, ϕ|L is a vector space isomorphism which conjugates the braidings
σ˜|L on L and σ on g, hence the last isomorphism.
Remarks. When g is classical (σ = τ is the flip), the algebra Sσ˜(g˜) already appears in
[LeB-S] [LeB-VdB] where it is written H(g) and called the homogenization of U(g). We
keep our notation to stress that H(g) = Sσ˜(g˜) is a quantum symmetric algebra. Under the
hypothesis (ii) of the lemma one obtains an isomorphism
T (g)/〈im(id⊗2 − σ − [ , ])〉 ≃ T (g)/〈im(id⊗2 − σ)〉.
The quantum Lie bracket has mysteriously disappeared. However, one has to be careful with
this isomorphism since it is in general not induced by the identity isomorphism T (g)→ T (g),
(unless the quantum Lie bracket is the zero map, in which case L = g and U(g) ≃ Sσ(g) is a
tautology). Obviously, if g is classical, L exists only in the case described above (g abelian),
but more interesting situations do appear in the “quantum case” (σ 6= τ). ⋄
We give for completeness a third characterization of quantum Lie algebras, by a construc-
tion due to D. Bernard [Ber]. It shows that one can associate a co-quasitriangular bialgebra
to any quantum Lie algebra g, in which U(g) imbeds as an algebra. This bialgebra is not,
however, what we are after (one would expect U(g) to be a quasitriangular bialgebra, not
co-quasitriangular).
We assume that V is the category of vector spaces (hence braided).
Let C be a matrix coalgebra, with comultiplication λ 7→ λ(1)⊗λ(2). Let g be the (unique
up to isomorphim) simple left C-comodule, with coaction x 7→ x(−1)⊗x(0). It can be viewed
as a C-k-bicomodule for the right coaction x 7→ x ⊗ γ (γ is the grouplike element of the
1-dimensional coalgebra). One obtains a coalgebra (Cˆ, ∆ˆ, εˆ), where Cˆ := C ⊕ g⊕ kγ and
∆ˆ(λ) = λ(1) ⊗ λ(2), ∆ˆ(x) = x
(−1) ⊗ x(0) + x⊗ γ, ∆ˆ(γ) = γ ⊗ γ.
(Note that Cˆ is Morita equivalent to the coalgebra of upper triangular 2× 2 matrices.) Let
rˆ : gˆ⊗ gˆ→ k be a linear map satisfying
rˆ(γ,−) = rˆ(−, γ) = εˆ(−), rˆ(g,−) = 0 (2.7)
where “−” stands for “anything”. Thus, rˆ is uniquely determined by r := rˆ|C⊗C and
ω := rˆ|C⊗g, which can be arbitrary. We consider the bialgebraA(Cˆ, rˆ) as in the preliminaries.
Proposition 2.5. Assume r is convolution invertible. rˆ extends to a co-quasitriangular
structure on A(gˆ, rˆ) if and only if (g, σ, [ , ]) satisfies axioms 1-3 of a (left) quantum Lie
algebra, where
σ(x ⊗ y) = r(y(−1), x(−1)) y(0) ⊗ x(0), [x, y] = ω(y(−1), x) y(0).
Proof. If r is invertible, so is rˆ (its inverse also satisfies (2.7), and is given by λ ⊗ µ 7→
r¯(λ, µ), λ ⊗ x 7→ −r(λ(1), x
(−1))ω(λ(2), x
(0)) for λ, µ ∈ C, x ∈ g). By lemma 1.4, rˆ ex-
tends to a co-quasitriangular structure on A(Cˆ, rˆ) iff the map Σˆ : Cˆ ⊗ Cˆ → Cˆ ⊗ Cˆ,
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Σˆ(a ⊗ b) = rˆ(b(1), a(1)) b(2) ⊗ a(2), satisfies the braid relation. One easily checks that Σˆ
preserves the subspace kγ ⊕ g, where it takes the form (2.4), with σ and [ , ] as stated.
Therefore, if Σˆ satisfies the braid relation, by lemma 2.3, (g, σ, [ , ]) must satisfy axioms 1-3
of a quantum Lie algebra. The converse is long but straightforward. We omit it.
Remark. γ is grouplike central in A(Cˆ, rˆ), therefore one can consider the quotient
A(Cˆ, rˆ)/〈γ− 1〉, which is still co-quasitriangular if A(Cˆ, rˆ) is. The other relations in A(Cˆ, rˆ)
are such that the subalgebra generated by C is isomorphic is A(C, r), the subalgebra gener-
ated by γ and g is Sσ˜(g˜), and the crossed relations are given by (λ ∈ C, x ∈ g) :
λx = r(x(−1), λ(1))x
(0) λ(2)
xλ = r(λ(1), x
(−1))λ(2) x
(0) + ω(λ(1), x)λ(2) γ − x
(−1) λ(1) ω(λ(2), x
(0))
If ω = 0 (i.e. [ , ] = 0), combining the two relations above we get xλ = r21(x
(−2), λ(1))
r(x(−1), λ(2)) x
(0) λ(3). So, if moreover r21 ∗r = εC⊗εC , the bialgebra A(Cˆ, rˆ)/〈γ−1〉 is just
the crossed product of A(C, r) with the quantum symmetric algebra of its simple comodule.
At the far opposite, if r21 ∗ r is a non degenerate bilinear form on C, we get xλ = λx = 0
for all x ∈ g, λ ∈ C. When ω 6= 0, the terms involving ω are even more unusual. ⋄
“Good” quantum Lie algebras. In this paragraph we investigate bialgebra structures
on U(g) itself. To give a sense to this, we assume (until the end of the paper) that (V ,⊗,Ψ)
is braided. We stress that g is now equipped with two braidings, σ and Ψg,g, which differ in
general (indeed, if σ = Ψg,g, one should have σ (C ⊗ id) = (id ⊗ C) σ12 σ23 instead of (2.2)
by the naturality of Ψ). The algebra U(g) has a filtration
U(g)(0) ⊂ U(g)(1) ⊂ ... ⊂ U(g)(n) ⊂ ...
induced by the natural Z≥0-grading of T (g). By lemma 2.2 one can identify U(g)(1) with
k 1 ⊕ g. Classically (when σ = τ), U(g) is a Hopf algebra in kM with coalgebra structure
(∆, ε) and antipode S uniquely determined by ∆(x) = x⊗1+1⊗x, ε(x) = 0 and S(x) = −x
for all x ∈ g. In particular, each term of the above filtration is a subcoalgebra of U(g), and
g ⊂ ker ε. If we require that it is so in the general case, a hypothetical bialgebra structure
(∆, ε) on U(g) is uniquely determined by a coassociative map δ : g → g ⊗ g (which should
be a morphism in the category) such that
∆(x) = x⊗ 1 + 1⊗ x+ δ(x), ε(x) = 0, (x ∈ g). (2.8)
We say that δ is a compatible coproduct on (g, σ, [ , ]) if the above formula defines a coal-
gebra structure on U(g). Even if there are some similarities with Lie bialgebras and their
quantization, the situation is different since δ here is coassociative, and in fact, the choice
δ = 0 is not always possible:
Lemma 2.6. Let (g, σ, [ , ]) be a quantum Lie algebra in V. Then U(g) is a Hopf algebra in
V with coalgebra structure (∆, ε) and antipode S such that
∆(x) = x⊗ 1 + 1⊗ x, ε(x) = 0, S(x) = −x (2.9)
for all x ∈ g if and only if (1 + Ψg,g)(1− σ) = 0.
Proof. Direct calculation.
In the general case, we shall restrict ourselves to compatible coproducts which satisfy
a “nice” criterion (a sufficient but not necessary condition). This criterion is suggested by
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lemma 1.3. A posteriori “motivations” for this choice are given in remark (iii) after theorem
2.9.
Let δ : g → g ⊗ g be some coassociative morphism. The extension g˜ = kγ ⊕ g of g (see
(2.4)) can be seen as a coaugmented coalgebra (g˜, δ˜, ε˜) by setting
δ˜(γ) = γ ⊗ γ, δ˜(x) = x⊗ γ + γ ⊗ x+ δ(x) (x ∈ g = ker ε˜). (2.10)
Note that in fact, g˜ ≃ U(g)(1) as a coalgebra. Recall that Sσ˜(g˜)/〈γ − 1〉 ≃ U(g). Therefore,
since all natural maps g →֒ U(g), g →֒ g˜ →֒ Sσ˜(g˜) are injective, δ is a compatible coproduct
on g iff Sσ˜(g˜) is a coalgebra in V with coproduct ∆˜ such that ∆˜(X) = δ˜(X) for all X ∈ g˜.
By lemma 1.3, this is ensured if σ˜ : g˜⊗ g˜→ g˜⊗ g˜ is a morphism of coalgebras, so :
Lemma 2.7. If σ˜ : g˜⊗ g˜ → g˜⊗ g˜ is a morphism of coalgebras, then δ is a compatible
coproduct on (g, σ, [ , ]).
Note that what should be a condition on δ, the maps σ and [ , ] being fixed, is finally better
seen as a condition on σ˜ (i.e. σ and [ , ]) with respect to a fixed δ. Solving this condition leads
to the following definition. -We use diagrammatic notations as is conventional; compositions
of maps are written from top to bottom, the braiding ΨV,W : V ⊗W → W ⊗ V and its
inverse Ψ−1W⊗V :W ⊗ V → V ⊗W are represented respectively by the symbols :
V
VW
W
Ψ =
V
VW
W
Ψ-1 =
Definition 2.8. A good quantum Lie algebra in V is a quadruple (g, σ, [ , ], δ) where g is
an object, σ : g ⊗ g → g ⊗ g, [ , ] : g ⊗ g → g and δ : g → g ⊗ g morphisms, such that δ is
coassociative, and obeying the axioms below
[ , ]
[ , ]
[ , ]
[ , ]
σ
[ , ]
[ , ]
(L1’) = +
σ = +σ = (L2’-b)+(L2’-a)
δ δ
[ , ][ , ]
[ , ]
δ
δ δ
[ , ] [ , ]
δ
[ , ]
δ
[ , ]
= ++(L3’)
and
ker(id⊗2 − σ) ⊂ ker([ , ]). (2.11)
The proof of the following theorem is given after lemma 3.7.
10
Theorem 2.9. (i) Let (g, σ, [ , ], δ) be a good quantum Lie algebra in V. Then (g, σ, [ , ]) is a
quantum Lie algebra in V, and σ˜ : g˜⊗ g˜→ g˜⊗ g˜ is a morphism of coalgebras. In particular,
U(g) is a bialgebra in V with coalgebra structure given by
∆(x) = x⊗ 1 + 1⊗ x+ δ(x), ε(x) = 0, (x ∈ g).
(ii) Conversely, let (g, σ, [ , ]) be a quantum Lie algebra in V equipped with a coassociative
morphism δ : g → g⊗ g. If σ˜ : g˜⊗ g˜ → g˜⊗ g˜ is a morphism of coalgebras, then (g, σ, [ , ], δ)
is a good quantum Lie algebra.
Remarks. (i) The braiding σ of a good quantum Lie algebra (g, σ, [ , ], δ) can be expressed
in terms of the maps [ , ], δ and the braiding Ψg,g, therefore it is not an essential datum.
Moreover, a good quantum Lie algebra (g, σ, [ , ], δ) satisfies by hypothesis the axioms 2 and
4 of a quantum Lie algebra, therefore the first claim of the theorem is that the axioms 1 and
3 are also satisfied, in particular σ satisfies the braid relation.
(ii) If either [ , ] = 0 or δ = 0, one must have σ = Ψg,g = (Ψg,g)
−1 by axiom (L2’). Said
the other way round, if Ψg,g is not symmetric, neither [ , ] nor δ can be zero (compare with
lemma 2.6).
(iii) The axioms of a good quantum Lie algebra are satisfied by the usual Lie algebras
(σ = Ψg,g = τ , δ = 0). Moreover, they almost characterize the standard coproduct in this
case : if σ = Ψg,g = τ , one easily finds that (g, σ, [ , ], δ) is a good quantum Lie algebra if
and only if (g, [ , ]) is a usual Lie algebra, δ is coassociative, δg′ = 0 and δg ⊂ Z(g)⊗ Z(g),
where g′ = [g, g] and Z(g) is the center of g. Therefore, if g′ = g or if Z(g) = 0, one must
have δ = 0.
(iv) There are compatible coproducts which are not “good” : for instance, take g = e(1, 1)
the usual Lie algebra with basis e0, e+, e− such that [e0, e±] = ± e±, [e+, e−] = 0 (if k = R,
g is the Lie algebra of the pseudo-euclidean plane). Then U(g) is a Hopf algebra in kM for
all coproducts of the form (2.8) with δe± = 0, δe0 = λ (e+ ⊗ e− − e− ⊗ e+) for all λ ∈ k; in
fact if λ 6= 0 it can be rescaled, eg to λ = 1, by rescaling e+ or e−. The antipode is given
by S(x) = −x for x ∈ g, independently of λ. When λ 6= 0, (g, [ , ], δ) is not good since δ 6= 0
but Z(g) = 0. ⋄
3 Braided Lie algebras and Lie coalgebras
The definition of a good quantum Lie algebra is already coming close to that of a braided Lie
algebra [Maj-94]. In this section we recall their definition and main properties, and discuss
the connection with good quantum Lie algebras. In particular, we shall see that the axioms
of a good quantum Lie algebra can take a much simpler form when expressed in terms of
the braided Lie algebra it corresponds to.
3.1 L and B(L)
Definition 3.1. [Maj-94] A (left) braided Lie algebra in V is a coalgebra (L,∆, ε) in the
category, equipped with a morphism in V (the braided Lie bracket) [ , ] : L⊗L→ L satisfying
the axioms pictured below
(L1)
L L L
L
L LL
L
=[ , ]
[ , ]
∆
[ , ][ , ]
[ , ]
∆
[ , ]
=
∆
[ , ]
(L2)
L L LL
LL L L
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L L L L
[ ,  ] [ , ]
L L
LL
[ , ]=
LL
[ , ]
(L3)
L L
ε ε ε
=
∆ ∆
∆
Axiom (L1) is called the left braided Jacobi identity, (L2) weak braided cocommutativity, and
(L3) states that [ , ] : L⊗L→ L is a morphism of coalgebras.
A braided Lie subalgebra of L is subcoalgebra M such that [M,M ] ⊂M . A morphism of
braided Lie algebras in V is a morphism of coalgebras φ : L1 → L2 such that [ , ]2 ◦ (φ⊗φ) =
φ ◦ [ , ]1.
Remarks. (i) If the braiding on L is symmetric and if (L,∆, ε) is cocommutative (Ψ◦∆ =
∆), axiom (L2) is automatically satisfied, independently of [ , ].
(ii) By a braided Lie algebra we shall mean a left one. Axioms for a right braided Lie
algebra are obtained from that of a left one by applying a symmetry along the medium vertical
axis of each diagram in the definition while keeping the same order of crossing[Maj-LN] (so
that the diagrams of axiom (L3) remain unchanged); see for instance [Wam]. It is observed
in [Wam] that if (L,∆, ε, [ , ]) is a left braided Lie algebra, then (L,Ψ−1 ◦∆, ε, [ , ] ◦Ψ) is a
right one.
(iii) The naturality of the braiding with respect to the morphisms ∆, ε and [ , ] here
means that :
(id ◦∆) ◦Ψ = Ψ12 ◦Ψ23 ◦∆ , (∆ ◦ id) ◦Ψ = Ψ23 ◦Ψ12 ◦∆,
(ε⊗ id) ◦Ψ = id⊗ ε , (id⊗ ε) ◦Ψ = ε⊗ id,
Ψ ◦ ([ , ]⊗ id) = (id⊗ [ , ]) ◦Ψ12 ◦Ψ23 , Ψ ◦ (id⊗ [ , ]) = ([ , ]⊗ id) ◦Ψ23 ◦Ψ12.
This identities should be added explicitly to the axioms if one forgets about a background
category and consider a vector space L equipped with maps (Ψ,∆, ε, [ , ]). For instance, in
dimension 1, there is only one isomorphism class of braided Lie algebra. Indeed, let L = k γ
with γ grouplike (after scaling). Then there exists scalars λ, q ∈ k such that Ψ(γ⊗γ) = qγ⊗γ
and [γ, γ] = λγ. Counit and naturality constraints then force λ = q = 1. ⋄
Lemma 3.2. (i) Let (C,∆, ε) be a coalgebra in V. The map [ , ]triv : C⊗C → C, [x, y]triv =
ε(x) y is a braided Lie bracket on C if and only if (ΨC,C)
2 = idC⊗C .
(ii) Let (Li,∆i, εi, [ , ]i), i = 1, 2, be two braided Lie algebras in V. The direct sum coalgebra
L = L1 ⊕ L2 equipped with the map [ , ]L : L⊗ L→ L
[x1 ⊕ x2, y1 ⊕ y2]L = [x1, y1]1 + ε2(x2) y1 ⊕ [x2, y2]2 + ε1(x1) y2
is a braided Lie algebra if and only if ΨLi,Lj ◦ΨLj,Li = idLi⊗Li when i 6= j. In this case we
call L the direct sum of L1 and L2.
Proof. (i) Using only the counit axiom of a coalgebra and the naturality of Ψ, one
easily checks that this bracket always satisfies axioms (L1) and (L3), but satisfies (L2) iff
ΨC,C = (ΨC,C)
−1. Note that the trivial bracket on a right braided Lie algebra in case
Ψ2 = id would be [x, y]triv = x ε(y). (ii) The reasons are the same as in (i).
Theorem 3.3. Let (L,∆, ε) be a coalgebra in V. There is a one-to-one correspondence
between
1. morphisms of coalgebras [ , ] : L⊗L → L such that (L,∆, ε, [ , ]) is a left braided Lie
algebra.
2. morphisms of coalgebras Υ : L⊗L→ L⊗L such that
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(a) Υ satisfies the braid relation,
(b) Υ(ker ε⊗ ker ε) ⊆ ker ε⊗ L,
(c) the following equalities hold (in the box, Y means Υ) :
Υ Υ ΥΥ
ε ε
 =  =
∆ ∆
(3.1)
It is given by Υ := ([ , ]⊗ id) ◦ (id⊗Ψ) ◦ (∆⊗ id), and [ , ] := (id⊗ ε) ◦Υ. In diagrammatic
form :
LL
L L
LL
=
[ , ]
L L
∆
Υ (3.2)
We call Υ the canonical braiding of (L,∆, ε, [ , ]).
Proof. Let (L,∆, ε, [ , ]) be a braided Lie algebra, and define Υ as in (3.2). The fact
that it satisfies the braid relation is proved in [Maj-95][Wam]. By definition of Υ and by the
counit axioms, one has
(ε⊗ id) ◦Υ(x⊗ y) = ε(y)x, (id⊗ ε) ◦Υ(x⊗ y) = [x, y]. (3.3)
Therefore Υ satisfies (b) and the counit part of the fact that it is a morphism of coalgebras.
The coproduct part, i.e. the equality (Υ ⊗Υ) ◦∆L⊗L = ∆L⊗L ◦Υ, is checked as :
= = =
∆ ∆
∆
∆∆
∆
∆∆
∆ ∆ ∆ ∆
∆
∆ ∆
∆
∆ ∆
∆[ , ] [ , ]
[ , ]
[ , ]
[ , ]
[ , ]
[ , ][ , ]
=
[ , ]
The first and third equalities use only the naturality and coassociativity axioms, the second
axiom (L2) and the fourth axiom (L1). Finally, Υ satisfies the equalities (3.1) since, in view
of (3.3), the left one is nothing but its definition, and the right one is an equivalent form of
axiom (L2) (multiplied by Ψ−1 on the left, i.e. on the bottom).
Conversely, define [ , ] := (id ⊗ ε) ◦ Υ : L⊗L → L. Obviously, [ , ] is a morphism of
coalgebras (axiom (L3)), as composition of morphism of coalgebras. Next, axiom (L1) is
satisfied since :
Υ
εε
Υ
Υ
Υ
Υ
εε
Υ
Υ
Υ
εε
Υ
== [ , ]
[ , ]
=
ε
Υ
∆
[ , ]
∆
[ , ]
[ , ]
[ , ]= ==
[ , ]
[ , ]
[ , ]
(3.4)
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The first equality is by definition of [ , ] = (id ⊗ ε) ◦ Υ, the second uses the fact that Υ
is a morphism of coalgebras, the third is the braid relation for Υ, the fourth is again the
definition of [ , ], the fifth uses the left equality in (3.1), and the sixth is again the defini-
tion of [ , ]. Finally, the left equality in (3.1) means that one can reexpress Υ in terms of
[ , ] := (id⊗ ε) ◦ Υ as Υ = ([ , ]⊗ id) ◦ (id⊗ Ψ) ◦ (∆⊗ id). Therefore the second diagram of
(3.1) is again nothing but axiom (L2) for (L,∆, ε, [ , ]).
By definition, the braided enveloping algebra of (L,∆, ε, [ , ]) is the symmetric algebra of
L with respect to Υ :
B(L) := SΥ(L) = T (L)/〈im(id−Υ)〉. (3.5)
(Its definition is motivated by the braided Jacobi identity which can be expressed as the
equality between the first and fifth diagrams in (3.4)). Since Υ is a morphism of coalgebras,
by lemma 1.3 the maps ∆ : L→ L⊗L and ε : L→ k extend uniquely to algebra morphisms
B(L)→ B(L)⊗B(L) and B(L)→ k respectively, i.e. :
Corollary 3.4. [Maj-94]. B(L) is a bialgebra in V.
Remark. B(L) is quadratic, and “Υ-commutative”, but it lives in V where the braiding
is Ψ. Note that Υ need not be invertible (although we do not know any example where it is
not), and that there is no way to express the original braiding ΨL,L in terms of Υ, ∆, ε and
[ , ]. ⋄
Proposition 3.5. (i) The correspondence L→ B(L) is an exact covariant functor.
(ii) Let L = L1⊕L2 be the direct sum of two braided Lie algebras. Then B(L) ≃ B(L1)⊗B(L2)
is the tensor product of B(L1) and B(L2) in the category.
Proof. (i) A morphism of objects L→M induces a morphism of algebras T (L)→ T (M).
By definition, a morphism of braided Lie algebras f : L→M intertwines all structure maps,
in particular f is a morphism of coalgebras and (f ⊗ f) ◦ ΥL = ΥM ◦ (f ⊗ f). Therefore f
induces a bialgebra morphism f˜ : T (L)/〈im(id⊗2−ΥL)〉 → T (M)/〈im(id
⊗2−ΥM )〉. Clearly
f˜ is injective (or surjective) if and only if f is. (ii) By (i), there are bialgebras embeddings
B(L1) →֒ B(L) ←֓ B(L2). The claim follows from the observation that (by definition of a
direct sum, see lemma 3.2), for x ∈ Li, y ∈ Lj, and i 6= j, one has Υ(x⊗ y) = Ψ(x⊗ y).
3.2 Good braided Lie algebras.
We shall say that (L,∆, ε, [ , ]) is unital if there exists a morphism of braided Lie algebras
η : k → L with
[ , ] ◦ (η ⊗ idL) = idL, and [ , ] ◦ (idL ⊗ η) = η ◦ ε, (3.6)
or equivalently (by theorem 3.3)
Υ ◦ (η ⊗ idL) = idL ⊗ η, and Υ ◦ (idL ⊗ η) = η ⊗ idL. (3.7)
In terms of γ = η(1), (L,∆, ε, [ , ], η) is unital if the span of γ is isomorphic to the trivial
object (which implies that it is “bosonic” : Ψ(γ ⊗ z) = z ⊗ γ and Ψ(z ⊗ γ) = γ ⊗ z for all
z ∈ L), is grouplike (η is a morphism of coalgebras), and [γ, z] = z, [z, γ] = ǫ(z)γ for all
z ∈ L. The last two equalities are equivalent to Υ(γ ⊗ z) = z ⊗ γ and Υ(z ⊗ γ) = γ ⊗ z for
all z ∈ L. In particular γ is a central grouplike in B(L). We stress that not all braided Lie
algebras are unital and the morphism η : k → L or the element γ, if it exists, is not unique
in general. If (L,∆, ε, [ , ], η) is unital, we define
g := ker ε, and γ := η(1), (3.8)
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so that there is a distinguished decomposition L = kγ ⊕ g. By the counit axioms and by
(3.3), there exists unique morphisms σ : g⊗ g→ g⊗ g and δ : g→ g⊗ g such that
Υ(x⊗ y) = σ(x ⊗ y) + [x, y]⊗ γ, ∆(x) = x⊗ γ + γ ⊗ x+ δ(x). (3.9)
The axioms of the braided Lie algebra L and the structure of B(L), in the unital case, can
be given in terms of (g, σ, [ , ], δ) as was done in [Maj-94, Fig 11]. Exactly as Υ is expressible
in terms of ΨL,L, ∆ and [ , ], the map σ can be expressed in terms of Ψg,g, δ and [ , ]|g⊗g.
The braided Jacobi identity -axiom (L1)- for L :
[X, [Y, Z]] = [ , [ , ]](Υ(X ⊗ Y )⊗ Z), ∀X,Y, Z ∈ L (3.10)
becomes when restricted to g :
[x, [y, z]] = [ , [ , ]](σ(x ⊗ y)⊗ z) + [[x, y], z], ∀x, y, z ∈ g. (3.11)
Similarly the braid relation for Υ implies the braid relation for σ. Also from the first of (3.9)
the relations of B(L) become γ central and
xy − · ◦ σ(x⊗ y) = [x, y]γ, ∀x, y ∈ γ. (3.12)
Note now that (3.11) is axiom 2 of a quantum Lie algebra for (g, σ, [ , ]). In fact if
we identify L = g˜ then lemma 2.3 with Υ = σ˜ ensures that g satisfies axioms 1 and 3 of
a quantum Lie algebra. The only item missing is an antisymmetry property for the Lie
bracket, which can be added at hand :
Definition 3.6. A good braided Lie algebra in V is a unital braided Lie algebra (L,∆, ε, [ , ], η)
such that ker(idg⊗g − σ) ⊂ ker([ , ]g⊗g), where (g, σ, [ , ], δ) is defined as above.
From the above discussion, if (L,∆, ε, [ , ], η) is a good braided Lie algebra, then (g, σ, [ , ])
is a quantum Lie algebra. Also it is evident from (3.12) that a sufficient condition for a unital
braided Lie algebra L to be good is that γ is not a zero divisor in B(L). Unsurprisingly from
the above discussion, and taking onto account the coproduct one has :
Lemma 3.7. (g, σ, [ , ], δ) is a good quantum Lie algebra if and only if its extension (g˜, σ˜, δ˜, ε˜)
is a good braided Lie algebra, with braided Lie bracket [ , ]˜ = (id⊗ ε˜) ◦ σ˜.
Proof. Coassociativity of δ and δ˜ are obviously equivalent, and the antisymmetry axiom
is postulated in both definitions. The reader will easily check that axiom (L1), (L2) and (L3)
for g˜ are equivalent to axioms (L1’), (L2’-b) and (L3’) for g, while (L2’-a) corresponds to the
definition of the canonical braiding Υ ≡ σ˜ for g˜. We omit the details. (Note that the braided
Lie bracket on g˜ is given by [γ, γ ]˜ = γ, [γ, x˜] = x, [x, γ ]˜ = 0, x ∈ g, and [ , ]˜|g⊗g = [ , ]).
Proof of theorem 2.9. (i) If (g, σ, [ , ], δ) is a good quantum Lie algebra, then its extension
(g˜, σ˜, δ˜, ε˜) is a good braided Lie algebra; by the discussion before definition 3.6 this implies
that (g, σ, [ , ]) is a quantum Lie algebra. Moreover, Υg˜ = σ˜ : g˜⊗ g˜→ g˜⊗ g˜ is a morphism of
coalgebras by theorem 3.3 so that δ is a compatible coproduct on g by lemma 2.7.
(ii) Let (g, σ, [ , ], δ) be a quantum Lie algebra with δ : g→ g⊗g coassociative, and (g˜, σ˜, δ˜, ε˜)
be the extension of g. σ˜ is a morphism of coalgebras iff δ˜g˜⊗g˜◦ σ˜(X⊗Y ) = (σ˜⊗σ˜)◦δ˜g˜⊗g˜(X⊗Y ),
for all X,Y ∈ g, where δ˜g˜⊗g˜ = (id⊗Ψ⊗ id)◦ (δ˜⊗ δ˜). One checks that this is trivially satisfied
if either X or Y is proportional to γ. For X,Y ∈ g, we obtain an equation in g˜⊗4. Using the
decomposition g˜ = kγ ⊕ g, this leads to 24 equations, eight of which are trivially satisfied.
In the remaining eight, three are the identities corresponding to axioms (L2’) and (L3’).
Therefore, (g, σ, [ , ], δ) must be a good quantum Lie algebra. The remaining five identities
are automatically satisfied by (i).
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Any braided Lie algebra L can be imbedded in a unital one (L, ηL) : take the direct sum
of braided Lie algebras L = kγ ⊕ L (in the sense of lemma 3.2), with unit ηL(1) = γ; here
kγ is the unique one dimensional braided Lie algebra. We call L the trivial extension of L.
Not all unital braided Lie algebras are trivial extensions.
Proposition 3.8. If L is the trivial extension of some braided Lie algebra L, then L is
good, and (g = ker εL, σ, [ , ], δ) is a good quantum Lie algebra (see (3.8) (3.9)). Moreover,
δ : g → g ⊗ g is injective, and there are bialgebra isomorphisms B(L) ≃ k[γ] ⊗ B(L) and
U(g) ≃ B(L).
Proof. The bialgebra isomorphism B(L) ≃ k[γ] ⊗ B(L) (with γ grouplike, not prim-
itive) is by proposition 3.5. We note that γ is not a zero divisor in B(L) so that L is
good. For the other statements, we apply lemma 2.4 to (g˜, δ˜, ε˜) := (L,∆L, εL) and σ˜ := ΥL.
Clearly, (ΥL)|L = ΥL. The projection ϕ : L = g˜ → g with kernel kγ (now given by
ϕ(X) = X − ε(X)γ, X ∈ L) restricts to an isomorphism ϕ|L : L
≃
−→ g and satisfies
(ϕ ⊗ ϕ) ◦ ΥL = σ ◦ (ϕ ⊗ ϕ) as already known, and also (ϕ ⊗ ϕ) ◦ ∆L = δ ◦ ϕ as is easily
checked. Therefore, when restricted to L, the previous equation tells that δ is injective (since
∆L|L = ∆L is), and that the algebra isomorphism U(g) ≃ SΥL(L) =: B(L) of lemma 2.4 is
also a bialgebra isomorphism in the present case.
Remark. We see that any braided Lie algebra L can help to construct a good quantum
Lie algebra (g, σ, [ , ], δ) of the same dimension, with δ injective : take g = ker εL where
L = kγ ⊕ L. Clearly, not all good quantum Lie algebras are of this form (for instance, the
usual Lie algebras). This large class of examples shows that U(g) does not always have an
antipode, since in this case U(g) ≃ B(L) cannot have an antipode. ⋄
3.3 Split braided Lie algebras.
The notion of a unital braided Lie algebra can generalized as follows. Indeed, while we are
interested in unital extensions of braided Lie algebras L, these L themselves are not typically
unital. Yet deformation examples should be close to unital ones since the classical model for
the entire theory in [Maj-94] is the example L = k1⊕ a classical Lie algebra.
Thus, we say a braided Lie L is split if there is a morphism c : k → L in the braided
category, or in concrete terms a distinguished element c ∈ L with span isomorphic to the
trivial object, such that
ε(c) = 1, [x, c] = ǫ(x)c, ∀x ∈ L. (3.13)
Here kc the trivial object implies Ψ(c⊗ x) = x⊗ c and Ψ(x⊗ c) = c⊗ x for all x ∈ L, while
the second of (3.13) is equivalent (by the counit axioms) to
Υ(x⊗ c) = c⊗ x, ∀x ∈ L. (3.14)
Being split is significantly weaker than the unital case. However, (3.14) still ensures that c
is still central in B(L). We set L+ = ker εL. Then, by again the counit axioms, there exist
uniquely determined maps ω : (L+)⊗2 → (L+)⊗2, ρ : L+ → (L+)⊗2 and Θ : L+ → L+ such
that, for all x, y ∈ L+,
Υ(x⊗ y) = ω(x⊗ y) + [x, y]⊗ c, (3.15)
Υ(c⊗ x) = Θ(x)⊗ c+ ρ(x); (3.16)
Θ(x) = [c, x]. (3.17)
As in the unital case, one may write the axioms of a braided Lie algebra in the split case in
terms of (L+, ω, [ , ], ρ,Θ). For example, the braided Jacobi identity (3.10) on L gives
[x, [y, z]] = [ , [ , ]](ω(x⊗ y)⊗ z) + [[x, y],Θ(z)], ∀x, y, z ∈ L+ (3.18)
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generalising the unital case. Note also that, because of (3.16), lemma 2.3 cannot be applied
in general and therefore ω (in the place of σ) needs not obey the braid relation. Moreover,
B(L) in these terms is generated by c,L+ with c central and the relations
xy − · ◦ ω(x⊗ y) = [x, y]c, cx− Θ(x)c = · ◦ ρx, ∀x, y ∈ L+. (3.19)
Also note that if c is not a zero divisor in B(L) then clearly
ker(id− ω) ⊂ ker([ , ]) (3.20)
just as for good quantum Lie algebras above.
Let us assume now that L+ is a simple object. Then Θ acts as a multiple λ of the identity
and we define the reduce enveloping algebra associated to the split braided Lie algebra to
be:
Bred(L
+) = B(L)/〈c− λ〉.
It is the tensor algebra T (L+) modulo the ideal generated by the relations for all x, y ∈ L+:
xy − · ◦ ω(x⊗ y) = λ [x, y] (3.21)
λ(1 − λ)x = · ◦ ρ(x). (3.22)
Finally, we suppose that λ 6= 0 and c is not a zero divisor of B(L). If we define
A = λ−1(id− ω)
then clearly (3.20) and (3.18) appear as
kerA ⊂ ker([ , ]), [ , [ , ]](A(x ⊗ y), z) = [[x, y], z], ∀x, y, z ∈ L+ (3.23)
which have been proposed as the axioms of a ‘generalized Lie algebra’ (L+, A, [ , ]) in[LS].
Here (3.23) is called a generalized Jacobi identity and A is called a generalized antisym-
metrizer (although A is not required to satisfy any further axioms in this regard). Simi-
larly, according to the definition of [LS], the universal enveloping algebra of (L+, A, [ , ]) is
ULS(L
+) = T (L+)/〈im(A − [ , ])〉, i.e. generated by L+ with the relation (3.21). We see
that split braided Lie algebras with simple L+ have this general structure but with ω, [ , ]
and an additional map ρ obeying several more axioms inherited from the braided Lie algebra
structure. We also see that the natural ‘enveloping algebra’ generated by L+ in this case,
namely Bred(L
+) has potentially an additional relation (3.22). On the other hand, Bred(L
+)
comes as a quotient of a quadratic algebra B(L) giving its homogenisation and forming a
bialgebra (in a braided category), both of them desirable features.
3.4 The adjoint action.
Let Rep(L) be the category of representations of L : its objects are pairs (V, α) where
α : L ⊗ V → V is a morphism in V satisfying axiom (R1) pictured in (3.24); α is called the
action of L on V and we write x⊲αv = α(x⊗v). A morphism of representations (intertwiner)
is a morphism f : V →W in V satisfying f ◦αV = αW ◦(id⊗f). Clearly, Rep(L) is the same
as
B(L)M. It is a monoidal category with tensor product (V, αV )⊗(W,αW ) = (V ⊗W,αV⊗W )
where αV⊗W = (αV ⊗αW )(idL⊗ΨL,V ⊗ idW )(∆L⊗ idV⊗W ), and unit object k (with action
afforded by the counit ε).
L V
V
L
α
α
L
α
L V
V
α
L
L
V
V
(R2)
L V
V
L
α
α
(R1)
[ , ]
∆ ∆ ∆
== (3.24)
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We also let Rep(L)′ be the subcategory of representations satisfying the property (R2) also
pictured in (3.24). Clearly, if 0→ U → V →W → 0 is an exact sequence in Rep(L), (V, αV )
satisfies (R2) if and only if (U, αU ) and (W,αW ) satisfy (R2).
Proposition 3.9. Rep(L)′ is a braided monoidal category with braiding Ψ, the same braiding
as in V.
Proof. Rep(L)′ is closed under ⊗ : Let (V, αV ) and (W,αW ) satisfy (R2). We check that
(V ⊗W,αV⊗W ) also satisfies (R2) :
αV
αW
L
L
V
V
W
W
∆
∆
αV
L V
V
W
∆
∆
L W
αV
αW
L
L
V
W
W
V
∆
∆
αV
αW
L
∆
V W
V W
∆
αV
αW
L
L V
V W
∆
∆
W
αV
αW
L
L
V W
∆
∆
V W
= = = = =
The first, third and fifth equalities use the coassociativity of ∆ and the naturality of Ψ,
which holds since it already holds in V , the second is (R2) for (W,αW ), the fourth is (R2)
for (V, αV ). Next, the braiding ΨV,W is a morphism in Rep(L)
′ : we check the equality
ΨV,W ◦ αV⊗W = αW⊗V ◦ (id⊗ΨV,W ) :
αV
αW
αWαW
αVαV
αW
αV
∆ ∆ ∆
∆
L L L LV V V
VVVW
W W W
WW
V W
W V
= = =
The first and third equalities use the naturality of Ψ, the second is property (R2) for (V, αV ).
Note that (R2) is used (only for V ), therefore one cannot conclude anything for Rep(L) in
general.
Remark. This is an analogue at the Lie level of the braided category of modules with
respect to which a braided group behaves cocommutatively (which in turn was the origin of
(L2)), see [Maj-93b] for the general setting of that. ⋄
Obviously, LAd = (L, [ , ]) is a representation of L and satisfies (R2) by assumption, so
LAd ∈ Rep(L)
′, and so does the trivial representation. It is also clear from the axioms of
a braided Lie algebra that the maps ∆ : LAd → LAd⊗LAd, [ , ] : LAd⊗LAd → LAd and
ε : LAd → k, are all intertwiners, and so is ΨL,L : LAd⊗LAd → LAd⊗LAd by the previous
proposition. Therefore :
Υ : LAd⊗LAd → LAd⊗LAd is an intertwiner in Rep(L)
′.
Proposition 3.10. There exists a unique action, the adjoint action noted x ⊲Ad Y , of L on
B(L) with the properties that x ⊲ y = [x, y] for y ∈ L →֒ B(L) and that B(L) is an algebra
in Rep(L)′ for this action. Under this action, B(L) = ⊕n≥0B(L)n is the direct sum of its
homogeneous components.
Proof. The tensor algebra of the adjoint representation LAd is an algebra in Rep(L) (as
is always the case for the tensor algebra of a representation) and, by the previous proposi-
tion, belongs to Rep(L)′ since LAd does. The ideal 〈im(id
⊗2 − Υ)〉 is clearly graded, and
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a subrepresentation by the above observation (Υ is an intertwiner). Therefore the quotient
B(L) = T (LAd)/〈im(id
⊗2 − Υ)〉 is an algebra in Rep(L)′ and has the desired properties.
Since L generates as an algebra, uniqueness is clear.
The adjoint action of L on B(L) defines an action of B(L) on itself, also noted X ⊲Ad Y .
The bracket [ , ]B(L) : B(L)⊗ B(L)→ B(L), [X,Y ]B(L) = X ⊲Ad Y , satisfies (L1) and (L2)
by the above proposition. It also satisfies (L3), since both [ , ] and Υ are morphisms of
coalgebras. So we have :
Corollary 3.11. The bialgebra B(L) becomes a braided Lie algebra in Rep(L)′ (also in V)
for the braided Lie product [X,Y ]B(L) = X ⊲AdY . Each graded summand B(L)n is a braided
Lie subalgebra.
Remark. Assume that L is a good braided Lie algebra (i.e. L = g˜ is the extension of
a good quantum Lie algebra g). Recall that U(g) ≃ B(g˜)/〈γ − 1〉. By taking appropriate
quotients, one easily gets that U(g) is a left U(g)-module algebra, and a braided Lie algebra
in
U(g)M
′ (or in V). However, all statements concerning the grading are lost and shoud be
replaced by “each term U(g)(n) of the natural filtration of U(g) is a braided Lie subalgebra
of U(g)”. But in turn, if L = g˜ is the trivial extension of some braided Lie algebra L, all the
grading properties can be recovered, since U(g) ≃ B(L). ⋄
3.5 The main example.
The definition of a braided Lie algebra was motivated in [Maj-94] as follows. Let (H,m, η,∆, ε, S)
be a Hopf algebra in V . Its (left) braided adjoint action is
AdLx(y) = x ⊲Ad y = m(m⊗ S)(id⊗Ψ)(∆⊗ id)(x⊗ y). (3.25)
We note [x, y] := x ⊲Ad y. H is a left crossed module over itself (in the braided sense) for
the regular coaction ∆ and the braided adjoint action AdL. One easily checks that the
corresponding crossed module braiding Υ := ([ , ]⊗ id)(id ⊗Ψ)(∆⊗ id) satisfies m ◦Υ = m
(this is the equality xy = (x(1) y Sx(2))x(3) when Ψ = idH⊗H). Moreover, (ε⊗ id)◦Υ = id⊗ε
and (id ⊗ ε) ◦ Υ = [ , ]. Therefore there is a unique map σ : ker ε⊗2 → ker ε⊗2 such that
Υ(x⊗ y) = σ(x⊗ y) + [x, y]⊗ 1, x, y ∈ ker ε. Multiplying this in H , we get
[x, y] = m ◦ (Υ − σ)(x ⊗ y) = m ◦ (id− σ)(x ⊗ y)
for x, y ∈ ker ε. This implies ker(id−σ) ⊂ ker([ , ]|(ker ε)⊗2). Therefore (ker ε, σ, [ , ]) is always
a quantum Lie algebra in V (all maps are morphisms in V by assumption, axioms 1-3 come
from lemma 2.3 applied to g = ker ε, σ˜ = Υ, and axiom 4 (antisymmetry) holds by the above
equality). However, (H,∆, ε, [ , ]) is not always a braided Lie algebra in V .
Proposition 3.12. HL = (H,∆, ε, [ , ], η) is a good braided Lie algebra in V if and only if
axiom (L2) is satisfied.
Proof. As shown in [Maj-94], axiom (L1) -braided Jacobi identity- is always satisfied and,
assuming (L2), then (L3) is also satisfied. Thus in this case, HL is a braided Lie algebra.
The Hopf algebra unit of H is clearly a unit for HL in the sense of (3.6). The good part
(antisymmetry axiom) has been checked above.
Consider the case of a usual Hopf algebra H (i.e. a Hopf algebra in kM). Then axiom
(L2) for HL is ensured if H is cocommutative, but fails to hold in general. However, when
the non-cocommutativity of H is controlled by a quasitriangular structure R ∈ H ⊗H , then
axiom (L2) remains valid, not for H but for a braided version of H .
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Let (H,R) be a usual quasitriangular Hopf algebra (R ∈ H⊗H satisfies Drinfeld’s axioms
[Dri]) and view H as an object in HM by the left adjoint action AdL. We will need the three
braidings Υ, ΨR and ΞR,R on H given below :
Lemma 3.13. Let R,S ∈ H ⊗ H be two co-quasitriangular structures on a (usual) Hopf
algebra H. The coactions ∆, λR, δR,S : H → H ⊗H below define crossed module structures
on (H,AdL), with associated braidings Υ, ΨR and ΞR,S as indicated :
∆(x) = x(1) ⊗ x(2) , Υ(x⊗ y) = x(1) ⊲Ad y ⊗ x(2),
λR(x) = R
(2) ⊗R(1) ⊲Ad x = R21(1⊗ x)R
−1
21 , ΨR(x⊗ y) = R
(2) ⊲Ad y ⊗R
(1) ⊲Ad x,
δR,S(x) = R21(1⊗ x)S , ΞR,S(x⊗ y) = (R
(2) S(1)) ⊲Ad y ⊗R
(1) xS(2)
(3.26)
Proof. The first one needs no comment. The second one is the image of (H,AdL) un-
der the monoidal functor FR : HM →֒
H
HM which sends arbitrary left module (M, .) to
(M, ., λ
(M)
R ) where λ
(M)
R (m) = R
(2) ⊗ R(1).m. The braiding of (M, .) calculated in HM
(thanks to R) and that of (M, ., λ) in HHM are equal. The reader will easily check that
replacing the factor R−121 in the definition of λR by any other co-quasitriangular structure
S does not affect the crossed module properties. Note that λR = δR,R−121
, and therefore
ΨR = ΞR,R−121
. Moreover, (H,AdL, δR,S) is in the image of some functor FT (if and) only if
S = R−121 , since λT (1) = 1⊗ 1 and δR,S(1) = R21S.
Define the linear maps ∆ : H → H ⊗H , ε = ε and S : H → H by
∆(x) = x(1) S(R
(2))⊗R(1) ⊲Ad x(2) =: x(1) ⊗ x(2) (3.27)
S(x) = R(2) S(R(1) ⊲Ad x) (3.28)
Proposition 3.14. View H as an object in HM via AdL (the braiding is ΨR).
(i) H = (H,m, η,∆, ε, S) is a Hopf algebra in HM. It is ΞR,R-cocommutative in the sense
that ΞR,R ◦ ∆ = ∆. Its braided adjoint action AdL coincides with the adjoint action AdL
of H and the crossed module braidings ΥH on (H,AdL,∆) and ΥH on (H,AdL,∆) also
coincide.
(ii) HL = (H,∆, ε, [ , ]) is a left braided Lie algebra in HM for the braided Lie bracket
[x, y] = AdLx(y). Its canonical braiding is Υ (3.26), i.e. the crossed module braiding on
(H,AdL,∆).
(iii) Let L ⊂ H satisfy [H,L] ⊂ L. Then the following are equivalent :
(a) ∆(L) ⊂ H ⊗ L, (b) ∆(L) ⊂ H ⊗ L, (c) ∆(L) ⊂ L⊗H.
If one of this condition holds, then L is a braided Lie subalgebra of HL.
(We shall need the dual version which is more general, so we omit this proof; see propo-
sition 4.7).
3.6 Braided Lie coalgebras
The dual notion of left ‘braided Lie coalgebras’ is just given in the diagrammatic setting
by turning the diagram-axioms of a right braided Lie algebra upside-down, or by reflecting
those of a left braided Lie algebra about a horizontal axis and restoring braid crossings, see
[Maj-LN].
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Definition 3.15. A (left) braided Lie coalgebra in V is an algebra (A, µ, η) in the category
endowed with a morphism (the braided Lie cobracket) δ : A → A⊗ A satisfying the axioms
below
=
µ
δ
δδ
δ
δ =δ
µ
δ
µ
(C1) (C2)
A
A A A A A A A
AAAAA
A A A
=
µ
µ µ
δδ
δ
η η η
(C3)
=
δ
A A A
A
AAA
A A A
A
A
An ideal I of A is an algebra ideal such that δ(I) ⊂ A⊗I + I ⊗A. A counit on (A, µ, η, δ)
is a morphism of braided Lie algebras ε : A → k satisfying
(ε⊗ id) ◦ δ = id, (id⊗ ε) ◦ δ = η ◦ ε. (3.29)
In the definition, k is seen as a braided Lie coalgebra with δ(1) = 1 ⊗ 1. Obviously, I
is an ideal of the braided Lie coalgebra A iff the structure maps of A induce a braided Lie
algebra structure on A/I. By turning proofs upside-down, the following is also clear.
Lemma 3.16. If (A, µA, ηA, δA) is a braided Lie coalgebra, the morphism ΥA : A⊗A →
A⊗A,
ΥA = (µA ⊗ id) ◦ (id⊗Ψ) ◦ (δA ⊗ id), (3.30)
is a morphism of algebras and satisfies the braid relation.
If A has a right-dual L in the categorical sense (in our concrete setting it means if
A is finite-dimensional) there are evaluation and coevaluation maps ev : A ⊗ L → k and
coev : k → L⊗A, using which it follows by diagrammatic methods[Maj-LN] that A is a left
braided-Lie coalgebra iff L is a right braided Lie algebra.
For our purposes we are interested in A ∈ V = AM for some co-quasitriangular Hopf
algebra A but with L regarded in the braided categoryMA. This is equivalent to the above
via the antipode of A, but in an algebraic setting it is more natural to avoid the use of
that. Thus we let L = A∗ be the usual dual, viewed as a right A-comodule. We denote by
〈 , 〉 : A⊗ L → k the evaluation pairing and extend this (as for usual Hopf algebra duality)
to (A⊗A)⊗ (L⊗ L)→ k by setting
〈a⊗ b, x⊗ y〉 := 〈a, x〉 〈b, y〉.
Lemma 3.17. (i) Let A ∈ AM be finite-dimensional and L = A∗. Then (L,∆L, εL, [ , ]L)
is a braided Lie algebra in MA if and only if (A, µA, ηA, δA) is a braided Lie coalgebra, with
〈µA(a⊗ b), x〉 := 〈a⊗ b,∆(x)〉, 〈δA(a), x ⊗ y〉 := 〈a, [x, y]L〉, 〈ηA(1), x〉 := εL(x)
(3.31)
Moreover, ηL : k → L is a unit for L if and only if εA : A → k is a counit for A, where
εA(a) := 〈a, ηL(1)〉. (ii) Let L = A
∗ be unital. Then L is the trivial extension of some
braided Lie algebra L if and only if ker εA is a unital subalgebra of A with unit θ satisfying
δA(θ) = 1⊗ θ. Moreover, L = (1− θ)
⊥.
Proof. (i) This is a straightforward exercise from the definitions. It is important to use
compatible conventions[Maj] for the braidings ofMA and AM as obtained from r : A⊗A→
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k; one may check that they are then adjoint. (ii) A coalgebra decomposition L = kγ ⊕ L is
equivalent to an algebra decomposition
A = (kγ)⊥ ⊕ L⊥ = ker εA ⊕ k ξ,
for some vector ξ spanning L⊥. Since A is a unital algebra, so must be ker εA. Since
(A, εA) is a counital braided Lie coalgebra (3.29), one must have δA(ξ) = 1⊗ ξ+w for some
w ∈ (ker εA)
⊗2. The hypothesis [L,L] ⊂ L is then equivalent to w = 0, that is, δAξ = 1⊗ ξ.
Finally, if we normalize ξ so that 〈γ, ξ〉 = 1, i.e. εA(ξ) = 1, then ξ is an idempotent (by
definition of ξ and because ∆(γ) = γ ⊗ γ). With this normalisation, θ = 1− ξ is the algebra
unit of ker εA and L = ξ
⊥ = (1− θ)⊥.
4 Link with differential calculi.
This section contains our main results, namely theorems connecting the above results to
bicovariant differential calculi on ordinary Hopf algebras.
4.1 Extended tangent spaces, inner calculi.
Following [Wor], a bicovariant first order differential calculus (bicovariant FODC) over a
Hopf algebra A is a pair (Γ, d) where Γ is a Hopf bimodule, with coactions ∆L : Γ→ A⊗ Γ
and ∆R : Γ→ Γ⊗A, and the linear map d : A→ Γ (the differential) satisfies
〈1〉 d is a derivation : d(ab) = d(a)b+ ad(b) for all a, b ∈ A,
〈2〉 d is a bicomodule map,
〈3〉 the map A⊗A→ Γ, a⊗ b 7→ adb, is surjective.
Let πR : Γ→ ΓR be the canonical projection on right invariants (notations of the preliminar-
ies). ΓR is called the (right) cotangent space of Γ. The differential d and the (right handed)
Maurer-Cartan map ωR = πR ◦ d : A→ ΓR are related by
d(a) = ωR(a(1)).a(2) , ωR(a) = d(a(1))S(a(2)) (4.1)
and therefore are equivalent data. Axioms 〈1−3〉 for (Γ, d) are equivalent to axioms 〈1′−3′〉
below for the pair (ΓR, ωR) :
〈1’〉 ωR(ab) = a ⊲ ωR(b) + ωR(a) ε(b).
〈2’〉 ∆L ωR = (id⊗ ωR)adL.
〈3’〉 ωR : A→ ΓR is surjective.
((⊲,∆L) is the left crossed module structure of ΓR, and adL : A → A ⊗ A, adL(a) =
a(1) S(a(3)) ⊗ a(2), is the left adjoint coaction). A calculus (Γ, d) is called inner if d is an
inner derivation, that is, if there exists θ ∈ Γ such that for all a ∈ A
da = aθ − θa (equivalently : ωR(a) = a(1) θ S(a(2))− εA(a) θ). (4.2)
Remark. One can always assume (if necessary by replacing θ by πR(θ)), that θ ∈ ΓR.
Indeed, apply πR to the right equality in (4.2), we get, using the properties of πR, ωR(a) =
πR ωR(a) = πR(a(1) θ S(a(2)))− εA(a)πR(θ) = (a− εA(a)) ⊲ πR(θ). Thus θ
′ = πR(θ) has the
same property as θ and is right invariant. ⋄
Any bicovariant FODC (Γ, d) can be extended to a pair (Γ˜, d) which satisfies all axioms
except 〈3〉, with the property that it contains Γ as a Hopf sub-bimodule, and that the
derivation A
d
−→ Γ →֒ Γ˜ is inner; one takes Γ˜ = Γ ⊕ Θ.A as a right A-module (Θ a free
variable), with missing structures fixed by : Θ biinvariant and left action aΘ = da+Θ.a in
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Γ˜. (Γ˜, d˜) is called the extended bimodule of Γ [Wor], and the crossed module (Γ˜R, ⊲, ∆˜L) of
right invariants of Γ˜ is called the (right) extended cotangent space of Γ. Let π˜R : Γ˜ → Γ˜R
be the canonical projection and define ω˜R : A→ Γ˜R by
ω˜R(a) = a ⊲Θ = ωR(a) + εA(a)Θ
Let (A,m, adL) be the left crossed A-module, where the left action is the left regular one
(a ⊲ b = m(a⊗ b) = ab). Axioms 〈1′− 3′〉 can again be restated as the fact that ω˜R : A˜→ Γ˜R
is a surjective crossed module homomorphism; equivalently (since ωR(1) = 0), that the
restriction ωR : ker εA → ΓR is a surjective crossed module homomorphism. Therefore, ω˜R
and ωR respectively induce crossed module isomorphisms
(A,m, adL)/IΓ
≃
−→ Γ˜R, ker εA/IΓ
≃
−→ ΓR, (4.3)
where IΓ := ker ω˜R = kerωR∩ker εA is called “the left ideal associated to Γ”. The case IΓ = 0
corresponds to the universal extended cotangent space Γ˜R,univ = A, with ω˜R,univ(a) = a (and
therefore ΓR,univ = ker εA, ωR,univ(a) = a− εA(a)1). By definition, the (right) tangent space
gΓ and extended tangent space g˜Γ of Γ are
gΓ = {x ∈ A
∗ : x(IΓ) = 0 and x(1) = 0}, (4.4)
g˜Γ = {X ∈ A
∗ : X(IΓ) = 0}, (4.5)
As subspaces of A∗, one has g˜Γ = k 1A◦ ⊕ gΓ and gΓ = g˜Γ ∩ ker εA◦ . Let [ , ] : A
◦⊗A◦ → A◦
be defined by
[X,Y ] := X(1) Y S(X(2)).
Recall from [Wor] that there is a unique bilinear form ( , ) : Γ×gΓ → k such that (ωR(a).b, x) =
ε(b)〈a, x〉 and, if dimk ΓR <∞, it allows to identify gΓ with (ΓR)
∗ as right crossed modules
over A. In this case, by axioms 〈1′, 2′〉 of a bicovariant FODC, the right action ⊳ -such that
(a ⊲ωR(b), x) = (ωR(b), x ⊳ a), coaction x 7→ x
(0)⊗x(1) on gΓ, and the corresponding crossed
module braiding σ are defined by :
x ⊳ a = 〈a, x(1)〉x(2) − 〈a, x〉1A◦ , x
(0) 〈x(1), h〉 = [h, x] (4.6)
σ(x⊗ y) = [x(1), y]⊗ x(2) − [x, y]⊗ 1A◦ . (4.7)
for all h ∈ A◦. The direct analogue of this is (see for instance [KS]) :
Proposition 4.1. (i) There is a unique bilinear form ( , )˜ : Γ˜×g˜Γ → k such that (ω˜R(a).b,X )˜ =
〈a,X〉 ε(b). (ii) Assume that dimA/IΓ <∞. Then g˜Γ ⊂ A
◦ and g˜Γ has the following prop-
erties : (a) 1A◦ ∈ g˜Γ, (b) ∆(g˜Γ) ⊂ A
◦⊗ g˜Γ, (c) [A
◦, g˜Γ] ⊂ g˜Γ. Conversely, if A
◦ separates the
elements of A, a subspace g˜Γ of A
◦ satisfying the properties (a), (b) and (c) is the extended
tangent space of a unique (up to isomorphism) bicovariant FODC over A, with associated
ideal IΓ = {a ∈ A|∀X ∈ g˜Γ, X(a) = 0}. Moreover, g˜Γ ≃ (Γ˜R)
∗ as right crossed modules over
A, with right action ↼, coaction X 7→ X(0) ⊗X(1) and crossed module braiding σ˜ below :
X ↼ a = 〈a,X(1)〉X(2), X
(0) 〈X(1), h〉 = [h,X ], σ˜(X ⊗ Y ) = [X(1), Y ]⊗X(2), (4.8)
for all h ∈ A◦.
Note that gΓ is not a crossed submodule of g˜Γ; it is rather isomorphic to the quotient
g˜Γ/k1A◦ , via the projection ϕ : g˜Γ → gΓ, X 7→ X−ε(X)1A◦. Thus, one has x⊳a = ϕ(x ↼ a),
σ(x⊗y) = (ϕ⊗ϕ)σ˜(x⊗y). Woronowicz ([Wor], Th. 5.3 and Th. 5.4) has shown that the triple
(gΓ, σ, [ , ]) satisfies the axioms of a (left) quantum Lie algebra. This can be recovered by
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lemma 2.3 for axioms 1-3, and antisymmetry (axiom 4) comes from (4.7) - after multiplication
in A◦, it gives
[x, y] = xy −mA◦ ◦ σ(x ⊗ y), (x, y ∈ gΓ). (4.9)
One can be more precise : (gΓ, σ, [ , ]) is a quantum Lie algebra inM
A, but in general not
in CAA . The braiding σ makes no problem since it is the crossed module braiding on gΓ in
CAA . The quantum Lie bracket is also a morphism inM
A : this follows from the identity
[h, [x, y]] = [[h(1), x], [h(2), y]] for all h, x, y ∈ A
◦. However, the quantum Lie bracket is not
A-linear since ∆([x, y]) 6= [x(1), y(1)]⊗ [x(2), y(2)] in general.
Finally, we note from (4.9) that if  : gΓ →֒ U(gΓ) is the natural imbedding, then there
is a unique algebra homomorphism U(gΓ) → A
◦ such that (x) 7→ x for all x ∈ gΓ. This
algebra homomorphism needs not be injective nor surjective in general.
By lemma 2.4, there is an algebra isomorphism Sσ˜(g˜Γ)/〈1A◦ − 1〉 ≃ U(gΓ). (The role of
γ is played by 1A◦ ∈ g˜Γ, which is an element of degree 1 in the tensor algebra of g˜Γ and
should not be confused with the unit element 1 ∈ k ⊂ T (g˜Γ)). Also by lemma 2.4, U(gΓ)
can sometimes be itself a quantum symmetric algebra. We show that this happens when the
calculus is inner.
Let σt : Γ⊗2R → Γ
⊗2
R be the crossed module braiding on ΓR ≃ (g˜Γ)
∗. By definition, the
quadratic extension of ΓR is
Γ∧,quadR := T (ΓR)/〈ker(id
⊗2 + σt)〉.
It is known that the crossed product Γ∧,quad = Γ∧,quadR >⊳A has a structure of a graded
differential Hopf algebra [Brz] and maps onto Woronowicz’ external algebra Γ∧ [Wor]. In
some cases, it coincides with it. This is the case for instance for the standard n2-dimensional
bicovariant FODC on GLq(n) and SLq(n) [Schu¨].
Below we let Γinv = ΓL ∩ ΓR = {η ∈ Γ|∆L(η) = 1⊗ η,∆R(η) = η ⊗ 1}.
Theorem 4.2. Let (Γ, d) be a finite dimensional bicovariant FODC over some Hopf algebra
A. If there exists θ ∈ Γinv such that d(a) = aθ − θa for all a ∈ A, then
U(gΓ) ≃ (Γ
∧,quad
R )
! (4.10)
is isomorphic to the quadratic dual of Γ∧,quadR .
First, the hypothesis of the theorem can be interpreted as follows.
Lemma 4.3. There is a 1-1 correspondence between
1. θ ∈ Γinv such that d(a) = aθ − θa for all a ∈ A,
2. elements θˆ ∈ ker εA (mod IΓ) satisfying aθˆ ≡ a mod IΓ for all a ∈ ker εA and adL(θˆ) ≡
1⊗ θˆ mod A⊗ IΓ,
3. subspaces L of g˜Γ satisfying g˜Γ = k1A◦ ⊕ L, [A
◦,L] ⊂ L and ∆(L) ⊂ A◦ ⊗ L.
It is given by
ωR(θˆ) = θ, L = {x ∈ g˜Γ|〈1− θˆ, x〉 = 0} = (Θ− θ)
⊥. (4.11)
(The orthogonality is with respect to the bilinear form ( , )˜ on Γ˜× g˜Γ).
Proof. The equivalence θ ⇔ θˆ follows directly from the equivalence of sets 〈1 − 3〉 and
〈1′− 3′〉 of axioms of a bicovariant FODC. Equivalence θˆ ⇔ L : Let θˆ have the given proper-
ties, and set I ′ = IΓ⊕ k(1− θˆ). The sum is direct since εA(IΓ) = 0 and εA(1− θˆ) = 1. This
implies that L has codimension 1 in g˜Γ, with possible complement k1A◦ . I
′ is obviously a left
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ideal of A closed under adL, therefore L is a left co-ideal of A
◦, invariant under the left adjoint
action of A◦. Conversely, let L have the given properties. Then I ′ = {a ∈ A|〈a,L〉 = 0} ⊃ IΓ
is a left ideal of A closed under adL, and IΓ = I
′ ∩ ker εA. Therefore IΓ has codimension 1
in I ′, i.e. there exists ξ ∈ A, ξ /∈ ker εA, such that I
′ = IΓ ⊕ kξ. We normalize ξ such that
εA(ξ) = 1 and set θˆ = 1 − ξ ∈ ker εA. Since IΓ ⊂ I
′ are left ideals, one must have for all
a ∈ ker εA, aξ ∈ I
′ ∩ ker εA = IΓ (i.e. aθˆ ≡ a mod IΓ). Since IΓ ⊂ I
′ are closed under adL,
one must have adL(ξ) = a⊗ ξ + w for some a ∈ A and w ∈ A ⊗ IΓ. By the counit axioms
and from εA(ξ) = 1, one has a = (id⊗ εA)adL(ξ) = εA(ξ) = 1.
Proof of the theorem. Define θˆ and L as in the lemma. L satisfies g˜Γ = k1A◦ ⊕ L and
σ˜(L⊗L) ⊂ L⊗L (since [A◦,L] ⊂ L and ∆(L) ⊂ A◦⊗L). Therefore, by lemma 2.4, U(gΓ) ≃
Sσ(gΓ) = T (g)/〈im(id
⊗2−σ)〉, whose quadratic dual is by definition T (g∗)/〈ker(id⊗2+σt)〉,
i.e. Γ∧,quadR .
Note that the simplest way to construct a bicovariant FODC is to pick some adL-invariant
element a and a left ideal J of A, such that either a or J belongs to ker εA, and set IΓ = Ja.
In particular, we achieve the hypothesis of the theorem if we take IΓ = ker εA(1 − θˆ) with
θˆ ∈ ker εA adL-invariant. Another known construction of bicovariant FODC is by picking
some central element c of A◦. We identify when this calculus is inner.
Let h ↼ a = 〈a, h(1)〉h(2) be the right (co)regular action of a ∈ A on h ∈ A
◦. One has :
Lemma 4.4. Let c be central in A◦ and define Lc := c ↼ A.
(i) [Maj-98][KS] g˜(c) = k1A◦ +Lc is the extended tangent space of a bicovariant FODC Γ(c)
over A. (ii) If 1A◦ /∈ Lc, then Γ(c) is inner, with differential implemented by a biinvariant
element.
Proof. (i) is well-known but we need its proof for (ii). We apply lemma to ξ(a, b) :=
〈a ⊗ b,∆(c)〉. It obviously satisfies mop ∗ ξ = ξ ∗ m and im(ξ1) ⊂ A
◦. So, for h ∈ A◦ and
a ∈ A, one has AdLh(c ↼ a) = AdLh(ξ1(a)) = ξ1(Ad
∗
Lh(a)) = c ↼ Ad
∗
Lh(a), i.e. Lc is a
submodule of A◦ for AdL. Since Lc is a submodule for the right (co)regular action of A
by hypothesis, it is a left co-ideal of A◦. Therefore by lemma 4.1, g˜(c) = k1A◦ + Lc is an
extended tangent space for A. Under the hypothesis of (ii), one g˜(c) = k1⊕Lc, therefore by
lemma 4.3, the element θc ∈ ΓR(c) uniquely determined by k(Θ− θc) = L
⊥
c ∩ Γ˜R implements
d and is biinvariant.
Lemma 4.5. The exists θ ∈ ΓR (resp. θ ∈ Γinv) such that d(a) = aθ − θa for all a ∈ A if
and only if the imbedding ΓR →֒ Γ˜R splits in AM (resp in
A
AC).
Proof. Since Γ˜R/ΓR ≃ k is trivial both as module and comodule, the imbedding ΓR →֒ Γ˜R
splits in AM iff Γ˜R = ΓR ⊕ kξ for some ξ spanning the trivial A-module. Given such a ξ,
normalized so that Θ−ξ ∈ ΓR, then θ = Θ−ξ satisfies ωR(a) = (a−ε(a))⊲Θ = (a−ε(a))⊲θ
for all a. Conversely, define ξ = Θ − θ. Finally, the imbedding ΓR →֒ Γ˜R splits in
A
AC iff it
splits in both AM and
AM (since k is simple is both), so that the above θ and ξ must be
also left invariant.
From the lemma, we see that Γuniv (and all its quotients) is inner if and only if A is
semi-simple, hence finite dimensional. For infinite dimensional Hopf algebras, Γuniv cannot
be inner, but all finite dimensional bicovariant FODC over A are inner when the category
AM
(f) of finite dimensional left A-modules, or AAC
(f) of finite dimensional left crossed modules,
is semi-simple. For A = O(G), the algebra of polynomial functions on some matrix group
G, neither AM
(f) nor AAC
(f) are semi-simple, and there are non inner differential calculi. For
the quantizations Oq(G), q not a root of unity, it is known that, at least for G = SL(n) or
G = Sp(n) [HS], all finite dimensional bicovariant FODC are semi-simple and inner. This
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is an indication that AAC
(f) is semi-simple in this case, although there is apparently still no
proof of this.
4.2 The co-quasitriangular case.
From now on, (A, r) is a co-quasitriangular Hopf algebra. We work in the category AM
of left A-comodules. A itself will always be a left A-comodule via the left adjoint coaction
adL (a
(−1) ⊗ a(0) := adL(a) in the following). The analogues of the facts given in section
3.5 for a quasitriangular Hopf algebra (H,R) are as follows. The (exact, monoidal) functor
Fr :
AM→ AAC now sends a left A-comodule (M, δL) to the left crossed module (M,◮r, δL),
where a ◮r m := 〈m
(−1), r2(a)〉m
(0). For (A, adL), this gives :
a ◮r b = 〈b
(−1), r2(a)〉 b
(0) = r(b(1), a(1)) b(2) r¯(b(3), a(2)). (4.12)
Ψr(a⊗ b) = a
(−1)
◮r b⊗ a
(0) = 〈b(−1), r2(a
(−1))〉 b(0) ⊗ a(0)
= b(3) ⊗ a(3) r(b(2), a(1)) r(b(1), Sa(5)) r¯(b(4), a(2)) r(b(5), a(4)) (4.13)
The analogue of lemma 3.13 is :
Lemma 4.6. Let r and s be two co-quasitriangular structures on A.
The map A→ A⊗A◦, a 7→ a[0]⊗a[1] = a(2)⊗r1(a(1)) s2(a(3)), is a right coaction of A
◦ on A.
Let a ⇀r,s b = b
[0] 〈a, b[1]〉 be the corresponding left action of A on itself. Then (A,⇀r,s, adL)
is a left crossed A-module with braiding Ξr,s below :
Ξr,s(a⊗ b) = a
(−1) ⇀r,s b⊗ a
(0) = b[0] ⊗ a(0) 〈a(−1), b[1]〉 (4.14)
Moreover, (A,⇀r,s, adL) is in the image of the functor Ft, for some co-quasitriangular struc-
ture t on A, (if and) only if s = r¯21. In particular, Ψr = Ξr,r¯21 .
Define the linear maps m : A ⊗ A→ A, η = η : k→ A, S : A→ A by
m(a⊗ b) = a . b := a(1)(S(a(2)) ◮r b) = a(1) b(2) 〈b(1) S(b(3)), r2S(a(2))〉 (4.15)
S(a) = a(1) ◮r S(a(2)) (4.16)
Proposition 4.7. (i) A ≡ (A,m, η,∆, ε, S) is a Hopf algebra in AM, where the braiding
is Ψr. It is Ξr,r-commutative, in the sense that m ◦ Ξr,r = m. Its braided adjoint coaction
adL coincides with the adjoint coaction adL, and the crossed module braiding on (A,m, adL)
coincides with crossed module braiding on (A,m, adL).
(ii) (A,m, η, δ) is a braided Lie coalgebra in AM for the braided Lie coproduct δ = adL. It
is counital with counit εA. Its canonical braiding ΥA (see (3.30)) coincides with the crossed
module braiding on (A,m, adL).
(iii) Let I be a subcomodule of (A, adL). Then (I, adL,◮r) is a crossed submodule of A =
(A, adL,◮r), i.e. A ◮r I ⊂ I, and the following are equivalent :
(a) AI ⊂ I, (b) A . I ⊂ I, (c) I . A ⊂ I
Proof. (i) is well-known [Maj] although the version of A given there is in the category of
right A-comodules. The Ξr,r-commutativity of A is the equivalent of the quasi-commutativity
of A (mop ∗ r = r ∗m). The new observation is that Ξr,r is a crossed module braiding. Note
that if r¯21 = r, then Ξr,r = Ψr, i.e. A is a commutative algebra in
AM. Finally, the
braided Hopf algebra A is defined in [Maj] by the requirements that adL = adL and that the
crossed module braidings on (A,m, adL) and (A,m, adL) coincide, so these statements are
just reminders.
(ii) Clearly, if A is a braided Lie coalgebra, its canonical braiding (see (3.30)) is the crossed
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module braiding on (A,m, adL), i.e. on (A,m, adL) by (i), that is : ΥA(a⊗b) = a
(−1)b⊗a(0).
According to (a dual version of) proposition 3.12, we only need to check that axiom (C2)
holds. It can be expressed as the equality Ψr ◦ ΥA = (m ⊗ id) ◦ (id ⊗ adL), Thus, we need
to check that r(b(−2), a(−1)) b(−1)a(0) ⊗ b(0) = a . b(−1) ⊗ b(0) for all a, b ∈ A. This is implied
by the equality r(b(1), a
(−1)) b(2)a
(0) = a . b, which holds since
a . b = a(1) b(2)〈b(1) S(b(3)), r2S(a(2))〉
= a(1) b(2) 〈b(1), r2S(a(3))〉 〈S(b(3)), r2S(a(2))〉
= b(3)a(2) 〈b(1), r2S(a(3))〉〈b(2), r2(a(1))〉
= b(2)a(2) 〈b(1), r2(a(1) Sa(3))〉 = r(b(1), a
(−1)) b(2)a
(0).
The underlined terms are changed using Sr2S = r2 and m
op ∗ r = r ∗m.
(iii) The first claim follows from the covariance of the functor Fr :
AM → AAC . Then the
equivalence of (a) and (b) follows directly from adL(I) ⊂ A ⊗ I and the relation between
m and m (the reverse being ab = a(1) . (a(2) ◮r b)). The equivalence of (b) and (c) follows
for the Ξr,r-commutativity property of A : If adL(I) ⊂ A ⊗ I, then Ξr,r(I ⊗ A) ⊂ A ⊗ I;
this is in fact an equality since Ξr,r is a crossed module braiding and the antipode of A is
invertible. Therefore Ξr,r(I ⊗A) = A⊗ I, and A . I = I . A.
Remarks. (i) If r = R ∈ H ⊗H , with H = A◦, then the braided Hopf algebra A is dual
to the braided Hopf algebra H of proposition 3.14 in the sense that 〈Ψr(a ⊗ b), x ⊗ y〉 =
〈a⊗b,ΨR(x⊗y)〉, 〈a . b, x〉 = 〈a⊗b,∆(x)〉 and 〈S(a), x〉 = 〈a, S(x)〉 for all a, b ∈ A, x, y ∈ H ,
where the pairing between A⊗A and H ⊗H is given by 〈a⊗ b, x⊗ y〉 = 〈a, x〉 〈b, y〉 (this is
the opposite convention of [Maj]).
(ii) Following [Schm], a central bicharacter on A is a convolution invertible map c : A ⊗
A → k such that c(ab, c) = c(a, c(1))c(b, c(2)), c(a, bc) = c(a(2), b)c(a(1), c); c(a, b(1)) b(2) =
c(a, b(2)) b(1) and c(a(1), b)a(2) = a(1)c(a(2), b) for all a, b, c ∈ A. If c is a central bicharacter,
then c ∗ r is also a co-quasitriangular structure on A. But one easily checks that changing r
in c ∗ r does not affect m.
(iii) If C is a subcoalgebra of A, then C generates A as an algebra if and only if C generates
A as an algebra (this follows from the reciprocal relations between m and m, and the fact
that subcoalgebras are subcomodules of (A, adL)).
(iv) The subspace AadL = {a ∈ A : adL(a) = 1⊗ a} is a commutative subalgebra of A, and
belongs to the center of A. Indeed, for b ∈ AadL and all a ∈ A one has b . a = a . b = ab (the
first equality comes from Ξr,r(b⊗ a) = a⊗ b) and also adL(ab) = adL(a) adL(b), adL(a . b) =
adL(a) . adL(b) (the last equality actually holds for all a, b by axiom (C3)). ⋄
Theorem 4.8. Let (A, r) be co-quasitriangular, (Γ, d) be a bicovariant FODC over A.
(i) Γ˜R ≃ A/IΓ is a counital braided Lie coalgebra in
AM, when regarded as A/IΓ.
(ii) If (Γ, d) is finite dimensional, g˜Γ is a unital braided Lie algebra in M
A. Moreover,
U(gΓ) ≃ B(g˜Γ)/〈1A◦ − 1〉 is a bialgebra inM
A.
(iii) If moreover there exists a biinvariant θ ∈ Γ such da = aθ − θa for all a ∈ A, then
U(gΓ) ≃ B(L) as bialgebras, where L = (Θ− θ)
⊥ is a braided Lie subalgebra of g˜Γ.
Proof. (i) By hypothesis, IΓ ⊂ ker εA satisfies adL(IΓ) ⊂ A ⊗ IΓ and AIΓ ⊂ IΓ.
By the above proposition, this implies that IΓ is a 2-sided ideal of A, and a fortiori that
adL(IΓ) ⊂ A⊗IΓ+IΓ⊗A. Therefore IΓ is an ideal of (A,m, η, adL) in the sense of definition
3.6, and Γ˜R ≃ A/IΓ is a counital braided Lie coalgebra in
AM. (ii) According to (i) and
lemma 3.17, g˜Γ is a braided Lie algebra in M
A with braided Lie bracket [ , ] = AdL and
coproduct ∆ adjoint (in the conventions of lemma 3.17) to the multiplication in A/IΓ. (iii)
This is proposition 3.8 and theorem 4.2 put together.
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4.3 A “quantum Lie functor”.
Let D be the category of bicovariant first order differential calculi : its objects are triples
(A,Γ, d) where A is a Hopf algebra and (Γ, d) a bicovariant first order differential calculus
over A. Morphisms are pairs (ϕ0, ϕ1) : (A,ΓA, dA)→ (B,ΓB, dB) such that ϕ
0 : A→ B is a
Hopf algebra homomorphism and ϕ1 : (ΓA, dA)→ (ΓB, dB) is a morphism of Hopf bimodules
(over A) such that ϕ1 ◦dA = dB ◦ϕ
0 ; equivalently, such that ϕ1 ◦ωR,A = ωR,B ◦ϕ
0. Because
of the surjectivity axiom 〈3〉 of a bicovariant FODC, ϕ1, if it exists, is uniquely determined
by ϕ0. The condition of existence is easily seen to be that ϕ0(IΓA) ⊂ IΓB . Let CQT be the
category of co-quasitriangular Hopf algebras : it consists of pair (A, r) where A is a Hopf
algebra and r is a co-quasitriangular structure on A. Morphisms are Hopf algebra morphisms
ϕ : A→ B satisfying rB ◦ ϕ = rA.
Proposition 4.9. There is an exact functor L : CQT → D, which sends (A, r) to (A,Γ(r), d)
where (Γ(r), d) is the bicovariant FODC over A whose associated left ideal is I(r) :=
ker εA . ker εA (the product in A = A(r)).
Proof. A is in particular a coalgebra in AM, i.e. adL(a . b) = a
−1b(−1) ⊗ a(0) . b(0) for all
a, b ∈ A. Therefore, if I and J are any adL-invariant left ideals of A, their covariantized
product I . J is also an adL-invariant ideal of A. But by proposition 4.7, I, J and I . J are
also left ideals of A. This holds in particular for I = J = ker εA. Next one easily checks
that if ϕ : (A, rA) → (ϕ, rB) is a morphism in CQT , then the same map ϕ is a morphism
of k-algebras A → B, and therefore satisfies ϕ(ker εA . ker εA) ⊂ ker εB . ker εB. This gives
the functoriality property of L. Finally, if ϕ is surjective (resp. injective), its restriction
ker εA . ker εA → ker εB . ker εB is also surjective (resp. injective), proving exactness. Note
that for the associated quantum Lie algebras, if ϕ : A→ B is surjective (resp. injective), it
means that gB imbeds in (resp. maps onto) gA as quantum Lie algebras in M
A.
Remarks : If (A, ε) is any augmented algebra, the space (ker ε/(ker ε)2)∗ can be seen in
either of the following ways :
(ker ε/(ker ε)2)∗ = {χ ∈ A◦|χ(1) = 1, χ((ker ε)2) = 0}
= Primε(A
◦)
≃ Ext1A(kε, kε)
where Primε(A
◦) = {χ ∈ A◦|χ(ab) = χ(a)ε(b) + ε(a)χ(b)} is the space of ε-primitive ele-
ments of the coalgebra A◦, and Ext1A(kε, kε) parameterizes the exact sequences 0 → kε →
M → kε → 0 of A-modules (kε is the 1-dimensional A-module afforded by ε : A → k,
and the 2-dimensional module Mχ associated to χ ∈ Primε(A
◦) has basis v0, v1 such that
av0 = ε(a)v0 + χ(a)v1, av1 = ε(a)v1. Note that if χ ∈ Primε(A
◦) and a, b ∈ A satisfy
ε(a) = 1, ε(b) = 0 and ab = qba for some q ∈ k, then one must have (1− q)χ(b) = 0. There-
fore, if q 6= 1, χ(b) = 0. Alternatively, one has (1 − q)b = −qb(a− 1) + (a − 1)b ∈ (ker ε)2,
therefore if q 6= 1, b ∈ (ker ε)2. ⋄
Until the end of this paragraph, r is fixed and we write Γ := Γ(r) as above. Its tangent
space gΓ = Primε((A)
◦) is the space of primitive elements of (A)◦. Note that if A is com-
mutative, A = A (recall that if A = O(G) is the algebra of polynomial functions on some
algebraic group G, Prim(A◦) = Lie(G) is the Lie algebra of G -if G is finite, this is zero). In
the general case, it is not obvious to determine Primε((A)
◦), but one can still describe some
nice properties of (Γ, d). First, (Γ, d) is clearly never inner (unless it is zero). Moreover,
U(gΓ) is a Hopf algebra in M
A with Hopf structure (∆, ε, S) uniquely determined by
∆(x) = x⊗ 1 + 1⊗ x, ε(x), S(x) = −x (4.17)
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Indeed, the little coproduct δ on gΓ (see (2.8)) is dual to the multiplication on ker εA/(ker εA . ker εA)
which is zero. Thus, Γ has many properties of the standard differential calculus on Lie groups.
To complete the analogy, we show below that the action ⊲ of A on ΓR can be nicely “lin-
earized”, and that the braiding σ on gΓ in C
A
A coincides with the braiding in M
A, i.e. the
category in which gΓ lives as a quantum Lie algebra (recall that they don’t in general).
Let q = r21 ∗ r : A ⊗ A → k. The maps q1,q2 : A → A
◦ are given by q1 = r2 ∗ r1
and q2 = r1 ∗ r2. Recall from [RS] that (A, r) is called co-triangular if q = εA ⊗ εA and
co-factorizable if q1 (equivalently q2) is injective.
Lemma 4.10. (i) The factor crossed modules (ker εA,m, adL)/I(r) and (ker εA,◮r, adL)/I(r)
are isomorphic. Therefore, the left action of A on (ΓR, ⊲,∆L) and its crossed module braiding
σt are given by
a ⊲ ωR(b) = ωR(a ◮r b) = r(b(1), a(1))ωR(b(2)) r¯(b(3), a(2)), (4.18)
σt ◦ (ωR ⊗ ωR) = (ωR ⊗ ωR) ◦Ψr (4.19)
where Ψr is defined in (4.13). Moreover, for all a ∈ A, one has
adL(a) ≡ −1⊗ a+∆(a) + (S ⊗ id)Ψr∆(a) mod I(r)⊗A. (4.20)
In particular, for all x, y ∈ gΓ, one has
〈a, [x, y]〉 = 〈a(1), x〉 〈a2), y〉 − 〈Ψr(a(1) ⊗ a(2)), x⊗ y〉 (4.21)
(ii) The Ξr,r-commutativity of A implies that for all χ ∈ Primε((A)
◦) = gΓ and a ∈ A one
must have
q1(a
(−1))χ(a(0)) = χ(a) 1A◦ (4.22)
(equivalently : adL(a)− 1⊗ a ∈ kerq1 ⊗A+ ker εA ⊗ kerχ.)
Proof. First one obviously has, for all a, b ∈ A, a . b ≡ ε(a) b + (a − ε(a)1)ε(b) mod
(ker εA . ker εA). From this and the relation ab = a(1) . (a(2) ◮r b), we get
ab ≡ a ◮r b+ ε(b) (a− ε(a)1) mod (ker εA . ker εA). (4.23)
In particular, if ε(b) = 0, ab ≡ a ◮r b mod (ker εA . ker εA), hence the crossed module
isomorphism as stated. By the axiom 〈1′〉 of a bicovariant FODC, one has a ⊲ ωR(b) =
ωR(a(b − ε(b)1)) = ωR(a ◮r (b − ε(b)1)) = ωR(a ◮r b), where we have used (4.23) for the
second equality and ωR(a ◮r 1) = ε(a)ωR(1) = 0 for the third. (4.19) follows. Finally,
for a ∈ A, one has by (4.23), adL(a) = a(1)Sa(3) ⊗ a(2) ≡ (a(1) − ε(a(1))) ⊗ a(2) + a(1) ◮r
Sa(3)⊗ a(2). Using S(a) = S(a(1)) ◮r S(a(2)) = S(Sa(1) ◮r a(2)), we get a(1) ◮r Sa(3)⊗ a(2)
= S((a(1)Sa(3)) ◮r a(4))⊗ a(2) = (S ⊗ id)Ψr∆(a). (We have used that the braided antipode
intertwines the coaction adL, and therefore also the action ◮r). For the next formula, we
use that if x ∈ gΓ = Primε((A)
◦), then 〈1, x〉 = 0 and 〈S(a), x〉 = −〈a, x〉.
(ii) By hypothesis, χ(a . b) = χ(a)ε(b) + ε(a)χ(b) for all a, b ∈ A. On the other hand,
by the Ξr,r-commutativity of A, one also has (with the notations of lemma 4.6) χ(a . b) =
χ(b[0] . a(0)) 〈a(−1), b[1]〉. One then uses the identities a(−1) ε(a(0)) = ε(a)1 and ε(b[0]) b[1] =
q2(b) to get χ(a . b) = χ(b)ε(a) + q(a
(−1), b)χ(a(0)) for all a, b ∈ A. Comparing with the
previous expression gives the claim.
Note that in terms of d(a) = ωR(a(1)) a(2), (4.18) can be rewritten
a d(b) = r(b(1), a(1)) d(b(2)) a(2) r¯(b(3), a(3)). (4.24)
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We apply the lemma above to describe Γ(r) when (A, r) is of GL(n) or SL(n) type. In
this case, the condition mop ∗ r = r ∗m for A (ie m = m ◦ Ξr,r for A) is almost the only set
of relations.
Let R = (Rij
k
l) be a bi-invertible solution of the Yang-Baxter equation on k
n ⊗ kn.
Recall that this means that the inverse R−1, such that Ria
k
b(R
−1)aj
b
l = δ
i
jδ
k
l , exists, as
well as the second inverse R˜, such that R˜ib
a
jR
k
a
b
l = δ
i
lδ
k
j . Let A(R) = A(C, r) be the FRT
bialgebra [FRT] defined by R (see lemma 1.4), where C is the n× n matrix coalgebra with
basis tij (∆t
i
j = t
i
k⊗t
k
j) and r : C⊗C → k is the bilinear form such that r(t
i
j , t
k
l) = R
i
j
k
l.
We assume that there exists a central grouplike det of degree n (the quantum determinant)
such that (1) det is not a zero divisor and there exists a (bi)algebra automomorphism f of
A(R) such that det a = f(a) det for all a ∈ A(R), (2) there exists a matrix of elements (t˜ij)
of A(R) such that tia t˜
a
j = δ
i
j det for all i, j. Then the localization of A(R) at det, which
we note OR(GL(n)), has an antipode S such that S(t
i
j) = t˜
i
j det
−1 = det−1f(t˜ij). It is
co-quasitriangular with r = z r when restricted to C ⊗C, z ∈ k× is arbitrary (in our setting
z plays no role since in general the covariantized multiplication is invariant under the change
r 7→ c∗r for any central bicharacter c on A). If det is central in A(R) and if (det−1) belongs
to the left and right radicals of r, we set Oq(SL(n)) = A(R)/〈det−1〉. When R = Rq is the
Drinfel’d-Jimbo R-matrix of type An, over C, we write Oq(G) instead of OR(G), G = GL(n)
or G = SL(n), and O(G) = Oq=1(G).
The left quantum trace of OR(G), G = GL(n) or G = SL(n), is the element tr =
(R˜)aj ia t
i
j . It is adL-invariant : adL(tr) = 1 ⊗ tr. We shall assume that ε(tr) 6= 0 (recall
that ε(tr) = 0 can happen; for instance, for Oq(G), tr =
∑n
i=1 q
−2i tii has counit zero when
q2n = 1; likewise, for O(G), tr = tr has counit zero when char(k) divides n).
Take first A = OR(G), G = GL(n). χ ∈ gΓ = Primε((A)
◦) is uniquely determined
by its values on algebra generators of A, i.e. on C and det−1. From det . det−1 = 1, we
get χ(det−1) = −χ(det). Therefore Primε((A)
◦) can be identified with the space of linear
functionals on C such that (4.22) holds for all a ∈ A (since m = m ◦ Ξr,r are the only left
relations to be checked). From the assumption ε(tr) 6= 0, C decomposes as a direct sum of
sub-comodules (for adL), C = k tr ⊕ C
+, where C+ = C ∩ ker ε. So we have a vector space
decomposition
gΓ = k z ⊕ g
+
Γ
where g+Γ = {χ ∈ gΓ|χ(tr) = 0} and k z = {χ ∈ gΓ : χ(C
+) = 0}. Clearly, whatever R
is, kz 6= 0, i.e. there exists a non zero functional z on C such that z(C+) = 0, z(tr) = 1
satisfying (4.22). One also easily checks that g+Γ is a quantum Lie subalgebra of gΓ. We
would like to prove (when it makes sense, i.e. when OR(GL(n)) has a Hopf algebra quotient
OR(SL(n))), that g
+
Γ is the quantum Lie algebra of OR(SL(n)), which we know imbeds into
gΓ by the exactness of the functor L. This follows from the lemma below :
Lemma 4.11. Let A = OR(GL(n)) as above. Assume that ε(tr) 6= 0, and that moreover
(1) tr is not a zero divisor in A, (2) C+ contains no adL-invariant elements. Then for all
χ ∈ Primε((A)
◦), one has
χ(det) =
n
ε(tr)
χ(tr).
(In particular, χ(det) = 0 if and only if χ(tr) = 0).
Proof. To prove this properly, one should take the general formula for det (see eg [DMMZ])
and reexpress det in terms of the covariantized product m of A. This is quite complicated
and we use a trick that requires the listed assumptions, which are probably not necessary
for a good proof.
For a ∈ A, let an be the n-th power of a calculated in A. By iteration one checks that,
for χ ∈ Primε((A)
◦), χ(an) = nχ(a) ε(a)n−1 holds. From the decomposition C = ktr⊕ C+,
30
from the fact that det ∈ Cn = Cn, ε(det) = 1, and that tr is central in A, there must exists
elements αi ∈ (C
+)i such that
ε(tr)n det = (tr)n +
n∑
i=1
(tr)n−i . αi,
i.e. det is a polynomial in tr with coefficient k for the leading one and in C+ for the oth-
ers. Since χ vanishes on C+ . C+ ⊂ ker ε . ker ε, we get ε(tr)χ(det) = nχ(tr) + χ(α1). We
need to show that α1 = 0. Since det is grouplike, it is adL-invariant. It is easy to see,
using the property of the covariantized product and the adL-invariance of all powers of
tr, that each of the terms of the above decomposition of det must be adL-invariant. Let
τ = (tr)n−1. One must have adL(τ . α1) = 1 ⊗ (τ . α1) = (1 ⊗ τ) . (1 ⊗ α1). On the other
hand, adL(τ . α1) = adL(τ) . adL(α1) = (1⊗ τ) . adL(α1). Since 1⊗ τ is not a zero divisor by
hypothesis, this implies that α1 ∈ C
+ is adL-invariant, therefore zero by the second hypoth-
esis.
The next proposition sums up the results for OR(G), G = SL(n) or G = GL(n). We
assume that R has all the good properties listed above : OR(G) are well defined Hopf
algebras, ε(tr) 6= 0, and the statement of lemma 4.11 hold, whenever its hypothesis are
necessary or not.
Proposition 4.12. (i) Assume R21R = 1. For G = GL(n), one has dim gΓ = n
2, with
basis {χi
j : i, j = 1, ..., n} such that 〈tab, χi
j〉 = δai δ
j
b . Let ω
a
b = ωR(t
a
b) and ω = (ω
a
b).
The left crossed module structure of ΓR and the corresponding σ
t are given by
t1 ⊲ ω2 = R21ω2R, ∆L(ω
i
j) = t
i
a St
b
j ⊗ ω
a
b, σ
t(ω1 ⊗R21ω2R) = R21ω2R⊗ ω1
Equivalently, the first relation is Rd(t1)t2 = t2 d(t1)R. The quantum Lie algebra structure
of gΓ is given by
σ(χi
j ⊗ χk
l) = (σi
j
k
l)b
a
d
cχa
b ⊗ χc
d, [χi
j , χk
l] = δjk χi
l − (σi
j
k
l)r
a
b
rχa
b
where (σi
j
k
l)b
a
d
c = (R21)
j
β
α
bR
γ
i
l
αR
β
d
a
δ(R21)
c
γ
δ
k. The quantum Lie algebra for SL(n) is
the quantum Lie subalgebra g+Γ = {χ ∈ gΓ|〈tr, χ〉 = 0}, of dimension n
2 − 1.
(ii) If q is not a root of unity, the quantum Lie algebra of Oq(SL(n)) -obtained by the functor
L- is zero.
Proof. (i) If R21R = 1, one has r21 ∗ r = εA⊗ εA, therefore q1(a) = ε(a)1A◦ and (4.22) is
trivially satisfied for all a ∈ A. So, the fact that gΓ ≃ C
∗ follows from the previous discussion
and all formulas follow from corresponding ones in lemma 4.10 (for the formula of σ, one
can use that R−1 = R˜ = R21).
(ii) For A = Oq(SL(n)), one has χ(det) = χ(1) = 0 if χ ∈ Primε((A)
◦), which is equivalent
to χ(tr) = 0, i.e. its quantum Lie algebra can be identified with the space of functionals χ
on C satisfying χ(tr) = 0 and (4.22). Recall that when q is not a root of unity, Oq(SL(n)
is factorizable [HS], therefore q1 is injective, and that (C
+, adL) is a simple comodule. The
first property and (4.22) tell that, if χ 6= 0, kerχ ∩ C+ is a proper submodule of (C+, adL),
which is simple. This is impossible therefore χ = 0. Note that these arguments are also valid
for Oq(G), G = SO(n) or G = Sp(n), q not a root of unity, i.e. their quantum Lie algebra
is zero for these as well. For q a root of unity, the comodule (C+, adL) remains simple,
therefore the arguments are also valid provided q1 is injective on the coefficient subalgebra
of (C+, adL) -the smallest subcoalgebra T of Oq(G) such that adL(C
+) ⊂ T ⊗ C+. We do
not know when this is true.
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So to conclude, for the standard deformation of O(G), the quantum Lie functor L gives
uninteresting results. However, O(G) has some “softer” deformations, defined through tri-
angular R-matrices, which behaves better (but which are less interesting in many other
aspects). Such examples do exist : see eg [JC] and the references cited there for n = 2.
(According to the classification of [JC], the differential calculus that we would obtain for the
“Jordanian” quantum group GLh,g(2) via the functor L belongs to a 1-parameter family a
calculi that we cannot predict.) Triangular R-matrices are known in higher dimension [EH]
but, up to our knowledge, associated Hopf algebras have not been studied yet.
4.4 Example : Finite groups.
We illustrate the results of theorem 4.8 with the example of finite groups. The more inter-
esting case of quantum groups is considered in the next section.
Let G be a finite group with unit element e, H = kG and A = k(G) its dual with basis
{fg : g ∈ G} such that fg(g
′) = δg,g′ . A is co-quasitriangular with r = εA ⊗ εA so that
the braiding inMA ≃ HM is the usual flip, and A = A, H = H . It is well-known that
bicovariant FODC over A are in 1-1 correspondence with Ad-invariant subsets of G not
containing e, irreducible calculi corresponding to conjugacy classes. Since A is semi-simple,
they are all inner. For an Ad-invariant subset C ⊂ G, let θC =
∑
g∈C fg and cC =
∑
g∈C g
(θC ∈ A is adL-invariant and cC ∈ kG is central). The calculus ΓC corresponding to C has
associated ideal IC = ker εA(1 − θC) with basis {fg : g 6= e, g /∈ C}, and extended tangent
space g˜C = k e⊕cC ↼ A with basis {Xg = g : g ∈ C∪{e}}. The braided Lie algebra structure
of g˜C is given by and
Ψr(Xg ⊗Xh) = Xh⊗Xg, ∆(Xg) = ∆(Xg) = Xg ⊗Xg, ε(Xg) = 1, [Xg, Xh] = Xghg−1 .
Therefore the canonical braiding on g˜C is given by
Υ(Xg ⊗Xh) = Xghg−1 ⊗Xg
and B(g˜C) is the (usual) bialgebra generated by {Xg : g ∈ C∪{e}} with the above coproduct
and relations XgXh = Xghg−1Xg. Note that g˜C = kXe ⊕ LC is indeed the trivial extension
of the braided Lie subalgebra LC := {X ∈ g˜C |〈1−χC, X〉 = 0}, with basis {Xg : g ∈ C}. The
quantum Lie algebra (gC , σ, [ , ]} of the differential calculus has basis {xg = g − e|g ∈ C}; its
structure maps and the coalgebra structure on U(gC) ≃ B(g˜C)/〈Xe − 1〉 are given by
[xg, xh] = xghg−1 − xh , ∆(xg) = xg ⊗ 1 + 1⊗ xg + xg ⊗ xg
σ(xg ⊗ xh) = xghg−1 ⊗ xg , ε(xg) = 0.
Thus, U(gC) ≃ B(LC) is generated by 1 and xg, g ∈ C, with relations xg xh − xghg−1xg =
xghg−1 − xh. It is not quadratic with respect to the set of generators {xg}, but it is with
respect to the set {Xg = 1 + xg}.
Remark. U(gC) ≃ B(LC) has no antipode. One could think that by localizing at the
multiplicative set generated by {Xg : g ∈ C} one would get a Hopf algebra with antipode
S(Xg) = (Xg)
−1. This turns out to be wrong because the elements Xg can be zero divisors.
Example : let G = S3 with Coxeter generators s1, s2 and relations s
2
i = e, s1s2s1 = s2s1s2.
Let C be the class of transpositions and let X1 = Xs1 , X2 = Xs2 , X3 = Xs1s2s1 be the
generators of B(LC). The relations are :
XiXj = XkXi ((i, j, k) any permutation of (1, 2, 3))
Playing with these relations, one gets XiX
2
j = X
2
jXi and XiX
2
j = X
2
kXi, ((i, j, k) all dis-
tinct). Therefore X2i is central in B(LC) and Xi(X
2
j −X
2
k) = 0. ⋄
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5 Differential calculi and matrix braided Lie algebras on
Oq(G)
In this section we apply the above general results for co-quasitriangular Hopf algebras to the
standard q-deformations Oq(G) and their variants. These are characterised by the ‘quantum
Killing form’ q = r21 ∗ r being nontrivial and in this case there is a standard construction
[Ju][KS][Maj-98] for their bicovariant differential calculi going back to B. Jurco in an R-
matrix setting. The corresponding braided Lie algebras in this case are the matrix ones in
[Maj-94]. For the general treatment we allow q to be built in fact from pairs of coquasitri-
angular structures.
5.1 Construction of the calculi
Let (A, r) be quasitriangular, r fixed. A also has a braided version in MA, which is the one
usually appearing in the literature [Maj]. We note it A(r)right to distinguish it from A =
A(r)left previously given. We note adR(a) = a
(0) ⊗ a(1). Exactly as in §4.2, given arbitrary
other co-quasitriangular structure s on A, we have a left A◦-coaction λr,s : A → A
◦ ⊗ A
given by a 7→ a[−1] ⊗ a[0] = s2(a(1))r1(a(3)) ⊗ a(2). This gives a right crossed A-module
(A,↼r,s, adR) with braiding Ξ
right
r,s where
a ↼r,s b = 〈b, s2(a(1))r1(a(3))〉 a(2),
Ξrightr,s (a⊗ b) = b(2) ⊗ a(2) 〈Sb(1) b(3), s2(a(1))r1(a(3))〉.
Note that Ξrightr,s can also be written
s21(a(1), b(1)) Ξr,s(Xa(2) ⊗Xb(3)) r(a(3), b(2)) = s21(a(1), b(2))Xb(1) ⊗Xa(2) r(a(3), b(3)).
(5.1)
When s = r¯21, we write a ◭r b = a ↼r,s¯21 b = b(2) 〈Sa(1)a(3), r2(b)〉 and Ψ
right
r = Ξ
right
r,r¯21
,
the braiding on (A, adR) in M
A thanks to r. The multiplication in A(r)right is a . b = (a ◭r
Sb(1))b(2), and A(r)
right is Ξrightr,r -commutative. We let
q = s21 ∗ r.
It still satisfies q ∗m = m ∗ q. One has q1 = s2 ∗ r1, q2 = s1 ∗ r2, and by straightforward
applications of the properties of r and s, one obtains for all a, b ∈ A,
q1(ab) = s2(b(1))q1(a) r1(b(2)), ∆(q1(a)) = s2(a(1)) r1(a(3))⊗ q1(a(2)). (5.2)
q2(ab) = s1(a(1))q2(b) r2(a(2)), ∆(q2(a)) = q2(a(2))⊗ s1(a(1)) r2(a(3)). (5.3)
In addition, ε(qi(a)) = ε(a), qi(1) = 1, (i = 1, 2). The following is well-known when s = r.
Lemma 5.1. (Intertwining properties of q).
(i) q1 intertwines the left adjoint and coadjoint actions of A
◦, and q2 the right ones.
(ii) q1 : A(s)
right → A◦ and q2 : A(r)
left → A◦ are homomorphisms of algebras. In par-
ticular, imq1 is a subalgebra of A
◦, and a left coideal by (5.2). Moreover, q1(A
adR) and
q2(A
adL) belong to the center of A◦.
Proof. (i) This is lemma 1.1 applied to ξ = q. (ii) We prove it for q2 and A(r)
left. For
a, b ∈ A, using repeatedly that r2 is an antialgebra map and a coalgebra map, we get
q2(a . b) = q2(a(1) b(2)) 〈b(1)S(b(3)), r2S(a(2))〉
(5.3)
= 〈b(1), r2S(a(4))〉 s1(a(1))q2(b(2)) r2(a(2)) 〈S(b(3)), r2S(a(3))〉
= 〈b(1), r2S(a(4))〉 s1(a(1)) r2(a(2)) 〈b(2), r2(a(3))〉q2(b(3))
= 〈b(1), r2S(a(3)) r2(a(2))〉q2(a(1))q2(b(2)) = q2(a)q2(b)
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(The underlined term is transformed using Sr2S = r2 and m ∗ q = q ∗ m). Finally, if
adL(a) = 1⊗ a, then for all h ∈ A
◦, Ad∗Rh(a) = 〈1, h〉 a, therefore AdRh(q2(a)) = ε(h)q2(a)
by (i), i.e. q2(a) is central in A
◦. For q1, the proof is analogous.
Proposition 5.2. Let C1 be a subcoalgebra of A containing 1A. Then g˜(C1,q) := q1(C1) is
the extended tangent space of a bicovariant FODC over (A, r), with associated left ideal
I(C1,q) = {a ∈ A|∀c ∈ C1,q(c, a) = 0} ⊃ kerq2. (5.4)
(ii) Conversely, let (Γ, d) be a bicovariant FODC over A with associated left ideal IΓ. If q1
is injective, then
C1 = {a ∈ A| q(a, IΓ) = 0}
is a subcoalgebra of A containing 1A. If moreover g˜Γ ⊂ imq1, then g˜Γ = q1(C1).
(iii) Assume C1 = k 1A ⊕ C for some subcoalgebra C and that q1 is injective on C. Then
g˜Γ = 1A◦⊕L where L = q1(C) is a braided Lie subalgebra. The associated bicovariant FODC
is inner, with tangent space gΓ = {x − ε(x)1 : x ∈ L} and U(gΓ) ≃ B(L) as (quadratic)
bialgebras.
Note that if we take C1 = A, we get I(C1,q) = kerq2 which is indeed a left crossed sub-
module of (A,m, adL). It is the smallest ideal we can divide by through this construction,
thus we should assume that q 6= εA ⊗ εA.
Proof. (i) We check the properties (a), (b) and (c) of lemma 4.1 for g˜Γ = q1(C1). Since
1A ∈ C1, one has 1A◦ ∈ q1(C1). Since C1 is a subcomodule for adL, it is also a left sub-
module the left adjoint coaction of A◦ on A, therefore by the intertwining property of q1 :
AdLh(q1(c)) = q1(Ad
∗
Lh(c)) ∈ q1(C1) for any h ∈ A
◦ and c ∈ C1. Finally, q1(C1) is a left
coideal by the left equality in (5.2).
(ii) For a ∈ A, b ∈ IΓ and c ∈ C1, one has since IΓ is a left sided ideal of A(r)
left,
0 = 〈c,q2(a . b)〉 = 〈c,q2(a)q2(b)〉 = 〈∆(c),q2(a) ⊗ q2(b)〉 (where . is the multiplication in
A(r)left). If q2 is injective, q2(A) separates the elements of A, therefore ∆(C1) ⊂ A ⊗ C1.
Since IΓ is also a right ideal of A(r)
left (proposition 4.7), one obtains likewise ∆(C1) ⊂ C1⊗A,
so ∆(C1) ⊂ C1 ⊗ C1. By definition, g˜Γ = {x ∈ A
◦|〈IΓ, x〉 = 0} therefore if g˜Γ ⊂ imq1, we
immediately get g˜Γ = q1(C1) by definition of C1.
(iii) Γ is inner by lemma 4.3 and we apply theorem 4.8.
Remark. The above proposition is essentially well-known, but is slightly more general
than analogous results in [KS] [Maj-98] because it can describe differential calculi which are
not inner (the coalgebra imbedding k1A →֒ C1 might be non split in the non semi-simple
case, for instance for quantum groups at roots of unity). It is shown however in [HS] that
for the standard quantum groups Oq(G), G = SL(n) or G = Sp(n), q not a root of unity,
any bicovariant FODC arises in this way for a uniquely determined subcoalgebra C1 and for
some pair of co-quasitriangular structures (r, s), where s = c ∗ r, c a central bicharacter. ⋄
The next proposition describes the braided and quantum Lie algebras g˜Γ and gΓ associ-
ated to q and C1. We assume that q1 is injective on C1, so that g˜Γ can be identified with
C1. (The given formulas are actually true in the non injective case, but should be considered
with care).
Proposition 5.3. Let C1 be a subcoalgebra of A containing 1A as before, and g˜Γ = q1(C1).
(i) For c ∈ C1, let Xc = q1(c) ∈ g˜Γ. The right crossed module structure of g˜Γ over A is
given by (we write c(0) ⊗ c(1) := adR(c)) :
Xc ↼ a = Xc(2) 〈a, s2(c(1)) r1(c(3))〉 =: Xc↼r,sa
δR(Xc) = Xc(2) ⊗ S(c(1)) c(3) = Xc(0) ⊗ c
(1).
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The corresponding braidings Ψ = Ψr (inM
A) and Υ = σ˜ (in CAA) on g˜Γ are :
Ψ(Xa ⊗Xb) = Xb(2) ⊗Xa(2) 〈S(b(1)) b(3), r1S(a(1)) r1(a(3))〉
Υ(Xa ⊗Xb) = Xb(2) ⊗Xa(2) 〈S(b(1)) b(3), s2(a(1)) r1(a(3))〉
The braided Lie algebra structure of g˜Γ inM
A is given by :
∆(Xc) = Xc(1) ⊗Xc(2) , ε(Xc) = ε(c), [Xa, Xb] = Xb(0) q(a, b
(1)).
Let Yc be the image of Xc ∈ g˜Γ ⊂ A
◦ in B(g˜Γ). The defining relations of B(g˜Γ) can be
written :
s21(a(1), b(1))Ya(2) Yb(3)r(a(3), b(2)) = s21(a(1), b(2))Yb(1) Ya(2)r(a(3), b(3)). (5.5)
(ii) For c ∈ C, let xc = q1(c) − ε(c)1A◦ ∈ gΓ. The braiding Ψr (in M
A) and σ (in CAA) on
gΓ are given by the same formulas as above, with X replaced by x; the quantum Lie bracket
on gΓ and the braided coproduct on U(gΓ) are given by
∆(xc) = xc ⊗ 1 + 1⊗ xc + xc(1) ⊗ xc(2) , [xa, xb] = q(a, b
(1))xb(0) − ε(a) xb.
Moreover, U(gΓ) can also be seen as the algebra generated by the elements Yc with relations
(5.5) and Y1 = 1.
Proof. This is a direct application of the definitions and the intertwining properties of q.
The right coaction of A on g˜Γ is given by (proposition 4.1) Xc ↼ a = 〈(q1(c))(1), a〉 (q1(c))(2)
(5.3)
= 〈a, s2(c(1))r1(c(3))〉q1(c(2)). Likewise, the coproduct ∆ on g˜Γ is such that 〈a⊗b,∆q1(c)〉 =
〈a . b,q1(c)〉 = 〈q2(a . b), c〉 = 〈q2(a)q2(b), c〉 = 〈a ⊗ b, (q1 ⊗ q1)∆(c)〉, where . is the
product in A(r)left. Finally, the braided Lie bracket is [Xa, Xb] = AdLq1(a)(q1(b)) =
q1(Ad
∗
Lq1(a)(b)) = q1(b
(0)) 〈b(1),q1(a)〉. (It can also be obtained from [Xa, Xb] = (id ⊗
ε)σ˜(Xa ⊗Xb)). The braidings are obtained directly from their definition : Ψr(Xa ⊗Xb) =
Xb(0)⊗Xb(0) r(a
(1), b(1)) and σ˜(Xa⊗Xb) = Xb(0)⊗Xa ↼ b
(1). Note that Ψr and Υ = σ˜ almost
coincide on g˜Γ = q1(C). They are equal when s = r¯21, but in this case, q1(C1) = k 1A◦ ,
i.e. the calculus is trivial. The formulas for Ψr, σ˜ and the braided Lie bracket could be
further developed. For instance, one has
[Xa, Xb] = Xb(2) 〈a,q2(Sb(1) b(3))〉 = Xb(3) s(Sb(2), a(1))q(a(2), b(4)) r(a(3), Sb(1))
= Xb(3) s¯(b(2), a(1)) s(b(4), a(2)) r(a(3), b(5)) r(a(4), Sb(1)) (5.6)
(ii) is clear from (i).
Remark. (i) Let c be a central bicharacter on A [Schm]. If we take s = c∗ r¯21, we get q =
c21 which can hardly be non degenerate. For s = s ∗ r, the right action of A on g˜Γ = q1(C1),
and therefore also the left action on Γ˜R, depends on c, but all the remaining defining structure
maps of g˜Γ, i.e. Ψ, Υ, [ , ] and ∆, do not as can be easily checked. Therefore c controls how g˜Γ
sits inside A◦, and distinct c’s give non isomorphic calculi, but the corresponding extended
tangent spaces g˜Γ = q1(C1) are isomorphic as abstract braided Lie algebras. In the following,
we focus only on these, therefore we assume that s = r and write Aright = A(r)right.
(ii) When 1 →֒ C1 splits, which is the case we are interested in, one has g˜Γ = k1A◦ ⊕ L,
L = q1(C). Then the three spaces gΓ, L and C and be identified, and U(gΓ) ≃ B(L) is
generated by Yc, c ∈ C, with relations (5.5). According to the remarks following (4.9), there
is an algebra homomorphism U(gΓ) ≃ B(L) → A
◦ such that Yc 7→ Xc. If s = r (or more
generally if s = c ∗ r), we see comparing (5.5) and the Ξrightr,r -commutativity of A
right (5.1)
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that this homomorphism factors through a homomorphism B(L) → Aright, that is, it is the
composition :
U(gΓ) ≃ B(L) −→ A
right q1−→ A◦
Yc 7→ c 7→ q1(c) = Xc
(5.7)
(iii) If moreover C is simple, let {λij : i, j = 1, ..., n} be a basis such that ∆λ
i
j = λ
i
k ⊗ λ
k
j ,
let {X ij = Xλij = q1(λ
i
j) : i, j = 1, ..., n} be the corresponding basis of L, and Y
i
j = Yλij
the image of X ij in B(L). Note that one has ∆X
i
j = X
i
k ⊗X
k
j (coproduct in the braided
Lie algebra L) and ∆X ij = r2(t
i
a) r1(t
b
j)⊗X
a
b (coproduct in A
◦). One defines the tensors
Rij
k
l = r(λ
i
j , λ
k
l), (R
−1)ij
k
l = r(Sλ
i
j , λ
k
l), R˜
i
j
k
l = r(λ
i
j , Sλ
k
l), and Q = R21R. Then in
the numerical suffix notation[FRT], the structure maps Ψ, Υ and [ , ] of L are given by
Ψ(R21X1R
−1
21 ⊗X2) = X2 ⊗R21X1R
−1
21
Υ(R21X1R⊗X2) = X2 ⊗R21X1R,
[R21X1R,X2] = X2Q.
as in [Maj-94][Maj-95], i.e. we obtain the ‘matrix braided Lie algebras’ introduced there.
Here the algebra B(L) is abstractly generated by the n2 elements Y ij with relations
(R21Y1R)Y2 = Y2 (R21Y1R)
and coincides with the bialgebra of braided matricesB(R) (a bialgebra in the category of right
A(R)-comodules [Maj]). Finally, the quantum Lie bracket on gΓ is [R21x1R, x2] = x2Q−Qx2.
⋄
5.2 Example: Oq(SL(n))
Let A = Oq(SL(n)), C its fundamental subcoalgebra, with basis {t
i
j : i, j = 1, ..., n}, R its
standard R-matrix, r the unique co-quasitriangular structure on A such r(tij , t
k
l) = R
i
j
k
l,
det the quantum determinant. Recall that A (resp. Aright) is the quotient of A(R) (resp.
B(R)) by the two-sided ideal generated by the central element det−1. Here A(R) and B(R)
are the algebras generated by the matrix t of elements tij and relations
A(R) : Rt1t2 = t2t1R, B(R) : (R21t1R) . t2 = t2 . (R21t1R).
Consider the standard n2-dimensional bicovariant FODC Γ over A corresponding to the
subcoalgebra C. One has U(gΓ) ≃ B(R) by the previous section, and therefore there exists a
central grouplike element (also written det) inside U(gΓ) such that U(gΓ)/〈det−1〉 ≃ A
right.
This gives the kernel of the first map in (5.7), for all values of q. If q is not root of unity,
the second is injective [RS] [HS] [BS]. Its image is described in [BS] proposition 5. With the
definition of Uq(sl(n)) given in [BS], q1(A) = Fℓ(Uq(sl(n)) is the locally finite part of the
left adjoint Uq(sl(n))-module. Therefore we have :
Proposition 5.4. Let A = Oq(SL(n)) = A(R)/〈det−1〉, q not a root of unity, and Γ the
standard n2-dimensional bicovariant FODC over A. Then U(gΓ) ≃ B(R), and Bq(SL(n)) =
B(R)/〈det−1〉 ≃ Aright ≃ Fℓ(Uq(sl(n)) is a Hopf algebra in M
A.
This makes more precise the sense in which braided Lie algebras solve the ‘Lie algebra
problem’ for quantum groups in [Maj-94]. It can also be viewed as the self-duality of the
braided versions of quantum groups, i.e. the above quotient Bq(SL(n)) is isomorphic to a
(braided) version of Uq(sl(n)) (with algebra the locally finite part) via the quantum Killing
form[Maj].
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The n2-dimensional braided Lie algebra in this example can be denoted s˜lq(n) and the
n = 2 case is computed explicitly in [Maj-94, Ex. 5.5]. The enveloping algebra B(R) =
BMq(2) is the standard 2 × 2 braided matrix algebra [Maj]. The structural form of the
general B(R) = BMq(n) and their homological properties appear in [LeB-94]. In particular,
for generic q it is known that they have the same Hilbert series as polynomials in n2 variables.
We can give the the relations of B(R) more explicitly as follows, in fact for the full
multiparameter SL(n)-type family. In our conventions (which are slightly different from
[LeB-94]) the R-matrix is
Rik
j
l = δ
i
kδ
j
lMij + δ
i
lδ
j
kLij , Mij = qδij + θji
q
rij
+ θij
rji
q
; Lij = θji(q − q
−1),
where θij denotes the function which is 1 iff i > j and otherwise zero, and rij 6= 0 are
multiparameters defined for i < j and constrained by
∏
i<j
rij
q
=
∏
i>j
rji
q
for all j as
explained in [LeB-94]. The standard Oq(SL(n)) case is rij = q. We let µ = q − q
−1. Let us
also introduce the ‘cocycle’ defined for i, j, k all distinct by
σijk =
(
q rσ(k),σ(i)
rσ(j),σ(i) rσ(k),σ(j)
)(−1)l(σ)
where σ ∈ S3 is the unique permutation of i, j, k such that σ(i) > σ(j) > σ(k) and l(σ) is
its length. By convention, σijk = 0 if the i, j, k are not distinct. Finally, in order to make
computations we need the matrices for R−1 and R˜. Using that R is q-Hecke, one can show
that
R−1(q, {rij}) = R(q
−1, {r−1ij }), R˜
i
k
j
l = R
−1i
k
j
lq
2(l−j)
which means that they have the same form as the above with M−1ij in place of Mij and −Lij
or −Lijq
2(i−j) respectively in place of Lij . Let us denote by σ¯ijk the same expression as σijk
but with q, rij inverted.
Lemma 5.5.
M−1ki MjiM
−1
jk = σijk + qδij + q
−1(δik + δjk)− (q + q
−1)δijδjk
M−1ki M
−1
jk MliMjl = σijkσ¯ijl + q
−1σ¯ijl(δki + δkj) + qσijk(δli + δlj)
+δij(1 + µqδil − q
−1µδjk) + δikδjl + δkjδil
if k 6= l and 1 if k = l.
Finally, we obtain Υ from the explicit R-matrix formula for it in [Maj-94], namely
Υ(X ij ⊗X
k
l) = R
−1a
m
i
bR
n
c
b
oR
p
d
c
lR˜
d
j
k
aX
m
n ⊗X
o
p.
This determines the relations of B(R) as Υ-commutative (one can also work from the ‘re-
flection’ form of the B(R) relations as in [LeB-94] if one does not need Υ explicitly). Since
we are dealing with an abstract braided Lie algebra, we do not distinguish between the n2
basis elements X ij of L and their images in B(L) as was done for instance in (5.7).
Proposition 5.6. The
(
n2
2
)
relations of the multiparameter B(s˜ln,q) = BMq(n) may be
listed for distinct i, j, k, l as follows.
(i) For i < k: X iiX
k
k = X
k
kX
i
i.
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(ii.a) For k, l > i: X iiX
k
l = X
k
lX
i
i.
(ii.b) For i > k, l: X iiX
k
l = X
k
lX
i
i.
(ii.c) For l > i > k: X iiX
k
l −X
k
lX
i
i = −µσ¯kilX
i
lX
k
i.
(ii.d) For k > i > l: X iiX
k
l −X
k
lX
i
i = µσ¯ilkX
i
lX
k
i.
(ii.e) For i < l: X iiX
i
l − q
−2X ilX
i
i = −q
−1µ
∑
a<iX
i
aX
a
l.
(ii.f) For i > l: X iiX
i
l −X
i
lX
i
i = −q
−1µ
∑
a<iX
i
aX
a
l.
(ii.g) For i > k: X iiX
k
i −X
k
iX
i
i = µq
−1
∑
a<iX
k
aX
a
i.
(ii.h) For i < k: X iiX
k
i − q
2XkiX
i
i = µq
∑
a<iX
k
aX
a
i.
(iii.a) For i < k: X ijX
k
l − σijk σ¯ijlX
k
lX
i
j = µθjlX
k
jX
i
lσijk .
(iii.b) For j < l: qX ijX
i
l = σ¯ijlX
i
lX
i
j.
(iii.c) For i < k: X ijX
k
j = qσijkX
k
jX
i
j.
(iii.d) For i < j: qX ijX
j
l − σ¯jliX
j
lX
i
j = −µ
∑
a<j X
i
aX
a
l + µθjlX
j
jX
i
l.
(iii.e) For i < k: σ¯ijkX
i
jX
k
i − qX
k
iX
i
j = µ
∑
a<iX
k
aX
a
j + µθjiX
k
jX
i
i.
(iii.f) For i < j:
X ijX
j
i −X
j
iX
i
j = qµ
∑
a<i
XajX
j
aq
2(a−i) + q−1µXjjX
i
i − q
−1µ
∑
a<j
X iaX
a
i
+µ2
∑
b<j;a<i
XabX
b
aq
2(a−i) − µ2Xjj
∑
a<i
Xaaq
2(a−i).
Proof. We write each R as the sum of an L and an M term as explained above, giving
16 terms for Υ. We use a standard graphical notation to follow the values forced for the
summed indices by the δ-functions in L and M . We then use the above lemma to break
down the results further, to obtain:
Υ(X ij ⊗X
k
l) = X
k
l ⊗X
i
j(1− δkl)
(
σijkσ¯ijl + q
−1(δki + δkj)σ¯ijl + q(δli + δlj)σijk
)
−µ
∑
a<k
Xal ⊗X
i
aδkjq
2(a−k)σ¯ial + µ
∑
a<i
Xka ⊗X
a
jδilσijk
+µXkj ⊗X
i
lθjlσijk − µX
i
l ⊗X
k
jθikσ¯kjl
+Xkl ⊗X
i
j
(
δij + δkl − δijδkl + µδij(qδjl − q
−1δjk) + δkiδjl + δkjδil − (2 + µ
2)δijδjkδkl
)
−qµ
∑
a<k
Xal ⊗X
i
aq
2(a−k)δkjδil − qµX
l
l ⊗X
i
lq
2(l−k)θklδkj − q
−1µX il ⊗X
i
iq
2(i−k)θkiδkj
+µ(q + q−1)X ii ⊗X
i
iq
2(i−k)θkiδilδkj
+µ
(
Xkj ⊗X
i
lθjl +
∑
a<i
Xka ⊗X
a
jδil
)(
q−1δik + q
−1δjk + qδij − (q + q
−1)δijδjk
)
−µX il ⊗X
k
jθik
(
q−1δjk + qδjl + qδkl − (q + q
−1)δjkδkl
)
+µ2
∑
a<i
Xka ⊗X
a
lθjlδij − µ
2
∑
a<k
X ia ⊗X
a
jθikδkl + µ
2X il ⊗
∑
a<i,k
Xaaq
2(a−k)δjk
−µ2
∑
k>a>l
Xaa ⊗X
i
lq
2(a−k)δjk − µ
2
∑
a<k; b<i
Xab ⊗X
b
aq
2(a−k)δilδjk − µ
2X ij ⊗X
k
lθikθjl.
Next we break up the
(
n2
2
)
relations into convenient special cases as stated. We then
compute the relation X ijX
k
l = ·Υ(X
i
j ⊗X
k
l) for i, j, k, l according to the leading term on
the left hand side in each of the cases stated. We then simplify the resulting set of equations.
In some cases the simpler version arises from XklX
i
j = ·Υ(X
k
l ⊗X
i
j) instead.
Among other things, one may verify what is known from general R-matrix methods for
braided matrices[Maj] that the right-invariant q-trace element
tr =
∑
i
X iiq
2i
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is central.
The braided Lie bracket of the multiparameter s˜lq(n) may be computed as (id⊗ ǫ)Υ or
directly from the R-matrix relations in [Maj-94]. In the q-Hecke case these reduce to
[X ij , X
k
l] = δ
i
jX
k
l − µqq
−2jδkjX
i
l + µR
−1a
m
i
bR
n
c
b
lR˜
c
j
k
aX
m
n
and the matrix coalgebra structure. Note also that [ , ] necessarily closes on ker ǫ which
should be thought of as the infinitesimal elements of the braided Lie algebra (the classical
model of a braided Lie algebra in [Maj-94] is L = k⊕g with g = ker ǫ a classical Lie algebra).
We write slq(n) = ker ǫ inside s˜lq(n).
Proposition 5.7. Suppose that ǫ(tr) 6= 0, i.e. q2n 6= 1. Then s˜lq(n) = ktr ⊕ slq(n) in the
braided category, where
slq(n) = span{X
i
j , hk | i 6= j; k = 1, · · · , n− 1}; hi := X
i
i −X
i+1
i+1.
The q-Lie brackets are as follows. We let
Hi :=
∑
a<i
[a]q2ha; [a]q2 :=
1− q2a
1− q2
.
(i) [x, tr] = 0, [tr, tr] = ǫ(tr)tr, [tr, x] = ǫ(tr)λx, ∀x ∈ slq(n), λ = 1+ µ
2.
(ii.a) ‘Cartan’ relations
[hi, hi] = −µ
2[2]q2q
−2iHi − µ
2q−2i[i+ 1]q2hi, [hi, hi+1] = µ
2q−2iHi+1
[hi, hi−1] = µ
2q−2(i−1)Hi, [hi, hj] = 0, ∀|i− j| > 1.
(ii.b) ‘Weight’ relations for k 6= l:
[hi, X
k
l] = µX
k
l
(
q−2i(q−1δk,i+1 − qδki) + q
−1δli − qδl,i+1
)
[Xkl, hi] = µX
k
l
(
q−1δki − qδk,i+1 + q
−2i(q−1δl,i+1 − qδli)
)
(ii.c) ‘Root’ relations for i 6= j, k 6= l:
[X ij , X
k
l] = −qµq
−2jδkjX
i
l + µδilσijkX
k
l + qµδilδjkq
−2kXkk − µ
2δilδjkq
−2(k−1)Hk.
Proof. Working from either Υ in the proof of the the preceding proposition or from the
R-matrix formula, we obtain
[X ij , X
k
l] = δijX
k
l − qµq
−2jδkjX
i
l + µδil(σijk + qδij + q
−1(δik + δjk)− (q + q
−1)δijδjk
−µ2δilδjk
∑
a<k
Xaaq
2(a−k) − µ2δklθikX
i
j + µ
2δijθjlX
k
l.
One finds in particular that for all k 6= l,
[X ii, X
k
k] = X
k
k(1− qµδkiq
−2i + q−1µδik + µ
2θik)− µ
2δik
∑
a<k
q2(a−k)Xaa − µ
2θikX
i
i
which gives the ‘Cartan’ relations after further computation. Similarly
[X ii, X
k
l] = X
k
l(1 + qµδil − qµq
−2iδik + µ
2θil),
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etc give the other relations. The Hi arise from the summed X
a
a terms written in terms of
the hj .
It is also possible to present the (ii.b) and (ii.c) relations above in terms of generators
Xi := X
i+1
i, Yi := X
i
i+1 with other ‘root vectors’ X
i
j generated by repeated Lie brackets
of these. Among these, we have (from the above):
[hi, Xi−1] = −qµq
−2iXi−1 = −q
−2(i−1) [Xi−1, hi]
[hi, Xi] = q
−1µ(1 + q−2i)Xi = −q
−2 [Xi, hi]
[hi, Xi+1] = −qµXi+1 = −q
2(i+1) [Xi+1, hi]
[hi, Yi−1] = q
−1µYi−1 = −q
2(i−1) [Yi−1, hi]
[hi, Yi] = −qµ(1 + q
−2i)Yi = −q
2 [Yi, hi]
[hi, Yi+1] = q
−1µq−2iYi+1 = −q
−2(i+1) [Yi+1, hi]
[Xi, Yj ] = µδijq
−2i+1(hi − qµHi)
[Yj , Xi] = −µδijq
−2i−1(q2ihi + qµHi).
The above results reduce for n = 2 to the computations in [Maj-94, Ex. 5.5], where h = a−d,
X = c, Y = b in the notation there. The classical q → 1 limit should of course be taken after
rescaling all the generators by µ−1. Similarly in BMq(n) we would obtain a commutative
algebra (the coordinate algebra of the space of n× n matrices) without rescaling.
5.3 Generalised Lie algebras slq(n)
In this concluding section observe that a different quotient of the braided enveloping algebra
or braided matrices B(s˜lq(n)) = BMq(n) gives what could reasonably be called the en-
veloping algebra of ‘generalised Lie algebras’ slq(n) of the type suggested by representation
theory[LS][DG]. Indeed, we have already seen above that s˜lq(n) = k ⊕ slq(n) where the k
is spanned by tr and slq(n) = ker ǫ cf. [Maj-94]. Since the braided Lie bracket restricted
to slq(n) is covariant it must also coincide with the ‘generalised Lie bracket’ defined via the
q-deformed adjoint representation in the representation theory approach.
In fact we are in the situation of Section 3.3, i.e. the braided Lie algebra is split. As
we explain now, this is a general feature of the setting of Section 5.1 with C1 = k ⊕ C
and C simple (this includes in principle all simple FODC over standard quantum groups,
although clearly the case Oq(SL(n)) with its n
2-dimensional calculus is the most relevant).
Let tr = R˜ja
a
i λ
i
j be the right quantum trace of C. We have to assume that ε(tr) 6= 0. It is
adR-invariant (adR(tr) = tr ⊗ 1), therefore for all a ∈ A it satisfies a ⊗ tr 7→ tr ⊗ a for any
braiding associated to a right crossed module (A, ?, adR). By the intertwining properties of
q1, the element c = q1(tr)/ε(tr) ∈ L is central in A
◦, satisfies ε(c) = 1, Ψ(− ⊗ c) = c ⊗ −,
Ψ(c⊗−) = −⊗c and Υ(−⊗c) = c⊗−. Finally, since c is central in A◦ and since L+ := ker εL
is simple for the left adjoint action (since C = ktr⊕C+ is a semi-simple A-comodule for the
adjoint coaction), one must have [c, x] = λx for all x ∈ L+, where λ is a constant, which we
assume 6= 0. In this case the braided Lie algebra L has a distinguished decomposition
L = k c⊕ L+
and we have a decomposition of the canonical braiding Υ of L as in Section 3.3, i.e. Υ(z⊗c) =
c⊗ z for all z ∈ L, and
Υ(x⊗ y) = ω(x⊗ y) + [x, y]⊗ c, Υ(c⊗ x) = λx⊗ c+ ρ(x) (5.8)
for all x, y ∈ L+, for uniquely determined maps ω : (L+)⊗2 → (L+)⊗2 and ρ : L+ → (L+)⊗2.
Moreover, if c is not a zero divisor then (L+, [ , ]) is among other things a generalized Lie
algebra in the sense of [LS] with generalized antisymmetrizer λ−1(id− ω). The zero divisor
condition holds in the multiparameter case by [LeB-94].
40
Next, we have for any split braided Lie algebra with L+ simple its reduced enveloping
algebra Bred(L
+) as explained in Section 3.3. In our case of interest, it means
Bred(slq(n)) = B(s˜lq(n))/〈tr − ǫ(tr)λ〉.
As explained in Section 3.3 the relations of Bred(slq(n)) contain the defining ‘antisym-
metrizer’ relations of the ‘eneveloping algebra’ of the algebra ULS(sl(n)) (say) proposed
in [LS] but in principle could contain further relations. One may check that at least for
n = 2 the two constructions do coincide. This is the algebra
q−2hX −Xh = λ(1 − q−4)X, q2hY − Y h = −λq2(1 − q−4)Y, [X,Y ] =
q2 − 1
q2 + 1
h2 + λ(1− q−2)h
isomorphic after rescaling the generators to the Witten algebra Wq2 (sl(2)) as noted in
[LeB-95]. Hence we propose (multiparameter) Bred(slq(n)) as a generalisation of the Witten
algebra for n ≥ 2 and the (multiparameter) braided matrices BMq(n) in Section 5.2 as its
homogenisation.
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