Abstract. We consider purely inseparable extensions H → P *
Introduction and outline
Let K → L be an algebraic extension of graded fields. Assume that the smaller field, K, carries an action of the Steenrod algebra P * of reduced powers. If the extension K → L is separable, then the action of P * can be uniquely extended to L. In other words, the separable closure of K as a field over the Steenrod algebra coincides with the separable closure in the category of graded fields; see Proposition 2.2.2 in [3] and Proposition 2.2 in [7] .
If the extension, however, is purely inseparable the situation is more delicate: Let p(X) ∈ K[X] be the minimal polynomial of l ∈ L. Since the extension is purely inseparable, we have that
so that l p e = κ for some κ ∈ K. Of course, since our fields are graded, we obtain the following condition on the degrees: ( * ) d e g ( l)p e = deg(κ).
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However, the crucial issue is the following. If there were an extension of the P * -action to the larger field L, then
because by equation ( * ) the element κ is a pth power. Thus, we need to define ( ) ( P i (l))
The problem is that it does not follow that P i (l) ∈ L. Nevertheless, as equation ( ) shows, the inseparable closures of K as a graded field and as a field over the Steenrod algebra coincide. We denote this object by P * √ K. This leads to the following question: Under which conditions can we extend the action of P * from K to L? Or equivalently, which intermediate fields K ⊆ L ⊆ P * √ K are objects in the category of fields over the Steenrod algebra?
In this paper we study these questions in the more general framework of Noetherian integral domains H over the Steenrod algebra.
In Section 2 we recall the construction of inseparable closures over the Steenrod algebra and its basic properties. To this list we add a few more that will be of use later.
In Sections 3 and 4 we start with the investigation of inseparable extensions H → is finite; see the Embedding Theorem, Corollary 6.1.5 in [3] . Thus in Sections 3 and 4 we consider the diagram
where H = F F (H) is the field of fractions of H. In Section 3 we treat the case of purely inseparable extensions of exponent one, in Section 4 we look at extensions with higher exponents e. Denote by (−) the integral closure. [8] , Theorem II, and [3] , Theorem 7.2.2. However, the proof presented here has the advantage that it gives precise information on the vector space dimensions of the W i 's.
It turns out that there exists a vector space decomposition as above,
such that G acts on the flags
see 
On the other hand, if V has no basis such that G consists of flag matrices, then the only purely inseparable extensions of exponent e are
In Section 6 we take a break from these constructive methods and look at homological properties of H and G such that
G . This solves a twenty-year-old conjecture due to Clarence Wilkerson; see Conjecture 5.1 in [8] .
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Recollections and preliminaries
Let H be an unstable reduced algebra over the Steenrod algebra of reduced powers P * . We denote the characteristic by p, and the order of the ground field F by q. Recall that the Steenrod algebra contains an infinite sequence of derivations iteratively defined as
We set
Note that P ∆ 0 is not an element of the Steenrod algebra. The algebra H is called P * -inseparably closed, if whenever h ∈ H and
then there exists an element h ∈ H such that
The P * -inseparable closure of H is a P * -inseparably closed algebra P * √ H containing H such that the following universal property holds: Whenever we have a P * -inseparably closed algebra H containing H there exists an embedding ϕ :
The following method to construct the P * -inseparable closure of H is taken from Section 4.1 in [3] . Denote by C ⊆ H the subalgebra consisting of the P ∆ i -constants for all i ≥ 0, i.e.,
It turns out that the subalgebra of constants C is an unstable algebra over the Steenrod algebra (Lemma 4.1.2 loc.cit.). Moreover, it is Noetherian whenever H is (Lemma 4.1.1 loc.cit.). By construction we have integral extensions
Denote by S a set of generators for C as a module over H p . Define an algebra In the same way the P * -inseparable closure of a field K over the Steenrod algebra can be constructed. So we obtain a chain of fields over the Steenrod algebra
by adjoining successively pth roots. Again the pth powers are detected by the vanishing of the derivations P ∆ i ; see Section 2.3 in [3] . Let H be an unstable integral domain over the Steenrod algebra. Denote by H its field of fractions. We have seen in Proposition 4.2.6 in [3] that
Then there exists an element
which shows that
Conversely, let
is a constant because
Proposition 2.4. Let H be an unstable integral domain over the Steenrod algebra.
Denote by H its field of fractions. Then for all i ∈ N 0 we have
Proof. By induction it is enough to show the statement for i = 1. If
We prove the reverse inclusion.
Thus there exist elements
Moreover, since the elements h 1 , h 2 are constants they have pth roots, say
and we are done.
Let H be an unstable Noetherian integral domain over the Steenrod algebra. Then there exists an r ∈ N 0 such that H r = 
Inseparable extensions of exponent 1
Let H be an unstable Noetherian reduced algebra over the Steenrod algebra. Define the H-module
Then Der H is free as a module over H; see Proposition 1.1.7 and Theorem 1.2.1 in [3] . 3 Moreover it is a restricted Lie algebra of derivations acting on H; cf. Section 2.4 in [3] . We denote by
the subalgebra of constants with respect to the derivations in Der H .
Remark. In Section 2 we called the subalgebra of constants just C = C(H).
For what follows however, we need to keep track of the module of derivations that is used.
Clearly,
is purely inseparable of exponent one, so is the extension 
H). To prove the reverse inclusion, let h ∈ C Der H (H). Then
Since Der H vanishes on pth powers we find that
Iteratively we find that h ∈ H, i.e., H is P * -inseparably closed.
Corollary 3.2. We have
Proof. Since F[V ] is P * -inseparably closed (see Corollary 4.2.8 in [3] ), this result is an immediate corollary of Proposition 3.1.
We recall some facts about Der H and its action on H. First the Lie algebra structure is particularly simple, namely
(see the remark on page 12 of [3] ), and
). The ∆-length of H is defined to be the smallest integer
vanishes on H for some h 0 , . . . , h λ ∈ H and i 0 , . . . , i λ ∈ N 0 (see Section 1.2 in [3] ).
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In this case, any λ + 1 derivations are linearly dependent over H (Proposition 1.1.7 in [3] ). The ∆-length λ H is at most the Krull dimension of H over F (cf. Corollary 1.2.2 in [3] ). Moreover, the coefficients can be chosen to be
(up to a sign) the Dickson classes in dimension λ (see Theorems 5.1.9 and 5.2.1 in [3] ). Note that by convention d λ,λ = 1. Then the normalized equation
is called the ∆-relation of H. By abuse of notation, we also call the element
the ∆-relation for H. 6 Finally we note that the ∆-length of H is equal to its Krull dimension if H is P * -inseparably closed (cf. Theorem 8.1.5 in [3] ). The converse is not quite true as the following example taken from Section 7.4 in [3] shows. 
Define an intermediate algebra H by
Then H is an unstable integral domain, but it is not P * -inseparably closed because
However, its ∆-relation
has length 2, which is equal to its Krull dimension. Note that the field of fractions of H,
is inseparably closed. Therefore the algebra H is not integrally closed because x + y ∈ H (cf. Corollary 2.5).
Proposition 3.4. Let H be an unstable Noetherian integral domain. If the ∆-length λ H is equal to the Krull dimension n of H, then
where (−) denotes the integral closure. 4 If there is no possible confusion we will omit the subscript and just write λ = λ H . 5 If λ H ∈ N 0 exists, then H is called ∆-finite. This is a weaker condition than Noetherianess. For example the polynomial algebra
. . ] in infinitely many generators has ∆-length zero, but it is not Noetherian. 6 We will suppress the subscript, and write d for d H if no confusion is possible.
Proof. Since the ∆-length of H is equal to its Krull dimension, we have integral extensions
G is inseparably closed. Hence Remark. Note that it follows from the preceding result that if H is integrally closed and the ∆-length is equal to its Krull dimension, then
We want to investigate purely inseparable extensions H → F[V ] of exponent one, i.e., we have
For this we turn our attention to the corresponding extensions of fields of fractions
Let Der H be the vector space over H generated by the elements P ∆ i for i ∈ N 0 . Since the relations ( ) and ( ‡) are intrinsic of the Steenrod algebra, the vector space Der H is also a restricted Lie algebra. Thus any vector subspace of Der H is a restricted Lie subalgebra and vice versa. (1) The elements P ∆ i are derivations on H. (2) The ∆-relation H is well defined, and coincides with the ∆-relation on H.
In particular, the ∆-lengths are equal.
Proof. AD(1): The action of P ∆ i on H is given by the formula
for any f 1 , f 2 ∈ H. Thus they are derivations on the field of fractions also. AD(2): The set Der H is a vector space by construction. Let λ H be its dimension. Then any λ H + 1 elements are linearly independent. Thus the ∆-length is λ H with ∆-relation
Without loss of generality we can assume that the coefficients f i ∈ H for all i. Thus λ H is at least equal to the ∆-length, λ H , of H. On the other hand, if d H is a ∆-relation for H, then by 
where 
Proof. The element d is a ∆-relation for
Moreover, the ∆-relation is
Proof. This is immediate from part (2) of Proposition 3.5, Lemma 3.8, and Corollary 3.2.
Since the ∆-relation of F(V ) has length n = dim F (V ), we have dim
Moreover, the index over the subfield of constants is
Thus we can apply the structure theorem for purely inseparable extensions of exponent one (see, e.g., Chapter IV, Section 8 in [1] ). It tells us that
is a purely inseparable extension of exponent one if and only if there exists a restricted Lie subalgebra D ⊆ Der F(V ) such that
So, take a subspace D ⊆ Der F(V ) . We recall from Corollary 3.9 that
Thus we are left to characterize those D ⊆ Der F(V ) such that H = C D (F(V )) carries a P * -module structure. 
Proof. The ∆-relation of K is
By Proposition 1.1.7 in [3] any λ + 1 derivations in Der F(V ) are linearly dependent.
Moreover by Lemma 1.1.8 loc.cit. we find that in particular the n − λ elements
for some f 0 , . . . , f λ−1 ∈ K. Thus if d were linearly independent of the d i 's, then the expression ( * ) is not zero. This in turn means that there is a relation on K shorter than the ∆-relation. This is a contradiction. Therefore dim(D K ) = n − λ.
Theorem 3.11. The extension H ⊆ F(V ) is a purely inseparable extension of exponent one of fields over the Steenrod algebra if and only if
H = F(x 1 , . . . , x k , x p k+1 , . . . , x p n ) = F(U ) ⊗ F(V/U) p for some k ∈ {1, .
. . , n} and dim(U ) = k. Furthermore, in this case
where D has vector space dimension n − k. If k < n, then D is generated by the ∆-relation of H,
and its translates
, then it is clearly a field over the Steenrod algebra. Moreover,
for D generated by the ∆-relation of H and its translates d i of length λ H = k (see Corollary 3.9 and Proposition 3.10).
We prove the converse. Set λ = λ H . Let d be the ∆-relation of H. Then
vanishes on H. Let U ≤ V be a vector subspace of dimension λ. We also note that the field F(U ) ⊗ F(V/U) p has ∆-relation d and ∆-length λ by Corollary 3.9. Certainly,
is a purely inseparable extension of exponent one. We show that
is purely inseparable of exponent one, we have
Since the coefficients of the ∆-relation are the Dickson classes, we know that
Since H → F(V ) is purely inseparable, we find that the separable closure of 
Conversely, the algebra
p is certainly an unstable algebra over the Steenrod algebra.
Remark. For any unstable integral domain H its integral closure H also carries an unstable P * -module structure because H = Un(H) (see Theorem 2.4 in [4] ). The converse is not true as we illustrate with the next example. Example 3.13. Let F be the prime field of characteristic 2 and let A be the subalgebra of F[x, y] generated by x, xy, y 3 . Then A → F[x, y] is an integral extension. Moreover, F F (A) = F(x, y) . Therefore A = F[x, y] is an unstable algebra over the Steenrod algebra. However A does not carry a P * -module structure because
as the only elements of degree 3 in A are x 3 , x 2 , y 3 . Thus the assumption H = H cannot be dropped in the preceding result.
is the largest unstable subalgebra with ∆-length equal to m.
be an intermediate unstable algebra with λ H = m. Since the extension ( ) is purely inseparable of exponent one, we have that
and therefore U = U . Hence
gives the desired result.
Purely inseparable extensions of arbitrary exponent
In this section we proceed with the investigation of the purely inseparable extension
We consider the general case of exponent e ≥ 1. Thus we need to detect p s th powers for s = 1, . . . , e. We introduce the following operators for s ∈ N 0 :
Remark. Note that for all s ∈ N 0 we have P ∆ s,i ∈ P * whenever i = 0.
Remark. Note also that the degree of
Proposition 4.1. The operators P ∆ s,i satisfy the following properties:
Proof. AD(1): For any i, j ≥ 0 and any linear form l we have
as it can be easily seen by induction. Thus for all i ≥ 0 we have
0 o t h e r w i s e , for any h ∈ H (cf. page 261 of [6] ). Thus
Thus by induction on i we find
as claimed. AD (2) and (3): The result follows, because it is true for any linear form. AD(4): From the Adem relations it follows that
Thus the result follows by induction on i with the help of the commutation rules of (2) 
otherwise. 
Since taking pth powers is additive in characteristic p, this establishes the statement.
by part (3) of Proposition 4.1. Otherwise we have
The relation for j = 0 can be established in the same way. 
vanishes on H, by part (1) of Proposition 4.3. Thus, also, λ ≤ λ s . AD(2): By (1) λ s is the ∆-length of H. Therefore
is the ∆-relation on H. Thus the result follows by part (1) of Proposition 4.3.
We call the relation d s of part (2) Proof. The first statement follows from Lemma 3.8 and Proposition 4.5. The second statement follows from Corollaries 3.2 and 3.9 and Proposition 4.5.
We need a generalization of Lemma 3.7. Proof. This follows from Propositions 4.5 and 2.3.
In order to be able to treat the general case, we need another preliminary result.
