Motivated by networked systems, stochastic control, optimization, and a wide variety of applications, this work is devoted to systems of switching jump diffusions. Treating such nonlinear systems, we focus on stability issues. First asymptotic stability in the large is obtained. Then the study on exponential p-stability is carried out. Connection between almost surely exponential stability and exponential p-stability is exploited. Also presented are smooth-dependence on the initial data. Using the smooth-dependence, necessary conditions for exponential p-stability are derived. Then criteria for asymptotic stability in distribution are provided. A couple of examples are given to illustrate our results.
Introduction
Randomly varying switching systems have drawn increasing attention recently, especially in the fields of control and optimization. This is largely owing to their ability to model complex systems, which can be used in a wide range of applications in consensus controls, distributed computing, autonomous or semi-autonomous vehicles, multi-agent systems, tele-medicine, smart grids, and financial engineering etc. One of the common features of the many systems mentioned above is that they may be represented as networked systems. In a typical networked system, different nodes are connected through a communication link described by a network topology or configuration. Most work to date dealt with networked systems with fixed topology. Nevertheless, data routing, packet aggregations, channel uncertainties, and switching links to different network hubs demand the consideration of topology changes in a networked system. Thus fixed topology becomes inadequate and random environment and uncertainty must be taken into consideration. For example, in the original formulation of consensus problems [21, 24, 25] , one dealt with a fixed configuration or topology, whereas consideration of randomly varying topologies leads to switching diffusion processes [30] .
Facing the demands and pressing needs, this paper considers systems that are formulated as regime-switching jump diffusions. Because many systems in networked systems are in operation for very long time, their asymptotic behavior, namely, stability is of crucial importance; see [1, 15] and references therein for related work. Due to the involvement of multiple stochastic processes, care must be taken to treat the stability issues, which is the objective of the current paper.
One of the main features of the underlying systems we consider here is the coexistence of dynamics described by solutions of differential equations and discrete events whose values belong to a finite set; see [7, 9] and references therein. The usual formulation in the traditional dynamic system setup described by differential or difference equations alone becomes unsuitable. A class of models naturally replacing the traditional setup is a process with two components in which one of them delineates the dynamics that may be represented as a solution of a differential equation and the other portraits the discrete event movements (see [2] for an example in finance application). To take into consideration of possible inclusion of the Poisson type of random processes, we consider jump diffusion processes with random switching.
In recent years, switching stochastic systems have received much attention; see [17, 18, 34] and references therein for a systematic treatment on Markov modulated switching diffusions; see also [35] for stability of switching diffusions with delays. In addition, switching diffusion with continuous dependence on initial data were treated in [33] . Concerning jump diffusions, we refer the reader to [14, 19, 26] for the study on such properties as ergodicity and stability. Switching jump diffusions with state dependent switching have also been examined in [29, 31, 32] etc., in which stability in probability, asymptotic stability in probability, and almost surely exponential stability were dealt with. Our aims in this paper are to establish a number of results on different modes of stability that have not been studied for switching jump diffusions to date to the best of our knowledge. We begin with asymptotic stability in the large, proceed to exponential p-stability and obtain smooth dependence on the initial data. As a nice application of the smooth dependence on the initial data, we derive necessary conditions for p-stability, which can be viewed as a Lyapunov converse theorem. The aforementioned results all begin with an equilibrium point of the switching jump diffusion. In absence of information of the equilibrium, an appropriate notion of stability is stability in distribution. Under simple conditions, we obtain sufficient conditions for asymptotic stability in distribution.
The rest of the paper is arranged as follows. We begin with the precise description of the system in Section 2. Section 3 concentrates on asymptotic stability in the large. Section 4 proceeds to the study on exponential p-stability. Section 5 furthers our investigation by examining the smooth-dependence on the initial data, and Section 6 presents criteria for asymptotic stability in distribution. Section 7 presents a few examples to demonstrate our results. Finally, the paper is concluded in section 8 with further remarks.
Formulation
This section presents the formulation of the problem. We begin with certain notation needed together with a number of definitions. We use z ′ to denote the transpose of z ∈ R l 1 ×l 2 with l i ≥ 1, and R r×1 is simply written as R r . Denote 1 = (1, 1, . . . , 1) ′ ∈ R r that is a column vector with all entries being 1. For a matrix A, its trace norm is denoted by |A| = tr(AA ′ ). Let (X(t), α(t)) be a two-component Markov process in which X(·) takes values in R r and α(·) is a switching process taking values in a finite set M = {1, 2, 3, . . . , m}. Let Γ be a subset of R r − {0} that is the range space of the impulsive jumps. For any subset B in Γ, N (t, B) counts the number of impulses on [0, t] with values in B; b(·, ·) : R r × M → R r , σ(·, ·) : R r × M → R r × R d , and g(·, ·, ·) : R r × M × Γ → R r are suitable functions whose precise conditions will be given later. Consider the dynamic system given by dX(t) = b(X(t), α(t))dt + σ(X(t), α(t))dw(t) + dJ(t),
where the switching process α(·) obeys the transition rule
w(t) is a d-dimensional standard Brownian motion, and N (·, ·) is a Poisson measure such that the jump process N (·, ·) is independent of the Brownian motion w(·). Equation (2.1) can be written as integral form:
Here we have used a setup similar to [31] . When we wish to emphasize the initial data dependence in the sequel, we write the process as (X x,α (t), α x,α (t)). Note that although the two-component process (X(t), α(t)) is Markov, α(t) generally is not a Markov chain due to the dependence of the state x in the generator. The transition rule indicates that α(t) depends on the jump diffusion component. Thus the setup we consider is more general than that of considered in the literature, whereas in the past work it was often assumed that α(t) itself is a Markov chain and w(t) and α(t) are independent. For future use, we define a compensated or centered Poisson measure as
where 0 < λ < ∞ is known as the jump rate and π(·) is the jump distribution (a probability measure). With this centered Poisson measure, we can rewrite J(t) as
which is the sum of a martingale and an absolute continuous process provided certain conditions are satisfied for the function g(·).
Note that the evolution of the discrete component α(·) can be represented by a stochastic integral with respect to a Poisson measure (e.g., [12] ). For x ∈ R r and i, j ∈ M with j = i, let ∆ ij (x) be the consecutive (with respect to the lexicographic ordering on M×M), left-closed, rightopen intervals of the real line, each having length q ij (x). Define a function h :
That is, with the partition {∆ ij (x) : i, j ∈ M} used and for each i ∈ M, if z ∈ ∆ ij (x), h(x, i, z) = j − i; otherwise h(x, i, z) = 0. Then we may write the switching process as a stochastic integral 4) where N 1 (dt, dz) is a Poisson random measure with intensity dt × m(dz), and m(·) is the Lebesgue measure on R. The Poisson random measure N 1 (·, ·) is independent of the Brownian motion w(·) and the Poisson measure N (·, ·). For subsequent use, we define another centered Poisson measure as
The generator G associated with the process (X(t), α(t)) is defined as follows: For each i ∈ M, and for any twice continuously differentiable function f (·, i),
where L is the operator for a switching diffusion process given by
where x ∈ R r , a(x, i) = σ(x, i)σ ′ (x, i), ∇f (·, i) and Hf (·, i) denote the gradient and Hessian matrix of f (·, i), respectively, and Q(x) = (q ij (x)) is an m × m matrix depending on x satisfying the q-property, namely, (i) q ij (x) is Borel measurable and uniformly bounded for all i, j ∈ M and x ∈ R r ; (ii) q ij (x) ≥ 0 for all x ∈ R r and i = j;
In what follows, we often write Lf (x, ·)(i) as Lf (x, i) and Gf (x, ·)(i) as Gf (x, i) for convenience whenever there is no confusion. By virtue of the generalized Itô's formula, we have that
Gf (X(s), α(s))ds is a martingale.
To proceed, we need the following assumptions. (A2) There exists a positive constant K 0 such that for each i ∈ M, x, y ∈ R r and γ ∈ Γ,
(A3) There exists g * (i) satisfying |g(x, i, γ)| ≤ g * (i)|x| for each x ∈ R r , i ∈ M, and each γ ∈ Γ.
We elaborate on the conditions briefly. Condition (A1) indicates that 0 is an equilibrium point; (A2) is a Lipschitz condition on the functions. It together with the equilibrium point 0 implies that the functions grow at most linearly. Several of our results to follow are concerned with equilibrium point of the switching jump diffusions. To proceed, we make the following definitions by adopting the terminologies of [32] .
Definition 2.1
The equilibrium point x = 0 of system (2.1) and (2.2) is said to be (i) stable in probability, if for any ε > 0 and any α ∈ M, lim x→0 P {sup t≥0 |X x,α (t)| > ε} = 0; and x = 0 is said to be unstable in probability if it is not stable in probability.
(ii) asymptotically stable in probability, if it is stable in probability and lim
(iii) asymptotically stable in the large, if it is stable in probability and P { lim
As a preparation, we first recall a lemma, which indicates that the equilibrium (0, α) is inaccessible in that starting with any x = 0, the system will not reach the origin with probability one. The proof of this lemma can be found in [31, Lemma 2.10].
Lemma 2.2 P {X x,α (t) = 0, t ≥ 0} = 1, for any x = 0 and α ∈ M.
Asymptotic Stability in the Large
To proceed, we first recall two lemmas. The detailed proof can be found in [31] .
Then the equilibrium point x = 0 is stable in probability.
for any 0 < ρ < ς and any (x, α) ∈ R r × M with ρ < |x| < ς.
Lemma 3.2 Assume that the conditions of Lemma 3.1 hold, and that for any sufficiently small 0 < ρ < ς and any (x, α) ∈ R r × M with ρ < |x| < ς, P {τ ρ,ς < ∞} = 1. Then the equilibrium point x = 0 is asymptotically stable in probability.
Theorem 3.3
Assume that the conditions of Lemma 3.2 hold, and that
Then the equilibrium point x = 0 is asymptotically stable in the large.
Proof. For each i ∈ M, for any ε > 0 and (x, α) ∈ R r × M, there exists a ς > |x| large enough such that inf
Let τ ς be the stopping time τ ς := inf{t ≥ 0 : |X(t)| ≥ ς} and t ς = τ ς ∧ t. Then it follows from Dynkin's formula that
Hence,
Then it follows from Lemma 3.2 that, for any ρ > 0 with ρ < |x| < ς we have
in which τ ρ is the stopping time τ ρ := inf{t ≥ 0 : |X(t)| ≤ ρ}, where τ ρ,ς was defined in (3.1).
Now we can follow the same techniques in [32, Lemma 7.6 ] and obtain P { lim t→∞ X(t) = 0} ≥ 1 − ε/2. That is, the equilibrium point x = 0 is asymptotically stable in the large as desired.
For application, it is important to be able to handle linearized systems. Similar to [31] , we pose the following condition.
, and a generator of a continuous-time Markov chain Q = (q ij ) with the corresponding Markov chain denoted by α(t) such that as x → 0,
Moreover, Q is irreducible.
Assumption (A4) indicates that near the origin, the coefficients are locally linear. By choosing a Lyapunov function properly, we have the same sufficient condition for asymptotically stable in the large as that of asymptotically stable in probability. The result is provided below, and the proof is omitted. The method involved is similar to [31, Theorem 3.5] .
Corollary 3.4 Under assumptions (A1)-(A4), the equilibrium point x = 0 of the system given by (2.1) and (2.2) is asymptotically stable in the large if
In which µ = (µ 1 , µ 2 , · · · , µ m ) ∈ R 1×m is the stationary distribution of α(t) and Λ max (A) denotes the largest eigenvalue of the symmetric part of A.
Exponential p-stability
In this section, we give a sufficient condition for exponential p-stability. To proceed, we first recall a lemma, which indicates that the process (X(t), α(t)) has no finite explosion time, also known as regular. The proof of this lemma can be found in [31, Lemma 2.8].
Lemma 4.1 Under assumptions (A1)-(A3), the switching jump diffusion (X(t), α(t)) is regular. 
for some positive constants k 1 , k 2 and k. Then the equilibrium point x = 0 is exponential p-stable.
Proof. Consider a sequence of stopping times {τ n } defined by τ n := inf{t ≥ 0 : |X(t)| ≥ n} and let t n = t ∧ τ n . By virtue of Dynkin's formula and (4.2), since
Let n → ∞, by Fatou's Lemma and Lemma 4.1, we have E[e kt V (X(t), α(t))] ≤ V (x, α). Hence,
Then we obtain E|X(t)| p ≤ K|x| p e −kt . The theorem is thus proved. 
Theorem 4.4 Under assumptions (A1)-(A3)
, exponential p-stability implies almost surely exponential stability.
Proof. Because
we have for any p ≥ 2 that
For any t, there exists such an n that t ∈ [n − 1, n] and the following inequality holds
By (A1) together with the Hölder inequality and the martingale inequality,
For the Poisson jump part,
Using Hölder inequality and assumptions (A1)-(A3) for the last term of (4.4), detailed computation leads to
Now let us handle the martingale part in (4.4). By Hölder inequality, assumptions (A1)-(A3), and properties of stochastic integral with respect to a Poisson measure, we have
Given that X(t) is exponential p-stable, we have
Substituting the above bounds to (4.3), careful calculations lead to
For any 1 ≤ p < 2, we have
Finally, for any 0 < p < 1, we have
Therefore,
Note that in the above K and κ have different values in different appearances. Now let ε ∈ (0, κ) be arbitrary, then it follows that
for all but finitely many n. Hence, there exists such an n 0 that whenever n ≥ n 0 , (4.5) holds a.s.
Taking lim sup in (4.6) leads to almost surely exponential stability. Thus, the proof is completed.
Smooth-Dependence on Initial Data
One of the important properties of a diffusion processes is the continuous and smooth dependence on the initial data. This property is preserved for the switching diffusion processes with statedependent switching; however much work is needed. In what follows, we show that this property is also preserved for the switching jump diffusion processes. The results are stated for multidimensional cases, whereas the proofs are carried out for a one-dimensional process for notational simplicity. Let (X(t), α(t)) denote the switching jump process with initial condition (x, α) and ( X(t), α(t)) be the process starting from ( x, α), let ∆ = 0 be small and denotex = x + ∆ in the sequel.
Lemma 5.1 Under conditions (A1)-(A3), we have for 0 ≤ t ≤ T and any positive constant ι, E|X(t)| ι ≤ |x| ι e κt ≤ C, for x = 0, α ∈ M, where κ = κ(ι, K 0 , m, g * (i)) and C = C(κ, T ).
Proof. For each i ∈ M and x = 0, define V (x, i) = |x| ι for any ι ∈ R + − {0}. Then for any ∆ > 0 and |x| > ∆,
Since 0 is an equilibrium point, Cauchy-Schwartz inequality implies
Therefore, we have
Define the stopping time τ ∆ := inf{t ≥ 0, |X(t)| ≤ ∆}. Then by the generalized Itô lemma, we obtain
By Gronwall's inequality, it follows that
Letting ∆ → 0, by virtue of non-zero property of X(t) shown in Lemma 2.2, we have
For 0 ≤ t ≤ T , we further have E|X(t)| ι ≤ |x| ι e κt ≤ |x| ι e κT = C.
Thus, the proof is completed.
Theorem 5.2 Under the conditions of Lemma
Then we have lim
Proof. It can be verified that
(5.2) Let us first consider the next to the last line of (5.2). By choosing η = ∆ γ 0 with γ 0 > 2 and partition the interval [0, T ] by η we obtain
For the third line of (5.3), we have the following bound by virtue of (A2) and [13, Theorem 3.7.1],
Recall that K is a generic positive constant, whose values may be different for different appearances. We can derive the upper bound for the last line of (5.3) similarly,
To treat the term on the next to the last line of (5.3), note that
For the term on the second line of (5.5) and
(5.6)
In the above, we employed the fact that the time of jump of X(t) does not coincide with that of switching part α(t) in [29, Proposition 2.2,]. Also, Lemma 5.1 and boundedness of Q(x) are involved. Now let us deal with the last line of (5.5) by using the basic coupling techniques [4, p. 11] . Consider the measure
Let (α(t), α(t)) be a random process with a finite state space M × M such that
where h → 0, and the matrix ( q (k,l)(j,i) (x, x)) is the basic coupling of matrices Q(x) = (q kl (x)) and Q( x) = (q kl ( x)) satisfying
for any function f (·, ·) defined on M × M. Then we have
(5.8)
(5.9) For k = 0, recall that α(0) = α(0) = α, X(0) = x and X(0) = x, we have
(5.10)
Now we can obtain
Likewise, we also obtain the bound for the martingale part
For the drift and diffusion parts involved, the argument in [33, Lemma 4.3] leads to
Therefore, we obtain
This concludes the proof.
Lemma 5.3 Under the conditions of Theorem
Proof. Let T > 0 be fixed and recall that ∆ = x − x, then we have X x,α (t) − X x,α (t) = ∆ + A(t) + B(t), where
(5.13)
(5.14)
It follows from (5.12) that
By the Hölder inequality and the Lipschitz continuity, we have
Then the basic properties of stochastic integrals (w.r.t. w(·) and N (·)) together with the Lipschitz continuity lead to
So,
Now, by Gronwall's inequality
Thus, we have completed the proof. Let us introduce some notations to proceed. Recall that a vector β = (β 1 , β 2 , · · · , β r ) with nonnegative integer component is referred to as a multi-index.
Recall that ∆ = x − x and define
Then we have the following expression: 
where K and ρ are positive constants and β is a multi-index with |β| ≤ 2. Then X x,α (t) is twice continuously differentiable in mean square with respect to x.
Proof. Given the definition of Z ∆ (t) above and Theorem 5.2, we just need to consider the last three terms of (5.17). First, note that
where g x (·) denotes the partial derivative of g(·, i, γ) with respect to x. It follows from Lemma 5.3 that for any s ∈ [0, T ], X(s − ) − X(s − ) → 0 in probability as ∆ → 0. This implies that
in probability as ∆ → 0. Therefore, we have
Similarly, we have
in probability as ∆ → 0 and where
and ς(t) = ς x,α (t) is mean square continuous with respect to x. Therefore, ∂ ∂x X x,α (t) exists in the mean square sense and ς(t) = ∂ ∂x X x,α (t). Likewise, we can show (5.23) , it suffices to consider the last term above. In fact,
Hence the proof is completed.
Lemma 5.6 Assume the conditions of Lemma 5.5 hold. Then the function E|X x,α (t)| p is twice continuously differentiable with respect to the variable x, except possibly at x = 0.
Definition 6.2
The definitions of (P1) and (P2) are as follows.
• The switching jump diffusion process given by (2.1) and (2.2) is said to have property (P1) if, for any (x, α) ∈ R r × M and any ε > 0, there exists a constant R > 0 such that P {|X x,α (t)| ≥ R} < ε, for any t ≥ 0.
• The switching jump diffusion process given by (2.1) and (2.2) is said to have property (P2) if, for any ε > 0 and any compact subset C of R r , there exists a T = T (ε, C) > 0 such that
In this section, we first establish asymptotic stability in distribution of the process (X(t), α(t)) in which α(t) is a Markov chain that is independent of the Brownian motion, which is referred as Markov switching jump diffusions. Then we further extend the results to state-dependent switching process.
Markov Switching Jump Diffusions
Throughout this section, α(t) is a Markov chain independent of the Brownian motion. We first establish a result on stability in distribution.
Proposition 6.3 Suppose that (A2) is satisfied, that b(·, i), σ(·, i), and g(·, i, γ) grow at most linearly for each i ∈ M and γ ∈ Γ, that conditions (P1) and (P2) hold, and that the generator of the Markov chain Q is irreducible. Then the switching jump diffusion process (X(t), α(t)) is stable in distribution.
Proof. We note that [34, Theorem 3.1] in fact works not only for Markov switching diffusion processes but also for more general Markov processes. In our current setup, (X(t), α(t)) is a Markov process. So we can use essentially the same steps as in the aforementioned reference to show the process is stable in distribution. The verbatim argument is omitted.
Our next task is to find sufficient conditions that ensure conditions (P1) and (P2) are in force. The result is stated in the next theorem.
Theorem 6.4 Assume that for each i ∈ M, there exists function V (·, i) ∈ C 2 (R r : R + ) satisfying the following two conditions: There exists a positive real number β such that
1)
Then (P1) and (P2) hold.
Proof. Let us first verify (P1). Define the stopping time
Consider V (x, i)e βt and let t R = τ R ∧ t. By virtue of Dynkin's formula, we have
where E x,α denotes the expectation with X(0) = x and α(0) = α. Hence, by virtue of (6.1), E x,α V (X(t R ), α(t R )) ≤ V (x, α)e −βt R . We further have
Note that τ R ≤ t if and only if sup 0≤u≤t |X(u)| ≥ R. Therefore, it follows that
Then upon using (6.2), P {|X x,α (t)| ≥ R} → 0 as R → ∞, for all t ≥ 0. To guarantee (P2) hold, similar technique is involved here. But now we need to consider the difference between two solutions of equation (2.1) starting from different initial values in compact set C. Namely, (x, α) and (y, α).
Define a stopping time τ ε := inf{t ≥ 0, |X x,α (t) − X y,α (t)| ≥ ε} and let t ε = τ ε ∧ t. Then we have
Given s ≤ τ ε ∧ t, we have s ∧ τ ε = s. As a result,
By applying Gronwall's inequality, we obtain
in which V ε = inf{V (z, i), z ∈ R r \B ε , i ∈ M} and B ε = {z ∈ C, |z| < ε}, so V ε > 0. Note that τ ε ≤ t if and only if sup 0≤u≤t |Z(u)| ≥ ε. Therefore, it follows that P { sup
Thus, the proof is concluded.
We can obtain (P2) from (P2'). To continue, we focus on obtaining sufficient conditions for conditions (P1) and (P2'). From [3, Theorem 3.8] we can see these two properties imply asymptotic stability in distribution. So it is necessary to establish sufficient criteria for the two properties. To proceed, we need to introduce the following notations.
The generatorG associated with the processx i −ỹ j is defined as follows: For each i, j ∈ M, and for any twice continuously differentiable function f ,
Given the fact that for u ≤ t ∧ ζ, we have u ∧ ζ = u. As a result,
Solving the differential inequality above leads to
Let N → ∞, R → ∞, we obtain
Condition (P2') is thus verified.
Examples
This section provides two simple examples. The purposes of these examples are to demonstrate our results.
Example 7.1 Consider a Markov switching jump diffusion (X(t), α(t)) given by (2.1) and (2.2) with X(t) ∈ R 1 , λ = 1/8, g(x, α, γ) = x, w(t) is a one-dimensional standard Brownian motion, α(t) ∈ M = {1, 2} with Then by choosing Lyapunov function V = x 2 e −4t , we can verify that the equilibrium x = 0 is p-exponential stable with p = 2. It is almost surely exponentially stable according to Theorem 4.4 as also confirmed in [31, Example 6.2]. The following figure plots the trajectories of the switched system.
Example 7.2 Consider a switching jump diffusion (X(t), α(t)) given by (2.1) and (2.2) with X(t) ∈ R 1 , λ = 1, g(x, α, γ) = x, w(t) is one-dimensional standard Brownian motion, α(t) ∈ M = {1, 2, 3} with Corresponding to Q, the stationary distribution of the associated Markov chain is given by ξ = ( From [31, Example 6.1], the first and the third jump diffusion are unstable in probability and therefore, not asymptotically stable in the large. In view of [26] and Theorem 3.3, the second jump diffusion is asymptotically stable in the large. Using Corollary 3.4, we obtain that the switching jump diffusion is asymptotically stable in the large. The following plot provides a sample path of the regime-switching jump diffusion. 
Further Remarks
This work focused on stability of regime switching jump diffusions. Under simple conditions, we derived sufficient conditions for asymptotic stability in the large and asymptotic stability in distribution. We also provided necessary and sufficient conditions for exponential stability. The connection between exponential stability and almost surely exponential stability was studied. Smooth dependence on the initial data was demonstrated as well. Future research efforts can be directed to the study of positive recurrence and egrodicity of regime-switching jump diffusions, which was coined as weak stability in [27] for diffusion processes. Treating stability with non-Lipschitz coefficients is of great importance. Numerical methods will be welcomed since the nonlinear systems rarely have closed-form solutions. All of these deserve more thoughts and further considerations.
