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Abstract
We review an emerging application field to parabolic partial differential equa-
tions (PDEs), that’s economic growth theory. After a short presentation of con-
crete applications, we highlight the peculiarities of optimal control problems of
parabolic PDEs with infinite time horizons. In particular, the heuristic appli-
cation of the maximum principle to the latter leads to single out a serious ill-
posedness problem, which is, in our view, a barrier to the use of parabolic PDEs
in economic growth studies as the latter are interested in long-run asymptotic solu-
tions, thus requiring the solution to infinite time horizon optimal control problems.
Adapted dynamic programming methods are used to dig deeper into the identified
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1 Introduction
Many economic problems involve diffusion mechanisms: production factor mobility or
technological dissemination are among these phenomena. Other phenomena studied in
economics like pollution spreading or migrations can be also modelled as diffusion pro-
cesses. In all cases, the use of parabolic partial differential equations (PDE) might be
adequate. Nonetheless, to this date, only a very limited studies using the latter tool have
been published in the economic literature. An early one is due to Issard and Liossatos
(1979), who consider different economic problems of diffusion across space. However, the
first serious attempt to integrate such a modelling into full-fledged optimization settings
only came out 25 years later thanks to Brito (2004). Since then, several authors have
tried this avenue in different economic contexts, mostly in spatio-temporal frameworks:
Boucekkine et al. (2013), Boucekkine et al. (2009) and Camacho et al. (2008) elabo-
rate on Brito’s work on economic growth theory with spatial diffusion through capital
mobility; Brock and Xepapadeas (2008) develop an alternative version with technologi-
cal diffusion without capital mobility; Camacho and Perez Barahona (2012) have used
similar tools to deal with pollution diffusion across space and land use dynamics, and
finally Camacho (2013), following Alvarez and Mossay (2006), explores the economic,
distributional and geographic consequences of migrations where population dynamics
are driven by a parabolic PDE.
This paper reflects on the use of parabolic PDEs in economics, with a special focus
on economic growth theory. Because growth theorists are principally interested in the
long-term economic performances, the typical analysis performed is asymptotic, there-
fore requiring the study of infinite time horizon optimization problems (see for example,
Barro and Sala-i-Martin, 1995, chapter 2). In short, optimal economic growth prob-
lems with parabolic PDEs to model diffusion are infinitely dimensioned (because of the
PDEs) and have infinite time horizons. We will show in a simple and intuitive way
that this double characteristic may cause serious methodological problems, including
ill-posedness issues in a sense that will be clarified later. Indeed, an overwhelming part
of the mathematical literature devoted to the control of parabolic PDEs concern finite
time horizons problems: this is true for textbook expositions like in Barbu and Precu-
panu (2012) or for specialized articles like in the recent sequence of papers by Raymond
and Zidani (1998, 1999, 2000). To the best of our knowledge, there is no result on
necessary and sufficient optimality conditions for the general class of problems we are
interested in, which are typically nonlinear, non-quadratic, infinite dimensional and with
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an infinite time support.
The heuristic application of the maximum principle to this class of problems gives
rise to a serious difficulty that neither Brito (2004) nor Boucekkine et al. (2009) could
solve satisfactorily. The resulting adjoint equation is a “reverse heat equation” of the
backward type, and since the time horizon is infinite, there is no way to run a standard
reverse timing technique (see Pao, 1992, for example) to recover the more manageable
framework of initial value parabolic PDEs. Integral representations of the solutions to
these adjoint equations show that the use of standard (and necessary) transversality
conditions is not generally enough to ensure existence or uniqueness of the solutions.
We refer to this finding as ill-posedness. Resorting to dynamic programming methods
well adapted to the infinite-dimensional setting (see Benssoussan et al., 2007) looks
then interesting because it allows to circumvent the adjoint equations. The use of this
complementary technique is indeed shown to visualize much better the contours of the
ill- posedness problem identified (Boucekkine et al., 2013).
The paper is organized as follows. Section 2 presents two examples of economic prob-
lems with parabolic PDE modelling. Section 3 presents a benchmark optimal control
economic problem of a parabolic PDE with finite time horizon and the typical treat-
ment in the related economic literature. Section 4 is devoted to the case of infinite time
horizon problems, and is particularly devoted to the identification of the ill-posedness
issue defined above. Section 5 digs deeper in the latter issue using an adapted dynamic
programming technique. Section 6 concludes.
2 Two representative examples from the economic
literature
2.1 The key problem: Capital mobility across space, growth
and inequalities
Capital mobility is one of the most crucial assumptions in economics: if capital can flow
from rich to poor regions, then the latter can eventually catch up and regional inequali-
ties will end up drastically reduced. Modelling capital mobility across space is therefore
a key issue. A pioneering work on this question leading to parabolic PDEs is due to
Issard and Liossatos (1979). About 30 years later, Brito (2004) and Boucekkine et al.
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(2009) have resumed research along the line of Issard and Liossatos within the frame-
work of economic growth theory. Here comes a short description of how the parabolic
PDE comes out.
Denote by k(x, t) the capital stock held by a household located at x at date t.
Without capital mobility, the unique way for the household to increase k(x, t) is by
consuming less, thus saving more and using this saving to invest more. Because we
allow for capital to flow across space, k(x, t) is also affected by the net flows of capital
to a given location or space interval. Suppose that the technology at work in location
x is simply y(x, t) = A(x, t)f [k(x, t)], where A(x, t) stands for total factor productivity
at location x and date t, and f(·), only depending on capital available at (x, t), satisfies
the following assumptions:
(A1) f(·) is non-negative, increasing and concave;
(A2) f(·) verifies the Inada conditions, that is,
f(0) = 0, lim
k→0
f ′(k) = +∞, lim
k→+∞
f ′(k) = 0.
The budget constraint of household x ∈ R is
∂k(x, t)
∂t
= A(x, t)f [k(x, t)]− δk(x, t)− c(x, t)− τ(x, t), (1)
where δ is the depreciation rate of capital, c(x, t) is consumption of the household at
x and t, and τ(x, t) is the household’s net trade balance of household x at time t. A
key step is to derive the aggregate resource constraint of all the households distributed
across space. At this stage, a formal presentation of this aggregation step requires an
explicit description of the spacial sets considered. Brito (2004), Camacho et al. (2008)
and Boucekkine et al. (2009) considered the whole real line; Issard and Liossatos (1979)
and Brock and Xepapadeas (2008) work on bounded segments of the real line, and
Boucekkine et al. (2013) work on a circle. In all cases, the main argument is the same.
From (1), it is easy to see for any [a, b] ⊂ R, we get∫ b
a
{
∂k(x, t)
∂t
− A(x, t)f [k(x, t)] + δk(x, t) + c(x, t) + τ(x, t)
}
dx = 0. (2)
The total net trade balanced in region X = [a, b], for any a and b real numbers, is
by definition
∫ b
a
τ(x, t) dx. It is the symmetric of total capital account balance, which
equals to capital flows received from locations lying to the left of a minus that flowing
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away to the right of b, that is ∂k(b,t)
∂x
− ∂k(a,t)
∂x
. The latter applies for a = x and b = x+dx:∫ x+dx
x
τ(u, t)dt = −
(
∂k(x+ dx, t)
∂x
− ∂k(x, t)
∂x
)
.
Applying the mean value theorem for the integral term on the left side of the equality
just above, one finds that it exists a real number ξ such that x < ξ < x+ dx and
τ(ξ, t) dx = −
(
∂k(x+ dx, t)
∂x
− ∂k(x, t)
∂x
)
,
or
τ(ξ, t) = −
(
∂k(x+dx,t)
∂x
− ∂k(x,t)
∂x
dx
)
.
Now by making dx tending to 0, since then ξ tends to x, one gets
τ(x, t) = − lim
dx→0
∂k(x+dx,t)
∂x
− ∂k(x,t)
∂x
dx
= −∂
2k
∂x2
.
Substituting the equation just above into equation (2), we have ∀X ⊂ R, ∀t∫
X
{
∂k(x, t)
∂t
− ∂
2k(x, t)
∂x2
− A(x, t)f [k(x, t)]− c(x, t)− δk(x, t)
}
dx = 0.
The budget constraint can be written as
∂k(x, t)
∂t
− ∂
2k(x, t)
∂x2
= A(x, t)f [k(x, t)]− δk(x, t)− c(x, t), ∀(x, t), (3)
which is the key state equation in the parabolic PDEs economic literature. As it tran-
spires from derivations above, the term ∂
2k(x,t)
∂x2
in (3) comes entirely from capital mobility
across space. It’s therefore absent in the standard economic theory, notably economic
growth theory, which ignores space, and only focuses on time, therefore relying on
ordinary differential equations even when discussing issues with a strong geographic fla-
vor like economic convergence across nations and regions (see Barro and Sala-i-Martin,
1995, for standard growth theory, chapter 2). It’s not difficult to understand this omis-
sion: the inclusion of the spacial term ∂
2k(x,t)
∂x2
renders the motion of capital dynamics
infinite-dimensional, and optimization of this kind of motion is much less trivial than
the standard growth theory counterpart. This is true for finite time horizon problems
and even more intricate in the standard infinite time horizon optimal economic growth
problems.
Remark 1. The derivation above assumes no institution barriers to capital flows, that’s
adjustment speed is ignored. The important aspect is considered in the related economic
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and geographic literatures (see for example Ten Raa, 1986, and Puu, 1982). Introducing
these barriers may not change substantially the mathematical setting. For example, if
one assumes that the barriers are independent of capital k, the parabolic PDE formal-
ism will still apply after some affine transformations (see Issard and Liossatos,1979,
for this kind of treatment). However, if the barriers are functions of k, we face non-
linear problems not covered by the class of PDEs considered in this paper. If instead
transportation costs were to be included, again the outcome depends on the way they are
modelled. If transportation costs are proportional to output, then one gets the parabolic
PDE above. In a more general case with space velocity, we would have to deal with a
non-local problem which is out of the scope of this paper.
Remark 2. Needless to say, the PDE (3) is completed by adequate boundary conditions,
depending on the time and space supports of the problem. Suppose that the time horizon
is finite at the minute and focus on the spacial support. In case space is unbounded, the
real line for example. In such a case, beside the initial distribution of capital, k0(x), one
might need to fix how capital flows should behave at the locations which are far away
from the origin. One might assume that there is no capital flow at infinitely distant
locations,
lim
x→±∞
∂k(x, t)
∂x
= 0,
meaning that there is no trade at these too distant locations. In such a configuration, one
gets a Neumann problem. Alternatively, one can impose the Dirichlet condition, that
is, lim
x→±∞
k(x, t) = g(t), with g(t) a given continuous function in t, which also implies
that the stock of capital does not depend on trade for infinitely distant locations. In case
space is bounded, two possibilities emerge. Either the space has no boundary set (case of
the circle) or it does (case of an interval [a b] of the real line). A substantial part of the
economic geography literature is based on the former starting with an early influential
framework developed by Salop (1979). In such a case, no space-induced boundary con-
ditions are needed. In the case of the interval [a b], boundary conditions on k(a, t) and
k(b, t) (or alternatively on capital flows at the frontiers a and b) are instead needed.
2.2 Population dynamics, migration and economic develop-
ment
A dual problem to capital mobility is the issue of population dynamics, notably migra-
tions, in connection with economic development. This issue was treated a long time
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ago by Hotelling (1929) who postulated that individuals move according to the gradient
of salaries. Complete mathematical studies building on this idea came more than half
a century after (see Puu, 1989, Puu and Beckmann, 1989, and Beckmann, 2003). Re-
cently, Camacho (2013) argued that the engine behind migrations is not salary but more
generally welfare (or utility): individuals move following the gradient of their welfare
and well-being. Welfare is modelled through a so-called utility function u(x, t) for an
individual at location x in time t. Camacho assumes the following: u(x, t) is a positive,
increasing and concave function of individual’s consumption:
u(x, t) = u (c(x, t)) , u(·) ≥ 0, u′(·) ≥ 0 and u′′(·) ≤ 0.
Denoting by n(x, t) a measure of individuals at location x and time t,1 population
dynamics are described by the following parabolic partial differential equation (for given
c(x, t))
∂n(x, t)
∂t
− ∂
2n(x, t)
∂x2
= ∇xu(c(x, t)), (4)
where ∇x is the gradient in x. We can rewrite (4) as
∂n(x, t)
∂t
− ∂
2n(x, t)
∂x2
= u′(c(x, t))
∂c(x, t)
∂x
. (5)
Again, similarly to the capital mobility example studied above, the term ∂
2n(x,t)
∂x2
rep-
resents population dynamics across space. Also one may extend the framework seen
in Section 2.1 by considering a second production input, n(x, t), that is y(x, t) =
A(x, t) f [k(x, t), n(x, t)], the economy being therefore governed by a couple of parabolic
PDEs driving labor and capital dynamics across space for given consumption standards,
c(x, t). Camacho (2013) studies the polar case where production only requires the labor
input (no capital accumulation). In all cases, the remaining question is how to optimally
control this type of economies. This question is briefly addressed in the next section
where a benchmark problem is presented.
3 A benchmark economic optimal control problem
of a parabolic PDE
The benchmark problem proposed in this paper is linked to the economic issue exposed
in Section 2.1. Capital is mobile across space, not individuals, and production uses
1n(x, t) is a continuous measure of the mass of individuals present at x in time t: it could be the
level of human capital present at x or the number of hours worked by the individuals located at x.
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capital (with time and space-independent productivity to unburden the presentation,
A(x, t) ≡ A > 0). Capital spatio-temporal dynamics are therefore described by the
parabolic PDE (3): capital stock at (x, t) depends on the saving and investment capacity
of individuals established at x and on trade as well. A typical economic problem is to
identify optimal saving of individuals, which amount to determine optimal consumption
c(x, t). A standard policymaking problem would therefore consist in searching for a
control c(x, t) in order to maximize the welfare or utility of all the individuals present
in the space considered over a certain period of time. A benchmark problem suggested
by Camacho et al. (2008) is:
max
c
∫ T
0
∫
R
ψ(x) u(c(x, t))e−ρtdtdx+
∫
R
φ (k(x, T ), x) e−ρTdx, (6)
subject to:
∂k(x, t)
∂t
− ∂
2k(x, t)
∂x2
= Af (k(x, t))− δk(x, t)− c(x, t), (x, t) ∈ R× [0, T ],
k(x, 0) = k0(x) > 0, x ∈ R,
lim
x→±∞
∂k(x, t)
∂x
= 0, ∀t ∈ [0, T ].
(7)
where c(x, t) is the consumption level of an individual located at x at time t, x ∈ R
and t ∈ [0, T ], u(c(x, t)) is a standard utility function as in Section 2.2 and ρ > 0
stands for the time discounting rate. The second integral term in the objective function
is the scrap value. While time discounting could be dropped in the problem above
because the time support is finite (T < ∞), spatial discounting through the choice of
a ”rapidly decreasing” ψ(x) is needed (see Boucekkine et al., 2009, for examples): the
convergence of the first integral term of the objective function requires such a spatial
discounting given that the spacial support is here unbounded.2 Similarly, function φ(·) in
the scrap value of the problem should be “rapidly decreasing” with respect to its second
argument to assure the convergence of the second integral term. The initial distribution
of capital, k(x, 0) ∈ C(R), is assumed to be a known positive bounded function, that is,
0 < k(x, 0) ≤ K0 < ∞. Moreover, we assume that, if the location is far away from the
2As cleverly pointed out by Brito (2004), spatial discouting has the unpleasant outcome to introduce
a preference relation over locations in space and tends to force rejection of an homogeneous spatial
distribution as an optimal distribution. He therefore proposes an alternative objective function in terms
of spatial averages of utilities of the forme lim
x→+∞
1
2x
∫ x
−x
∫ T
0
u(c(y, t))e−ρtdtdy. We keep here the
spatial discounting formalization for simplicity; it goes without saying that the principal methodological
challenges discussed later are independent of this question.
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origin, there is no capital flow, yielding the typical Neumann boundary condition
lim
x→±∞
∂k(x, t)
∂x
= 0. (8)
In this benchmark, space is taken to be the whole real line, and the time horizon is
finite, equal to a given T > 0. While the nature of the space support is manageable
from the optimal control point of view provided T < ∞, it will be shown in Section
4 that the case T = ∞ is problematic in a precise sense to be made explicite. A
typical treatment in the economic literature is to adapt the numerous results in the
related mathematical literature on the maximum principle for finite time horizon control
problems of parabolic PDEs quoted in the introduction. Most of the time, the first-
order conditions are derived using simple adapted methods of calculus of variations (see
proof of Proposition 1 in Brito, 2004, for example). In the case of benchmark problem
considered here, Camacho et al. (2008) have used the same elementary method to extract
the Pontryagin conditions under some mild conditions (see Theorem 1 in Camacho et
al., 2008): if c ∈ C2,1(R × [0, T ]) is an optimal control and k ∈ C2,1(R × [0, T ]) is its
corresponding state, then there exists a function q(x, t) ∈ C2,1(R× [0, T ]) , the adjoint
variable associated to the parabolic PDE in the state k(x, t) (3), such that:
∂q(x, t)
∂t
+
∂2q(x, t)
∂x2
+ q(x, t) (Af ′ (k(x, t))− δ − ρ) = 0, (9)
with the transversality condition
q(x, T ) = φ′1 (k(x, T ), x) ,∀x ∈ R, (10)
and the associated conditions dual to the Neumann conditions on capital flows at in-
finitely distant locations:
lim
x→∞
∂q(x, t)
∂x
= lim
x→−∞
∂q(x, t)
∂x
= 0, ∀t ∈ [0, T ].
The adjoint equation (9) is also a PDE, and it’s quite similar to the state equation
(3), a noticeable difference is the opposite signs premultiplying the second-order spacial
derivatives. The latter is referred to as the “heat equation”, the former as ”the reverse
heat equation”. Note also that the condition (10) is the usual transversality condition
for finite time horizon problems with free terminal states and with a scrap value. Fi-
nally, it’s worth pointing out that optimal economic growth models deliver a one-to-one
relationship between c(x, t) and q(x, t) thanks to the first-order condition with respect to
the control c(x, t): c(x, t) = (u′)−1
(
q(x,t)
ψ(x)
)
. Therefore, solving for the co-state is solving
for the control. In general, computing the optimal solutions paths require the solution
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of the following system of PDEs with the corresponding boundary and transversality
conditions:
∂k(x, t)
∂t
− ∂
2k(x, t)
∂x2
= A(x, t)f (k(x, t))− δk(x, t)− c(x, t), (x, t) ∈ R× [0, T ],
∂q(x, t)
∂t
+
∂2q(x, t)
∂x2
= −q(x, t) (Af ′ (k(x, t))− δ − ρ) , (x, t) ∈ R× [0, T ],
k(x, 0) = k0(x) > 0, ∀x ∈ R,
q(x, T ) = φ′1 (k(x, T ), x) ,∀x ∈ R,
lim
x→±∞
∂k(x, t)
∂x
= 0,∀t ∈ [0, T ],
lim
x→±∞
∂q(x, t)
∂x
= 0,∀t ∈ [0, T ].
(11)
Notice that when function f(·) is linear, the adjoint equation becomes independent of
the state variable. This peculiarity will be exploited to explore the ill-posedness issue
described below. Beside the existence of optimal solutions and the issue of sufficiency
of the Pontryagin conditions, globally settled by the mathematical literature for finite
time horizons problems (see for example, Barbu and Precupanu, 2012, for a textbook
overview), the issue of computability of the solutions to systems like system (40) is worth
mentioning. Since the time horizon T is finite, one can invert time in (9) to obtain a
system of parabolic partial differential equations with spatial boundary conditions where
the initial level of capital and the time-inverted co-state variable are known. Indeed,
calling h(x, t) = q(x, T − t), one obtains:
∂h(x, t)
∂t
− ∂
2h(x, t)
∂x2
= h(x, t) (Af ′ (k(x, T − t))− δ − ρ) , (x, t) ∈ R× [0, T ],
h(x, 0) = φ′1 (k(x, 0), x) ,∀x ∈ R,
lim
x→±∞
∂h(x, t)
∂x
= 0,∀t ∈ [0, T ].
(12)
Unfortunately, inverting time makes nonsense when the time horizon is infinite. In fact,
this failure is also a signal of the ill-posedness problem detailed just below.
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4 The ill-posedness problem when time horizons are
infinite
The ill-posedness problem is described in Boucekkine et al. (2009), Boucekkine et al.
(2013) provide with a characterization of the latter problem using dynamic programming
as explained in the next section. As mentioned in the introduction, and to the best of
our knowledge, there is no general result in the mathematical literature on necessary
and sufficient optimality conditions for infinite time horizons problems. Brito (2004)
and Boucekkine et al. (2009) propose heuristic derivations of these conditions using
simple calculus of variations techniques. A key point is the specification of the “limit”
transversality condition. Intuitively, as T increases, the scrap value should decrease to
zero, yielding the standard transversality condition in economics:3
lim
T→∞
q(x, T ) = 0,∀x ∈ R (13)
This is the key piece in this heuristic approach, the rest of the first-order conditions
are straightforwardly derived from the finite time horizon case, yielding the following
system when T =∞
∂k(x, t)
∂t
− ∂
2k(x, t)
∂x2
= A(x, t)f (k(x, t))− δk(x, t)− c(x, t), (x, t) ∈ R× [0,∞[,
∂q(x, t)
∂t
+
∂2q(x, t)
∂x2
= −q(x, t) (Af ′ (k(x, t))− δ − ρ) , (x, t) ∈ R× [0,∞[,
k(x, 0) = k0(x) > 0, ∀x ∈ R,
lim
T→∞
q(x, T ) = 0,∀x ∈ R,
lim
x→±∞
∂k(x, t)
∂x
= 0,∀t ∈ [0,∞[,
lim
x→±∞
∂q(x, t)
∂x
= 0,∀t ∈ [0,∞[.
(14)
Our ill-posedness problem arises when trying to solve the system just above. Once the
observation that the time-inversion method does not apply to the infinite time horizon
counterpart of the benchmark problem is made, one can hope to visualize better the
situation by looking at integral forms of the PDEs. Explicit integral representations
of the solutions to parabolic PDEs are quite known (see for example, Pao, 1992, for a
textbook presentation, and Wen and Zou, 2000 and 2002, for some refinements). For a
3It goes without saying that this transversality condition, though highly intuitive, is not always
necessary, even in the non-spatial case. Regularity conditions are needed to this end, see Michel (1982).
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general parabolic PDE in variable u(x, t):
∂u(x, t)
∂t
− ∂
2u(x, t)
∂x2
= G[u(x, t), z(x, t)], (15)
where G(·) is any given continuous function, and z(x, t) a forcing variable, with initial
continuous function u(x, 0) = u0(x) given, and under some conditions, (15) has a unique
solution u ∈ C2,1[R× (0, T )], given by
u(x, t) =
∫
R
Γ(x− y, t)u0(y)dy
+
∫ t
0
∫
R
Γ(x− y, t− τ) {G[u(y, τ), z(y, τ)]} dydτ,
(16)
where
Γ(x, t) =

1
(4pit)
1
2
e−
x2
4t , t > 0,
0, t < 0.
For a backward parabolic equation with terminal condition like the adjoint equation in
q(x, t) (9), one can deduce easily the corresponding integral representation by using the
time inversion method seen above. Suppose we have to deal with the PDE:
∂w(x,t)
∂t
+ ∂
2w(x,t)
∂x2
= H[w(x, t), z(x, t)], x ∈ R, t ∈ [0, T ),
w(x, T ) = w1(x), given, x ∈ R,
then using the variable change v(x, t) = w(x, T − t) to recover the forward PDE with
initial value, one gets after ultimately reverting the variable change:
w(x, t) =
∫
R
Γ(x− y, T − t)φ(y)dy
−
∫ T
t
∫
R
Γ(x− y, T − τ)H[w(y, T + t− τ), z(y, T + t− τ)]dydτ.
Applied to our adjoint equation (9), one gets:
q(x, t) =
∫
R
Γ(x− y, T − t)q0(y)dy
−
∫ T
t
∫
R
Γ(x− y, T − τ)q(y, T + t− τ) { A f ′[k(y, T + t− τ)]− δ} dydτ,
(17)
with q0(y) = φ
′
1 (k(y, 0), y). It’s easy to understand intuitively why the integral repre-
sentation of a the backward PDE may be problematic when T becomes infinite. Now
focus on the integral representation of the backward PDE (17). For fixed T , it is the
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sum of two integrals, one is related to the transversality condition via function q0(·) and
the second simply states that the adjoint variable q(x, t) is a weighted average (across
space and time) of the realization of the same variable from t to T for given capital
spatio-temporal profiles. If function f(·) is linear, then (17) only involves the adjoint
variable.
When T goes to infinity, the first term should vanish (because the scrap value should
in principle vanish) but the second term remains essentially the same, that is the
weighted average of all the realizations of the adjoint variable from t onwards, here
from t to infinity. In other terms, the transversality condition (13) does not make this
second term more explicit, it rather makes the backwardness of the PDE in q(x, t) more
apparent. In the standard non-spatial optimal growth model in economics (see Barro
and Sala-i-Martin, 1995, chapter 2), transversality conditions do allow to directly iden-
tify the (unique) optimal solutions. With space, such a nice picture does not show up,
and there is no reason to believe that when T goes to infinity, the integral equations
involved are free of existence or multiplicity problems. Boucekkine et al. (2009) call
these potential problems “ill-posedness”. It is important to have in mind two things in
this respect. First, ill-posedness regards the existence or uniqueness problems inherent
in the system (14), the set of heuristically extracted first-order conditions, and does
not necessarily regard the original optimal control problem. Second, it is essential to
realize that the potential ill-posedness problem comes from the adjoint equation, that
is from the backward PDE which cannot be “time-inverted” when the time horizon is
infinite, not from the state equation in k(x, t) which integral representation (16) is not
problematic at all.
5 Investigating ill-posedness using a dynamic pro-
gramming approach
Boucekkine et al. (2013) have provided with the first analysis of the nature and con-
sequences of this potential ill-posedness problem within the class of models considered
here. Precisely, the authors use a dynamic programming method well adapted to the
infinite-dimensional characteristic of the problem under scrutiny. A fundamental prop-
erty of the latter methods is to avoid the direct use of adjoint equations, which are pre-
cisely the source of the problem. Before getting to the analysis of the ill-posedness prob-
lem, we describe the basic ingredients of dynamic programming in Hilbert spaces. We
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shall do this in a benchmark textbook case with a finite time horizon and on abounded
spatial set Ω ⊂ Rn with non-empty boundary. The adaptation of this dynamic pro-
gramming to infinite time horizons and to other spatial settings (unbounded or bounded
without boundary in Rn) is quite manageable, the first step being systematically rewrit-
ing the problem in L2(Ω). In the infinite time horizon case, the dynamic programming
approach allows to avoid the two disturbing ingredients mentioned above, the adjoint
backward PDE and the transversality condition. So the steps taken in the infinite time
horizon case can be comfortably replicated for infinite time horizons problems (see Sec-
tion 5.1.2 for explicite arguments). Indeed, the method is conclusive in the infinite time
horizon case studied by Boucekkine et al. (2013) as detailed in Section 5.2.
5.1 Dynamic programming in Hilbert spaces
5.1.1 Rewriting the problem in L2(Ω)
First of all we need to recall some introductory facts and notions. The first notion
is the defintion of “Neumann maps”. Given a bounded open set Ω ⊂ Rn with the
same properties used in the previous section, and called Γ its boundary, we look at the
following problem:  ∆xy(x) = λy(x), x ∈ Ω∂
∂n
y(x) = g(x), x ∈ ∂Ω
(18)
(where ∂
∂n
is the normal derivative). It is a standard result (see e.g. Lions and Maganes,
1972) that, for λ ≥ 0 big enough, given a certain s ≥ 0 and some boundary condition
g ∈ Hs(∂Ω) (where Hs(∂Ω) denotes the Sobolev space of index s, see e.g. Adams and
Fournier, 2003) there exists a unique solution N(g) ∈ Hs+3/2(Ω) of (18). The operator
N is continuous and is called “Neumann map”.
Observe now what happens in the homogeneous case (i.e. when the (Neumann)
boundary condition is always null). Consider some y0 : Ω→ R belonging to L2(Ω) and
look at the following heat equation on Ω:
∂
∂s
y(s, x) = ∆xy(s, x), (s, x) ∈ (0, T )× Ω
∂
∂n
y(s, x) = 0, (s, x) ∈ (0, T )× ∂Ω
y(0, x) = y0(x), x ∈ Ω
(19)
For s ≥ 0 denote by S(s)x the solution of (19) at time s. It can be proved (see e.g.
Pazy (1983)) that S(·) is a (analytic) C0-semigroup on L2(Ω) (for the notion of C0-
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semigroup and for the related concepts the reader is referred e.g. to Bensoussan et al.,
2007, or again to Pazy, 1983) whose generator (in the sense of C0-semigroups) is defined
as follows  D(A) :=
{
u ∈ H2(Ω) : ∂u
∂n
= 0 on ∂Ω
}
A(φ) := ∆φ.
(20)
If we endow, as usual the domain D(A) with the graph topology (see e.g. Bensoussan
et al., 2007) and we define the fractional powers of A, and the related norms, as in
Pazy (1983), it can be shown that the Neumann map N is continuous when defined on
L2(∂Ω) with values in ((−A+ λ)3/4−).
We denote with A∗ (with domain D(A∗)) the adjoint of A.
Let us consider now the following heat equation
∂
∂s
y(s, x) = ∆xy(s, x) + b(s, x), (s, x) ∈ (0, T )× Ω
∂
∂n
y(s, x) = g(s, x), (s, x) ∈ (0, T )× ∂Ω
y(0, x) = y0(x).
(21)
It can be shown (see e.g. Bensoussan et al., 2007) that the solution of this equation
can be rewritten, if f and g are regular enough, as follows:
Y (s) = S(s)y0 − (A− λ)
∫ s
0
S(s− r)N(g(r))dr +
∫ s
0
S(s− r)b(r)dr (22)
that (see again Bensoussan et al., 2007, it is a “variation of parameters” argument) can
be seen as the integral (or “mild”) solution of the following evolution equation in L2(Ω):{
d
ds
Y (s) = AY (s) + (λ− A)Ng(s) + b(s)
Y (0) = y0.
(23)
5.1.2 The HJB equation
Similarly, whenever the original parabolic (state) equation is driven by a control u(t)
belonging to some set of admissible controls U with values in some Polish space U and
the function b depends also on the state y, we have the following state equation:{
d
ds
Y (s) = AY (s) + (λ− A)Ng(s, Y (s)) + b(s, Y (s), u(s))
Y (t) = y0.
(24)
where we have considered a generic initial time t. Typically the set of optimal controls is
given by U := L1(t, T ;U). Moreover one need to assume conditions on b and g in order
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to be able to prove existence and uniqueness of the solution of such a state equation
(see e.g. Bensoussan et al., 2007).
So far we have recalled how a (state) parabolic equation can be rewritten as an
evolution equation in the Hilbert space L2(Ω). Now we can see how to use the general
theory of optimal control problem for infinite dimensional systems in this specific case.
First of all we introduce some functional to be maximized. Consider for example the
following
J(y0;u) =
∫ T
t
l(s, u(s)), Y (s))ds+ φ(Y (T )). (25)
At this point, using (24) and (25) we can obtain, formally, the Hamilton-Jacobi-
Bellman (HJB) equation of the system (see e.g. Li and Yong, 1995):
vt + 〈AY + (λ− A)Ng(s, Y ), Dv〉+ sup
u∈U
{〈b(s, Y, u), Dv〉+ l(s, Y, u)} = 0,
v(T, Y ) = φ(Y ),
(26)
where we denoted with 〈·, ·〉 the scalar product in L2(Ω).
We can introduce the notion of “current value Hamiltonian” of the system. It is
defined as follows.
HCV (s, Y, p, u) = 〈b(s, Y, u), p〉+ l(s, Y, u) (27)
We can use it to define the “maximal value Hamiltonian” (or simply Hamiltonian):
H(s, Y, , p) = inf
u∈U
(〈b(s, Y, u), p〉+ l(s, T, u)) (28)
so we can rewrite the HJB as follows
vt + 〈AY + (λ− A)Ng(s, Y ), Dv〉+H(s, Y,Dv) = 0,
v(T, Y ) = φ(Y ),
(29)
Similarly we can consider the case in which the functional to be maximized has
infinite horizon as the following case:
J(y0;u) =
∫ +∞
0
e−ρsl(u(s)), Y (s))ds. (30)
In this case we consider as set of admissible controls the following space.
U = {u : [0,+∞)→ U : u locally integrable} (31)
16
In this case, if the state equation (24) is homogeneous (i.e. g and b do not depend
directly on s) the HJB becomes the following:
ρv = 〈AY + (λ− A)Ng(Y ), Dv〉+ sup
u∈U
{〈b(Y, u), Dv〉+ l(Y, u)} , (32)
Similarly to what we have done before we can introduce the notion of “current value
Hamiltonian”.
HCV (Y, p, u) = 〈b(Y, u), p〉+ l(Y, u) (33)
and that of Hamiltonian:
H(Y, p) = inf
u∈U
(〈b(Y, u), p〉+ l(T, u)) (34)
and rewrite the HJB as follows
ρv = 〈AY + (λ− A)Ng(Y ), Dv〉+H(s, Y,Dv). (35)
5.1.3 Solution of the HJB equation and solution of the optimal control
problem in the regular
As in the finite-dimensional case (see e.g. Fleming and Rishel, 1975), studying the
solution of the HJB equation provides information on the associated optimal control
problem. We describe the exact situation in the most regular case.
Definition 1. We will say that w : [0, T ] × L2(Ω) → R is a strict solution of the HJB
equation (26) if it is in C1([t, T ]× L2(Ω)), Dw ∈ C([0, T ]× L2(Ω);D(A∗)) and
∂tw(s, Y ) + 〈Y,A∗Dw(Y )〉+ 〈Ng(s, Y ), (λ− A)∗Dw(Y )〉+H(s, Y,Dw(s, Y )) = 0
in [0, T ]× L2(Ω)
w(T, Y ) = φ(Y )
We define the value function of the problem (24)-(25) as follows.
V (t, y0) = inf
u(·)∈U
(J(t, y0, u(·))) . (36)
The two following results are proved e.g. in Li Yong (1995)
Proposition 1. Assume that the value function V : [t, T ]×L2(Ω)→ R is in C1([t, T ]×
L2(Ω)) and that V ∈ C([0, T ]× L2(Ω);D(A∗)). Then it is a strict solution of the HJB
equation.
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Proposition 2. If v ∈ C1([0, T ]× L2(Ω)) is a strict solution of the HJB equation then
v(t, Y ) ≥ V (t, Y ) for every (t, Y ) ∈ [0, T ] × L2(Ω). Moreover if we have an admissible
pair (Y¯ (·), u¯(·)) such that
u¯(s) ∈ argmaxu∈UHCV (s, Y¯ (s), Dv(s, Y¯ (s)), u) a.e. in [t, T ] (37)
Then the couple (Y¯ (·), u¯(·)) is optimal at (t, Y ).
This second proposition shows that, when we can find an explicit solution of the
HJB equation, it can be used to solve the optimal control problem in feedback form.
Whenever we cannot find a regular (strict) solution of the HJB equation we need
to introduce weaker notion of solution. We can find in the literature several different
possible generalization of solution. In any of these possibilities there are two features
that are still there:
- The valued function of the optimal control problem is a solution of the HJB equa-
tion. And, under mild assumptions, it is the unique solution
- The solution of the HJB equation can be use to give an optimal feedback solution
to the optimal control problem.
The following are examples of generalizations of solution for HJB related with optimal
control problems driven by parabolic PDE:
(i) The strong solution approach. In this case the solution is defined as the limit
of families of more regular (approximating) problems. It has been introduced by
Barbu and Da Prato (see e.g. Barbu and Da Prato, 1983) and developed in several
ways, see e.g. Cannarsa and Di Blasio (1995), Gozzi (1991) and, for the linear
quadratic case (even for the boundary control case) to Lasiecka and Triggiani
(2000) and to Bensoussan et al. (2007) . All these works apply to the case of an
HJB related to an optimal control problem driven by a parabolic PDE.
(ii) The viscosity solution approach method. Here the solution is defined using test
functions that “touch” the solution from above and from below. Classes of optimal
control problems driven by parabolic equations can be treated using the material
contained for example in Crandall and Lions (1990, 1991), Ishii (1992), Tataru
(1994). In the boundary control case (parabolic systems) we can quote Cannarsa
Gozzi and Tessitore (1993), Cannarsa and Tessitore (1996).
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5.2 Characterizing ill-posedness with the dynamic program-
ming approach
We now use the previous approach to analyse the ill-posedness problem described in
Section 4. Boucekkine et al. (2013) consider an infinite time horizon problem similar
to our benchmark. In order to make the argument transparent, they assume a linear
production function f(·) and they replace the real line by the circle. Both choices have
been made to have an explicit solution to the resulting HJB equation.4 The complete
adapted dynamic programming strategy is detailed in Boucekkkine et al. (2013), Ap-
pendix. Let’s sketch briefly the version of the capital mobility problem considered.
Individuals are distributed homogeneously along the unit circle in the plane, denoted
by T. Using polar coordinates T can be described as the set of spatial parameters θ in
[0, 2pi] with θ = 0 and θ = 2pi being identified. Capital is mobile along the circle T, and
the spatio-temporal capital dynamics are shown by the authors to follow the same type
of parabolic PDE as in the benchmark case detailed in Section 2.1:
∂k
∂t
(t, θ) =
∂2k(t, θ)
∂θ2
+ Ak(t, θ)− c(t, θ), ∀t ≥ 0, ∀θ ∈ T
k(t, 0) = k(t, 2pi), ∀t ≥ 0
k(0, θ) = k0(θ), ∀θ ∈ [0, 2pi].
(38)
Provided an initial distribution of physical capital k0(·) on T, the policy maker has to
choose a control c(·, ·) to maximize the following functional
J(k0, c(·, ·)) :=
∫ +∞
0
e−ρt
∫ 2pi
0
c(t, θ)1−σ
1− σ dθdt (39)
The value function of our problem starting from k0 is defined as
V (k0) := sup
c(·,·)
J(k0, c(·, ·)). (40)
where the supremum is taken over the controls that ensure the capital to remain non-
negative at every time and at every point of the space.The method employed involves
regular enough functions k(·, ·), c(·, ·), so that for any time t ∈ [0,+∞) the functions
k(t, ·), c(t, ·) of the space variable can be considered as elements of the Hilbert space
4As explained by the authors, see Remark B.2, working with alternative popular manifolds like the
real line or segments of the real line would make the computation of explicit solutions to the HJB
equations much less comfortable though not impossible. Considering a manifold like the circle which
has no boundary sets is therefore made for simplicity.
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L2(T). L2(T) is the set of the functions f : T → R s.t. ∫ 2pi
0
|f(θ)|2dθ < +∞. This
simplifying feature allows to apply dynamic programming techniques in L2(T) exactly
along the lines of Section 5.1 (again see the detailed Appendix in Boucekkine et al.,
2013). Thanks to the linear production function and the choice of the circle, it is
possible to solve explicitly the HJB equation.
Theorem 1. Suppose that
A(1− σ) < ρ (41)
and consider k0 ∈ L2(T), a positive initial distribution of physical capital. Define
η :=
ρ− A(1− σ)
2piσ
. (42)
Provided that the trajectory k∗(t, θ), driven by the feedback control (constant in θ)
c∗(t, θ) = η
∫ 2pi
0
k∗(t, ϕ)dϕ (43)
remains positive, c∗(t, θ) is the unique optimal control of the problem. Moreover the
value function of the problem is finite and can be written explicitly as
V (k0) = α
(∫ 2pi
0
k0(θ)dθ
)1−σ
(44)
where
α =
1
1− σ
(
ρ− A(1− σ)
2piσ
)−σ
. (45)
This statement above is Theorem 3.1 in Boucekkine et al. (2013), the proof is given
in this paper. As one can see, the problem is well-behaved from the point of view
of dynamic programming as one can identify a simple unique solution to HJB, and a
simple and unique optimal control in feedback form. Of course, using dynamic pro-
gramming allows to circumvent the problematic adjoint equations as mentioned above.
Still one could be surprised that a potentially ill-posed problem taking the avenue of the
maximum principle (albeit heuristically applied) could be so tractable through dynamic
programming. Indeed, using the maximum principle as in Boucekkine et al. (2009),
the resulting set of first-order necessary conditions are (with q(t, θ) the adjoint vari-
able): (i) the state equation (38), (ii) the maximum condition q(t, θ) = e−ρtc(t, θ)−σ,
(iii) the adjoint equation ∂q(t,θ)
∂t
= −∂2q(t,θ)
∂θ2
− Aq(t, θ) and (iv) the transversality con-
dition limt→∞ q(t, θ) = 0 for all θ ∈ [0, 2pi]. Still we are in the potential ill-posedness
case described in Section 4 because of the backward adjoint equation. We can go a
step further in the analysis of this potential ill-posedness. The adjoint variable q(t, θ) is
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connected to the value function, V , as follows: q(t, θ) = e−ρt∇V (k(t))(θ), where ∇V is
the Gaˆteaux derivative of V . One can study the dynamics of q since the value function
is fully identified. We have
q(t, θ) = e−ρt∇V (k(t))(θ) = e−ρtα(1−σ) 〈k(t),1〉−σ 1(θ) =
(
ρ− A(1− σ)
2piσ
K(0)
)−σ
1(θ)e−At.
One can directly see that such a q satisfy the adjoint equation (iii): indeed ∂
2q(t,θ)
∂θ2
=
0 since q is constant in θ and ∂q(t,θ)
∂t
= −A
(
ρ−A(1−σ)
2piσ
K(0)
)−σ
1(θ)e−At = −Aq(t, θ).
Clearly this q also satisfies the transversality condition (iv). In other words, the first-
order conditions derived above, including the transversality conditions, are necessary,
which is good. However, one can use the explicit solutions to notice that the the adjoint
variable (iii), together with the transversality condition (iv), admits more than one
solution, for example all the functions of the form c1(θ)e−At for some real constant
c satisfy both. So the first-order conditions found above are only necessary and not
sufficient to determine the optimum. This finding of Boucekkine et al. (2013) clarifies,
among other things, the sources of the ill-posedness described in Section 4. It turns out
that contrary to the finite horizon case where under standard regularity conditions the
first-order conditions are necessary and sufficient, they are only necessary in the infinite
time horizon case. Of course, this is a partial finding based on a specific problem but we
believe that it brings out a significant insight into the tricky ill-posedness issue identified.
6 Concluding remarks
We have shed light on an emerging application field to parabolic PDEs, that’s economic
growth theory. After a brief survey of concrete application, we have outlined a serious
ill-posedness problem, which is, in our view, a barrier to the use of parabolic PDEs in
economic growth studies. The latter are interested in long-run asymptotic solutions,
which requires the solution to infinite time horizon optimal control problems. To the
best of our knowledge, there is no general result on necessary and sufficient conditions
for the maximum principle in the infinite time horizon case for infinite dimensional
optimization problems. In particular, none of the few existing partial results apply to
general economic growth theory frames, they focus instead on quadratic, or similar,
functionals, see Faggian (2008) for example. We believe that this is an important open
question that should be of interest to the mathematicians working in the area.
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