Abstract. I discuss spatially and temporally adaptive implicit-explicit (IMEX) methods for parallel simulations of streamer discharges in 3D. I suggest a strategy for decreasing the time-to-solution for simulation cases by advancing the fluid equations and elliptic equations (e.g. Poisson) with different time steps, synchronizing them on a global physical time scale which is taken to be the dielectric relaxation time. A computational example of 3D branching streamers in a needle-plane geometry that uses up to 700 million grid cells is presented together with run-time diagnostics that demonstrate the unmatched efficiency of adaptive methods.
Introduction
Streamer discharges are fast filamentary transients that evolve due to self-enhanced electric fields at their tips. Streamers are the natural precursors of sparks, lightning, and sprites [1] , and have found use in sterilization of polluted gases and breakup of molecules [2, 3, 4, 5, 6, 7] , plasma assisted combustion [8] , and control of airflow in the boundary layer of airplane wings [9, 10, 11] . For reviews on streamer discharges, see [12, 13] . The spatial scales for streamer discharges span several orders of magnitude [12] . Firstly, a streamer is essentially a non-thermal plasma filament surrounded by a space charge layer with a thickness one to two orders of magnitude thinner than the filament diameter. Secondly, the length of the filament can be much longer than it's thickness, leading to a numerical problem with widely different spatial scales. On the one hand, a fine numerical resolution is required for resolving the space charge layer. On the other, a large computational domain is required in order to facilitate the propagation of the streamer. Due to the nonlinearity of streamers, numerical solutions can usually not be obtained on coarse grids.
Streamers can be described using either fluid or kinetic approaches, or a combination of them [14, 15] . In a fluid approach, electrons and ions are evolved according to their fluid moments (usually truncated to first order) by using tabulated or analytic transport data. Kinetic approaches approximate the phase space distribution function by evolving computational particles, using collisional cross-section data as input parameters. The kinetic approach is computationally far more exhaustive, and includes far more physics. Fluid approximations are more common on larger scales, and this is the description that we use in this paper.
Spatially adaptive methods are ideally suited -and maybe even necessary -for large scale simulations of 3D streamers. The reason for this is that a streamer represents a dynamically evolving structure with possible stochastic behavior, restricting the use of static grids to cases where the streamer path is a priori known, or small-scale cases where the entire domain can be resolved at the finest spatial resolution. Because of these difficulties, 3D simulations of streamers are rare [16, 17, 18, 19, 20, 21, 21, 22, 23] . Multiple characteristic time scales also exist for streamer discharges. For example, the avalanche-to-streamer time describes the time it takes for seed electrons to reach a critical size through impact ionization, whereas the dielectric relaxation time describes the local rate-of-change of the electric field due to motion of charge carriers. The relaxation time can be expressed in terms of the electric field E and the electric current density J as
which follows from a first-order trunction of Ampere's law. This time scale is an important one for streamer simulations. Note that ∆t E is a physical time scale that does not reference the grid resolution.
Computer codes have restrictions on which time step sizes can be used to evolve the fluid equations. For example, explicit methods for advection on a Cartesian grid contain a Courant-Friedrichs-Lewy (CFL) time step restriction ∆t cfl = ∆xMin v −1
where ∆x is the spatial resolution and v i are the velocity components of the advected species. For parabolic equations, such as diffusion equations, the time step restriction on explicit methods is ∆t D ∼ ∆x 2 , which quickly becomes even stricter than ∆t cfl when diffusion is relevant. Furthermore, although not required for stability, one may derived a fourth time step constraint ∆t Se = Se ne which describes a characteristic time scale for electron growth due to ionization. For multiple species, these time scales are also minimized according to the worst offender.
For streamer simulations, the above mentioned time scales can be widely varying. Fully implicit methods are likely to be the most robust, but it is not yet clear how these should be implemented in the multiphysics environment of streamers, particularly if high-order shock-capturing methods are involved for the convection part. For that reason, implicit-explicit (IMEX) methods are more attractive, allowing one to treat restrictive time scales with implicit methods and use explicit methods on others. Previous experience with large scale 3D simulations [23] show that such methods are often CFL bound on the time step, leading us to believe that we can improve run-time performance through a better segregation between physical and numerical time scales.
This paper discusses advances in spatially and temporally adaptive methods for streamer discharges in 3D. In particular, we present an adaptive IMEX time stepping scheme which offers speedups and flexibility for streamer simulations through elimination of extranous elliptic solves at CFL bound time scales, which are present in consistent multistep schemes. Our computer code additionally supports adaptive mesh refinement (AMR), and thus offers capabilities for simulating three-dimensional streamers at reduced numerical costs. We demonstrate the capabilities of adaptive methods by solving for stochastically branching streamers in a pin-plane gap.
Theory
We will use a simplified fluid model for gas discharges, based on the following equations
where n i is the density of species i, D i the diffusion coefficient, v i the velocity, and S i the source term. The electric potential is given by φ and ρ = i q i n i is the space charge density. The symbols Ψ j denote the isotropic radiative density of a photon group j, κ j is the Beer's length and η j is an isotropic source term. Equation (2a) are solved with finite volumes over an adaptive mesh based on Cartesian grid patches, and solid boundaries are treated with an embedded boundary formalism. The spatial discretization of (2a) is quite elaborate [23] :
(i) The convective term ∇ · (v i n i ) is discretized with the unsplit Godunov's method.
The state at a face center is given by the solution to a Riemann problem with slopelimited left and right states; the Riemann solution is simply the upwind state at the face. On cut-cells, we require the flux on face centroids in addition to face centers. This is done by first computing fluxes at face centers, and then interpolating these to the respective face centroids. One-sided slopes are used if there are not enough cells available for the left or right slopes. On cut cells, we additionally stabilize the convective derivative by computing a hybrid divergence with charge redistribution that allows us to use a standard CFL condition even for arbitrarily small cut cells. Charge injection into the domain is a part of the advective discretization, and thus the injected charge is also redistributed in the neighborhood of the cut cells.
(ii) The diffusion advancement of
is handled implicitly with a TGA scheme [24] . This scheme is very stable in embedded boundary applications. The spatial discretization of the elliptic term ∇ · (D i ∇n i ) is done with a second-order accurate cell-centered discretization with homogeneous Neumann boundary conditions everywhere. The two resulting Helmholtz equations that arise from the TGA discretization are solved with a geometric multigrid method with red-black Gauss-Seidel smoothers and a biconjugate gradient stabilized method as the bottom solver.
(iii) The remaining elliptic equations for the Poisson and the radiative transfer equations are discretized with second order accurate cell-centered solvers. The spatial discretization is the same as for the heat equation above, with the exception of boundary conditions.
The computer code that we use -PlasmaC -is compatible with adaptive mesh refinement and runs at high concurrencies (tested for up to 8k so far). A full discussion of the underlying software is not possible in the scope of this paper, but can be found elsewhere [23] . We will discuss a new time stepping scheme for this code which yields a faster time-to-solution than the original multistep schemes due to greater flexibility in the selection of time steps for various subcomponents in our code. This scheme is conceptually simple and can be straightforwardly adapted to other computer codes that, at least partially, rely on the method of lines.
The time stepping scheme that we discuss is based on a mixed-order fractional step method with multirate time stepping for individual stages. The outline of this method is shown in figure 1 and is as follows. We assume the existence of two disparate time scales ∆t f and ∆t c with ∆t f < ∆t c and ∆t c = m∆t f where m > 0 is an integer. We then evolve the species equations from t k to t k + ∆t c by using m non-diffusive steps with individual time step sizes t f < ∆t cfl . The electric field is frozen between ∆t f steps, and only updated at the end of the full time step. After the m advective and source term advancements, we perform a diffusion step with size ∆t c and then update the Poisson Figure 1 . Implicit-explicit multirate time stepping scheme. The figure is read left to right, top to bottom. Ln denotes the diffusion operator ∇ · (D∇n), and expressions for µ 1 , µ 2 , µ 3 , µ 4 are found in [23] .
and radiative transfer equations. At worst, such a scheme will be first order accurate in ∆t c . The rationale for this approach is removal of redundant elliptic solves at every ∆t f , which would be present for a consistent multistep scheme. Indeed, one should only need to update the Poisson equation at it's physical rate of change, which is ∆t E . Elliptic solves are bottlenecks for most streamer simulation codes; retainment of redundant ones becomes severely penalizing when ∆x becomes small, which is for example the case for streamer discharges along surfaces [9, 10, 11, 23] . This is particularly true when curved boundaries are also involved, which usually leads to deteriorated convergence rates for geometric multigrid methods. The above scheme therefore implies important computational savings, allowing streamer simulations to be resolved at the physical time scales. This is unlike the methods in [21] and [23] , which synchronized the elliptic solves at every ∆t f , which is usually CFL bound. Furthermore, the above scheme is straightforward to modify for other types fractional step methods; for example by using implicit methods for updating the chemistry terms, or using higher order multistep methods for each ∆t f step, as was done in [21, 23] .
In some cases, it might occur that ∆t c decreases significantly during the m substeps of size ∆t f . This can happen, for example, if electron avalanches or space charge currents grow sufficiently. For consistency, ∆t E and ∆t S should be recomputed after each ∆t f advance. If the updated ∆t c sufficiently violates ∆t c = m∆t f , one should adjust either ∆t f or the number of ∆t f steps such that ∆t c is respected.
Numerical example
As a computational example, we consider the inception and propagation of streamers in a needle-plane geometry. We consider a (2 cm) 3 domain with a needle electrode with a 500 µm radius protruding 1 cm from the top domain face. This face, and the needle, is live with a voltage of 15 kV whereas the bottom face is grounded. Homogeneous Neumann boundary conditions are used for the Poisson equation on the remaining domain faces. For the radiative transfer equations, we use an outflow boundary condition on both the needle and the domain faces.
For chemistry, we consider a three-species model consisting of electrons n e , positive ions n + , and negative ions n − . The kinetic coefficients for this scheme are given in [25] . All three species are advected, but only electrons are diffusive. For radiative transport, we consider the model by [26, 27] . The mesh contains seven unknowns per grid cell, although total storage per mesh point is about a factor of 10 higher (due to velocities, source terms, diffusion coefficients, temporary storages and so on). To demonstrate the use of spatially adaptive methods to streamers, we will consider initial conditions that provoke streamer branching and prevent prediction of their paths. Streamers are initiated by considering a stochastic preionization level with peak amplitudes up to 10 14 m −3 where the initial density is prescribed by using a landscape function borrowed from computer graphics [28] which guarantees that the resulting noise is C 1 smooth. This function is then exponentiated a few times in order to generate randomly placed plasma spots in the entire domain. The correlation length between these spots is roughly 500 µm. The initial electron distribution is shown in figure 2 . The simulation was run with a maximum time step ∆t c = Min (5∆t cfl , ∆t E , ∆t S ) until t = 15 ns with a time-to-solution of approximately 32 hours. The simulation was run on 128 computing nodes interconnected with Infiniband. Each node contains two sockets with Intel Broadwell (E5-2683v4) chips with 16 cores (32 cores per node in total). MPI ranks were mapped to cores with a one-to-one ratio for a total concurrency of 4096. The time step restriction on ∆t f is done with a CFL condition of maximum value of 0.5. The number of ∆t f steps per coarse step ∆t c was between 2 and 20, with an average of 2.5. For grids, we use a patch-based AMR grid generated by the BergerRigoutsos algorithm [29] with a blocking factor of 16 and a maximum patch size of 32. This algorithm takes as input a number of "tags", which specify which cells should be refined, and the output of this algorithm is a properly nested hierarchy of Cartesian grids. The domain is discretized using this algorithm on a base mesh of (256) 3 cells with five levels of mesh refinement, which yields an effective domain of (8192) 3 , corresponding to an effective resolution of 2.44 µm. Computational loads were computed introspectively by applying an elliptic operator at each regrid, and computational patches were then Morton-ordered and assigned level-by-level according to the computed loads. At the end of the simulation, the domain contained 46548 patches and 695,975,936 grid cells (not counting ghost cells). The refinement criteria that we used is based on resolving both streamer head and space charge layers [23] . Figure 3 shows the final simulation state after 15 ns. The various subplots in the figure shows snapshots of the electron density, space charge density, electron source term, and the mesh distribution on the finest level. An animation of the plasma filaments is also found in the supplemental material. Due to the perturbed initial conditions, we find that multiple streamers start from the electrode. During inception, we do not find uniform field screening over the needle tip (not shown) although this is something that we observe in simulations that do not use perturbed initial conditions. For this simulation, we observe five initial electron avalanches, but two of these start from a position slightly higher up on the electrode and stop after a few nanoseconds. The other three filaments propagate into the gap. Their cross sections are generally not circular; for one of the branches the ratio between the major and minor radii is roughly 2 so that the cross section is comparatively flat, which we believe is due to electrostatic repulsion from the other two nearby branches. Furthermore, this filament branches after approximately 10 ns, as seen in figure 3 . Towards the end of the simulation, four individual streamer heads that propagate in different directions can clearly be observed, see e.g. figure 3d ). The largest streamer propagates almost parallel with the rod, whereas the smallest streamer propagates almost perpendicular with it. We remark that the 2D projections in figure 3 do not do justice to the 3D structure of the discharge, but a more illustrative animation of the streamers is provided in the supplemental material.
Discussion
Run-time diagnostics for the above the simulation are summarized in figure 4 . In this chart, figure 4a) shows the global time step size. The allowance of longer time steps (up to 30 ps) for the initial stage is due to the avalanche phase of the streamer, for which space charge currents are weak and the dielectric relaxation time is correspondingly longer. The dips in the global time step near steps 200-300 are due to the branch that stopped, whereas slightly smaller time steps around step number 2100 coincides with the branching filament. Figure 4b) shows the total mesh size and the compression (16) 3 and maximum size (32) 3 . The "inside" of the brick agglomeration is empty (not shown). c) Volume rendered electron density. d) Volume rendered electron source term.
ratio as compared against a uniformly refined mesh. We find that the mesh evolves almost linearly from 40 million cells to around 700 million cells during the streamer evolution. However, the mesh compression remains relatively good: A uniform mesh would require roughly a factor of 800 more grid cells. In other words, the finest mesh only covers 0.12% of the total domain volume. Evidently, different refinement criteria yield different grid sizes: For the examples in [21] , only the streamer head was resolved at the finest level, which is a minimum requirement that reduces the mesh size substantially. For a scalable code such as PlasmaC, one can typically also refine the entire space charge layer. Figure 4c) shows the run-time diagnostics of this simulation. In this chart, the update of the chemistry terms and radiative transfer solutions also include computation of source terms, which are embedded in a C++ interface which is not optimized (yet). The diagnostics in figure 4c) do not take into account regrids, which were performed every ten time steps. Each regrid took between thirty seconds and three minutes (depending on the simulation state). In the presence of embedded boundaries, regridding is manifestly non-trivial. In addition to interpolation to new data points and re-solving elliptic equations with newly interpolated data, regridding also involves load balancing, construction of operators for filling ghost cells; construction of flux registers and averaging operators, and so on. Typically, regridding the base functionality amounts to 50-60% of the regrid time; data regridding (we use piecewise linear interpolation) and elliptic updates are about 30-40%, whereas the remainder (5-10%) is due to recomputation of kinetic coefficients (velocities, source terms etc.). Plot files for this simulation, which required parallel visualization, were written every 5 time steps and ranged up to 200GB in size. Checkpoint files were written every 10 time steps, and ranged up to 20GB. Accumulated write times were small compared to the total simulation time due to good parallel performance on a Lustre file system (we striped the files over multiple storage targets). Typically, each plot file was written in less than ten seconds.
The time stepping scheme that we used here gave an average ratio of 2.5:1 between the number of convective steps and elliptic steps. For an even finer resolution, this ratio would be even higher, whereas this ratio would be 1:1 for a fully consistent scheme, which would essentially double the time-to-solution. Furthermore, the time stepping scheme that we used here is a part of the production code and was not further optimized for the simple example simulation. That is, all three species are convected, and the convective velocities were updated at each ∆t f even though we imposed velocities v = v (E). Both these conditions could be relaxed for this simulation, leading to another ∼ 50% reduction in the convection step, at a loss of generality.
Much of the efficiency of structured grid methods is due to data locality. Unlike unstructured grids that use indirect data accessing, which can be slow, the simple layout of a Cartesian mesh allows fast direct accessing and caching of neighboring data. This leads to better CPU cache use, which is critical at high concurrencies. Apart from the native benefits of structured grids, PlasmaC is not further optimized for cache use. Current computational bottlenecks are due to convective and elliptic discretizations with at least 7-point stencils, which becomes cache-optimized only along the first coordinate. For the other two coordinates, patch sizes are generally too large to fit the entire stencil in the CPU caches, leading to bandwidth limitations of the code. In the future, we will reimplement our code with blocking loop transformations inside patches so that we can optimize our stencils further. It is not unreasonable to expect run-time improvements up to a factor of 5.
Fractional step methods with implicit source term advancements over ∆t c are also likely to offer further improvement beyond the findings of this paper. There are two reasons for this. Firstly, the chemical reaction terms can be numerically stiff and require integration on time scales finer than ∆t f . Secondly, complete segregation of the advective advancements would allow us to use sybcycling-in-time over the AMR levels, which would reduce the wall-time evaluation of the advective terms. However, we remark that it is not clear how to handle charge injection in such a context.
Conclusion
We have discussed recent advances in multiresolution computer models for streamer discharges. We show that multirate methods in combination with Cartesian adaptive mesh refinement are well suited to the integration of such systems. This is true even in the presence of solids, which lead to more complex algorithms and substantially more sophisticated codes. Our results indicate that large scale complex-geometry 3D models with hundreds of millions of cells can be up simulated for tens of nanoseconds at atmospheric pressure with an acceptable accuracy in a matter of days.
