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Abstract
An elementary approach to the construction of Coxeter group rep-
resentations is presented.
1 Introduction
1.1 Outline
Let (W,S) be a Coxeter system, and let K be a subset of W . Let F be a
suitable field of characteristic zero (e.g., the field C(q) in the case of the
Iwahori-Hecke algebra), and let ρ be a representation of (the Iwahori-Hecke
algebra of) W on the vector space VK := spanF {Cw |w ∈ K}, with basis
vectors indexed by elements of K. We study the sets K and representations
ρ which satisfy the following axiom:
(A) For any generator s ∈ S and any element w ∈ K there exist scalars
as(w), bs(w) ∈ F such that
ρs(Cw) = as(w)Cw + bs(w)Cws.
If w ∈ K but ws 6∈ K we assume bs(w) = 0.
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A pair (ρ,K) satisfying Axiom (A) is called an abstract Young (AY)
pair; ρ is an AY representation, and K is an AY cell. If K 6= ∅ and has no
proper subset ∅ ⊂ K′ ⊂ K such that VK′ is ρ-invariant, then (ρ,K) is called a
minimal AY pair. (This is much weaker than assuming ρ to be irreducible.)
Surprisingly, Axiom (A) leads to very concrete matrices, whose entries
are essentially inverse linear. Analysis of the construction involves a con-
vexity theorem of Tits [28] and the generalized descent classes introduced
by Bjo¨rner and Wachs [8].
This paper has been motivated by an attempt to extend the classical
representation theory of the symmetric group [17, 18, 21, 25, 27] to arbi-
trary Coxeter groups. Our method of generalization is through the explicit
representation matrices, following ideas from [5, 22, 29]. Having completed
an early version of this paper [1], we have been informed of the recent pa-
pers [24, 11], which give an essentially equivalent construction. This paper
presents a more elementary approach. The implications of Axiom (A) are
studied in detail. In particular, the Coxeter relations are studied and it is
shown that, under mild conditions, the diagonal coefficients in Axiom (A)
determine all the character values (solving a problem presented by Kazh-
dan). It is also shown that, under the same mild conditions, the coefficients
in Axiom (A) are determined by a linear functional, the one that appears as a
basic ingredient in [24]. The paper is also focused on combinatorial aspects;
in particular, the combinatorial structure of induced AY representations is
studied in Section 9.
The paper is organized as follows. The rest of this section lists our main
results. Section 2 contains preliminaries. The main concept of this paper,
abstract Young pairs, is introduced in Section 3. In Sections 3–6 we dis-
cuss general Coxeter groups. The basic axiom on representation matrices is
analyzed in Sections 3, 5 and Appendix 1 (Section 11). Minimal AY cells
and their connection to convexity are studied in Section 4. Implications of
Coxeter relations with m(s, t) ≤ 3 (within general Coxeter groups) are dis-
cussed in Section 6. In Section 7 it is shown that, for simply laced Coxeter
groups, minimal AY representations are determined by a linear functional.
The Hecke algebra analogues are studied in Section 8. AY cells associated
to induced representations are studied in Section 9. Examples of AY rep-
resentations are given in Section 10. Finally, the independence of character
values on non-diagonal coefficients is proved in Appendix 2 (Section 12).
2
1.2 Main Results: Cells
Recall the definition of AY cells and representations from the previous sub-
section.
Problem 1.1 (Kazhdan [19]) Given a subset K ⊆W , how many nonequiv-
alent abstract Young representations may be defined on VK?
In particular,
Problem 1.2 Which subsets of W are (minimal) AY cells?
In this paper we give a partial solution to Problem 1.2; see Section 4.1.
In particular, it will be shown that a minimal AY cell must be convex.
Proposition 1.3 (see Corollary 4.4(i)) Every minimal AY cell is convex (in
the right Cayley graph X(W,S) or, equivalently, under right weak Bruhat
order).
Observation 1.4 (see Observation 3.3) Every nonempty AY cell is a left
translate of an AY cell containing the identity element of W .
AY cells in the symmetric group will be characterized in [2].
A combinatorial rule for induction of AY representations is given in Sec-
tion 9. This rule is analogous to the one for Kazhdan-Lusztig representa-
tions, proved by Barbasch and Vogan for Weyl groups [4, Prop. 3.15] and
by Geck for Coxeter groups [13].
Theorem 1.5 (see Theorem 9.3) Let (W,S) be a finite Coxeter system,
P = 〈J〉 (J ⊆ S) a parabolic subgroup, and W J the set of all representatives
of minimal length of the right cosets of P in W . Let (ψ,D) be a minimal
AY pair for P . Then
1. DW J is a minimal AY cell for W .
2. The induced representation ψ ↑WP is isomorphic to an AY representa-
tion on VDW J .
In the case of the symmetric group, the cells associated to induced AY
representations consist of shuffles. This result is analogous to [12, K Rule
V]; see also [26].
3
1.3 Main Results: Representations
In Section 5 and Appendix 1 it is shown that, under mild conditions, Axiom
(A) is equivalent to the following more specific version. Here T is the set of
all reflections in W .
(B) For any reflection t ∈ T there exist scalars a˙t, b˙t, a¨t, b¨t ∈ F such that,
for all s ∈ S and w ∈ K:
ρs(Cw) =
{
a˙wsw−1Cw + b˙wsw−1Cws, if ℓ(w) < ℓ(ws);
a¨wsw−1Cw + b¨wsw−1Cws, if ℓ(w) > ℓ(ws).
If w ∈ K and ws 6∈ K we assume that b˙wsw−1 = 0 (if ℓ(w) < ℓ(ws)) or
b¨wsw−1 = 0 (if ℓ(w) > ℓ(ws)).
Theorem 1.6 (see Theorem 5.2) Let (ρ,K) be a minimal AY pair for the
Iwahori-Hecke algebra of (W,S). If as(w) = as′(w
′) =⇒ bs(w) = bs′(w
′)
(∀s, s′ ∈ S,w,w′ ∈ K), then ρ satisfies Axiom (B).
This theorem shows that the coefficients as(w) and bs(w) in Axiom (A)
depend only on the reflection wsw−1 ∈ T and on the relation between w
and ws in right weak Bruhat order.
The assumption regarding the coefficients bs(w) in Theorem 1.6 is merely
a normalization condition; for more details see Subsection 5.2.
Thus, in order to determine an AY representation, it suffices to deter-
mine the coefficients a˙t for all reflections t (a¨t is determined by a˙t, see
Lemma 5.5(a)) and to choose a normalization for the b˙t.
Problem 1.7 (Kazhdan [19]) Do the coefficients a˙t determine the character
values?
An affirmative answer to this problem is given in Appendix 2:
Theorem 1.8 (see Theorem 12.1) Let (ρ,K) be an AY pair satisfying Ax-
iom (B). Then all the corresponding character values are polynomials in
a-coefficients only (no b-coefficients).
By Observation 1.4, every abstract Young representation is isomorphic
to one on an AY cell containing the identity element. Therefore, in the rest
of this subsection, we assume id ∈ K.
It turns out that for simply laced Coxeter groups the coefficients a˙t are
given by a linear functional.
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Theorem 1.9 (See Theorem 7.4) Let (W,S) be an irreducible simply laced
Coxeter system, and let K be a convex subset of W containing the identity
element. Let 〈 , 〉 be an arbitrary positive definite bilinear form on the root
space V . If f ∈ V is K-generic then
a˙wsw−1 :=
1
〈f, αwsw−1〉
(∀w ∈ K, s ∈ S),
together with a¨wsw−1, b˙wsw−1 and b¨wsw−1 satisfying conditions (a) and (b)
of Lemma 5.5 (with q = 1), defines a representation ρ such that (ρ,K) is a
minimal AY pair.
For the definition of K-genericity see Definition 7.3 below.
Replacing 〈f, αt〉 by its q-analogue [〈f, αt〉]q gives representations of the
Iwahori-Hecke algebra Hq(W ). See Theorem 8.4 below.
The following theorem is complementary.
Theorem 1.10 (See Theorem 7.5) Let (W,S) be an irreducible simply laced
Coxeter system and let K be a subset of W containing the identity element.
If (ρ,K) is a minimal AY pair satisfying Axiom (B) and a˙wsw−1 6= 0 (∀w ∈
K, s ∈ S) then there exists a K-generic f ∈ V such that
a˙wsw−1 =
1
〈f, αwsw−1〉
(∀ w ∈ K, s ∈ S).
For an Iwahori-Hecke algebra analogue see Theorem 8.5 below.
A combinatorial bijection between elements of minimal AY cells and
standard Young tableaux of the same shape will be given in [2]. This is used
to prove that
Theorem 1.11 [2] Every irreducible representation of the symmetric group
Sn may be realized as a minimal abstract Young representation.
This result is extended to the hyperoctahedral groups Bn in [2]. More
examples of AY representations are given in Section 10.
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2 Preliminaries
A Coxeter system is a pair (W,S) consisting of a group W and a set S of
generators for W , subject only to relations of the form
(st)m(s,t) = 1,
where m(s, s) = 1 and m(s, t) = m(t, s) ≥ 2 for s 6= t in S. In case no
relation occurs for a pair (s, t), we make the convention that m(s, t) = ∞.
W is called a Coxeter group. If m(s, t) ≤ 3 for all s 6= t then (W,S) is called
simply laced. Throughout this paper we assume that the set S of generators
is finite; the group W itself may be infinite.
The Iwahori-Hecke algebra (sometimes called the generic algebra)Hq(W )
of a Coxeter system (W,S) is the algebra generated by {sˆ | s ∈ S} with the
involution relation on generators replaced by
(sˆ − 1)(sˆ + qs) = 0 (∀s ∈ S), (1)
in addition to the usual braid relations: for any two distinct generators
s, t ∈ S
sˆtˆsˆ · · · = tˆsˆtˆ · · · (m(s, t) factors on each side).
Here qs is an indeterminate depending only on the conjugacy class (inW ) of
the simple reflection s. For convenience, we shall use the notation qt := qs for
any reflection t ∈ T ; here s ∈ S is any generator (simple reflection) conjugate
to t in W . For example, if W is an irreducible simply laced Coxeter group
then all reflections are conjugate, and there is only one indeterminate q. If
W is an irreducible finite Weyl group then there are at most two values of
q, corresponding to the classification of the roots into long and short.
Note that our conventions are slightly non-standard; for the standard
version, replace in (1) above each generator sˆ by −sˆ.
Let (W,S) be a Coxeter system, and let X = X(W,S) be the corre-
sponding Cayley graph (with generators acting on the right): its vertices
are the elements of W , and x, y ∈ W are connected by an edge if and only
if x−1y ∈ S. X is a connected undirected graph. A subset K ⊆ W is
called convex if, for any x, y ∈ K, all the geodesics (paths of shortest length)
connecting x to y in X have all their vertices in K.
Let P be a poset, and let X be its undirected Hasse diagram. Thus
X is an undirected graph which has P as a vertex set, with an edge {x, y}
whenever x either covers or is covered by y. A subset K of P is called convex
if, for any x, y ∈ K, all geodesics (shortest paths) connecting x to y in X
have all their vertices in K.
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In this paper, P will be a Coxeter group W with the right weak Bruhat
order, namely the transitive closure of the relation
w < ws ⇐⇒ w ∈W, s ∈ S and ℓ(w) < ℓ(ws).
Clearly, K ⊆ W is convex in the right Cayley graph X(W,S) if and only if
it is convex in the right weak Bruhat poset P .
Let V be the root space of a Coxeter system (W,S). Thus V is a vector
space over R with a basis {αs | s ∈ S} indexed by the group generators. A
symmetric bilinear form B is defined on V by
B(αs, αt) := − cos
π
m(s, t)
(∀s, t ∈ S)
(interpreted to be −1 in case m(s, t) =∞). For each generator s ∈ S define
a linear map σs : V → V by
σs(v) := v − 2B(v, αs)αs (∀v ∈ V ).
This yields a faithful B-preserving action σ of W on V (see, e,g., [16]), and
defines the corresponding root system
Φ := {σw(αs) |w ∈W, s ∈ S} ⊆ V.
Let T be the set of all conjugates of generators; its elements are called
reflections of W , and elements of S are called simple reflections. There
is a bijection between reflections in T and positive roots in Φ, given by
t = wsw−1 ←→ αt = σw(αs) (provided that ℓ(w) < ℓ(ws)).
Throughout the paper 〈 , 〉 is an arbitrary positive definite bilinear form
on V .
The height of a positive root αt =
∑
s∈S
csαs is the positive integer
ht(αt) :=
∑
s∈S
cs.
3 Abstract Young Pairs
In this section we set the general axiomatic framework of the paper.
Throughout the paper we shall fix a base field F of characteristic zero.
When assuming the symmetric-orthogonal normalization (see Subsection 5.2
below), we may take F = R or F = C. When assuming the stochastic
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normalization, we may also take F = Q . For the corresponding Hecke
algebra, we should take a suitable field of rational functions in q (or the
various qs).
Let (W,S) be a Coxeter system, and let K be a subset of W . Let F be
a suitable field of characteristic zero as above, and let ρ be a representation
of (the Iwahori-Hecke algebra of) W on the vector space
VK := spanF{Cw |w ∈ K},
with basis vectors indexed by the elements of K. We shall study the sets K
and representations ρ which satisfy the following axiom:
(A) For any generator s ∈ S and any element w ∈ K there exist scalars
as(w), bs(w) ∈ F such that
ρs(Cw) = as(w)Cw + bs(w)Cws.
If w ∈ K but ws 6∈ K we assume bs(w) = 0.
Definition 3.1 A pair (ρ,K) satisfying Axiom (A) is called an abstract
Young (AY) pair; ρ is an AY representation, and K is an AY cell. If K is
nonempty and has no proper subset ∅ ⊂ K′ ⊂ K such that VK′ is ρ-invariant,
then (ρ,K) is called a minimal AY pair, and ρ (respectively, K) is a minimal
AY cell (respectively, representation).
Axiom (A) may be stated more abstractly. Indeed, consider the following
statement:
(A′) For any parabolic subgroup H = 〈J〉 of W (where J ⊆ S) and any
w ∈ W , the “coset subspace” VwH∩K is invariant under ρ(h), for all
h ∈ H.
Observation 3.2 Axiom (A) is the special case |J | = 1 (i.e., H minimal
parabolic) of Axiom (A′). Actually, it is easy to verify that Axioms (A) and
(A′) are equivalent.
Observation 3.3 Left multiplication by a group element is an automor-
phism of the right Cayley graph X(W,S) (see Section 2). Therefore, if
K ⊆W carries a representation ρ satisfying Axiom (A) then, for any v ∈W ,
the left translate v−1K carries an equivalent representation (with exactly the
same representation matrices).
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4 Convexity
4.1 Minimal Cells and Convexity
In this subsection we give a partial solution (Corollary 4.4(i)) to Problem 1.2.
Definition 4.1 Let (ρ,K) be an AY pair. An arc v → vs in the Cayley
graph X(W,S) is ρ-feasible if v, vs ∈ K and bs(v) 6= 0. A path v → vs1 →
. . .→ vs1 · · · sk is ρ-feasible if all its arcs are ρ-feasible, i.e., if
bsi(vs1 · · · si−1) 6= 0 (1 ≤ i ≤ k).
If there is a ρ-feasible path from v to w, denote
v ⇒ρ w.
Recall that a geodesic from v to w in X(W,S) is a path from v to w of
shortest possible length (i.e., length ℓ(v−1w)).
Lemma 4.2 Let (ρ,K) be an AY pair, and let v,w ∈ K. If there exists a
ρ-feasible geodesic (in K) from v to w, then any geodesic in X(W,S) from
v to w is ρ-feasible.
Proof. Let v → vs1 → . . . → vs1 · · · sk = w be a ρ-feasible geodesic.
Then s1 · · · sk is a reduced word for v
−1w, and bsi(vs1 · · · si−1) 6= 0 (1 ≤
i ≤ k). By assumption, vs1 · · · si ∈ K (0 ≤ i ≤ k). Consider the vector
ρsk · · · ρs1(Cv) ∈ VK. The support of this vector contains only basis vectors
of the form Cvs˜1···s˜k , where each s˜i is either si or the identity element of W .
Since s1 · · · sk is reduced, Cvs˜1···s˜k = Cw only if s˜i = si for all i, and the
coefficient of Cw in ρsk · · · ρs1(Cv) is therefore
bsk(vs1 · · · sk−1) · · · bs1(v) 6= 0.
On the other hand, ρsk · · · ρs1 = ρsk···s1 = ρ(v−1w)−1 is independent of the
choice of reduced word for v−1w. Thus, if v → vt1 → . . .→ vt1 · · · tk = w is
any geodesic from v to w then t1 · · · tk is a reduced word for v
−1w, and Cw is
also in the support of ρtk · · · ρt1(Cv). Similar reasoning now shows that the
coefficient of Cw in ρtk · · · ρt1(Cv) is btk(vt1 · · · tk−1) · · · bt1(v), and therefore
bti(vt1 · · · ti−1) 6= 0 (1 ≤ i ≤ k).
Thus the geodesic v → vt1 → . . .→ vt1 · · · tk = w is ρ-feasible.
✷
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Lemma 4.3 Let (ρ,K) be an AY pair, and let v,w ∈ K. If there exists
a ρ-feasible path (of any length) from v to w, then there exists a ρ-feasible
geodesic from v to w.
Proof. Let v → vs1 → . . . → vs1 · · · sk = w be the shortest ρ-feasible path
from v to w. If k = ℓ(v−1w) then the path is a geodesic, and we are done.
Assume now that k > ℓ(v−1w). Let j := max{i | ℓ(s1 · · · si) = i}. Then
1 ≤ j ≤ k − 1. Denote u := vs1 · · · sj, so that ℓ(v
−1u) = j whereas
ℓ(v−1usj+1) < j + 1, hence ℓ(v
−1usj+1) = j − 1. Let t1 · · · tj−1 be a re-
duced word for v−1usj+1, so that t1 · · · tj−1sj+1 is a reduced word for v
−1u.
The path v → vs1 → . . . → vs1 · · · sk is ρ-feasible, and therefore its ini-
tial segment v → vs1 → . . . → vs1 · · · sj = u is a ρ-feasible geodesic.
v → vt1 → . . . → vt1 · · · tj−1 → vt1 · · · tj−1sj+1 = u is another geodesic
connecting the same pair of vertices, so by Lemma 4.2 it is ρ-feasible. Con-
sider the path
v → vt1 → . . .→ vt1 · · · tj−1 = vs1 · · · sj+1 → vs1 · · · sj+2 → . . .→ vs1 · · · sk = w.
It is a concatenation of two ρ-feasible paths, and is therefore ρ-feasible. It
has length k − 2, contradicting our choice of k as minimal. Thus indeed
k = ℓ(v−1w), and the proof is complete.
✷
Recall (from Section 2) the definition of convexity in the right Cayley
graph, or equivalently in the right weak Bruhat poset.
Corollary 4.4 Let (ρ,K) be a minimal AY pair. Then:
(i) K is convex;
(ii) s ∈ S,w,ws ∈ K =⇒ bs(w) 6= 0.
Proof. For v ∈ K, let K(v) be the set of all w ∈ K for which there exists a
ρ-feasible path from v to w. Clearly, K(v) 6= ∅ (since v ∈ K(v)) and VK(v) is
ρ-invariant. By minimality of K, K(v) = K. Thus, for any v,w ∈ K, there
exists a ρ-feasible path (and, by Lemma 4.3, a ρ-feasible geodesic) from v
to w. By Lemma 4.2, every geodesic from v to w is ρ-feasible, and thus its
vertices belong to K. This shows that K is convex; the other claim follows
by taking a path (geodesic) of length one.
✷
Definition 4.5 An AY pair (ρ,K) is called strongly connected if, for any
v,w ∈ K, v ⇒ρ w (i.e., there exists a ρ-feasible path from v to w).
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Corollary 4.6 An AY pair is strongly connected if and only if it is minimal.
Thus, minimal AY cells are equivalence classes with respect to the re-
lation ⇒ρ. In this sense, the notion of minimal AY cells is similar to the
notion of Kazhdan-Lusztig cells [20].
4.2 Convex Sets and Generalized Descent Classes
Having seen the relevance of convex sets to our discussion, we recall in this
subsection, following Tits, some properties of convex sets. In particular, we
give an explicit combinatorial interpretation to the equivalence relation in a
minimal AY cell; see Corollary 4.11 below.
Let T be the set of all reflections in W , and let A ⊆ T be any subset.
The (left) A-descent set of an element w ∈W is defined by
DesA(w) := {t ∈ A | ℓ(tw) < ℓ(w)}.
For D ⊆ A ⊆ T , the corresponding generalized descent class is
WDA := {w ∈W |DesA(w) = D}.
These sets were studied by Tits [28, Ch. 2] and Bjo¨rner-Wachs [8, 9].
Our notation follows [8].
Examples.
(i) If A = ∅ then there is only one generalized descent class: W ∅∅ =W .
(ii) If A = S then the A-descent sets (and generalized descent classes) are
the (left) standard ones.
(iii) If A = T then DesT (w) is the set of (left) associated reflections of w
(see, e.g., [7, Ch. 3]). In particular, if W is the symmetric group then
DesT (w) is the set of (left) inversions of w.
(iv) WDA may be empty; e.g., for A = T and D = S when W is not
commutative (since S ⊆ DesT (w) if and only if w is the longest element
w0 in the (necessarily finite) Coxeter group W , and then DesT (w0) =
T 6= S).
The following theorem is a consequence of [28, Theorem 2.19 ]. See [8,
Theorem 5.3] and [9, Proposition 6.2].
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Theorem 4.7 (Tits) A subset K of W is convex under right weak Bruhat
order if and only if K =WDA for suitable subsets D ⊆ A ⊆ T .
We shall also use the following result.
Proposition 4.8 [7, Prop. 3.1.3] If w ∈W , s ∈ S and ℓ(w) < ℓ(ws) then
DesT (ws) = DesT (w) ∪ {wsw
−1} (disjoint union).
Definition 4.9 Let A ⊆ T . Define a symmetric relation ↔A on W by
w↔A ws ⇐⇒ wsw
−1 6∈ A,
and let ∼A be the transitive closure of ↔A. The A-cell KA(w) of an element
w ∈W is the equivalence class of w under ∼A.
Theorem 4.10 Let u, v ∈W . Then
u ∼A v ⇐⇒ DesA(u) = DesA(v).
Proof.
Assume u ∼A v. We may assume that u↔A v. Let s ∈ S be such that
v = us. Then by Proposition 4.8,
DesT (v) \ {usu
−1} = DesT (u) \ {usu
−1}.
Since u↔A us, usu
−1 6∈ A and therefore DesA(v) = DesA(u).
Conversely, assume that DesA(u) = DesA(v). Then u, v ∈ W
D
A where
D := DesA(u). By Tits’ Theorem,W
D
A is convex. Let u, us1, . . . , us1 · · · sr =
v be a path of minimal length connecting u and v in the Hasse diagram
of the right weak order of W . Then us1 · · · si ∈ W
D
A for all 0 ≤ i ≤ r,
so DesA(us1 · · · si) = DesA(us1 · · · si−1) for all 1 ≤ i ≤ r. This implies
that t := us1 · · · si−1sisi−1 · · · s1u
−1 6∈ A, and hence that us1 · · · si−1 ↔A
us1 · · · si for all 1 ≤ i ≤ r.
✷
Corollary 4.11 For any A ⊆ T , the equivalence classes for the relation
∼A are exactly the nonempty generalized descent classes of the form W
D
A
(D ⊆ A).
Corollary 4.12 For a subset K ⊆W , the following are equivalent:
(i) K is convex.
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(ii) K =WDA for suitable D ⊆ A ⊆ T .
(iii) K is empty, or K = KA(w) for some w ∈W and A ⊆ T .
(The subsets A ⊆ T in (ii) and (iii) are the same.)
By Corollary 4.4(i), every minimal AY cell is convex. It should be noted
that the converse does not hold: convex sets are not necessarily minimal
AY cells. Furthermore, for a given A ⊆ T , WDA may be a minimal AY
cell for certain D ⊆ A but not for others. For example, let W = S5,
S = {(i, i + 1) | 1 ≤ i ≤ 4} and A = {(1, 2), (2, 3), (4, 5), (1, 4), (2, 5)}. Then
KA(45123) is of order 2 and therefore not a minimal AY cell. On the other
hand, KA(12345) is a minimal AY cell. See [2].
5 Coefficients and Reflections
By Corollaries 4.4(i) and 4.12, every minimal AY cell is determined by cer-
tain sets of reflections. Motivated by this observation, we will study the role
of reflections in determining the matrix entries for the corresponding AY
representations. This will lead to a substantial reformulation of Axiom (A).
5.1 Axiom (B)
Recall the definition of the set T of all reflections in W .
Consider the following axiom for a pair (ρ,K), where K is a subset of W
and ρ is a representation of (the Iwahori-Hecke algebra of) W on the vector
space VK := spanF{Cw |w ∈ K}:
(B) For any reflection t ∈ T there exist scalars a˙t, b˙t, a¨t, b¨t ∈ F such that,
for all s ∈ S and w ∈ K:
ρs(Cw) =
{
a˙wsw−1Cw + b˙wsw−1Cws, if ℓ(w) < ℓ(ws);
a¨wsw−1Cw + b¨wsw−1Cws, if ℓ(w) > ℓ(ws).
If w ∈ K and ws 6∈ K we assume that b˙wsw−1 = 0 (if ℓ(w) < ℓ(ws)) or
b¨wsw−1 = 0 (if ℓ(w) > ℓ(ws)).
Here, unlike in Axiom (A), the coefficients depend only on the reflection
wsw−1 and on whether w covers or is covered by ws in the Bruhat poset.
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Remark 5.1 The dichotomic dependence on the order between w and ws
in the Bruhat poset appears also in the action of the Coxeter generators
on certain well-known fundamental bases. For the action on the Kazhdan-
Lusztig basis of the Hecke algebra see [20]. For the action on the Schubert
polynomial basis of the coinvariant algebra see [6, Theorem 3.14 (iii)] and
the reformulation in [3, Theorem 1].
Theorem 5.2 Let (ρ,K) be a minimal AY pair for (the Iwahori-Hecke al-
gebra of) (W,S). If
as(w) = as′(w
′) =⇒ bs(w) = bs′(w
′) (∀s, s′ ∈ S,w,w′ ∈ K)
then ρ satisfies Axiom (B).
This result will be proved in Appendix 1 (Section 11).
Thus, under reasonable assumptions, the coefficients as(w) and bs(w) in
Axiom (A) depend only on the reflection wsw−1 ∈ T and on whether or not
ℓ(w) < ℓ(ws).
It is clear that in Axiom (B) we actually use only a subset of the set T
of all reflections. Define:
TK := {wsw
−1 | s ∈ S, w ∈ K, ws ∈ K},
T∂K := {wsw
−1 | s ∈ S, w ∈ K, ws 6∈ K}.
Recall Corollary 4.12 and the notation KA(w) from Definition 4.9.
Lemma 5.3 Let K ⊆W be a convex set. Then:
(i) If K = KA(w) (for A ⊆ T and w ∈W ) then TK ⊆ T \A and T∂K ⊆ A.
In particular,
TK ∩ T∂K = ∅.
(ii) For any t ∈ T∂K, the edges labeled t in the Hasse diagram are always
encountered “in the same direction” (either always up or always down)
when going out of K, namely: if (w1, s1), (w2, s2) ∈ K × S satisfy
w1s1w
−1
1 = w2s2w
−1
2 = t
(so that, in particular, w1s1, w2s2 ∈W \ K) then ℓ(w1s1)− ℓ(w1) and
ℓ(w2s2)− ℓ(w2) have the same sign.
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Proof.
(i) By Corollary 4.12 there exist A ⊆ T and w ∈ W such that K = KA(w).
If t ∈ TK then there exist s ∈ S and u ∈ K such that t = usu
−1 and us ∈ K.
By Proposition 4.8,
DesT (u)△DesT (us) = {t},
where △ denotes symmetric difference. Since by assumption DesA(u) =
DesA(us) = DesA(w), it follows that t 6∈ A. On the other hand, if t ∈ T∂K
then a similar argument shows that t ∈ A.
(ii) Let K = KA(w) as above, and let t ∈ T∂K ⊆ A. Let (w1, s1), (w2, s2) ∈
K × S satisfy w1s1w
−1
1 = w2s2w
−1
2 = t. Since w1, w2 ∈ KA(w),
DesA(w1) = DesA(w2) = DesA(w).
If t ∈ DesA(w1) = DesA(w2) then ℓ(wi) > ℓ(twi) = ℓ(wisi) (i = 1, 2).
If t 6∈ DesA(w1) = DesA(w2) then ℓ(wi) < ℓ(twi) = ℓ(wisi) (i = 1, 2).
Therefore ℓ(w1s1)− ℓ(w1) and ℓ(w2s2)− ℓ(w2) have the same sign.
✷
Definition 5.4 For t ∈ T∂K define ~at to be either a˙t or a¨t in the direction
“out of K”, as in Lemma 5.3. Define ~bt similarly.
5.2 Normalization
For the following lemma, we assume only that ρ is a map from the generating
set S to the algebra EK := EndF (VK), where K is a subset of W , and that
ρ satisfies Axiom (B). Denote ρs := ρ(s) (∀s ∈ S).
Lemma 5.5 Let K be a subset of W , let ρ : S −→ EK be a map satisfying
Axiom (B), and assume that
b˙t, b¨t 6= 0 (∀t ∈ TK).
Then the Hecke relation
(ρs − 1)(ρs + qs) = 0 (∀s ∈ S) (2)
holds if and only if
(a) For any t ∈ TK:
a˙t + a¨t = 1− qt, b˙tb¨t = (1− a˙t)(1 − a¨t) 6= 0.
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(b) For any t ∈ T∂K:
~at ∈ {1,−qt}, ~bt = 0.
Proof. It will be more convenient to use in this proof the notation as(w)
of Axiom (A) rather than the notation a˙wsw−1 (or a¨wsw−1) of Axiom (B).
Fix s ∈ S and w ∈ K. If ws ∈ K then
(ρs − 1)(ρs + qs)(Cw) = (ρs − 1)[(as(w) + qs)Cw + bs(w)Cws]
= (as(w) + qs)[(as(w)− 1)Cw + bs(w)Cws]
+ bs(w)[(as(ws) − 1)Cws + bs(ws)Cws2 ]
= [(as(w) − 1)(as(w) + qs) + bs(w)bs(ws)]Cw
+ [as(w) + as(ws)− 1 + qs]bs(w)Cws
and, by assumption, bs(w)bs(ws) 6= 0. On the other hand, if ws 6∈ K then
bs(w) = 0, so that
(ρs − 1)(ρs + qs)(Cw) = (as(w)− 1)(as(w) + qs)Cw.
The deformed involution relation
(ρs − 1)(ρs + qs) = 0 (∀s ∈ S)
is thus equivalent to the system of equations
(as(w) − 1)(as(w) + qs) + bs(w)bs(ws) = 0 (∀s ∈ S,w,ws ∈ K),
as(w) + as(ws)− 1 + qs = 0 (∀s ∈ S,w,ws ∈ K),
and
(as(w) − 1)(as(w) + qs) = 0 (∀s ∈ S,w ∈ K, ws 6∈ K).
Assume first that ws ∈ K. Since
as(w) + as(ws) = 1− qs,
we can replace as(w) + qs by 1− as(ws) in the first equation to get
(as(w) − 1)(1 − as(ws)) + bs(w)bs(ws) = 0.
If ws 6∈ K then clearly
as(w) ∈ {1,−qs}.
Combining these results with the vanishing properties of bs(w) completes
the proof, upon converting to the notation of Axiom (B) and Definition 5.4
and recalling (from Section 2) that qwsw−1 = qs. ✷
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Note that, if s ∈ S, w,ws ∈ K, and ℓ(w) < ℓ(ws), then ρs is represented
on the invariant subspace spanF {Cw, Cws} by a 2× 2 matrix as follows:[
ρs(Cw)
ρs(Cws)
]
=
[
a˙t b˙t
b¨t a¨t
] [
Cw
Cws
]
,
where t := wsw−1 ∈ TK. By Lemma 5.5, this matrix has trace 1−qt and de-
terminant −qt. We can further restrict this matrix by adding normalization
assumptions, as follows.
As we shall see in the next section, the coefficients a˙t, a¨t (and ~at) must
satisfy certain constraints, in addition to those of Lemma 5.5, in order for
ρ to be a representation. On the other hand, b˙t and b¨t have no additional
constraints. It is therefore natural to normalize b˙t and b¨t. We list a few
possibilities.
(SON) Symmetric normalization:
b¨t = b˙t (∀t ∈ TK).
Note that if qt = 1 then a¨t = −a˙t and a˙
2
t + b˙tb¨t = 1, so that under
this normalization the matrix representing each generator ρs (in the
natural basis of VK) is orthogonal as well as symmetric. Also, due
to the quadratic constraint on a˙t and b˙t, this normalization is not
available for arbitrary fields F .
(SNN) Seminormal normalization:
b¨t = 1 (∀t ∈ TK).
(RSN) Row stochastic normalization:
a˙t + b˙t = a¨t + b¨t = 1 (∀t ∈ TK).
(CSN) Column stochastic normalization:
a˙t + b¨t = a¨t + b˙t = 1 (∀t ∈ TK).
Normalizations (SON) and (SNN), for the special case of the symmetric
group, were introduced by Alfred Young [17]. Hoefsmit [14] and Ram [23]
used normalization (CSN) in their studies of Hecke algebra representations.
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It follows that, in order to define a representation, it suffices to determine
the coefficients {a˙t | t ∈ TK} and {~at | t ∈ T∂K} (and to choose a normaliza-
tion). Later we will show that, for simply laced Coxeter groups, it actually
suffices to determine these coefficients on the subset {vsv−1 | s ∈ S} ⊆ T for
some fixed v ∈ K; the other coefficients are then determined by a linearity
condition. See Theorems 7.4 and 7.5 below.
6 Coxeter Relations and Coefficients
In this section (as in Lemma 5.5 above) we assume only that ρ is a map
from the generating set S to the algebra EK := EndF (VK), where K is a
subset (in Lemma 6.3, a convex subset) of W , and that ρ satisfies Axiom
(B). Denote ρs := ρ(s) (∀s ∈ S).
We shall find necessary and sufficient conditions for ρ to satisfy the
Coxeter relations for m = 2, 3. Under these conditions ρ will actually be
a representation of Hq(W ) in case W is simply laced, as we shall see in
subsequent sections.
Lemma 6.1 Let K be a subset of W and let ρ : S −→ EK satisfy Axiom
(B). If s, t ∈ S satisfy m(s, t) = 2 (i.e., st = ts) then ρsρt = ρtρs.
Proof. As in the proof of Lemma 5.5, we shall use for convenience the
notation of Axiom (A). Take w ∈ K, and assume first that ws,wt ∈ K.
Then:
ρsρt(Cw) = ρs(at(w)Cw + bt(w)Cwt) =
= at(w)as(w)Cw + at(w)bs(w)Cws +
+ bt(w)as(wt)Cwt + bt(w)bs(wt)Cwts.
Similarly
ρtρs(Cw) = as(w)at(w)Cw + as(w)bt(w)Cwt +
+ bs(w)at(ws)Cws + bs(w)bt(ws)Cwst.
Noting that wst = wts, the equation ρsρt(Cw) = ρtρs(Cw) is thus equivalent
to the system of equations
Cw : at(w)as(w) = as(w)at(w)
Cws : at(w)bs(w) = bs(w)at(ws)
Cwt : bt(w)as(wt) = as(w)bt(w)
Cwst : bt(w)bs(wt) = bs(w)bt(ws)
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It is enough to show that
at(w) = at(ws)
as(wt) = as(w)
bt(w)bs(wt) = bs(w)bt(ws)
The first two equations actually follow from Axiom (B) together with the
assumption st = ts. Indeed, (ws)t(ws)−1 = wstsw−1 = wtw−1 and ws <
wst ⇐⇒ w < wt imply at(ws) = at(w). Similarly for as(wt) = as(w). The
same argument shows that bt(ws) = bt(w) and bs(wt) = bs(w), implying the
third equation.
Assume now that w,ws ∈ K but wt 6∈ K. Then bt(w) = 0, and also
bt(ws) = 0 because of Axiom (B). Thus ρsρt(Cw) = ρtρs(Cw) is equivalent
in this case to the equations
Cw : at(w)as(w) = as(w)at(w)
Cws : at(w)bs(w) = bs(w)at(ws)
which are clearly satisfied since again at(w) = at(ws).
Similar arguments apply if w,wt ∈ K but ws 6∈ K, or if w ∈ K but
ws,wt 6∈ K.
In all cases, the condition ρsρt(Cw) = ρtρs(Cw) yields no additional
restrictions on the coefficients.
✷
As a preparation for the next result, note the following.
Observation 6.2 Let w ∈W , and let s, t ∈ S, s 6= t. Then:
(a) The coset w〈s, t〉 contains a unique element w˜ such that ℓ(w˜) < ℓ(w˜s)
and ℓ(w˜) < ℓ(w˜t). w˜ is the shortest element in w〈s, t〉 (“minimal coset
representative”).
(b) Assume that m := m(s, t) < ∞. If K ⊆ W is convex then either
w〈s, t〉 ⊆ K, or K ∩ w〈s, t〉 is a convex set consisting of at most m
elements.
Lemma 6.3 Let K be a convex subset of W , let ρ : S −→ EK satisfy
Axiom (B) and the Hecke relation (2) from Lemma 5.5, and assume that
b˙t, b¨t 6= 0 (∀t ∈ TK). If s, t ∈ S satisfy m(s, t) = 3 (i.e., sts = tst) then
ρsρtρs = ρtρsρt if and only if:
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(a) For every w ∈ K such that either ws ∈ K or wt ∈ K (or both):
a˙0a¨2 = a˙0a¨1 + a˙1a¨2, (3)
where
a˙0 := as(w) = at(wts), (4)
a˙1 := at(ws) = as(wt), (5)
a˙2 := as(wst) = at(w), (6)
and
a¨i := 1− q − a˙i (i = 0, 1, 2). (7)
Replacing w by any other element of K∩w〈s, t〉 gives equivalent equa-
tions (3).
(b) For every w ∈ K such that ws,wt 6∈ K:
as(w) = at(w) ∈ {1,−q}. (8)
Note that m(s, t) = 3 implies that s and t are conjugate in W , so that
qs = qt (denoted here q). Also, the notation a˙0 etc. here is not related to a˙t
from Axiom (B), and in particular does not necessarily imply ℓ(w) < ℓ(ws)
etc.
Proof. Assume first that the full coset w〈s, t〉 is contained in K. Then
ρsρtρs(Cw) = as(w)at(w)as(w)Cw + as(w)at(w)bs(w)Cws +
+ as(w)bt(w)as(wt)Cwt + as(w)bt(w)bs(wt)Cwts +
+ bs(w)at(ws)as(ws)Cws + bs(w)at(ws)bs(ws)Cw +
+ bs(w)bt(ws)as(wst)Cwst + bs(w)bt(ws)bs(wst)Cwsts.
and similarly
ρtρsρt(Cw) = at(w)as(w)at(w)Cw + at(w)as(w)bt(w)Cwt +
+ at(w)bs(w)at(ws)Cws + at(w)bs(w)bt(ws)Cwst +
+ bt(w)as(wt)at(wt)Cwt + bt(w)as(wt)bt(wt)Cw +
+ bt(w)bs(wt)at(wts)Cwts + bt(w)bs(wt)bt(wts)Cwtst.
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Comparing coefficients we get the equations:
Cw : as(w)at(w)as(w) + bs(w)at(ws)bs(ws) =
= at(w)as(w)at(w) + bt(w)as(wt)bt(wt)
Cws : as(w)at(w)bs(w) + bs(w)at(ws)as(ws) = at(w)bs(w)at(ws)
Cwt : as(w)bt(w)as(wt) = at(w)as(w)bt(w) + bt(w)as(wt)at(wt)
Cwst : bs(w)bt(ws)as(wst) = at(w)bs(w)bt(ws)
Cwts : as(w)bt(w)bs(wt) = bt(w)bs(wt)at(wts)
Cwsts : bs(w)bt(ws)bs(wst) = bt(w)bs(wt)bt(wts)
Let w0 = sts = tst be the longest element in the parabolic subgroup
〈s, t〉 of W . Multiplication (on the right) by w0 in the coset w〈s, t〉 is order
reversing, so that ℓ(w) < ℓ(ws) ⇐⇒ ℓ(wsw0) < ℓ(ww0). Thus, by Axiom
(B),
as(w) = aw0sw0(wsw0) = at(wts).
This is equality (and notation) (4) above. Similarly for (5), (6) and also (7)
(since qwsw−1 = qwstsw−1 = qwtw−1 = q).
Define similarly b˙i and b¨i (0 ≤ i ≤ 2). Using this notation, we get
Cw : a˙0a˙2a˙0 + b˙0a˙1b¨0 = a˙2a˙0a˙2 + b˙2a˙1b¨2
Cws : a˙0a˙2b˙0 + b˙0a˙1a¨0 = a˙2b˙0a˙1
Cwt : a˙0b˙2a˙1 = a˙2a˙0b˙2 + b˙2a˙1a¨2
Cwst : b˙0b˙1a˙2 = a˙2b˙0b˙1
Cwts : a˙0b˙2b˙1 = b˙2b˙1a˙0
Cwsts : b˙0b˙1b˙2 = b˙2b˙1b˙0
The last three equations are tautologies. The first three become (after divi-
sion by 1, b˙0 6= 0 and b˙2 6= 0, respectively):
Cw : a˙0a˙2(a˙0 − a˙2) = a˙1(b˙2b¨2 − b˙0b¨0)
Cws : a˙0a˙2 + a¨0a˙1 = a˙1a˙2
Cwt : a˙0a˙1 = a˙0a˙2 + a˙1a¨2
From equation (7) it follows that
a˙1(a˙0 + a¨0) = a˙1(a˙2 + a¨2).
Subtract this from the equation for Cws to get, equivalently,
a˙0a˙2 − a˙0a˙1 = −a˙1a¨2.
Now use similarly
a˙0(a˙2 + a¨2) = a˙0(a˙1 + a¨1)
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to get the claimed equation (3).
Similar operations on the equation for Cwt lead to
−a˙0a¨1 = −a˙0a¨2 + a˙1a¨2,
which is again equation (3). Finally, from Lemma 5.5 and equation (7):
b˙2b¨2−b˙0b¨0 = (1−a˙2)(1−a¨2)−(1−a˙0)(1−a¨0) = a˙2a¨2−a˙0a¨0 = (a˙0−a˙2)(a˙2−a¨0).
Thus the equation for Cw is equivalent to
a˙0a˙2(a˙0 − a˙2) = a˙1(a˙0 − a˙2)(a˙2 − a¨0)
which is clearly a consequence of
a˙0a˙2 = a˙1(a˙2 − a¨0),
again equivalent to equation (3).
Assume now that w〈s, t〉 6⊆ K. By Observation 6.2(b), K ∩ w〈s, t〉 is a
convex set containing at most 3 elements. In particular, wsts 6∈ K.
If K ∩ w〈s, t〉 = {w,ws,wst} then b˙2 = 0, and equations Cw, Cws and
Cwst above are
Cw : a˙0a˙2a˙0 + b˙0a˙1b¨0 = a˙2a˙0a˙2
Cws : a˙0a˙2b˙0 + b˙0a˙1a¨0 = a˙2b˙0a˙1
Cwst : b˙0b˙1a˙2 = a˙2b˙0b˙1
Again, the third equation is trivial; the second is equivalent to equation (3)
(since b˙0 6= 0); and the first is a consequence of equation (3).
The cases K ∩ w〈s, t〉 = {w,wt,wts} (with b˙0 = 0) and K ∩ w〈s, t〉 =
{w,ws,wt} (with b˙1 = 0) are similar.
If K ∩ w〈s, t〉 = {w,ws} then b˙1 = b˙2 = 0. Equations Cw and Cws are
Cw : a˙0a˙2a˙0 + b˙0a˙1b¨0 = a˙2a˙0a˙2
Cws : a˙0a˙2b˙0 + b˙0a˙1a¨0 = a˙2b˙0a˙1
Again, the second equation is equivalent to equation (3) (since b˙0 6= 0), and
the first is a consequence of it.
The case K ∩w〈s, t〉 = {w,wt} is similar.
To complete the proof of part (a) of the lemma we must show that
replacing w by any other element of K ∩ w〈s, t〉 yields an equivalent equa-
tion (3). Due to the convexity of K ∩ w〈s, t〉, this will follow by induction
22
once we prove it for the replacement of w by ws or by wt. Assume, e.g.,
that w,ws ∈ K. Replacing w by ws gives
new a˙0 = as(ws) = old a¨0,
new a˙1 = at(w) = old a˙2,
new a˙2 = as(wt) = old a˙1.
Thus
a˙0a¨2 = a˙0a¨1 + a˙1a¨2 (new)
is actually
a¨0a¨1 = a¨0a¨2 + a˙2a¨1 (old),
and by operations as above this can be shown to be equivalent to the (old)
equation (3).
Finally, for part (b): if K ∩ w〈s, t〉 = {w} then b˙0 = b˙2 = 0, and b˙1 is
actually undefined. Equation Cw is now
a˙0a˙2a˙0 = a˙2a˙0a˙2
Recall that b˙0 = 0 implies a˙0 ∈ {1,−q}, and similarly for a˙2. In particular
a˙0, a˙2 6= 0, and we conclude from Cw that
a˙0 = a˙2,
as claimed in part (b) of the lemma.
✷
7 Simply Laced Coxeter Groups
In this section, (W,S) is an irreducible simply laced Coxeter system. Thus
its Dynkin diagram is connected, and contains only “simple” edges (corre-
sponding to m(s, t) = 3) and non-edges (corresponding to m(s, t) = 2).
We shall see (Theorem 7.5) that, for q = 1, representations satisfying
Axiom (B) are determined by linear functionals on the root space. The
q-analogues are more subtle; see Section 8.
Remark 7.1 By Observation 3.3, if K is a minimal AY cell then, for any
v ∈ W , the left translate v−1K is a minimal AY cell carrying an equivalent
AY representation (with exactly the same representation matrices). From
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now on (unless otherwise stated) we shall assume, with no loss of generality,
that K contains the identity element of W . This implies, in particular, that
~at = a˙t (∀t ∈ T∂K)
since the direction “out of K” is always “upwards”, by convexity.
We first restate Lemma 6.3 in another form, assuming a˙t 6= 0 (∀t ∈ TK).
Lemma 7.2 Let q = 1, let K be a convex subset ofW containing the identity
element, let ρ : S → EK satisfy Axiom (B) and the involution relation
ρ2s = 1 (∀s ∈ S),
and assume that
a˙t, b˙t, b¨t 6= 0 (∀t ∈ TK).
If s, t ∈ T satisfy m(s, t) = 3, then ρsρtρs = ρtρsρt if and only if:
(a) For every w ∈ K such that ℓ(w) < ℓ(ws), ℓ(w) < ℓ(wt), and either
ws ∈ K or wt ∈ K (or both):
1
a˙wstsw−1
=
1
a˙wsw−1
+
1
a˙wtw−1
.
(b) For every w ∈ K such that ws,wt 6∈ K (and therefore ℓ(w) < ℓ(ws)
and ℓ(w) < ℓ(wt)):
a˙wsw−1 = a˙wtw−1 = ±1.
Proof. First note that, since K is convex and contains the identity element,
if w ∈ K then K also contains the shortest element w˜ of the coset w〈s, t〉
(see Observation 6.2(a)). Since equation (3) of Lemma 6.3 is independent of
the choice of element in K ∩ w〈s, t〉, we may as well choose w = w˜, namely
assume that ℓ(w) < ℓ(ws) and ℓ(w) < ℓ(wt). Lemma 5.5 is applicable (since
b˙t, b¨t 6= 0 for t ∈ TK) and gives, for q = 1:
a¨t = −a˙t (∀t ∈ TK)
and
a˙t = ±1 (∀t ∈ T∂K).
Substitute these into Lemma 6.3, and divide the simplified equation
a˙0a˙2 = a˙0a˙1 + a˙1a˙2
by a˙0a˙1a˙2 6= 0.
✷
Fix an arbitrary positive definite bilinear form 〈·, ·〉 on the root space V .
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Definition 7.3 (K-genericity)
Let K be a convex subset of W containing the identity element. A vector
f ∈ V is K-generic if:
(i) For all t ∈ TK,
〈f, αt〉 6∈ {0, 1,−1}.
(ii) For all t ∈ T∂K,
〈f, αt〉 = ±1.
(iii) If w ∈ K, s, t ∈ S, m(s, t) = 3 and ws,wt 6∈ K then
〈f, αwsw−1〉 = 〈f, αwtw−1〉 (= ±1).
The following two theorems hold for all (not necessarily finite) irreducible
simply laced Coxeter groups.
Theorem 7.4 Let W be an irreducible simply laced Coxeter group and let
K be a convex subset of W containing the identity element. If f ∈ V is
K-generic then
a˙t :=
1
〈f, αt〉
(∀t ∈ TK ∪ T∂K),
together with a¨t, b˙t and b¨t satisfying conditions (a) and (b) of Lemma 5.5
(with q = 1), define a representation ρ of W such that (ρ,K) is a minimal
AY pair satisfying Axiom (B).
Theorem 7.5 Let W be an irreducible simply laced Coxeter group and let
K be a subset of W containing the identity element. If (ρ,K) is a minimal
AY pair satisfying Axiom (B) and also a˙t 6= 0 (∀t ∈ TK), then there exists
a K-generic f ∈ V such that
a˙t =
1
〈f, αt〉
(∀t ∈ TK ∪ T∂K).
Proof of Theorem 7.4. Given a K-generic f ∈ V define
a˙t :=
1
〈f, αt〉
(∀t ∈ TK ∪ T∂K)
and
a¨t := −a˙t (∀t ∈ TK).
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Define b˙t, b¨t ∈ F such that
b˙tb¨t = (1− a˙t)(1 − a¨t) (∀t ∈ TK)
and
b˙t = 0 (∀t ∈ T∂K).
Define ρs (for s ∈ S) by Axiom (B). It suffices to show that all the defining
relations of W are satisfied by {ρs | s ∈ S}. This will be done using Lemmas
5.5, 6.1 and 7.2.
First of all, a˙t are defined and a˙t, a¨t 6= ±1 (∀t ∈ TK) because of condition
(i) in Definition 7.3. This implies, by our construction, that b˙t, b¨t 6= 0
(∀t ∈ TK) and therefore Lemma 5.5 applies. a˙t = ±1 (∀t ∈ T∂K) because of
Definition 7.3(ii).
Lemma 6.1 clearly applies.
Condition (a) of Lemma 7.2 is equivalent to
〈f, αwstsw−1〉 = 〈f, αwsw−1〉+ 〈f, αwtw−1〉
for all w ∈ K and s, t ∈ S such that m(s, t) = 3, ℓ(w) < ℓ(ws), ℓ(w) < ℓ(wt),
and |K ∩ w〈s, t〉| ≥ 2. But for such w, s and t
αsts = σs(αt) = αt − 2B(αt, αs)αs = αt + αs,
so that
σw(αsts) = σw(αt + αs) = σw(αt) + σw(αs)
or, in other words (since also ℓ(ws) < ℓ(wst)),
αwstsw−1 = αwtw−1 + αwsw−1
and we are done.
Finally, if w ∈ K but ws,wt 6∈ K then wsw−1, wtw−1 ∈ T∂K. By Defi-
nition 7.3(iii), condition (b) of Lemma 7.2 is satisfied. Minimality of (ρ,K)
follows from Corollary 4.6. This completes the proof.
✷
Proof of Theorem 7.5. Since {αs | s ∈ S} is a basis for V , there exists a
unique vector f ∈ V such that
〈f, αs〉 =
1
a˙s
(∀s ∈ S).
We claim that
〈f, αt〉 =
1
a˙t
(∀t ∈ TK ∪ T∂K)
26
or, equivalently,
〈f, αwsw−1〉 =
1
a˙wsw−1
(∀w ∈ K, s ∈ S).
This will be proved by induction on the length of w. Clearly, the claim
holds if this length is zero (i.e., if w = id). Suppose that w 6= id. We
may assume that ℓ(w) < ℓ(ws), since otherwise we can replace w by ws
(and id, w ∈ K =⇒ ws ∈ K by convexity). Let s1, . . . , sk ∈ S be such that
s1 · · · sk is a reduced word for w. Let u := s1 . . . sk−1. Note that s 6= sk, by
the assumption ℓ(w) < ℓ(ws). Distinguish two cases.
a) m(s, sk) = 2.
In this case
wsw−1 = uskssku
−1 = usu−1.
Since u ∈ K (by convexity of K), it follows by our induction hypothesis that
a˙wsw−1 = a˙usu−1 =
1
〈f, αusu−1〉
=
1
〈f, αwsw−1〉
,
as desired.
b) m(s, sk) = 3.
Note that, by definition, ℓ(u) < ℓ(usk). If ℓ(u) > ℓ(us) then, by convex-
ity, us ∈ K. Denoting v := us we have
wsw−1 = uskssku
−1 = ussksu
−1 = vskv
−1
so that, by the induction hypothesis (since ℓ(v) < ℓ(w)):
a˙wsw−1 = a˙vskv−1 =
1
〈f, αvskv−1〉
=
1
〈f, αwsw−1〉
.
It remains to consider the case ℓ(u) < ℓ(us). In this case, by Lemma 7.2,
1
a˙wsw−1
=
1
a˙uskssku−1
=
1
a˙usku−1
+
1
a˙usu−1
.
Since ℓ(u) < ℓ(w) we have, by the induction hypothesis,
1
a˙usku−1
= 〈f, αusku−1〉
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and
1
a˙usu−1
= 〈f, αusu−1〉.
Furthermore, u is the shortest element in the coset u〈s, sk〉 of W , and there-
fore ℓ(usk) < ℓ(usks). Thus
αwsw−1 = αuskssku−1 = σusk(αs) = σuσsk(αs) =
= σu(αs − 2B(αs, αsk)αsk) = σu(αs + αsk) = αusu−1 + αusku−1 .
Hence
1
a˙wsw−1
=
1
a˙usku−1
+
1
a˙usu−1
= 〈f, αusku−1〉+ 〈f, αusu−1〉 = 〈f, αwsw−1〉,
as desired.
This concludes the induction step. Finally, K-genericity of f follows from
Lemmas 5.5 and 7.2.
✷
8 Simply Laced Hecke Algebras
In this section we state q-analogues of Theorems 7.4 and 7.5. Let (ρ,K) be
a minimal AY pair for Hq(W ) satisfying Axiom (B).
Recall that, for an irreducible simply laced Coxeter system (W,S), a
single value qs = q (∀s ∈ S) is used in the definition of the Hecke algebra
Hq(W ). The field F can be, for example, the field of rational functions
C(q).
We first need a q-analogue of Lemma 7.2. An apparent obstacle is that,
since a¨t = (1− q)− a˙t, equation (3) of Lemma 6.3 now contains (linear and)
quadratic terms.
Definition 8.1 For any reflection t ∈ TK ∪ T∂K such that a˙t 6= 0 let
d˙t := 1−
1− q
a˙t
.
Thus
a˙t =
1− q
1− d˙t
.
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Proposition 8.2 If q 6= 1 and a˙0, a˙1, a˙2 6= 0 (in the notation of Lemma 6.3)
then equation (3) of Lemma 6.3 is equivalent to
d˙1 = d˙0 · d˙2.
Proof. We assume that q 6= 1 and a˙r 6= 0 for r ∈ {0, 1, 2}. thus d˙r is
well-defined and d˙r 6= 1 (for these values of r). If we define similarly
d¨r := 1−
1− q
a¨r
then a˙r + a¨r = 1− q is equivalent to
1
1− d˙r
+
1
1− d¨r
= 1,
namely to
d˙r d¨r = 1.
Equation (3) of Lemma 6.3 is now equivalent to
1
1− d˙0
·
1
1− d¨2
=
1
1− d˙0
·
1
1− d¨1
+
1
1− d˙1
·
1
1− d¨2
,
namely to
−d˙2
(1− d˙0)(1− d˙2)
=
−d˙1
(1− d˙0)(1− d˙1)
+
−d˙2
(1− d˙1)(1− d˙2)
.
Clearing denominators gives
d˙2(1− d˙1) = d˙1(1− d˙2) + d˙2(1− d˙0)
which is the claimed equation
d˙1 = d˙0 · d˙2.
✷
Thus, the proper q-analogue of the additive condition on 1
a˙r
for q = 1
(as in Lemma 7.2) is a multiplicative condition on d˙r.
Lemma 8.3 (q-analogue of Lemma 7.2) Let K be a convex subset of W
containing the identity element, let ρ : S → EK satisfy Axiom (B) and the
Hecke relation
(ρs − 1)(ρs + q) = 0 (∀s ∈ S),
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and assume that
a˙t, b˙t, b¨t 6= 0 (∀t ∈ TK).
Let d˙t be as in Definition 8.1. If s, t ∈ T satisfy m(s, t) = 3, then ρsρtρs =
ρtρsρt if and only if:
(a) For every w ∈ K such that ℓ(w) < ℓ(ws), ℓ(w) < ℓ(wt), and either
ws ∈ K or wt ∈ K (or both):
d˙wstsw−1 = d˙wsw−1 · d˙wtw−1 .
(b) For every w ∈ K such that ws,wt 6∈ K (and therefore ℓ(w) < ℓ(ws)
and ℓ(w) < ℓ(wt)):
d˙wsw−1 = d˙wtw−1 ∈ {q
1, q−1}.
The proof is similar to that of Lemma 7.2, and will be omitted.
For any integer k ∈ Z and parameter q let
[k]q :=
{
1−qk
1−q , if q 6= 1;
k, if q = 1.
For any k ∈ Z, [k]q is a rational function (actually, a Laurent polynomial)
of q. In particular: [−1]q = −q
−1, [1]q = 1 and [0]q = 0.
Theorem 8.4 (q-analogue of Theorem 7.4) Let Hq(W ) be the Iwahori-
Hecke algebra of an irreducible simply laced Coxeter group W , and let K
be a convex subset of W containing the identity element. If f ∈ V is K-
generic and 〈f, αs〉 ∈ Z (∀s ∈ S), then
a˙t :=
1
[〈f, αt〉]q
(∀t ∈ TK ∪ T∂K),
together with a¨t, b˙t and b¨t satisfying conditions (a) and (b) of Lemma 5.5,
define a representation ρ of Hq(W ) such that (ρ,K) is a minimal AY pair
satisfying Axiom (B).
Proof. Analogous to the proof of Theorem 7.4. Since a˙r =
1
[〈f,αr〉]q
, d˙r =
q〈f,αr〉. Condition (a) of Lemma 6.3 is satisfied, by Proposition 8.2, since
d˙wstsw−1 = q
〈f,α
wstsw−1
〉 = q〈f,αwsw−1+αwtw−1 〉 = d˙wsw−1 · d˙wtw−1 .
✷
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Theorem 8.5 (q-analogue of Theorem 7.5) Let Hq(W ) be the Iwahori-
Hecke algebra of an irreducible simply laced Coxeter group W , and let K
be a subset of W containing the identity element. If (ρ,K) is a minimal AY
pair for Hq(W ) satisfying Axiom (B) such that a˙t 6= 0 (∀t ∈ TK) and d˙s
(as in Definition 8.1) is an integral power of q (∀s ∈ S), then there exists a
K-generic f ∈ V such that
a˙t =
1
[〈f, αt〉]q
(∀t ∈ TK ∪ T∂K).
Proof. By induction on length as for q = 1, replacing the additivity of 1
a˙r
by the multiplicativity of d˙r.
✷
Note that Theorems 8.4 and 8.5 have more general versions (with less
restrictive assumptions), but their formulations are more complicated.
9 Induction and Restriction
The following observation gives a combinatorial procedure for restricting
AY representations to parabolic subgroups. This procedure is analogous to
the one given by Barbasch and Vogan for Kazhdan-Lusztig cell representa-
tions [4, Prop. 3.11].
Observation 9.1 Let (W,S) be a finite Coxeter system, and let P = 〈J〉
(J ⊆ S) be a parabolic subgroup of W . Let (ρ,K) be a minimal AY pair for
W . Then
(1) K is a disjoint union of sets of the form riDi where, for each i, ri ∈W
and Di is a minimal AY cell for P .
(2) The restricted representation ρ ↓WP is isomorphic to the direct sum⊕
i ψ
Di , where the sum runs over the Di in (1) above and, for each i,
ψDi is a minimal AY representation of P on VDi.
Proof. Axiom (A) is equivalent to the following statement: for any parabolic
subgroup P = 〈J〉 ofW (where J ⊆ S) and any w ∈ K, the “coset subspace”
VwP∩K is invariant under ρ(p), for all p ∈ P (see Observation 3.2 above). ✷
Remark 9.2 Here ψDi is some AY representation on the AY cell Di. Note
that, unlike the analogous restriction rule for Kazhdan-Lusztig representa-
tions, ψDi is not uniquely determined by Di.
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The following is a combinatorial procedure for induction, which is anal-
ogous to the one for Kazhdan-Lusztig cells, proved by Barbasch and Vogan
for Weyl groups [4, Prop. 3.15] and by Geck for Coxeter groups [13].
Theorem 9.3 Let (W,S) be a finite Coxeter system, P = 〈J〉 (J ⊆ S) a
parabolic subgroup of W , and W J be the set of all representatives of minimal
length of the right cosets of P in W . If (ψ,D) is a minimal AY pair for P ,
then:
1. DW J is a minimal AY cell for W .
2. The induced representation ψ ↑WP is isomorphic to a (minimal) AY
representation on VDW J .
Remark 9.4 DW J is a minimal AY cell, and not a just a union of AY
cells as in the analogous theorem for Kazhdan-Lusztig cells.
For the proof of Theorem 9.3 we shall need the following
Proposition 9.5 [7, Proposition 3.1.3] For r1, r2 ∈ W , r1 ≤ r2 (in weak
Bruhat order) if and only if DesT (r1) ⊆ DesT (r2).
Since r belongs to W J if and only if DesT (r) ∩ J = ∅, we conclude
Corollary 9.6 If r ∈W J and r′ ≤ r in weak Bruhat order, then r′ ∈W J .
Lemma 9.7 Let (W,S) be a finite Coxeter system, P a parabolic subgroup
of W generated by J ⊆ S and W J the set of minimal right coset represen-
tatives of P in W . Let s ∈ S be a simple reflection and let r ∈ W J . Then:
either
(1) rs ∈W J ; or
(2) rs 6∈ W J and rs = pr, where p ∈ J = S ∩ P is a simple reflection in
P .
Proof. If ℓ(rs) < ℓ(r) then DesT (rs) = DesT (r) \ {rsr−1} ⊆ DesT (r) and
therefore rs ∈W J . Assume, therefore, that ℓ(rs) > ℓ(r). Then DesT (rs) =
DesT (r) ∪ {rsr
−1}. If rsr−1 6∈ J then DesT (rs) ∩ J = ∅, so that again
rs ∈W J . If rsr−1 ∈ J then rs = pr with p = rsr−1 ∈ J , as claimed. ✷
Proof of Theorem 9.3. Let VD = spanC{Cm |m ∈ D} be the repre-
sentation space of ψ. VD is a right C[P ]-module. A representtaion space
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for ρ = ψ ↑WP is the right C[W ]-module N = VD ⊗C[P ] C[W ], with basis
B = {Cm ⊗ r |m ∈ D, r ∈W
J}. The action of ρ on basis elements is
ρs(Cm ⊗ r) = Cm ⊗ rs.
There are two cases:
(1) rs ∈W J : Then ρs(Cm ⊗ r) = Cm ⊗ rs ∈ B.
(2) rs 6∈ W J : Then, by Lemma 9.7, rs = pr with p ∈ J = P ∩ S. Since
(D, ψ) is an AY pair for P , we can write
ψp(Cm) = ap(m)Cm + bp(m)Cmp.
Thus
ρs(Cm ⊗ r) = Cm ⊗ rs = Cm ⊗ pr =
= ψp(Cm)⊗ r = ap(m)Cm ⊗ r + bp(m)Cmp ⊗ r.
Using the natural bijection φ : B → {Cmr |m ∈ D, r ∈ W
J} given by
φ(Cm ⊗ r) := Cmr we now have:
ρs(Cmr) =
{
Cmrs, if rs ∈W
J ;
ap(m)Cmr + bp(m)Cmrs, otherwise.
We conclude that the induced representation ρ on VDW J = span{Cmr| m ∈
D, r ∈W J} is AY. Thus DW J is an AY cell in W .
Verifying minimality (i.e., strong connectivity) of this cell is easy and is
left to the reader. ✷
Historical Note: Our first proof of Theorem 9.3 relied on the fact that,
for finite W , W J is a lattice under weak Bruhat order. This was proved by
Bjo¨rner and Wachs [8, Theorem 4.1].
10 Examples
Several concrete examples of AY representations will be described in this
section.
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10.1 Descent Representations
In this subsection we consider standard (rather than generalized) descent
classes, and assume q = 1. It is possible to carry out the analysis by trans-
lation into an identity cell (see Remark 7.1). However, it is more natural in
this context to consider directly general cells (not necessarily containing the
identity element). We shall take the latter route.
Definition 10.1 (K-genericity for general cells)
Let K be a convex subset of W containing the identity element. A vector f
in the root space V is K-generic if:
(i) For all t ∈ TK, 〈f, αt〉 6∈ {0, 1,−1}.
(ii) For all t ∈ T∂K, 〈f, αt〉 = ±1.
(iii) If w ∈ K, s, t ∈ S, m(s, t) = 3 and ws,wt 6∈ K then
εw,s〈f, αwsw−1〉 = εw,t〈f, αwtw−1〉 (= ±1),
where εw,s := 1 if and only if ℓ(ws) > ℓ(w) and −1 otherwise.
Lemma 10.2 Let q = 1, let K be a convex subset of W containing the
identity element, let ρ : S → EK satisfy Axiom (B) and the involution
relation ρ2s = 1 (∀s ∈ S), and assume that a˙t, b˙t, b¨t 6= 0 (∀t ∈ TK). If
s, t ∈ T satisfy m(s, t) = 3, then ρsρtρs = ρtρsρt if and only if:
(a) For every w ∈W such that ℓ(w) < ℓ(ws), ℓ(w) < ℓ(wt),
and |w〈s, t〉 ∩ K| ≥ 2: 1
a˙
wstsw−1
= 1
a˙
wsw−1
+ 1
a˙
wtw−1
.
(b) For every w ∈ K such that |w〈s, t〉 ∩ K| = 1, ~awsw−1 = ~awtw−1 = ±1.
Proof is similar to the proof of Lemma 7.2 and is omitted.
Note: It follows that Theorems 7.4, 7.5, 8.4 and 8.5 hold for general cells
(with Definition 7.3 replaced by Definition 10.1).
Recall the notation KA(w) from Definition 4.9.
Definition 10.3 Let w ∈ W , and let f be an arbitrary vector in the root
space V of W . Let
A = Af := {t ∈ T | 〈f, αt〉 ∈ {1,−1}}.
(1) Define
Kf (w) := KA(w).
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(2) If f is Kf (w)-generic then the corresponding AY representation of W ,
with the (SON) normalization (see Subsection 5.2), will be denoted
ρf (w).
For a finite simply laced Coxeter group W let
δ :=
1
2
∑
t∈T
αt,
half the sum of all the positive roots. (δ is more commonly denoted ρ, but
this letter has a different meaning in this paper.) In this section we consider
f = δ. Recall also that a finite crystallographic (in particular, simply laced)
Coxeter group is a Weyl group.
Fact 10.4 For every reflection t ∈ T
〈δ, αt〉 = ht(αt),
where the height ht(αt) is as defined in Section 2.
Proof. δ is also equal to the sum of all simple coroots (cf. [15, §13.3, Lemma
A]).
✷
A characterization of the corresponding cells follows.
Proposition 10.5 For every finite simply laced Coxeter groupW and every
element w ∈W , the cell Kδ(w) is a standard (left) descent class, i.e.,
Kδ(w) = {v ∈W | DesS(v) = DesS(w)}.
Proof. By Fact 10.4, 〈δ, αt〉 is a positive integer for every reflection t ∈ T ,
and 〈δ, αt〉 = 1 if and only if t ∈ S.
✷
Note that δ is Kδ(w)-generic for every w ∈W .
Definition 10.6 Let w ∈ W . The representation ρδ(w) of W is called the
descent representation corresponding to w.
An immediate consequence is an analogue of the classical Young Orthog-
onal Form for this family of representations.
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Corollary 10.7 (Orthogonal Form for Descent Representations)
Let W be a finite simply laced Coxeter group and let w ∈ W . Then, for
every Coxeter generator s ∈ S and every element v ∈ Kδ(w), ρ := ρδ(w)
satisfies
ρs(Cv) =


1
ht(α
vsv−1
)Cv +
√
1− 1
ht(α
vsv−1
)2Cvs, if ℓ(v) < ℓ(vs);
− 1
ht(α
vsv−1
)Cv +
√
1− 1
ht(α
vsv−1
)2Cvs, if ℓ(v) > ℓ(vs).
This extends the classical Young Orthogonal Form from irreducible Sn
representations to all descent representations of all finite simply laced Cox-
eter groups.
A q-analogue follows easily from Theorem 8.4. An extension to non
simply-laced Weyl groups will be carried out elsewhere.
Recall that a standard descent class is a union of Kazhdan-Lusztig cells
[16, §7.15].
Conjecture 10.8 For the q-analogue,
ρδ(w) ∼= Kazhdan-Lusztig representation on Kδ(w)
as Hq(W )-representations.
Conjecture 10.8 is related to the following general problem.
Problem 10.9 Let w1, w2 ∈W and let f1, f2 ∈ V . When is
ρf1(w1) ∼= ρ
f2(w2) ?
This problem will be studied in [2].
10.2 Irreducible Representations
Let λ be a partition of n, and let Q be a standard Young tableau of shape λ.
For a permutation π in the symmetric group Sn denote by Q
pi the tableau
obtained from Q by replacing each entry i by π(i). Then
Theorem 10.10 The subset KQ of the symmetric group Sn given by
KQ := {π ∈ Sn| Q
pi−1 is standard}
is a minimal AY cell. Moreover, KQ carries an AY representation which is
isomorphic to the irreducible Specht module Sλ.
In particular, every irreducible representation of the symmetric group Sn
may be realized as a minimal abstract Young representation.
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Proof (Sketch). For 1 ≤ i ≤ n let c(i) be the contents of i in Q. Let
fQ = (c(2) − c(1), . . . , c(n) − c(n − 1)) be the hook distances vector of Q.
One may verify that fQ is a KQ generic vector and that K
fQ(id) = KQ.
Moreover, the resulting representation matrices of the Coxeter generators
are given by the classical Young Form for the Specht modules.
✷
A detailed proof, as well as a full characterization of AY pairs in the
symmetric group are given in [2].
A similar theorem holds for Weyl groups of type B. Namely, every
irreducible representation of the hyperoctahedral group Bn may be realized
as a minimal abstract Young representation. A detailed proof will be given
in [2].
11 Appendix 1: Equivalence of Axioms
The aim of this section is to prove Theorem 5.2, stating the equivalence of
Axioms (A) and (B) under suitable assumptions.
Recall that (W,S) is a Coxeter system, (ρ,K) is a minimal AY pair for
(the Iwahori-Hecke algebra of) W , and
as(w) = as′(w
′) =⇒ bs(w) = bs′(w
′) (∀s, s′ ∈ S,w,w′ ∈ K).
In order to prove that ρ satisfies Axiom (B) we first prove it for Coxeter
groups with two generators, namely: dihedral groups.
Lemma 11.1 Let (W,S) be a Coxeter system with two generators: S =
{s1, s2}. Let (ρ,K) be a minimal AY pair for (the Hecke algebra of) W . If
(w, s), (w˜, s˜) ∈ K × S satisfy w˜s˜w˜−1 = wsw−1 then
as˜(w˜) =
{
as(w), if ℓ(ws)− ℓ(w) and ℓ(w˜s˜)− ℓ(w˜) have the same sign;
as(ws), otherwise.
The first case occurs, for (w˜, s˜) 6= (w, s), if and only if m = m(s1, s2) < ∞
and (w˜, s˜) = (wsw0, w0sw0), where w0 is the longest element in W . Note
that
w0s1w0 =
{
s1, if m is even;
s2, if m is odd.
Proof. First note that if (w˜, s˜) = (ws, s) then clearly w˜s˜w˜−1 = wsw−1, but
of course ℓ(ws)− ℓ(w) and ℓ(w˜s˜)− ℓ(w˜) have opposite signs.
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If m = ∞ then W = 〈s1, s2 | s
2
1 = s
2
2 = 1〉 is an infinite group, the free
product of two groups of order 2, and its Cayley graph is a doubly infinite
path. Every element of W has a unique reduced expression in terms of s1
and s2. It follows that in this case
w˜s˜w˜−1 = wsw−1 ⇐⇒ (w˜, s˜) ∈ {(w, s), (ws, s)},
and our claim trivially holds.
Assume now that 2 ≤ m <∞. W is then the dihedral group of order 2m,
and its Cayley graph is a 2m-cycle. Let w0 be the unique longest element
of W . It has two reduced expressions:
w0 = s1s2 · · · = s2s1 · · · ,
where both products have length m and their factors alternate between s1
and s2. Every other element of W has a unique reduced expression, of
length at most m− 1. W contains exactly m reflections, and each of them
has the form wsw−1 for some w ∈ W and s ∈ S. It can also be written as
(ws)s(ws)−1, (ww0)(w0sw0)(ww0)
−1 and (wsw0)(w0sw0)(wsw0)
−1. These
4 representations for a reflection are distinct, since the elements w, ws,
ww0 and wsw0 are distinct. We thus obtain at least 4 ·m representations
for reflections. The set of pairs W × S has 2m · 2 = 4m elements, and
therefore each reflection is obtained exactly 4 times in the form wsw−1.
Also, ℓ(ww0) = m− ℓ(w) so that
ℓ(w) < ℓ(ws) ⇐⇒ ℓ(wsw0) < ℓ(ww0) = ℓ(wsw0 · w0sw0).
Returning to our setting, we only need to show that if w,wsw0 ∈ K then
as(w) = aw0sw0(wsw0).
Assume for concreteness that s = s1. If w,ws1w0 ∈ K then there is a
unique shortest path (of length m−1) from w to ws1w0 in the Cayley graph
of W :
w → ws2 → ws2s1 → · · · → ws1w0.
K is a minimal AY cell, and is therefore convex (by Corollary 4.4(i)), so all
the vertices in this path belong to K. By Corollary 4.4(ii), all the edges
of the path carry nonzero coefficients b.(.). This path corresponds to the
unique reduced expression (of length m − 1) for s1w0. This expression is
obtained uniquely from each of the two reduced expressions for w0, by delet-
ing one letter: the first letter from s1s2 · · ·, and the last letter from s2s1 · · ·.
Comparing the coefficients of Cws1w0 in the two expressions for ρw0(Cw),
· · · ρs2ρs1(Cw) = · · · ρs1ρs2(Cw),
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shows that
as1(w) · Π(b) = Π(b) · aw0s1w0(ws1w0)
where
Π(b) := bs2(w)bs1(ws2) · · · 6= 0.
Therefore
as1(w) = aw0s1w0(ws1w0),
as claimed.
✷
For the general case of Theorem 5.2 we need a connectivity argument,
supplied by the following result.
Lemma 11.2 Let (W,S) be a Coxeter system, and let (w, s), (w˜, s˜) ∈W×S.
Then
w˜s˜w˜−1 = wsw−1
if and only if there exists a sequence of pairs
(w, s)
ε
−→ (w1, s1)
s˙1−→ (w2, s2)
s˙2−→ . . .
s˙k−1
−→ (wk, sk) = (w˜, s˜)
such that:
1. For 1 ≤ i ≤ k: (wi, si) ∈ W × S, wisiw
−1
i = wsw
−1, and w˜−1wi <
w˜−1wisi.
2. s1 = s and w1 = ws
ε, where
ε :=
{
0, if w˜−1w < w˜−1ws;
1, if w˜−1w > w˜−1ws.
3. For 1 ≤ i ≤ k−1: s˙i ∈ S\{si}, and if (sis˙i)
mi = 1 is the corresponding
Coxeter relation (mi ≥ 2) then mi 6=∞ and
si+1 =
{
si, if mi is even;
s˙i, if mi is odd.
Also,
w−1i wi+1 = s˙isi · · · ,
a product of length mi − 1, with factors alternating between s˙i and si.
39
4.
w˜−1w ≥ w˜−1w1 > w˜
−1w2 > . . . > w˜
−1wk = 1
(in right weak Bruhat order), and
ℓ(w˜−1wi)− ℓ(w˜
−1wi+1) = mi − 1 (1 ≤ i ≤ k − 1).
The lemma gives an explicit reduced expression:
w−1w˜ = sε(s˙1s1 · · ·) · · · (s˙k−1sk−1 · · ·).
Note also that si+1 6= si if and only if mi is odd, and then mi = m(si, si+1).
Corollary 11.3 [10, Ch. IV, §1, Prop. 3] Two simple reflections s, s˜ ∈ S
are conjugate in W if and only if they are connected, in the Dynkin diagram
of W , by a path consisting entirely of edges with odd labels.
Proof of Lemma 11.2. Clearly, if such a sequence exists then w˜s˜w˜−1 =
wsw−1.
Conversely, assume that w˜s˜w˜−1 = wsw−1. Let s1 := s and w1 := ws
ε,
where
ε :=
{
0, if w˜−1w < w˜−1ws;
1, if w˜−1w > w˜−1ws.
Then clearly w1s1w
−1
1 = wsw
−1, w˜−1w1 < w˜
−1w1s1 and w˜
−1w ≥ w˜−1w1.
Inductively, assume that w˜−1wi < w˜
−1wisi = s˜w˜
−1wi. If w˜
−1wi =
1 then (wi, si) = (w˜, s˜) and we are done. Thus assume that w˜
−1wi 6=
1. Choosing a reduced expression for w˜−1wi gives two distinct reduced
expressions for w˜−1wisi = s˜w˜
−1wi. One of these has si as the rightmost
letter, while the other does not. Any reduced expression can be transformed
into any other reduced expression of the same group element by a sequence
of braid moves [7, Theorem 3.3.1(ii)]. In our case, at some point during this
process si ceases to be the rightmost letter in the expression. This means
that at this point we use a braid relation · · · s˙isi = · · · sis˙i (mi ≥ 2 letters
on each side), where s˙i ∈ S \ {si} and (sis˙i)
mi = 1. Thus there exists a
reduced expression ri for which
w˜−1wisi = ri · · · s˙isi = ri · · · sis˙i (9)
(two reduced expressions), where the length of each “· · ·” is mi − 2 ≥ 0. In
particular, w˜−1wi = ri · · · s˙i so that
s˜ri · · · s˙i = s˜w˜
−1wi = w˜
−1wisi = ri · · · s˙isi = ri · · · sis˙i.
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The “tails” (of length mi − 1) in the first and last expressions in the above
line are equal. Thus either s˜ri = risi (for mi even) or s˜ri = ris˙i (for mi
odd). Let wi+1 := w˜ri and
si+1 :=
{
si if mi is even;
s˙i if mi is odd.
Then wi+1si+1 = w˜risi+1 = w˜s˜ri, so that wi+1si+1w
−1
i+1 = w˜s˜w˜
−1. Also
w˜−1wi+1 = ri < risi+1 = w˜
−1wi+1si+1 and w
−1
i wi+1 = s˙i · · · (of length
mi − 1).
Since ℓ(w˜−1wi)−ℓ(w˜
−1wi+1) = mi−1 > 0 by (9), this process must stop
after a finite number of steps, and then necessarily w˜−1wk = 1 as above.
This completes the proof.
✷
Proof of Theorem 5.2. We assume that ρ satisfies Axiom (A) and that
(ρ,K) is a minimal AY pair. As noted above, we only need to show that if
(w, s), (w˜, s˜) ∈ K×S satisfy w˜s˜w˜−1 = wsw−1 and, say, ℓ(w) < ℓ(ws) as well
as ℓ(w˜) < ℓ(w˜s˜), then as(w) = as˜(w˜).
By Lemma 11.2 there exists a geodesic (with special structure) from w to
w˜ inW . By the convexity of K (Corollary 4.4(i)), this geodesic is actually in
K. This geodesic decomposes into segments, each of which belongs to a coset
in W of a parabolic subgroup with two generators, si and s˙i. Lemma 11.1
and the special properties of the path complete the proof.
✷
12 Appendix 2: The b-independence of Characters
The aim of this section is to prove the following result, answering affirma-
tively Problem 1.7:
Theorem 12.1 Let (ρ,K) be an AY pair satisfying Axiom (B). If K is finite
then all the corresponding character values are polynomials in a-coefficients
only (no b-coefficients).
We shall need the following result.
Lemma 12.2 Fix a reflection t ∈ T . Deleting from the Cayley graph
X(W,S) all the edges {w,ws} for which wsw−1 = t leaves exactly two
connected components. Each deleted edge has one vertex in each of these
components.
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Proof. By Corollary 4.11 (with A = {t}), the connected components are
exactly the nonempty generalized descent classes of the form WD{t}, where
either D = ∅ or D = {t}. These two classes are clearly nonempty and, by
Theorem 4.7, convex; thus, in particular, connected. The remaining claim
follows from Proposition 4.8.
✷
Proof of Theorem 12.1. Fix g ∈ W and write it as a product of genera-
tors:
g = sik · · · si1 (sij ∈ S, ∀j).
Let 〈·, ·〉 be the inner product on VK for which {Cw |w ∈ K} is an orthonor-
mal basis. The character value at g,
Tr(ρg) =
∑
w∈K
〈ρg(Cw), Cw〉 =
∑
w∈K
〈ρsik · · · ρsi1 (Cw), Cw〉,
is, according to Axiom (A), a sum of products of the form
x1(w0)x2(w1) · · · xk(wk−1), (10)
where each xj is either asij or bsij (1 ≤ j ≤ k),
w0 := w,
wj :=
{
wj−1, if xj = asij
wj−1sij , if xj = bsij
(1 ≤ j ≤ k),
and the sum is over all the choices of x1, . . . , xk for which wk = w0 (and
wj ∈ K, ∀j). It suffices to show that each of these products can be rewritten
in terms of a-coefficients only.
Consider a fixed product (10), with wk = w0. Geometrically, this prod-
uct corresponds to a closed walk in the Cayley graph of W : w0 → w1 →
. . . → wk = w0. Each step in this walk is either a loop wj−1 → wj−1 (if
xj = asij ) or a directed edge wj−1 → wj−1sij (if xj = bsij ). Now, according
to Axiom (B),
bs(w) ∈ {b˙wsw−1, b¨wsw−1}.
It suffices to show that all the b-coefficients in the product (10) can be paired
into products of the form b˙tb¨t, which by Lemma 5.5(a) can be expressed using
a-coefficients only.
Indeed, fix t ∈ T . By Lemma 12.2, the edges {w,ws} for which wsw−1 =
t occur in any given closed walk an even number of times. Moreover, exactly
half of these occurrences correspond to factors b˙t, and half to b¨t (by Axiom
(B), Proposition 4.8, and the characterization of the connected components
in the proof of Lemma 12.2). This completes the proof.
✷
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