We present a convolutional neural network design with additional branches after certain convolutions so that we can extract features with differing effective receptive fields and levels of abstraction. From each branch, we transform each of the final filters into a pair of homogeneous vector capsules. As the capsules are formed from entire filters, we refer to them as filter capsules. We then compare three methods for merging the branches-merging with equal weight and merging with learned weights, with two different weight initialization strategies. This design, in combination with a domain-specific set of randomly applied augmentation techniques, establishes a new state of the art for the MNIST dataset with an accuracy of 99.84% for an ensemble of these models, as well as establishing a new state of the art for a single model (99.79% accurate). These accuracies were achieved with a 75% reduction in both the number of parameters and the number of epochs of training relative to the previously best performing capsule network on MNIST. All training was performed using the Adam optimizer and experienced no overfitting.
Introduction and Related Work
The best performing convolutional networks of the past several years have all explored multiple paths from input to classification [1] [2] [3] [4] [5] [6] . The idea behind multiple path designs is to enable one or more of the following to contribute to the final classification: (a) different levels of abstraction, (b) different effective receptive fields, and (c) valuable information learned early to flow more easily to the classification stage. In [1] and [2] , the authors' design branched and merged by filter concatenation many times as well as producing two different classifications that were summed together, each having been assigned predetermined weights. In this paper, we present a network design that produces three classifications and we report the results of experiments that sum them together with both predetermined equal weights and with weights learned via backpropagation.
Capsules (vector-valued neurons) have become a more active area of research since [7] , which demonstrated near state of the art performance on MNIST classification (at 99.75%) by using capsules and a routing algorithm to determine which capsules in a previous layer feed capsules in the subsequent layer. In [8] , the authors extended this work by arXiv:2001.09136v3 [cs.CV] 31 Jan 2020 conducting experiments with an alternate routing algorithm. In [9] , the authors presented a capsule network design that used element-wise multiplication between capsules in subsequent layers with no routing mechanism, rather than matrix multiplication with a routing mechanism. They referred to this capsule design as homogeneous vector capsules. In this paper, we will be detailing a network design and experiments conducted with homogeneous vector capsules applied to the MNIST classification task which achieved a single model accuracy of 99.79% and an ensemble accuracy of 99.84%. Our design accomplishes this with a 75% reduction in both the number of parameters in the model and the number of epochs used to train a single model (relative to [7] ).
Most (but not all [10] [11] ) of the state of the art MNIST results achieved over the past decade have used data augmentation [12] [13] [6] . In addition to the network design, a major part of our work involved applying an effective data augmentation strategy that included transformations informed specifically by the domain of the data. For example, we wanted to be sure we did not rotate our images into being more like a different class (e.g. rotating an image of the digit 2 by 180 degrees to create something that would more closely resemble a malformed 5). Nor did we want to translate the image content off of the canvas and perhaps cut off the left side of an 8 and thus create a 3.
Proposed Network Design
The starting point for our network design was a conventional convolutional neural network following many widely used practices. These include stacked 3x3 convolutions, each of which used ReLU [14] activation preceded by batch normalization [15] . We also followed the common practice of increasing the number of filters in each subsequent convolutional operation relative to the previous one. Specifically, our first convolution uses 32 filters and each subsequent convolution uses 16 more filters than the previous one, resulting in 160 filters present in the final convolution. Additionally, the final operation before classification was to softmax the logits and to use categorical cross entropy for calculating loss.
One common design element found in many convolutional neural networks which we intentionally avoided was the use of any pooling operations. We agree with Geoffrey Hinton's assessment [16] of pooling as an operation to be avoided due to the information it "throws away". Effectively, pooling is a form of down-sampling and, in the presence of sufficient computational power, should be avoided. With the MNIST data being 28x28, we have no need to down-sample as there exists sufficient computational power for images of this size. In choosing not to down-sample, we face the potential dilemma of how to reduce the dimensionality as we descend deeper into the network. This dilemma is solved by choosing not to zero-pad the convolution operations and thus each convolution operation by its nature reduces the dimensionality by 2 in both the horizontal and vertical dimensions. We deem choosing not to zero-pad as preferable in its own right in that zero padding effectively adds information not present in the original sample.
Beyond these design choices, we chose to employ two relatively novel design elements: 1) Rather than having a single monolithic design such that each operation in our network feeds into the next operation and only the next operation, we chose to create multiple branches. After the first two sets of three convolutions, in addition to feeding to the subsequent convolution, we also branched off the output to be forwarded on to an additional operation (detailed next). Thus, after all convolutions have been performed, we have three branches in our network. a) The first of which has been through three 3x3 convolutions and consists of 64 filters each having an effective receptive field of 7 of the original image pixels. b) The second of which has been through six 3x3 convolutions and consists of 112 filters each having an effective receptive field of 11 of the original image pixels. c) The third of which has been through nine 3x3 convolutions and consists of 160 filters each having an effective receptive field of 15 of the original image pixels. 2) For each branch, rather than flattening the outputs of the convolutions into scalar neurons, we instead transformed each filter into a vector to form the first capsule in a pair of homogeneous vector capsules. We then performed element-wise multiplication of each of these vectors with a set of weight vectors (one for each class) of the same length. This results in nxm weight vectors where n is the number of filters that were transformed into the first set of capsules and m is the number of classes. We summed across the filters to form the second capsule in the pair of homogeneous vector capsules. It is after this that we applied batch normalization and then ReLU activation. Because these capsules are formed one-to-one from entire filters, we see them as a sub-type of homogeneous vector capsules which we refer to as a Homogeneous Filter Capsules (HFCs). We reduce each vector to a single value per class by summing the components of the vector. These values can be thought of as the branch-level logits. As the filter size coming out of the first branch is 22x22, the length of the HFC vectors for this branch is 484. For the second branch, consisting of 16x16 sized filters, the vectors are of length 256, and for the third branch, consisting of 10x10 sized filters, the vectors are of length 100.
Before classifying, we needed to reconcile the three branch-level sets of logits with each image only belonging to one class. We accomplished this by stacking the branch-level logits into vectors of length 3, one for each class. We then reduced by summation each vector to a single value to form the final set of logits to be classified from. We used no weight decay regularization nor any form of dropout regularization. Although these methods are effective, it is our view that "heavy" weights or co-adapted weights don't directly cause poor generalization but rather are simply strongly correlated with poor generalization. As such, we were interested in investigating the generalization properties of our novel network design elements in the absence of other techniques associated with good generalization. In addition, we intentionally left out any form of "routing" algorithm as in [7] and [8] , preferring to rely on traditional trainable weights (see Table 1 ) and back-propagation. The experiments for which the branch weights were learned required an additional 3 trainable parameters (one for each branch weight).
3 Experimental Setup
Merge Strategies
In [1] and [2] , the authors chose to give static, predetermined weights to both output branches and then added them together. In our case, we conducted three separate experiments of 32 trials each in order to investigate the effects of predetermined equal weighting of the branch outputs compared to learning the branch weights via backpropagation:
1) Not learnable. For this experiment, we merged the three branches together with equal weighting in order to investigate the effect of disallowing any one branch to have more impact than any other. 2) Learnable with randomly initialized branch weights. (Abbreviated as Random Init. subsequently.) For this experiment, we allowed the weights to be learned via backpropagation. We initialized the 3 trainable parameters using a Glorot uniform distribution [17] , which for the case of a vector of 3 trainable parameters happens to be a random uniform distribution within the range [-1,1]. 3) Learnable with branch weights initialized to one. (Abbreviated as Ones Init. subsequently.) For this experiment, we also allowed the weights to be learned via backpropagation. The difference with the Random Init. experiment being that we initialized the weights to 1. We conducted this experiment in addition to the Random Init. experiment in order to understand the difference between starting with random weights and starting with equal weights that are subsequently allowed to diverge during training.
Data Augmentation
By modern standards, in terms of dataset size, MNIST has a relatively low number of training images. As such, judicious use of appropriate data augmentation techniques is important for achieving a high level of generalizability in a given model. In terms of structure, hand-written digits show a wide variety in their rotation relative to some shared true "north", position within the canvas, width relative to their height, and the connectedness of the strokes used to create them. Throughout training for all trials, every training image in every epoch was subjected to a series of four operations in order to simulate a greater variety of the values for these properties.
1) Rotation. First, we randomly rotated each training image by up to 30 degrees in either direction. The amount of rotation applied to each training image was chosen by multiplying the value 30 by a sample drawn from a random normal distribution with mean 0 and standard deviation 0.33, clamped to a minimum of -1 (which would result in a left rotation of 30 degrees) and a maximum of 1 (which would result in a right rotation of 30 degrees). Whether to actually apply this rotation was chosen by drawing from a Bernoulli distribution with probability p of 0.5 (a fair coin toss). 2) Translation. Second, we randomly translated each training image within the available margin present in that image. In [7] , the authors limited their augmentation to shifting the training images randomly by up to 2 pixels in either or both directions. The limit of only 2 pixels for the translation ensured that the translation is label-preserving. As the MNIST training data has varying margins of non-digit space in the available 28x28 pixel canvas, using more than 2 pixels randomly, would be to risk cutting off part of the digit and effectively changing the class of the image. For example, a 7 that was shifted too far left could become more appropriately classed as a 1, or an 8 or 9 shifted far enough down could be more appropriately classed as a zero. The highly structured nature of the MNIST training data allows for an algorithmic analysis of each image that will provide the translation range available for that specific image that will be guaranteed to be label-preserving. Figure 2 shows an example of an MNIST training image that has an asymmetric translation range that, as long as any translations are performed such that the digit part of the image is not moved by more pixels than are present in the margin, will be label preserving. In other words, the specific training example shown in Figure 2 could be shifted by up to 8 pixels to the left or 4 to the right and up to 5 up or 3 down, and after doing so, all of the pixels belonging to the actual digit will still be in the resulting translated image. The amount within this margin to actually translate a training image was chosen as follows: a) Whether to translate up or down and whether to translate left or right were drawn independently from a Bernoulli distribution with probability p of 0.5 (a fair coin toss). b) The amount of translation across the margin in each chosen direction was determined from the absolute values of two independent samples drawn from a normal distribution with mean 0 and standard deviation 0.33 and clamped to a maximum translation of the entire margin as to avoid translating out of the image's bounds.
3) Width. Third, we randomly adjusted each training image's width. MNIST images are normalized to be within a 20x20 central patch of the 28x28 canvas. This normalization is ratio-preserving, so all images are 20 pixels in the height dimension but vary in the number of pixels in the width dimension. This variance not only occurs across digits, but intra-class as well, as different peoples' handwriting can be thinner or wider than average. In order to train on a wider variety of these widths, we randomly compressed each image's width and then added equal zero padding on either side, leaving the digit's center where it was prior. This was inspired by a similar approach adopted in [6] . In their work, they created 6 additional versions of the MNIST training data set, where they normalized the width of the digits to 10, 12, 14, 16, 18, and 20 pixels. They then fed those data sets as well as the original MNIST data into 7 columns in their architecture. In our work, we compressed the width of each sample randomly within a range of 0-25%. The portion of that range of compression was the absolute value of a sample drawn from a random normal distribution with mean 0 and standard deviation 0.33, clamped to a maximum of 100% (that is 100% of the 25%). 4) Random Erasure. Fourth, we randomly erased (setting to 0) a 4x4 grid of pixels chosen from the central 20x20 grid of pixels in each training image. The X and Y coordinates of the patch were drawn independently from a random uniform distribution. This was inspired by the random erasing data augmentation method in [18] . The intention behind this method was to expose the model to a greater variety of (simulated) connectedness within the strokes that make up the digits. An alternative interpretation would be to see this as a kind of feature-space dropout.
Training
In [9] , the authors show that Homogeneous Vector Capsules (HVCs) enable the use of adaptive gradient descent methods in convolutional neural networks, a practice previously deemed sub-optimal and prone to extreme overfitting. We followed the training methodology they used and trained with the Adam optimizer [19] using all of the default/recommended parameter values, including the base learning rate of 0.001. Also, as in both [9] and [7] , we exponentially decayed the base learning rate. For our experiments, which trained for 300 epochs, we applied an exponential decay rate of 0.98 per epoch, clamped to a minimum of 1 × 10 −6 . And like in [9] , we were able to continue to train for many epochs without experiencing overfitting. (See Figure 3 and Figure 4 .)
Test accuracy was measured using the exponential moving average of prior weights with a decay rate of 0.999. [20] 4 Experimental Results
Individual Models
For each of our three experiments, we ran 32 trials, each of which with weights randomly initialized prior to training and, due to the stochastic nature of the data augmentation, a different set of training images. As a result, training progressed to different points in the loss surface resulting in a range of values for the top accuracies that were achieved on the test set. See Table 2 .
The trial that achieved 99.79% test accuracy establishes a new state of the art for a single model where the previous state of the art was 99.77% [12] . 4 additional trials achieved 99.78% test accuracy, also surpassing the previous state of the art. Although all three experiments produced similar results, the experiment that initialized the learnable branch weights randomly had a higher average accuracy across a greater number of epochs than the experiment that used non-learnable and equal branch weights and higher than all epochs of the experiment that initialized the learnable branch weights to one (see Figure 3) . Additionally, the experiment that initialized the learnable branch weights randomly had a lower loss than either of the other two experiments across all epochs (see Figure 4 ).
Ensembles
Ensembling multiple models together and predicting based on the majority vote among the ensembled models routinely outperforms the individual models' performances. Ensembling can refer to either completely different model architectures with different weights or the same model architecture after being trained multiple times and finding different sets of weights that correspond to different locations in the loss surface. The previous state of the art of 99.82% was achieved using an ensemble of 30 different randomly generated model architectures [5] . Our ensembling method used the same architecture with different sets of weights learned during different trials. We matched the previous state of the art with 4,544 ensembles. We surpassed this with 44 ensembles that achieved an accuracy of 99.83% and established a new state of the art of 99.84% with one ensemble. See Table 3 . In order to find these ensembles, we ran 32 trials for each of the three experiments. For each trial, we saved the weights that were used to achieve the highest test accuracy throughout the 300 epochs of training. We then calculated the majority vote for all possible combinations of those weights across trials. 
Branch Weights
What follows are visualizations of the final branch weights (after 300 epochs of training) for each of the branches in all 32 trials of the experiment wherein the branch weights were initialized to one (see Figure 5 ) and of the experiment wherein the branch weights were initialized randomly (see Figure 6 ).
In Figure 5 , we see that for all trials, the ratio between the learned branch weights is consistent, demonstrating that the amount of contribution from each branch plays a significant role. In Figure 6 , as the weights were initialized randomly, the initial weights for some trials' branches were negative, leading the backpropagation algorithm to learn a negative weight for that specific weight of the branch. This does not mean that the branch prediction was consistently poor and thus down-weighted, but rather, the backpropagation algorithm copes with the initial negative value of the branch by learning the inverse relationship between weight of detected features and the predicted class. Regardless of the sign of the branch weight, the magnitude of each branch's weight is consistent across trials and consistent with the trials from the experiment in which the weights were initialized to one. 
Troublesome Digits
Across all 96 trials, there was total agreement on 9,907 out of the 10,000 test samples. There were 48 digits that were misclassified more often than not across all 96 trials, but only 21 digits were misclassified more often than not within the 32 trials of any one experiment. This shows that although the accuracies of the models in the three experiments were quite similar, the different merge strategies of the three experiments did have a significant effect on classification.
Across all 96 trials, only 4 samples were misclassified in all models. Those samples, as numbered by the order they appear in the MNIST test dataset (starting from 0) are 1901, 2130, 2293, and 6576. The Not Learnable experiment had no trial that correctly predicted sample 3422. The Random Init. experiment had no trial that correctly predicted sample 2597 correctly. The Ones Init. experiment had no trial in which either 2597 or 3422 were predicted correctly. It is interesting that, in addition to the 4 that no trial predicted correctly, the 2 that the Ones Init. experiment predicted incorrectly were the fifth digits not predicted by the Not Learnable and Random Init. experiments. 
MNIST State of the Art
In Table 4 we present a comparison of previous state of the art MNIST results for both single model evaluations and ensembles along with the results achieved in our experiments. How long a model takes to train is an important factor to consider when evaluating a neural network. Indeed, it is an enabling factor during initial experimentation as faster training leads to a greater exploration of the design space. In Table 5 we present a comparison of the number of epochs of training used in experiments for the results achieved in the networks shown in Table 4 . Across all trials, our design achieved peak accuracy in an average of 88.35 epochs, with a minimum peak achieved in 25 epochs and a maximum peak achieved at epoch 266. One trial achieved an accuracy of 99.78%, surpassing the previous state of the art, in 56 epochs. Since, we allowed all trials to run for up to 300 epochs, that is the number we report in Table 5 . [12] 15,000 Multi-Column Deep Neural Networks for Image Classification [6] 800 Regularization of Neural Networks using DropConnect [13] 1,200 RMDL: Random Multimodel Deep Learning for Classification [5] 120 Branching & Merging CNN w/HFCs 300 Neither [10] nor [11] report on how many epochs their designs were trained for.
Conclusion
In this paper, we proposed using a simple convolutional neural network and established design principles as a basis for our architecture. We then presented a design that branched out of the series of stacked convolutions at different points to capture different levels of abstraction and effective receptive fields, and from these branches, rather than flattening to individual scalar neurons, used capsules instead.
We also investigated three different methods of merging the output of the branches back into a single set of logits. Each of the three merge strategies generated models that could be ensembled to create new state of the art results. Although the experiment that initialized the branch weights to ones produced an ensemble with a higher accuracy than the other two experiments, the experiment that initialized the branch weights randomly produced the most ensembles at or exceeding the previous state of the art, as well as having a slightly higher average and lower standard deviation across the trials. This suggests that the random initialization method is preferred.
Beyond the network architecture, we proposed a robust and domain specific data augmentation strategy aimed at simulating a wider variety of renderings of the digits.
In doing this work, we established new MNIST state of the art accuracies for both a single model and an ensemble. In addition to the network design and augmentation strategy, the ability to use an adaptive gradient descent method [9] allowed us to achieve this on consumer hardware (2x NVIDIA GeForce GTX 1080 Tis in an otherwise unremarkable workstation) and was an enabling factor in both initial explorations and the training of the 96 trials.
