This paper describes the prospect of high-fidelity simulation and design. We argue that high-fidelity design must be significantly faster, preferably real-time, for it to reach its full potential. This paper describes two relatively new research directions that can contribute to this goal.
to replace the Space Shuttle. 6 The simulation matched wind tunnel measurements and gave engineers much insight into the cause of the vibrations and how to design the rocket to reduce the vibration. NASA also demonstrated adjoint-based design capability for turbulent flow over a UH60 helicopter in forward flight. 7 High-fidelity design is happening, right now.
The real question, however, is whether high-fidelity design will be widely adopted in aerospace engineering. Will it become a common and widely-available tool? Will it revolutionize how aerospace engineers work? Will such tools lead to vastly accelerated and cheaper aerospace design cycles? Will they enable a culture of unprecedented innovation?
The answer to these questions hinges on whether high fidelity design tools can become not only higher fidelity, but also significantly faster and cheaper. Design using high fidelity simulations are currently very slow. Even on a high-end supercomputer, each simulation typically runs for days or weeks.
2, 7 This is mainly because high-fidelity CFD simulations often require sequentially advancing through tens of thousands to millions of time steps. These unsteady simulations are parallelized only in the spatial domain, because efforts towards parallelizing them in time is challenged by complex nonlinear dynamics these simulations can exhibit. 8, 9 In addition, simulation-based design usually takes many iterations of such simulations, and therefore takes at least months to complete. Methods to accelerate CFD-based design, such as the adjoint method, is scarcely available, and is also challenged by complex nonlinear dynamics of these simulations.
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As a result, high-fidelity design is attempted only by the most visionary, brave and resourceful pioneers in aerospace engineering. To become a slide rule for aerospace engineers, high-fidelity design must be faster, orders of magnitude faster.
I believe we can and will make high fidelity design orders of magnitude faster. To do so, we need to transform current software tools and technologies used in simulation and design. These tools and technologies must not only significantly accelerate high-fidelity simulations, but also significantly reduce the number of iterations needed to complete a high-fidelity design. These two goals are pursued by researchers in many fields. Better numerical algorithms, e.g., high order methods, 11, 12 aims to significantly reduce the degrees of freedom needed to perform accurate CFD simulations, thereby accelerating it. Better treatment of turbulence, e.g., wall models for Large Eddy Simulations, can also significantly accelerate these simulation.
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Parallel-in-time methods can scale a moderate-sized high-fidelity simulation to very large parallel computers, leading to faster simulations. 8 Better optimization algorithms, 16 including those that can exploit additional level of parallism, 17 can lead to faster design optimization. Acceleration achieved in these fields, together with improvements in computing hardware, have multiplicative effect. If considerable progress is made in each of these fields, combining them would lead to significant acceleration to high-fidelity design.
In addition, new ways of accelerating high-fidelity design is important to explore, precisely because of this multiplicative effect. The rest of this paper describes two new and promising research directions towards these two goals. Section 3 is devoted to the swept decomposition rule, a new way to accelerate high-fidelity simulations; Section 4 is devoted to for high-fidelity design.
III. Towards faster high-fidelity simulations: Swept domain decomposition rule for breaking the latency barrier CFD is currently limited by the latency barrier. In a parallel simulation, computing nodes communicate to each other frequently. Each communication takes at least a few microseconds, and on a common network, tens of microseconds. This minimum communication time, regardless of how much information is communicated, is the network latency. 18, 19 If network latency exceeds the computing time between consecutive communications, scaling to more nodes does not accelerate the simulation. 18 This barrier to scaling is called the latency barrier. Network latency improves slowly, on average by no more than 10 to 20 percent per year. 20 To significantly accelerate high-fidelity CFD, the latency barrier must be broken. The swept domain decomposition rule 21 is a promising technology that breaks the latency barrier by communicating less often. The rule decomposes space and time into subdomains with swept boundaries, as opposed to static subdomains whose boundaries are straight in the time axis. The swept subdomains respect the domains of influence and dependency of the discretized PDE, making it possible to communicate once per many time steps. The swept domain decomposition enables simulations to be solved significantly faster than what is possible with static, straight decomposition.
The swept decomposition rule works with finite difference, finite volume, and finite element methods. These methods discretize the spatial domain into a spatial graph; each point in the graph represents a grid point, a control volume, or an element; each edge represents that one grid is in the stencil of the other, two control volumes share an interface, or two elements share the support of a basis function. The swept rule can break the latency barrier in CFD solver components that require no global communication, including explicit time stepping and fixed-point iterations (e.g., red-black Gauss-Seidel). Such components can typically be decomposed into elementary sub-steps that require communication only between neighbors in the spatial graph. The swept rule decomposes the tensor product of discrete space (spatial graph) and discrete time (sub-steps), in a way that each subdomain, spanning many sub-steps, can be computed by a computing node without communicating with other nodes. Figure 2(a)-(f) show how the swept rule can work in two spatial dimensions, by using three arrays of lines travelling in three directions with obtuse angle to each other. The resulting three arrays of faces decomposes space-time into oblique cubes whose diagonal is aligned with the time dimension. This concept may be generalized to three dimensional space, with four arrays of faces travelling in four directions, forming four arrays of hyper-planes decomposing space-time into oblique hyper-cubes.
Research and development in swept decomposition rule can significantly benefit from a class of meshing algorithm for space-time discontinuous Galerkin method. [22] [23] [24] [25] These meshing algorithms, e.g., the tentpitcher algorithm, 26 partitions the continuous space-time into elements, such that the element boundaries respect the physical domain of influence and dependency. Most of these algorithms can be generalized to discrete space-time, leading to more scalable PDE solution algorithms that break the latency barrier.
IV. Towards faster high-fidelity design: Least squaares shadowing adjoint
To enable high-fidelity design in real time, not only the simulations but also the design process need to be significantly faster. including Large Eddy Simulations Essential to faster design is efficient optimization algorithm. A gradient-based algorithm runs far more efficiently than gradient-free algorithms for problems with many design variables. We can reduce the number of costly high fidelity simulations in optimization if we can compute the gradient of the objective function using the adjoint method.
The adjoint method is a powerful method in PDE-constrained optimization. 27, 28 It traces sensitivities from the objective function backward to the design variables. This backward propagation of sensitivities is governed by the adjoint equation, which can be derived from the forward model using differentiation, chain rule and (in continuous adjoint) integration by parts. The solution to the adjoint equation can drive a gradient based optimization scheme to efficiently solve very high dimensional optimization problems in aerodynamic shape design and optimal control.
29, 30
Despite its potential, the adjoint method suffers from a fundamental problem when combined with chaotic nonlinear dynamics often observed in high fidelity CFD. Chaotic models are sensitive to initial conditions, a phenomenon popularly known as the "butterfly effect". A small perturbation to the equation can make an exponentially growing difference in its solution, until the differences saturated by nonlinearity in the model. Solutions to the adjoint equation suffer from the same exponential growth, only that the adjoint equation is linear, making the growth of its solution unbounded. When the adjoint equation is integrated over a long time period, such diverging solution can lead to a computed gradient that is orders of magnitude too large. Such wrong and useless gradients are computed from the adjoint solution even when the objective function consists of well-defined statistical or climate quantities, long time averages that are proven to be differentiable by Ruelles linear response theory. 31 As a result, it has only been applied to very limited cases of high fidelity simulations.
This divergent behavior of the adjoint is first analyzed by Lea et al. 32 in the context of climate modeling. The same divergence is discovered in chaotic, turbulent flow simulations by several investigators using a variety of flow solvers. In NASA Ames, the divergent adjoint was observed in 2D cylinder wakes, using an incompressible discontinuous Galerkin flow solver. 33 The divergent adjoint was observed in a separated airfoil, using NASA's flow solver FUN3D.
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This difficulty, manifesting as divergent adjoint, arises because of the sampling error. Unless a precisely defined initial condition is given, only infinite-long time averaged quantities in a chaotic system are completely predictable and therefore eligible as quantities of interest in engineering design. Any finite time average is less predictable in that it differs from its infinite-long time average counterpart by a small amount. This small amount, called the sampling error, behaves much like an instantaneous quantity in chaotic systems: it is unpredictable, apparently random; and is sensitive to small perturbations. The longer we time average a quantity, the smaller the sampling error we can expect it to have. Its rate of diminishing, however, is so slow that the sampling error is negligible in few practical simulations. Causing more trouble than its non-negligible size is its sensitivity to perturbations. A small change in the design can change the sampling error unpredictably. When performing sensitivity analysis on a finite time average, which is the sum of the infinite-long time average and the sampling error, the sensitivity of the sampling error often overwhelms the sensitivity of the infinite-long time average. When this happens, it is difficult to deduce the sensitivity of the infinite-long time average, which is the true quantity of interest, from the sensitivity of the finite time average, which is what can practically be computed from a simulation.
One way to overcome this problem is by filtering. The sampling error can be modeled as statistical noise that is independent for each design. Statistical filtering through a large number of designs would therefore remove the effect of the noise. Because it requires many simulations, however, filtering is expensive, to the point that it may not even be practical when the space of possible designs has many dimensions.
To overcome this problem, we must decouple the sensitivity of statistics from the realization of the flow field. A promising approach to this question is the shadowing approach. 35 The idea is to linearize the governing equation of a chaotic simulation, but not the initial condition. Liberated from the initial condition, the resulting linearized equation has many solutions. They describe how different the flow over a fixed pair of similar designs can be. Almost all these solutions diverge exponentially, but some of them do not. The ones that stay bounded are called shadowing solutions -they follow or "shadow" a given trajectory. Such shadowing simulations annot be obtained from the same governing law with different initial conditions, because the butterfly effect will cause them to have totally different snapshots after a while. Neither can shadowing be achieved by simulating different governing laws, such as different designs of a jet engine turbine blade, but starting from the same initial condition. The simulations would again diverge from each other. Shadowing can be achieved, however, by simultaneously perturbing both the governing law and the initial condition. The existence of such shadowing is guaranteed by the shadowing lemma of dynamical systems under strict conditions. The Least Squares Shadowing method finds such pairs of shadowing simulations, and performs sensitivity analysis with them. As the length of the simulation increases, not only does a time averaged quantity converge to the infinite time average, but also its computed derivative converges to the derivative of the infinite time average. Mathematically, the Least Squares Shadowing method replaces the initial value problem with the wellconditioned Least Squares Shadowing problem. 8, 10, 35 The solution to the Least Squares Shadowing problem satisfies the model equation, and give correct gradient that can drive efficient optimization algorithms. The Least Squares Shadowing method has been applied to a range of dynamical systems, the largest being an isotropic homogeneous turbulent flow simulation at Taylor microscale Reynolds number Re λ = 33 by a 32 3 Fourier pseudo-spectral discretization. 36 It is also being implemented by NASA in its CFD solver FUN3D, and has produced preliminary solution on a chaotic 2D simulation of a stalled airfoil, shown in Figure 3 . 37 To enable high-fidelity design in real time, the Leasst Squares Shadowing method needs more research, both in how to efficiently compute the solution of the constrained least squares problem for large scale CFD applications, and in how to generalize to problems that are not strictly ergodic. If we can solve these challenges, the resulting adjoint sensitivity can quickly guide a designer towards better designs, even when a high-fidelity simulation reveals unfamiliar or nonintuitive flow physics. It would therefore allow engineers to better exploit larger variety of flow physics in their design, to achieve more aggressive design goals with innovative designs.
V. Conclusion
Computational simulation and design has much potential in aerospace engineering. To realize its potential, simulations need to be reliable and performed at higher fidelity. Such high fidelity simulation and its associated design must also be significantly accelerated in order for them to be broadly adopted. Many research directions are contributing to accelerating high-fidelity simulation and design. Because these contributions, together contributions from new ways of accelerating high-fidelity design, have multiplicative effect, we can hope to significantly accelerate high-fidelity design, perhaps to real-time for some aerospace applications.
Outlined in this paper are two relatively new approaches that can signifiantly accelerate high-fidelity design. The swept domain decomposition rule aims to break the latency barrier in massive parallel computing. It can lead to faster time integration of unsteady PDEs using larger number of computing nodes. The Least Squares Shadowing method aims to enable adjoint-based design for chaotic high-fidelity flow simulations. It can lead to significantly accelerated design for complex flows.
Combined with accelerations expected in other more established research fields, high-fidelity simulation and design can become widely adopted as a common practice in aerospace engineering. If such simulations are reliable and trusted, designing components for airplanes, launch vehicles and spaceships might become as easy as designing bicycles.
