The monetary authorities affect the macroeconomic activity through various channels of influence. This paper examines the bank lending channel, which considers how central bank actions affect deposits, loan supply, and real spending. The monetary authorities influence deposits and loan supplies through its main indicator of policy, the real short-term interest rate. This paper employs the endogenously determined target interest rate emanating from the central bank's monetary policy rule to examine the operation of the bank lending channel. Furthermore, it examines whether different bank-specific characteristics affect how European banks react to monetary shocks. That is, do sounder banks react more to the monetary policy rule than less-sound banks. In addition, inflation and output expectations alter the central bank's decision for its target interest rate, which, in turn, affect the banking system's deposits and loan supply. Robustness tests, using additional control variables, (i.e., the growth rate of consumption, the ratio loans to total deposits, and the growth rate of total deposits) support the previous results.
Introduction
The monetary transmission mechanism includes various channels through which the monetary authorities can affect the macroeconomy. Two main channels include the interest rate (money view) and credit (credit view) channels. In the money view, monetary policy affects aggregate demand through real interest rates, whereas in the credit view, monetary policy facilitates the transmission of policy through the availability of deposits and loans (Hernando and Pages, 2001) . A sub-channel within the credit view (bank lending channel)
relates to the supply of credit and "stems from financial market incompleteness and relies on imperfect substitutability" (Gambacorta, 2005 (Gambacorta, , p. 1737 ). An alternative sub-channel within the credit view (balance sheet channel) relates to the balance sheet and income statements and the informational frictions that alter the external finance premium.
Changes in bank reserves cause changes in bank deposits and loans, resulting initially from central bank's adjustment in its target interest rate. This paper extends Apergis and Alevizopoulou (2012) and examines the effects on the operation of the bank lending channel when we employ different measures of the central banks' primary monetary policy instrument (i.e., a target interest rate), which depends on a set of macroeconomic variables. In other words, this paper investigates the effect on the bank lending channel in a number of euro area economies, since most European developed economies rely much more heavily on indirect bank finance rather than direct stock and bond market finance, where we use different interest rate rules as alternative monetary policy indicators. A limited literature exists on direct econometric estimates of the European Central Bank (ECB) monetary policy rules. Although Hayo and Hoffman (2005) estimate such rules, their empirical analysis does not examine flexible forms of monetary policy rules. Apergis and Alevizopoulou (2012) consider the bank lending channel for a group of six European countries -Austria, Belgium, Finland, France, Germany, and the Netherlandsas well as Denmark and the UK as separate analyses. They specify interest rate policy rules that depend on timing issues -lagged, current, or forecast values to inform the policy rule.
They then compare the results across the different policy rules. Their empirical findings show that the bank lending channel operates most robustly to forward-looking monetary policy rules.
Our analysis differs and extends that of Apergis and Alevizopoulou (2012) in several important ways. First, we include bank specific information to see if differences in bank performance affect how the bank responds to changes in monetary policy through the bank lending channel. For example, do sound banks respond more vigorously to a monetary policy change than do less-sound banks? Second, we consider the robustness of our findings by including other variables to control for loan demand -the growth rate of consumption, the ratio of deposits to loans, and the growth rate of deposits. Third, for both the interest rate rules and the bank lending channel estimations, our GMM estimation uses up to four lags whereas Apergis and Alevizopoulou (2012) only consider up to two lags. Fourth, the bank lending channel estimates in our paper use deviations from the mean, whereas Apergis and Alevizopoulou (2012) do not. Fifth, one of the three interest rate rules, the forward-looking rule, requires forecasts of the inflation rate and the output gap. Apergis and Alevizopoulou (2012) provide forecasts of inflation, but not the output gap. We provide forecasts of both. In addition, our forecast of the inflation rate includes additional information. Finally, we collect the data from scratch, given updated data bases from which to draw our sample. As a result, the coverage of banks differs slightly and the data on the banks reflects new revisions.
We organize the rest of the paper as follows. Section 2 reviews the literature concerning the bank lending channel and interest rate rules. Section 3 presents and analyses the data. Section 4 outlines the methodologies used, first, to estimate the different monetary policy rules and, second, to estimate the effect of monetary policy on the bank lending channel. Finally, Section 5 reports the findings and Section 6 concludes.
Literature Review

The Bank Lending Channel
This study considers how the monetary authorities affect the macroeconomy through the bank lending channel, which largely depends on the quantities of deposits and loans and the factors that determine these quantities. In particular, the monetary authorities implement an expansionary (contractionary) policy by increasing (decreasing) bank reserves and lowering (raising) interest rates. As reserves expand (contract), the banking system increases (decreases) deposits and loans. Therefore, businesses and consumers, who depend on bank lending, can increase (decrease) their purchases of durable goods and capital for investment.
Hence, expansions (contractions) in bank reserves affect output positively (negatively) (Golodniuk, 2006) .
Three necessary conditions must exist for the bank lending channel to exert significant economic effects. First, firms must respond differently to different types of finance. That is, they must depend on bank loans, since they cannot rely on other types of finance (Oliner and Rudenbusch, 1995) . Second, the supply of loans must respond to changes in reserves that the central bank imposes on the system. For instance, when confronted with a restrictive monetary policy, banks cannot easily offset the decrease in funds from deposits by raising funds from other sources. In other words, banks face restrictions in issuing uninsured liabilities to replace the shortfall in deposits (Oliner and Rudenbusch, 1995; Disyatat, 2010) .
Third, some imperfections must exist in the adjustment of the aggregate price level. That is, monetary policy will exert no effect, if prices can adjust proportionally and quickly with changes in the money supply (Golodniuk, 2006) .
The existing literature on the bank lending channel searches for this channel in different economies or in a group of countries. More specifically, it examines whether the effect on lending responds differently, depending the influence of the banking system, which, in turn, depends on such characteristics as capitalization, asset size, and liquidity. Most studies on euro area economies provide empirical support for the presence of the channel, while the empirical analysis for the US case provides mixed results (Ehrmann et al., 2003; Gambacorta, 2005) . Juurikkala et al. (2011) also find evidence that supports the presence of the channel in Russia. The empirical evidence also supports the idea that well capitalized and liquid banks experience more insulation from monetary policy changes than banks that exhibit low capital and liquidity ratios. In addition, the majority of studies show that small banks do not exhibit more sensitivity to monetary policy shocks than large banks (Peek and Rosengren, 1995; Gambacorta, 2005; Golodniuk, 2006) . Other empirical studies, however,
find that large banks, in combination with high capitalization ratios, respond less to monetary policy shocks (Kishan and Opiela, 2000) .
Empirical implementation faces an important problem. More precisely, merely observing that both output and bank loans decrease after a negative change in monetary policy does not necessarily imply that this change reflects a reduction in loan supply (Oliner and Rudenbusch, 1995; Brissimis et al., 2001) . Such changes, however, may only reflect a reduction in loan demand. For instance, a tight monetary policy increases interest rates and, consequently, generates higher costs, which do not favor investment, leading to a fall in loan demand and, therefore, in the volume of loans. To resolve this issue, the literature either analyzes microeconomic data on firms and banks (Kashyap et al., 1993) , rather than macroeconomic data, or it uses a number of macroeconomic control variables (i.e., GDP and inflation) that affect the demand for loans.
Monetary Policy Rules
Macroeconomists model the policy process as follows. The central bank chooses its operating targets to optimize its objective function subject to the macroeconomic model of the economy. Hence, they derive central bank reaction functions or monetary policy rules that describe how central banks alter their policy in response to macroeconomic changes. The central bank most frequently uses the short-term interest rate as the policy instrument and, therefore, "monetary policy rules" typically mean "interest rate rules" (Fourcans and Vranceanu, 2004 Interest rate rules model the interest rate as depending on deviations of a set of macroeconomic variables, such as the inflation rate and output, from their target values. Taylor (1993) shows that monetary policy in the U.S. conforms to a contemporaneous interest rate rule, where the short-term interest rate depends on deviations of the inflation rate and real output from the target inflation rate and potential output, respectively. Moreover, such a rule closely follows observed movements in that interest rate. More precisely, the target federal funds rate equals the long-run equilibrium real interest rate plus the current inflation rate, plus coefficients multiplied by the deviations of inflation and real output from the target inflation rate and potential output, respectively. When the inflation rate exceeds (falls below) its target, the rule recommends an increase (decrease) in the interest rate. This term captures the goal of the central bank to achieve price stability.
With a positive (negative) output gap, the Taylor rule recommends an increase (decrease) in the interest rate. Kozichi (1999) argues that the output gap plays a forward-looking role, since a positive gap signals potential increases of the inflation rate in the future.
Therefore, adjustments of the interest rate, vis-à-vis the output gap, implement policy responses aimed at preempting an expected increase in the future inflation rate. The specification of the original Taylor rule is as follows: Observation suggests that central banks smooth interest rate movements, which researchers can incorporate into the contemporaneous Taylor rule (Kozichi, 1999; Woodford, 1999) . Gerdesmeier and Roffia (2003) argue that interest rate smoothing may reflect optimal "monetary policy inertia". Levin et al. (1999) and Woodford (1999) The contemporaneous Taylor rule conforms to two interpretations: a narrow interpretation (i.e., it's the specific algebraic form mentioned above) or a broader interpretation. Orphanides (2003) argues that the broad interpretation introduces a degree of flexibility that overcomes the limitations of the contemporaneous framework. Taylor also emphasizes that one can interpret the rule as a monetary policy program, which the central bank uses to attain the fundamental policy objectives. In other words, one should not use the rule as a "mechanical formula," but rather as a guiding principle for the monetary authorities.
The existing literature debates whether the backward-looking or forward-looking rules better fit historical data when compared to the contemporaneous rule. Taylor (1999) argues that forward-looking rules may incorporate additional variables beyond the inflation and output terms that may improve the forecast. But, Haldane and Batini (1999) find that the interest rate setting by the European Central Bank (ECB) dominates such forward-looking rules. Taylor (1999) reports that in fact forecasts use current and lagged data and hence, forward-looking rules depend on current and lagged data as well. Greenspan (1999) argues that using past macroeconomic behavior to form rules embodies a "notion" that the future will mimic the past. Meyer (2002) (Orphanides, 2003) . Many argue that central banks behave in a forward-looking manner and, therefore, the policy rule must incorporate such forward-looking behavior. Moreover, since monetary policy transmission operates with at least one lag, it directs the monetary authorities to anticipate inflation and not rely on its current value (Gerdesmeier and Roffia, 2003) . Clarida et al. (1998 Clarida et al. ( , 2000 adopt this approach and replace current and recent outcomes of output and inflation with forecasts of these variables. Fourcans and Vranceanu (2004) 
Bank Lending Channel Data Description
We collect annual data of total loans as the dependent variable that come from the BankScope database, spanning 2000 through 2009. 1 In particular, we use a sample of 739
European commercial and savings banks. The European group of countries includes Austria, Belgium, Finland, France, Germany, and the Netherlands, which we use as a group, as well as Denmark and the United Kingdom separately. Table 1 reports the countries and the number of banks.
As noted above, we collect short-term interest rates, which proxy for monetary policy, from the Bloomberg database. Real GDP values and inflation rates for each country come from Datastream to control for demand effects (i.e., to isolate changes in total loans, which are caused by movements in loan demand). We also use bank-specific characteristics in the analysis for the bank lending channel and, therefore, we collect data concerning the financial strength of a bank from BankScope. More specifically, we use the bank capitalization measured by equity to total assets, bank size measured by total assets, and bank liquidity measured by the ratio of liquid assets to total assets. Finally, we use two more variables to implement robustness checks --consumption of each country from Datastream and total deposits from the BankScope database.
We use quarterly data for the estimation of our three different interest rate rules (see Section 4). Since the BankScope data on bank-specific variables only come at the annual frequency, we use the interest rate rules estimated with quarterly data to generate annual forecasts (by choosing the last observation of the fourth quarter) and to combine them with the analysis of the bank-lending channel (in which all variables are set on an annual basis).
The Econometric Specifications
The Interest Rate Rule
We largely adopt the methodology from Clarida et al. (1998) and, therefore, borrow their notation. We measure monetary policy by the short-term interest rate. This allows the central bank to choose the level of the interest rate from period to period and conduct policy. More specifically, central banks vary the nominal interest rate --the target rate --to control effectively the real interest rate. We estimate this target rate as follows:
where i* is the target interest rate, * π is the target inflation rate, i is the long-run equilibrium nominal interest rate, 1 + t π is the inflation rate between periods t and t+1, and t x is the output gap, the difference between output and its potential level. Furthermore, E is the expectation operator and t Ω is the information set at time t, when central banks set the target for the interest rate. Thus, the target rate depends both on the expected inflation rate gap and expected output gap. Clarida et al. (1998 Clarida et al. ( , 2000 define the ex-ante real interest rate as
Therefore, equation (2) becomes the following:
where r* is the target real interest rate, r is the long-run equilibrium real interest rate. In an We also assume that the interest rate rule should incorporate interest rate smoothing, which takes the following form:
where the degree of interest rate smoothing is ρ, where 1 0 ≤ ≤ ρ , and t u is an exogenous random shock, which follows an i.i.d. process.
Additionally, we redefine the constant in equation (2) as follows:
Using equation (5), equation (2) becomes:
Next, incorporating equation (6) into equation (4) yields:
Next, rewriting the above equation in terms of realized variables produces:
where
the forecast errors of inflation and the exogenous random shock t u . Clarida et al. (1998 Clarida et al. ( , 2000 indicate that t u represents a vector of variables the central bank can use in setting the interest rate target and are orthogonal to t ε . That is,
We estimate α, β, γ, and ρ, using the Generalized Method of Moments (GMM) methodology.
The instrument list contains lagged values of inflation, the output gap, and interest rates. Clarida et al. (1998 Clarida et al. ( , 2000 derive the relationship between the target inflation and the long-run equilibrium real interest-rate from coefficients β and α. In other words, we can determine * π as follows:
which comes from the following relationships:
Using equation (2) and defining expectations on once-lagged values gives us the backward-looking rule as follows: 
After incorporating interest rate smoothing, this rule takes the following form:
We also use the GMM methodology to estimate the parameters in the backward-looking case.
Finally, we adjust the classic Taylor rule to the European data and find the interest rate target, by adding the interest rate smoothing process to the rule and using current data (Taylor-type rule). The estimating equation is as follows:
using the GMM methodology.
Inflation and Output Gap Forecasting: Forward-Looking Rule
This section describes the method that generated the forecasts for the inflation rate and the output gap, which we then use to estimate the forward-looking rule. To generate out-ofsample forecasts, we use a moving window of 72 quarters, starting from 1980Q1 to 1997Q4, to identify the best model and to generate the forecasts for the upcoming sample quarter. We compare three alternative approaches for modeling and forecasting the inflation rate and the output gap: autoregressive integrated moving average (ARIMA) models, vector autoregressive (VAR) models, and the Stock and Watson transfer function model. We use the Theil criterion to select the best model, given the out-of-sample forecasts for each method. In particular, we use a rolling window and estimate all models for each period and select the best model. In other words, using 1980q1-1997q4, we estimate and then forecast one-period ahead, 1998q1. Then, we estimate all models, using 1980q2-1998q1, and forecast 1998:q2.
And so on.
First, we consider the ARIMA(p, d, q) model. That is, we consider the following specification:
where Y denotes either the inflation rate or the output gap, p denotes the number of autoregressive terms, d denotes the number of differences of the series, and q denotes the number of moving average terms. Both the inflation rate and the output gap are I(0). Thus, d
= 0. Then we estimate all possible models for p, q: (1,…,11) and using the Akaike information criterion (AIC), we choose the specification with the lowest AIC.
Second, we consider the VAR model's forecasts the inflation rate and the output gap.
The estimated VAR models include the following additional variables: the growth rate of M 1 , the unemployment rate, and the output gap when we forecast the inflation rate, and the growth rate of M 1 , the unemployment rate, and the inflation rate when we forecast the output gap. Once again, we select the optimal order of VAR using the AIC criterion.
Finally, we consider Stock and Watson (1999) model's forecasts of the inflation rate and the output gap. This transfer function model takes the following form:
where Y is the inflation rate and x is either the output gap or the unemployment rate. As in the prior two models, we chose the appropriate lag length using the Akaike criterion and estimated the inflation forecasts both in the case of the output gap and in the case of the unemployment rate. Table 2 reports the results of the analysis, using the Theil criterion to select the best (optimal) forecasting models for each country.
The Bank Lending Channel
The econometric method to investigate the bank lending channel estimates the following baseline equation:
where k = 1, …, K and t = 1, …, T, k denotes the country, K equals six when we estimate the bank lending channel for the Euro-group and one when we estimate the lending channel for Denmark or the United Kingdom, L ikt denotes the loans of the i th bank of country k in year t, i kt denotes the monetary policy indicator of country k in year t, GDP kt denotes the GDP of country k in year t, π kt denotes the inflation rate of country k in year t, and u kt denotes the error term.
We use four different monetary policy indicators: the actual short-term interest rate
(not coming from a rule) and short-term interest rates that come from the three central bank interest rate rules. That is, this paper examines how loan growth reacts to the actual shortterm interest rate as well as the interest rate target coming out of our forward-looking, backward-looking, and contemporaneous interest rate rules.
In equation (16), we regress the growth rate of a country's lending (ΔlnL) on the real GDP growth rate (ΔlnGDP) and on the inflation rate (π) to control for country-specific loan demand changes due to macroeconomic activity. In other words, we isolate shifts in total loans caused by movements in loan demand to identify the supply relationship. The introduction of these two variables also proves important because it isolates the monetary policy indicator, the short-term interest rate and the target interest rates from our three policy rules. Additionally, we include lagged values of the dependent variable, because lagged loans affect current loans in an environment where banks establish continuing relationships with their customers. In other words, the bank acquires "informational monopoly over its clients."
Hence, customers encounter large costs to change their banks, because new banks will need to collect costly information about its new customers in the provision of banking services (Golodniuk, 2006) . Monetary policy also affects lending with lags, due to long-term contractual commitments. According to the bank lending channel, the negative coefficient on the interest rate causes loans to fall after a monetary tightening. We estimate the model using the panel GMM estimator, suggested by Arellano and Bond (1991) , where we only include statistically significant lags in the estimation.
Bank-Specific Characteristics
In addition to the baseline model, we also construct a similar model designed to test whether banks with different characteristics react differently to a monetary shock. This model takes the following form: The monetary authority chooses either the short-term interest rate or the target short-term interest rates derived by the policy rules described above. Following Gambacorta (2005), we define the BS ik as deviations from their respective means. Thus, the effect of the BS ik on the growth rate of lending evaluated at the mean of the BS ik equals ik γ .
Robustness Tests
We also examine the robustness of the results concerning the bank lending channel, excluding the bank-specific characteristics. As noted previously, we control for demand effects using two particular variables -the real GDP growth rate and the inflation rate. In this specification, we consider alternative control variables as a robustness check. First, we replace the real GDP growth rate and the inflation rate with the growth rate of real consumption spending. Now, equation (16) takes the following form:
where Con is real consumption spending. Similar to equation (16), the bank lending channel operates when the monetary policy indicator affects loan supply negatively. In this case, we isolate changes in total loans caused by movements in loan demand by the private consumption. Thus, for changes in consumption, we expect a positive coefficient.
Second, we also substitute for the inflation rate in equation (18), in turn, the ratio of total loans to total deposits and then total deposits. Growth in loan demand may cause banks to issue more insured deposits. Absent informational asymmetries, banks can obtain funding both from internal (insured deposits) and external (noninsured deposits) sources. Due to the absence of perfect information, however, banks exhibit different attitudes toward different sources of funding. In other words, the presence of such frictions links deposits and lending, causing them to move together because a growing demand for loans generates faster growth in deposits. An increasing loan-to-deposit ratio, because of loan demand growth, may force banks to search, in addition to insured deposits, for additional reserves, and, therefore, they may use more non-deposit funding to finance the presence of higher demand for loans (Jayaratne and Morgan, 1997; Juks, 2004) . Thus, the 'new' model, when we include the ratio of total loans to total deposits, yields:
where L/Dep equals the ratio of total loans to total deposits. In this case, we expect a positive coefficient on this ratio in that an increase in the ratio causes an increase in bank lending, When we include total deposits as an additional variable to control for loan demand, the model takes the following form:
where Dep equals total deposits. In this last case, we also expect a positive coefficient, since when the growth of total deposits increase, bank reserves grow a well, leading to increases in the growth of loans. Table 3 reports the results of estimating the three interest rate rules for the Euro-group, Denmark, and the U.K. The estimates of the coefficients for the backward-looking, Taylor, and forward-looking rules tell a consistent story within and across the Eurogroup, Denmark, and the U.K. An activist monetary policy that stabilizes the macroeconomy requires a β coefficient, (i.e., the coefficient on the inflation gap) that exceeds one. At the same time, the γ coefficient (i.e., the coefficient on the output gap) should also exceed zero, but with no size requirement. In all rules and countries, the coefficient of the inflation gap exceeds one and the coefficient of the output gap exceeds zero, albeit by a small amount. The Eurogroup, Denmark, and the UK respond vigorously to the inflation gap, especially for the backwardlooking model. In addition, Denmark responds the most to the output gap and the U.K. the least. Interest rate smoothing plays an important role in each country, and plays the largest role in the U.K. The J-statistics imply that we cannot reject the over identifying restrictions of the models. Our findings show β coefficients that uniformly exceed those reported in Apergis and Alevizopoulou (2012), suggesting a more aggressive anti-inflation central bank policy response. In fact, Apergis and Alevizopoulou report that the Taylor rule and the forwardlooking rule in the UK exhibit a β coefficient that falls below one, indicating a procyclical monetary policy response to increases in inflation as the real interest rate actually rises with inflation.
Empirical Analysis
Interest Rate Rules Results
Bank Lending Channel Results
We report the results for the bank lending channel in Tables 4 to 10 in all four models and for all countries and prove significant at the 5-percent level in each case. This implies that higher interest rates -actual or target -induce lower loan growth. The findings identify the highest effect for the forward-looking rule and the smallest effect for the actual interest rate, except for Denmark and the UK, where the Taylor-rule interest rate exerts the largest and smallest effects, respectively. The Taylor-rule interest rate exerts its influence contemporaneously whereas the other interest rates generally exert their influence with a lag. Table 4 also reports the coefficients and their corresponding p-values for the real GDP growth rate and the inflation rate, respectively, for the four models and the three countries.
The coefficients of real GDP growth exhibit positive and statistically significant effects in all models and for all countries. The coefficients of the inflation rate generally show a positive effect, when significant, except for the significant negative effect for the actual and forwardlooking interest rate in Denmark. The inflation coefficient proves insignificant at the 5-percent level in the UK, except for the Taylor-rule model where this coefficient is significantly positive.
Overall, the empirical analysis for equation (16) indicates that the bank lending channel operates better if the target interest rate comes from the forward-looking rule, if one considers the magnitude of the effect. These conclusions match those reported in Apergis and Alevizopoulou (2012) . If the policy maker wants a quicker response, then the Taylor-rule interest rate response dominates the other interest rates, a finding that Apergis and Alevizopoulou (2012) do not consider in their model specification. Table 5 , 6, and 7 present the results for the bank lending channel from the estimation of equation (17), which, in addition to lagged loans, the monetary policy indicator, and the real GDP growth rate, includes, in turn, two additional terms --bank-specific characteristics and the interaction terms each bank-specific characteristic and the change in the monetary indicator. Note, however, that equation (17) excludes the inflation rate.
Results with Bank-Specific Characteristics
2 Thus, the results, presented in Tables 5, 6 , and 7, use only the real GDP growth rate to control for demand effects. Tables 5, 6 , and 7 report the coefficients of the parameters in equation (17) The bank-specific variables lead to the following outcomes when we consider the effects of BS ik at their mean value. Higher bank capitalization or bigger banks associate with higher lending growth whenever the coefficient is significant (see Table 5 ). Larger banks associate with significantly more bank lending, except in two cases (see Table 6 ). These exceptions, where larger banks significantly associate with lower bank lending, occur for the UK when using the Taylor and forward-looking rules. More liquid banks associate with significantly more bank lending in all cases (see Table 7 ), except for Denmark with the forward-looking rule.
When we consider the interaction terms in conjunction with the interest rate effects, we find the following results. More capitalized banks associate with a smaller bank lending effect, since all coefficients of the interaction terms prove positive and significant except in three cases (see Table 5 ). Two significant exceptions occur in the UK for the current interest rate and the forward-looking rule. In these two cases, more capitalized banks exhibit higher bank lending, since the coefficients are significantly negative. Larger banks also exhibit a significantly smaller bank lending effect in most cases (see Table 6 ). But, the Eurogroup experiences a larger bank-lending effect for the backward-looking rule and Denmark experiences a larger bank-lending effect for the current interest rate. Focusing on significant coefficients, more liquid banks associate with a significantly smaller bank lending effect, except for the UK and with backward-looking and Taylor rules (see Table 7 ). Table 8 reports the results of replacing the growth rate of real GDP with the growth rate of real consumption spending whereas Tables 9 and 10 use loans to deposits and the growth rate of deposits in equation (19) and (20), respectively, as robustness checks. Once again, the monetary policy variable exhibits a negative effect wherever the coefficient proves significant at the 5-percent level in all cases in Tables 8, 9 , and 10. In Table 8 , the growth rate of real consumption spending exhibits a significant positive effect on the growth rate of lending in every case. In Tables 9 and 10 , the growth rate of real GDP produces a significant positive effect on the growth rate of lending, except for the Eurogroup when we include the ratio of total loans to total deposits and the UK when we include the growth rate of deposits both using the Taylor-rule target interest rate. In Table 9 , a higher ratio of loans to deposits generates a positive effect on the growth rate of lending, wherever the coefficient is significant, except for Denmark, in the case of the backward-looking rule. In Table 10 , a larger growth rate of deposits generates a significant positive effect on the growth rate of lending, except for Denmark using the forward-looking rule target interest rate.
Robustness Tests
Conclusions
Interest rate rules now command significant attention amongst economists and policymakers, since they provide a structure within which to analyze the behavior of central banks. The bank lending channel also commands significant attention as well, because its operation provides an alternative channel whereby the monetary authorities' decisions can affect the real economy by altering the supply of bank loans.
In this paper, we estimate three types of interest rate rules --backward-looking, contemporaneous (Taylor-type) , and forward-looking rules. We estimate these interest rate rules for three economies: the Euro-group, which consists of selected European countries with the Euro as a common currency, Denmark, and the UK over the period 2000 to 2009.
We use these estimates in the second part of the paper to examine the bank lending channel in these economies under four scenarios concerning the interest rate used as a monetary policy indicator --the central bank interest rate and the three different interest rate targets derived from the backward-looking, Taylor, and forward-looking rules.
The bank-lending channel exists in all cases, but differences emerge in the degrees of This paper also examines whether lending differentials depend on the strength of a bank, characterized by capitalization, asset size, and liquidity. Furthermore, we also account for additional variables, in addition to real GDP growth, in the estimation of the bank lending channel. We use the growth rate of real consumption spending, the ratio of total loans to total deposits, and the growth rate of deposits as additional control variables. The results indicated that large and well-capitalized banks more easily absorb monetary shocks. In most of the cases, the bank lending channel strengthens when we use target rates derived from interest rate rules and, specifically, from the forward-looking rule as the monetary policy indicator, a conclusion that strengthens our initial results.
Our empirical findings also show that the significance of the bank lending channel under all alternative monetary policy rules signals the inability of European banks to issue unlimited amounts of CDs or bonds not subject to reserve requirements. Moreover, the same banks cannot easily issue new equity due to the presence of tax disadvantages, adverse selection problems, and agency costs.
Our empirical findings highlight the role of the banking sector in providing credit to the real economy, which became important in the recent global financial crisis. Within such a distressed financial environment, changes in bank lending terms should become an explicit component of macroeconomic models that describe monetary policy rules used for policy advice, especially Dynamic Stochastic General Equilibrium (DSGE) models. At the same time, the effects of financial innovations on the transmission mechanism of monetary policy should feed the need for more intensive financial supervision.
Finally, our empirical analysis abstracts from the zero lower bound (ZLB) hypothesis on nominal interest rates, a hypothesis asserting that central banks cannot lower the interest rate in the face of a weak economy and low inflation, which can impair the effectiveness of monetary policy to stabilize output and inflation (Williams, 2009) . Therefore, future empirical attempts will modify our alternative policy rules to account for the ZLB environment. Notes: Backward-looking, Taylor-type, and forward-looking rules are given by the following equations, respectively:
where α is a constant, reflecting the changes in the inflation target and the equilibrium real interest rate, π = the inflation gap, x = the output gap and ρ = the interest rate smoothing parameter. We estimate the models using the GMM methodology. The J-statistics implies that we cannot reject the null hypothesis of over identifying restrictions. Note: Coefficient and p-value estimates for the group of European countries, Denmark, and the United Kingdom, according to the four models that use different monetary policy indicators. Bolded coefficients prove significant at the 5-percent level. The models are given by the following equation:
with k = 1, …, K, where k denotes the country and K=6 for the group of European countries and K=1 for Denmark and the United Kingdom, t=1,…T, L ikt denotes the loans of the i th bank of country k in year t, i kt denotes the monetary policy indicator of country k in year t, GDP kt denotes the GDP of country k in year t, π kt denotes the inflation rate of country k in year t, and u kt denotes the error term. The monetary policy indicator takes four forms: in Model I: the actual short-term interest rate (not coming from a rule) and in Models II to IV: the interest rate target coming out of our backward-looking, Taylor-type, and forward-looking rule, respectively. We estimate the models using the GMM estimator suggested by Arellano and Bond (1991) . For the Eurogroup, instruments include the first lag in Model III, and the second lag in the rest of the models for the monetary policy indicator and inflation, whereas for the real GDP growth rate the first lag in Models II and III and the second lag in Models I and IV. For Denmark, instruments include the second lag in Models II and III, and the third lag in Models I and IV for the monetary policy indicator. We use the second lag as an instrument for the real GDP growth rate in Models I, III, and IV, whereas in Model II, we use the third lag. For inflation, we use the first lag as an instrument in Models III and IV and the second lag in the rest of the Models. In the UK case, instruments for the monetary policy indicator include the first lag in Model III, the second lag in Models I and II, and the third lag in Model IV. We use the first lag as an instrument for the real GDP growth rate in Models II and III and the second lag in the rest of the models. Finally, we use the first lag as an instrument for inflation. We use the second lag as an instrument for the lagged loans in all cases. Table 4 . The models are given by the following equation:
The notation and the rest of the notes are similar to Table 4 . Two differences exist. First, we do not include the inflation rate in the equation and, second, two additional terms appear -a bank-specific characteristic (capitalization) and its interaction with the monetary policy indicator. For the Eurogroup, instruments include the second lag in all cases. For Denmark, instruments include the first lag in Models II and IV, the second lag in Model III, and the third lag in Model I for the monetary policy indicator. We use the second lag as an instrument for the real GDP growth rate in all Models. In the UK case, instruments for the monetary policy indicator include the second lag in Model II and the third lag in the rest of the Models. We use the first lag as an instrument for the real GDP growth rate in Model II and the second lag in the rest of the models. Finally, we use the first lag as an instrument for capitalization in all cases and in all countries. We use the second lag as an instrument for the lagged loans in all cases as well. 
The notation and the rest of the notes are similar to Table 4 . Two differences exist. First, we do not include the inflation rate in the equation and, second, two additional terms appear -a bank-specific characteristic (size) and its interaction with the monetary policy indicator. For the Eurogroup, instruments include the second lag for the monetary policy indicator, whereas for the real GDP growth rate we use the first lag in Model II and the second lag in the rest of the Models. For Denmark, instruments include the first lag in Models II and IV, the second lag in Model III, and the third lag in Model I for the monetary policy indicator. We use the second lag as an instrument for the real GDP growth rate in all Models. In the UK, instruments for the monetary policy indicator include the second lag in Models I, II, and III and the third lag in Model IV. We use the first lag as an instrument for the real GDP growth rate in Model II and the second lag in the rest of the models. Finally, we use the first lag as an instrument for size in all cases and in all countries. We use the second lag for the lagged loans as an instrument in all cases as well. Table 4 . The models are given by the following equation:
The notation and the rest of the notes are similar to Table 4 . Two differences exist. First, we do not include the inflation rate in the equation and, second, two additional terms appear -a bank-specific characteristic (liquidity) and its interaction with the monetary policy indicator. For the Eurogroup, instruments include the second lag in Models I and III and the third lag in Models II and IV for the monetary policy indicator, whereas for the real GDP growth rate, we use the second lag in all Models. For Denmark, instruments include the first lag in Model II, the second lag in Model III, and the third lag in Models I and IV for the monetary policy indicator. We use the second lag as an instrument for the real GDP growth rate in all Models. In the UK, instruments for the monetary policy indicator include the second lag in Models I and II and the third lag in Models III and IV. We use the second lag as an instrument for the real GDP growth rate in Model II and the second lag in the rest of the models. Finally, we use the first lag as an instrument for liquidity in all cases and in all countries. We use the second lag for the lagged loans as an instrument in all cases as well. 
The notation and the rest of the notes are similar to Table 4 . Two differences exist. First, we do not include the inflation rate and real GDP growth rate, replacing them with the growth rate of real consumption spending, ∆lnCon kt-j . For the Eurogroup, instruments include the second lag in Models I, II, and IV and the third lag in
Model III for the monetary policy indicator whereas for the growth rate of real consumption spending, we use the first lag in Models I, II, and IV and the second lag in Model III. For Denmark, instruments include the second lag in Models II and III and the third lag in Model I and IV for the monetary policy indicator. We use the first lag as an instrument for the growth rate of real consumption spending in Models I and III and the second lag in Models II and IV. In the UK, instruments for the monetary policy indicator include the second lag in Model II and the third lag in the rest of the Models. We use the first lag as an instrument for the growth rate of real consumption spending in Models I and II and the second lag in the rest of the models. We use the second lag for the lagged loans as an instrument in all cases. The notation and the rest of the notes are similar to Table 4 . Two differences exist. First, we do not include the inflation rate in the equation and, second, we include one additional variable -the ratio loans/total deposits of bank L/Dep ikt-j . For the Eurogroup, instruments include the first lag in Model II, the second lag in Models I and IV, and the third lag in Model III for the monetary policy indicator, whereas for the real GDP growth rate, we use the second lag in all Models. We use the first lag as an instrument for the ratio in Models I, III, and IV and the second lag in Model II. For Denmark, instruments include the first lag in Model IV, the second lag in Models II and III, and the third lag in Model I for the monetary policy indicator. We use the first lag as an instrument for the real GDP growth rate in Model II and the second lag in the rest of the Models. We use the first lag as an instrument for the ratio in Models III and IV and the second lag in Models I and II. In the UK, instruments for the monetary policy indicator include the second lag in Models I, II, and III and the third lag in Model IV. We use the first lag as an instrument for the real GDP growth rate in Model II and the second lag in the rest of the models. Finally, we use the first lag as an instrument for the ratio in Models II and IV and the second lag in Models I and III. We use the second lag for the lagged loans as an instrument in all cases. The notation and the rest of the notes are similar to Table 4 . Two differences exist. First, we do not include the inflation rate in the equation and, second, we include one additional variable -the growth rate of total deposits ∆ln(Dep ikt-j ). For the Eurogroup, instruments include the first lag in Model III and the second lag in the rest of the Models, for the monetary policy indicator, whereas for the real GDP growth rate, we use the first lag in Models II and III and the second lag in Models I and IV. We use the first lag as an instrument for total deposits in all Models. For Denmark, instruments for the monetary policy indicator and the GDP growth match those in Table 9 . For total deposits, we use the first lag as an instrument in Models I, II, and III and the second lag in Model IV. In the UK, instruments for the monetary policy indicator include the second lag in Models I and II and the third lag in Models III and IV. We use the first lag as an instrument for the real GDP growth rate in Models I, II, and III and the second lag in Model IV. Finally, we use the first lag as an instrument for total deposits in all Models. We use the second lag for the lagged loans as an instrument in all cases.
