This paper introduces a geometrically inspired large-margin classifier that can be a better alternative to the Support Vector Machines (SVMs) for the classification problems with limited number of training samples. In contrast to the SVM classifier, we approximate classes with affine hulls of their class samples rather than convex hulls. For any pair of classes approximated with affine hulls, we introduce two solutions to find the best separating hyperplane between them. In the first proposed formulation, we compute the closest points on the affine hulls of classes and connect these two points with a line segment. The optimal separating hyperplane between the two classes is chosen to be the hyperplane that is orthogonal to the line segment and bisects the line. The second formulation is derived by modifying the ν-SVM formulation. Both formulations are extended to the nonlinear case by using the kernel trick. Based on our findings, we also develop a geometric 
Introduction

1
The Support Vector Machine (SVM) classifier is a successful binary classifica-2 tion method that simultaneously minimizes the empirical classification error and 3 maximizes the geometric margin, which is defined as the distance between the 4 separating hyperplane and closest samples from the classes [2, 8] . To do so, SVM 5 first approximates each class with a convex hull and finds the closest points in 6 these convex hulls [1] . Then, these two points are connected with a line segment.
7
The hyperplane, orthogonal to the line segment that bisects the line, is chosen to 8 be the separating hyperplane. From the geometrical point of view, in the sepa-9 rable case, the two closest points on the convex hulls determine the separating 10 hyperplane, and the SVM margin is merely equivalent to the minimum distance 11 between the convex hulls that represent classes. However, convex hull approxima-12 tions tend to be unrealistically tight in high-dimensional spaces since the classes . This situation may also be observed when the low-dimensional data samples are mapped to a higher-dimensional feature space through kernel mapping during 19 estimation of the nonlinear decision boundaries between classes.
20
As opposed to the convex hulls, affine hulls (i.e., spanning linear subspaces 21 that have been shifted to pass through the centroids of the classes) give rather 22 loose approximations to the class regions, because they do not constrain the po-23 sitions of the training points within the affine subspaces. Therefore, they may 24 be better alternatives to convex hulls for some pattern classification problems es-25 pecially when the data samples lie in high-dimensional spaces. In the context 26 of classification, affine hulls are first used as global classifiers of isolated word 27 and hand-written digits giving good classification performance [11, 14] . In these 28 methods, each class is approximated with an affine hull constructed from its train-29 ing samples, and the label of a test sample is determined based on the distance to 30 the nearest affine hull. Vincent and Bengio [26] used affine/convex hulls in a local 31 sense by constructing them using k-nearest neighbors of a test sample for classi-32 fication problems with complex nonlinear decision boundaries. They report that 33 affine hulls usually give higher classification accuracy than convex hulls and that 34 using both models for classification significantly improves the k-nearest neighbor 35 classification performance [26] . We extended local linear affine/convex hull clas-36 sifiers to the nonlinear case in [4] . More recently, we compared different convex 37 class models for high-dimensional classification problems, then found that affine 38 hull approximations are typically more accurate than convex hull approximations 39 [3]. These results are not surprising due to the fact that high-dimensional ap-40 proximations tend to be simple: For a fixed sample size, the amount of geometric 41 details that can be resolved usually decreases rapidly as the dimensionality in- ping between the high-dimensional sample space and low-dimensional manifold.
51
Many applications of affine hulls in the context of classification and dimension-52 ality reduction can be attributed in part to their simplicity and computational ef- 
57
The classification methods using affine hulls or other convex sets described hyperplane between these reduced robust models.
98
The rest of the paper is organized as follows: In Section II, we introduce 
Method
102
Consider a binary classification problem with the training data given in the
classifier finds a separating hyperplane that maximizes the margin, which is de-105 fined as the distance between the hyperplane and closest samples from the classes.
106
To do so, SVM first approximates each class with a convex hull [1] . 
Convex hulls of two classes are illustrated in Fig. 1 . Following this approximation,
112
SVM finds the closest points in these convex hulls. Then, these two points are In contrast to the SVM classifier, the proposed method approximates each 116 class (positive and negative classes) with an affine hull of its training samples.
117
An affine hull of a class is the smallest affine subspace containing them. This
118
is an unbounded, and hence typically rather loose model for each class, thus 119 affine hull modeling can be a better choice than convex hull modeling for high-120 dimensional data. Affine and convex hulls of four samples are illustrated in Fig. 2 .
121
The affine hull of samples {x i } i=1,...,n contains all points of the form 
Our goal is to find the maximum margin linear separating hyperplane between 
136
Once the best separating hyperplane is determined, a new sample x is classified 137 based on the sign of the decision function, f (x) = w, x + b.
138
Next, we will first show how to find the best separating hyperlane for linearly 139 separable affine hulls and then extend the idea for inseparable case. After that, we 140 explain kernelization process. This is followed by introducing a second equivalent 
Linearly Separable Case
Suppose that affine hulls belonging to the positive and negative classes are 146 linearly separable. The affine hulls of two classes do not intersect, i.e., they are 147 linearly separable, if the affine combinations of their samples satisfy the rule
It should be noted that linear separability of data points does not necessarily guar-
149
antee the separability of corresponding affine hulls of classes. For linearly sepa-150 rable case, it is more convenient to write an affine hull as
where will consider only the least squares fitting (L2 norm) in this study.
164
Now suppose that we have two affine hulls with point sets {U + v + + µ + } and
(These can be estimated with either L2 or L1 fitting and they may 9 have different numbers of dimensions l). A closest pair of points between the two hulls can be found by solving
Defining U ≡ U + −U − and v ≡ (
, this can be written as the standard least squares problem
If we take the derivative of the objective function (6) with respect to v and equate
165
it to zero, then we obtain
Subsequently, we get the solution of the problem as v = (
167
Taking the decision boundary f (x) = w, x + b,
where 
1 If the two subspaces share common directions, U ⊤ U is not invertible and the solution for
is non-unique, but the orthogonal complement remains well defined, giving a unique minimum norm separator w. Numerically all cases can be handled by findingŨ, the U matrix of the thin SVD of U, and taking P =Ũ ⊤Ũ . 
Inseparable Case
where τ is the user-chosen bound. This optimization problem (10) can be written 
This is a quadratic programming problem that can be solved using standard opti- 
We call this method Large Margin Classifier of Affine Hulls (LMC-AH) since 206 it uses affine hulls to approximate class regions and finds the optimal separating 207 hyperplane yielding the largest margin between the affine hulls.
208
If the underlying geometry of the classes is highly complex and nonlinear, and for choosing unknown parameters that appear in both formulations.
227
The ν-SVM optimization is formulated as
where w ′ represents the normal of the separating hyperplane, b ′ is the offset, ν 229 is a user-chosen parameter between 0 and 1, and ξ 
These modifications yield the equivalent formulation 
with the new decision function f (x) ≡ f ′ (x)/ν.
245
2 Crisp and Burges [9] showed that the constraint ρ ′ ≥ 0 in (14) is redundant and hence it can be removed. 
To derive the dual, we consider the Lagrangian
where β i ≥ 0. The Lagrangian L has to be maximized with respect to α i , β i and 265 minimized with respect to w, b, ξ, and ρ. The optimality conditions yield
Thus, the dual of the optimization problem becomes the reduced affine hulls that represent classes. We call this method ν-LMC-AH.
272
Due to the Karush-Kuhn-Tucker (KKT) conditions, slack variables can occur only Assume that there are l selected samples. By using KKT conditions, we know that 276 ξ i = 0 for the samples with α i = ±τ . Thus, the offset will be
This offset is not necessarily equivalent to the one given in (13). Therefore, using to the nonlinear case can be done by using the kernel trick. 
where C is a user-chosen error penalty term as in classical SVM classifier. It is
295
shown that the solution is obtained by solving a set of linear equations rather than 
where δ i is a term which takes values +1 or -1. The Lagrangian will be
under the constraint β i ≥ 0. The optimality conditions yield
Thus, the dual of the optimization problem becomes
Similar to the previous cases, this is a convex quadratic optimization problem samples. By using KKT conditions, we know that ξ i = 0 for the samples with 317 α i = ±C. Thus, the offset will be
A new sample is classified based on the sign of the decision function f (x) = 319 w, x + b. Nonlinearization can be done by replacing the dot products x i , x j 320 with the kernel function k(x i , x j ) = φ(x i ), φ(x j ) . We call this method as C- 
Extension to the Multi-Class Classification Problems
327
To use the proposed methods in multi-class classification problems, we can use 328 most of the strategies adopted for extending binary SVM classifiers to the multi-
329
class cases. Here we will discuss the most popular two strategies: one-against-one finding the most similar set among the database of labeled image sets. We used gives better classification rates than soft-margin linear SVM classifier in all cases.
395
The performance difference is more apparent for n = 7. These results support our 396 claims, suggesting that affine hulls can be better models for representing classes 397 in high-dimensional spaces when the number of samples is limited. was used for multi-class problems. Reported classification rates given in Table   407 3.3 are computed by 5-fold cross-validation. Although being quite mixed, results 
398
Summary and Conclusion
412
We investigated the idea of basing large margin classifiers on affine hulls of and then find the best separating hyperplanes between these reduced models. Such 423 classifiers can also be kernelized, and extension to the multi-class classification is 424 straightforward using any of the standard approaches such as OAO or OAR.
425
The experimental results provided useful insights on the potential application 
