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Introduction
De nombreux mode`les de la physique font intervenir, outre des ope´rateurs diffe´rentiels, des
ope´rateurs dynamiques inte´graux, de la forme :
u 7→ Hu, (Hu) (t) =
∫ t
0
h(t, s)u(s) ds; (1)
ces ope´rateurs sont fre´quemment de nature convolutive, c’est-a`-dire : h(t, s) = h(t− s) et on note
alors, de fac¸on naturelle H = H(∂t) ou` H est appele´e fonction de transfert ou symbole. Par ailleurs,
au sens des distributions et graˆce au the´ore`me des noyaux de Schwartz, les ope´rateurs diffe´rentiels
(voire aux diffe´rences finies) sont e´galement repre´sentables par (1), ce qui confe`re a` cette formulation
une porte´e e´tendue.
De tels mode`les sont souvent de la forme ”explixite” (ou de Volterra) :
H(∂t)X = f(X,u), (2)
ou` f est une fonction non line´aire,H(∂t) est un ope´rateur en ge´ne´ral matriciel, de´fini par une matrice
de transfert (ou symbole) H non ne´cessairement rationnelle. Sous hypothe`ses de re´gularite´ sur H,
en pratique peu restrictives, les mode`les (2) sont de type ”pseudo-diffe´rentiel”, du fait de certaines
analogies de l’ope´rateurH(∂t) avec les ope´rateurs diffe´rentiels. Par leur richesse, les mode`les pseudo-
diffe´rentiels pre´sentent de plus en plus d’inte´reˆt pour les proble`mes actuels dans divers domaines ;
on peut par exemple citer [30, 43, 52, 53, 54] en physique, [29, 34, 39] en analyse mathe´matiques
et simulation nume´rique, [1, 26, 38] pour les proble`mes de controˆle, [7, 36] en inge´nierie e´lectrique,
[61] en biologie, etc.
Les proble`mes (d’analyse, de simulation, de controˆle, etc...) relatifs a` de tels mode`les posent en
ge´ne´ral de nombreuses difficulte´s, directement lie´es a` la non localite´ dans le temps des ope´rateurs
H(∂t), les outils habituels de l’analyse des syte`mes dynamiques e´tant pour la plupart de´die´s au
cas diffe´rentiel H(∂t) = ∂t. L’expression de H(∂t)X sous forme d’un produit de convolution est en
effet de manipulation de´licate et l’approximation nume´rique par quadratures directe de l’inte´grale
est couˆteuse, sinon irre´alisable. Dans le cas line´aire, le passage au domaine fre´quentiel reste, bien
suˆr, envisageable dans certains cas ; cependant, meˆme dans le cas line´aire, l’approche fre´quentielle
classique n’est pas adapte´ aux proble`mes temps-re´els (identification, poursuite, controˆle, etc).
L’approche de´nomme´e ”repre´sentation diffusive” [48] s’inscrit dans cette proble´matique : elle
permet la reformulation d’ope´rateurs dynamiques inte´graux au moyen d’une re´alisation d’e´tat, base´e
sur le ”symbole diffusif” (ou γ-symbole), objet mathe´matique de nature en ge´ne´ral distributionnelle,
associe´ a` l’ope´rateur. Cette re´alisation d’e´tat est de dimension infinie, mais locale en temps, ce qui
rend la manipulation des ope´rateurs ainsi re´alise´s beaucoup plus aise´e, tant pour l’analyse que
pour l’approximation nume´rique. L’inconve´nient de la dimension infinie de la re´alisation est en
effet pallie´ par la nature diffusive de l’e´quation d’e´tat, ce qui assure, notamment, la possibilite´
d’approximations nume´riques a` la fois pre´cises et peut couˆteuses. On peut noter par ailleurs que
le γ-symbole intervient de manie`re line´aire dans la re´alisation de H(∂t)X, proprie´te´ dont on tirera
partie en particulier pour les proble`mes d’identification de mode`les.
Outre les aspects nume´riques, la repre´sentation diffusive offre un cadre mathe´matique unifie´ et
adapte´ a` l’analyse des ope´rateurs inte´graux. Ces derniers peuvent ainsi eˆtre manipule´s de fac¸on
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simple et naturelle, les ope´rations alge´briques sur les ope´rateurs de convolution e´tant associe´es a`
des ope´rations ad-hoc sur les γ-symboles. Ainsi, en particulier, le produit #γ de deux γ-symboles
est l’image, dans l’espace des γ-symboles, du produit de composition de deux ope´rateurs.
Parmi les nombreux proble`mes ou` cette the´orie a permis des ame´liorations significatives, on peut
citer par exemple l’e´tude des syste`mes et signaux stochastiques, tels que les mouvements Browniens
fractionnaires [11], la simulation d’ope´rateurs d’impe´dance sur une fontie`re circulaire pour l’e´quation
des ondes 2D [40], la mode´lisation et simulation de phe´nome`nes physiques tels que la propagation
des ondes dans un mate´riau poreux [12, 17], l’analyse d’un mode`le singulier d’e´volution d’une
flamme sphe´rique [3, 4], la mode´lisation et identification de comportements dynamiques complexes
dans certains composants du ge´nie e´lectrique [55, 56], ou encore divers autres travaux en traitement
du signal [24], identification [27, 35, 51], controˆle de syste`mes dynamiques [1, 26], etc.
La structure d’alge`bre topologique de l’ensemble ∆′γ des γ-symboles, de´crite en de´tail dans
[48], permet une grande souplesse dans le maniement et l’approximation d’ope´rateurs dynamiques
pseudo-diffe´rentiels. Cependant, dans nombre de cas, l’inversion d’ope´rateurs dynamiques apparaˆıt
utile, sinon, parfois, incontournable. Or cette ope´ration ne peut eˆtre de´finie dans ∆′γ et ne´cessite
donc une extension ade´quate de cette alge`bre. C’est la` que se situe la proble´matique the´orique
aborde´e dans cette the`se ; elle fait l’objet de la premie`re partie. Dans la seconde partie, les re´sultats
de la premie`re partie sont utilise´s pour le traitement de certains proble`mes dynamiques relatifs a`
des mode`les pseudo-diffe´rentiels, en particulier l’identification de mode`les de Volterra non line´aires.
Le contenu du me´moire est de´crit ci-apre`s.
La premie`re partie de cette the`se, de´die´e a` la repre´sentation diffusive en ge´ne´ral et plus parti-
culie`rement a` l’inversion ope´ratorielle, est constitue´e de 3 chapitres. Dans le chapitre 1 sont rap-
pele´s les principes fondamentaux, les re´sultats essentiels et les extensions utiles pour l’inversion
γ-symbolique. Dans le chapitre 2, sont de´crits quelques e´le´ments techniques permettant l’utilisation
pratique (en particulier nume´rique) de cette me´thodologie, plus pre´cise´ment pour la de´termination
analytique des γ-symboles et les approximations nume´riques des re´alisations d’e´tat.
Enfin, le chapitre 3, qui concentre l’essentiel des re´sultats the´oriques originaux obtenus au cours
de cette the`se, est consacre´ au proble`me de l’inversion d’ope´rateurs H(∂t) sous formulation γ-
symbolique, ope´ration essentielle pour nombre d’applications, comme par exemple l’identification
de mode`les. L’alge`bre des γ-symboles conside´re´e jusqu’a` pre´sent n’e´tant pas unitaire, une immer-
sion dans une alge`bre plus grande dans laquelle l’inversion est bien de´finie a e´te´ ne´cessaire. Dans ce
cadre alge´brique e´tendu, on a ensuite e´tabli plusieurs re´sultats garantissant la re´solubilite´ concre`te
du proble`me de l’inversion γ-symbolique, en fait mal pose´ au sens de Hadamard, mais re´gularisable,
la continuite´ de l’ope´ration d’inversion n’ayant en fait e´te´ obtenue que pour un mode de conver-
gence affaibli, mais tout a` fait adapte´ au nume´rique. Diverses me´thodes d’inversion γ-symbolique
nume´rique ont e´te´ propose´es et teste´es avec succe`s sur quelques exemples non triviaux. L’extension
aux ope´rateurs matriciels, essentiels en pratique, a e´galement e´te´ aborde´e de manie`re formelle, les
questions topologiques e´tant similaires a` celles du cas scalaire.
Dans ce contexte the´orique ainsi e´tendu, divers proble`mes relatifs aux mode`les pseudo-diffe´rentiels
pre´ce´demment e´voque´s ont e´te´ aborde´s en seconde partie de cette the`se.
Dans le chapitre 4 sont re´sume´s les principaux travaux effectue´s durant la the`se, dans les do-
maines de l’analyse et simulation de syste`mes dynamiques, de la re´duction de mode`les non line´aires
ou de l’identification de mode`les de Volterra non line´aires. Ces travaux ont fait l’objet des publica-
tions [12, 13, 14, 15, 16, 17, 21]. Les travaux sur l’identification, plus conse´quents, sont de´crits en
de´tail dans les chapitres 5, 6 et 7.
Le chapitre 5 traite de l’identification d’un ope´rateur convolutifH(∂t) via son γ-symbole. Graˆce a`
la de´pendance line´aire du mode`le transforme´ par repre´sentation diffusive par rapport au γ-symbole,
celui-ci peut eˆtre identifie´ par simple projection orthogonale relativement a` un produit scalaire
adapte´. Apre`s validation sur des exemples ”test”, la me´thode est applique´e dans une situation plus
5significative, a` savoir l’identification (a` partir de donne´es simule´es) de l’ope´rateur d’impe´dance pour
un mode`le de paroi poreuse.
Dans le chapitre 6, on re´alise l’identification simultane´e de l’ope´rateur dynamique H(∂t) et de la
fonction non line´aire f intervenant dans un mode`le ge´ne´rique de la forme (2). Pour cela, a` l’ope´rateur
H(∂t) est d’une part substitue´ son γ-symbole via la transformation de repre´sentation diffusive
(comme pre´sente´ dans le chapitre 5), d’autre part la fonction f est parame´trise´e au moyen d’une
base de fonctions convenable. On obtient ainsi un proble`me e´quivalent dans lequel les parame`tres
a` identifier apparaissent tous line´airement, permettant, la` encore, l’identification par projection
orthogonale. La me´thode est valide´e sur des exemples test.
Dans le chapitre 7, on propose enfin une nouvelle me´thode d’identification pour les mode`les de
Volterra scalaires, base´e sur un ”de´couplage”de l’identification de H(∂t) et de f . L’ide´e sous-jacente
consiste a` supprimer, au moyen d’une transformation convenable des trajectoires mesure´es, le terme
non line´aire f(X,u) sur un sous-ensemble discret de couples de temps (t, τ) en lesquels le terme non
line´aire prend des valeurs voisines (i.e. f(X(t), u(t)) ' f(X(τ), u(τ))). Cette ope´ration est re´alise´e
au moyen d’une transformation ope´ratorielle du mode`le (2) spe´cifiquement introduite a` cet effet.

Premie`re partie
Inversion ope´ratorielle sous
repre´sentation diffusive : the´orie et
mise en œuvre
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Chapitre 1
Repre´sentation Diffusive : l’essentiel
Les ope´rateurs line´aires inte´graux, c’est a` dire les ope´rateurs H de la forme :
(Hu)(t) =
∫
R
h(t, s)u(s)ds, (1.1)
sont tre`s fre´quents dans les mode`les de la physique. L’e´tude de tels ope´rateurs est donc primor-
diale et d’autant plus de´licate que la classe d’ope´rateurs conside´re´e est tre`s vaste : elle englobe en
particulier les ope´rateurs rationnels et, si le noyau h est e´tendu aux distributions, les ope´rateurs
diffe´rentiels. Tant pour l’analyse que pour la mise en œuvre nume´rique, il peut paraˆıtre judicieux
d’en chercher une formulation plus inte´ressante que la formulation inte´grale (1.1), qui par nature
est de manipulation de´licate. En effet la formulation (1.1) est he´re´ditaire : la de´termination de la
valeur de Hu a` un temps t fait intervenir tout le passe´ de u, ce qui, du point de vue nume´rique par
exemple, n’est pas e´conomique.
L’approche de´nomme´e repre´sentation diffusive, pre´sente´e dans [48], s’inscrit dans cette proble´-
matique : elle permet la formulation de H au moyen de re´alisations d’e´tat, c’est-a`-dire, dans le cas
ou` l’ope´rateur H est causal et u a` support dans R+ :
(∂t −A)X = Bu, X(0) = 0, (1.2)
Hu = CX, (1.3)
avec B et C des ope´rateurs locaux en temps. Du fait de la localite´ des ope´rateurs et de l’e´quation,
cette formulation n’est pas he´re´ditaire : une inte´gration de ”proche en proche” de (1.2) peut eˆtre
re´alise´e, ne ne´cessitant aucunement la me´morisation du passe´ de u. La disparition de la nature
he´re´ditaire dans la formulation d’e´tat (1.2,1.3) est en fait due a` l’introduction de la variable inter-
me´diaire X dans laquelle est ”re´sume´” le passe´ de u d’une manie`re suffisante pour la synthe`se de
H, de´finie par l’ope´rateur C. Au dela` des ope´rateurs H causaux, on pourra trouver dans [48] des
formulations d’e´tat ge´ne´ralise´es de la forme :{
DX = Bu,
Hu = CX, (1.4)
ou` D est un ope´rateur local plus ge´ne´ral que ∂t −A, e´ventuellement non causal, voire spatial.
Via la repre´sentation diffusive, on a acce`s a` des re´alisations d’e´tat varie´es ce qui, sur le plan
nume´rique notamment, permettra la simulation de syste`mes complexes. Mais cette approche est
bien plus qu’une me´thode de´die´e aux seules approximations nume´riques : c’est une me´thodologie
ge´ne´rale qui fournit un cadre mathe´matique unifie´ pour l’analyse, la manipulation et la re´alisation
concre`te d’une grande classe d’ope´rateurs inte´graux. Ainsi, un ope´rateur rationnel simple et un
ope´rateur non convolutif tre`s complexe sont selon cette approche appre´hende´s et traite´s de manie`re
identique et relativement simple, le passage aux re´alisations nume´riques utilisables e´tant possible a`
tout moment.
L’essentiel de la repre´sentation diffusive (dans le cas causal) est pre´sente´ dans les paragraphes
qui suivent.
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1.1 Principe ge´ne´ral
On conside`re un ope´rateur line´aire inte´gral causal H de noyau h (cf. (1.1)) et de ”re´ponse
impulsionnelle” h de´finie par h(t, s) := h(t, t − s), avec h(t, .) suppose´e, dans un premier temps,
localement inte´grable pour tout t. L’ope´rateur H e´tant causal, on a : h(t, s) = 0, ∀s < 0. Par simple
re´e´criture de (1.1), on de´duit :
(Hu)(t) = (h(t, .) ∗ u)(t)
=
∫
R+ h(t, s)u(t− s)ds
=
∫
R h(t, s)u(t− s)1[0,+∞[(s)ds
=
∫
R h(t, s)u(t, s)ds,
(1.5)
ou` u(t, s) = u(t− s)1[0,+∞[(s) est appele´e histoire de u (a` l’instant t). Avec la notation < f, g >:=∫
f(s)g(s) ds, on obtient alors la proprie´te´ fondamentale pour la suite :
∀t, (Hu)(t) =< h(t, .),u(t, .) >, (1.6)
c’est-a`-dire : le re´sultat de l’ope´rateur H sur une fonction u s’exprime par le produit (au sens du
crochet < ., . >) de la re´ponse impulsionnelle de H et de l’histoire de u.
On notera d’une part que le produit < ., . > est inde´pendant de t (au sens ou` le domaine parcouru
par s l’est), d’autre part qu’a` chaque t (fixe´), h(t, .) et u(t, .) sont des fonctions d’une variable temps
s ∈ R. Ces deux proprie´te´s vont permettre d’une part l’utilisation de transformations simples et
riches en proprie´te´s inte´ressantes, d’autre part de de´finir un cadre topologique clair base´ sur des
espaces fonctionnels en dualite´ par le produit < ., . >.
On conside`re une transformation line´aire inversible A (inde´pendante de t) telle que, de manie`re
pour l’instant formelle, on ait :
(Hu)(t) =< h(t, .),A−1Au(t, .) > . (1.7)
En transposant A−1 sur h(t, .) via son adjoint formel, on a :
(Hu)(t) =< (A−1)∗h(t, .),Au(t, .) >, (1.8)
soit encore :
(Hu)(t) =< µ(t, .), ψ(t, .) > (1.9)
avec ψ(t, .) = (Au(t, .)) et µ(t, .) = (A∗)−1h(t, .). On a ainsi acce`s a` de nouvelles formulations
de l’ope´rateur u 7→ Hu qui toutes ont l’avantage de ”se´parer ce qui se rapporte a` H de ce qui se
rapporte a` u”, et dont certaines pourraient eˆtre inte´ressantes. En particulier, le cas ou` ψ serait
solution d’une e´quation diffe´rentielle de ”re´solution aise´e”, du type :
∂tψ = f(ψ, u) (1.10)
pourrait pre´senter de gros avantages sur le plan nume´rique.
Conside´rons a` pre´sent l’ope´rateur line´aire (∂t − pI). On peut montrer que cet ope´rateur admet
un inverse dans l’alge`bre L+(L2(R)) des ope´rateurs line´aires continus et causaux dans L2(R) si
Re(p) < 0. On introduit alors la de´finition abstraite (dont la justification apparaˆıtra plus loin) :
De´finition 1 On appelle ope´rateur de repre´sentation diffusive, et on note Rd, la fonction ope´ra-
torielle :
Rd : R∗− + iR −→ L+(L2(R))
p 7−→ Rdp = (∂t − pI)−1 (1.11)
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Fig. 1.1 – Exemple de contour γ.
On note Ψ(t, .) la repre´sentation diffusive de u, c’est a` dire Ψ(t, p) = Rdpu(t). Il de´coule de
la de´finition pre´ce´dente que Ψ est l’unique solution de la famille d’e´quations diffe´rentielles dans
L2(Rt) :
∂tΨ(t, p) = pΨ(t, p) + u(t). (1.12)
La fonction Ψ e´tant solution d’une e´quation diffe´rentielle, elle pourra, dans le cas ou` u est a` support
dans [t0,+∞[, eˆtre obtenue (e´ventuellement nume´riquement) par inte´gration de cette e´quation a`
partir d’une condition initiale Ψ(t0, p) = 0.
On cherche a` pre´sente a` de´finir un ope´rateur A adapte´, c’est-a`-dire par exemple tel que :
(Au(t, .))(ξ) = (∂t − γ(ξ)I)−1u(t), γ(ξ) ∈ R− + iR = C−, (1.13)
ou` γ est une fonction convenable de ξ ∈ R.
Pour cela, on conside`re un contour encore note´ γ ⊂ C− de´fini par un arc simple ferme´ (e´ventuel-
lement a` l’infini) qui se´pare C en deux sous-espaces connexes disjoints note´s Ω+γ et Ω−γ . Pour des
raisons techniques qui apparaˆıtront plus loin, on suppose en outre ve´rifie´es les hypothe`ses suivantes
(voir figure 1.1) :
∃αγ ∈]pi2 , pi[, ∃a ∈ R tels que :
• ei[−αγ , αγ ]R+ + a ⊂ Ω+γ , (1.14)
• R∗+ + iR ⊂ Ω+γ , (1.15)
• γ ∩ iR de mesure nulle. (1.16)
On suppose enfin que l’arc γ est parame´tre´ au moyen d’une fonction encore note´e γ : ξ ∈ Jγ ⊂
R 7−→ γ(ξ) ∈ C−, et qu’il existe b, c > 0 tels que
b ≤ ∣∣γ′(ξ)∣∣ ≤ c ξ-pp. (1.17)
De ce qui pre´ce`de, on de´duit aise´ment que Rdγ(ξ)u(t) est l’unique solution du proble`me de
Cauchy :
∂tψ(t, ξ) = γ(ξ)ψ(t, ξ) + u(t), ξ ∈ Jγ , ψ(0, ξ) = 0. (1.18)
Remarque 2 Du fait de la condition sectorielle (1.14) impose´e au contour γ, cette e´quation est
de nature diffusive [64]. Graˆce a` cette proprie´te´, des approximations relativement peu couˆteuses de
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l’e´quation d’e´tat (1.18) pourront eˆtre construites. En pratique, on utilisera une discre´tisation en ξ
de γ d’autant moins fine que le contour s’e´loignera de l’axe imaginaire pur : quelques dizaines de
points de discre´tisation en ξ sont alors en ge´ne´ral suffisants.
D’apre`s la formule de Duhamel pour (1.18) et en notant L la transformation de Laplace1 :
Rdγ(ξ)u(t) =
∫ t
t0
eγ(ξ)(t−s)u(s)ds =
∫ +∞
−∞
eγ(ξ)(t−s)u(s)1R+(t− s)ds ξ-pp, (1.20)
d’ou` :
Rdγ(ξ)u(t) =
∫ +∞
−∞
eγ(ξ)su(t− s)1R+(s)ds
=
∫ +∞
0
eγ(ξ)su(t, s)ds = (Lu(t, .))(−γ(ξ)) ξ-pp.
(1.21)
De´finition 3 On note Lγ l’ope´rateur de´fini par :
(Lγg)(ξ) =
∫ +∞
0
eγ(ξ)sg(s)ds = (Lg)(−γ(ξ)) (1.22)
On alors :
Rdγ(ξ)u(t) = (Lγu(t, .))(ξ) ξ-pp, (1.23)
d’ou`, toujours formellement :
(Hu)(t) =< µ(t, .), ψ(t, .) >ξ, (1.24)
avec ψ(t, ξ) = (Lγu(t, .))(ξ) et µ(t, ξ) = ((L∗γ)−1h(t, .))(ξ).
Proposition 4 L’adjoint L∗γ de l’ope´rateur Lγ est formellement de´fini par :
(L∗γf)(s) =

∫
Jγ
eγ(ξ)sf(ξ)dξ si s > 0
0 si s ≤ 0.
(1.25)
Preuve. Par de´finition, on a :
< L∗γf, g >s=< f,Lγg >ξ . (1.26)
Donc, sous re´serve d’applicabilite´ du the´ore`me de Fubini :
< L∗γf, g >s =
∫
Jγ
f(ξ)
∫ +∞
0
eγ(ξ)sg(s)ds dξ
=
∫ +∞
−∞
g(s)1R+(s)
∫
Jγ
eγ(ξ)sf(ξ)dξ ds
= < 1R+(.)
∫
Jγ
eγ(ξ).f(ξ)dξ, g >s .
(1.27)
1on conside`re ici la transforme´e de Laplace standard :
Lu =
∫ ∞
0
e−ptu(t)dt. (1.19)
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Remarque 5 On a (L∗γµ(t, .))(s) = h(t, s). Or, par de´finition de L∗γ , supp(L∗γµ(t, .)) ⊂]0,+∞[.Donc
les ope´rateurs conside´re´s sont ne´cessairement causaux.
De manie`re formelle on a donc bien :
(Hu)(t) =< µ(t, .), ψ(t, .) >ξ (1.28)
avec ψ(t, ξ) = (Lγu(t, .))(ξ) et (L∗γµ(t, .))(s) = h(t, s).
Au-dela` du cadre formel, cette e´galite´ n’est cependant le´gitime que sous certaines hypothe`ses.
En effet, on a :
(Hu)(t) =
∫ +∞
−∞
h(t, s)u(t, s)ds =
∫ +∞
−∞
(L∗γµ(t, .))(s)u(t, s)ds (1.29)
=
∫ +∞
−∞
1R+(s)
∫
Jγ
eγ(ξ)sµ(t, ξ)dξ u(t, s)ds, (1.30)
expression e´gale a` :∫
Jγ
∫ +∞
−∞
eγ(ξ)su(t, s)ds µ(t, ξ)dξ =
∫
Jγ
(Lγu(t, .))(ξ)µ(t, ξ)dξ =
∫
Jγ
ψ(t, ξ)µ(t, ξ)dξ (1.31)
si et seulement si le the´ore`me de Fubini est applicable. Ce point, essentiel pour l’applicabilite´ de
la me´thode, fait l’objet des paragraphes suivants qui permettent de donner un sens rigoureux aux
de´veloppements pre´ce´dents. On notera que les hypothe`ses requises imposent certaines restrictions
significatives qui devront eˆtre soigneusement prises en compte en pratique, faute de quoi des re´sul-
tats absurdes seraient a` craindre.
1.2 Cas particulier µ ∈ L1loc : the´ore`me fondamental
On se place sous les hypothe`ses (1.14), (1.15), (1.16) et (1.17).
Soit H(t, .) := Lh(t, .) le symbole-Laplace (ou tout simplement symbole) d’un ope´rateur inte´gral
causal H de re´ponse impulsionnelle h telle que h(t, .) soit localement inte´grable pour tout t. Soit γ
un contour ve´rifiant les hypothe`ses mentionne´es ci-dessus. On a alors le re´sultat :
The´ore`me 6 Si pour tout t :
I (i) H(t, .) est holomorphe dans Ω+γ , avec pour singularite´s sur γ au plus un nombre fini de points
de branchement note´s pk, tels que, en notant ckr le cercle de centre pk et de rayon r :
∀k, ∀t, ∀s > 0,
∫
ckr
epsH(t, p)dp −→
r→0
0, (1.32)
I (ii) la trace de H(t, .) sur γ est localement Lebesgue-inte´grable,
I (iii) il existe une suite ρn telle que ρn −→
n→+∞ +∞ et H(t, ρne
iθ) −→
n→+∞ 0 uniforme´ment par
rapport a` θ ∈ [pi2 , 3pi2 ],
alors ∀u a` support minore´ par t0, (Hu)(t) s’exprime par :
(Hu)(t) =
∫
Jγ
µ(t, ξ)ψ(t, ξ)dξ =< µ(t, .), ψ(t, .) >ξ, (1.33)
ou`
µ(t, .) solution de L∗γµ(t, .) = h(t, .), (1.34)
et
ψ(t, ξ) solution de
{
∂tψ(t, ξ) = γ(ξ)ψ(t, ξ) + u(t), ∀ξ ∈ R
ψ(t0, .) = 0.
(1.35)
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Fig. 1.2 – contour Γ
Preuve. Par simplicite´, on conside`re seulement le cas γ borne´ ; le cas non borne´ se traite de
manie`re identique aux adaptations techniques pre`s. Sans perdre de ge´ne´ralite´s, on suppose que
t0 = 0. On a, ∀t > 0, ∀s > 0 :
h(t, s) = (L−1H(t, .))(s) = 1
2ipi
∫ a+i∞
a−i∞
epsH(t, p) dp =
1
2ipi
lim
R→+∞
∫ a+iR
a−iR
epsH(t, p) dp, (1.36)
avec a ∈ R∗+ dans le domaine de convergence de l’inte´grale.
Le contour γ e´tant ferme´, il existe R > 0 a` partir duquel on peut de´finir un contour Γ comme
indique´ en figure 1.2.
On a :
Γ = (a+ i[−R,R]) + γR + γ1 + γ2 − γ, (1.37)
avec γR = {z ∈ C / |z| = R, Re(z) ≤ 0} et γ1 = −γ2. Or, d’apre`s l’hypothe`se (i) :∫
Γ
epsH(t, p) dp = 0, (1.38)
d’ou` : ∫ a+iR
a−iR
epsH(t, p) dp+
∫
γR
epsH(t, p) dp−
∫
γ
epsH(t, p) dp = 0. (1.39)
D’apre`s le lemme de Jordan, et du fait des hypothe`ses (i) et (iii), on peut alors montrer que :
lim
R→+∞
∫
γR
epsH(t, p) dp = 0, (1.40)
d’ou` :
lim
R→+∞
∫ a+iR
a−iR
epsH(t, p) dp =
∫
γ
epsH(t, p) dp ∀s > 0. (1.41)
On a donc, ∀t > 0, ∀s > 0 :
h(t, s) =
1
2ipi
∫
γ
epsH(t, p) dp =
1
2ipi
∫
Jγ
eγ(ξ)sH(t, γ(ξ))γ′(ξ) dξ, (1.42)
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ou` l’inte´grale sur Jγ s’entend au sens de Lebesgue du fait de l’hypothe`se (ii). En posant µ(t, ξ) =
γ′(ξ)
2ipi H(t, γ(ξ)) on a alors :
∀t > 0, h(t, s) =

∫
Jγ
eγ(ξ)sµ(t, ξ) dξ ∀s > 0
0 ∀s ≤ 0,
(1.43)
soit encore :
h(t, s) = (L∗γµ(t, .))(s). (1.44)
On a ainsi, pour toute u causale et re´gulie`re, et ∀t > 0, ∀τ > 0, :
(h(τ , .) ∗ u)(t) =
∫ t
0
h(τ , s)u(t− s) ds =
∫ t
0
∫
Jγ
eγ(ξ)sµ(τ , ξ) dξ u(t− s) ds. (1.45)
Or, par hypothe`se, h(τ , .) est suppose´e Lebesgue-inte´grable. Donc, pour toute u causale et re´gulie`re,
(h(τ , .) ∗ u)(t) < +∞ pour tout t > 0 et on peut alors appliquer le the´ore`me de Fubini sur l’espace
L1(0, t)⊗ L1(Rξ), d’ou` :
(h(τ , .) ∗ u)(t) =
∫
Jγ
µ(τ , ξ)
∫ t
0
eγ(ξ)su(t− s)ds dξ
=
∫
Jγ
µ(τ , ξ)
∫ +∞
0
eγ(ξ)su(t, s)ds dξ
=
∫
Jγ
µ(τ , ξ)ψ(t, ξ) dξ,
(1.46)
ou` ψ(t, ξ) = (Lγu(t, .))(ξ) est solution de{
∂tψ(t, ξ) = γ(ξ)ψ(t, ξ) + u(t)
ψ(t0, .) = 0.
(1.47)
Remarque 7 I Par de´finition, la transforme´e de Laplace d’une fonction f n’est de´finie que sur
le demi plan ouvert {s ∈ C/Re(s) > σ0(f)} ou` σ0(f) = inf{σ > 0/∃Mσ > 0 tq |f(t)| ≤ Mσeσt,
∀t ∈ R}. Or, si f est a` support dans R+ on peut montrer que Lf se prolonge analytiquement dans
un domaine Σ ⊃ R∗+ + iR. C’est donc en ce sens que H(t, .) peut eˆtre holomorphe dans Ω+γ .
I Avec ce the´ore`me, on obtient une re´alisation d’e´tat utilisable de l’ope´rateur conside´re´. Cette
re´alisation d’e´tat est de dimension infinie puisque a` chaque ξ ∈ R correspond une e´quation diffe´-
rentielle en ψ(., ξ). On verra cependant que cela ne pose pas de proble`me, notamment sur le plan
nume´rique ou` des approximations de dimensions finies raisonnables pourront eˆtre construites.
I On a montre´ (cf. preuve) que sous les hypothe`ses du the´ore`me,
µ(t, ξ) =
γ′(ξ)
2ipi
H(t, γ(ξ)) (1.48)
est solution de l’e´quation :
h(t, s) = (L∗γµ(t, .))(s). (1.49)
Cependant cette e´quation admet plusieurs solutions : le µ de la re´alisation d’e´tat (1.47) de l’ope´ra-
teur H n’est donc pas unique. Dans la suite, on de´finira des classes d’e´quivalence de µ correspondant
a` un meˆme ope´rateur.
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Remarque 8 On peut montrer que H(t, ∂t)u est aussi e´gal a` l’inte´grale de contour :
H(t, ∂t)u(t) =
1
2ipi
∫
γ
H(t, p)Ψu(t, p)dp, (1.50)
avec Ψu(t, p) =
∫ +∞
0
epsu(t, s)ds = Lu(−p). En effet :
H(t, ∂t)u(t) =
∫
Jγ
µ(τ , ξ)ψ(t, ξ) dξ =
∫
Jγ
γ′(ξ)
2ipi
H(t, γ(ξ))
∫ +∞
0
eγ(ξ)su(t, s)ds dξ (1.51)
=
1
2ipi
∫
Jγ
H(t, p)
∫ +∞
0
epsu(t, s)ds dξ. (1.52)
C’est a` cette inte´grale de contour que l’on donnera un sens dans des cas plus ge´ne´raux ou` la trace
sur γ de H(t, p) n’est plus localement inte´grable.
Remarque 9 L’hypothe`se (iii) du the´ore`me 6 permet de ramener l’inte´grale sur a+ iR de l’inver-
sion de Laplace, a` une inte´grale sur le contour γ. On peut cependant montrer que cette hypothe`se
n’est pas ne´cessaire. En effet, en conside´rant de`s le de´part la quantite´ H(t, ∂t)u(t), de´finie a` l’aide
d’une inte´grale de convolution, on a :
H(t, ∂t)u = H(t, ∂t)ut ou` ut(s) = 1]−∞,t](s)u(s)
= L−1L(H(t, ∂t)ut) = L−1L(h(t, .) ∗ ut) = L−1
(Lh(t, .)× Lut)
= L−1 (H(t, .)× Lut) = 1
2ipi
∫ b+i∞
b−i∞
H(t, p)eptLut(p)dp, ∀b > 0,
cette dernie`re inte´grale ayant du sens (en particulier) lorsque H(t, p)eptLut(p) admet une limite
finie en b ± i∞. De meˆme que dans la de´monstration, on peut conside´rer le contour Γ, sur lequel
l’inte´grale est nulle, et on montre alors que
1
2ipi
∫ b+i∞
b−i∞
H(t, p)eptLut(p)dp = 1
2ipi
∫
γ
H(t, p)eptLut(p)dp (1.53)
sous l’hypothe`se (suffisante la` encore) que H(t, p)eptLut(p) −→
p→0
0 dans C−. L’hypothe`se de de´crois-
sance a` l’infini du produit de H(t, p) par eptLut(p), moins restrictive que celle de de´croissance a`
l’infini de H(t, p), suffit donc a` obtenir le re´sultat du the´ore`me 6. L’inte´reˆt de l’hypothe`se (iii) est
donc autre : ne de´pendant que de H, elle permet de de´coupler ce qui se rapporte a` H de ce qui se
rapporte a` u. Graˆce a` cela, on pourra entre autres construire des espaces en dualite´, et conside´rer
des e´le´ments µ caracte´ristiques d’un ope´rateur pour l’ensemble des entre´es de l’espace conside´re´.
Exemple 10 Les ope´rateurs de symbole H de la forme :
H(p) =
1
pα
, α ∈ [0, 1[, (1.54)
ve´rifient les hypothe`ses du the´ore`me 6 (NB : l’arc γ est dans ce cas ne´cessairement non borne´ du
fait que la fonction 1pα ne´cessite une coupure entre 0 et l’infini). En effet, on a en particulier :∫
Cr
1
pα
dp =
∫ 2pi
0
1
rαeiαθ
rieiθdθ = r1−α
∫ 2pi
0
iei(1−α)θdθ < cte r1−α −→
r→0
0. (1.55)
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1.3 Terminologie
– un ope´rateur H tel que, pour tout u causale, on ait, pour ψ = Rdγu:
(Hu)(t) =< h(t, .),u(t, .) >s=< µ(t, .), ψ(t, .) >ξ, (1.56)
sera dit γ-re´alisable ou re´alisable sur γ,
– la fonction ψ = Lγu = Rdγu ξ-pp sera appele´e γ-repre´sentation de u,
– toute solution µ de l’e´quation h = L∗γµ sera appele´e γ-symbole de H(t, ∂t), la solution parti-
culie`re donne´e par (1.48) e´tant de´nomme´e γ-symbole canonique,
– l’expression < µ(t, .), ψ(t, .) >ξ sera appele´e γ-synthe`se ou γ-re´alisation de Hu,
– enfin, un ope´rateur H sera dit diffusif (au sens strict) s’il admet un γ-symbole avec γ ve´rifiant
(1.14), (1.15) et (1.16).
1.4 Questions de topologie et d’alge`bre : le cas ge´ne´ral
Le the´ore`me pre´ce´dent permet d’obtenir une re´alisation diffusive de H via son γ-symbole, et ce
pour de nombreux ope´rateurs inte´graux. Cependant les hypothe`ses de ce the´ore`me s’ave`rent dans
bien des cas trop restrictives. En effet la premie`re hypothe`se sur H(t, .) interdit par exemple l’utili-
sation du the´ore`me pour l’ope´rateur d’inte´gration ∂−1t pourtant essentiel en pratique. Ce the´ore`me
exclut e´galement tous les ope´rateurs dont le symbole-Laplace H a des poˆles sur le contour γ. Or, de
tels ope´rateurs admettent une re´alisation diffusive, a` condition d’admettre des γ-symboles de nature
plus ge´ne´rale (de type distributionnel), ce qu’interdit pre´cise´ment l’hypothe`se (ii) du the´ore`me 6.
Des raisons d’ordre nume´rique sugge`rent e´galement de ”passer aux distributions”. En effet, la com-
ple´tude de l’espace des γ-symboles, proprie´te´ indispensable notamment pour une gestion correcte
des approximations, ne peut avoir lieu que pour un espace de distributions. En outre, les approxima-
tions du γ-symbole conduisant a` des re´alisations de dimension finie sont ne´cessairement de la forme∑
akδξk (ou` δξk est la distribution de Dirac en ξk). Enfin, tout proble`me d’optimisation portant
sur le γ-symbole ne´cessite la fermeture de l’espace des µ. Toutes ces raisons imposent d’e´tendre le
re´sultat pre´ce´dent a` une classe plus large d’ope´rateurs a` γ-symboles ge´ne´ralise´s.
Pour cela, on introduit l’espace ∆′γ , dual topologique d’un espace ∆γ construit de manie`re
”optimale” et tel que, ∀µ(t, .) ∈ ∆′γ , ∀ψ(t, .) ∈ ∆γ , on ait :
< h,u >=< µ,ψ >∆′γ ,∆γ , (1.57)
avec h = L∗γµ et ψ = Lγu. Il faut pour cela entre autres garantir l’applicabilite´ du the´ore`me de
Fubini dans le cadre de la dualite´ < ., . >∆′γ ,∆γ . L’espace ∆
′
γ doit e´galement eˆtre suffisamment
grand pour englober les γ-symboles de certains ope´rateurs essentiels. Enfin, on le choisira de telle
manie`re que le produit ]γ de´fini par :
µ γ-symbole de H(t, ∂t)
ν γ-symbole de K(t, ∂t)
}
=⇒ µ]γν γ-symbole de H(t, ∂t) ◦K(t, ∂t) (1.58)
soit interne et continu2 dans ∆′γ : ainsi la composition de deux ope´rateurs (γ-re´alisables), ope´ration
essentielle en analyse de proble`mes dynamiques, pourra eˆtre utilise´e sans re´serve. On s’assurera
de plus que ∀u ”raisonnable” ψ = Lγu ∈ ∆γ : la classe d’entre´es u admissibles doit en effet eˆtre
suffisamment grande pour satisfaire aux besoins pratiques.
1.4.1 Espaces DL∞P et D′L∞P
On conside`re l’espace L∞P (R), espace de Lebesgue de´fini par la norme :
‖ϕ‖L∞P = supx∈RP (ξ) |ϕ(ξ)| , ou` P (ξ) =
√
1 + ξ2, (1.59)
2Il s’agira ici de la continuite´ se´quentielle.
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et l’espace :
DL∞P (R) = {ϕ ∈ C∞(R),∀n ∈ N, ∂nξ ϕ ∈ L∞P (R)}, (1.60)
de Fre´chet pour la topologie de´finie par la famille de´nombrable de normes3 :
∀n ∈ N, ‖ϕ‖n =
∥∥∂nξ ϕ∥∥L∞P . (1.61)
Remarque 11 Du fait de la pre´sence du poids P , les fonctions de DL∞P (R) sont de´croissantes a`
l’infini, ainsi que leurs de´rive´es de tout ordre.
L’espace D′L∞P (R), dual topologique de DL∞P (R), ve´rifie D
′
L∞P
⊂ D′ :
Proposition 12 I Si µ est une mesure,
µ ∈ D′L∞p (R)⇐⇒
∫
R
1
1 + |ξ| |µ(ξ)| dξ < +∞, (1.62)
I Si µ ∈ D′(R),
∃a, b ∈ R, tels que 1
ξ
µR\]a,b[ ∈ L1 =⇒ µ ∈ D′L∞p (R). (1.63)
Remarque 13 Notons e´galement que pour tout µ ∈ D′L∞p (R), µ(ξ) −→ 0 quand |ξ| −→ ∞.
1.4.2 Espaces ∆γ et ∆
′
γ
Dans ce paragraphe, on conside`re une fonction γ : R → C re´gulie`re, non borne´e de R dans C
(c’est a` dire Jγ = R) et ve´rifiant la condition sectorielle (1.14). On suppose de plus, sans perte de
ge´ne´ralite´, qu’il existe ξ0 et λ > 0 tels que :
• Re γ(ξ) ≤ −λ |ξ| ∀ |ξ| ≥ ξ0,
• ∀n > 0, ∂nξ γ borne´e,
(1.64)
et qu’il existe a, b > 0 tels que
a ≤ ∣∣γ′(ξ)∣∣ ≤ b ξ-pp. (1.65)
On cherche un espace que l’on notera ∆γ tel que ∀u ”raisonnable”, ψ = Lγu ∈ ∆γ . Pour cela,
on conside`re l’espace L∞d (Rs) 3 u des fonctions de L∞(Rs) a` support majore´.
Proposition 14
∀u ∈ L∞d (Rs), ψ := Lγu ∈ DL∞p (R). (1.66)
Preuve. Puisque u est dans L∞ et est a` support dans un segment ]−∞, T ], on a :
|ψ(ξ)| = |(Lγu)(ξ)|=
∣∣∣∣∫ T
0
eγ(ξ) tu(t) dt
∣∣∣∣ ≤ sup
0≤t≤T
|u(t)|
∫ T
0
eRe(γ(ξ)) t dt = k
eRe(γ(ξ))T − 1
Re(γ(ξ))
; (1.67)
des hypothe`ses sur la fonction γ, on de´duit alors par simple analyse qu’il existe k′ ∈ R tel que :
k
eRe(γ(ξ))T − 1
Re(γ(ξ))
≤ k
′√
1 + ξ2
. (1.68)
L’extension a` ψ(k) se fait ensuite par re´currence.
De´finition 15 ∆γ est le comple´te´ de Lγ(L∞d (Rs)) dans DL∞p (R)
Proposition 16 ∆γ est un sous-espace strict de D′L∞P .
Preuve. Pour toute fonction u ∈ L∞d (R) telle que suppu ⊂ R−, trivialement : ψ = Lγu = 0.
3graˆce au poids P , les constantes sont exclues.
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Classe d’entre´es u associe´e a` ∆γ
Il est difficile de caracte´riser entie`rement l’ensemble des entre´es u qui sont associe´es a` ∆γ , cet
ensemble e´tant, du fait que Lγ est un ope´rateur re´gularisant, au dela` des distributions. On peut
montrer que pour toute u ∈ D′(R+), u(t, .)|[0,t] ∈ E ′(R) et, par les proprie´te´s de la transforme´e de
Laplace :
ψ := Lγu(t, .) ∈∆γ et ce pour tout γ. (1.69)
L’espace ∆γ permet donc de conside´rer une classe d’entre´es u suffisamment large pour les
besoins pratiques.
De´finition 17 L’espace ∆′γ est le dual topologique de ∆γ .
Du fait que ∆γ est un sous espace strict de DL∞p , ∆′γ est un espace quotient ; plus pre´cise´ment
on a :
Proposition 18
∆′γ = D′L∞p / kerL∗γ . (1.70)
Pour un ope´rateur H donne´, il n’y a donc pas unicite´ du γ-symbole : il lui est associe´ une classe
d’e´quivalence de γ-symboles lie´s par la relation d’e´quivalence :
∀µ1, µ2 ∈ D′L∞p ,µ1
γ∼ µ2 ⇐⇒ L∗γ(µ1) = L∗γ(µ2)⇐⇒ µ1 − µ2 ∈ kerL∗γ . (1.71)
La classe d’e´quivalence de 0 de ∆′γ , que l’on notera 0∆′γ est donc donne´e par :
0∆′γ := D′L∞p ∩ kerL∗γ . (1.72)
Remarque 19 On a ∆′γ ⊂ D′ : les e´le´ments des classes de ∆′γ quittent donc bien le cadre des
fonctions.
Sur ∆′γ sont de´finies deux topologies naturelles, respectivement ∗-faible et forte (par de´faut,
la topologie conside´re´e sur ∆′γ sera la topologie ∗-faible), auxquelles sont associe´s les modes de
convergence du meˆme nom, de´finis par :
convergence ∗ -faible : µn ∗⇀ 0⇔ ∀ψ ∈∆γ , < µn, ψ >→ 0,
convergence forte : µn → 0⇔< µn, ψ >→ 0 uniforme´ment sur tout borne´ de ∆γ .
Remarque 20 Si ces topologies sont tre`s diffe´rentes, il est en revanche difficile de construire
concre`tement une suite µn convergeant faiblement mais non fortement, ces deux modes de conver-
gence e´tant en pratique tre`s proches. Ceci est duˆ au fait qu’en ge´ne´ral, les topologie faibles peuvent
ne pas satisfaire au premier axiome de de´nombrabilite´, en conse´quence de quoi de telles topologies
ne peuvent plus eˆtre de´finies a` partir de la seule notion de suite convergente4 [32]. La notion de
continuite´ base´e sur la convergence des suites est alors distincte de la continuite´ de´finie a` partir
des ouverts ; elle est de´nomme´e continuite´ se´quentielle. Dans ce travail, on s’inte´resse exclusive-
ment a` la continuite´ se´quentielle, car plus simple et suffisante pour les applications conside´re´es (en
particulier l’approximation nume´rique, ou` les suites jouent un roˆle central).
4Notons que dans certains cas, les convergences faible et forte peuvent meˆme eˆtre e´quivalentes (les topologies
e´tant, bien suˆr, diffe´rentes).
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Classe d’ope´rateurs associe´e a` ∆′γ
Proposition 21 [48] Soit µ ∈∆′γ. L’ope´rateur u 7−→< µ,Rdγu >∆′γ ,∆γ est l’ope´rateur de re´ponse
impulsionnelle :
h(t, s) =< µ(t, .), eγ(.)s >∆′γ ,∆γ= L∗γµ(t, .), (1.73)
et de symbole-Laplace de´fini par :
∀p ∈ Ω+γ , H(t, p) =< µ(t, .),
1
p− γ(.) >∆′γ ,∆γ= LL
∗
γµ(t, .). (1.74)
H ve´rifie les proprie´te´s :
• H(t, .) holomorphe dans Ω+γ ,
• H(t, p)→ 0 quand |p| → +∞ dans Ω+γ . (1.75)
Remarque 22 Comme d’habitude, en dehors de Ω+γ , H(t, p) est de´fini par prolongement analy-
tique.
On constate que les conditions d’analyticite´ et de de´croissance a` l’infini de H(t, .) dans Ω+γ sont
a` pre´sent ne´cessaires alors qu’elles e´taient suffisantes dans le cadre particulier du paragraphe 1.2.
Ces conditions sont particulie`rement importantes car ”quasiment caracte´ristiques”des ope´rateurs γ-
re´alisables. Il n’y a en fait pas isomorphisme entre∆′γ et l’espace des ope´rateurs line´aires inte´graux
de symboles-Laplace analytiques dans Ω+γ et de´croissants a` l’infini ; cependant les ope´rateurs de ce
type non γ-re´alisables sont ”pathologiques”. En pratique, un ope´rateur line´aire inte´gral ve´rifiant les
deux conditions pre´ce´demment e´nonce´es sera donc γ-re´alisable.
Dans le cadre du paragraphe 1.2, on a vu (cf remarque 8) que le produit < µ,Rdγu >∆′γ ,∆γ e´tait
e´gal a` l’inte´grale de contour 12ipi
∫
γ H(p)Ψu(t, p)dp. Lorsque H n’est pas localement inte´grable sur
γ, cette inte´grale n’est pas de´finie au sens de Lebesgue. On peut cependant conside´rer un contour
γ˜ voisin de γ, sur lequel l’inte´grale est bien de´finie, d’ou` :
Proposition 23 Soit µ ∈ ∆′γ et u ∈ L∞loc(R+). Alors, pour tout γ˜, arc simple ferme´ dans Ω+γ tel
que γ ⊂ Ω−γ˜ :
< µ,Rdγu >∆′γ ,∆γ=
1
2ipi
∫
γ˜
H(p)Ψu(t, p)dp =
1
2ipi
∫
R
γ˜′(ξ)H(γ˜(ξ))Ψu(t, γ˜(ξ))dξ, (1.76)
ou` H(p) = LL∗γµ et Ψu(t, .) est le prolongement analytique de Lu(t, .)(−p) dans C.
Pour tout γ˜ arc simple ferme´ dans Ω+γ tel que γ ⊂ Ω−γ˜ , l’inte´grale 12ipi
∫
γ˜ H(p)Ψu(t, p)dp prend
donc la meˆme valeur, que l’on notera e´galement, par extension, 12ipi
∫ ∗
γ H(p)Ψu(t, p)dp. En ce sens
on a, de meˆme que dans le cadre du paragraphe 1.2 :
< µ,Rdγu >∆′γ ,∆γ=
1
2ipi
∫ ∗
γ
H(p)Ψu(t, p)dp. (1.77)
Remarque 24 Attention cependant, car la relation (1.76) n’est pas vraie pour tout < µ,ψ >∆′γ ,∆γ
avec ψ ∈∆γ. En effet, les fonctions ψ e´tant de classe C∞, elles ne sont pas ne´cessairement la trace
sur γ d’une fonction analytique au voisinage de γ. Il peut donc arriver que H et Ψ(t, .) n’aient pas
pour domaine d’analyticite´ commun la bande de´finie par Ω+γ ∩ Ω−γ˜ .
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γ-symboles canoniques
Comme dans le paragraphe (1.2), on distingue, dans chaque classe d’e´quivalence de γ-symboles,
un repre´sentant particulier appele´ γ-symbole canonique.
Proposition 25 Soit µ ∈∆′γ et µc ∈ D′L∞P de´fini par
µc =
γ′
2ipi
(LL∗γµ)|γ+ , (1.78)
ou` (.)|γ+ est la trace a` droite sur γ au sens des distributions. Alors :
L∗γµ = L∗γµc. (1.79)
Preuve. Pour tout s ∈ R, p 7−→ eps est holomorphe sur tout C ; on a donc :
∀s > 0, L∗γµ(s) =< µ, eγ(.)s >∆′γ ,∆γ= limγ˜n→γ
∫
R
γ˜′n(ξ)
2ipi
LL∗γµ(γ˜n(ξ))eγ˜n(ξ)sdξ, (1.80)
avec γ˜n une suite de contours ferme´s de Ω+γ tels que γ ⊂ Ω−γ˜n pour tout n, ve´rifiant γ˜n −→n→∞ γ dans
C∞(R).
On pose µn :=
γ˜′n
2ipiLL∗γµ(γ˜n). Comme µn ∈ D′L∞p (propositions 12 et 21) et, ∀s > 0, eγ˜ns ∈ DL∞p , on
a alors, ∀s > 0 :
L∗γµ(s) = lim
γ˜n→γ
< µn, e
γ˜ns >D′
L∞p
,DL∞p
= lim
γ˜n→γ
(
< µn, e
γs > − < µn, eγs − eγ˜ns >
)
. (1.81)
Or, par de´finition :
lim
γ˜n→γ
< µn, e
γs >=<
γ′
2ipi
LL∗γµ|γ+ , eγs > (1.82)
et, comme {µn}n est borne´ dans D′L∞p et eγ(ξ)s − eγ˜n(ξ)s → 0 dans ∆γ :
lim
γ˜n→γ
< µn, e
γs − eγ˜ns >= 0. (1.83)
On a donc :
L∗γµ =<
γ′
2ipi
LL∗γµ|γ+ , eγs >D′L∞p ,DL∞p = L
∗
γµc. (1.84)
Remarque 26 On peut noter indiffe´remment H|γ+ ou limD′
H(γ˜n) avec γ˜n suite d’arcs simples
contenus dans Ω+γ tels que γ˜n −→n→∞ γ dans C
∞
De´finition 27 Le γ-symbole :
µc :=
γ′
2ipi
(LL∗γµ)|γ+ . (1.85)
est appele´ γ-symbole canonique associe´ a` µ ∈ ∆′γ.
L’ope´rateur L∗†γ L∗γ , de ∆′γ dans D′L∞p , de´fini par :
L∗†γ L∗γ : µ 7−→
γ′
2ipi
(LL∗γµ)|γ+ , (1.86)
associe donc a` µ ∈ ∆′γ son repre´sentant canonique µc. On pose :
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De´finition 28 L’ensemble des γ-symboles canoniques, note´ ∆′γ,c, est de´fini par :
∆′γ,c = L∗†γ L∗γ(D′L∞p ). (1.87)
On a alors les deux caracte´risations suivantes.
Proposition 29 ∆′γ,c est l’ensemble des solutions dans D′L∞p (R) de l’e´quation :
µ = L∗†γ L∗γ(µ). (1.88)
Preuve. Soit µ ∈∆′γ et µc = L∗†γ L∗γ(µ). Alors µ γ∼ µc, d’ou` L∗†γ L∗γ(µ) = L∗†γ L∗γ(µc).
The´ore`me 30
µ ∈∆′γ,c ⇐⇒
{
µ ∈ D′L∞p (R)
µ = γ
′
2ipiH|γ+ avec H holomorphe dans Ω
+
γ .
(1.89)
Preuve. =⇒ Soit µ ∈ ∆′γ,c ⊂ D′L∞p . Alors, µ =
γ′
2ipi (LL∗γµ)|γ+ . Or d’apre`s la proposition 21,
LL∗γµ est holomorphe dans Ω+γ .
⇐= Soit µ ∈ D′L∞p (R) tel que µ =
γ′
2ipiH|γ+ avec H holomorphe sur Ω
+
γ . On a :
LL∗γµ = LL∗γ
(
γ′
2ipi
H|γ+
)
=<
γ′
2ipi
H|γ+ ,
1
p− γ >∆′γ ,∆γ
=
D′
lim
γ˜n→γ
∫
γ˜′n
2ipi
H(γ˜n)
p− γ˜n
dξ =
1
2ipi
D′
lim
γ˜n→γ
∫
γ˜n
H(z)
p− z dz. (1.90)
D’apre`s la formule de Cauchy [37], on a :
1
2ipi
∫
γ˜n
H(z)
p− z dz = H(p)1Ω+γ˜n (p), (1.91)
d’ou` :
LL∗γµ = H(p)1Ω+γ (p) =⇒ µ = L∗†γ L∗γ(µ). (1.92)
Chaque e´le´ment µc ∈∆′γ,c caracte´rise la classe d’e´quivalence µ de ∆′γ de´finie par :
µ :=
{
µc + ν, ou` ν ∈ 0∆′γ
}
. (1.93)
La classe 0∆′γ joue donc un roˆle important ; on montre que ses e´le´ments peuvent eˆtre caracte´rise´s
de la manie`re suivante :
Proposition 31 ∀µ ∈ D′L∞p (R),
µ ∈ 0∆′γ ⇐⇒ µ =
γ′
2ipi
H|γ− avec H holomorphe sur Ω−γ , (1.94)
ou` H|γ− est la trace a` gauche de H sur γ (au sens des distributions).
Preuve. µ ∈ 0∆′γ ⇔ ∀p ∈ Ω+γ , H(p) =< µ, 1p−γ >∆′γ ,∆γ= 0 =
∫
γ˜
H(z)
p−z dz pour tout contour
γ˜ ≺ γ. D’apre`s les proprie´te´s des inte´grales de Cauchy, cette condition est ve´rifie´e si et seulement
si H est analytique dans Ω−γ˜ , et donc dans
⋃
γ˜≺γ
Ω−γ˜ = Ω
−
γ .
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Le produit ]γ dans ∆′γ
La composition d’ope´rateurs e´tant une ope´ration essentielle, on conside`re l’ope´ration qui lui est
associe´e dans l’espace des γ-symboles et que l’on note ]γ (ou plus simplement ]). Cette ope´ration
sur les γ-symboles est un produit de´fini comme suit :
De´finition 32 Soient µ, ν ∈∆′γ. La classe de γ-symboles note´e µ]γν est de´finie par :
L∗γ(µ]γν) =
(L∗γµ) ∗ (L∗γν) . (1.95)
Le produit ]γ est commutatif dans ∆′γ . En outre, il de´coule du the´ore`me de Titchmarsh [62],
que :
Proposition 33 Le produit ] n’a pas de diviseurs de 0 :
µ 6= 0, ν 6= 0 =⇒ µ]ν 6= 0. (1.96)
D’apre`s la proposition 21, l’ope´rateur L∗γ associe a` un γ-symbole µ de ∆′γ la re´ponse impulsion-
nelle de l’ope´rateur re´alise´ par µ. L’e´quation (1.95) qui de´finit le produit ]γ est donc une e´galite´
entre re´ponses impulsionnelles dont l’e´quivalent en domaine fre´quentiel s’obtient par application de
la transformation de Laplace. On obtient :[LL∗γ(µ]γν)] (p) = [LL∗γ(µ)] (p) · [LL∗γ(ν)] (p) (1.97)
= H(p) ·K(p),
ou` H (respectivement K) est le symbole-Laplace de l’ope´rateur re´alise´ par µ (respectivement par
ν). Le γ-symbole µ]γν permet donc de re´aliser l’ope´rateur de symbole-Laplace H(p) ·K(p) c’est a`
dire l’ope´rateur H(∂t) ◦K(∂t) :
µ γ-symbole de H(∂t)
ν γ-symbole de K(∂t)
}
=⇒ µ]γν γ-symbole de H(∂t) ◦K(∂t). (1.98)
On de´duit aise´ment de ce qui pre´ce`de :
The´ore`me 34 Le γ-symbole canonique de la classe d’e´quivalence µ]γν est de´fini par :
(µ]γν)c =
γ′
2ipi
(LL∗γµ× LL∗γν)|γ+ . (1.99)
Dans le cas ou` le produit µc.νc est bien de´fini, on a en outre :
(µ]γν)c =
2ipi
γ′
µc.νc. (1.100)
Remarque 35 On a notamment la formulation suivante sous forme de re´alisations d’e´tat :
< µ]γν,Rdγ(.) >∆′γ ,∆γ=< µ,Rdγ < ν,Rdγ(.) >∆′γ ,∆γ>∆′γ ,∆γ , (1.101)
d’ou` : {
∂tψ = γ(ξ)ψ + u
y =< µ]γν, ψ >∆′γ ,∆γ
E/S⇐⇒

∂tψ1 = γ(ξ)ψ1 + u
∂tψ2 = γ(η)ψ2+ < ν, ψ1 >∆′γ ,∆γ
y =< µ,ψ2 >∆′γ ,∆γ .
(1.102)
Sur la continuite´ du produit ]γ dans ∆′γ
On montre que :
Proposition 36 Le produit ]γ est interne dans ∆′γ et se´pare´ment se´quentiellement continu pour
la topologie faible σ(∆′γ ,∆γ), c’est a` dire :(
< νn, ψ >−→
n→∞ 0 ∀ψ ∈∆γ
)
=⇒
(
< µ]γνn, ψ >−→
n→∞ 0 ∀ψ ∈∆γ
)
. (1.103)
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Fig. 1.3 – Domaines d’analyticite´ de H et de Ψ.
1.4.3 Espaces ∆γ et ∆
′
γ
La continuite´ (se´quentielle) se´pare´e du produit ]γ dans ∆′γ n’est parfois pas suffisante. D’autres
raisons ont incite´ a` construire un espace de γ-symboles ∆′γ mieux adapte´ que ∆′γ . En effet, les
espaces ∆γ ne sont de´finis que pour des contours γ re´guliers, alors qu’en pratique les contours non
re´guliers sont souvent utiles sinon ne´cessaires.
En un sens, l’espace ∆γ est trop gros parce qu’il contient des fonctions ψ de re´gularite´ C∞
mais non ne´cessairement analytiques (l’espace DL∞P n’imposant pas l’analyticite´). Or on a vu pre´-
ce´demment que pour tout u ∈ L∞(R+), Rdγu est pour tout t analytique dans tout C. On peut
donc espe´rer pouvoir restreindre encore l’ensemble des fonctions test ψ et donc augmenter celui des
γ-symboles sans pour autant trop appauvrir la classe d’entre´es u autorise´es.
On a e´galement vu que si Ψu(t, .) n’est pas holomorphe dans tout Ω+γ , la quantite´< µ,ψu >∆′γ ,∆γ
ne peut eˆtre en ge´ne´ral de´finie comme la limite, lorsque γ˜n → γ, de la suite stationnaire d’inte´grales
sur γ˜n ∈ Ω+γ :
1
2ipi
∫
γ˜n
H(t, p)Ψu(t, p)dp, (1.104)
puisque H et Ψ(t, .) n’ont alors pas ne´cessairement de domaine d’analyticite´ commun suffisant.
Une telle formulation ge´ne´ralisait pourtant parfaitement la relation (1.50) e´tablie dans le cas ou`
µ ∈ L1loc : il serait donc inte´ressant qu’elle soit valide pour tout produit entre µ et ψ. L’ide´e est
donc de de´finir des espaces ∆γ et ∆′γ en dualite´ tels que :
• ∀µ ∈ ∆′γ , Hµ(t, .) holomorphe dans Ω+γ ,
• ∀ψ ∈ ∆γ , Ψu(t, .) holomorphe dans Ω−γ˜ ,
(1.105)
avec γ˜ ⊂ Ω+γ (voir figure 1.3). Ainsi, l’inte´grale∫
γ
Hµ(t, p)Ψu(t, p)dp (1.106)
sera de´finie sur tout contour γ inclus dans le domaine d’analyticite´ commun a` Hµ(t, .) et a` Ψu(t, .)
(voir figure 1.3) et prendra la meˆme valeur quel que soit un tel contour γ. Par ”adhe´rence”, on
pourra alors donner un sens parfaitement de´fini a` l’inte´grale
∫
γ Hµ(t, p)Ψu(t, p)dp. On aura plus
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pre´cise´ment, par le the´ore`me de Cauchy :∫
γ
Hµ(t, p)Ψu(t, p)dp :=
∫
γ
Hµ(t, p)Ψu(t, p)dp (1.107)
pour tout γ dans le domaine d’analyticite´ commun a` Hµ(t, .) et a` Ψu(t, .).
Dans la suite, on conside`re des contours γ et γ˜ ve´rifiant les hypothe`ses du paragraphe pre´ce´dent
avec pour γ un affaiblissement des hypothe`ses de re´gularite´ a` γ ∈ W 1,∞loc (R) : le contour γ pourra
ainsi eˆtre non re´gulier et par exemple pre´senter des points anguleux.
On de´finit pour cela la relation note´e Â entre deux contours (voir figure 1.3 pour un exemple
de contours γ et γ˜ tels que γ˜ Â γ.) :
γ˜ Â γ ⇐⇒
{
γ˜ ⊂ Ω+γ
∃A > 0, ∃η0 > 0, ∀ |η| ≥ η0, min
ξ
|γ˜(η)− γ(ξ)| ≥ A |γ˜(η)| , (1.108)
Dans un premier temps, on construit l’espace de base ∆γ . Cette construction peut se re´sumer
de la manie`re suivante :
– on a, pour tout γ˜ ⊂ Ω+γ : ∀ψ˜ ∈∆γ˜ , il existe Ψ holomorphe dans Ω−γ˜ telle que ψ˜ = Ψ ◦ γ˜,
– on conside`re l’ensemble des Ψ holomorphes dans Ω−γ˜ pour lesquelles il existe ψ˜ ∈∆γ˜ tel que
ψ˜ = Ψ ◦ γ˜,
– on de´finit alors les e´le´ments de ∆γ comme la trace sur γ de ces fonctions Ψ.
On conside`re donc dans un premier temps l’espace ∆γ˜ avec γ˜ ⊂ Ω+γ . Pour tout e´le´ment ψ˜ ∈
∆γ˜ , on conside`re la fonction Ψ obtenue par prolongement analytique dans Ω−γ˜ via l’application Iγ˜
ci-apre`s, de´finie techniquement au moyen d’une inte´grale de Cauchy [48] :
Iγ˜ : ψ˜ ∈∆γ˜ 7→ Ψ fonction analytique dans Ω−γ˜ dont ψ˜ est la trace sur γ˜, (1.109)
et dont l’inverse est la fonction trace (a` gauche) sur γ˜ :
ψ˜ = Ψ|γ˜ . (1.110)
La fonction Iγ˜(ψ˜) e´tant analytique sur tout Ω−γ˜ , on peut conside´rer sa trace sur γ ⊂ Ω−γ˜ ; on de´finit
alors l’application Iγ˜,γ :
Iγ˜,γ : ψ˜ ∈∆γ˜ 7→ ψ = (Iγ˜(ψ˜)) ◦ γ (trace sur γ de Ψ). (1.111)
L’espace Iγ˜,γ(∆γ˜) est muni de la topologie finale, (qui par de´finition rend Iγ˜,γ continue) ; c’est donc
un espace de Fre´chet isome´trique a` ∆γ˜ .
On de´finit alors :
De´finition 37 L’espace ∆γ est de´fini par :
∆γ = ∪
n
Iγ˜n,γ(∆γ˜n), (1.112)
ou` γ˜n est une suite de´croissante (au sens de la relation Â) d’arcs re´guliers telle que γ˜n −→
n→+∞ γ
dans W 1,∞loc (R).
En outre, ∆γ est muni de la topologie de limite inductive de´finie par la convergence :
ψn −→ 0 dans ∆γ ⇔ ∃n, ψ˜n −→ 0 dans ∆γ˜n . (1.113)
De´finition 38 ∆′γ est le dual topologique de ∆γ .
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Remarque 39 I Lorsque γ est re´gulie`re, on a ∆γ ⊂ ∆γ : en effet les e´le´ments de ∆γ sont la
trace sur γ de fonctions analytiques sur Ω−γ˜ avec γ˜ Â γ, alors que les fonctions dont les e´le´ments
de ∆γ sont la trace sur γ ne sont analytiques que sur Ω−γ ⊂ Ω−γ˜ .
On a en revanche : ∆′γ ⊃∆′γ .
I Les e´le´ments des classes de ∆′γ quittent le cadre des distributions.
On peut montrer que la proposition 21 reste vraie dans la dualite´ < ∆′γ ,∆γ >; la re´ponse
impulsionnelle h et le symbole-Laplace H de l’ope´rateur < µ,Rdγu >∆′γ ,∆γ sont donc toujours
donne´s par :
h(s) =< µ, eγ(.)s >∆′γ ,∆γ= L∗γµ et H(p) =< µ,
1
p− γ(.) >∆′γ ,∆γ= LL
∗
γµ, (1.114)
avec H holomorphe dans Ω+γ et H(p)→ 0 quand p→∞ dans Ω+γ .
Remarque 40 Par extension continue, l’espace ∆′γ s’organise a` nouveau en classes d’e´quivalence :
deux γ-symboles µ1, µ2 tels que L∗γµ1 = L∗γµ2 repre´sentent le meˆme ope´rateur.
De la de´finition des espaces ∆′γ et ∆γ , on de´duit :
∀µ ∈ ∆′γ ,∀ψ ∈ ∆γ ,∃γ˜0 Â γ tel que ∀γ˜, γ˜0 Â γ˜ Â γ :
< µ,ψ >∆′γ ,∆γ = < µ,ψ >(Iγ˜,γ(∆γ˜))′,Iγ˜,γ(∆γ˜)
= < µ, Iγ˜,γ(ψ˜) >(Iγ˜,γ(∆γ˜))′,Iγ˜,γ(∆γ˜) avec ψ˜ = I−1γ˜,γ(ψ) ∈∆γ˜
= < µ˜, ψ˜ >∆′
γ˜
,∆γ˜ avec µ˜ =
(Iγ˜,γ)∗ (µ) ∈∆′γ˜
(1.115)
Or, on peut montrer que :
µ˜ =
(Iγ˜,γ)∗ (µ) = γ˜′2ipiH(γ˜) avec H = LL∗γµ = LL∗γ˜µ˜. (1.116)
Comme H est holomorphe sur Ω+γ , µ˜ est une fonction et < µ˜, ψ˜ >∆′γ˜ ,∆γ˜ de´signe alors l’inte´grale
(au sens de Lebesgue)
∫
µ˜(ξ)ψ˜(ξ)dξ. On a donc :
< µ,ψ >∆′γ ,∆γ=
∫
µ˜(ξ)ψ˜(ξ)dξ =
1
2ipi
∫
γ˜
H(p)Ψ(p)dp, (1.117)
avec H = LL∗γµ = LL∗γ˜µ˜ et Ψ = Iγ˜(ψ˜), γ˜ e´tant dans le domaine d’analyticite´ commun a` H(p) et a`
Ψ(p). Par continuite´ on peut alors de´finir l’inte´grale :
1
2ipi
∫ ∗
γ
H(p)Ψ(p)dp :=< µ,ψ >∆′γ ,∆γ . (1.118)
Remarque 41 Avec (1.116), on montre que
(Iγ˜,γ)∗ est l’ope´rateur qui a` un e´le´ment de ∆′γ associe
son repre´sentant canonique dans ∆′γ˜.
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γ-symboles canoniques
La de´finition du γ-symbole canonique d’un e´le´ment de ∆′γ est ne´cessairement plus souple que
celle dans ∆
′
γ du fait ;
– d’une part que l’on sort du cadre des distributions : rigoureusement, la limite (c’est a` dire la
trace a` droite) doit de´sormais eˆtre prise au sens des ultra-distributions et non des distributions.
– et d’autre part que le contour γ conside´re´ n’est pas force´ment re´gulier. A noter que lorsque
la fonction γ n’est pas re´gulie`re, le produit de γ′ par une distribution n’est en ge´ne´ral pas
de´fini. La formule (1.85) ne peut donc eˆtre applique´e telle quelle dans ce cas la`.
Dans ∆′γ , on a la de´finition ge´ne´rale :
De´finition 42 Pour tout µ ∈ ∆′γ, le γ-symbole canonique µc est de´fini par :
µc := lim
γ˜′n
2ipi
[LL∗γµ] (γ˜n), (1.119)
avec γ˜n suite d’arcs simples contenus dans Ω+γ tels que γ˜n −→n→∞ γ dans W
1,∞
loc (la limite
5 e´tant a`
prendre au sens de ∆′γ).
Remarque 43 Dans le cas ou` γ est re´gulie`re , la formule (1.119) se re´e´crit sous la forme :
µc :=
γ′
2ipi
(LL∗γµ)|γ+ , (1.120)
ou` (.)|γ+ est la trace a` droite sur γ au sens des ultra-distributions.
Dans la suite, on note ∆′γ,c l’ensemble des γ-symboles canoniques de ∆′γ .
Le produit ]γ dans ∆′γ
La de´finition 32 du produit ]γ ainsi que les relations (1.97), (1.98), (1.101) et (1.102) e´tablies
dans ∆
′
γ s’e´tendent naturellement a` ∆
′
γ .
On peut montrer que le produit ]γ ainsi de´fini est interne dans ∆′γ . Or, par de´finition :
∀µ, ν ∈ ∆′γ , L∗γ(µ]γν) =
(L∗γµ) ∗ (L∗γν) ; (1.121)
par conse´quent (∆′γ , ]γ) est une alge`bre isomorphe a` (L∗γ(∆′γ), ∗), alge`bre de convolution des re´-
ponses impulsionnelles d’ope´rateurs γ-diffusifs. On notera en revanche que (∆′γ , ]γ) n’est pas uni-
taire puisque l’ope´rateur identite´ n’est pas γ-diffusif : cette remarque prendra toute son importance
lors du proble`me de l’inversion γ-symbolique comme on pourra le voir dans le chapitre suivant.
The´ore`me 44 Le repre´sentant canonique de la classe d’e´quivalence µ]γν est donne´ par :
(µ]γν)c = lim
γ˜n
Â−→γ
γ˜′n
2ipi
(LL∗γµ .LL∗γν)(γ˜n). (1.122)
On peut e´galement exprimer le produit ]γ dans ∆
′
γ au moyen des fonctions test. On a ainsi :
The´ore`me 45 Soient µ, ν ∈ ∆′γ. Pour tout ψ ∈ ∆γ :
< µ]γν, ψ >∆′γ ,∆γ=<
2ipi
γ˜′
µ˜ ν˜, ψ˜ >D′
L∞p ,DL∞p
∀γ˜ Â γ, (1.123)
avec µ˜ =
(Iγ˜,γ)∗ (µ), ν˜ = (Iγ˜,γ)∗ (ν) et ψ˜ = I−1γ˜,γ(ψ).
5On notera dans la suite cette limite par lim
γ˜n
Â−→γ
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Remarque 46 Rappelons que µ˜ et ν˜ sont des γ-symboles canoniques : la relation (1.123) ne serait
pas vraie pour µ˜ et ν˜ repre´sentants quelconques de la classe d’e´quivalence.
On montre enfin que le produit ]γ est se´quentiellement continu pour la topologie forte de ∆′γ ,
c’est-a`-dire :(
νn −→
n→∞ ν, µn −→n→∞ µ dans ∆
′
γ fort
)
=⇒
(
µn]γνn −→n→∞ µ]γν dans ∆
′
γ fort
)
. (1.124)
L’espace ∆′γ est ainsi bien adapte´ a` l’analyse ; il permettra en particulier d’assurer un bon
comportement notamment des approximations nume´riques de`s lors qu’elles auront e´te´ analyse´es et
construites dans le contexte topologique de´crit pre´ce´demment.
1.5 En re´sume´
Dans cette pre´sentation assez concise des principes de la repre´sentation diffusive, on a vu
qu’un ope´rateur H = H(∂t) diffusif au sens strict admettait la repre´sentation suivante, appele´e
γ-re´alisation : {
∂tψ(t, ξ) = γ(ξ)ψ(t, ξ) + u(t), ψ(0, .) = 0
H(∂t)u(t) =< µ,ψ(t, .) >∆′γ ,∆γ ,
(1.125)
ou` γ ∈ W 1,∞loc (R) de´finit un contour ferme´ (e´ventuellement a` l’infini) ve´rifiant les hypothe`ses men-
tionne´es au paragraphe pre´ce´dent, et ou` µ ∈ ∆′γ est solution de L∗γµ = h avec h re´ponse impulsion-
nelle de H.
Les conditions essentielles a` satisfaire pour qu’un ope´rateur H admette une telle repre´sentation
sont :
• l’analyticite´ de H dans Ω+γ ,
• la de´croissance a` l’infini de H dans Ω+γ . (1.126)
La condition sectorielle impose´e a` γ garantit en outre la nature diffusive des re´alisations d’e´tat.
Par voie de conse´quence, les ope´rateurs γ-re´alisables sont de type pseudo-diffe´rentiel [60], ce qui
implique en particulier une re´ponse impulsionnelle h re´gulie`re (en fait analytique) sur R+∗t .
Notons par ailleurs que la re´alisation d’e´tat qu’est la γ-re´alisation est de dimension infinie. Pour
des ope´rateurs rationnels notamment, elle n’est donc pas minimale, ce qui a premie`re vue peut
apparaˆıtre comme un inconve´nient. En re´alite´, les avantages sont nombreux :
– une meˆme e´quation d’e´tat permet la re´alisation d’une vaste classe d’ope´rateurs (rationnels
ou non, convolutifs ou non),
– l’ope´rateur est caracte´rise´ par son γ-symbole qui apparaˆıt line´airement dans la γ-re´alisation,
– la somme et le produit de deux ope´rateurs γ-re´alisables sont des ope´rateurs de meˆme nature,
proprie´te´ essentielle pour les applications (cf. les paragraphes qui suivent) et intrinse`quement
impossible dans le cadre standard rationnel (la somme ou le produit de deux ope´rateurs
rationnels d’ordre n est en ge´ne´ral un ope´rateur d’ordre 2n),
– les ope´rateurs et leurs approximations sont dans un meˆme cadre mathe´matique,
– l’extension aux ope´rateurs non causaux voire multidimensionnels est naturelle,
– de nombreuses autres extensions sont possibles,
– il existe des re´alisations diffusives aux proprie´te´s particulie`res pouvant eˆtre utiles notamment
en non line´aire [48].
– etc.
Un des avantages sur lequel il convient de revenir est la possibilite´ d’extension a` divers pro-
ble`mes. Dans les paragraphes pre´ce´dents, plusieurs hypothe`ses ont e´te´ faites, en particulier sur le
contour γ et sur les ope´rateurs conside´re´s. La repre´sentation diffusive se preˆte en fait a` diverses
extensions et peut s’adapter a` de nombreuses situations ou` ne sont pas ne´cessairement ve´rifie´es ces
hypothe`ses. De nombreux comple´ments et extensions des concepts pre´ce´dents ont e´te´ e´tudie´s et
sont pre´sente´s dans [48].
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On mentionnera en particulier le fait que les ope´rateurs instables peuvent e´galement avoir une re´a-
lisation diffusive (ce qui sous-entend en fait que le contour γ puisse ”sortir” du demi-plan complexe
gauche).
1.6 Extensions
1.6.1 Ope´rateurs non invariants dans le temps
La repre´sentation diffusive peut eˆtre naturellement e´tendue aux ope´rateurs inte´graux H non
invariants dans le temps, c’est a` dire aux ope´rateurs non convolutifs de la forme :
Hu(t) =
∫
h(t, s)u(s)ds =
∫
h(t, t− s)u(s)ds = (h(t, .) ∗s u)(t), (1.127)
de symbole donne´ par :
H(t, .) = L(h(t, .)), (1.128)
et note´ H(t, ∂t). A quelques adaptations techniques pre`s, la plupart des re´sultats e´tablis pre´ce´dem-
ment s’e´tendent a` ces ope´rateurs.
A un ope´rateur H = H(t, ∂t) γ-diffusif, on associe une classe d’e´quivalence de γ-symboles µ,
e´galement non constante dans le temps, appartement a` l’espace C(Rt;∆′γ). Pour tout t ∈ R, µ(t, .)
est solution de L∗γµ(t, .) = h(t, .).
La γ-re´alisation de H s’e´crit alors naturellement :{
∂tψ(t, ξ) = γ(ξ)ψ(t, ξ) + u(t), ψ(0, .) = 0
H(t, ∂t)u(t) =< µ(t, .), ψ(t, .) >∆′γ ,∆γ ,
(1.129)
les hypothe`ses essentielles a` satisfaire e´tant :
• l’analyticite´ de H(t, .) dans Ω+γ ,
• la de´croissance a` l’infini de H(t, .) dans Ω+γ . (1.130)
Notons cependant qu’avec de tels ope´rateurs, on perd la commutativite´ du produit de compo-
sition et donc du produit ]γ associe´.
1.6.2 Ope´rateurs γ-diffusifs au sens large
La condition de de´croissance a` l’infini dans Ω+γ du symbole de l’ope´rateur peut paraˆıtre assez
restrictive. On peut en fait e´tendre la notion de γ-symbole a` des ope´rateurs ne satisfaisant pas cette
condition.
Pour cela on conside`re par exemple un ope´rateur H non γ-diffusif au sens strict, mais tel qu’il
existe n ∈ N pour lequel H ◦ ∂−nt est γ-diffusif au sens strict : on dira d’un tel ope´rateur qu’il est
γ-diffusif au sens large de degre´ n.
En notant µ ∈ ∆′γ le γ-symbole de H ◦ ∂−nt , on a :
Hu = H ◦ ∂−nt ◦ ∂nt u =< µ,ψ∂nt u >∆′γ ,∆γ=< µ, ∂
n
t ψu >∆′γ ,∆γ . (1.131)
La γ-re´alisation de H s’e´crit donc Hu =< µ,ψ∂nt u >∆′γ ,∆γ=< µ, ∂nt ψu >∆′γ ,∆γ .
Remarque 47 I Dans le cas ou` n = 1, on a :
Hu =< µ, ∂tψu >∆′γ ,∆γ=< µ, γψu + u >∆′γ ,∆γ . (1.132)
I Dans le cas ou` H = H(∂t) (et donc µ) ne de´pend pas du temps, le produit de composition
est commutatif et on a e´galement :
Hu = ∂nt ◦ H ◦ ∂−nt u = ∂nt < µ,ψu >∆′γ ,∆γ=< µ, ∂nt ψu >∆′γ ,∆γ . (1.133)
Exemple 48 L’ope´rateur ∂αt , avec α ∈]0, 1[ est γ-diffusif au sens large de degre´ 1.
La notion d’ope´rateurs γ-diffusifs est donc ainsi e´tendue aux ope´rateurs de symbole holomorphe
dans Ω+γ et de croissance dans Ω
+
γ au plus polynoˆmial.
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1.6.3 Ope´rateurs matriciels
L’extension de la repre´sentation diffusive aux ope´rateurs matriciels se fait elle aussi de manie`re
naturelle.
Notations
Soit H un ope´rateur matriciel de taille n×m, dont on note Hji , i = 1 : n, j = 1 : m, les e´le´ments
scalaires. En utilisant par souci de clarte´ la convention d’Einstein de sommation sur les indices
re´pe´te´s6, on note alors :
(Hu)i = Hjiuj . (1.134)
On suppose que chacun des ope´rateurs scalaires Hji est γ-diffusif au sens strict, et on note µji son
γ-symbole dans ∆′γ . Sous cette hypothe`se, l’ope´rateur matriciel H est dit lui meˆme γ-diffusif au
sens strict, et la matrice des γ-symboles µji , note´e µ, est appele´e γ-symbole de H.
On de´finit alors l’espace ∆′n×mγ des γ-symboles matriciels de taille n×m :
∆′
n×m
γ :=
{
µ = (µji )i=1:n,j=1:m tel que, ∀i, j, µji ∈ ∆′γ
}
. (1.135)
On a alors, pour tout ope´rateur matriciel H de taille n × m, γ-diffusif au sens strict et de
γ-symbole µ ∈ ∆′n×mγ :
∀i, (Hu)i := Hjiuj =< µji , ψuj >∆′γ ,∆γ . (1.136)
En notant :
(µ · ψ)i =< µji , ψj >∆′γ ,∆γ , (1.137)
on e´crira de manie`re simplifie´e :
Hu = µ · ψ. (1.138)
γ-re´alisation d’un ope´rateur matriciel
Une γ-re´alisation de H est donne´e par :{
∂tψj(t, ξ) = γ(ξ)ψj(t, ξ) + uj(t) j = 1 : m
(Hu)i = (µ · ψ)i =< µji , ψj >∆′γ ,∆γ i = 1 : n,
(1.139)
que l’on notera plus simplement : {
∂tψ = γψ + u
Hu = µ · ψ. (1.140)
Remarque 49 Dans la γ-re´alisation (1.139), un unique contour γ commun a` toutes les γ-re´alisations
des ope´rateurs Hji a e´te´ conside´re´. Une autre solution consistant a` conside´rer un contour γij pour
chaque Hji peut naturellement aussi eˆtre envisage´e. On a alors :{
∂tψij(t, ξ) = γij(ξ)ψij(t, ξ) + uj(t) i = 1 : n, j = 1 : m,
(Hu)i =< µji , ψij >∆′γ ,∆γ i = 1 : n.
(1.141)
Cependant le choix d’un unique contour γ n’est pas anodin et offre des avantages non ne´gligeables.
En effet, outre le fait que la γ-re´alisation (1.139) associe´e a` ce choix ne´cessite la re´solution de
seulement m e´quations diffe´rentielles contre n ×m pour la γ-re´alisation (1.141), ce choix permet
e´galement d’obtenir une alge`bre d’ope´rateurs matriciels associe´e a` une alge`bre de γ-symboles matri-
ciels dans laquelle le produit ]γ est bien de´fini (ce qui n’est pas le cas lorsque l’on conside`re plusieurs
contours γij).
6ajbj :=
∑
j a
jbj
1.6.3 Ope´rateurs matriciels 31
Ope´rateurs matriciels γ-diffusifs au sens large
Supposons a` pre´sent que Hji est γ-diffusif au sens large d’ordre nij . En posant N = max(nij),
et en notant µji le γ-symbole de Hji ◦ ∂−Nt on a alors naturellement la γ-re´alisation de H suivante :{
∂tψ = γψ + ∂Nt u
Hu = µ · ψ. ou` µ = (µ
j
i )i=1:n,j=1:m. (1.142)
Produit de γ-symboles matriciels
Ces produits sont de´finis de la meˆme manie`re que le produit matriciel a` partir du produit de
composition pour les ope´rateurs et du produit ]γ pour les γ-symboles. On a :
I pour tous H et K ope´rateurs matriciels de taille respective n× l et l ×m,
∀i = 1 : n, ∀j = 1 : m, (H ◦ K)ji = Hli ◦ Kjl , (1.143)
I ∀µ ∈ ∆′n×lγ , ∀ν ∈ ∆′l×mγ ,
∀i = 1 : n, ∀j = 1 : m, (µ]γν)ji = µli]γνjl . (1.144)
Remarque 50 Le produit d’un ope´rateur matriciel H de taille n×m (resp. d’un γ-symbole matri-
ciel µ ∈ ∆′n×mγ ) avec un ope´rateur scalaire K (resp. un γ-symbole scalaire ν) sera de meˆme de´fini
par : ∀i = 1 : n, ∀j = 1 : m,
(K ◦ H)ji = K ◦ Hji (resp. (ν]γµ)ji = ν]γµji ). (1.145)
En particulier, ∆′n×nγ est une alge`bre topologique (topologie produit), le produit interne e´tant
(se´quentiellement) continu.

Chapitre 2
Quelques e´le´ments techniques
Dans ce chapitre sont donne´es quelques indications techniques pour le calcul de l’expression
analytique d’un γ-symbole et pour l’approximation nume´rique d’une re´alisation diffusive.
2.1 Le γ-symbole
Un proble`me qui se pose en pratique est de savoir comment re´aliser un ope´rateur H de symbole
H(p) donne´. Sous repre´sentation diffusive, cet ope´rateur est caracte´rise´ par son γ-symbole : dans ce
paragraphe, on donne succinctement divers me´thodes et re´sultats permettant d’e´tablir l’expression
analytique du γ-symbole de H.
2.1.1 De´termination analytique
Rappelons dans un premier temps les re´sultats the´oriques donne´s pre´ce´demment.
En the´orie
Dans le cas le plus ge´ne´ral, un γ-symbole de H est donne´ par :
µ(ξ) = lim
γ˜n→γ
[
γ˜′n(ξ)
2ipi
H(γ˜n(ξ))
]
, (2.1)
ou` γ˜n est un suite de´croissante d’arcs re´guliers contenus dans Ω+γ tels que γ˜n → γ dans W 1,∞loc (R).
En les points ou` γ est re´gulie`re, cette formule se simplifie :
µ(ξ) =
γ′(ξ)
2ipi
H|γ+ , (2.2)
ou` H|γ+ est la trace a` droite au sens des distributions deH sur γ : par de´finition (et sous l’hypothe`se
d’analyticite´ de H dans Ω+γ ), H|γ+ est donc la limite dans D′ de la suite de fonctions H|γ˜n ou` γ˜n
est un suite d’arcs simples contenus dans Ω+γ tels que γ˜n → γ dans C∞.
Si de plus H est re´gulie`re en les points ou` γ est elle-meˆme re´gulie`re, H|γ+ est e´gal a` la trace
de H sur γ :
µ(ξ) =
γ′(ξ)
2ipi
H(γ(ξ)). (2.3)
En pratique
Dans la plupart des cas pratiques, le contour γ conside´re´ est re´gulier sauf en un nombre fini de
point anguleux en lesquels γ n’est pas de´rivable.
Pour le calcul de µ, on distinguera deux types de singularite´s que peut avoir H sur le contour
γ : les poˆles d’ordre finis et les singularite´s autres (points de branchement, poˆles essentiels). La
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contribution des poˆles dans l’expression du γ-symbole sera calcule´e inde´pendamment du reste. On
montre en effet que le γ-symbole canonique d’un ope´rateur ayant des poˆles d’ordre nq > 1 en γ(ξq),
q ∈ Q sera, dans le cas ou` γ est re´gulie`re en ξq, de la forme :
Proposition 51
µ(ξ) = µr(ξ) +
∑
q∈Q
nq∑
n=0
αq,nδ
(n)
ξq
(ξ), (2.4)
ou` µr ∈ L1loc(R) est la partie non singulie`re de µ, donne´e par :
µr(ξ) = lim
γ˜n→γ
[
γ˜′n(ξ)
2ipi
H(γ˜n(ξ))
]
ξ-pp. (2.5)
Preuve. On a µ = limγ˜n→γ
[
γ˜′n
2ipiH(γ˜n)
]
, d’ou` :
< µ,ψ >= lim
γ˜n→γ
<
γ˜′n
2ipi
H ◦ γ˜n, ψ >= lim
γ˜n→γ
∫
R
γ˜′n(ξ)
2ipi
H(γ˜n(ξ))ψ(ξ)dξ = lim
γ˜n→γ
∫
γ˜n
1
2ipi
H(p)Ψ(p)dp.
(2.6)
On conside`re alors comme contour γ˜n le contour e´gal a` γ sauf en les points γ(ξq) ou` H a un poˆle,
qu’il contourne avec un demi-cercle de rayon 1n et de centre γ(ξq). On a alors :
γn =
∑
q∈Q
γ|Inq +
1
2
C(γ(ξq),
1
n
), (2.7)
ou` Inq est l’intervalle des valeurs ξ entre γ(ξq) et γ(ξq+1) (le cercle exclus) et
1
2C(γ(ξq),
1
n) est le
demi-cercle de centre γ(ξq) et de rayon
1
n . On a bien γn −→n→∞ γ, d’ou` :
lim
γ˜n→γ
∫
γ˜n
1
2ipi
H(p)Ψ(p)dp = lim
n→∞
∑
q∈Q
∫
γ|Inq
1
2ipi
H(p)Ψ(p)dp+
∫
1
2
C(γ(ξq),
1
n
),
1
2ipi
H(p)Ψ(p)dp

=
∫
R
lim
γ˜n→γ
[
γ˜′n(ξ)
2ipi
H(γ˜n(ξ))
]
ψ(ξ)dξ +
∑
q∈Q
1
2
Res(H(.)Ψ(.), γ(ξq)).
Or, si H posse`de un poˆle d’ordre nq sur γ en γ(ξq) :
H(p) =
H˜(p)(
p− γ(ξq)
)nq , (2.8)
on a :
1
2
Res(H(.)Ψ(.), γ(ξq)) =
1
2(nq − 1)!
d(nq−1)
dp(nq−1)
(H˜(.)Ψ(.))|q=γ(ξq)
=
1
2(nq − 1)!
nq∑
k=0
CknqH˜
(nq−k)(γ(ξq))Ψ
(k)(γ(ξq)).
On montre ensuite que, sous re´serve de re´gularite´ de γ en ξq, Ψ(k)(γ(ξq)) s’exprime comme combi-
naison line´aire de ψ(j)(ξq), j = 1 : k.
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Expression de µr
ICas ou` γ est re´gulie`re et ou` H ne pre´sente pas d’autres singularite´s que des poˆles sur γ : pour
le calcul de µr, on utilisera en ge´ne´ral la formule (2.3).
Exemple 52 On conside`re l’ope´rateur H de symbole H(p) = 1p+a , a > 0 et un contour γ re´gulier
ve´rifiant les hypothe`ses pre´ce´dentes. ∀ξ tel que γ(ξ) 6= −a, on a :
µr(ξ) =
γ′(ξ)
2ipi
1
γ(ξ) + a
(2.9)
ICas ou` H pre´sente des singularite´s (autres que des poˆles) inte´grables sur γ : dans ce cas, on
utilisera la formule (2.2) avec H|γ+ trace a` droite au sens des fonctions de H sur γ.
Exemple 53 Pour H(p) =
√
1+ p
2a
p et γ de´fini par γ(ξ) = − |ξ| , on a, pour tout ξ 6= 0 :
µr(ξ) =
γ′(ξ)
2ipi
lim
ε→0
(H(− |ξ|+ sign(ξ)iε)) = γ
′(ξ)
2ipi
lim
ε→0

√
1 + −|ξ|+sign(ξ)iε2a
− |ξ|+ sign(ξ)iε

=
γ′(ξ)
2ipi
lim
ε→0
− |ξ|
√
1 + −|ξ|+sign(ξ)iε2a
ξ2 + ε2
+ γ′(ξ)
2ipi
lim
ε→0
−sign(ξ)iε
√
1 + −|ξ|+sign(ξ)iε2a
ξ2 + ε2

︸ ︷︷ ︸
=0
= − γ
′(ξ)
2ipi |ξ| limε→0
(√
1 +
− |ξ|
2a
+
sign(ξ)iε
2a
)
=

− γ′(ξ)2ipi|ξ|
√
1− |ξ|2a pour 2a > |ξ| > 0
− γ′(ξ)2ipi|ξ| i sign(ξ)
√
|ξ|
2a − 1 pour |ξ| > 2a
=

1
2ipiξ
√
1− |ξ|2a pour 2a > |ξ| > 0
1
2pi|ξ|
√
|ξ|
2a − 1 pour |ξ| > 2a
Remarque 54 Le γ-symbole e´tant voue´ a` eˆtre ”inte´gre´”, on ne s’inte´resse qu’a` son expression
presque partout. En les points ou` γ n’est pas de´rivable, et dans le cas ou` H n’admet pas de poˆle en
ces points, la valeur de µ n’est donc ”pas importante”. Par contre, s’il y a un poˆle en un point ξk
en lequel la fonction γ n’est pas de´rivable, il faudra le traiter a` part. En effet la trace a` droite au
sens des distributions en ce point donne une masse de dirac qui ne peut eˆtre multiplie´e avec une
fonction discontinue, ce qui est le cas de γ′ lorsque γ n’est pas de´rivable en ξq.
Expression des αq,n L’expression des αq,n de´pend de l’ordre nq du poˆle en γ(ξq). On cherchera
les coefficients αq,n tels que :
1
2
Res(H(.)Ψ(.), γ(ξq)) =
nq∑
n=0
αq,n(−1)nψ(n)(ξq) =
nq∑
n=0
αq,n < δ
(n)
ξq
, ψ > . (2.10)
On obtient par exemple :
Proposition 55 I si nq = 1 (cas d’un poˆle simple) :
µ(ξ) = µr(ξ) + αq,0δξq(ξ) avec αq,0 :=
1
2
lim
p→γ(ξq)
(p− γ(ξq))H(p). (2.11)
I si nq = 2 :
µ(ξ) = µr(ξ) + αq,0δξq(ξ) + αq,1δ
′
ξq
(ξ), (2.12)
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ou`
αq,0 :=
1
2
H˜(γ(ξq)) et αq,1 := −
1
2
H˜(γ(ξq))
γ′(ξq)
, avec H˜(p) =
(
p− γ(ξq)
)2
H(p). (2.13)
I etc.
Preuve. Si nq = 1 :
1
2
Res(H(.)Ψ(.), γ(ξq)) =
1
2
H˜(γ(ξq))ψ(ξq) =<
1
2
H˜(γ(ξq))δξq , ψ > . (2.14)
Si nq = 2 :
1
2Res(H(.)Ψ(.), γ(ξq)) =
1
2
d
dp(H˜(.)Ψ(.))|p=γ(ξq) =
1
2H˜
′(γ(ξq))Ψ(γ(ξq)) + 12H˜(γ(ξq))Ψ
′(γ(ξq))
=< 12H˜
′(γ(ξq))δξq , ψ > + <
1
2H˜(γ(ξq))δξq ,
ψ′
γ′ >=<
1
2H˜
′(γ(ξq))δξq − 12
H˜(γ(ξq))
γ′(ξq)
δ′ξq , ψ > .
(2.15)
Exemple 56 Pour H(p) =
√
1+ p
2a
p et γ de´fini par γ(ξ) = − |ξ| , on a, avec ξ0 = 0 :
µ(ξ) = µr(ξ) + α0,0δ0(ξ) avec α0,0 =
1
2
lim
p→0
pH(p) =
1
2
(
√
1 + p2a)|p=0 =
1
2
. (2.16)
2.1.2 Simplifications dans certains cas particuliers
Cas ou` γ syme´trique par rapport a` l’axe des re´els
Soit γ un arc syme´trique par rapport a` l’axe des re´els :
γ(ξ) = γ(−ξ), (2.17)
et H un ope´rateur γ-diffusif, de symbole H = Lh avec h a` valeurs re´elles. Alors, on a :
Proposition 57
µ(ξ) = µ(−ξ), (2.18)
d’ou`, pour u a` valeurs re´elles :
Hu(t) = 2Re
∫ +∞
0
µ(ξ)ψ(t, ξ)dξ. (2.19)
Preuve. Si H = Lh avec h a` valeurs re´elles, alors H(i·) est a` partie re´elle paire et partie
imaginaire impaire :
H(iω) = H(−iω). (2.20)
On a donc µ(ξ) = γ
′(ξ)
2ipi H(γ(ξ)) =
−γ′(−ξ)
2ipi H(γ(−ξ)) = γ
′(−ξ)
2ipi H(γ(−ξ)) = µ(−ξ). On a alors :
Hu(t) =
∫ +∞
−∞
µ(ξ)ψ(t, ξ)dξ =
∫ 0
−∞
µ(ξ)ψ(t, ξ)dξ +
∫ +∞
0
µ(−ξ)ψ(t, ξ)dξ
= −
∫ 0
+∞
µ(ξ)ψ(t,−ξ)dξ +
∫ +∞
0
µ(ξ)ψ(t, ξ)dξ =
∫ +∞
0
µ(−ξ)ψ(t,−ξ) + µ(ξ)ψ(t, ξ))dξ.
Or, on a ici ψ(t, ξ) = ψ(t,−ξ) puisque ψ(t, ξ) solution de ∂tψ(t, ξ) = γ(ξ)ψ(t, ξ) + u(t) et ψ(t,−ξ)
solution de ∂tψ(t,−ξ) = γ(ξ)ψ(t,−ξ) + u(t) donc de ∂t(ψ(t,−ξ)) = γ(ξ)ψ(t,−ξ) + u(t). Donc :
Hu(t) =
∫ +∞
0
(µ(−ξ)ψ(t, ξ) + µ(ξ)ψ(t, ξ))dξ = 2Re
∫ +∞
0
µ(ξ)ψ(t, ξ)dξ. (2.21)
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Cas ou` γ(ξ) = γ(−ξ)
Dans ce cas, et en notant γ∗ le demi-arc spectral de´fini par :
γ∗ = γ|R+ , (2.22)
on a :
Proposition 58
Hu =
∫ +∞
0
µ∗ψdξ, (2.23)
avec µ∗ de´fini par :
µ∗(ξ) = µ(ξ) + µ(−ξ), ξ > 0. (2.24)
et ψ γ∗-repre´sentation de u solution de :
∂tψ(t, ξ) = γ∗(ξ)ψ(t, ξ) + u(t), ψ(0, ξ) = 0, ξ > 0. (2.25)
Preuve. On a :
Hu(t) =
∫ +∞
−∞
µ(ξ)ψ(t, ξ)dξ =
∫ 0
−∞
µ(ξ)ψ(t, ξ)dξ +
∫ +∞
0
µ(ξ)ψ(t, ξ)dξ
= −
∫ 0
+∞
µ(−ξ)ψ(t,−ξ)dξ +
∫ +∞
0
µ(ξ)ψ(t, ξ)dξ =
∫ +∞
0
(µ(−ξ)ψ(t,−ξ) + µ(ξ)ψ(t, ξ))dξ.
Or, on a ici ψ(t, ξ) = ψ(t,−ξ) puisque ψ(t, ξ) solution de ∂tψ(t, ξ) = γ(ξ)ψ(t, ξ) + u(t) et ψ(t,−ξ)
solution de ∂tψ(t,−ξ) = γ(−ξ)ψ(t,−ξ) + u(t) avec γ(ξ) = γ(−ξ). Donc :
Hu(t) =
∫ +∞
0
(µ(−ξ) + µ(ξ))ψ(t, ξ) dξ. (2.26)
Remarque 59 Dans ce cas le γ-symbole µ∗ est unique pour un ope´rateur donne´.
Cas ou` γ(ξ) = − |ξ|
On se place ici dans un cas particulier des deux paragraphes pre´ce´dents puisque γ(ξ) = γ(−ξ) =
γ(−ξ). On a alors :
Proposition 60
Hu =
∫ +∞
0
µ∗ψdξ, (2.27)
avec µ∗ de´fini par :
µ∗(ξ) =
1ξ>0
2ipi
[H(t, ξe−ipi
−
)−H(t, ξeipi−)] = 1ξ>0
2ipi
lim
ε→0
[H(t,−ξ − iε)−H(t,−ξ + iε)].
Preuve. On a :
µ∗(ξ) = µ(ξ) + µ(−ξ), ξ > 0 ou` µ = γ
′
2ipi
H|γ+ . (2.28)
Or, pour γ(ξ) = − |ξ|, on a :
γ′(ξ) = −sign(ξ) et H|γ+(ξ) = lim
ε→0
H(− |ξ|+ sign(ξ)iε), (2.29)
d’ou`, pour ξ > 0 :
µ∗(ξ) = µ(ξ) + µ(−ξ) = −1
2ipi
lim
ε→0
H(−ξ + sign(ξ)iε) + 1
2ipi
lim
ε→0
H(−ξ + sign(−ξ)iε)
=
1ξ>0
2ipi
lim
ε→0
[H(t,−ξ − iε)−H(t,−ξ + iε)].
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Remarque 61 Dans ce cas particulier, µ∗(ξ) ∈ R puisque l’on a :
µ∗(ξ) = µ(ξ) + µ(−ξ) = µ(ξ) + µ(ξ) = 2Re(µ(ξ)). (2.30)
2.1.3 Exemples
Cas d’un ope´rateur d’impe´dance
On conside`re le mode`le d’une paroi absorbante destine´e a` la re´duction du bruit ge´ne´re´ par le
moteurs des avions ([28], [44]). Dans ce mode`le intervient l’ope´rateur inte´gralH de symbole laplace :
H(p) =
1
pχeff(p)
, (2.31)
ou` χeff (p) de´signe la compressibilite´ effective de Lafarge [33] qui est donne´e par :
χeff (p) = χ (1− c
p
p+ a′ (1 + b′p)
1
2
), (2.32)
avec χ = 1P0 , a
′ = 8µ
ρ0Λ
′2 , b′ = 12a′ , c =
γ−1
γ , les parame`tres physiques ρ0, P0, µ, γ, Λ
′ de´signant
respectivement la densite´ et la pression au repos, la viscosite´ dynamique, le rapport des chaleurs
spe´cifiques et la longueur caracte´ristique a` haute fre´quence du proble`me thermique.
La fonctionH est de´croissante a` l’infini et holomorphe dansCr([−∞,−2a′[∪{a′(1−
√
(1+16(1−c)2))
4(1−c)2 , 0}).
En conside´rant comme arc γ le demi axe des re´els a` partie re´elle ne´gative R−, c’est a` dire l’arc γ
de´fini par :
γ(ξ) = − |ξ| , (2.33)
on montre que H(∂t) admet comme γ-symbole dans ∆
′
γ [17] :
µ∗(ξ) =
a′c
pi χ
√
b′ ξ − 1
ξ2 (1− c)2 + a′2 ξ − a′2
1ξ>2a′ +
1
χ
δ0(ξ) + k1 δξ1(ξ), (2.34)
ou` ξ1 =
a′(
√
1+16(1−c)2−1)
4(1−c)2 > 0 et k1 =
c(
√
1+16(1−c)2−1)
χ(1−c)
√
1+16(1−c)2 > 0.
La γ-re´alisation de H(∂t) s’e´crit alors :
∂tψ(t, ξ) = − |ξ|ψ(t, ξ) + u(t), ψ(0, .) = 0,
H(∂t)u(t) = < µ∗, ψ(t, .) >
= a
′c
pi χ
∫ +∞
2a′
√
b′ ξ−1
ξ2 (1−c)2+a′
2
ξ−a′2ψ(t, ξ)dξ +
1
χ ψ(t, 0) + k1 ψ(t, ξ1).
(2.35)
Tableau de γ-symboles
Les γ-symboles de divers ope´rateurs sont donne´s en tableau 2.1 dans le cas ou` γ(ξ) = − |ξ|.
2.1.4 Cas ou` H(∂t) n’est pas γ-re´alisable
On conside`re un ope´rateur inte´gral H(∂t) et un contour γ suppose´ re´gulier par simplicite´ tel
que le symbole de H(∂t) soit de´croissant a` l’infini dans Ω+γ :
H(p) −→
|p|→∞
0 dans Ω+γ , (2.36)
mais non ne´cessairement holomorphe dans tout Ω+γ . On suppose que µ :=
γ
′
2ipiH|γ+ ∈ D′L∞P . D’apre`s
(1.114), le symbole de l’ope´rateur Hr : u 7−→< µ,Rdγu >∆′γ ,∆γ est donne´ par :
Hr(p) = LL∗γµ = LL∗γ
(
γ
′
2ipi
H|γ+
)
. (2.37)
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conditions symbole diffusif µ re´p. impulsionnelle h L-symbole H
(fre´quence ξ > 0) (temps s > 0) (fre´quence p ∈C)∫
µdξ = 0 −ξµ(t, ξ) ∂s h (∗) pH(t, p)
∂ξµ(t, ξ) (∗) s h(t, s) −∂pH(t, p)
a > 0, b > 0 µ(t, aξ − b) e− ba s h(t, sa) H(t, ap+ b)
δ 1 p−1
Reα > 0
α /∈ N
}
µα(ξ) :=
sin(piα)
pi pf
1ξ>0
ξα
1
Γ(α)s
α−1 p−α
∂αs h ∈ L1loc µ(t, .)]µ−α ∂αs h pαH(t, p)
a, b > 0 1b−aδa +
1
a−bδb e
−as ∗ e−bs [(p+ a) (p+ b)]−1
a > 0, n ∈ N∗ δ]na = 1(n−1)!δ
(n−1)
a
sn−1
(n−1)!e
−as (p+ a)−n
Reα > 0,
a > 0
}
µα vp
1
(a−ξ) +
cos(piα)
aα δa
sα−1
Γ(α) ∗ e−as p−α(p+ a)−1
−1 < Re(α, β) < 1
Re(α+ β) > 0
0 < b < a

sin(pi(β+α))1ξ>a
pi (ξ−a)α(ξ−b)β +
+ sin(piβ)1b<ξ<a
pi (a−ξ)α(ξ−b)β
(−) (p+ a)−α (p+ b)−β
a > 0 10<ξ<a
pi
√
ξ(a−ξ) e
−at
2 I0(at2 )
1√
p
√
p+a
−1 < Reα < 1
0 < b < a
}
sin(piα)
pi
(
a−ξ
ξ−b
)α
1b<ξ<a (−)
(
p+a
p+b
)α − 1
0 < Reα < 1
−Reα < Reβ 6 1
}
Im[(ξα eipiα+a)β]
pi(ξ2α+2a cos(piα) ξα+a2)β
(−) (pα + a)−β
(γ = const. d’Euler) −pf 1ξ>0ξ ln s −p−1(γ + ln p)
1
1+ξ −es Ei(−s) ln(p)p−1
1
1+ξ2
sin s Ci s− cos s Ssi s (−)
e−ξ 11+s −ep Ei(−p)
e−ξ√
piξ
1√
1+s
√
pi√
p e
p(1− erf√p)
1√
piξ
− eξ erfc√ξ 1
1+
√
s
Ei p
ep +
√
pi√
p−
ipi erfc
√
p
ep
sin ξ 1
1+s2
sin p Ci p− cos p Ssi p
sin ξ
ξ arctan
1
s
pi
2p +
cos p Ssi p−sin p Ci p
p
J0(ξ) 1√1+s2
pi
2 (H0(p)−Y0(p))
cos(
√
ξ)
pi
√
ξ
exp(−1/4s)√
pis
exp(−√p)√
p∑
n∈Z δ(ξ − n2pi2)
∑
n∈Z e
−n2pi2s (√p tanh√p)−1∑
n∈N
an
n!(2n)!δ
(2n)a
∑
n∈N
an
n!(2n)!s
2n 1
p exp(
a
p2
)
(∗) de´rivation au sens de D′(R)
(−)expression trop complexe ou impossible au moyen des fonctions spe´ciales standard.
Tab. 2.1 – Tableau de γ-symboles
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L’ope´rateur H se de´compose donc en la somme de deux ope´rateurs Hr et H0 :
H = Hr +H0, (2.38)
avec :
– Hr ope´rateur repre´sentant la partie γ-re´alisable de H (Hr(p) est donc de´croissante a` l’infini
et holomorphe dans Ω+γ ),
– et H0 := H−Hr ope´rateur tel que :
γ
′
2ipi
H0|γ+ ∈ 0∆′γ . (2.39)
En effet, on a H(p) = Hr(p) +H0(p) d’ou` :
L∗γ
(
γ
′
2ipi
H|γ(.)+
)
= L∗γ
(
γ
′
2ipi
Hr|γ(.)+
)
+ L∗γ
(
γ
′
2ipi
H0|γ(.)+
)
. (2.40)
Comme Hr est γ-re´alisable, son γ-symbole canonique est donne´ par µc := γ
′
2ipiHr|γ+ ∈ ∆′γ,c et
on a µc ∼ µ d’ou` L∗γ
(
γ
′
2ipiH0|γ(.)+
)
= 0.
Cas particulier ou` les singularite´s de H dans Ω+γ sont des poˆles
On suppose a` pre´sent que les seules singularite´s de H dans Ω+γ sont des poˆles en pq, q = 1 : Q <
∞. On montre alors que Hr(p) se de´compose de la manie`re suivante :
Hr(p) = H(p)−
Q∑
q=1
Res
(
H
p− . , pq
)
, (2.41)
d’ou` :
H0(p) =
Q∑
q=1
Res
(
H
p− . , pq
)
. (2.42)
Exemple 62 (Cas d’un ope´rateur rationnel)
On conside`re l’ope´rateur H(∂t) de symbole :
H(p) =
1
(p+ 1)2(p+ 2)(p+ 3)
(2.43)
et le contour γ de´fini par :
γ(ξ) = −2.5 + |ξ| e−sign(ξ)i 3pi2 . (2.44)
H est holomorphe sur Ω+γ \{−1,−2} avec −2 (respectivement −1) poˆle simple (respectivement
d’ordre 2). On a donc :
H0(p) = Res
(
H
p− . ,−1
)
+Res
(
H
p− . ,−2
)
= lim
z→−2
(z + 2)
H(z)
p− z + g
′(−1) avec g(z) = (z + 1)H(z)
p− z
=
1
p+ 2
+
−3(p+ 1) + 2
4 (p+ 1)2
=
1
p+ 2
− 3
4
1
(p+ 1)
+
1
2
1
(p+ 1)2
,
d’ou` :
Hr(p) = −14
1
p+ 3
. (2.45)
Dans ce cas, le re´sultat peut e´galement eˆtre obtenu par de´composition en e´le´ments simples. On
obtient en effet :
H(p) = −1
4
1
p+ 3
+
1
p+ 2
− 3
4
1
p+ 1
+
1
2
1
(p+ 1)2
. (2.46)
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2.2 Approximations nume´riques
On cherche a` pre´sent une approximation de la re´alisation diffusive d’un ope´rateur H(∂t). On se
donne pour cela une discre´tisation {ξk}k=1:n de ξ a` partir de laquelle on peut, de diverses manie`res,
de´finir un mode`le temps continu de dimension finie, permettant de re´aliser un ope´rateur approche´
de H(∂t). Ce mode`le peut ensuite eˆtre discre´tise´ en temps pour les besoins pratiques. Dans ce
paragraphe, on se contente uniquement de donner quelques indications ; des de´tails supple´mentaires
sont donne´s dans [48] ou dans [50] pour les ope´rateurs pseudo-diffe´rentiels de type fractionnaire.
2.2.1 Sur le choix de la discre´tisation de ξ
La discre´tisation de la variable ξ doit eˆtre adapte´e au contour γ conside´re´. Dans l’e´quation d’e´tat,
γ(ξ) repre´sente un poˆle de la fonction de transfert. Plus ce poˆle est proche de l’axe imaginaire, plus
on se rapproche de la limite de stabilite´. Par conse´quent, on conside´rera une discre´tisation d’autant
plus fine que le contour γ est proche de l’axe iR.
Dans le cas particulier (tre`s fre´quent en pratique) ou` γ(ξ) est un secteur de´fini par γ(ξ) =
|ξ| ei sign(ξ)α, avec α ∈ [pi2 ;pi], la variable |ξ| est comparable a` une fre´quence. Les basses fre´quences
ayant plus de ”poids” que les hautes fre´quences dans la re´alisation de l’ope´rateur, une discre´tisation
en ξ d’autant moins fine que les fre´quences sont grandes sera utilise´e. Les points de discre´tisation
ξk sont ainsi souvent de´finis comme e´le´ments d’une suite ge´ome´trique de raison r :
ξk+1 = r ξk, (2.47)
permettant de couvrir la bande de fre´quence [ξ1, ξn].
N.B. La fre´quence 0 pouvant eˆtre importante dans certains cas, on pourra rajouter un point
ξ0 = 0 = γ(0).
2.2.2 1e`re me´thode d’approximation via les fonctions d’interpolation
En the´orie
On conside`re l’approximation ψn (resp. (µψ)n) de ψ (resp. de µψ si µ ∈ L1loc et continue ξ-pp)
dans L2(R) ⊃ ∆γ :
ψn(t, ξ) =
n∑
k=1
ψ(t, ξk)Λk(ξ), (resp. (µψ)n(t, ξ) =
n∑
k=1
µ(ξk)ψ(t, ξk)Λk(ξ)) (2.48)
ou` Λk, k = 1 : n sont des fonctions d’interpolation. Pour u suffisamment re´gulie`re, on a :
‖ψn − ψ‖L2 −→n→+∞ 0 (resp. ‖(µψ)n − µψ‖L2 −→n→+∞ 0). (2.49)
Une approximation convergente yn de y = Hu est alors donne´e par :
yn(t) =
n∑
k=1
µkψ(t, ξk), (2.50)
avec
µk =< µ,Λk > (resp. µk = µ(ξk)
∫ +∞
0
Λk(ξ)dξ), (2.51)
et la re´alisation diffusive approche´e de dimension n correspondante s’e´crit :{
∂tψk(t) = γkψk(t) + u(t), ψk(0) = 0, k = 1 : n,
yn(t) =
∑n
k=1 µkψk(t),
(2.52)
avec ψk(t) = ψ(t, ξk) et γk = γ(ξk).
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En pratique
I Evaluation des inte´grales
Dans le cas ou` l’on posse`de une expression analytique du γ-symbole µ, il est envisageable, au
moins dans certains cas, de calculer l’expression exacte de µk =< µ,Λk > . Notons cependant
que ces coefficients sont propres a` un seul ope´rateur.
Lorsque µ ∈ L1loc et continue ξ-pp, il suffit d’e´valuer µk = µ(ξk)
∫ +∞
0 Λk(ξ)dξ, ce qui ne´cessite
d’une part le calcul de l’inte´grale
∫ +∞
0 Λk(ξ)dξ (qui dans la plupart du temps est assez simple),
d’autre par l’e´valuation de µ en ξk. Comme µ ∈ L1loc, une approximation de µ(ξk) peut eˆtre
obtenue en utilisant nume´riquement la formule (2.1) :
µ(ξk) '
γ˜′n(ξ)
2ipi
H(γ˜n(ξ)), (2.53)
avec γ˜n Â γ re´gulie`re et proche de γ.
L’hypothe`se µ ∈ L1loc est assez restrictive. Cependant, on a vu que dans la plupart des cas
pratiques, µ peut se de´composer en :
µ = µr + µd avec
∑
q∈Q
nq∑
n=0
αq,nδ
(n)
ξq
. (2.54)
On traitera donc se´pare´ment µr et µd en appliquant la me´thode adapte´e. Pour les termes en
αq,0δξq , on notera que l’on a directement < µd, ψ >= αq,0ψq(t).
I Sur le choix des fonctions d’interpolation
Les fonctions Λk conside´re´es sont souvent les fonctions ”chapeau” (voir figure 2.1a) d’inter-
polation line´aire de´finies par :
∀k = 2..n− 1, Λk(ξ) =

0 si ξ < ξk−1 ou ξ ≥ ξk+1
ξ − ξk−1
ξk − ξk−1
si ξk−1 ≤ ξ < ξk
ξ − ξk+1
ξk − ξk+1
si ξk ≤ ξ < ξk+1.
(2.55)
Les fonctions Λ1 et Λn jouent un roˆle particulier. La fonction Λ1 sera en ge´ne´ral soit de´finie
comme n’importe quel autre fonction Λk en introduisant un point ξ0 fictif tel que ξ0 < ξ1,
soit donne´e par l’une des deux fonctions suivantes (voir figures 2.1b et 2.1c) :
Λ1(ξ) =

0 si ξ < 0 ou ξ ≥ ξ2
1 si 0 ≤ ξ < ξ1
ξ − ξ2
ξ1 − ξ2
si ξ1 ≤ ξ < ξ2.
ou Λ1(ξ) =
 0 si ξ < ξ1 ou ξ ≥ ξ2ξ − ξ2
ξ1 − ξ2
si ξ1 ≤ ξ < ξ2.
(2.56)
La fonction Λn pourra elle aussi eˆtre de´finie comme n’importe quel autre fonction Λk en
introduisant un point ξn+1 fictif tel que ξn < ξn+1, ou sera de´finie de telle manie`re qu’elle ait
le meˆme comportement asymptotique que la fonction a` approcher.
2.2.3 2e`me me´thode : approximation optimale du γ-symbole
On conside`re l’approximation par mesures atomiques µn du γ-symbole µ de H :
µn(ξ) =
n∑
k=1
µkδξk(ξ). (2.57)
ou` µk sont des coefficients a` de´terminer. L’approximation de H(iω) correspondante est donne´e par :
< µn,
1
iω − γ >=
n∑
k=1
µk
iω − γ(ξk)
. (2.58)
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(a) (b) (c)
Fig. 2.1 – Fonctions ”chapeau”
On cherche alors les coefficients µk solutions du proble`me de minimisation :
min
(µk)k∈Cn
∫ ω2
ω1
∣∣∣∣∣
n∑
k=1
µk
iω − γ(ξk)
−H(iω)
∣∣∣∣∣
2
dω
 . (2.59)
Le proble`me est re´solu apre`s quadrature de l’inte´grale en ω par une me´thode des rectangles. Le pas
de discre´tisation ∆ω e´tant pris constant, la solution est obtenue par pseudo-inversion :
µ∗ = A†b = (A∗A)−1A∗b lorsque J > n, (2.60)
ou` Ajk = 1iωj−γ(ξk) , j = 1 : J, k = 1 : n et bj = H(iωj), j = 1 : J . Une me´thode de pe´nalisation
peut eˆtre utilise´e en cas de mauvais conditionnement de A∗A; on a alors :
µ∗ = (A∗A+ εI)−1A∗b. (2.61)
La` encore, la re´alisation diffusive approche´e de dimension n s’e´crit :{
∂tψk(t) = γkψk(t) + u(t), ψk(0) = 0, k = 1..n,
yn(t) =
∑n
k=1 µ
∗
kψk(t),
(2.62)
avec ψk(t) = ψ(t, ξk) et γk = γ(ξk).
2.2.4 Discre´tisation temporelle
Quelle que soit l’approximation utilise´e, on obtient une re´alisation d’e´tat approche´e de dimension
finie de l’ope´rateur conside´re´, c’est a` dire une formulation du type :{
∂tψk(t) = γkψk(t) + u(t), ψk(0) = 0, k = 1..n
yn(t) =
∑n
k=1 µkψk(t),
(2.63)
qui peut s’e´crire sous la forme matricielle e´quivalente :{
∂tψ(t) = Aψ(t) +Bu(t), ψ(0) = 0,
yn(t) =Mψ(t),
(2.64)
avec ψ(t) = (ψ1(t), ..., ψn(t))T , A =diag(γk), B = (1, ..., 1)T et M = (µ1, ..., µn).
On peut ensuite discre´tiser le proble`me en temps.
Une premie`re solution serait d’utiliser un sche´ma d’Euler ou tout autre sche´ma explicite stan-
dard. Cependant la stabilite´ de l’approximation resterait alors a` ve´rifier et l’e´tendue couverte par
les γk ne´cessiterait un pas de temps ∆t excessivement petit.
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La me´thode utilise´e en pratique tire profit de la nature diagonale de (2.63) qui permet de
construire un sche´ma inconditionnellement stable. D’apre`s la formule de Duhamel, la solution ψ de
l’e´quation d’e´tat est donne´e par :
ψ(t) =
∫ t
0
eA(t−s)B u(s) ds. (2.65)
En supposant u constante sur [t, t+∆t] on a alors :
ψ(t+∆t) =
∫ t
0
eA(t+∆t−s)B u(s) ds+
∫ t+∆t
t
eA(t+∆t−s)B u(s) ds
' eA ∆tψ(t) +
∫ t+∆t
t
eA(t+∆t−s) dsBu(t)
' eA ∆tψ(t) + [−A−1eA(t+∆t−s)]t+∆tt Bu(t)
' eA ∆tψ(t) +A−1(eA ∆t − I)Bu(t)
' Fψ(t) +Gu(t)
avec F = eA ∆t et G = A−1(eA ∆t − I)B. On obtient donc l’approximation nume´rique :{
ψt+∆t = Fψt +Gut avec ψ0 = 0
yt+∆t =Mψt+∆t,
(2.66)
qui est telle que y
t+∆t ' (H(∂t)u)t+∆t.
La stabilite´ de ce sche´ma de´coule directement du fait que
∣∣eγk∆t∣∣ = eRe(γk)∆t 6 1 lorsque Re(γk) 6
0, condition impose´e par l’hypothe`se (1.15) faite sur le contour γ.
Chapitre 3
Inversion de γ-symboles
Au meˆme titre que la composition d’ope´rateurs, l’inversion est une ope´ration utile dans le
traitement de proble`mes dynamiques. L’analyse de l’inversion de γ-symboles de ∆′γ fait l’objet
de ce chapitre. Dans une premie`re partie, on traite de l’inverse d’un γ-symbole ainsi que de sa γ-
re´alisation. Puis on s’inte´resse plus particulie`rement a` la re´alisation nume´rique d’une telle ope´ration.
Enfin, apre`s avoir illustre´ l’inversion γ-symbolique scalaire par quelques exemples, on e´tend les
re´sultats aux cas d’ope´rateurs matriciels.
3.1 Proble´matique
On note H = H(∂t) un ope´rateur de γ-symbole µ. Le proble`me est de construire, s’il existe, le
γ-symbole, que l’on appellera inverse de µ et que l’on notera µ−1, de l’ope´rateur H−1 de symbole :
H−1(p) =
1
H(p)
=
1
LL∗γµ(p)
. (3.1)
On peut constater de`s a` pre´sent que l’ope´ration d’inversion γ-symbolique ne peut eˆtre de´finie dans
∆′γ car H−1 n’admet pas de γ-symbole dans ∆′γ . En effet, d’apre`s la proposition 21, LL∗γµ(p) −→ 0
quand |p| → ∞ dans Ω+γ d’ou` ∣∣H−1(p)∣∣ −→
|p|→∞
dans Ω+γ
∞; (3.2)
H−1 ne satisfait donc pas la condition ne´cessaire de de´croissance a` l’infini dans Ω+γ . L’espace ∆′γ
n’est en fait pas assez grand pour contenir les γ-symboles d’ope´rateurs γ-diffusifs (au sens strict)
et ceux de leurs inverses.
Dans le chapitre pre´ce´dent, on a e´galement vu que (∆′γ , #γ) est une alge`bre non unitaire. En
effet, l’ope´rateur identite´, note´ Id, de symbole Id(p) = 1 nadmet pas de γ-symbole dans ∆′γ puisque
la fonction 1 n’est pas de´croissante a` l’infini dans Ω+γ .
Pour de´finir l’inversion γ-symbolique, il faut donc se placer dans une sur-alge`bre unitaire de ∆′γ .
On conside`re pour cela la sur-alge`bre note´e Σγ constitue´e de γ-symboles d’ope´rateurs γ-diffusifs au
sens large (voir paragraphe 1.6.2), c’est-a`-dire pour lesquels qu’il existe n ∈ N tel que la composition
de ces ope´rateurs avec ∂−nt soit γ-diffusif au sens strict.
Dans tout ce chapitre, on supposera que γ(0) = 0; on a alors : δ ∈ ∆′γ est γ-symbole (non
canonique) de ∂−1t .
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3.2 L’alge`bre Σγ
3.2.1 Construction-de´finition
Soit H un ope´rateur γ-diffusif au sens large de degre´ m ∈ N. On a :
H(p) = H(p) pm, (3.3)
avec H symbole d’un ope´rateur γ-diffusif au sens strict. On note µ ∈ ∆′γ le γ-symbole de H(∂t) et
µc son γ-symbole canonique.
On de´finit alors le γ-symbole canonique de H, note´ µc, dont la de´finition prolonge celle des ope´ra-
teurs γ-diffusifs au sens strict :
µc = µc γ
m, (3.4)
cette e´criture abusive signifiant plus pre´cise´ment :
µc := lim
γ˜
Â→γ
γ˜′
2ipi
H(γ˜) = lim
γ˜
Â→γ
γ˜′
2ipi
H(γ˜) γ˜m = lim
γ˜
Â→γ
γ˜′
2ipi
(LL∗γµ) (γ˜) γ˜m. (3.5)
Tre`s clairement, γm∆′γ,c ⊂ γm+1∆′γ,c. Cette proprie´te´ permet d’introduire naturellement l’es-
pace vectoriel des γ-symboles canoniques au sens large :
De´finition 63 L’espace Σγ,c des γ-symboles canoniques au sens large est de´fini par :
Σγ,c := ∪m∈N
{
µc := µc γ
m avec µc ∈ ∆′γ,c
}
. (3.6)
Remarque 64 On a e´videmment : ∆′γ,c ⊂ Σγ,c.
Remarque 65 Tout e´le´ment de Σγ,c est appele´ γ-symbole canonique et est associe´ a` un ope´-
rateur diffusif au sens large (d’un certain degre´ m) : par simplicite´, on parlera e´galement de γ-
symbole canonique de degre´ m. Notons que les ope´rateurs γ-diffusifs au sens large de degre´
m = 0 sont les ope´rateurs γ-diffusifs au sens strict.
Pour tout ope´rateur H(∂t) γ-diffusif au sens large de degre´ m et de γ-symbole canonique µc ∈
Σγ,c, il existe une unique classe µ ∈ ∆′γ (un unique symbole H = LL∗γµ) telle que :
µc = lim
γ˜
Â→γ
γ˜′
2ipi
(LL∗γµ) (γ˜) γ˜m. (3.7)
Le γ-symbole µ est en fait le γ-symbole de l’ope´rateur H(∂t) = H(∂t) ◦ ∂−mt . Par extension des
proprie´te´s e´tablies au chapitre pre´ce´dent, on a µ = µ#γδm avec δm = δ#...#δ︸ ︷︷ ︸
m fois
∈ ∆′γ γ-symbole de
l’ope´rateur ∂−mt .
Remarque 66 Notons que ∂−mt doit eˆtre γ-diffusif, ce qui est le cas si
1
pm est holomorphe sur Ω
+
γ .
On voit donc ici que 0 doit appartenir a` Ω−γ . Dans le cas ou` cette hypothe`se n’est pas ve´rifie´e, on
peut cependant adapter la construction de Σγ . Pour cela on conside´rera par exemple les ope´rateurs
H(∂t) tels que H(∂t) ◦ (∂t − a)−m avec a ∈ Ω−γ soit γ-diffusif au sens strict.
On note 0∆′γ la classe nulle de ∆
′
γ .
De´finition 67 L’ensemble Σγ des γ-symboles au sens large est de´fini par le quotient :
Σγ :=
(
Σγ,c + 0∆′γ
)
upslope0∆′γ . (3.8)
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Tout µ ∈ Σγ est une classe d’e´quivalence pour la relation d’e´quivalence γ∼ :
µ1
γ∼ µ2 ⇐⇒ (µ1 − µ2) ∈ 0∆′γ . (3.9)
Tout e´le´ment de cette classe d’e´quivalence est γ-symbole d’un meˆme ope´rateur H(∂t) puisque l’on
a, pour tout µ0 ∈ 0˙∆′γ et tout ψ ∈ ∆γ :
< µ0#γδ
m, ψ >= 0. (3.10)
Ainsi, pour tout ope´rateur H(∂t) γ-diffusif au sens large de degre´ m et de γ-symbole µ ∈ Σγ , on a
H(∂t)u =< µ#γδm, ∂mt ψu > . (3.11)
De´finition 68 Le degre´ d’un γ-symbole µ ∈ Σγ est de´fini par :
deg(µ) := inf
m∈N
{m; µ#δm ∈ ∆′γ}. (3.12)
3.2.2 Produit # dans Σγ
Le produit #γ s’e´tend alge´briquement aux γ-symboles d’ope´rateurs γ-diffusifs au sens large.
De´finition 69 Soient µ, ν ∈ Σγ de degre´s respectifs m et n, et µc et νc leur γ-symboles canoniques
respectifs. Alors :
I µ#γδm est l’unique classe d’e´quivalence de ∆′γ telle que :
µc = lim
γ˜
Â→γ
γ˜′
2ipi
[LL∗γ (µ#γδm)] (γ˜)× γ˜m. (3.13)
I µ#γν est l’e´le´ment de Σγ de repre´sentant canonique :
(µ#γν)c = lim
γ˜
Â→γ
γ˜′
2ipi
[LL∗γ (µ#γδm)] (γ˜)× [LL∗γ (ν#γδn)] (γ˜)× γ˜m+n (3.14)
Remarque 70 Soit H(∂t) l’ope´rateur de γ-symbole µ ; on a :
(µ#γδm)c = lim
γ˜
Â→γ
γ˜′
2ipi
H(γ˜)
γ˜m
et
H(p)
pm
= LL∗γ (µ#γδm) . (3.15)
En notant K(∂t) l’ope´rateur de γ-symbole ν, on ve´rifie alors aise´ment que µ#γν est bien le γ-
symbole de H(∂t) ◦K(∂t) :
(µ#γν)c = lim
γ˜
Â→γ
γ˜′
2ipi
H(γ˜)×K(γ˜). (3.16)
On a le re´sultat suivant :
Proposition 71 Soient µ, ν ∈ Σγ deux γ-symboles de degre´s respectifs m et n. Alors :
deg(µ#γν) 6 m+ n. (3.17)
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3.2.3 Proprie´te´s de Σγ
Le produit #γ est commutatif, interne dans Σγ , et sans diviseurs de ze´ro ; il prolonge alge´bri-
quement le produit dans ∆′γ . Muni de ce produit, l’ensemble Σγ a les proprie´te´s suivantes :
– ∆′γ est une sous-alge`bre de (Σγ ,#γ).
– (Σγ ,#γ) est unitaire, l’unite´, γ-symbole de l’ope´rateur Id note´ ιc, ayant pour repre´sentant
canonique :
ιc =
γ′
2ipi
. (3.18)
– Σγ n’est pas isomorphe a` l’alge`bre de convolution1 L∗γ(Σγ) : en ge´ne´ral L∗γ (µ) ne repre´sente
plus la re´ponse impulsionnelle de l’ope´rateur auquel est associe´ µ et on a :
L∗γ (µ#γν) 6= L∗γ (µ) ∗ L∗γ (ν) pour µ, ν ∈ Σγ\∆′γ . (3.19)
En effet, via le the´ore`me de Cauchy et lorsque γ est re´gulie`re, on montre par exemple que :
∀s > 0, (L∗γι)(s) =
∫
Jγ
eγ(ξ)s
γ′(ξ)
2ipi
dξ =
1
2ipi
∫
γ
epsdp = 0, (3.20)
puisque p 7−→ eps est holomorphe sur tout C.
Remarque 72 On a de´sormais, lorsque µ est de degre´ m :
h = L−1H avec H(p) = pm [LL∗γ (µ#γδm)](p). (3.21)
Dans la suite, on appellera donc inverse du γ-symbole µ d’un ope´rateur H l’inverse de µ dans
Σγ .
3.2.4 Extension aux γ-symboles matriciels
L’espace Σn×mγ des γ-symboles matriciels (de degre´ quelconque) se de´finit de fac¸on naturelle :
Σn×mγ := {µ = (µji )i=1:n,j=1:m,µji ∈ Σγ}. (3.22)
et le produit # s’e´tend a` Σn×mγ de fac¸on standard : ∀µ ∈ Σn×lγ , ∀ν ∈ Σl×mγ ,
∀i = 1 : n, ∀j = 1 : m, (µ#γν)ji =
∑
l
µli#γν
j
l , (3.23)
En particulier, Σn×nγ est une alge`bre d’unite´ diag(ι, ..., ι) (non commutative).
3.3 L’inversion dans Σγ
3.3.1 Inverse d’un γ-symbole
De´finition 73 Le γ-symbole µ ∈ Σγ est dit inversible dans Σγ s’il existe µ−1 ∈ Σγ, appele´ inverse
de µ, tel que :
µ#γµ−1 = ι. (3.24)
Si H(∂t) a pour γ-symbole µ, alors µ−1 est le γ-symbole de l’ope´rateur H(∂t)−1 de symbole
1
H(p) . On a donc :
1rappelons qu’au contraire, par construction, ∆′γ est isomorphe a` L∗γ(∆′γ).
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Proposition 74 Soit µ ∈ Σγ de degre´ m, d’inverse µ−1 ∈ Σγ. Alors, le repre´sentant canonique de
la classe µ−1 est donne´ par :
(
µ−1
)
c
= lim
γ˜
Â→γ
γ˜′
2ipi
1
H(γ˜)
= lim
γ˜
Â→γ
γ˜′
2ipi
1
γ˜m[LL∗γ(µ#γδm)](γ˜)
. (3.25)
D’apre`s (3.11), la γ-re´alisation de H−1(∂t) de γ-symbole µ−1, et de degre´ m′ (diffe´rent de m)
est donne´e par :
H−1(∂t)(u) =< δm
′
#γµ−1, ∂m
′
t ψu >∆′γ ,∆γ . (3.26)
Inversibilite´ dans Σγ
Pour que le γ-symbole d’un ope´rateur H(∂t) soit inversible, il faut et il suffit que H−1(∂t) soit
γ-diffusif au sens large, d’un certain degre´ m ∈ N. Le symbole 1pmH(p) de ∂−mt ◦H−1(∂t) (et donc
1
H(p)) doit donc eˆtre analytique dans Ω
+
γ . On a en particulier le re´sultat :
The´ore`me 75 1. µ ∈ ∆′γ est inversible dans Σγ si :
(i) 1H =
1
LL∗γµ est analytique dans Ω
+
γ ,
(ii) et ∃m ∈ N tel que 1H(p) pm −→ 0 quand |p| −→ 0 dans Ω−γ .
2. µ ∈ Σγ de degre´ n est inversible dans Σγ si et seulement si δn#µ ∈ ∆′γ est inversible dans
Σγ.
Remarque 76 L’inversibilite´ de µ entraˆıne en particulier que H n’a aucun ze´ro dans Ω+γ .
Exemple 77 Soit α > 0 et γ re´gulie`re. L’ope´rateur H(∂t) = ∂−αt de symbole H(p) =
1
pα est
γ-diffusif au sens strict. Son γ-symbole est donne´ par :
µ =
γ′
2ipi
pf
1
γα
. (3.27)
L’inverse ∂αt de H(∂t) est quant a` lui γ-diffusif au sens large, le γ-symbole de ∂
α
t e´tant :
µ−1 =
γ′
2ipi
γα ∈ Σγ , (3.28)
avec µ−1#δm ∈ ∆′γ si m > α.
3.3.2 Sur la continuite´ de l’ope´ration d’inversion
Avant de s’inte´resser a` la continuite´ de l’ope´ration d’inversion, il est important d’e´tudier son
domaine de de´finition dans ∆′γ . C’est l’objet du the´ore`me suivant :
The´ore`me 78 Le domaine de de´finition D de la fonction
∆′γ −→ Σγ
µ 7−→ µ−1 (3.29)
est d’inte´rieur vide pour la topologie forte.
Preuve. Pour montrer que D n’est voisinage d’aucun de ses points pour la topologie forte, il
suffit de montrer :
∀µ ∈ D, ∃µn ∈ ∆′γ\D telle queµn −→ µ dans ∆′γ . (3.30)
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Fig. 3.1 –
Soit µ ∈ D γ-symbole inversible dans Σγ d’un ope´rateur H(∂t). Pour a ∈ R, on conside`re alors la
suite d’ope´rateurs Hn(∂t) de symboles :
Hn(p) = H(p)Kn(p) (3.31)
avec Kn(p) =
p− γ(a)− αn
p− γ(a) + αn = 1−
2αn
p− γ(a) + αn , (3.32)
ou` αn ∈ C tel que γ(a)+αn ∈ Ω+γ , γ(a)−αn ∈ Ω−γ et αn → 0 (voir figure 3.1). Il est clair que H(∂t)
e´tant γ-diffusif au sens strict, Hn(∂t) l’est e´galement. On note µn ∈ ∆′γ le γ-symbole de Hn(∂t) ;
µn n’est pas inversible dans Σγ puisque Hn a un ze´ro dans Ω+γ .
Montrons maintenant que µn → µ dans ∆′γ . D’apre`s (3.32), on a :
µn = µ#(ι− 2αnνn) = µ− 2µ#(αnνn), (3.33)
avec νn ∈ ∆′γ γ-symbole de l’ope´rateur de symboles-Laplace 1p−γ(a)+αn . D’apre`s le the´ore`me de
re´sidus, on a :
νn
∆′γ−→ δa quand αn → 0, (3.34)
d’ou`, du fait de la continuite´ de la multiplication par un scalaire dans un espace vectoriel :
αnνn
∆′γ−→ 0 · δa = 0′ quand αn → 0. (3.35)
Le produit #γ e´tant se´quentiellement continu dans ∆′γ , on a alors :
µ#(αnνn)
∆′γ−→ 0, (3.36)
d’ou` µn → µ dans ∆′γ .
Remarque 79 On a en fait montre´ que D ne contient aucun ensemble se´quentiellement ouvert.
Remarque 80 Ce processus de construction d’une suite d’e´le´ments non inversibles convergeant
vers un e´le´ment inversible est ge´ne´ral et interdit la possibilite´ de construction d’alge`bres de Banach
”raisonnables” de γ-symboles (dans une alge`bre de Banach, l’ensemble des e´le´ments inversibles est
ouvert).
Corollaire 81 L’ensemble J = ∆′γ rD est dense dans ∆′γ.
Pour tout µ ∈ D, il existe donc des γ-symboles de ∆′γ arbitrairement voisins de µ et qui ne sont
pas inversibles dans Σγ . Pour approcher l’inverse de µ, il faudra donc imposer aux approximations
de µ conside´re´es d’appartenir a` D.
On cherche a` pre´sent a` cerner au mieux les e´le´ments de D. Pour cela, on a besoin du lemme
suivant, extension e´vidente du the´ore`me 1.7 de [48] :
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Lemme 82 Si µn → 0 dans ∆′γfort alors Hn = LL∗γµn → 0 uniforme´ment sur tout disque B de
centre a ∈ Ω+γ et de rayon r suffisamment petit.
On a alors les re´sultats suivants :
Proposition 83 L’ensemble J0 ⊂ J des µ ∈ ∆′γ tels que LL∗γµ admet au moins un ze´ro dans Ω+γ
est se´quentiellement ouvert (et donc ouvert).
Preuve. Montrons que J0 est voisinage se´quentiel de chacun de ses point. Soit H(∂t) un ope´-
rateur de γ-symbole µ ∈ ∆′γ tel que H(a) = 0, a ∈ Ω+γ . D’apre`s le lemme, pour toute suite µn ∈ ∆′γ
telle que µn → µ, Kn = 1LL∗γµ → H uniforme´ment sur tout disque B de centre a et de rayon r
suffisamment petit. Pour n > n0 assez grand, Kn a alors ne´cessairement un ze´ro dans B.
Proposition 84 J0 est dense dans ∆′γ.
Preuve. Identique a` celle du the´ore`me 78.
Corollaire 85 D est rare2 dans ∆′γfort.
Preuve. D est le comple´mentaire d’un ensemble d’inte´rieur dense.
En fait, D e´tant constitue´ des γ-symboles d’ope´rateurs H(∂t) de symbole H(p) d’inverse ana-
lytique dans Ω+γ et a` croissance au plus polynoˆmial quand p→∞ dans tout secteur ferme´ contenu
dans Ω+γ , on peut finalement se demander si D est dense dans ∆
′
γrJ0. La re´ponse a` cette question
est probablement encore ne´gative.
Pour illustrer cela, conside´rons a` titre d’exemple l’ope´rateur H(∂t) de symbole H(p) = 1√pe
−√p, de
γ-symbole µ ∈ J r J0. Si on cherche a` approcher µ par une suite ”raisonnable”, de la forme µn =
γ′
2ipiHn|γ+ avec Hn(p) = 1√p
(
e−
√
p + 1n+24
)
, les ze´ros de Hn sont pk = (ln(n+ 24) + (2k + 1)ipi)
2 =
(ln(n+24))2−(2k+1)2pi2+i(2k+1)pi ln(n+24), k ∈ Z. Or, lorsque k = 0, (ln(n+ 24))2−(2k+1)2pi2 >
0 : Hn a donc un ze´ro dans Ω+γ et donc µn /∈ D ∀n. Il est probable qu’il en soit de meˆme pour tout
autre µ ∈ J r J0 et tout autre type d’approximation de µ. Le proble`me est ouvert.
Les re´sultats pre´ce´dents montrent que le proble`me de l’inversion dans Σγ est essentiellement mal
pose´ au sens de l’existence. Bien e´videmment, ces re´sultats e´tant conditionne´s par la topologie de
∆′γ (qui, rappelons-le, est la seule permettant la continuite´ au moins se´quentielle du produit), rien
n’interdit que pour une autre topologie mieux adapte´e au proble`me de l’inversion, l’ensemble des
e´le´ment inversibles soit dense voire ouvert dans un ensemble ”raisonnable”. En pratique, il sera ne´an-
moins ne´cessaire, avant de proce´der a` toute inversion nume´rique, ou` des produits seront ine´vitables,
de s’assurer qu’un γ-symbole donne´ est effectivement inversible (et non seulement ”suffisamment
voisin” d’un e´le´ment inversible), sous peine de re´sultats instables voire inutilisables.
Remarque 86 Les difficulte´s souleve´es dans l’analyse pre´ce´dente sont inhe´rentes au proble`me de
l’inversion d’ope´rateurs convolutifs. Rappelons que, contrairement au cadre de la repre´sentation
diffusive, pour une re´alisation d’e´tat de dimension finie, ces questions n’ont meˆme pas de sens :
l’inverse d’une fonction de transfert non nulle H(p) = C(A−pI)−1B n’est en effet jamais re´alisable
par l’e´quation d’e´tat X˙ = AX +B∂mt u, l’ensemble des ze´ros de H n’e´tant jamais e´gal a` l’ensemble
de ses poˆles.
On se pose a` pre´sent la question de la continuite´ de l’ope´ration d’inversion dans D : si l’on
conside`re une suite µn ∈ D convergeant vers µ ∈ D, la suite (δm#µ−1n )n converge-t-elle vers
δm#µ−1 ? On montre en fait, via un contre-exemple, que ce n’est pas le cas pour la convergence
∗-faible de ∆′γ .
On note Dm ⊂ D le domaine de de´finition de la fonction µ ∈∆′γ 7−→ δm#µ−1 ∈∆′γ.
2Nulle part dense.
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Proposition 87 ∀m ∈ N∗, la fonction :
Dm −→ ∆′γ
µ 7−→ δm#µ−1 (3.37)
n’est nulle part se´quentiellement continue dans Dm pour la topologie ∗-faible de ∆′γ.
Preuve. Il suffit de montrer que pour tout µ ∈ Dm, il existe une suite µn ∈ Dm telle que
µn → µ ∈ Dm et δm#γµ−1n diverge dans ∆′γ . Or par simple manipulation technique, une telle suite
peut eˆtre construite a` partir de la suite de symbolesHn(p) =
(
p
(p+ 1
n
)
)n
. En effet, on ve´rifie que d’une
part Hn(iω) = Hn|(iξ)+ est borne´e sur R et tend vers 1 ∀ω 6= 0, d’autre part que ν−1n = 1Hn |(iξ)+
diverge dans D′(R) du fait que ν−1n est une distribution d’ordre n et de support singulier {0}.
Remarque 88 Ce de´faut de continuite´ s’e´tend probablement a` l’espace ∆′γ, bien que dans ce cas,
la convergence de suites de distributions d’ordre non borne´ soit possible (il existe en effet, dans ∆′γ,
des distributions de support singulier ponctuel et d’ordre infini). La construction de contre-exemples
prouvant la non continuite´ s’ave`re alors plus complexe.
On vient de montrer que si µn ∈ D → µ ∈ D dans ∆′γ fort, la suite (δm#µ−1n )n ne converge pas
force´ment vers δm#µ−1 : elle peut soit diverger, soit converger vers un autre e´le´ment. En re´alite´,
ce dernier cas de figure ne peut pas avoir lieu dans ∆′γ graˆce au re´sultat suivant :
Proposition 89 L’ope´ration d’inversion est a` graphe se´quentiellement ferme´ dans ∆′γ fort :
µn → µ
δm#µ−1n → l
}
=⇒ l = δm#µ−1. (3.38)
Preuve. Soit µn ∈ D une suite de γ-symboles inversibles dans Σγ telle que :
µn → µ et δm#µ−1n → l dans ∆′γ . (3.39)
Graˆce a` la continuite´ se´quentielle du produit # dans ∆′γ , on a alors :
δm#µ−1n #µn → l#µ dans ∆′γ ; (3.40)
le γ-symbole l ve´rifie donc :
l#µ = δm, (3.41)
c’est a` dire : l = δm#µ−1.
Finalement, la suite (δm#µ−1n )n n’est pas force´ment convergente, mais si elle converge, c’est
obligatoirement vers δm#µ−1. Ce re´sultat est moins fort que la continuite´ se´quentielle mais reste
ne´anmoins important, en particulier dans le cadre de l’inversion nume´rique.
D’un point de vue nume´rique, le de´faut de continuite´ de l’inversion peut entraˆıner l’instabilite´
de l’ope´ration d’inversion, le proble`me consistant a` trouver ν ∈ ∆′γ tel que ν#µ = δm e´tant mal
pose´ au sens de Hadamard dans ∆′γ .
On peut ne´anmoins montrer que l’inversion γ-symbolique est continue au sens d’une convergence
plus faible que celle de ∆′γ . On conside`re pour cela le sous espace ∆γ,0 ⊂ ∆γ de´fini par :
∆γ,0 := {ψ = (Rdγu) (t); u ∈ L∞loc(R+), t > 0}. (3.42)
Lemme 90 Tout ψ ∈ ∆γ,0 est la trace sur γ d’une fonction Ψ analytique dans C.
Preuve. Ψ(−p) = Lu(t− .)|[0,t] , u ∈ L∞loc(R+).
On introduit une premie`re convergence affaiblie, que l’on appellera convergence ultra faible
(u.f.) :
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De´finition 91
µn
u.f.−→ µ ⇐⇒ ∀ψ ∈ ∆γ,0, < µn − µ, ψ >→ 0. (3.43)
La continuite´ se´quentielle de l’ope´ration d’inversion pour cette convergence n’a pas encore lieu.
Il faudrait pour cela que, e´tant donne´ une suite µn
D→ µ, on ait < δm#µ−1n − δm#µ−1, ψ >→ 0
pour tout ψ ∈ ∆γ,0. Or :
< δm#µ−1n , ψ >=
∫
R
Ψ(iω)
Hn(iω)(iω)m
dω, (3.44)
avecHn symbole-Laplace de l’ope´rateur de γ-symbole µn et Ψ(iω) =
∫∞
0 e
iωsu(s)ds = 2pi
(F−1u) (ω)
avec u a` support borne´, et donc puisque u ∈ L∞(0, t), Ψ(i·) ∈ L2(R). Or, on n’a pas de tel re´sultat
de convergence dans L2(R). On doit donc faire appel a` une convergence encore plus faible permet-
tant d’utiliser le lemme 82.
On introduit la convergence suivante, que l’on appellera convergence hyper faible (h.f.) :
De´finition 92 Soient ω1 > 0 et ω2 <∞ :
µn
h.f.−→ µ⇐⇒ ∀ψ ∈ ∆γ,0,
∫ ω2
ω1
(Hn(iω)−H(iω))Ψ(iω)dω → 0. (3.45)
On a alors le re´sultat :
The´ore`me 93 ∀m ∈ N∗, la fonction :
Dm fort −→ ∆′γ hyper faible
µ 7−→ δm#µ−1 (3.46)
est se´quentiellement continue.
Preuve. Soit µ ∈ Dm le γ-symbole d’un ope´rateur H(∂t), et µn ∈ D une suite de γ-symboles
d’ope´rateurs Hn(∂t) telle que µn → µ dans D. Soit par ailleurs ψ ∈ ∆γ,0 et Ψ son prolongement
analytique dans C. D’apre`s le lemme 82, puisque µn → µ on a :
Hn(iω)|[ω1,ω2] → H(iω)|[ω1,ω2] dans L∞(ω1, ω2). (3.47)
De plus, µn et µ e´tant inversibles, Hn et H n’ont aucun ze´ro dans Ω+γ donc en particulier sur iR∗;
ceci implique :
1
Hn(iω) |[ω1,ω2]
→ 1
H(iω) |[ω1,ω2]
(3.48)
dans L∞(ω1, ω2) fort et donc dans L∞(ω1, ω2) ∗-faible. Comme en outre Ψ(iω)(iω)m ∈ L1(ω1, ω2), on a :∫ ω2
ω1
Ψ(iω)
Hn(iω)(iω)m
dω →
∫ ω2
ω1
Ψ(iω)
H(iω)(iω)m
dω. (3.49)
C’est ce re´sultat qui sera utilise´ dans la suite pour assurer la convergence de l’approximation
de l’inverse du γ-symbole dans ∆′γ .
Remarque 94 Du point de vue des applications, la convergence hyper-faible est en ge´ne´ral suffi-
sante du fait qu’a` tout proble`me pratique est associe´e une ”bande fre´quentielle utile” limite´e tant aux
fre´quences basses qu’aux fre´quences e´leve´es. Il conviendra toutefois de rester prudent dans l’analyse
des re´sultats du fait que la convergence hyper-faible ne permet pas seule de controˆler efficacement
le comportement des re´ponses fre´quentielles hors de la bande utile.
Remarque 95 l’espace ∆′γ n’est pas complet pour les convergences u.f. et h.f.
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3.4 Inversion nume´rique
3.4.1 Etude mathe´matique
En s’appuyant sur les re´sultats de continuite´ pre´ce´demment obtenus, on construit un processus
d’approximation de l’inverse d’un γ-symbole.
Principe
Soit H(∂t) un ope´rateur γ-diffusif au sens strict de γ-symbole µ ∈ D, d’inverse γ-diffusif de
degre´ m. On a donc : (
δm#µ−1
)
#γµ = δm. (3.50)
Dans ce paragraphe, on note I l’application :
I : µ ∈ Dm 7−→ δm#µ−1 ∈ ∆′γ . (3.51)
On souhaite construire une approximation nume´rique de I(µ). On cherche pour cela une suite
(In)n∈N d’ope´rateurs continus telle que :
In(µ) −→
n→∞ I(µ) = δ
m#µ−1 dans ∆′γ ; (3.52)
les modes de convergence seront pre´cise´s le moment venu.
Construction des ope´rateurs In
Soit h′ un espace de Hilbert tel que ∆′γ ↪→ h′ avec injection continue et dense et Qn une suite
de sous-espaces de Hilbert de h′ de dimension n tels que Qn ⊂ Qn+1 ⊂ ∆′γ , et ∪nQn dense dans h′.
Soit Aµ,n une suite d’ope´rateurs line´aires :
Aµ,n : Qn −→ ∆′γ
νn 7−→ µ#νn (3.53)
tels que δm ∈ Im(Aµ,n) ; on conside`re alors la suite de proble`mes :
min
νn∈Qn
‖Aµ,nνn − δm‖2h′ , (3.54)
dont la solution ν∗n est unique (du fait que ∆′γ est sans diviseurs de ze´ro), et donne´e par :
ν∗n = A†µ,nδm. (3.55)
De´finition 96 L’ope´rateur In est de´fini par:
In : Dm −→ Qn
µ 7−→ A†µ,nδm. (3.56)
Proprie´te´s des ope´rateurs In
The´ore`me 97 L’ope´rateur In est se´quentiellement continu sur Dm ∗-faible.
Preuve. Montrons que µk
∗
⇀ µ dans Dm =⇒ In(µk) −→ In(µ). L’ope´rateur In se de´compose
selon :
µ
f17−→ Aµ,n f27−→ A†µ,n f37−→ A†µ,nδm = In(µ), (3.57)
avec :
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I f1 : Dm ∗-faible −→ L(Qn,∆′γ ∗-faible) se´quentiellement continue pour la convergence
simple. En effet, si µk
∗
⇀ µ dans Dm, on a, graˆce a` la continuite´ se´pare´e se´quentielle du
produit # dans
(
∆′γ ∗ -faible
)× (∆′γ fort) , pour tout ν ∈ Qn :
Aµk,nν := µk#ν
∗
⇀ µ#ν = Aµ,nν. (3.58)
Au sens de cette convergence, on a donc Aµk,n −→ Aµ,n dans L(Qn,∆′γ) simplement.
I f2 : B ∈ L(Qn, Im(Aµ,n)) 7−→ B† ∈ L(Im(Aµ,n),Qn) continue car Qn e´tant de dimension
finie, l’inverse, l’adjoint et le produit sont des ope´rations trivialement continues.
I f3 : B ∈ L(∆′γ ,Qn) 7−→ Bδm ∈ Qn est trivialement continue (application line´aire en dimen-
sion finie).
Proposition 98 Pour tout µ ∈ Dm, si l’application ν ∈ ∆′γ 7−→ µ#ν ∈ h′ est borne´e dans h′, c’est
a` dire :
∃k > 0, ∀ν ∈ ∆′γ , ‖µ#ν‖h′ 6 k ‖ν‖h′ , (3.59)
et si la convergence h.f. est plus faible que la convergence dans h′, alors :
In(µ)
h.f.−→
n→∞ I(µ) = δ
m#µ−1 dans ∆′γ. (3.60)
Preuve. In(µ) est l’unique solution ν∗n du proble`me (3.54), c’est a` dire que Aµ,nν∗n est la
projection orthogonale de δm dans Im(Aµ,n) qui est ferme´ (Qn e´tant de dimension finie). ∪nQn
e´tant dense dans h′, on a alors :
Qn 3 Aµ,nν∗n = µ#ν∗n → δm dans h′. (3.61)
µ#(·) e´tant borne´e, on a alors :
µ−1#µ#ν∗n = ν
∗
n = In(µ)→ µ−1#δm dans h′. (3.62)
La convergence h.f. e´tant plus faible que la convergence de h′, on a le re´sultat.
Pour atteindre δm#µ−1, on a approche´ l’ope´rateur I, qui est non continu dans Dm, par une
suite d’ope´rateurs In qui eux sont continus dans Dm ∗-faible : en ce sens, on a donc re´gularise´ le
proble`me de l’inversion γ-symbolique.
En pratique, le γ-symbole µ dont on souhaite approcher l’inverse peut n’eˆtre pas connu : on a
alors seulement acce`s a` une approximation µ∗ de µ. Graˆce au corollaire suivant, on est cependant
assure´ que I(µ∗) sera proche, au sens de la convergence hyper faible, de I(µ) :
Corollaire 99 Si µ∗k ∈ Dm → µ ∈ Dm, alors :
In(µ∗k)
h.f.−→
n→∞, k→∞
I(µ) = δm#µ−1 dans ∆′γ. (3.63)
Preuve. De´coule des the´ore`mes 93, 97, de la proposition 98, et du fait que la convergence
∗-faible implique la convergence h.f.
Remarque 100 Dans les 3 cas : γ ∩ iR 6= ∅, γ borne´, et (γ ∩ iR 6= ∅ et γ borne´), on peut montrer
que les re´sultats pre´ce´dents s’e´tendent avec respectivement : ω1 = 0, ω2 =∞, et ω1 = 0 et ω2 =∞.
Dans ce dernier cas, les convergences u.f. et h.f. sont e´quivalentes. Une me´thode de re´gularisation
ame´liore´e peut ainsi eˆtre propose´e de manie`re a` e´viter d’e´ventuelles oscillations divergentes de
l’approximation hors du segment fre´quentiel [ω1, ω2], dit ”bande utile”. Il s’agit de remplacer H(∂t)
par un ope´rateur H˜(∂t) tel que H˜(p) ' H(p) et H˜(p) analytique dans un domaine Ω˜ borne´ tel
que Ω˜ ⊂ Ω−γ . En choisissant alors le contour γ˜ e´gal a` la frontie`re de Ω˜, les deux conditions, γ˜
borne´ et γ˜ ∩ iR 6= ∅ sont satisfaites et le processus pre´ce´demment de´crit applique´ a` γ˜ converge au
sens ultra-faible avec ω1 = 0 et ω2 =∞. Au plan nume´rique ce proce´de´ sera naturellement mis en
œuvre en choisissant ω1 et ω2 tels que 0 < ω1 ¿ ξ1 < ... < ξN ¿ ω2 ou` {ξk} est le re´seau de
γ˜-repre´sentation nume´rique conside´re´.
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Sur le choix de la norme hilbertienne ‖.‖h′
On conside`re dans la suite que γ ∩ iR = {0}. Pour que l’espace h′ ve´rifie les hypothe`ses de la
proposition 98, sa norme doit porter sur les symboles-Laplace eux-meˆmes et non sur les γ-symboles.
On conside`re la norme hilbertienne3 de´finie par :
‖µ‖2 =
∫ ω2
ω1
|H(iω)|2 dω =
∫ ω2
ω1
∣∣∣∣< µ, 1iω − γ >
∣∣∣∣2 dω, (3.64)
ou` H(∂t) est l’ope´rateur associe´ a` µ (i.e. H = LL∗γµ est le prolongement analytique du γ-symbole
canonique) et ou` ω1, ω2 ∈ R∗+ sont les limites de la bande fre´quentielle utile (de´termine´es en pratique
en fonction du proble`me concret conside´re´).
Remarque 101 La norme (3.64) est applicable a` tout µ ∈ ∆′γ puisque, par construction, H(iω)
est alors analytique sur iR\{0}. La comple´tion de ∆′γ pour cette norme conduit en particulier a` des
fonctions H non analytiques, et donc a` des objets µ purement formels, sans existence pratique.
L’espace h′ est alors le comple´te´ de ∆′γ pour cette norme. On a :
Proposition 102 ∆′γ ↪→ h′ avec injection dense et continue.
Preuve. La densite´ est obtenue par construction. La continuite´ de´coule directement du lemme 82.
On montre de plus les re´sultats suivants :
Lemme 103 µn ∈ ∆′γ h
′
−→ µ ∈ ∆′γ =⇒ µn h.f.−→ µ.
Preuve. 1. µn−→µ =⇒ µn h
′
⇀ µ =⇒ ∀K ∈ L2(ω1, ω2),
∫ ω2
ω1
Hn(iω)K(ω)dω → 0.
2.∀ψ ∈ ∆γ,0, ψ = Ψ|γ avec Ψ analytique dans C et donc Ψ|i[ω1,ω2] ∈ L2(ω1, ω2).
Lemme 104 Pour tout µ ∈ Dm, l’application ν ∈ ∆′γ 7−→ µ#ν ∈ h′ est borne´e dans h′, c’est a`
dire :
∃k > 0, ∀ν ∈ ∆′γ , ‖µ#ν‖h′ 6 k ‖ν‖h′ . (3.65)
Preuve. Soient µ ∈ Dm (respectivement ν ∈ ∆′γ) γ-symbole de H(∂t) (respectivement K(∂t)).
On a :
‖µ#ν‖2h′ =
∫ ω2
ω1
|H(iω)K(iω)|2 dω. (3.66)
E´tant analytique sur tout iR\{0}, la fonction H est borne´e sur [ω1, ω2] ; on a donc :
‖µ#ν‖2h′ 6 sup
ω∈[ω1, ω2]
|H(iω)|2 ‖ν‖2h′ . (3.67)
L’espace h′ ve´rifie donc les hypothe`ses de la proposition 98, garantissant la convergence de
l’approximation pre´ce´demment e´tudie´e.
On s’inte´resse a` pre´sent a` l’expression analytique de ‖µ‖h′ . Apre`s calculs, et graˆce a` (1.114), on
a :
‖µ‖2h′ =< µ(ξ), < µ(η), k(ξ, η) >η>ξ, (3.68)
avec
k(ξ, η) =
∫ ω2
ω1
1
(iω − γ(ξ))(iω − γ(η))dω. (3.69)
3Cette fonctionnelle est bien une norme : du fait que H est analytique, H|[iω1,iω2] = 0 =⇒ H = 0.
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Cette norme de´rive du produit scalaire (.|.) de´fini, sur tous γ-symboles µ, ν associe´s aux ope´rateurs
H(∂t) et K(∂t) par :
(µ|ν) =
∫ ω2
ω1
H(iω)K(iω)dω =< µ(ξ), < ν(η), k(ξ, η) >η>ξ . (3.70)
Le noyau k(ξ, ν) peut eˆtre approche´ nume´riquement par quadrature de l’inte´grale. Cependant,
il est e´galement possible de de´terminer son expression analytique :
Proposition 105 Le noyau k s’exprime :
∀ξ, η ∈ R, k(ξ, η) =

−
(
f(η) + f(ξ)
)
γ(η) + γ(ξ)
si γ(η) 6= −γ(ξ)
− 1
ω2 + iγ(η)
+
1
ω1 + iγ(η)
si γ(η) = −γ(ξ)
(3.71)
avec
f(η) =
∫ ω2
ω1
1
(iω − γ(η))dω (3.72)
= − arctan
(
ω2 − γI(η)
γR(η)
)
+ arctan
(
ω1 − γI(η)
γR(η)
)
− i
2
[
ln(ω22 − 2ω2γI(η) + |γ(η)|2)− ln(ω21 − 2ω1γI(η) + |γ(η)|2)
]
,
ou` γR = Re(γ) et γI = Im(γ).
Preuve. Lorsque γ(η) 6= −γ(ξ), et apre`s de´composition en e´le´ments simples :
k(ξ, η) =
−1
γ(η) + γ(ξ)
(∫ ω2
ω1
1
(iω − γ(η))dω +
∫ ω2
ω1
1
(iω − γ(ξ))dω
)
; (3.73)
or,∫ ω2
ω1
1
(iω − γ(η))dω =
∫ ω2
ω1
−γR(η)
(γR(η))2 + (ω − γI(η))2
dω + i
∫ ω2
ω1
−ω + γI(η)
(γR(η))2 + (ω − γI(η))2
dω
= −
∫ ω2
ω1
1
γR(η)
1 + (ω−γI(η)γR(η) )
2
dω − i
2
∫ ω2
ω1
2ω − 2γI(η)
ω2 − 2ωγI(η) + |γ(η)|2
dω (3.74)
= −
[
arctan(
ω − γI(η)
γR(η)
)
]ω2
ω1
− i
2
[
ln(ω2 − 2ωγI(η) + |γ(η)|2)
]ω2
ω1
. (3.75)
Lorsque γ(η) = −γ(ξ), on a :
k(ξ, η) = −
∫ ω2
ω1
1
(iω − γ(η))2dω = −
[
1
ω + iγ(η)
]ω2
ω1
. (3.76)
Remarque 106 De fac¸on similaire, on peut e´galement conside´rer la norme :
‖µ‖2 =
∫ ω2
ω1
|H(iω)|2
ω
dω (3.77)
qui a la proprie´te´ d’accorder le meˆme poids a` chaque de´cade de fre´quence, du fait que :
∀a ≥ 0,
∫ 10a+1
10a
1
ω
dω = ln(10). (3.78)
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Remarque 107 On pourrait conside´rer la dualite´
〈
∆′γ,0,∆γ,0
〉
au lieu de
〈
∆′γ ,∆γ
〉
pour l’analyse
des ope´rateurs de convolution. L’espace ∆′γ,0 est cependant au moins aussi gros que h′ dont les
e´le´ments ne sont pas tous approximables nume´riquement. En effet, il y a dans h′ des traces de
fonctions de transfert ayant des singularite´s hors de Ω−γ ; or ces e´le´ments ne peuvent pas eˆtre re´alise´s
au moyen d’une γ-re´alisation d’e´tat, l’inte´grale sur γ˜ ne prenant en compte que les singularite´s de
Ω−γ . Les re´alisations d’e´tat 〈µ, ψ〉∆′γ,0,∆γ,0 ne sont en fait pas praticables au dela` de ∆
′
γ qui est
lui meˆme un cas limite (dual de la limite inductive des Iγ˜n,γ
(
∆γ˜n
)
) et qui semble eˆtre au final
l’espace le mieux adapte´ puisqu’il cumule les proprie´te´s topologiques tout en permettant l’accessibilite´
nume´rique de 〈µ, ψ〉.
3.4.2 Mise en œuvre
On de´crit ici la me´thodologie a` mettre en œuvre pour re´aliser concre`tement une inversion
nume´rique.
Soit Qn l’espace des mesures atomiques sur un maillage {ξk}k=0:n et soit µn ∈ Qn inversible,
d’inverse µ−1n de degre´ m, approximation d’un γ-symbole µ inversible, d’inverse µ−1 de degre´ m.
On a donc :
µn =
n∑
k=0
αkδξk ' µ, avec α = (αk)k=0:n ∈ Cn+1. (3.79)
On souhaite inverser nume´riquement ce γ-symbole, ope´ration qui revient concre`tement a` trouver
un vecteur de coefficients β = (βk)k=0..n ∈ Cn+1 tel que :
νn :=
n∑
k=0
βkδξk ' δm#µ−1. (3.80)
Pour cela on peut conside´rer par exemple les proble`mes :
min
νn∈Qn
∥∥∥νn − (µn)−1#δm∥∥∥2
h′
= min
β∈Cn+1
∥∥∥∥∥
n∑
k=0
βkδξk. − (µn)−1#δm
∥∥∥∥∥
2
h′
, (3.81)
et
min
νn∈Qn
‖µn#νn − δm‖2h′ = min
β∈Cn+1
∥∥∥∥∥∥
(
n∑
k=0
αkδξk
)
#
 n∑
j=0
βjδξj
− δm
∥∥∥∥∥∥
2
h′
, (3.82)
tous deux ayant leurs avantages et inconve´nients respectifs.
Diffe´rentes me´thodes de re´solution de (3.81) et (3.82) ont e´te´ envisage´es.
Re´solution de (3.81)
Pour la re´solution de (3.81) on conside`re deux me´thodes, l’une e´tant exacte (aux erreurs d’ar-
rondi pre`s), l’autre e´tant approche´e.
Me´thode 1 D’apre`s (3.64), le proble`me (3.81) s’e´crit encore :
min
νn∈Qn
∫ ω2
ω1
∣∣∣∣∣< νn, 1iω − γ(.) > − 1(iω)m < µ∗n, 1iω−γ(.) >
∣∣∣∣∣
2
dω
⇐⇒ min
β∈Cn+1
∫ ω2
ω1
∣∣∣∣∣∣
n∑
k=0
(
βk
iω − γ(ξk)
)
− 1
(iω)m
∑n
k=0
(
αk
iω−γ(ξk)
)
∣∣∣∣∣∣
2
dω
⇐⇒ min
β∈Cn+1
‖Aβ − b‖2E ,
(3.83)
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avec :
I E := LL∗γ(∆′γ) espace des fonctions de transfert d’ope´rateurs γ-diffusifs au sens strict, muni
de la norme :
‖H‖2E =
∫ ω2
ω1
|H(iω)|2 dω, (3.84)
I A =
[
A0 · · · An
] ∈ En+1 de´finie par :
Ak:ω ∈ R 7−→ 1iω − γ(ξk)
∈ C, (3.85)
I et b ∈ E de´finie par :
b :ω ∈ R 7−→ 1
(iω)m
∑n
k=0
(
αk
iω−γ(ξk)
) ∈ C. (3.86)
La solution de (3.83) est donne´e par :
β∗ = K−1h avec h =
(∫ ω2
ω1
Ai(ω) b(ω)dω
)
i=0:n
,
et K =
(∫ ω2
ω1
Ai(ω)Aj(ω)dω
)
i,j=0:n
=
(
k(ξi, ξj)
)
i,j=0:n
,
(3.87)
la fonction k e´tant de´finie par (3.69) et (3.71).
Remarque 108 Dans le cas particulier ou` γ(ξ) = − |ξ| , les coefficients αk et βk sont re´els (voir
paragraphe 2.1.2). En prenant en compte cette contrainte, la solution de (3.83) s’e´crit :
β∗ = [Re(K)]−1Re(h). (3.88)
Nume´riquement, le calcul de cette solution ne´cessite de connaˆıtre l’expression de h (celle de K
e´tant connue). Cela n’e´tant pas le cas, une approximation de h par quadrature de l’inte´grale en ω
doit eˆtre envisage´e, ce qui diminue l’inte´reˆt de cette approche qui re´sidait en le fait que la solution
obtenue e´tait exacte. Les re´sultats obtenus avec cette me´thode restent malgre´ tout tre`s bons.
Me´thode 2 Le proble`me (3.81) est re´solu apre`s quadrature de l’inte´grale en ω. On conside`re ainsi
le proble`me :
min
β∈Cn+1
J∑
j=1
∣∣∣∣∣∣
n∑
k=0
(
βk
iωj − γ(ξk)
)
− 1
(iωj)m
∑n
k=0
(
αk
iωj−γ(ξk)
)
∣∣∣∣∣∣
2
∆ωj , (3.89)
qui a pour solution :
β∗ = (A∗DA)−1A∗Db (3.90)
avec :
A =
(
1
iωj − γ(ξk)
)
k=0:n,j=1:J
, b =
 1
(iωj)m
∑n
k=0
(
αk
iωj − γ(ξk)
)

j=1:J
et D =
 ∆ω1 (0). . .
(0) ∆ωJ
 .
(3.91)
Remarque 109 Si l’on recherche une solution re´elle (en particulier lorsque γ(ξ) = − |ξ|), la solu-
tion de (3.89) s’e´crit :
β∗ = (Re(A∗DA))−1Re(A∗Db). (3.92)
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Re´solution de (3.82)
Notons tout d’abord que re´soudre (3.82) revient a` re´soudre (3.81) avec une norme diffe´rente, a`
savoir la norme avec poids (de´pendant de α) de´finie par :
‖µ‖2h′ =
∫ ω2
ω1
∣∣∣∣ n∑
k=0
(
αk
iω − γ(ξk)
)∣∣∣∣2 |H(iω)|2 dω. (3.93)
Par conse´quent, il est possible de re´soudre (3.82) avec les me´thodes 1 et 2 pre´sente´es pre´ce´demment.
Appliquer la me´thode 1 au proble`me (3.82) ne´cessiterait cependant le calcul d’inte´grales, dont
l’expression analytique n’est pas accessible. De plus une me´thode de re´solution exacte de (3.82) est
propose´e dans la suite. C’est pourquoi on ne s’inte´ressera pas a` cette me´thode.
On peut par contre re´soudre (3.82) en utilisant la me´thode 2. Le proble`me (3.82) est alors
approche´ par le proble`me :
min
β∈Cn+1
J∑
j=1
∣∣∣∣ n∑
l=0
(
αl
iωj − γ(ξl)
)
n∑
k=0
(
βk
iωj − γ(ξk)
)
− 1
(iωj)m
∣∣∣∣2∆ωj , (3.94)
qui a pour solution :
β∗ = (A∗DA)−1A∗b, (3.95)
avec :
A =
(∑n
l=0
(
αl
iωj − γ(ξl)
)
1
iωj − γ(ξk)
)
j=1:J, k=0:n
, b =
(
1
(iωj)m
)
j=1:J
et D =
 ∆ω1 (0). . .
(0) ∆ωJ
 . (3.96)
Me´thode 3 La deuxie`me me´thode de re´solution consiste a` approcher (3.82) par un proble`me de
re´solution plus simple consistant a` approcher les termes δξk#δξj et δ
m par des mesures atomiques
sur le re´seau ξk :
∀i, j = 0 : n, δξi#δξj '
n∑
k=0
aijk δξk et δ
m '
n∑
k=0
bkδξk . (3.97)
Ainsi, le proble`me (3.82) est lui-meˆme approche´ par le proble`me :
min
β∈Cn+1
∥∥∥∥∥∥
n∑
k,j=0
αkβj
n∑
l=0
akjl δξl −
n∑
l=0
blδξl
∥∥∥∥∥∥
2
h′
, (3.98)
qui s’e´crit encore
min
β∈Cn+1
∥∥∥∥∥
n∑
l=0
(Aβ − b)l δξl
∥∥∥∥∥
2
h′
avec A = (
n∑
k=0
αka
kj
i )i,j=0:K . (3.99)
Son unique solution est donne´e par :
β∗ = A−1b. (3.100)
Cette me´thode de mise en œuvre simple ne ne´cessite que peu de calculs pre´liminaires mais a
l’inconve´nient de ne procurer qu’une solution approche´e au proble`me de l’inversion γ-symbolique.
Remarque 110 Dans le cas γ(ξ) = − |ξ|, les coefficients aijk et bk sont re´els. La solution obtenue
via (3.100) sera donc elle aussi re´elle.
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Me´thode 4 : En notant A l’ope´rateur line´aire de´fini par :
A : β ∈ Cn+1 7−→
n∑
k,j=0
αkβjδξk#δξj , (3.101)
le proble`me (3.82) s’e´crit :
min
β∈Cn+1
‖Aβ − δm‖2h′ . (3.102)
Soit alors un espace E ∼ CN avec N > n+ 1 tel que :
∀β ∈ Cn+1, ‖Aβ − δm‖2h′ = ‖Aβ − δm‖2E = ‖Aβ − b‖2CN , (3.103)
ou` A (resp. b) est une matrice (resp. un vecteur) a` de´terminer. On choisit pour E l’espace engendre´
par ∪q=1:M ({δqξk}k=0:n); cet espace est de dimension N = n(K+1). En notant s l’indice pour lequel
ξs = 0, et puisque [48] :
δa#δb =

δa − δb
γ(a)− γ(b) si a 6= b
δ2a
γ∼ δ′aγ′(a) si a = b,
(3.104)
on peut exprimer
(∑n
k=0 αkδξk
)
#
(∑n
j=0 βjδξj
)
et δm dans la base de E :
(
n∑
k=0
αkδξk
)
#
 n∑
j=0
βjδξj
 = M∑
q=1
n∑
k=0
β˜qkδ
q
ξk
et δm =
M∑
q=1
n∑
k=0
bqkδ
q
ξk
, (3.105)
avec
β˜qk =

n∑
j=0
j 6=k
αkβj + βkαj
γ(ξk)− γ(ξj)
si q = 1
αkβk si q = 2
0 sinon,
et bqk =
{
1 si q = m et k = s
0 sinon.
(3.106)
Remarque 111 Les ope´rateurs associe´es aux γ-symboles δm ne sont pas atomiques et ne sont
donc pas re´alisables au moyen de l’e´quation d’e´tat nume´rique naturellement associe´e a` l’espace
Qn (c’est-a`-dire : ∂tψk(t) = γ(ξk)ψk(t) + u(t), k = 0 : n). Toutefois, cette impossibilite´ est sans
conse´quence car elle n’invalide en rien les de´veloppements pre´ce´dents qui ne sont aucunement base´s
sur la re´alisation d’e´tat, mais seulement sur la structure alge´brique des γ-symboles.
Dans la suite, on notera β˜ (resp. b) le vecteur (β˜10, β˜11, ..., β˜1n, β˜20, ..., β˜2n, ..., β˜M0, ..., β˜Mn)T ∈
CN (resp. le vecteur (b10, b11, ..., b1n, b20, ..., b2n, ..., bM0, ..., bMn)T ∈ CN ). On a :
β˜ = Aβ, avec A =

A1
A2
A3
...
AM
 ∈ CN×(K+1) (3.107)
ou` les matrices carre´es Ai ∈ C(n+1)×(n+1) sont de´finies par4 :
4En pratique, il faut que M > max(2,m).
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
A1 = (Al1k)k,l=0:n avec A
l
1k
=

αk
γ(ξk)−γ(ξl) si k 6= l
n∑
j=0
j 6=k
αj
γ(ξk)−γ(ξj) si k = l
A2 = diag(α0, ..., αn)
Ai = O(n+1)×(n+1) pour i = 3 :M.
(3.108)
On a alors :
‖Aβ − δm‖2h =
∥∥∥∥∥∥
(
n∑
k=0
αkδξk
)
#
 n∑
j=0
βjδξj
− δm
∥∥∥∥∥∥
2
h′
(3.109)
=
∥∥∥∥∥∥
M∑
q=1
n∑
k=0
((Aβ)qk − bqk)δqξk
∥∥∥∥∥∥
2
E
(3.110)
=
M∑
q,r=1
n∑
k,l=0
(Aβ − b)rl(Aβ − b)qk < δrξl(ξ), < δ
q
ξk
(η), k(ξ, η) >η>ξ (3.111)
= ‖Aβ − b‖2CN , (3.112)
ou`, pour c = (c10, c11, ..., c1n, c20, ..., c2n, ..., cM0, ..., cMn)T ∈ CN :
‖c‖2CN =
M∑
q,r=1
n∑
k,l=0
crlcqkK
qkrl (3.113)
avec
Kqkrl =< δrξl(ξ), < δ
q
ξk
(η), k(ξ, η) >η>ξ . (3.114)
Le proble`me (3.82) s’e´crit donc :
min
β∈Cn+1
‖Aβ − b‖2CN , (3.115)
et sa solution est donne´e par :
β∗ = (A∗KTA)−1A∗KT b, (3.116)
avec
K = (Kji )i,j=1:M(n+1), (3.117)
Kji = K
qkrl pour
{
i = (q − 1)(K + 1) + k + 1
j = (r − 1)(K + 1) + l + 1, q, r = 1 :M et k, l = 0 : n. (3.118)
r = 1 r−−−−−−−−−−−−−−−−−−−−−−−−−−−→ r =M
l−−−−−−−−−−−−−−−−−→ l−−−−−−−−−−−−−−−−−→
K =

K1111 · · · K111n K1121 · · · · · · K11M1 · · · K11Mn
...
...
...
...
...
K1n11 · · · K1n1n K1n21 · · · · · · K1nM1 · · · K1nMn
K2111 · · · K211n K2121 ... ...
...
...
. . .
...
...
...
...
. . .
...
...
KM111 · · · KM11n · · · · · · · · · KM1M1 · · · KM1Mn
...
...
...
...
KMn11 · · · KMn1n · · · · · · · · · KMnM1 · · · KMnMn

y k
y k
q = 1y
q
q =M
(3.119)
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Du fait de la structure particulie`re de A et de b, la solution β∗ de (3.115) s’e´crit e´galement sous la
forme simplifie´e :
β∗ = (A˜∗K˜T A˜)−1A˜∗ ˜˜K, (3.120)
ou`
A˜ =
[
A1
A2
]
∈ C2(n+1)×(n+1), (3.121)
K˜ = (Kji )i,j=1..2(n+1) ∈ C2(n+1)×2(n+1), (3.122)
et ˜˜K = (Kms10, ...,Kms1K ,Kms20, ...,Kms2K)T ∈ C2(n+1). (3.123)
Seuls les termes Kqkrl pour (q, r, k, l) ∈ ({1, 2}2×{0..n}2)∪({m}×{1, 2}×{s}×{0..n}) ne´cessitent
donc d’eˆtre explicite´s. Leurs expressions sont donne´es en annexe B.
Remarque 112 Dans le cas ou` γ(ξ) = − |ξ|, la solution est donne´e par :
β∗ =
[
A˜∗Re
(
K˜
)T
A˜
]−1
A˜∗Re
( ˜˜
K
)
(3.124)
Remarque 113 Quoique assez technique dans l’expression des coefficients, la formulation (3.115)
se preˆte bien a` la programmation nume´rique. Sa porte´e est en outre universelle.
3.4.3 Cas ou` µ est non inversible dans Σγ
On e´tudie ici un processus nume´rique permettant de de´terminer la partie γ-re´alisable de l’inverse
non γ-re´alisable d’un ope´rateur. On conside`re un ope´rateur H γ-diffusif au sens strict, de symbole-
Laplace H(p) et de γ-symbole µ non inversible dans Σγ , tel qu’il existe m ∈ N tel que :
1
H(p) pm
= Hr(p) +H0(p), (3.125)
avecHr(∂t) γ-diffusif au sens strict etH0(p) analytique dans Ω−γ et singulier dans Ω+γ , avecH0(p)→
0 quand |p| → ∞. Soit µ∗n un γ-symbole ”nume´rique” de H(∂t) voisin de µ :
µ∗n =
n∑
k=0
αkδξk ' µ, avec α = (αk)k=0:n ∈ Cn+1; (3.126)
on a alors :
H(iω) '
n∑
k=0
αk
iω − γ(ξk)
. (3.127)
Le proble`me de l’inversion nume´rique de µ∗n que l’on se pose ici consiste a` trouver un γ-symbole
nume´rique approchant la partie γ-re´alisable de l’inverse de H, c’est a` dire un vecteur de coefficients
β = (βk)k=0:n ∈ Cn+1 tel que :
ν∗n :=
n∑
k=0
βkδξk ' µr, (3.128)
Les me´thodes pre´ce´dentes, utilisables dans le cas d’un γ-symbole inversible ne peuvent s’appli-
quer directement dans le cas pre´sent. En effet, rien n’impose a priori que le γ-symbole µr de Hr
soit proche de µ, au sens de la norme ‖.‖h′ . Il est donc ne´cessaire de mettre en place une me´thode
spe´cifique a` ce cas particulier.
64 Inversion de γ-symboles
La me´thode propose´e consiste a` re´soudre le proble`me :
min
β∈Cn+1
∥∥∥∥∥
n∑
k=0
βk
iω − γ(ξk)
−Hr(iω)
∥∥∥∥∥
2
h′
, (3.129)
la fonction de transfert Hr(iω) inconnue devant eˆtre estime´e a` partir de α uniquement.
L’ope´rateur Hr e´tant γ-diffusif au sens strict, il existe un contour re´gulier γ˜ Â γ tel que, en notant
µ˜ le γ˜-symbole donne´ par :
µ˜ =
γ˜′
2ipi
1
(H ◦ γ˜) γ˜m ∈ L
1
loc, (3.130)
on ait :
Hr(iω) =
∫
R
µ˜(ξ)
iω − γ˜(ξ)dξ = LL
∗
γ˜(µ˜). (3.131)
Remarque 114 Dans le cas ou` Ω−γ˜ ∩ C+ est un domaine, rappelons que la formule (3.131) n’est
valable que pour iω ∈ iR∩Ω+γ˜ . La formule de Cauchy
1
2ipi
∫
γ
H(z)
z − pdz = H(p) (3.132)
est en effet valable pour p ∈ D, ou` D est le domaine borde´ par γ tel que H holomorphe dans D¯.
Comme µ˜ est alors une fonction, il est possible de l’e´valuer nume´riquement en diffe´rents points ξk
en appliquant directement la formule (3.130), dans laquelle on utilise la formule approche´e (3.127)
de H. Ainsi, une approximation de Hr(iω) est donne´e par :
Hr(iω) '
n∑
k=0
λk
iω − γ˜(ξk)
= LL∗γ˜(
n∑
k=0
λkδξk),
avec λk = µ˜(ξk)
∫ tk+1
tk
Λk(ξ)dξ ou` µ˜(ξk) =
γ˜′(ξk)
2ipi
1(
n∑
l=0
αl
γ˜(ξk)−γ(ξl)
)
(γ˜(ξk))
m
.
(3.133)
Remarque 115 La γ˜-re´alisation de Hr est donne´e par :{
∂tψ˜(., ξ) = γ˜(ξ)ψ˜(., ξ) + u,
(Hru) (t) =
∫
R µ˜(ξ)ψ˜(t, ξ)dξ.
(3.134)
On notera que l’e´quation d’e´tat n’est stable que lorsque Re (γ˜(ξ)) < 0. Dans le cas ou` Ω−γ˜ ∩C− 6= ∅,
cette repre´sentation ne pourrait pas eˆtre utilise´e nume´riquement, a` moins d’adaptations spe´cifiques
ou de simulation sur un temps borne´.
Pour obtenir une approximation ν∗n :=
∑n
k=0 βkδξk du γ-symbole µr, on conside`re ensuite le
proble`me :
min
β∈Cn+1
[∫ ω2
ω1
∣∣∣∣∣
n∑
k=0
βk
iω − γ(ξk)
−
n∑
l=0
λl
iω − γ˜(ξl)
∣∣∣∣∣ dω
]
, (3.135)
qui, apre`s quadrature en ω et lorsque la discre´tisation en ω est re´gulie`re (i.e. ∆ω = cte), se re´sout
nume´riquement par pseudo-inversion :
β∗ = A†b, (3.136)
ou`
A =
(
1
iωj − γ(ξk)
)
j=1:J,k=0:n
et b =
(
n∑
l=0
λl
iωj − γ˜(ξl)
)
j=1:J
. (3.137)
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3.4.4 Exemples
Dans les exemples suivants est re´alise´e l’inversion γ-symbolique de quelques ope´rateurs. Apre`s
l’analyse du cas particulier de l’ope´rateur d’inte´gration, on conside`re l’inversion γ-symbolique des
ope´rateurs (∂t + 1)−1,
(√
∂t + 1
)−1
, puis un plus complexe rencontre´ en ae´roacoustique, a` savoir
l’ope´rateur d’impe´dance d’une paroi absorbante [12]. On conside`re enfin le cas d’un ope´rateur non
inversible dans Σγ .
Pour les simulations nume´riques on conside`re le contour γ de´fini par :
∀ξ ∈ R γ(ξ) = − |ξ| , (3.138)
ainsi que la discre´tisation {ξk}k=0:n du parame`tre ξ (n variant selon les cas) de´finie de la manie`re
suivante :
ξ0 = 0, (3.139)
ξ1 = 10
−1, (3.140)
ξk = ξ1 q
k, k = 2 : n, avec q > 1 tel que ξn = 10
3. (3.141)
Remarque 116 Cette discre´tisation permet de couvrir la plage fre´quentielle [0, 103].
On note s ∈ [[0, n]], l’indice tel que ξs = 0. Dans le cas de la discre´tisation ci-dessus, on a s = 0.
On prend e´galement ω1 = 10−1 et ω2 = 103 comme bornes de l’inte´grale de la norme (3.64).
Pour quantifier l’erreur d’inversion nume´rique, on introduit les quantite´s :
E =
∑
l
∣∣∣∣ n∑
k=0
β∗k
iωl−γ(ξk) −H
−1(iωl)
∣∣∣∣ ∆ωlωl∑
l |H−1(iωl)| ∆ωlωl
'
∫ ω2
ω1
1
ω
∣∣∣∣ n∑
k=0
β∗k
iω−γ(ξk) −H
−1(iω)
∣∣∣∣ dω∫ ω2
ω1
1
ω |H−1(iω)| dω
,
et Esup = sup
ωl
∣∣∣∣∣∣∣∣
n∑
k=0
β∗k
iωl−γ(ξk) −H
−1(iωl)
H−1(iωl)
∣∣∣∣∣∣∣∣ ' supω
∣∣∣∣∣∣∣∣
n∑
k=0
β∗k
iω−γ(ξk) −H
−1(iω)
H−1(iω)
∣∣∣∣∣∣∣∣ .
Inversion de l’ope´rateur ∂−1t
Afin de tester les me´thodes de´crites pre´ce´demment, on conside`re l’ope´rateur ∂t−1 de γ-symbole
δ. Cet ope´rateur est inversible dans Σγ et admet comme inverse l’ope´rateur de de´rivation ∂t qui est
γ-diffusif au sens large de degre´ 2. On note formellement δ−1 le γ-symbole de ce dernier et H−1(iω)
sa re´ponse fre´quentielle de´finie par H−1(iω) = iω.
D’un point de vue nume´rique, on cherche en fait a` approcher le γ-symbole nume´rique de ∂−2t ◦
∂t = ∂−1t . Dans cet exemple, les γ-symboles nume´riques utilise´s sont e´gaux aux γ-symboles puisque
l’on a :
δ =
n∑
k=0
αkδξk avec αk =
{
1 si k = s
0 sinon
, (3.142)
et
δ2#γδ−1 = δ =
n∑
k=0
βkδξk avec βk = αk, ∀k = 0 : n. (3.143)
On prend n = 20, ce qui correspond a` q = 1.6238, et on pre´sente les re´sultats de la me´thode
d’inversion 3 (qui dans ce cas particulier est une me´thode de re´solution exacte aux erreurs d’arrondi
pre`s), les autres me´thodes fournissant des re´sultats similaires. Les re´sultats sont pre´sente´s figure 3.2
sur laquelle on peut comparer le gain et la phase des fonctions de transfert de l’ope´rateur inverse
the´orique ∂t ◦ ∂−2t et de l’inverse nume´rique correspondant ν ' ∂t ◦ ∂−2t = ∂−1t .
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Fig. 3.2 – (a), (b) et (c) : gains et phases des re´ponses fre´quentielles des inverses the´orique et
nume´rique ∂−2t ◦ ∂t - (d) : coefficients β∗.
valeur de β∗n erreur relative :
‖β∗−β‖
‖β‖ E Esup
en the´orie 1 0 0 0
me´thode 1 1.0000 0.0149 8.0300× 10−7 1.9575× 10−6
me´thode 2 1.0000 2.3418× 10−8 5.5460× 10−13 6.3365× 10−12
me´thode 3 1.0000 0 4.0596× 10−17 2.2199× 10−16
me´thode 4 1.0000 7.1044× 10−7 2.8449× 10−13 1.5692× 10−9
Tab. 3.1 – Tableau comparatif des erreurs dans le cas de l’inversion de l’ope´rateur ∂−1t
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E Esup
me´thode 1 0.0079 0.0967
me´thode 2 0.0122 0.1392
me´thode 3 0.1029 1.4529
me´thode 4 0.0137 60.9516
Tab. 3.2 – Tableau comparatif des erreurs dans le cas de l’inversion de l’ope´rateur (∂t + 1)−1
On constate que les trace´s se superposent parfaitement, que ce soit en e´chelle logarithmique sur
la figure 3.2(a) ou en e´chelle semi-logarithmique sur la figure 3.2(b). On peut e´galement comparer
les valeurs des β∗k avec les valeurs the´oriques, cf tableau 3.1.
L’ope´ration d’inversion de l’ope´rateur d’inte´gration via celle de son γ-symbole donne donc d’ex-
cellents re´sultats a` toute fre´quence, ce qui confirme la validite´ de l’approche.
Inversion de l’ope´rateur (∂t + 1)−1
On conside`re a` pre´sent a` l’ope´rateur (∂t + 1)
−1, dont l’inverse ∂t + 1 est γ-diffusif de degre´ 1.
Contrairement a` l’exemple pre´ce´dent, les γ-symboles conside´re´s ne sont plus de´composables de
manie`re exacte en somme de masses de Dirac sur les points ξk5 : les γ-symboles nume´riques sont
donc des approximations des γ-symboles (cf paragraphe 2.2).
Pour cette inversion nume´rique, on a conside´re´ n + 1 = 51 points de discre´tisation en ξ ce qui
correspond a` q = 1.2068, et on a compare´ les re´sultats obtenus avec les 4 me´thodes d’inversion.
En figure 3.3 sont donne´s les diagrammes de Bode des fonctions de transfert de l’inverse the´o-
rique (∂t + 1) ◦ ∂−2t et des inverses nume´riques obtenus avec les diffe´rentes me´thodes. On constate
que les me´thodes 1 et 2 donnent d’excellents re´sultats : les courbes correspondantes sont quasiment
superpose´es a` celle de l’inverse the´orique.
On note en revanche que la qualite´ de l’inversion se de´grade aux hautes fre´quences avec les me´thodes
3 et 4, alors que l’erreur relative E, donne´e dans le tableau 3.2 reste tre`s faible. Ceci s’explique en par-
tie par le fait que les proble`mes (3.81) et (3.82), respectivement re´solus via les me´thodes 1, 2 et 3, 4,
sont e´quivalents au choix de la norme pre`s. Re´soudre (3.81) revient a` re´soudre (3.82) avec la norme
(3.93) qui accorde plus de poids aux basses fre´quences qu’aux hautes puisque
∣∣∣∑nk=0 ( αkiω−γ(ξk))∣∣∣2
de´croˆıt quand ω grandit. L’utilisation de la norme (3.77) pourrait permettre de pallier ce proble`me
si ne´cessaire.
En figure 3.4 sont e´galement compare´s les β∗ obtenus avec les 4 me´thodes. A noter les oscillations
dues au fait que l’approximation est relative a` une topologie faible.
Inversion γ-symbolique de l’ ope´rateur
(√
∂t + 1
)−1
On conside`re l’ope´rateur
(√
∂t + 1
)−1
, de symbole-Laplace H(p) = 1√
p+1
et d’inverse γ-diffusif
de degre´ 1. La figure 3.5 montre les re´sultats de la me´thode 4 (n = 20), les autres me´thodes donnant
des re´sultats similaires. Les courbes se superposent et l’inversion est d’excellente qualite´ dans la
bande fre´quentielle concerne´e par le re´seau {ξk}.
Inversion γ-symbolique d’un ope´rateur d’expression complexe rencontre´e en ae´roa-
coustique
On conside`re l’ope´rateur d’impe´dance d’une paroi poreuse ([28], [44]), de symbole :
Q(p) =
√
χeff(p)
ρeff(p)
tanh
(
e p
√
χeff(p) ρeff(p)
)
(3.144)
5car ∀k, 1 6= −γ(ξk),.
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Fig. 3.3 – Diagramme de Bode de l’inverse the´orique et nume´rique ∂−2t ◦ (∂t + 1)
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Fig. 3.4 – Coefficients β∗ obtenus avec les 4 me´thodes dans le cas de l’inversion de (∂t + 1)−1
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Fig. 3.5 – (a), (b) et (c) : gains et phases des re´ponses fre´quentielles de l’inverse the´orique et
nume´rique ∂−1t ◦
√
∂t + 1- (d) : coefficients β∗.
avec
ρeff (p) = ρ (1 + a
√
1 + b p
p
) et χeff (p) = χ (1− c
p
p+ a′
√
1 + b′p
), (3.145)
ou`
ρ = ρ0 α∞, χ =
1
P0
, a = 8µ
ρ0Λ
2 , a
′ = 8µ
ρ0Λ
′2 ,
b = 12a , b
′ = 12a′ , 0 < c =
γ−1
γ < 1,
(3.146)
les parame`tres physiques e, ρ0, P0, µ, γ, α∞, Λ, Λ′ de´signant respectivement l’e´paisseur de la paroi,
la densite´ et la pression au repos, la viscosite´ dynamique, le rapport des chaleurs spe´cifiques, la
tortuosite´, la longueur caracte´ristique a` haute fre´quence du proble`me visqueux incompressible et la
longueur caracte´ristique a` haute fre´quence du proble`me thermique.
Les valeurs nume´riques de ces coefficients sont :
Λ = Λ′ = 0.1 10−3 m, ρ0 = 1.2 kg.m
−3, P0 = 105 Pa
µ = 1.8 10−5 kg.m−1. s−1, γ = 1.4, α∞ = 1.3, e = 5 10−2 m.
La fonction de transfert Q(p) posse`de, outre une coupure sur R−, des poles complexes (voir
figure 3.6). On a choisi comme contour γ un secteur de´fini par :
γ(ξ) = |ξ| ei sign(ξ)αγ avec αγ = 115pi180 . (3.147)
On utilise n+ 1 = 121 points de discre´tisation en ξ (avec ξ0 = 0), re´partis ge´ome´triquement entre
ξ1 = 102 et ξn = 106 (ce qui correspond a` q = 1.0805) et on choisit ω1 = 102, ω2 = 106 comme
bornes de la bande fre´quentielle utile.
Les re´sultats obtenus par inversion γ-symbolique selon la me´thode 2 sont donne´s en figure 3.7.
L’inversion est de bonne qualite´ dans la bande fre´quentielle conside´re´e.
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Fig. 3.7 – (a), (b) et (c) : gains et phases des re´ponses fre´quentielles de l’inverse the´orique et
nume´rique ∂−1t ◦Q(∂t)−1 - (d) : coefficients β∗.
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Cas d’un γ-symbole non inversible dans Σγ
On conside`re l’ope´rateur rationnel H(∂t), γ-diffusif au sens strict, d’inverse non γ-diffusif, de´fini
par le symbole :
H(p) =
p− 10
100(p+ 3)2
. (3.148)
On a clairement :
1
H(p) p2
−→
p→∞ 0 dans Ω
+
γ , (3.149)
et
1
H(p) p2
=
100(p+ 3)2
(p− 10)p2 =
−69p− 90
p2
+
169
p− 10; (3.150)
la partie γ-re´alisable de l’inverse de H(∂t), note´ Hr(∂t) est de´fini par le symbole :
Hr(p) =
−69p− 90
p2
. (3.151)
On utilise n+ 1 = 101 points de discre´tisation en ξ (avec ξ0 = 0), re´partis ge´ome´triquement entre
ξ1 = 10−5 et ξn = 104 (ce qui correspond a` q = 1.2328), et on prend ω1 = 10−5, ω2 = 104 comme
bornes de la bande utile.
Le contour γ˜ conside´re´ est :
γ˜(ξ) = 10−3 + |ξ| ei sign(ξ)αγ˜ avec αγ˜ = 130pi180 , (3.152)
ce qui implique (cf remarque 114) que la formule (3.131) utilise´e pour Hr(iω) n’est valable que pour
ω ∈]10−3,∞[. On utilise ensuite comme contour γ le secteur d’angle 3pi4 :
γ(ξ) = |ξ| ei sign(ξ)αγ avec αγ = 3pi4 . (3.153)
Les re´sultats obtenus sont donne´s en figure 3.8. On compare la re´ponse fre´quentielle (gain et
phase) the´orique de Hr(∂t) avec celles obtenues nume´riquement par re´alisation diffusive sur γ˜ puis
sur γ. On constate, comme pre´vu par la the´orie, que la formule (3.131) n’est valable que pour
ω > 10−3 et que la quantite´ calcule´e est nulle pour ω < 10−3. L’inversion γ-symbolique est bonne
dans la bande fre´quentielle [10−2, 103].
3.5 Extension aux ope´rateurs matriciels
L’extension de l’inversion γ-symbolique aux ope´rateurs matriciels se fait de manie`re naturelle.
De ce fait, le sujet sera traite´ formellement puisque les questions topologiques sont similaires a`
celles du cas scalaire.
On se place dans l’espace des γ-symboles matriciels ”carre´s” Σn×nγ , et on conside`re le proble`me
de l’inversion γ-symbolique d’un ope´rateur matriciel H de taille n× n et de γ-symbole µ ∈ Σn×nγ .
De meˆme que l’inverse M−1 d’une matrice M ∈ Rn×n s’exprime :
M−1 =
1
det(M)
× (M c)T , (3.154)
ou` M c est la matrice des cofacteurs de M, on de´duit, par manipulations alge´briques et du fait que
Σγ n’a pas de diviseurs de 0, le re´sultat suivant :
The´ore`me 117 Si µ est inversible dans Σn×nγ , alors det(µ) est inversible dans Σγ et :
µ−1 = (det(µ))−1#γ(µc)T , (3.155)
avec :
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Fig. 3.8 – (a), (b) et (c) : gains et phases des re´ponses fre´quentielles deHr(∂t) the´oriques et obtenus
nume´riquement avec les contours γ et γ˜ - (d) : coefficients β∗ (pour les contours γ et γ˜).
I det(µ) ∈ Σγ γ-symbole scalaire6 de´fini par la re´currence :
• si n = 1 : det(µ) = µ,
• si n > 1 : det(µ) =∑ni=1(−1)i+jµij#γ det(µ˜ij), (3.156)
ou` j ∈ [[0,m]] est choisi arbitrairement et µ˜ij est le γ-symbole obtenu a` partir de µ en suppri-
mant sa ie`me colonne et sa j e`me ligne,
I µc ∈ Σn×nγ est le γ-symbole de´fini par :
∀i, j = 1 : n, (µc)ji = (−1)i+j det(µ˜ij). (3.157)
On en de´duit :
Corollaire 118 Pour qu’un γ-symbole µ ∈ Σn×nγ soit inversible dans Σn×nγ , il faut et il suffit que
det(µ) soit inversible dans Σγ.
Au plan nume´rique, au moins lorsque n est petit, la formule (3.155) est utilisable. Le calcul de
µ−1 ne´cessite alors, outre l’inversion de det(µ), divers produits # (calcul de det(µ) et de la matrice
des cofacteurs µc). La manipulation nume´rique du produit # est pre´sente´e dans [48].
Du point de vue technique, le proble`me de l’inversion de γ-symboles matriciels est largement
ouvert.
Remarque 119 L’expression de l’inverse H−1 d’un ope´rateur matriciel H de taille n × n est
similaire a` celle de µ−1 donne´e en (3.155) a` ceci pre`s que le produit #γ est remplace´ par le produit
de composition ◦. Cependant, H inversible ; µ inversible dans Σn×nγ .
6dont l’inversion rele`ve donc des me´thodes introduites pre´ce´demment.
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Remarque 120 La fonction
∆′n×nγ −→ ∆′n×nγ
µ 7−→ δm+1#µ−1 (3.158)
pre´sente les meˆmes caracte´ristiques topologiques que dans le cas scalaire.
Plus ge´ne´ralement, la pseudo-inversion de γ-symboles rectangulaires peut eˆtre e´galement de´finie
de fac¸on similaire au cas des matrices. Le proble`me est largement ouvert.
Exemple 121 On conside`re l’ope´rateur matriciel H suivant (∂0t de´signe l’ope´rateur identite´) :
H =
 ∂t ∂2t 0∂−1t ∂0t ∂0t
0 ∂t ∂t
 , (3.159)
de γ-symbole matriciel µ de´fini par :
µ =
 δ−1 δ−2 0δ δ0 δ0
0 δ−1 δ−1
 , (3.160)
ou` δ0 est le γ-symbole de l’ope´rateur identite´. On a :
det(H) = −∂2t et det(µ) = −δ−2, (3.161)
d’ou`
H−1 = −∂−2t ◦
 0 −∂3t ∂2t−∂0t ∂2t −∂t
∂0t −∂2t 0
 et µ−1 = −δ2#γ
 0 −δ−3 δ−2−δ0 δ−2 −δ−1
δ0 −δ−2 0
 . (3.162)
Exemple 122 Soit µ ∈ Σn×nγ le γ-symbole de l’ope´rateur matriciel H de´fini par :
H =
[
∂t + 1
√
∂t
0
√
∂−1t
]
. (3.163)
Le γ-symbole det(µ) est associe´ a` l’ope´rateur (∂t + 1) ◦
√
∂−1t =
√
∂t +
√
∂−1t dont l’inverse est
γ-diffusif au sens strict. det(µ) est donc inversible dans Σγ, d’ou` µ inversible dans Σn×nγ .
Exemple 123 On conside`re maintenant le γ-symbole µ ∈ Σγ de l’ope´rateur H de´fini par :
H =
[
2∂t
√
∂t
∂t + 1
√
∂−1t
]
. (3.164)
det(µ) est le γ-symbole de l’ope´rateur 2∂t
√
∂−1t − (∂t + 1)
√
∂t =
√
∂t(1− ∂t) dont l’inverse a pour
fonction de transfert :
1√
p(1− p) , (3.165)
qui a un poˆle en 1 et qui n’est pas conse´quent pas analytique dans Ω+γ ⊃ C+. Le γ-symbole det(µ),
et par conse´quent µ, ne sont donc pas inversibles.

Deuxie`me partie
Application a` certains proble`mes
dynamiques non locaux
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Chapitre 4
Quelques proble`mes
E´tant de´die´e aux ope´rateurs inte´graux, la repre´sentation diffusive offre de nombreuses perspec-
tives d’application dans des domaines varie´s. Dans ce chapitre, on pre´sente succinctement divers
proble`mes (analyse et simulation de syste`mes, re´duction et identification de mode`les) que l’utili-
sation de la repre´sentation diffusive permet d’aborder de fac¸on naturelle. Certains d’entre eux ont
e´te´ e´tudie´s en de´tail et ont fait l’objet de publications ; en particulier les proble`mes d’identification
sont largement de´taille´s dans ce me´moire. Les autres proble`mes sont en cours d’e´tude ou restent a`
de´velopper. D’autres applications (estimation d’e´tat, controˆle) seront e´tudie´es dans la suite.
4.1 Analyse et simulation de syste`mes dynamiques
Graˆce a` la repre´sentation diffusive, une e´quation inte´gro-diffe´rentielle peut eˆtre formule´e au
moyen d’une repre´sentation d’e´tat locale en temps. Les me´thodes d’analyse, de transformation ou
de simulation nume´rique de´die´es au cas diffe´rentiel peuvent ainsi eˆtre adapte´es et permettent la
re´solution de proble`mes complexes. Dans ce chapitre, plusieurs exemples d’application sont pre´sen-
te´s.
4.1.1 Transformation d’un mode`le de flammes sphe´riques en vue de sa simula-
tion
Le mode`le de Volterra, e´tabli par Joulin dans [31], de´crit l’e´volution du rayon x d’une flamme
sphe´rique initie´e par une source de puissance u dans un milieu re´actif (voir paragraphe 7.3.2 pour
plus de de´tails) : {
x(t) ∂
1
2
t x(t) = 2x(t) lnx(t) + 2u(t) ∀t > 0,
x(0+) = 0, u > 0, x > 0.
(4.1)
Ce proble`me est bien pose´ [3]. On s’inte´resse ici a` la simulation nume´rique de ce mode`le, sujet qui
a de´ja` fait l’objet de publication [4] mais qui est aborde´ ici de manie`re diffe´rente.
En appliquant H(∂t)−1 aux deux membres de l’e´quation du mode`le (4.1), on obtient :
x = ∂
− 1
2
t (2 lnx+ 2
u
x
), (4.2)
dont la formulation diffusive s’e´crit :{
∂tψ(t, ξ) = γ(ξ)ψ(t, ξ) + 2(lnx(t) +
u(t)
x(t))
x(t) = 〈µ(.), ψ(t, .)〉 , (4.3)
avec µ γ-symbole de l’ope´rateur γ-diffusif au sens strict ∂
− 1
2
t . E´tant diffe´rentielle, l’e´quation en ψ
peut eˆtre inte´gre´e au moyen de sche´mas nume´riques standard. On note cependant que la quantite´
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2(lnx(t) + u(t)x(t)) est singulie`re lorsque x(t) est proche de 0, ce qui est le cas notamment autour de
t = 0.
Pour supprimer cette singularite´, on peut utiliser une transformation ope´ratorielle de type chan-
gement de temps (e´tudie´e en de´tails dans [47]) qui consiste a` conside´rer le temps τ = ϕ(t) tel que :
x ∂tψ = ∂τψ. (4.4)
On montre que :
dτ
dt
=
1
x
et
dt
dτ
= x ◦ ϕ−1, (4.5)
et que le mode`le (4.3) peut encore s’e´crire :
∂τ ψ˜(τ , ξ) = x˜(τ) γ(ξ) ψ˜(τ , ξ) + 2 [x˜(τ) ln x˜(τ) + u(t)] ,
∂τ t(τ) = x˜(τ),
x˜(τ) =
〈
µ(.), ψ˜(τ , .)
〉
,
(4.6)
avec t = ϕ−1(τ), ψ˜(τ , .) = ψ(ϕ−1(τ), .) et x˜(τ) = x(ϕ−1(τ)). Le second membre de l’e´quation d’e´tat
n’e´tant plus singulier en 0, on peut appliquer (par exemple) un sche´ma d’Euler qui conduit alors
a` : 
ψ˜
n+1
(ξ) = (1 + ∆τ x˜n γ(ξ)) ψ˜
n
(ξ) + 2∆τ [x˜n ln x˜n + u(tn)] ,
tn+1 = tn +∆τ x˜n,
x˜n =
〈
µ, ψ˜
n
〉
,
(4.7)
avec x˜n = x(tn). Apre`s approximation en ξ, la simulation nume´rique se de´roule naturellement et
conduit a` des simulations de bonne qualite´. Deux exemples de courbes obtenues avec cette me´thode
(le sche´ma d’Euler e´tant remplace´ par un sche´ma de Runge Kutta) sont visibles en figure 7.4.
4.1.2 Etude et simulation d’un mode`le de paroi poreuse
Les travaux expose´s dans ce paragraphe ont e´te´ publie´s dans [12] et [17].
Proble`me conside´re´
On conside`re le proble`me de simulation d’un mode`le de paroi poreuse e´tabli par S. Gasser dans
le domaine fre´quentiel [28]. Le mode`le qui de´crit la propagation des ondes a` l’inte´rieur du milieu
poreux d’interface Γ = {z = 0}×]0, X[ avec le milieu fluide, est donne´ sur (ω, z, x) ∈ R×]0, 1[×]0, X[
par : {
e(x) iω ρeff (iω) uˆ+ ∂zPˆ = 0
e(x) iω χeff (iω) Pˆ + ∂zuˆ = 0
avec
{
ρeff (iω) = ρ (1 + a
√
1+b iω
iω )
χeff (iω) = χ (1− c iωiω+a′√1+b′iω ),
(4.8)
ou` u et P repre´sentent la vitesse et la pression dans le milieu poreux et e(x) est l’e´paisseur de
la paroi. Le mode`le (4.8) est comple´te´ par les conditions aux limites u|z=1 = 0 (re´flexion totale
en z = 1) et u|z=0 = w. Par ailleurs, le couplage avec le mode`le d’un milieu fluide ne´cessite deux
conditions de raccord a` l’interface :
P fluide|Γ = P|z=0 et u
fluide
|Γ · n = φu|z=0. (4.9)
Les termes w = u|z=0 et y := P|z=0 peuvent donc s’interpre´ter respectivement comme l’entre´e et la
sortie du syste`me (4.8), de´finissant un ope´rateur (d’impe´dance de la paroi poreuse) w 7→ y, note´
Q(∂t).
Du fait de la pre´sence d’ope´rateurs de convolution (causaux) associe´s a` ρeff et χeff , respecti-
vement note´s ρeff (∂t) et χeff (∂t) , le mode`le temporel associe´ a` (4.8) est non local. Dans de telles
situations, on peut envisager d’utiliser par exemple des approximations de Pade´ de ρeff(iω) et
χeff(iω), mais ce type de construction n’offre en pratique aucune garantie de stabilite´.
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Formulation d’e´tat de la paroi poreuse
On propose d’utiliser la repre´sentation diffusive pour obtenir une formulation temps locale de
(4.8). On conside`re pour cela les ope´rateurs H1(∂t) et H2(∂t), de symboles respectifs :
H1(p) =
1
p ρeff (p)
et H2(p) =
1
pχeff (p)
. (4.10)
On montre que ces deux symboles sont de´croissants a` l’infini et holomorphes sur C r R−. Les
ope´rateurs H1(∂t) et H2(∂t) sont donc γ-diffusifs au sens strict pour le contour γ de´fini par γ(ξ) =
− |ξ| ; on note µ1 et µ2 leurs γ-symboles respectifs.
On re´e´crit alors le syste`me (4.8) sous la forme :{
u = −H1(∂t) ∂zPe(x) ,
P = −H2(∂t) ∂zue(x) .
(4.11)
Les ope´rateurs ∂zP 7→ u et ∂zu 7→ P ayant pour re´alisation diffusive :{
∂tψ1 = γ(ξ)ψ1 − 1e ∂zP
u := 〈µ1, ψ1〉 , et
{
∂tψ2 = γ(ξ)ψ2 − 1e ∂zu
P := 〈µ2, ψ2〉 , (4.12)
on de´duit la formulation locale en temps de l’ope´rateurQ(∂t) sur (t, z, x, ξ) ∈ R∗+×]0, 1[×]0, X[×R+ :
∂tψ1 = γ(ξ)ψ1 − 1e 〈µ2, ∂zψ2〉
∂tψ2 = γ(ξ)ψ2 − 1e 〈µ1, ∂zψ1〉
〈µ1, ψ1(t, 1, x, .)〉 = 0
〈µ2, ψ2(t, 0, x, .)〉 = w(t, x)
y(t, x) = 〈µ1, ψ1(t, 0, x, .)〉 .
(4.13)
Comme µ1 et µ2 sont positifs, la fonction
(ψ1, ψ2) 7→‖(ψ1, ψ2)‖µ,x=
[∫∫
(µ1 |ψ1|2 + µ2 |ψ2|2)dξdz
] 1
2
(4.14)
de´finit une semi-norme. On montre alors [12] que la fonctionnelle Eψx =
1
2 ‖(ψ1, ψ2)‖2µ,x est telle
que, pour tout (ψ1, ψ2) solution de (4.13) :
dEψx
dt
− 1
e
w y 6 0. (4.15)
Graˆce a` la proprie´te´ ψ(t, 0) = 0, on de´duit de (4.15) la positivite´ de la forme quadratique w 7→
QT (w) :=
∫ T
0 wy dt pour tout T > 0 et tout x : la nature passive de la paroi absorbante est ainsi
restaure´e par le mode`le (4.13).
Couplage avec un mode`le de propagation des ondes en milieu fluide
Du fait de (4.15), le couplage de (4.13) avec tout mode`le dynamique de type passif (en particulier
le mode`le ae´roacoustique e´tudie´ dans [44]) conduit a` un syste`me globalement dissipatif au sens d’une
fonctionnelle e´nergie de´finie a` partir de Eψx et de l’e´nergie Em du mode`le conside´re´ de telle sorte que
les transferts entre les deux sous-syste`mes soient e´quilibre´s. Notons que cette dissipation d’e´nergie
globale due a` l’absorption des ondes a` la frontie`re n’est pas accessible sous la forme fre´quentielle
(4.8) : en ce sens, le mode`le diffusif (4.13) est conforme a` l’interpre´tation physique d’un tel milieu.
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Re´alisation diffusive de l’ope´rateur d’impe´dance
Une autre re´alisation d’e´tat de Q(∂t) peut eˆtre obtenue directement a` partir de son γ-symbole.
On a besoin pour cela de l’expression de Q(p) qui est donne´e, apre`s calculs [12] par :
Q(p) =
√
χeff(p)
ρeff(p)
tanh
(
e(x) p
√
χeff(p) ρeff(p)
)
. (4.16)
On montre que l’ope´rateur Q˜(∂t) de symbole Q˜(p) =
Q(p)
p est γ-diffusif au sens strict. En notant ν
son γ-symbole, on obtient la re´alisation d’e´tat de Q(∂t) :{
∂tψ = γψ + w
y = 〈ν, ∂tψ〉 . (4.17)
Notons que Q˜(p) posse`de des poˆles complexes (voir figure 3.6 au paragraphe 3.4.4) et que le
contour γ utilise´ doit donc eˆtre adapte´. On prendra par exemple un contour de type secteur de´fini
par γ(ξ) = |ξ| ei sign(ξ)(pi2+α), avec α ∈]0, pi2 ].
Simulation nume´rique
Les formulations (4.13) et (4.17) e´tant locales en temps, les proble`mes tant de simulation que,
par exemple, de controˆle ou encore d’identification peuvent eˆtre aborde´s par les me´thodes classiques.
La simulation nume´rique de mode`les de la forme (4.17) a e´te´ aborde´e au paragraphe 2.2. Pour (4.13),
on peut construire des sche´mas nume´riques dont la stabilite´ de´coule du bilan d’e´nergie (4.15). Une
e´tude approfondie de tels sche´mas a e´te´ mene´e dans [13] pour une classe de mode`les ge´ne´rale dont
fait partie 4.17 ; un re´sume´ est pre´sente´ dans le paragraphe 4.1.3. Des exemples de simulations sont
donne´es dans [12]. On notera que la simulation de (4.17) est plus pre´cise et moins couˆteuse que celle
de (4.13) puisqu’elle fait l’e´conomie du calcul interme´diaire de u et P dans tout le milieu poreux.
4.1.3 Sche´mas nume´riques pour une classe de mode`les de propagation non lo-
caux
On ne donne ici qu’un re´sume´ succint du proble`me et des travaux re´alise´s. Ces travaux ont
donne´ lieu a` une publication [13] a` laquelle on pourra se re´fe´rer pour plus de de´tails.
La re´solution nume´rique des e´quations inte´gro-diffe´rentielles est un proble`me de´licat, faisant
l’objet de nombreuses publications (voir par exemple [5, 9, 41]). Les me´thodes standard sont base´es
sur des approximations diverses, de type Pade [25] par exemple, ou sur des quadratures directes
des inte´grales [65, 8], et ne´cessitent ge´ne´ralement une discre´tisation temporelle couˆteuse, particu-
lie`rement en pre´sence d’ope´rateurs inte´graux a` me´moire longue. De plus, la stabilite´ des sche´mas
nume´riques est en ge´ne´ral difficile a` obtenir [10], car les techniques standard de´die´es aux e´qua-
tions diffe´rentielles ordinaires (dissipation d’e´nergie par exemple) sont difficilement utilisables pour
les e´quations inte´gro-diffe´rentielles. La construction de sche´mas nume´riques stables et peu couˆ-
teux reste donc un proble`me important pour lequel les me´thodes spe´cifiques de´die´es a` l’analyse et
l’approximation des ope´rateurs convolutifs, telle la repre´sentation diffusive, peuvent eˆtre utiles.
On conside`re l’e´quation inte´gro-diffe´rentielle de la forme abstraite :
H(∂t)Φ = G(∇)Φ + f sur (t, x) ∈ R+∗t × Rnx, (4.18)
ou` H(∂t) est un ope´rateur convolutif inversible et diagonal, et G(∇) est un ope´rateur line´aire
diffe´rentiel anti auto-adjoint. De nombreux phe´nome`nes de propagation, tel que la propagation des
ondes e´lectromagne´tiques dans un milieu dispersif (voir paragraphe 4.1.2), peuvent eˆtre mode´lise´s
par le mode`le (4.18). Au moyen de la repre´sentation diffusive, on obtient une nouvelle formulation
a` la fois e´quivalente a` (4.18) et temps-locale, e´crite sous forme de proble`me de Cauchy :
∂tΨ = AΨ+ Bf avec (t, x, ξ) ∈ R+∗t × Rnx × Rξ, Ψ(0, ., .) = 0, (4.19)
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de telle sorte que la solution de (4.18) s’exprime Φ = CΨ.
On montre alors que, sous des hypothe`ses naturelles sur le symbole H(p), la formulation (4.19)
est dissipative au sens d’une fonctionnelle e´nergie de´rive´e de celle de l’e´quation standard : ∂tΦ =
G(∇)Φ. Cette proprie´te´ essentielle permet d’envisager ensuite la discre´tisation en ξ de (4.19), ce qui
aboutit sur une e´quation dissipative approche´e a` partir de laquelle on peut construire des sche´mas
nume´riques intuitifs apre`s discre´tisation en les variables t, x. Diffe´rentes classes de sche´mas ainsi
obtenus ont e´te´ e´tudie´s, et leur stabilite´ a e´te´ e´tablie au sens d’une fonctionnelle e´nergie adapte´e,
he´rite´e du mode`le continu (4.18) : des conditions suffisantes de stabilite´ ont ainsi e´te´ e´tablies. Ces
sche´mas ont ensuite e´te´ mis en œuvre sur le mode`le de paroi poreuse (4.8), de la forme (4.18) avec :
Φ =
(
u
P
)
, G(∇) =
[
0 −∂x
−∂x 0
]
et H(∂t) =
[
H1(∂t) 0
0 H2(∂t)
]
, (4.20)
H1(∂t) et H2(∂t) e´tant des ope´rateurs convolutifs de symboles H1(p) = k p+ a
√
1 + b p et H2(p) =
k′p+ c p
2
p+a′
√
1+b′p . Sur cet exemple, les conditions suffisantes de stabilite´ se sont ave´re´es eˆtre quasiment
ne´cessaires. Une interpre´tation physique de ces conditions a e´te´ e´tablie en terme de vitesse de
propagation nume´rique haute fre´quence.
4.2 Re´duction de mode`les non line´aires
Les proble`mes de re´duction de mode`le sont fre´quents et d’autant plus importants que les sys-
te`mes conside´re´s sont grands. Graˆce a` la repre´sentation diffusive, on peut reformuler ces proble`mes
et reporter ce qui concerne les ope´rateurs sur leurs γ-symboles. La me´thode de re´duction propose´e
est pre´sente´e dans ce paragraphe de manie`re formelle et illustre´e d’un exemple acade´mique.
On conside`re le mode`le entre´e-sortie :{
H(∂t)X = f(X,u)
y = h(X),
(4.21)
ou` :
I H(∂t) est un ope´rateur diffusif matriciel carre´ de γ-symbole µ ∈ Σn×n inversible et d’inverse
µ−1 ∈ ∆n×nγ ,
I f : Cn × Cq −→ Cn est une fonction suffisamment re´gulie`re, continue et de´rivable en (0, 0),
telle que (4.21) soit asymptotiquement stable pour u = 0 et que l’on ait :
f(0, 0) = 0, (4.22)
et ∂1f(0, 0) = 0. (4.23)
I h est une fonction de Cn dans Cp telle que h(0) = 0,
I u, X et y sont des trajectoires de la variable temps t ∈ R+, a` valeurs respectives dans Cq, Cn
et Cp.
Remarque 124 I La condition de stabilite´ asymptotique, quelque peu restrictive, pourra e´ventuel-
lement eˆtre affaiblie moyennant adaptations techniques de´passant le cadre de cette e´tude.
I La condition (4.23) est a` conside´rer sans perte de ge´ne´ralite´. Dans le cas ou` ∂1f(0, 0) 6= 0, on
pose K(∂t) := H(∂t) − ∂1f(0, 0) et g(X,u) := f(X,u) − ∂1f(0, 0)X et on choisit un contour γ tel
que K(∂t) admette un γ-symbole dans Σγ : on se rame`ne ainsi a` un syste`me de la forme (4.21)
satisfaisant l’hypothe`se (4.23).
I Du fait de la stabilite´ du point (0, 0) et de la condition (4.23), le syste`me (4.21) est e´quivalent,
lorsque u est petit, au syste`me dynamique :{
H(∂t)X = Bu,
y = CX,
(4.24)
avec B = ∂2f(0, 0) et C = h′(0)
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Le proble`me de re´duction du mode`le (4.21) consiste a` trouver un ope´rateur H˜(∂t) et deux
fonctions f˜ et h˜ tels que la sortie y˜(t) ∈ Cp du mode`le re´duit :{
H˜(∂t)X˜ = f˜(X˜, u)
y˜ = h˜(X˜)
(4.25)
d’entre´e u et d’e´tat X˜(t) ∈ Cn˜ avec n˜ < n, soit aussi proche que possible de y(t) (en un sens a`
pre´ciser selon les cas). L’ope´rateur H˜(∂t) recherche´ est γ-symbolique ; on note µ˜ son γ-symbole. On
note e´galement B˜ = ∂2f˜(0, 0) et C˜ = h˜′(0).
Remarque 125 Si l’e´tat X du mode`le a` re´duire (4.21) peut avoir un sens physique, il est peu
probable qu’apre`s re´duction le nouvel e´tat X˜ du mode`le re´duit (4.25) en ait un : il s’agit alors d’un
mode`le comportemental entre´e-sortie.
Le proble`me de re´duction conside´re´ peut en fait se ramener a` un proble`me d’identification
simplifie´. En effet, le mode`le a` re´duire (4.21) e´tant connu, on e´value pour une entre´e um ”suffi-
samment riche” donne´e, la sortie y(um) correspondante. Le mode`le re´duit recherche´ devant eˆtre tel
que y˜(u) ' y(u), le proble`me de re´duction de (4.21) peut alors eˆtre formule´ comme un proble`me
d’identification du mode`le (4.25) a` partir de la ”mesure” y(um) de y˜(u) et de la donne´e u.
Dans le cas de la re´duction de mode`le, ce proble`me est cependant simplifie´ du fait que le mode`le
a` re´duire est connu. Lorsque u est petit, les deux syste`mes (4.21) et (4.25) se comportent en effet
comme leurs line´arise´s autour de l’e´quilibre. Le fait que leurs comportements entre´e-sortie sont
similaires se traduit par :
C˜ µ˜ B˜ = C µ B. (4.26)
Ainsi, en fixant C˜ et B˜ de manie`re judicieuse par rapport au mode`le, on peut identifier µ˜ par
pseudo-inversion :
µ˜ = A†
C˜,B˜
C µ B, (4.27)
ou` A
C˜,B˜
est l’ope´rateur line´aire de´fini par A
C˜,B˜
: µ˜ 7−→ C˜ µ˜ B˜.
Exemple 126 On conside`re le mode`le :
diag(Hi(∂t))X =
 aX1 + ε1g1(X,u) + ub1X1 + b2X2 + ε2g2(X,u)
cX2 + g3(X1, X3, u)
 =
 f1(X,u)f2(X,u)
f3(X,u)
 , (4.28)
d’e´tat X = (X1, X2, X3) ∈ R3 et de sortie mesure´e y(t) ∈ R de´finie par :
y = X3 = CX, (4.29)
ou` C = [0 0 1] . On suppose que ∂if3(0, 0, 0) = 0 pour i = 1, 2, 3, et que, pour u suffisamment petit,
X reste suffisamment petit pour que εifi(X,u) soient ne´gligeables, fi(0, 0) e´tant suppose´ nul ∀i.
Dans ce cas, lorsque u est petit, le mode`le (4.28) est voisin du mode`le simplifie´ :
diag(Hi(∂t))X =
 aX1 + ub1X1 + b2X2
cX2 + f3(X1, X3, u)
 . (4.30)
Pour se ramener a` un mode`le satisfaisant les hypothe`ses (4.22) et (4.23), on pose :
H(∂t) =
 H1(∂t)− a 0 0−b1 H2(∂t)− b2 0
0 −c H3(∂t)
 (4.31)
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et on conside`re le mode`le e´quivalent a` (4.30) suivant :
HX =
 10
0
u+
 00
f3(X1, X3, u)
 , (4.32)
dont le line´arise´ a` l’e´quilibre est, du fait des hypothe`ses sur f3 :
HX =
 10
0
u = Bu
y =
[
0 0 1
]
X = CX.
(4.33)
En conside´rant une variable d’e´tat X˜ ∈ R2, et en posant :
h˜(X˜) : = X˜2,
f˜(X,u) : =
[
u
f3(X1, X3, u)
]
,
et H˜ : =
[
H1(∂t)− a 0
−b1c(H2(∂t)− b2)−1 H3(∂t)
]
,
on a alors :
C˜ H˜−1 B˜ = C H−1 B, (4.34)
ou`
C˜ := ∂
X˜
h˜(0, 0) =
[
0 1
]
et B˜ := ∂2f˜(0, 0) =
[
1
0
]
. (4.35)
4.3 Identification de mode`les de Volterra non line´aires
Les proble`mes d’identification de mode`les sont d’autant plus de´licats que des ope´rateurs com-
plexes sont a` identifier. Tel est le cas des mode`les de Volterra ou plus ge´ne´ralement des mode`les
faisant intervenir un ou plusieurs ope´rateurs inte´graux inconnus. Sous repre´sentation diffusive, on
peut reformuler de tels mode`les de manie`re unifie´e et bien adapte´e aux transformations formelles
et au traitement nume´rique, via les γ-symboles des ope´rateurs. En reportant ainsi le proble`me sur
les γ-symboles (comme dans le cas de la re´duction de mode`le), on peut de´velopper de nouvelles me´-
thodes d’identification, faisant souvent appel a` l’inversion γ-symbolique traite´e pre´ce´demment. Les
me´thodes introduites dans ce paragraphe ont donne´ lieu a` plusieurs publications [18, 19, 20, 21, 22]
ainsi qu’a` une application contractuelle relative a` l’identification a` partir de donne´es re´elles et a`
des fins de controˆle, d’un mode`le dynamique de MEMS [15, 16, 21].
4.3.1 Motivations
On conside`re les mode`les de Volterra de la forme :
H(∂t)X = f(u,X), (4.36)
ou` :
I u et X sont des trajectoires de´finies sur t ∈]0,∞[, a` valeur dans R,
I f est une fonction de´finie sur R2 (en ge´ne´ral non line´aire),
I H(∂t) est un ope´rateur convolutif causal de´fini sur un espace adapte´ de fonctions a` support
dans R+t .
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On suppose que le proble`me (4.36) est bien pose´ au sens de l’existence, l’unicite´ et la de´pendance
continue par rapport a` l’entre´e u de la solution X. L’ope´rateur H(∂t) e´tant en outre suppose´
inversible, (4.36) peut eˆtre re´e´crit sous la forme standard d’e´quation de Volterra :
X(t) =
∫ t
0
k(t− s) f(u(s), X(s)) ds ∀t > 0, (4.37)
ou` k est la re´ponse impulsionnelle de l’ope´rateur H(∂t)−1.
Cette forme de mode`le est suffisamment riche pour de´crire des phe´nome`nes physiques complexes
et varie´s, que l’on rencontre dans divers domaines :
I phe´nome`nes thermiques (on conside`rera au paragraphe 7.3.2 un mode`le de combustion e´la-
bore´ dans [31]),
I inge´nierie e´lectrique [56],
I syste`mes diffe´rentiels line´aires SISO avec correcteur non line´aire :{
x˙ = Ax+Bf(u,X)
X = Cx;
(4.38)
on a alors H(p)−1 = C(pI −A)−1B,
I syste`mes aux de´rive´e partielles SISO sur R+∗t × Ωz ⊂ Rn+1, de la forme :{
∂tϕ = A(z,∇)ϕ+Bf(u,
∫
Tϕdz), ϕ0 = 0,
X =
∫
Tϕdz,
(4.39)
qui peut eˆtre re´e´crit sous la forme synthe´tique
∫ t
0 k(t − s) f(u(s), X(s)) ds = X(t) ou` la
fonction k est la re´ponse impulsionnelle associe´e a` l’ope´rateur f 7→ X, c’est a` dire la solution
de : {
φ˙ = A(z,∇)φ+Bδ, φ0 = 0
k =
∫
Tφ dz.
(4.40)
I etc.
L’identification de tels syste`mes devient un proble`me central de`s lors que la connaissance du
phe´nome`ne mode´lise´ est trop impre´cise pour obtenir un mode`le suffisamment fiable par simple
analyse physique (une telle analyse est meˆme parfois impossible a` re´aliser car trop complexe). Le
proble`me (d’identification) conside´re´ consiste a` construire des estimations (si possible optimales)
de H(∂t) et/ou de f a` partir de donne´es (en ge´ne´ral bruite´es) X∗ = X + η ou` η de´signe un bruit
de mesure additif et X est ge´ne´re´e par un proce´de´ expe´rimental soumis a` une entre´e connue u. Un
tel proble`me peut pre´senter de se´rieuses difficulte´s :
I du fait du couplage entre l’ope´rateur H(∂t) et la fonction f via l’e´quation (4.36),
I lorsque l’ope´rateur H(∂t) est non rationnel, ce qui est en ge´ne´ral le cas (par exemple de`s lors
que des phe´nome`nes distribue´s sous-jacents sont implique´s),
I lorsque f est singulie`re,
I lorsque f est fortement non line´aire (par exemple non de´rivable) et qu’aucune information
n’est disponible la concernant,
I lorsqu’il existe des bifurcations dynamiques.
On propose dans ce chapitre diverses me´thodes d’identification toutes base´es sur la parame´tri-
sation via la repre´sentation diffusive de l’ope´rateur H(∂t) dont l’identification portera alors sur son
γ-symbole.
4.3.2 Parame´trisation de l’ope´rateur H(∂t) via la repre´sentation diffusive
Identifier un ope´rateur consiste a` identifier une quantite´ caracte´ristique de cet ope´rateur. Lorsque
l’ope´rateur a` identifier est line´aire, une approche commode et assez ge´ne´rale consiste a` travailler
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dans le domaine fre´quentiel ou` tout ope´rateur causal peut eˆtre de´fini par son symbole H(iω),
transforme´e de Fourier de la re´ponse impulsionnelle. L’identification de H(iω) peut alors eˆtre clas-
siquement re´alise´e au moyen de techniques de Fourier ; on pourra se re´fe´rer a` [42, 59] pour plus
de de´tails concernant ces techniques, a` [45] pour un exemple d’application a` l’identification des
dynamiques d’un he´licopte`re, et a` [46] pour un exemple inte´ressant de me´thode optimale base´e
sur une structure ARMA. Une identification purement fre´quentielle pre´sente ne´anmoins des incon-
ve´nients majeurs. En particulier, le symbole H(iω) ainsi identifie´ est en ge´ne´ral mal adapte´ a` la
construction de re´alisations temporelles efficaces ; ceci est en partie duˆ au couˆt nume´rique excessif
des approximations par quadrature re´sultant de la nature convolutive intrinse`que de l’ope´rateur
qui peut parfois eˆtre a` me´moire longue [56], ou avoir des composantes de type retard [49]. Un
autre inconve´nient est que les me´thodes fre´quentielles ne sont pas compatibles avec l’identification
temps-re´el (et donc avec la poursuite lorsque le symbole a la proprie´te´ d’e´voluer lentement). Enfin,
et surtout, le nombre d’inconnus a` identifier est excessif, ce qui rend le proble`me d’autant plus
sensible aux bruits de mesures.
Via la repre´sentation diffusive il est possible d’utiliser la notion de symbole pour une identifica-
tion directement en domaine temporel d’un nombre re´duit de parame`tres inconnus, suffisant pour
une bonne pre´cision. Ainsi, au lieu d’identifier le symbole H(iω) de l’ope´rateur, on identifie son
γ-symbole qui intervient de manie`re line´aire dans la re´alisation temporelle de l’ope´rateur. On a en
effet, pour tout ope´rateur H(∂t) γ-diffusif de degre´ n :
H(∂t)X = 〈µ, ∂nt ψX〉 =
〈
µ, ψ∂nt X
〉
, (4.41)
ou` µ est le γ-symbole de H(∂t) ◦ ∂−nt , ce qui, en notant A∂nt X l’ope´rateur line´aire de´fini par :
A∂nt X : µ 7−→
〈
µ, ψ∂nt X
〉
, (4.42)
s’e´crit :
H(∂t)X = A∂nt X µ. (4.43)
Identifier le γ-symbole d’un ope´rateur pre´sente de nombreux avantages parmi lesquels on peut
mentionner en particulier :
I une formulation entre´e-sortie diffe´rentielle stable est disponible de`s lors que le γ-symbole est
bien de´fini ;
I des algorithmes re´cursifs d’identification peuvent aise´ment eˆtre construits, autorisant l’iden-
tification temps-re´el ou meˆme la poursuite (dans ce dernier cas, le γ-symbole de´pend de t) ;
I de meˆme que pour les me´thodes purement fre´quentielles, aucune distinction qualitative n’est
faite entre les ope´rateurs rationnels ou non rationnels, qui peuvent eˆtre identifie´s par le meˆme
proce´de´ nume´rique.
Il est e´galement important de rappeler que la γ-re´alisation d’un ope´rateur H(∂t) est locale en
temps ; en notant Aµ la fonction line´aire de´finie par :
Aµ : ϕ 7−→ 〈µ, ϕ〉 , (4.44)
on a :
[H(∂t)X] (t) = Aµ ([∂nt ψX ] (t, .)) . (4.45)
De ce fait, tout ope´rateur dynamiqueH(∂t) est traite´ comme n’importe quelle application line´aireA.
4.3.3 Les me´thodes propose´es
Pour identifier les ope´rateurs H(∂t) et f a` partir de donne´es potentiellement bruite´es Xm etum :
Xm = X + ε1, um = u+ ε2, (4.46)
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ou` ε1 et ε2 sont des bruits ”suffisamment petits” et (X,u) est solution de (4.36), on conside`re le
proble`me :
min
H(∂t), f
‖H(∂t)Xm − f(um, Xm)‖2 . (4.47)
D’apre`s le paragraphe 4.3.2, ce proble`me s’e´crit encore :
min
µ, f
∥∥A∂nt Xmµ− f(um, Xm)∥∥2 . (4.48)
Remarque 127 Excepte´ lorsque le bruit de mesure est suffisamment re´gulier (c’est-a`-dire suffi-
samment pauvre a` haute fre´quence), le calcul nume´rique direct de A∂nt Xm engendrerait en pratique
des erreurs excessives du fait que le bruit pre´sent dans Xm serait amplifie´ a` haute fre´quence par
l’ope´ration ∂nt . Il convient donc de pre´filtrer les donne´es de manie`re a` atte´nuer suffisamment les
composantes haute fre´quence du signal mesure´, ce qui, du point de vue du mode`le, s’interpre`te
comme la composition des deux membres de (4.36) par un ope´rateur inversible Q(∂t) convenable,
de type ”passe-bas”1. C’est alors sur le nouveau mode`le ainsi obtenu, e´quivalent au mode`le initial
du fait que l’ope´rateur Q(∂t) est inversible, qu’est mise en œuvre la me´thode d’identification pre´-
ce´demment de´crite. Bien que tout ope´rateur Q(∂t) de re´ponse Q(iω) suffisamment de´croissante a`
haute fre´quence convienne pour pouvoir mettre en œuvre la me´thode, la de´termination syste´matique
et optimale du pre´filtre Q(∂t) en fonction des caracte´ristiques statistiques du bruit de mesure est un
proble`me important, qui n’a pas e´te´ approfondi dans cette e´tude dont l’objet e´tait en premier lieu
de montrer la pertinence de l’approche. Ce proble`me fera l’objet de travaux ulte´rieurs.
Dans la suite, on introduit plusieurs me´thodes d’identification qui sont ensuite de´taille´es et mise
en oeuvre sur des exemples dans les chapitres 5, 6 et 7. Ces me´thodes font largement appel a` la
notion de projection orthogonale. Lorsqu’un telle projection n’est pas envisageable, des extensions
sont e´videmment possibles (me´thodes ite´ratives, non line´aires,...).
I Premier cas : f est connue et on identifie uniquement l’ope´rateur H(∂t).
Le proble`me (4.47) s’e´crit alors :
min
µ
∥∥A∂nt Xmµ− f(um, Xm)∥∥2 . (4.49)
Via la repre´sentation diffusive, on se rame`ne donc a` un proble`me de moindres carre´s classique
que l’on re´sout par simple pseudo-inversion, la solution e´tant donne´e par µ∗ = A†∂nt Xmf(um, Xm).
Cette premie`re approche a permis de valider la me´thode sur un cas simplifie´ ; les re´sultats
obtenus ont donne´ lieu a` publications [18], [22].
I Deuxie`me cas : on identifie simultane´ment H(∂t) et f .
On introduit une parame´trisation de la fonction f en la de´composant sur une base topologique
(gp ⊗ kq)p,q d’un produit tensoriel d’espaces de Hilbert auquel f appartient : on a alors
f =
∑
p,q apq g
p ⊗ kq. Les parame`tres a` identifier sont donc le γ-symbole µ et les coefficients
apq ; le proble`me (4.47) s’e´crit alors :
min
(µ,ai)
‖Gum,Xm(µ, a)− vm‖2 , (4.50)
ou` vm est une quantite´ connue de´duite des donne´es Xm et um, avec a = (apq) et Gum,Xm
un ope´rateur line´aire de´fini sur (µ, a) construit a` partir des donne´es. La solution s’obtient la`
encore par simple pseudo-inversion, cette fois-ci de l’ope´rateur Gum,Xm . L’identification de f
e´tant ici faite simultane´ment a` celle de H(∂t) il est impossible d’adapter sa parame´trisation
en fonction de son allure ”ge´ne´rale”. Il est donc souvent ne´cessaire de prendre un nombre
de apq assez grand, ce qui rend l’estimation sensible aux bruits. Les re´sultats obtenus sont
ne´anmoins bons et ont e´te´ publie´s dans [19].
1A noter que cet ope´rateur peut eˆtre non causal, lorsque l’identification n’a pas a` eˆtre mise en œuvre en ligne.
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I Troisie`me cas : on identifie se´pare´ment H(∂t) et f .
On suppose ici pour simplifier que f ne de´pend que de X. Afin de de´coupler l’identification de
f de celle de H(∂t), on exploite la proprie´te´ caracte´ristique des ope´rateurs statiques, a` savoir :
f(X)(t) = f(Y )(τ) si X(t) = Y (τ). On propose pour cela une transformation ope´ratorielle
de l’e´quation (4.36), base´e sur l’application de l’ope´rateur de diffe´rences D de´fini par :
D(Y ) : (t, τ)→ D(Y )(t, τ) = Y (t)− Y (τ). (4.51)
Cet ope´rateur permet de supprimer le terme non line´aire f de l’e´quation, sur le sous-ensemble
{(t, τ) ∈ [0, T ]× [0, T ] tels que X(t) = X(τ)} ⊂ [0, T ]× [0, T ]. On peut ainsi identifier l’ope´-
rateur H(∂t) seul (comme dans le premier cas), et ensuite s’inte´resser a` l’identification de la
fonction f . Les re´sultats obtenus ont e´te´ publie´s dans [21] et [20] ; une nouvelle publication
est en cours de re´daction.
4.3.4 Sur l’inte´reˆt de l’inversion γ-symbolique en identification
L’inversion γ-symbolique e´tudie´e dans le chapitre 3 est une ope´ration tre`s utile voire parfois
ne´cessaire en identification. On notera par exemple qu’apre`s identification (via une des me´thodes
de´crites pre´ce´demment) d’un mode`le de Volterra de la forme (4.36), la re´alisation d’e´tat diffusive
du mode`le identifie´, utile pour la simulation, l’analyse, le controˆle, etc., fait intervenir l’inverse
du γ-symbole identifie´. En effet, soit µ∗ (respectivement f∗) l’estimation du γ-symbole de H(∂t)
(respectivement de la fonction f). Le mode`le identifie´ s’e´crit alors :
H∗(∂t)X = f∗(u,X), (4.52)
ou` H∗(∂t) est l’ope´rateur de γ-symbole µ∗. Le mode`le (4.52) s’e´crit encore X = H∗(∂t)−1f∗(u,X);
sa re´alisation d’e´tat diffusive est donne´e par :{
∂tψ = γψ + f∗(u,X), ψ(0, ξ) = 0
X =
〈
(µ∗)−1, ψ
〉
.
(4.53)
D’autres exemples d’utilisation de l’inversion γ-symbolique en identification sont donne´s dans
le paragraphe 5, ainsi que dans l’exemple formel ci-dessous.
Exemple 128 On conside`re le mode`le :{
H(∂t)X = AX +Bu
y = CX,
(4.54)
ou` A, B et C sont connus, X(t) ∈ Rn est inconnu, et H(∂t) est un ope´rateur convolutif causal. On
souhaite identifier H(∂t) a` partir des donne´es u et y, et simuler le mode`le ainsi identifie´.
La quantite´ X e´tant inconnue, on ne peut utiliser la formulation y = CH(∂t)−1(AX +Bu) de´duite
de (4.54) pour identifier H(∂t). On pose donc :
H˜(∂t) := H(∂t)−A, (4.55)
et on note µ˜ son γ-symbole. On a X = H˜(∂t)−1Bu, d’ou` :
y = CH˜(∂t)−1Bu = C µ˜−1 · ψBu = Aµ˜−1, (4.56)
avec A : µ 7−→ C µ ·ψBu ope´rateur line´aire. Via cette formulation dans laquelle X n’intervient pas,
on peut identifier, par pseudo-inversion de A, le γ-symbole µ˜−1 ∈ Σn×nγ de H˜(∂t)−1 :
µ˜−1 = A†y. (4.57)
Le γ-symbole µ de H(∂t) est alors donne´, d’apre`s (4.55), par :
µ = µ˜+Aι, (4.58)
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le γ-symbole µ˜ ∈ Σn×nγ de H˜(∂t) e´tant ensuite obtenu par inversion nume´rique de µ˜−1.
Enfin, la simulation de (4.54) est obtenue via la re´alisation d’e´tat diffusive :
∂tψ = γψ +AX +Bu, ψ(0, ξ) = 0
X = µ−1 · ψ
y = CX,
(4.59)
qui ne´cessite cette fois l’inversion γ-symbolique de µ.
Chapitre 5
Identification d’un ope´rateur H(∂t) via
son γ-symbole
La me´thode d’identification propose´e est base´e sur une parame´trisation adapte´e deH(∂t) via son
γ-symbole. Elle a e´te´ pre´ce´demment mise en oeuvre, dans un version simplifie´e, sur des proble`mes
varie´s [56], [27].
5.1 Pre´sentation de la me´thode
5.1.1 Principe
On s’inte´resse au proble`me d’identification d’un ope´rateur inte´gral (en ge´ne´ral matriciel) H =
H(∂t) :
X 7−→ y = H(∂t)X, (5.1)
que l’on suppose γ-diffusif au sens strict dans un premier temps. En notant µ le γ-symbole de H,
on a :
y = HX = µ · ψX , (5.2)
ou` ψX = RdγX, ce qui, en notant AX l’ope´rateur line´aire de´fini par :
AX : µ 7−→ µ · ψX , (5.3)
s’e´crit
y = AXµ. (5.4)
On conside`re des mesures (directes ou indirectes) ym et Xm de la sortie y et de l’entre´e X associe´e ;
le proble`me consiste alors a` identifier µ a` partir de ces donne´es.
On recherchera la solution µ dans un sous-espace de Hilbert note´ E de l’espace ∆′γ , et on notera
µ0 la valeur exacte (mais inconnue) de µ en supposant que celle-ci est dans E ; elle ve´rifie :
y = AXµ0. (5.5)
Cas ou` X est connue et y mesure´e
Dans un premier temps on suppose X connu exactement, c’est a` dire Xm = X. On conside`re
alors le proble`me :
min
µ∈E
‖AX µ− ym‖2F , (5.6)
ou` F est un espace de Hilbert a` pre´ciser. On prendra ici F := L2(0;T ) avec T > 0, et la norme
associe´e :
‖f‖F =
(∫ T
0
|f(t)|2 dt
) 1
2
. (5.7)
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La solution de ce proble`me est classiquement donne´e par :
µ∗ = A†X ym, (5.8)
ou` A†X de´signe le pseudo-inverse de AX [6]. Au sens de la norme hilbertienne de F , l’estimateur µ∗
de µ0 est optimal. Ce type d’identification a e´te´ utilise´ avec succe`s par exemple dans [7].
Cas ou` y est connue et X mesure´e
On suppose a` pre´sent y connue exactement et on conside`re une mesure Xm de X.
I Une premie`re manie`re d’identifier µ consiste a` appliquer la me´thode pre´ce´dente a` l’ope´rateur
H−1 afin d’obtenir une approximation de µ−10 qu’il suffit ensuite d’inverser nume´riquement (voir
chapitre 3). En effet, on a :
X = H−1y = Ayµ−1, (5.9)
d’ou` l’approximation optimale de l’inverse de µ0 suivante :
(µ−1)∗ = A†yXm. (5.10)
I Il est e´galement possible d’identifier directement le γ-symbole µ deH par re´solution du proble`me :
min
µ∈E
‖AXm µ− y‖2F . (5.11)
On obtient ainsi l’approximation de µ0 :
µ∗ = A†Xmy. (5.12)
On note que cette formulation ne´cessite le calcul d’un nouveau A†Xm a` chaque nouvelle mesure Xm
de X.
Cas ou` y et X sont mesure´es
Il faut e´galement conside´rer le cas ou` X et y sont mesure´es (avec bruit de mesure). Une esti-
mation µ∗ de µ0 est alors donne´e par re´solution du proble`me :
min
µ∈E
‖AXm µ− ym‖2F , (5.13)
de solution :
µ∗ = A†Xmym. (5.14)
Exemple 129 On conside`re ici un mode`le de Volterra de la forme :
H(∂t)X = f(X,u) + v, (5.15)
ou` :
I f est une fonction non line´aire (ope´rateur statique) suppose´e connue,
I H(∂t) est un ope´rateur dynamique line´aire, de fonction de transfert H, γ-diffusif au sens
strict et de γ-symbole µ ∈ ∆′γ ,
I X, u et v sont des trajectoires de la variable t ∈ [0, T ] a` valeurs dans R.
Soit Xm un mesure de X et (u, v) l’entre´e associe´e. Le proble`me consiste alors, a` partir des
donne´es (u, v,Xm) et e´tant donne´e la fonction f , a` identifier l’ope´rateur H(∂t).
Pour cela, on re´e´crit le mode`le (5.15) sous la forme :
AX µ = f(X,u) + v, (5.16)
qui en posant :
y = f(X,u) + v, (5.17)
est de la forme (5.4). En posant de plus ym = f(Xm, u) + v, on se rame`ne au proble`me (5.13).
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Remarque 130 Une formulation re´cursive de (5.14) peut eˆtre e´tablie sous la forme (voir [27]) :
µ∗t = µ
∗
t−∆t +Kt−∆t(ym −AXm µ∗t−∆t)|[0,t]; (5.18)
un telle formulation permet une identification temps-re´el ou meˆme une poursuite de µ dans le cas
d’un ope´rateur H = H(t, ∂t) variant lentement dans le temps.
5.1.2 Extensions
La me´thode d’identification propose´e peut s’e´tendre au cas des ope´rateurs γ-diffusifs au sens
large et au cas des trajectoires multiples comme explique´ ci-dessous.
Cas des ope´rateurs γ-diffusifs au sens large
L’extension au cas ou` H(∂t) est γ-diffusif au sens large de degre´ n se fait de manie`re naturelle.
On a :
y = (δn#γµ) · ψ∂nt X = A∂nt X (δ
n#γµ) . (5.19)
A partir de ce mode`le, on peut identifier le γ-symbole δn#γµ de l’ope´rateur ∂−nt ◦ H de manie`re
similaire au cas ou` H est γ-diffusif au sens strict. On re´alise ensuite l’ope´rateur H a` partir de
l’estimation (δn#γµ)∗ de δn#γµ comme indique´ au paragraphe 1.6.2.
Cas des trajectoires multiples
Comme ce sera le cas la plupart du temps en pratique, on conside`re a` pre´sent un ensemble de
trajectoires d’entre´e Xj , j = 1 : J et les sorties yj = H(∂t)Xj associe´es. Soient y
j
m et X
j
m des
mesures de yj et Xj . En rede´finissant les variables y et X de la manie`re suivante :
y = (y1, ..., yJ)T , X = (X1, ..., XJ)T , (5.20)
on se rame`ne au mode`le d’identification (5.4) avec :
AX : µ 7−→
 µ · ψX1...
µ · ψXJ
 . (5.21)
En notant alors :
ym = (y1m, ..., y
J
m)
T et Xm = (X1m, ..., X
J
m)
T , (5.22)
le proble`me d’identification de µ peut eˆtre re´solu de la meˆme manie`re que dans le cas d’une trajec-
toire unique.
5.1.3 Analyse de l’estimateur
L’estimateur µ∗ de µ0 de la me´thode d’identification propose´e est donne´ par :
µ∗ = A†Xmym. (5.23)
Lorsque les donne´es ne sont pas bruite´es et que le mode`le est exact, cet estimateur est lui meˆme
exact puisque l’on a :
AXµ0 = y, (5.24)
et donc :
µ0 = A†Xy. (5.25)
Du fait de la de´pendance de A†Xm en le bruit de mesure, on note e´galement que l’estimateur µ∗ est
biaise´.
Dans ce paragraphe, on s’inte´resse d’une part a` la convergence de l’estimateur, et d’autre part
au biais d’identification.
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Hypothe`se sur les bruits de mesure
On suppose ici que les bruit de mesure sont additifs et de moyenne nulle, c’est a` dire que l’on
a :
Xm = X + η avec E[η] = 0,
ym = y + ε avec E[ε] = 0.
Cette hypothe`se n’est pas toujours ve´rifie´e en pratique. Si l’on reprend l’exemple 129 du mode`le de
Volterra et que l’on suppose que le bruit de mesure de X est additif et de mesure nulle, c’est a` dire
que :
Xm = X + η avec E[η] = 0, (5.26)
on a :
ym = f(X + η, u) + v. (5.27)
En supposant la fonction f Fre´chet diffe´rentiable par rapport a` la premie`re variable, d’apre`s la
formule de Taylor-Lagrange, il existe β ∈ [0, 1] tel que :
f(X + η, u) = f(X,u) + ∂1f(X + βη, u) · η. (5.28)
En posant :
ε = ∂1f(X + βη, u) · η, (5.29)
on retrouve bien une quantite´ ym de la forme ym = y+ ε, mais rien n’impose a priori que E[ε] = 0.
Cela ne pose cependant pas de re´el proble`me pour la suite. En effet, l’hypothe`se E[ε] = E[η] = 0
n’est pas utilise´e pour le re´sultat de convergence. L’e´tude du biais, essentiellement destine´e a` exhiber
le biais d’identification, pourra quant a` elle eˆtre adapte´e aise´ment.
Convergence
On a le re´sultat suivant :
Proposition 131 Si la fonction a` valeur ope´ratorielle X 7→ A†X est localement Fre´chet diffe´ren-
tiable, avec A†′X continue par rapport a` X, alors µ∗ := A†Xmym est un estimateur convergent de µ0,
c’est a` dire :
lim
η→0, ε→0
µ∗ = µ0. (5.30)
Preuve. (indications) La fonction X 7→ A†X e´tant diffe´rentiable, d’apre`s la formule de Taylor-
Lagrange, il existe β ∈ [0, 1] tel que :
A†Xm = A
†
X+η = A†X +A†′X+βη · η. (5.31)
On obtient ainsi :
µ∗ = A†Xmym =
[
A†X +A†′X+βη · η
]
(y + ε) (5.32)
= A†X y +
(
A†′X+βη · η
)
y −A†Xε−
(
A†′X+βη · η
)
ε. (5.33)
Puisque A†X et A†′X sont des ope´rateurs line´aires continus et que la fonction a` valeur ope´ratorielle
X 7→ A†′X est continue, il s’ensuit :
lim
η→0, ε→0
[(
A†′X+βη · η
)
y −A†Xε−
(
A†′X+βη · η
)
ε
]
= 0; (5.34)
graˆce a` (5.25), on obtient alors :
lim
η→0, ε→0
A†Xmym = A
†
X y = µ0. (5.35)
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Remarque 132 X et η e´tant des objets fonctionnels, la diffe´rentiabilite´ s’entend au sens d’un
espace de Banach (de dimension infinie) sous-jacent non spe´cifie´ ici.
Remarque 133 Dans le cas de l’exemple 129, les bruits ε et η ne sont pas inde´pendants. Le re´sultat
pre´ce´dent reste cependant valable du fait que ε→ 0 lorsque η → 0.
Les hypothe`ses de cette proposition, a` savoir la Fre´chet-diffe´rentiabilite´ de X 7→ A†X et la
continuite´ (par rapport a` X) de A†X sont ne´cessaires ; l’inversion matricielle e´tant une ope´ration
diffe´rentiable, cela suffit a` assurer la diffe´rentiabilite´ continue des ope´rateursAX etA∗X . En pratique,
ces hypothe`ses seront satisfaites (au sens des topologies usuelles) si tous les e´le´ments de AX sont
suffisamment re´guliers par rapport a` t, c’est a` dire si leur contenus fre´quentiels sont de´croissants
aux hautes fre´quences, ce qui est le cas des ope´rateurs γ-diffusifs au sens strict.
Biais d’identification [14]
Le fait que A†Xm de´pende du bruit de mesure implique que l’estimateur µ∗ de µ0 est biaise´.
En effet, si l’on suppose que X 7→ A†X est deux fois Fre´chet-differentiable avec A†′′X continue par
rapport a` X, d’apre`s la formule de Taylor-Lagrange, il existe β ∈ [0, 1] tel que :
A†Xm = A
†
X+η = A†X +A†′X · η + 12A†′′X+βη · (η, η). (5.36)
On obtient alors :
µ∗ = µ0 +
(
A†′X · η
)
y + 12
(
A†′′X+βη · (η, η)
)
y +A†Xε +
(
A†′X · η
)
ε+ 12
(
A†′′X+βη · (η, η)
)
ε. (5.37)
Du point de vue probabiliste, graˆce aux proprie´te´s E [η] = 0 et E [ε] = 0, on a :
E
[(
A†′X · η
)
y
]
=
(
A†′X · E[η]
)
y = 0 (5.38)
et E
[
A†Xε
]
= A†XE[ε] = 0. (5.39)
En notant :
εµ∗ := 12
(
A†′′X+βη · (η, η)
)
y +
(
A†′X · η
)
ε+ 12
(
A†′′X+βη · (η, η)
)
ε, (5.40)
on obtient alors, a` partir de (5.37) :
E [µ∗] = µ0 + E [εµ∗ ] . (5.41)
Puisque des termes quadratiques en η apparaissent dans l’expression de εµ∗ , on a en ge´ne´ral
E [εµ∗ ] 6= 0 et donc l’estimateur µ∗ est biaise´. Sous des hypothe`ses raisonnables, on peut cependant
s’attendre a` ce que le biais εµ∗ satisfasse la proprie´te´ limη→0, ε→0 E [‖εµ∗‖] = 0, ce qui signifie en
pratique que le biais d’identification peut eˆtre ne´glige´ lorsque le bruit de mesure est suffisamment
petit.
Pour le cas ou` le bruit est grand (suffisamment grand pour que la part d’erreur d’identification
due au biais soit supe´rieure a` celle due au bruit), on pre´sente au paragraphe 5.1.3 une technique de
re´duction de biais simple, valable lorsque certaines caracte´ristiques statistiques du bruit de mesure
sont connues.
Re´duction du biais
On pre´sente ici une me´thode empirique simple pour ame´liorer la pre´cision de l’identification en
estimant le biais de µ∗. Dans ce but, on fait les hypothe`ses suivantes :
1. le biais de´pend continuˆment des parame`tres a` identifier ;
2. dans l’expression de l’erreur d’identification µ0 − µ∗, le terme de biais εµ∗ est dominant ;
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3. le biais εµ∗ a une variance petite compare´e a` celle de l’erreur d’identification µ0 − µ∗ ; en
d’autres mots, le biais de´pend peu de la trajectoire particulie`re du bruit de mesure (il de´pend
essentiellement des caracte´ristiques statistiques du bruit)
L’hypothe`se 1) est physiquement raisonnable et meˆme ne´cessaire pour avoir une identification
robuste. L’hypothe`se 2) peut apparaˆıtre moins e´vidente ; notons cependant que si elle n’est pas sa-
tisfaite, le processus de´crit dans la suite sera neutre : aucune ame´lioration ne sera obtenue et l’erreur
d’identification n’augmentera pas non plus significativement. Finalement, l’hypothe`se 3) implique
de subtiles proprie´te´s ergodiques sous-jacentes difficiles a` e´tablir mais qui sont la plupart satisfaites
en pratiques. Sur la base de ces trois hypothe`ses, il est possible d’estimer le biais d’identification
que l’on soustraira ensuite au parame`tre identifie´ µ∗. Un telle me´thode de re´duction de biais a e´te´
utilise´e avec succe`s pour un proble`me d’identification de mode`le de micro-miroirs ayant donne´ lieu
a` publication [14].
Graˆce a` la proprie´te´ 2), la relation entre le γ-symbole exact µ0, l’identifie´ µ∗ et le biais associe´
εµ∗ peut eˆtre re´duite a` :
µ∗ ' µ0 + εµ∗ . (5.42)
Conside´rons a` pre´sent un jeu de donne´es simule´es nume´riquement a` partir du mode`le identifie´
(de´fini par µ∗), avec le meˆme niveau de bruit que les donne´es mesure´es (avec lesquelles on a utilise´
le processus d’identification). On identifie alors le γ-symbole a` partir de ce jeu de donne´es simule´es :
le nouveau γ-symbole identifie´ est note´ µ1.
Puis, graˆce a` l’hypothe`se 2), on peut conside´rer l’estimation suivant du biais de µ1 (en fait
l’oppose´ de l’erreur d’identification ) :
ε∗µ1 := µ1 − µ∗ (5.43)
qui, graˆce a` l’hypothe`se 1) et 3), sera proche de la valeur inconnue εµ∗ si le bruit est suffisamment
petit. On peut ensuite s’attendre a` ame´liorer l’identification du γ-symbole en conside´rant :
µ∗1 := µ
∗ − ε∗µ1 = 2µ∗ − µ1. (5.44)
Ce processus peut eˆtre re´ite´re´ a` partir de la nouvelle valeur µ∗1, et cela jusqu’a` ce que εµn se
stabilise autour de 0 : dans ce cas, on aura E(µ∗n)→ µ0 quand n→∞.
Remarque 134 Puisque les mode`les mathe´matique utilise´ pour l’identification ne de´crivent en ge´-
ne´ral pas tous les phe´nome`nes complexes pre´sents dans les situations physiques, dans la plupart des
cas, l’erreur de biais peut eˆtre noye´ dans des erreurs plus grandes re´sultant de telles imperfections
”structurelles1” du mode`le. Dans de tels cas, la re´duction de biais peut s’ave´rer inutile.
5.2 Du point de vue nume´rique
En pratique, on a acce`s a` J jeux de donne´es discre`tes {yj,km , Xj,km }k=0:K ou` yj,km et Xj,km sont
les valeurs des trajectoires yjm et X
j
m, mesures respectives de la sortie du syste`me yj et de l’entre´e
associe´e Xj , au temps tk, avec tk = tk−1+∆tk, k = 1 : K. Le proble`me de minimisation (5.13) que
l’on re´sout pour identifier H(∂t) de´pend du choix du contour γ et de la discre´tisation de la variable
ξ. Une fois ces parame`tres fixe´s, on discre´tise le proble`me d’une part en la variable ξ et d’autre part
en t avant de le re´soudre nume´riquement.
Choix du contour γ
L’ope´rateur H(∂t) que l’on identifie est suppose´ γ-diffusif, ce qui implique l’analyticite´ de H
dans Ω+γ . L’ensemble des singularite´s de H doit donc eˆtre a` l’inte´rieur du domaine Ω
−
γ de´limite´ par
1Notons que lorsque le mode`le pre´sente des ”imperfections structurelles”, µ∗ 6= µ0 meˆme avec des mesures non
bruite´es.
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γ. En identification, l’ope´rateur H(∂t) est inconnu et on ne sait a priori pas ou` sont les singularite´s
de son Laplace-symbole H. On choisit donc un contour γ tel que le domaine Ω−γ soit suffisamment
grand, de manie`re a` englober les singularite´s de H. En pratique, on prendra souvent un contour
de type secteur γ(ξ) = |ξ| ei sign(ξ)(pi2+α), avec α suffisamment ”petit”. On rappelle cependant (voir
paragraphe 2.2.1) que plus le contour γ conside´re´ est proche de l’axe iR, plus la discre´tisation en ξ
doit eˆtre fine, donc nume´riquement couˆteuse. Si l’identification est bonne, on peut ensuite re´ite´rer
le processus en prenant un angle α plus grand (α 6 pi2 ). Notons qu’en pratique, des informations
sur l’ope´rateur H(∂t) a` identifier sont souvent disponible, ce qui peut guider quant au choix du
contour γ.
Discre´tisation en ξ
Le mode`le d’identification en temps continu utilise´ est le suivant :
yj(t) =
[
H(∂t)Xj
]
(t) = [AXj µ] (t), j = 1 : J. (5.45)
En conside´rant une discre´tisation {ξl}l=1:L de la variable ξ, et en utilisant une approximation de µ
telle que de´crite au paragraphe 2.2, on a :
[AXj µ] (t) =
L∑
l=1
µl ψXj (t, ξl), (5.46)
ce qui nous ame`ne au proble`me de minimisation discre´tise´ en ξ :
min
µ∈CL
J∑
j=1
∫ T
0
∣∣∣∣∣
L∑
l=1
µl ψXjm(t, ξl)− y
j
m(t)
∣∣∣∣∣
2
dt. (5.47)
Des indications quant au choix de la discre´tisation en ξ sont donne´es au paragraphe 2.2.1.
Notons cependant qu’a` partir des donne´es discre`tes {yj,km , Xj,km }k=0:K , on ne peut identifier la re´ponse
fre´quentielle H(iω) que sur la bande [ 2pi∆t ;
2pi
2tK
], ou` ∆t = max(∆tk). En conse´quence, la bande [ξ1; ξL]
couverte par la discre´tisation en ξ sera choisie de telle sorte que2 [ 2pi∆t ;
2pi
2tK
] ⊂ |γ([ξ1; ξL])|.
Discre´tisation en temps
On propose ensuite deux manie`res de discre´tiser en temps : soit on discre´tise la solution une
fois le proble`me re´solu, soit on discre´tise le proble`me avant de le re´soudre.
I Re´solution du proble`me (5.47) et discre´tisation de la solution :
Le proble`me (5.47) peut s’e´crire sous la forme :
min
µ∈CL
‖AXmµ− ym‖2(L2(0;T ))J , (5.48)
avec
AXm = (ψXjm(., ξl))j=1:J,l=1:L, µ = (µ1, ..., µJ)
T et ym = (y1m, ..., y
J
m)
T , (5.49)
et ou` la norme sur (L2(0;T ))Jest donne´e par :
∥∥(f1, ..., fJ)T∥∥
(L2(0;T ))J
=
∫ T
0
J∑
j=1
∣∣f j(t)∣∣2 dt
 12 . (5.50)
2La quantite´ |γ(ξ)| est comparable a` une fre´quence. Dans le cas d’un contour de type secteur ou de la forme
γ(ξ) = − |ξ| , on a |γ(ξ)| = |ξ|.
96 Identification d’un ope´rateur H(∂t) via son γ-symbole
La solution du proble`me (5.48) est alors donne´e par :
µ∗ = A−1m bm, (5.51)
avec
Am =
∫ T
0
∑
j
ψ
Xjm
(t, ξl)ψXjm(t, ξm)dt

l,m=1:L
et bm =
∫ T
0
∑
j
ψ
Xjm
(t, ξl)y
j
m(t)dt

l=1:L
.
(5.52)
Il ne reste ensuite plus qu’a` discre´tiser les inte´grales pour calculer nume´riquement les e´le´ments de la
matrice Am et du vecteur bm, en utilisant les donne´es {yj,km , Xj,km } disponibles. Pour cela plusieurs
me´thodes sont possibles : me´thode des rectangles, des trape`zes, utilisation des splines pour estimer
les trajectoires yjm et X
j
m, etc.
I Discre´tisation du proble`me (5.47) et re´solution :
Apre`s quadrature de l’inte´grale (quadrature adapte´e a` la discre´tisation {tk}k=0:K des donne´es), le
proble`me de minimisation (5.47) est approche´ par :
min
µ∈CL
J∑
j=1
K∑
k=1
∣∣∣∣∣
L∑
l=1
µl ψ
l,k
Xjm
− yj,km
∣∣∣∣∣
2
∆tk, (5.53)
ou` ψl,k
Xjm
est une approximation de ψ
Xjm
(tk, ξl) obtenue par inte´gration nume´rique de l’e´quation
d’e´tat de la re´alisation diffusive de H(∂t) (voir sche´ma nume´rique du paragraphe 2.2.4):
ψl,k
Xjm
= eγ(ξl)∆tkψl,k−1
Xjm
+
eγ(ξl)∆tk − 1
γ(ξl)
Xj,k−1m , ψ
l,0
Xjm
= 0, k = 1 : K, l = 1 : L. (5.54)
Le proble`me approche´ s’e´crit encore :
min
µ∈CL
‖AXmµ− ym‖2CJ×K , (5.55)
avec ‖z‖2CJ×K =
∑J
j=1
∑K
k=1 |cj,k|2 et :
AXm =
 AX1m...
AXJm
 , µ =
 µ1...
µL
 , ym =
 y
1
m
...
yJm
 , (5.56)
ou` :
A
Xjm
= (ψl,k
Xjm
)k=1:K,l=1:L et yjm = (y
j,1
m , ..., y
j,K
m )
T . (5.57)
Sa solution est donne´e par :
µ∗ = (A∗Xm DAXm)
−1A∗XmDym, (5.58)
avec
D =
 ∆t1 (0). . .
(0) ∆tK
 . (5.59)
Remarque 135 La solution (5.58) est la meˆme que celle que l’on aurait obtenue avec la premie`re
me´thode, en utilisant une me´thode des rectangles pour le calcul de la matrice Am et du vecteur bm.
Remarque 136 Dans le cas ou` l’ope´rateur H(∂t) est γ-diffusif au sens large, la matrice Am a`
pseudo-inverser doit eˆtre adapte´e.
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Remarque 137 Dans le cas d’un proble`me mal conditionne´, on peut ajouter des termes de pe´na-
lisation sur µ, µ
′
ou H ′, de manie`re a` limiter l’amplitude et les oscillations de µ∗ et/ou de H∗. Le
proble`me a` re´soudre s’e´crit alors :
min
µ∈E
‖AXm µ− ym‖2F + ²1 ‖µ‖2 + ²2
∥∥µ′∥∥2 + ²3 ∥∥H ′∥∥2 , (5.60)
²1, ²2 et ²3 e´tant des parame`tres a` adapter selon le proble`me conside´re´.
5.3 Application nume´rique
5.3.1 Validation de la me´thode sur des exemples ”test”
On cherche dans un premier temps a` illustrer l’efficacite´ de la me´thode d’identification sur des
exemples ”test”. On conside`re pour cela l’ope´rateur H(∂t) de symbole :
H(p) =
√
p
p+ 1
. (5.61)
Cet ope´rateur est γ-diffusif au sens strict et peut eˆtre re´alise´ avec le contour γ de´fini par :
γ(ξ) = − |ξ| . (5.62)
Les donne´es {yj,km , Xj,km }k=0:K utilise´es pour l’identification sont obtenues par simulation nume´-
rique du mode`le :
H(∂t)X = y. (5.63)
Pour re´aliser l’ope´rateur, on utilise une repre´sentation diffusive avec 120 points de discre´tisation en
ξ re´partis de manie`re ge´ome´trique entre ξ1 = 10−1 et ξL = 103, le contour γ e´tant de´fini par (5.62).
Le diagramme de Bode de la fonction de transfert de l’ope´rateur ainsi approche´ est compare´ a` celui
de l’ope´rateur the´orique H(∂t) = ∂
1
2
t ◦ (∂t + 1)−1 en figure 5.1. On peut constater que l’ope´rateur
est tre`s bien approche´ dans la bande fre´quentielle [10−1, 103] couverte par les {ξl}l=1:L.
On conside`re une discre´tisation temporelle {tk}k=0:K de´finie par :
t0 = 0 et tk = tk−1 +∆tk, k = 1 : K avec K = 150 000 et ∆tk = 10−3. (5.64)
On choisit comme entre´e une impulsion X = δt=0 correspondant a` l’entre´e discre`te {Xk}k=0:K
de´finie aux temps {tk}k=0:K par :
Xk =
{
1 si k = 0
0 sinon.
(5.65)
On note {yk}k=0:K la sortie discre`te associe´e. Les J trajectoires discre`tes d’entre´e (respectivement
de sortie) mesure´es conside´re´es sont obtenues a` partir de {Xk}k=0:K (respectivement a` partir de
{yk}k=0:K) par addition de bruits blancs centre´s nume´riques {ηj,k}k=0:K , j = 1 : J (respectivement
{εj,k}k=0:K , j = 1 : J) d’e´cart type ση (respectivement σε):
Xj,km = X
k + ηj,k (respectivement yj,km = y
k + εj,k). (5.66)
Cas ou` il existe une valeur exacte µ0 telle que AXµ0 = y
Dans un premier temps on identifie l’ope´rateurH(∂t) avec le meˆme contour γ et les meˆmes points
de discre´tisation {ξl}l=1:L utilise´s pour la simulation des donne´es. Ainsi, la valeur exacte µ0 de µ
appartient a` l’espace de recherche des solutions E et peut donc eˆtre compare´e a` la solution obtenue
par la me´thode d’identification. Pour identifier µ, on utilise un seul jeu de donne´es {y1,km , X1,km }k=0:K
(J = 1) et on suppose que seule la sortie est bruite´e (η1,k = 0). Les re´sultats obtenus d’une part
sans bruit de mesure sur la sortie (ε1,k = 0) et d’autre part avec un bruit de mesure d’e´cart-type
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Fig. 5.1 – Diagramme de Bode de l’ope´rateur approche´ utilise´ pour les simulations du mode`le et
de l’ope´rateur the´orique H(∂t) = ∂
1
2
t ◦ (∂t + 1)−1.
σε = 10−4 sont donne´s en figures 5.2 et 5.3. On constate que l’identification est bonne sur la bande
fre´quentielle [ 2piK∆t ,
2pi
2∆t ] = [4.19× 10−2, 3.14× 103] accessible par les donne´es et les ξl, l = 1 : L. Le
trace´ du γ-symbole identifie´ µ∗ est superpose´ a` celui de la valeur exacte µ0 dans le cas de donne´es
non bruite´es.
Pour quantifier l’erreur d’identification entre µ0 et µ∗, on introduit les quantite´s E0µ, E1µ et E2µ
de´finies par :
E0µ =
∑
l |µ∗l − µl|∆ξl∑
l |µl|∆ξl
,
E1µ =
∑
l |µ∗l − µl| ∆ξlξl∑
l |µl| ∆ξlξl
,
et E2µ =
‖µ∗ − µ0‖2
‖µ0‖2
=
∑
l |µ∗l − µ0l|∑
l |µ0l|
.
On conside`re e´galement les quantite´s E et Esup suivantes :
E =
∑
i
∣∣∣∣ L∑
l=0
µ∗l
iωj−γ(ξl) −H(iωj)
∣∣∣∣ ∆ωjωj∑
j |H(iωj)| ∆ωjωj
'
∫ ω2
ω1
1
ω
∣∣∣∣ L∑
l=0
µ∗l
iω−γ(ξl) −H(iω)
∣∣∣∣ dω∫ ω2
ω1
1
ω |H(iω)| dω
, (5.67)
et Esup = sup
ωj
∣∣∣∣∣∣∣∣∣
L∑
l=0
µ∗l
iωj−γ(ξl) −H(iωj)
H(iωj)
∣∣∣∣∣∣∣∣∣ ' supω
∣∣∣∣∣∣∣∣∣
L∑
l=0
µ∗l
iω−γ(ξl) −H(iω)
H(iω)
∣∣∣∣∣∣∣∣∣ , (5.68)
qui permettent d’estimer la qualite´ de l’identification de la re´ponse fre´quentielle de H(∂t). Les
valeurs de ces quantite´s sont donne´es en table 5.1 pour diffe´rentes valeurs de l’e´cart-type σε du
bruit de mesure de sortie. La valeur du parame`tre de pe´nalisation3 ²1 est e´galement pre´cise´e. On
3Seule la pe´nalisation en ‖µ‖ est ici conside´re´e ; on a donc ²2 = ²3 = 0.
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Fig. 5.2 – Identification sans bruit de mesure sur la sortie : (a), (b) et (c) : Gains en dB, gains
et phases des re´ponses fre´quentielles de H(∂t) = ∂
1
2
t ◦ (∂t + 1)−1, de son approximation sous RD et
de l’ope´rateur identifie´.- (d) : Coefficients µ0 et µ∗
constate comme pre´vu que lorsque σε tend vers 0, il y a convergence de µ∗ vers µ0, et de H∗,
re´ponse fre´quentielle de l’ope´rateur de γ-symbole µ∗, vers H. On note e´galement que plus il y a de
bruit, plus le parame`tre de pe´nalisation ²1 doit eˆtre grand pour reconditionner le proble`me.
Cas ou` il n’existe pas de valeur µ0 exacte
On cherche a` pre´sent a` identifier H(∂t) en utilisant un contour γ diffe´rent de celui utilise´ pour
la simulation des donne´es. On choisit un contour γ de type secteur, c’est a` dire de la forme :
γ(ξ) = |ξ| ei sign(ξ)(pi2+α) avec α = pi
4
, (5.69)
et on utilise L = 140 points de discre´tisation en ξ re´partis ge´ome´triquement entre ξ1 = 10−1 et
ξL = 103. On conside`re la` encore un seul jeu de donne´es {y1,km , X1,km } dont l’entre´e est connue
(η1,k = 0) et la sortie est bruite´e par un bruit blanc centre´ d’e´cart-type σε = 10−4. Le terme de
pe´nalisation ² est quant a` lui pris e´gal a` 10−6. Le diagramme de Bode de l’ope´rateur identifie´ et
la valeur des coefficients µ∗ sont donne´s en figure 5.4. L’identification est un peu moins bonne que
dans le cas ou` le contour γ est le meˆme que celui utilise´ pour la simulation des donne´es ; elle reste
cependant de bonne qualite´ comme en te´moignent les valeurs de E et Esup obtenues :
E = 5.1080× 10−10 et Esup = 0.1452. (5.70)
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Fig. 5.3 – Identification avec bruit de mesure sur la sortie (σε = 10−4) : (a), (b) et (c) : Gains
en dB, gains et phases des re´ponses fre´quentielles de H(∂t) = ∂
1
2
t ◦ (∂t+1)−1, de son approximation
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5.3.2 Application a` l’identification de l’ope´rateur d’impe´dance d’une paroi po-
reuse [18]
On conside`re maintenant un exemple physique plus re´aliste, dans lequel l’entre´e X et la sortie
y sont bruite´es.
Le proble`me conside´re´
Le bruit des moteurs constitue une part importante des nuisances sonores produites par les
ae´ronefs et sa re´duction est a` l’heure actuelle un enjeu important. Pour les zones chaudes comme
les tuye`res soumises a` l’e´coulement des gaz d’e´chappement, S. Gasser propose dans [28] de recou-
vrir les parois d’un mate´riau absorbant. Du fait de la structure complexe de tels mate´riaux, les
impe´dances acoustiques ge´ne´re´es sont des fonctions non rationnelles et complexes de la fre´quence,
avec des retards ine´vitables dus a` la propagation des ondes dans le milieu. De plus, leur de´termi-
nation analytique est difficile. Par conse´quent, le processus d’identification est ne´cessaire lorsque
des mode`les fiables sont requis pour la simulation nume´rique par exemple. Ainsi il devient possible,
pour un mate´riau donne´, de calculer le champ ae´roacoustique dans une cavite´ de moteur e´quipe´e
d’une paroi absorbante et d’e´valuer la re´duction de bruit obtenue.
L’impe´dance sur un bord homoge`ne 2D a la proprie´te´ de ne pas de´pendre des variables de
parame´trisation de la surface ; de ce fait, au moins aux hautes fre´quences, cette impe´dance peut
eˆtre identifie´e a` partir de mesures physiques sur un petit morceau de mate´riau (voir figure 5.5
pour le dispositif physIque de mesure). Dans la suite, on montre comment la me´thode introduite
pre´ce´demment peut eˆtre utilise´e sur cet exemple.
Pour simplifier l’analyse, on suppose que le proble`me de´crit en figure 5.5 peut eˆtre re´duit a` un
5.3.2 Application a` l’identification de l’ope´rateur d’impe´dance d’une paroi poreuse
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σε E Esup E0µ E
1
µ E
2
µ ²1
0 7.3121× 10−15 1.3064× 10−6 2.4323× 10−4 0.0065 0.0065 10−16
10−8 5.6500× 10−14 8.7091× 10−6 0.0018 0.0055 0.0055 10−15
10−7 6.6201× 10−13 9.0663× 10−5 0.0040 0.0142 0.0142 10−14
10−6 6.3046× 10−12 7.7146× 10−4 0.0385 0.0888 0.0895 10−13
10−5 5.3474× 10−11 0.0107 0.0404 0.1215 0.1218 10−12
10−4 6.7330× 10−10 0.0673 0.2212 0.6249 0.6314 10−11
10−3 3.2136× 10−9 0.3872 1.3715 1.1155 1.1134 10−10
Tab. 5.1 – Comparaison des valeurs de E, Esup, Eµ, E
µ
1 et E
µ
2 pour diffe´rentes valeurs de l’e´cart-type
σε du bruit de mesure sur les donne´es de sortie.
proble`me 1D, ce qui est le´gitime lorsque la source et le capteur sont suffisamment loin de la paroi
absorbante. Ce cas simplifie´ est suffisant pour illustrer la me´thode d’identification ; pour une analyse
plus re´aliste, le proble`me 3D peut eˆtre traite´ de manie`re similaire, a` des adaptations techniques
pre`s. Sous ces conditions, le proble`me 1D de la propagation des ondes acoustiques peut eˆtre de´crit
par le mode`le suivant4 :
∂2t P = ∂
2
xP + v ⊗ δ0 dans x ∈]−∞, 1], (5.71)
ou` v ⊗ δ0 de´signe la source au point x = 0, v e´tant une fonction du temps connue, et P est la
pression acoustique, que l’on mesure au point xm :
y = P (t, xm). (5.72)
La paroi absorbante peut alors eˆtre re´sume´e par un ope´rateur d’impe´dance Q(∂t) au point x = 1
[12]:
∂xP|x=1 = Q(∂t) ∂tP|x=1. (5.73)
Le proble`me d’identification conside´re´ consiste alors a` construire une approximation de l’ope´-
rateur Q(∂t) a` partir des donne´es y et v (notons qu’en pratique, la mesure y peut eˆtre perturbe´e
par un bruit blanc additif non spe´cifie´ explicitement ici).
Re´solution du proble`me
On cherche dans un premier temps a` expliciter l’ope´rateur P (., 0) 7→ y, note´ K(∂t). Pour cela,
il faut calculer le coefficient de re´flexion au point x = 1 pour toute fre´quence ω. Soit ϕ une solution
harmonique de (5.71) avec v = 0 ; ϕ peut eˆtre exprime´e comme la somme d’une onde incidente ϕi
(se propageant dans le sens des x croissants) et de l’onde re´fle´chie associe´e ϕr (se propageant dans
le sens des x de´croissants) (voir figure 5.5) :
ϕ = ϕi + ϕr. (5.74)
Ces deux ondes sont respectivement donne´es par :
ϕi(t, ω, x) = eiω(t−x),
et ϕr(t, ω, x) = k(ω) eiω(t+x),
ou` k(ω) est le coefficient de re´flexion a` la fre´quence ω, de´pendant de Q(iω). Au point x = 1, le
coefficient k(ω) ve´rifie la relation d’impe´dance (5.73) qui me`ne apre`s quelques calculs simples a` :
k(ω) =
1 +Q(iω)
1−Q(iω) e
−2iω. (5.75)
4Par simplicite´, la vitesse a e´te´ prise e´gale a` 1.
102 Identification d’un ope´rateur H(∂t) via son γ-symbole
10−2 100 102 104
−50
−40
−30
−20
−10
0
pulsation ω (en rad.s−1)
(a)
 
 
utilisé pour la simulation
identifié
théorique
10−2 100 102 104
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
pulsation ω (en rad.s−1)
ga
in
(b)
 
 
10−2 100 102 104
−90°
−45°
0°
45°
pulsation ω (en rad.s−1)
(c)
 
 
10−1 100 101 102 103
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
ξ (en rad.s−1)
|µ*
|
(d)
Fig. 5.4 – Identification avec bruit de mesure (σε = 10−4) et contour γ diffe´rent : (a), (b)
et (c) : Gains en dB, gains et phases des re´ponses fre´quentielles de H(∂t) = ∂
1
2
t ◦ (∂t + 1)−1, de son
approximation sous RD et de l’ope´rateur identifie´.- (d) : Coefficients µ0 et µ∗
On a alors :
ϕ(t, ω, x) = (e−iωx +
1 +Q(iω)
1−Q(iω) e
iω(x−2)) eiωt, (5.76)
d’ou`, a` partir de (5.72) :
K(iω) = e−iωxm +
1 +Q(iω)
1−Q(iω) e
iω(xm−2). (5.77)
D’autre part, la solution de (5.71) est classiquement donne´e par :
P (t, x) = 12 (∂
−1
t v)(t− x); (5.78)
par synthe`se harmonique, la relation entre´e-sortie v 7→ y peut alors eˆtre explicite´e dans le domaine
temporel (τa de´signe l’ope´rateur de translation f(t) 7→ f(t− a)) de la manie`re suivante :
y = 12τxm ◦ ∂−1t v + 12M(∂t) ◦ τ2−xm ◦ ∂−1t v, (5.79)
avec :
M(iω) :=
1 +Q(iω)
1−Q(iω) . (5.80)
En de´finissant les nouvelles donne´es et notations suivantes :
y˜m := y − 12(τxm + τ2−xm) ◦ ∂−1t v, X˜m := 12τ2−xm v, M˜(∂t) :=M(∂t)− 1, (5.81)
on obtient alors la relation :
y˜m = ∂−1t ◦ M˜(∂t)X˜m (5.82)
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Fig. 5.5 – Dispositif physique de mesure pour l’identification de l’impe´dance d’un mate´riau homo-
ge`ne absorbant.
sur laquelle on peut directement appliquer la me´thode pour identifier le γ-symbole de ∂−1t ◦ M˜(∂t),
que l’on notera5 µ.
D’apre`s (5.80), on a :
Q(iω) =
M˜(iω)
M˜(iω) + 2
. (5.83)
Une estimation du γ-symbole ν de ∂−1t ◦Q(∂t) est alors obtenue a` partir de µ via la relation :
ν = (µ+ 2δ)−1#µ#δ; (5.84)
on note que ce calcul ne´cessite l’inversion du γ-symbole µ+ 2δ. On obtient alors la repre´sentation
d’e´tat entre´e-sortie suivante de l’ope´rateur w 7→ Q(∂t)w :{
∂tψ = γ ψ + w, ψ0 = 0
Q(∂t)w = 〈ν, γψ + w〉 ,
(5.85)
qui est exacte (de dimension infinie) si µ est le γ-symbole exact, et approche´e (de dimension finie6)
si µ est le γ-symbole identifie´.
Re´sultats nume´riques
On conside`re le mate´riau poreux e´tudie´ dans [44], [28], dont l’impe´dance a e´te´ calcule´e analyti-
quement dans [12]. Cette impe´dance est donne´e par :
Q(iω) = ϕ
√
χeff(iω)
ρeff(iω)
tanh
(
iω
√
χeff(iω) ρeff(iω)
)
, (5.86)
5On notera indiffe´remment µ le γ-symbole identifie´ ou exact de ∂−1t ◦ M˜(∂t).
6Dans ce cas, 〈f, g〉 =∑k fk gk.
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Fig. 5.6 – (a) : Re´ponses fre´quentielles identifie´e (—) et exacte (- - -) de l’ope´rateur Q(∂t) - (b) :
Erreur relative d’identification |Q−Q∗Q |.
avec ϕ = 3.33 et ou` les fonctions ρeff (iω) et χeff (iω) sont respectivement la densite´ effective de
Pride et al. [52] et la compressibilite´ effective de Lafarge [33]. Ces fonctions sont exprime´es par
[28] :
ρeff (iω) = eρ (1 + a
(1+b iω)
1
2
iω ) et χeff (iω) = eχ (1− c iω
iω+a′(1+b′iω)
1
2
), (5.87)
avec
ρ = ρ0 α∞, χ = 1P0 , a =
8µ
ρ0Λ
2 , a
′ = 8µ
ρ0Λ
′2 ,
b = 12a , b
′ = 12a′ , 0 < c =
γ−1
γ < 1,
(5.88)
ou` e, ρ0, P0, µ, γ, α∞, Λ, Λ′ sont des parame`tres physiques de valeurs Λ = Λ′ = 0.1 10−3m,
ρ0 = 1.2 kg.m−3, P0 = 105 Pa, µ = 1.8 10−5 kg.m−1.s−1, γ = 1.4, α∞ = 1.3, e = 510−2 m.
Via une analyse standard, on peut montrer que le prolongement analytique de Q pre´sente des
singularite´s pouvant eˆtre localise´es asymptotiquement pre`s d’une ligne droite verticale (voir figure
3.6 du chapitre 3) : l’ope´rateur Q(∂t) pre´sente des comportements sous-jacents de type retard,
he´rite´s des modes propagatifs a` l’inte´rieur du mate´riau poreux, et desquels re´sultent des variations
complexes de gains et de phase de Q, rendant le proble`me d’identification sensible ou meˆme mal
pose´.
On conside`re le proble`me d’identification nume´rique d’un tel ope´rateurQ(∂t) sous sa formulation
d’e´tat (5.85), dans la situation ide´ale de´crite pre´ce´demment. Les donne´es mesuree´s ym = y + ε ont
e´te´ ge´ne´re´es sur t ∈ [0, T ] par simulation nume´rique pre´cise de (5.79), avec v un bruit blanc gaussien
et ε un bruit blanc gaussien de sortie, de rapport signal sur bruit e´gal a` 26 dB.
Les parame`tres nume´riques utilise´s sont ∆t = 10−5 s, T = 0.05 s, L = 100, ξ1 = 103 rad/s,
ξL = 3105 rad/s, ξl+1 = r ξl, l = 1 : L− 1, γ(ξ) = |ξ| ei sign(ξ) (
pi
2
+α), α = 10pi180 .
La comparaison entre les re´ponses fre´quentielles exacte7 et identifie´e de l’impe´dance Q(iω) est
visible en figures 5.6a et 5.6b. Comme pre´vu, l’identification est pre´cise dans la bande fre´quentielle
[103 rad/s, 3 105 rad/s] couverte par l’ensemble {γ(ξk)}k=1:n. On peut noter que l’identification reste
correcte dans toute la bande fre´quentielle audio, en particulier aux basses fre´quences graˆce a` la
nature asymptotique rationnelle de Q(iω) qui se comporte comme iω quand ω → 0.
En figure 5.7, on peut voir le graphe du γ-symbole identifie´ associe´ a` l’ope´rateur ∂−1t ◦ M˜(∂t),
a` partir duquel est re´alise´ l’ope´rateur Q(∂t) via la formulation entre´e-sortie (5.85).
7A des erreurs nume´riques pre`s, qui sont ne´gligeables dans la bande fre´quentielle conside´re´e.
5.3.2 Application a` l’identification de l’ope´rateur d’impe´dance d’une paroi poreuse
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Fig. 5.7 – γ-symbole identifie´ µ(ξ), ξ > 0.
Outre ces re´sultats quantitatifs, on peut ajouter que la me´thode d’identification est robuste par
rapport au niveau de bruit de perturbation ε, au temps de mesure T et a` la dimension L du mode`le
identifie´.
Remarque 138 Cette dernie`re proprie´te´ essentielle est une conse´quence du fait que les poˆles γ(ξk)
de la fonction de transfert identifie´e sont a priori impose´s par la discre´tisation en ξ du mode`le
diffusif entre´e-sortie. Il s’ensuit, graˆce aux proprie´te´s de la repre´sentation diffusive, que le γ-symbole
identifie´ µ converge (dans un sens non pre´cise´ ici), quand L→ +∞, α→ pi+2 , ξ1 → 0+, ξL → +∞
et T → +∞, vers le γ-symbole exact, et qu’il en est de meˆme pour l’impe´dance identifie´e Q(iω) au
sens de l’espace de Fre´chet L2loc(Rω).

Chapitre 6
Identification simultane´e de
l’ope´rateur dynamique et de la
fonction non line´aire du mode`le
Le proble`me d’identification d’un ope´rateur dynamique H(∂t) via son γ-symbole µ, lorsque l’en-
tre´e et la sortie du syste`me sont mesure´es, a e´te´ traite´ dans le paragraphe pre´ce´dent. On s’inte´resse
de´sormais a` l’identification d’un mode`le de Volterra de la forme particulie`re, adapte´e au proble`me
et peu restrictive en pratique :
H(∂t)X = f(u,X) + v, (6.1)
ou` H(∂t) et f sont inconnus. On se donne des mesures um, vm et Xm de u, v et de X, a` partir
desquelles on cherche a` identifier H(∂t) et f ; pour cela, on conside`re le proble`me :
min
H(∂t),f
‖H(∂t)Xm − f(um, Xm)− vm‖2 . (6.2)
6.1 Principe
Pour tout (u, v) fixe´, l’e´quation (6.1) traduit l’e´quilibre entre deux trajectoires obtenues a` partir
de X, de´pendant respectivement de l’ope´rateur line´aire dynamique H(∂t) et de l’ope´rateur (non
line´aire) statique de´fini par la fonction f1 : [f(u, x)](t) = f(u(t), x(t)) ∀t. Du point de vue des trajec-
toires (et si l’e´valuation nume´rique de H(∂t)X n’est pas trop couˆteuse), on peut remarquer que les
ope´rateurs H(∂t) et f(u, .) jouent un roˆle comparable dans l’expression (6.1). La me´thode propose´e
consiste a` parame´trer d’une part l’ope´rateur H(∂t) au moyen de son γ-symbole (comme pre´sente´
dans le paragraphe pre´ce´dent), et d’autre part la fonction f au moyen d’une base de fonctions
adapte´e. On obtient ainsi un proble`me e´quivalent dans lequel les parame`tres inconnus de´pendent
line´airement des donne´es, et dont la dimension est raisonnable sous approximation nume´rique.
Parame´trisation de l’ope´rateur H(∂t)
On suppose que l’ope´rateur H(∂t) est γ-diffusif de degre´ n et on note µ le γ-symbole de H(∂t)◦
∂−nt . On suppose e´galement que µ est inversible dans Σγ . On a (voir chapitre 5) :
H(∂t)X = A∂nt X(µ), (6.3)
ou` A∂nt X est l’ope´rateur line´aire de´fini par A∂nt X : µ 7−→
〈
µ, ψ∂nt X
〉
.
1On distinguera les trajectoires (u, x,...), qui sont des fonctions du temps, et les valeurs prises par ces trajectoires
au temps t (i.e. u(t), x(t),...).
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Parame´trisation de la fonction f
On conside`re une base topologique {gp⊗kq}p,q=1:+∞ d’un produit tensoriel d’espaces de Hilbert
auquel f appartient ; on a alors :
f =
∑
p,q
apq gp ⊗ kq, avec apq ∈ R. (6.4)
Mode`le e´quivalent a` (6.1)
Le mode`le de Volterra (6.1) peut alors eˆtre re´e´crit de manie`re e´quivalente sous la forme :
A∂nt X µ−
∑
p,q
gp(u)kq(X) apq = v, (6.5)
ou encore, de manie`re simplifie´e et en notant a := (apq) :
Gu,X(µ, a) = v, (6.6)
ou` Gu,X de´signe l’ope´rateur line´aire de´fini par :
Gu,X : (µ, a) 7→ A∂nt X µ−
∑
p,q
gp(u)kq(X) apq. (6.7)
Le proble`me (6.2) s’e´crit alors de manie`re e´quivalente :
min
µ,a
‖Gum,Xm(µ, a)− vm‖2 ; (6.8)
sa solution est formellement obtenue par projection orthogonale :
(µ∗, a∗) = G†um,Xmvm. (6.9)
6.2 Du point de vue nume´rique
On conside`re J solutions (uj , vj , Xj), j = 1 : J de (6.1), et on se donne J jeux de donne´es
discre`tes {uj,km , vj,km , Xj,km }k=0:K ou` uj,km , vj,km et Xj,km sont les mesures respectives de uj , vj et Xj au
temps tk. On a t0 = 0, tk = tk−1 +∆tk, k = 1 : K et on note T = tK . On note e´galement u
j
m, v
j
m
et Xjm les trajectoires mesure´es continues telles que u
j
m(tk) = u
j,k
m , v
j
m(tk) = v
j,k
m et X
j
m(tk) = X
j,k
m .
Pour re´soudre (6.8) nume´riquement, il faut se ramener a` un proble`me approche´ de dimension
finie, ce qui s’obtient par troncature de la de´composition de f sur la base de fonctions, et par
discre´tisation d’une part en la variable ξ et d’autre part en la variable temps t.
Approximation de dimension finie de f et discre´tisation en ξ
Une approximation de f est obtenue par troncature a` un ordre fini P ×Q de la somme infinie
(6.4) :
f '
P∑
p=1
Q∑
q=1
apq gp ⊗ kq. (6.10)
Les valeurs de P et de Q doivent eˆtre choisies de manie`re a` assurer le meilleur compromis entre les
erreurs ge´ne´re´es par la troncature et celles ge´ne´re´es par la pre´sence de bruit de mesure, ou meˆme
par un de´faut structurel du mode`le. En pratique, ce choix se fait de manie`re empirique.
On conside`re une discre´tisation {ξl}l=1:L de la variable ξ, et l’approximation de H(∂t)X =
A∂nt X µ correspondante (voir paragraphe 2.2) :[A∂nt X µ] (t) ' L∑
l=1
µl ψ∂nt X(t, ξl), avec µl ∈ C. (6.11)
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Le mode`le approche´ de (6.1) que l’on utilisera s’e´crit donc, pour tout t ∈ [0, T ] :
L∑
l=1
µl ψ∂nt Xj (t, ξl) =
P∑
p=1
Q∑
q=1
apq gp(uj(t))⊗ kq(Xj(t)) + vj(t), j = 1 : J , (6.12)
ce qui nous ame`ne au proble`me :
min
(µ,a)∈CL×RP×Q
J∑
j=1
∫ T
0
∣∣∣∣∣∣
L∑
l=1
µl ψ∂nt X
j
m
(t, ξl)−
P∑
p=1
Q∑
q=1
apq gp
(
ujm(t)
)⊗ kq (Xjm(t))− vjm(t)
∣∣∣∣∣∣
2
dt.
(6.13)
Discre´tisation en temps
La discre´tisation en temps du proble`me (6.13) peut se faire de diffe´rentes manie`res (voir para-
graphe 5.2) ; on ne pre´sentera ici qu’une seule me´thode.
Apre`s quadrature de l’inte´grale, le proble`me (6.13) est approche´ par :
min
(µ,a)∈CL×RP×Q
∥∥∥∥Gum,Xm [ µa
]
− vm
∥∥∥∥2
CJ×K
, (6.14)
avec ‖z‖2CJ×K =
∑J
j=1
∑K
k=1 |cj,k|2∆tk,
µ = (µ1, ..., µL)T , a = (a11, ..., a1Q, a21, ..., aP1, ..., aPQ)T ,
vm = (v
1,1
m , ..., v
1,K
m , v
2,1
m , ..., v
J,1
m , ..., v
J,K
m )T ,
(6.15)
et Gum,Xm la matrice de´finie par :
Gum,Xm =
 Gu1m,X1m...
GuJm,XJm
 avec Gujm,Xjm = [Ψj |Kj1 | · · · |KjP ],
ou` Ψjkl = ψ
l,k
∂nt X
j
m
, Kjpkq = g
p
(
uj,km
)
kq
(
Xj,km
)
,
ψl,k
∂nt X
j
m
e´tant une approximation de ψ
∂nt X
j
m
(tk, ξl) obtenue par inte´gration nume´rique de l’e´quation
d’e´tat de la re´alisation diffusive de H(∂t) (voir sche´ma nume´rique du paragraphe 2.2.4):
ψl,k
∂nt X
j
m
= eγ(ξl)∆tkψl,k−1
∂nt X
j
m
+
eγ(ξl)∆tk − 1
γ(ξl)
∂nt X
j,k−1
m , ψ
l,0
∂nt X
j
m
= 0, k = 1 : K, l = 1 : L. (6.16)
Sa solution est donne´e par :
(µ∗, a∗) = G†um,Xmvm, (6.17)
ou` :
G†um,Xm = (G
∗
um,XmDG
†
um,Xm
)−1G∗um,XmD avec D =
 ∆t1 (0). . .
(0) ∆tK
 (6.18)
Formulation re´cursive
Les estime´s µ∗ et a∗ obtenus peuvent ensuite eˆtre utilise´s comme initialisation d’une me´thode
re´cursive afin d’ame´liorer la qualite´ de l’estimation. En supposant l’ope´rateur H(∂t) connu et e´gal
a` H∗(∂t), on identifie a` nouveau la fonction f , cette fois ci de manie`re inde´pendante. A partir de
l’estimation f∗1 ainsi obtenue, on identifie ensuite H(∂t), et on re´ite`re jusqu’a` ce que la qualite´ de
l’estimation soit suffisante. La convergence d’une telle me´thode reste encore a` e´tudier.
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6.3 Application a` un exemple acade´mique
On conside`re le mode`le de Volterra :
∂
1
2
t X = −
1
c
arctan(cX) + v, avec c = 104. (6.19)
L’ope´rateur ∂
1
2
t est γ-diffusif au sens large de degre´ 1 et peut eˆtre re´alise´ avec un contour γ de type
secteur, de´fini par :
γ(ξ) = |ξ| ei sign(ξ)(pi2+α), avec α ∈]0, pi
2
]. (6.20)
Les donne´es {vj,km , Xj,km }k=0:K utilise´es pour l’identification sont obtenues par simulation nume´-
rique de (6.19), l’ope´rateur H(∂t)−1 = ∂
− 1
2
t e´tant re´alise´ au moyen d’une re´alisation diffusive avec
150 points de discre´tisation en ξ re´partis de manie`re ge´ome´trique entre ξ1 = 10−3 et ξL = 106, et
un contour γ de´fini par (6.20) avec α = 88pi180 . Le diagramme de Bode de la re´ponse fre´quentielle de
l’ope´rateur ainsi approche´ peut eˆtre compare´ a` celui de l’ope´rateur the´orique ∂
− 1
2
t en figure 6.1. On
note que l’ope´rateur est tre`s bien approche´ dans la bande fre´quentielle [10−1, 104].
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Fig. 6.1 – Fonctions de transfert de l’ope´rateur ∂−1/2t et de sa re´alisation via repre´sentation diffusive
qui a e´te´ utilise´e lors des simulations
On conside`re une discre´tisation temporelle {tk}k=0:K de´finie par :
t0 = 0 et tk = tk−1 +∆tk, k = 1 : K avec K = 6105 et ∆tk = 10−5. (6.21)
Les entre´es {vj,k}k=0:K conside´re´es sont obtenues par filtrage de bruits blancs centre´s d’e´cart-
type σ = 1 ; elle sont suppose´es connues (pas de bruit de mesure) :
vj,km = v
k. (6.22)
On note {Xj,k}k=0:K la sortie discre`te associe´e a` l’entre´e {vj,k}k=0:K . Les J trajectoires discre`tes
de sortie mesure´es sont obtenues a` partir des {Xj,k}k=0:K par addition de bruits blancs centre´s
nume´riques {εj,k}k=0:K , j = 1 : J d’e´cart type σε :
Xj,km = X
j,k + εj,k. (6.23)
On utilise J = 4 trajectoires.
Dans un premier temps, on suppose les bruits de mesure εj,k nuls. On identifie H(∂t) en utilisant
un contour γ de la forme (6.20) avec α = pi4 et en conside´rant 100 points de discre´tisation en ξ
re´partis ge´ome´triquement entre ξ1 = 10−1 et ξL = 104. Enfin, on cherche une approximation de
f : X 7−→ −1c arctan(cX) sous forme de combinaison line´aire de 30 fonctions ”chapeaux”. Les
re´sultats obtenus sont donne´s en figure 6.2.
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On constate que l’identification de H(∂t) est bonne dans la bande fre´quentielle couverte par
les {ξl}l=1:L. Pour ce qui est de la fonction non line´aire f , on note que l’e´cart entre f(x) et son
estime´ f∗(x) est d’autant plus grand que x s’e´loigne de 0. Ceci s’explique par le nombre de donne´es
disponibles : les valeurs de x proches de 0 ont plus de poids dans l’identification que celles qui en sont
loin car elles sont repre´sente´es en plus grand nombre. Pour quantifier la qualite´ de l’identification
de H(∂t), on utilise les quantite´s E et Esup de´finies au paragraphe 5.3.1 par (5.67) et (5.68) ; on a :
E = 3.5459 10−9 et Esup = 0.6830. (6.24)
Pour la fonction f , on introduit les quantite´s EF et EFsup de´finies par :
Ef =
∫ Xmax
Xmin
|f∗(X)− f(X)| dX∫ Xmax
Xmin
|f(X)| dX
et Efsup = sup
X∈[Xmin,Xmax]
|f∗(X)− f(X)|
|f(X)| , (6.25)
avec f∗ l’estimation de f obtenue par la me´thode d’identification, et Xmin et Xmax les valeurs
minimale et maximale atteintes par les jeux de donne´es utilise´s pour l’identification. On obtient :
Ef = 0.0535 et Efsup = 0.3602. (6.26)
−2 100 102 104 106
pulsation ω (en rad.s−1)
(a)
 
identifié
théorique
utilisé pour la simulation
−2 100 102 104 106
pulsation ω (en rad.s−1)
(c)
 
identifié
théorique
utilisé pour la simulation
10−1 100 101 102 103 104
0
5
10
15
20
25
ξ (en rad.s−1)
µ*
(d)
−5 −4 −3 −2 −1 0 1 2 3 4 5
x 10−4
−1.5
−1
−0.5
0
0.5
1
1.5
2
x 10−4
x
fo
nc
tio
n 
f
(b)
 
 
identifié
théorique
Fig. 6.2 – Identification de H(∂t) = ∂
1
2
t et f = −1c arctan(c .) sans bruit de mesure. (a) et (c) :
gain et phase de la re´ponse impulsionnelle de l’ope´rateur identifie´ compare´ a` l’ope´rateur the´orique
H(∂t) = ∂
1
2
t - (b) : fonction identifie´e f
∗- (d) : γ-symbole identifie´ µ∗.
On suppose a` pre´sent les mesures Xj,km bruite´es avec σε = 10−5, et on garde les meˆmes pa-
rame`tres d’identification pour H(∂t) et f . On obtient les re´sultats de la figure 6.3. On note que
l’identification de H(∂t) reste de tre`s bonne qualite´. Celle de f s’est quant a` elle de´te´riore´e ; son
allure reste ne´anmoins proche de la fonction the´orique. On a :
E = 2.5277× 10−8, Esup = 1.0882, Ef = 0.0225 et Efsup = 10.6449. (6.27)
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Fig. 6.3 – Identification de H(∂t) = ∂
1
2
t et f = −1c arctan(c .) avec bruit de mesure (σε = 10−5).
(a) et (c) : gain et phase de la re´ponse impulsionnelle de l’ope´rateur identifie´ compare´ a` l’ope´rateur
the´orique H(∂t) = ∂
1
2
t - (b) : fonction identifie´e f
∗- (d) : γ-symbole identifie´ µ∗.
Chapitre 7
Identification par suppression du
terme non line´aire
La difficulte´ principale rencontre´e lors de l’identification d’un syste`me de Volterra vient du
couplage qu’il y a entre la partie dynamique line´aire caracte´rise´e par l’ope´rateur H(∂t) et la partie
non line´aire statique, caracte´rise´e par la fonction f . La me´thode propose´e dans ce paragraphe
permet de de´coupler les identifications : via une transformation adapte´e du mode`le, on supprime
dans un premier temps le terme non line´aire de l’e´quation et on identifie l’ope´rateur H(∂t). La
fonction f peut ensuite eˆtre identifie´e par interpolation a` partir du ”pseudo-graphe” de´duit de
l’ope´rateur identifie´ H∗(∂t) et des donne´es.
7.1 Pre´sentation de la me´thode
La me´thode propose´e dans ce paragraphe peut eˆtre pre´sente´e de manie`re tre`s ge´ne´rale. Etant
donne´s trois espaces de Hilbert se´parablesE,F,G, une fonction non line´aire g : E → G etA : F → G
line´aire, on conside`re le mode`le abstrait :
g(x) +Ay + z = 0, (7.1)
ou` x, y, z sont des trajectoires de´finies sur t ∈ [0, T ] a` valeurs respectivement dans E,F,G. Le pro-
ble`me conside´re´ consiste a` estimer a` la fois A et g a` partir de trajectoires donne´es (e´ventuellement)
bruite´es xm, ym, zm, c’est a` dire a` re´soudre :
min
A,g
‖g(xm) +Aym + zm‖2 , (7.2)
avec ‖.‖ une norme hilbertienne, par exemple ∫ T0 ‖.‖2G dt, xm = x+ ε1, ym = y+ ε2, zm = z+ ε3 ou`
(x, y, z) est solution de (7.1) et εi sont des bruits (suffisamment petits).
Lorsque g est connue, l’ope´rateur A peut eˆtre aise´ment identifie´ du fait de sa line´arite´, le
proble`me (7.2) se re´duisant alors au proble`me standard de moindres carre´s :
min
A
‖Y ·A− b‖2 , (7.3)
avec Y · A = Ay et b = −g(x) − z. La solution formelle est alors obtenue par pseudo-inversion de
l’ope´rateur Y [6] :
A∗ = Y† · b. (7.4)
La me´thode pre´sente´e ci-dessous permet de se ramener a` un cas semblable et d’identifier A inde´pen-
damment de g. Pour cela, on transforme le mode`le (7.1) de sorte que le terme g(x) soit supprime´1
dans un sous ensemble d’e´quations, spe´cifiquement de´fini a` partir des donne´es x. Sous certaines
hypothe`ses fre´quemment satisfaites en pratique, ce ”sous-mode`le” se re´ve`le suffisant pour obtenir
une bonne estimation de A sous la forme (7.4). Une fois l’ope´rateur A correctement estime´, on
de´duit aise´ment une estimation de g via les me´thodes standard.
1A une constante pre`s g0 := g(x(t0)) ∈ G qui sera identifie´ simultane´ment.
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7.1.1 L’ope´rateur de diffe´rences Dx,ε
Soit X un espace de Banach et Ω un espace me´trique complet. On note C0(Ω;X) l’espace de
Banach des fonctions continues de´finies sur Ω et a` valeurs dansX. Cet espace est muni de la norme :
‖x‖ = sup
ξ∈Ω
‖x(ξ)‖X . (7.5)
On se donne un espace X0 ⊂ X et on de´finit :
C0(Ω,X0) :=
{
x ∈ C0(Ω;X) tel que ∀ξ ∈ Ω, x(ξ) ∈ X0
}
. (7.6)
Soient Ωj , j = 1 : J des espaces me´triques2. La norme sur l’espace produit
∏J
j=1C
0(Ωj ;X) est
de´finie par :
‖x‖ = sup
j
sup
ξ∈Ωj
∥∥xj(ξ)∥∥
X
. (7.7)
Soit Y un espace de Banach et g : X0 → Y une fonction continue pour la topologie induite sur X0.
Pour tout x ∈∏Jj=1C0(Ωj ;X0), on note par convention :
g ◦ x = (g(xj))j=1:J ∈
J∏
j=1
C0(Ωj ;Y). (7.8)
On note e´galement :
Ωi,j := Ωi × Ωj . (7.9)
De´finition 139 On note D l’ope´rateur de´fini par :
D :
∏J
j=1C
0(Ωi;X) −→ ∏Ji,j=1C0(Ωi,j ;X)
x = (xj)j=1:J 7−→ Dx = (Di,jx)i,j=1:J (7.10)
avec
∀i, j ∈ {1 : J}, ∀t, τ ∈ Ωi,j , (Di,jx)(t, τ) = xi(t)− xj(τ). (7.11)
L’ope´rateur D est line´aire (e´vident) et continu : la continuite´ de D de´coule de celle de l’ope´rateur
+ dans les espaces de Banach ; c’est une proprie´te´ essentielle, notamment pour les traitements
nume´riques. On montre e´galement la proprie´te´ suivante :
Proposition 140 Pour tout x ∈ ∏Jj=1C0(Ωj ;X0) et pour toute fonction g : X0 −→ Y line´aire,
on a :
D(g ◦ x) = g ◦ (Dx). (7.12)
Preuve. On a : D(g ◦ x) = (Di,j(g ◦ x))i,j=1:navec, ∀i, j ∈ {1 : J}, ∀t, τ ∈ Ωi,j :
(Di,j(g ◦ x))(t, τ) = (g ◦ x)i(t)− (g ◦ x)j(τ) = (g(xi))(t)− (g(xj))(τ)
= g(xi(t))− g(xj(τ)) = g(xi(t)− xj(τ)) = g ◦ ((Di,jx)(t, τ)).
On conside`re ensuite les sous-ensembles de Ωi,j des couples (t, τ) tels que xi(t) soit ”proche” de
xj(τ) :
Ωi,jx,ε := {(t, τ) ∈ Ωi,j ;
∥∥(Di,jx)(t, τ)∥∥
X
6 ε}. (7.13)
En figure 7.1 sont donne´s deux exemples de couple (t, τ) ∈ Ωi,jx,ε dans le cas ou` i = j puis dans le
cas ou` i 6= j.
2En pratique, Ωj sera un intervalle en temps de la forme [tj0, t
j
f ].
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(a) (b)
Fig. 7.1 – Exemple de (i, i, t, τ) et de (i, j, t, τ) tels que ||Di,ix(t, τ)|| 6 ε et ||Di,jx(t, τ)|| 6 ε.
Remarque 141 Les ensembles Ωi,ix,ε ne sont jamais vides puisque (Di,ix)(t, t) = 0. De plus, du fait
de la continuite´ de Dx, on a
⋂
ε>0
Ωi,jx,ε = Ω
i,j
x,0.
Pour tout i, j ∈ {1 : J}, on note alors Di,jx,ε l’ope´rateur de diffe´rences sur l’ensemble Ωi,jx,ε :
Di,jx,ε:
∏J
j=1C
0(Ωj ;X) −→ C0(Ωi,j ;X)
y = (yj)j=1:J 7−→ Di,jx,εy = (Di,jy)|Ωi,jx,ε ,
(7.14)
et on pose, par simplicite´ :
Dx,ε := (Di,jx,ε)i,j=1:J . (7.15)
The´ore`me 142 Pour tout x ∈∏Jj=1C0(Ωj ;X0) et pour toute fonction g : X0 −→ Y :
(1) Dx,0x = 0,
(2) Dx,0(g ◦ x) = 0,
(3) ‖Dx,ε(x)‖ 6 ε
(4) ∀(tε, τ ²) ∈ Ωi,jx,ε tel que (tε, τ ε) −→
ε→0
(t, τ) ∈ Ωi,jx,0, limε→0
[(
Di,jx,ε(g ◦ x)
)
(tε, τ ε)
]
= 0X,
(5) si g est k-Lipschitz, alors ‖Dx,ε(g ◦ x)‖ 6 kε.
Preuve. (1) ∀i, j ∈ {1 : J}, ∀(t, τ) ∈ Ωi,jx,0,
(
Di,jx
)
(t, τ) = xi(t) − xj(τ).Or, (t, τ) ∈ Ωi,jx,0 donc∥∥(Di,jx)(t, τ)∥∥
E
6 0 d’ou` :
(
Di,jx
)
(t, τ) = 0.
(2) ∀i, j ∈ {1 : J}, ∀(t, τ) ∈ Ωi,jx,0,
(
Di,jx
)
(t, τ) = 0 c’est a` dire xi(t) = xj(τ) d’ou` g(xi(t)) =
g(xj(τ))⇐⇒ (g(xi))(t) = (g(xj))(τ). On a alors : (Di,j(g ◦ x)) (t, τ) = (g(xi))(t)− (g(xj))(τ) = 0.
(3) ‖Dx,ε(x)‖ = sup
i,j
sup
(t,τ)∈Ωi,jx,ε
∥∥(Di,jx)(t, τ)∥∥
X
6 ε par de´finition de Ωi,jx,ε.
(4) ∀(tε, τ ²) ∈ Ωi,jx,ε,
(
Di,jx,ε(g ◦ x)
)
(tε, τ ε) = g(xi(tε)) − g(xj(τ ε)). Comme (tε, τ ε) −→
ε→0
(t, τ) ∈
Ωi,jx,0 et par continuite´ de g et de x on a alors :
(
Di,jx,ε(g ◦ x)
)
(tε, τ ε) = g(xi(t)) − g(xj(τ)) =(
Di,jx,0(g ◦ x)
)
(t, τ) = 0 d’apre`s (2).
(5) ‖Dx,ε(g ◦ x)‖ = sup
i,j
sup
(t,τ)∈Ωi,jx,ε
∥∥(Di,j(g ◦ x))(t, τ)∥∥
Y
= sup
i,j
sup
(t,τ)∈Ωi,jx,ε
∥∥g(xi(t))− g(xj(τ))∥∥
Y
6 sup
i,j
sup
(t,τ)∈Ωi,jx,ε
k
∥∥xi(t)− xj(τ)∥∥
X
= k sup
i,j
sup
(t,τ)∈Ωi,jx,ε
∥∥(Di,jx)(t, τ)∥∥
X
6 kε par de´finition de Ωi,jx,ε.
116 Identification par suppression du terme non line´aire
Remarque 143 La convergence (5) est uniforme alors qu’en (4), on utilise une topologie plus faible
de convergence simple. De ce fait, on peut s’attendre a` ce que les traitement nume´riques soient plus
de´licats lorsque g n’est pas Lipschitzienne. Cependant, dans beaucoup de situations concre`tes, la
fonction g est Lipschitzienne sur des sous-ensembles Eη ⊂ E0, de telle sorte que la proprie´te´
||Dx,ε(gη ◦ x)|| 6 kηε reste vraie pour toute fonction gη (de´finie sur E0) kη-Lipschitz-continue telle
que gη|Eη = g|Eη . On verra sur un exemple concret (avec E = G = R, g = ln, Eη = [η,+∞[) qu’une
telle proprie´te´ (couple´e avec (4)) peut eˆtre suffisante pour obtenir de bons re´sultats d’identification.
La proprie´te´ (2) de´coule de la nature statique de la fonction g qui se traduit par :
xi(t) = xj(τ) =⇒ g(xi(t)) = g(xj(τ)). (7.16)
Cette proprie´te´ est essentielle ; elle permet de supprimer le terme non line´aire g dans un sous
ensemble d’e´quations directement de´duit de x.
Par commodite´, on note Ωx,ε l’ensemble, appele´ ε-noyau de Dx, de´fini par :
Ωx,ε :=
⋃
i,j
({(i, j)} × Ωi,jx,ε) ; (7.17)
c’est l’ensemble de tous les (i, j, t, τ) tels que
∥∥xi(t)− xj(τ)∥∥
X
6 ε. Ainsi, pour tout y ∈∏Jj=1C0(Ωi;Y),
la fonction Dx,ε y est simplement de´finie par :
Dx,ε y : Ωx,ε → Y
(i, j, t, τ) 7→ yi(t)− yj(τ). (7.18)
7.1.2 Transformation de l’e´quation via l’ope´rateur de diffe´rences D
On conside`re a` pre´sent le mode`le (7.1) : g ◦ x+Ay + z = 0, avec de´sormais (x, y, z) un vecteur
de trajectoires a` valeurs dans EJ × F J ×GJ , avec xj , yj , zj de´finis sur Ωj = [tj0, tjf ], et on applique
l’ope´rateur D aux deux membres de l’e´quation. On a alors :
Proposition 144 Pour tout (x, y, z) ∈∏Jj=1 C0(Ωj ;E×F ×G), il y a e´quivalence3 entre le mode`le
(7.1) et le mode`le : {
D(g ◦ x) +AD(y) + D(z) = 0
g0 +Ay0 + z0 = 0,
(7.19)
avec k ∈ {1 : J} et tk∗ ∈ Ωk choisis arbitrairement, g0 := (g ◦ xk)(tk∗) ∈ G, y0 := yk(tk∗) ∈ G et
z0 := zk(tk∗) ∈ G.
Preuve. L’implication (7.1)=⇒(7.19) est e´vidente.
Montrons que (7.19)=⇒(7.1). On a :
∀i, j ∈ {1 : J}, ∀(t, τ) ∈ Ωi,j , g(xi(t))− g(xj(τ)) +A(yi(t)− yj(τ)) + zi(t)− zj(τ) = 0, (7.20)
d’ou` :
∀i ∈ {1 : J}, ∀t ∈ Ωi, g(xi(t))− g(xk( tk∗)) +A(yi(t)− yk( tk∗)) + zi(t)− zk( tk∗) = 0, (7.21)
et puisque (g ◦ xk)(tk∗) +Ayk(tk∗) + zk(tk∗) = 0 :
∀i ∈ {1 : J}, ∀t ∈ Ωi, g ◦ xi(t) +Ayi(t) + zi(t) = 0. (7.22)
Remarque 145 Du fait que D est un ope´rateur de diffe´rences, on perd l’e´quivalence lorsqu’on l’ap-
plique seul au mode`le (7.1). Pour re´cupe´rer l’e´quivalence, il faut conside´rer une condition ”initiale”
en un temps tk∗. Notons que cette condition initiale n’est pas force´ment unique : on peut effective-
ment conside´rer j0 < J couples (k, tk∗) ∈ {1 : J} × Ωi tels que (g ◦ xk)(tk∗) + Ayk(tk∗) + zk(tk∗) = 0.
On se rame`ne alors a` un mode`le de la forme (7.19) avec g0 := ((g ◦ xk)(tk∗))k ∈ Gj0, y0 :=
(yk(tk∗))k ∈ Gj0 et z0 := (zk(tk∗))k ∈ Gj0. En pratique on choisira les j0 couples de telle sorte que
g0 = g0∗ × (1, ..., 1)T , g0∗ ∈ E : ainsi un seul coefficient g0∗ sera a` identifier.
3au sens ou` (x, y, z) solution de (7.1) si et seulement si (x, y, z) solution de (7.19).
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7.1.3 Re´duction au sous-ensemble Ωx,0
On conside`re a` pre´sent le mode`le e´quivalent (7.19) sur le sous-ensemble Ωx,0 de ∪i,j
({1 : J}2 × Ωi,j),
ce qui revient a` appliquer l’ope´rateur Dx,0 au lieu de l’ope´rateur D. D’apre`s la proprie´te´ (2) de la
proposition 142, on obtient alors : {
ADx,0 y +Dx,0 z = 0
g0 +Ay0 + z0 = 0.
(7.23)
L’avantage de ce mode`le est que la fonction non line´aire g a e´te´ supprime´e et ne se retrouve que
dans l’e´quation de condition initiale alors que l’ope´rateur A et l’inconnue g0 interviennent de fac¸on
line´aire. Formellement, ces inconnues pourront eˆtre identifie´es par re´solution du proble`me :
min
(A,g0)
‖Y0 · (A, g0) + (Dx,0 z, z0)‖2(L2(Ωx,0;G))×Gj0 (7.24)
avec :
‖(Z1, z2)‖2(L2(Ωx,0;G))×Gj0 =
J∑
i,j=1
∫
Ωi,jx,0
‖Z1(i, j, t, τ)‖2G dζ + ‖z2‖2Gj0 , (7.25)
ou` ζ est un parame´trage de l’espace Ωx,0. La solution de ce proble`me s’obtient par pseudo-inversion
de l’ope´rateur Y0 : (A, g0) 7−→ (ADx,0 y, g0 +Ay0).
La restriction au sous-ensemble Ωx,0 peut faire perdre l’e´quivalence entre les mode`les (7.23) et
(7.1). Cette e´quivalent peut cependant eˆtre pre´serve´e si Ωx,0 est suffisamment riche, ce qui sera le
cas, lorsque la dimension de E est e´gale a` 1, si l’on conside`re suffisamment de trajectoires sur un
temps T suffisamment long.
Remarque 146 Graˆce au the´ore`me 142, un pre´filtrage des donne´es x, y et z par un ope´rateur
Q(∂t) peut eˆtre envisage´ ; les nouvelles donne´es pre´filtre´es sont alors x′ := Q(∂t)x, y′ = Q(∂t)y et
z′ = Q(∂t)z. En effet, en appliquant Q(∂t) a` (7.1), on obtient un mode`le e´quivalent Q(∂t) g(x) +
Q(∂t)Ay+Q(∂t)z = 0 ; si, en un certain sens, Q(∂t)g(x) ' g(x′), alors Dx′,0Q(∂t)g(x) ' Dx′,0g(x′) =
0. Un tel pre´filtrage pourra eˆtre utile en pratique, voire ne´cessaire, pour la construction de l’ensemble
Ωx,0.
En pratique, graˆce aux proprie´te´s (4) et (5) de la proposition 142 qui permettent de ne´gliger
(en un certain sens) le terme Dx,ε(g ◦ x), (7.24) est remplace´ par le proble`me affaibli suivant, base´
sur l’ope´rateur Yε : (A, g0) 7→ (ADxm,ε ym, g0 +Aym0) :
min
(A,g0)
‖Yε · (A, g0) + (Dxm,ε zm, zm0)‖2(L2(Ωxm,ε;G))×Gj0 , (7.26)
dont la solution formelle est (A∗, g∗0) = −Y†ε · (Dxm,ε zm, zm0). Si les donne´es xm, ym, zm permettent
d’obtenir une estimation (A∗, g∗0) ' (A, g0) (en particulier si J est suffisamment grand et si les
bruits εi sont suffisamment petits), alors, graˆce aux proprie´te´s de continuite´, on peut s’attendre a`
ce que, ∀(i, j, t, τ) ∈ Ωx,ε :
A∗ (y˜i(t)− yjm(τ)) + zim(t)− zjm(τ) ' 0. (7.27)
De plus, bien que g soit encore inconnue a` ce stade, on peut e´galement s’attendre a` ce que ∀i ∈ {1 :
J}, g(xim) +A∗yim + zim ' 0, c’est a` dire :
g(xim(t)) +A
∗yim(t) + z
i
m(t) ' 0,∀t ∈ [ti0, tif ], (7.28)
que l’on peut e´galement e´crire sous la forme :
g(xim(t)) ' −Ayim(t)− zim(t), ∀t ∈ [ti0, tif ]. (7.29)
A partir de la`, l’identification de la fonction non line´aire g peut eˆtre obtenue au moyen de me´-
thodes classiques de re´gression mises en oeuvre sur le ”pseudo-graphe” de g (de´duit des donne´es
disponibles) :
Gg =
⋃
j={1:J},t∈[tj0,tjf ]
{(
xjm(t),−A∗yjm(t)− zjm(t)
)} ⊂ E ×G. (7.30)
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7.1.4 Cas ou` g est variable d’une trajectoire a` l’autre
On suppose a` pre´sent que la fonction g peut changer d’une trajectoire a` l’autre, et que l’on a,
pour tout j = 1 : J :
gj(xj) +Ayj + zj = 0, (7.31)
ce que l’on note :
g ◦ x+Ay + z = 0, (7.32)
avec g = (g1, ..., gJ)T et g ◦ x = (gj(xj))j=1:J . Contrairement au cas pre´ce´dent, xi(t) = xj(τ) ;
gi(xi(t)) = gj(xj(τ)), sauf dans le cas ou` i = j. On conside`re donc le sous ensemble de Ω
i,j
x,ε, note´
Ωjx,ε, de´fini par :
Ωjx,ε := {(t, τ) ∈ Ωj,j ;
∥∥(Dj,jx)(t, τ)∥∥
X
6 ε}. (7.33)
En notant Ωx,ε :=
⋃
j
(
{j} × Ωj,jx,ε
)
, et en de´finissant l’ope´rateur de diffe´rence Dx,ε de la manie`re
suivante :
Dx,ε y : Ωx,ε → Y
(j, t, τ) 7→ yj(t)− yj(τ). (7.34)
le the´ore`me 142 reste valable et la me´thode d’identification peut alors eˆtre applique´e.
7.1.5 Application aux mode`les de Volterra sous repre´sentation diffusive
Le mode`le de Volterra
H(∂t)X = f(u,X) + v (7.35)
est de la forme (7.1). En effet, en supposant que H(∂t) est γ-diffusif de degre´ n, et en notant µ ∈ ∆′γ
le γ-symbole de H(∂t) ◦ ∂−nt , on a :
H(∂t)X = 〈µ, ∂nt ψX〉 , (7.36)
avec ψX la repre´sentation diffusive de X. Le mode`le (7.35) s’e´crit alors de manie`re e´quivalente :
〈µ, ∂nt ψX〉 − f ◦ (u,X)− v = 0. (7.37)
L’ope´rateur line´aire ϕ 7→ 〈µ, ϕ〉 e´tant statique :
∀t, (〈µ, ϕ〉)(t) = 〈µ, ϕ(t)〉 , (7.38)
le mode`le (7.37) peut s’e´crire (contrairement a` (7.35) qui est un mode`le non local) :
∀t, 〈µ, ∂nt ψX(t)〉 − f(u(t), X(t))− v(t) = 0. (7.39)
On obtient ainsi un mode`le de la forme (7.1) avec :
E = R2, F = ∆γ , G = R, Ωi := [0, tf ],
x := (u,X), y := ∂nt ψX , z := −v, g := −f, A : y 7→ 〈µ, y〉 , (7.40)
et la me´thode d’identification pre´sente´e pre´ce´demment peut donc eˆtre formellement applique´e. Le
proble`me s’e´crit :
min
(µ,g0)
‖Yε · (µ, g0) + (−Dxm,ε vm,−vm0)‖2 (7.41)
avec Yε : (µ, g0) 7→ (〈µ,Dxm,ε ym〉 , g0 + 〈µ, ym0〉) .
On ne conside´rera cependant dans la suite que des mode`les de Volterra dont l’ope´rateur H(∂t)
est γ-diffusif de degre´ 0 ou 1. Le pre´filtrage du mode`le propose´ en remarque 127 pour pallier
l’amplification du bruit de mesure dans le cas ou` n > 1 n’est pas valable pour cette me´thode4. En
composant l’e´quation par un ope´rateur dynamique Q(∂t), on perd en effet la nature statique de la
fonction f (qui est remplace´e par Q(∂t) ◦ f) sur laquelle est base´e toute la me´thode. Le cas n > 1
reste donc un proble`me ouvert.
4Le cas ou` n = 1 ne pose pas de proble`me d’amplification du bruit. En effet on peut de´river ψ en utilisant la
relation ∂tψ = γψ +X dans laquelle le bruit n’est pas de´rive´.
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7.2 Du point de vue nume´rique
On conside`re J jeux de donne´es (xj,km , y
j,k
m , z
j,k
m ) tels que
xj,km = x
j(tk) + ε
j,k
1 , y
j,k
m = y
j(tk) + ε
j,k
2 , z
j,k
m = z
j(tk) + ε
j,k
3 , (7.42)
avec (xj , yj , zj) solution de (7.1), {εj,ki }k un bruit blanc nume´rique centre´ d’e´cart-type σi et tk =
tk−1 + ∆tk, k = 1 : K, t0 = 0. On souhaite appliquer la me´thode d’identification pre´ce´demment
introduite sur ces donne´es. Pour cela, on proce`de par e´tapes.
Pre´filtrage des donne´es
Le filtre Q(∂t) de fonction de transfert Q(p) que l’on utilise pour filtrer les donne´es peut eˆtre
de divers types :
I filtre passe-bas causal du premier ordre :
Q(p) =
a
p+ a
, a > 0. (7.43)
Ce type de filtre induit un retard.
I filtre passe-bas non causal du premier ordre :
Q(p) = 1[−a;a](p), a > 0. (7.44)
Ce filtre n’induit pas de retard mais ne peut eˆtre applique´ qu’en domaine fre´quentiel, ce qui
entre autre implique de connaˆıtre la trajectoire entie`re (exclut l’identification temps-re´el)
I filtre passe-bas causal du premier ordre, de fre´quence de coupure variable dans le temps :
Q(p) =
a(t)
p+ a(t)
, a(t) > 0∀t. (7.45)
Ce filtre permet d’adapter la fre´quence de coupure en fonction des variations de la trajectoire
a` filtrer : plus la trajectoire varie brusquement, plus la fre´quence de coupure conside´re´e est
e´leve´e. Ainsi, le retard induit par le filtre est moindre dans les zones ou` les variations sont
rapides.
D’autres solutions sont e´videmment envisageables (passage par les splines de lissage [57], etc.) ;
le proble`me reste largement ouvert.
Construction de l’ensemble Ωx,ε
La construction pratique de l’ensemble Ωx,ε ainsi que le choix du parame`tre ε sont des proble`mes
encore largement ouverts. La me´thode que l’on a utilise´e pour les tests nume´riques est de´taille´e ci-
dessous.
On se donne une discre´tisation {xl}, l = 1 : L de la variable x. On proce`de alors en deux e´tapes :
I On cherche des couples (j, t) tels que
∥∥xj(t)− xl∥∥X 6 ε2 .
Pour cela, on conside`re les trajectoires continues xjm obtenues par interpolation (line´aire, par
splines [57], etc) des jeux de donne´es {tk, xj,km } ; puis, pour tout xl ∈ [xj,km , xj,k+1m ], on cherche
le temps t tel que :
xjm(t) = xl. (7.46)
I On forme ensuite les couples (t, τ) ∈ Ωi,jx,ε a` partir de l’ensemble des (j, t) de´termine´ a` l’e´tape
pre´ce´dente.
E´tant donne´ ε, on a, pour tout l :∥∥xj(t)− xl∥∥X 6 ε2∥∥xi(τ)− xl∥∥X 6 ε2
}
=⇒ ∥∥xj(t)− xi(τ)∥∥
X
6 ε⇐⇒ (t, τ) ∈ Ωi,jx,ε. (7.47)
On a alors (i, j, t, τ) ∈ Ωx,ε.
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De nombreuses questions relatives a` cette construction peuvent eˆtre souleve´es et restent a` e´tu-
dier. Dans la suite, on note (iq, jq, tq, τ q) , q = 1 : Q l’ensemble des quadruplets de´termine´s pre´ce´-
demment ; c’est un sous-ensemble discret de Ωx,ε. On note e´galement y
j
m et z
j
m les interpolations
(line´aires, par splines, etc.) des jeux de donne´es {tk, yj,km } et {tk, zj,km }, et ym =
(
yjm
)
j
, zm =
(
zjm
)
j
.
Proble`me approche´ discret
Apre`s discre´tisation en temps, le proble`me de minimisation (7.26) est approche´ par :
min
(A,g0)
‖Yε (A, g0)− b‖2GQ×Gn0 (7.48)
avec
Yε (A, g0) =
([
A(Di
q ,jqym)(tq, τ q)
]
q=1:Q
, g0 +Aym0
)
= A
([
(Di
q ,jqym)(tq, τ q)
]
q=1:Q
, ym0
)
+ f0 (0, 1) ,
et b = −
([
(Di
q ,jqzm)(tq, τ q)
]
q=1:Q
, zm0
)
.
(7.49)
Concre`tement, l’ope´rateur Yε s’exprime au moyen d’une matrice. Dans le cas des mode`les de
Volterra par exemple, on a, avec y := ∂nt ψX ∈ C0(Ω;∆γ) :
(Ay) (t) = 〈µ, y(t)〉 , (7.50)
que l’on approche par :
Ay =
∑
l
µl [y(t)] (ξl). (7.51)
Ainsi, l’ope´rateur Yε conside´re´ s’exprime :
Yε (µ, f0) =
[
Ψ1 0
Ψ2 1
] [
µ
g0
]
(7.52)
avec µ = (µl)l et Ψ1q,l (respectivement Ψ
2
j,l) une approximation de ∂
n
t ψXiqm (t
q, ξl) − ∂nt ψXjqm (τ
q, ξl)
(respectivement de ∂nt ψXkm(t
k∗, ξl)) obtenue par inte´gration nume´rique de l’e´quation d’e´tat de la
re´alisation diffusive de H(∂t) (voir sche´ma nume´rique du paragraphe 2.2.4).
La solution de (7.48) est obtenue par pseudo-inversion de Yε :
(µ∗, g∗0) = Y
†
ε b = (Y
∗
ε Yε)
−1Y ∗ε b. (7.53)
Remarque 147 Comme d’habitude, lorsque le proble`me est mal conditionne´, on remplacera le
pseudo-inverse Y †ε par :
(Y ∗ε Yε + ηI)
−1Y ∗ε , (7.54)
ou` η > 0 est un petit parame`tre de reconditionnement.
Identification de g
Une fois l’ope´rateur line´aire A identifie´, il est possible d’estimer la fonction g a` partir de son
”pseudo-graphe” :
Gg =
⋃
j={1:J}, k={1:K}
{
(
xj,km ,−A∗yj,km − zj,km
)
}. (7.55)
Pour cela, on conside`re une base topologique {gp}p=1:+∞ d’un espace de Hilbert auquel g appar-
tient ; on a alors :
g =
∑
p
ap gp, ap ∈ R. (7.56)
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En pratique, on conside`re une approximation de g obtenue par troncature a` un ordre fini5 P de
(7.56) :
g '
P∑
p=1
ap gp, (7.57)
et on conside`re le proble`me :
min
a∈RP
∥∥∥∥∥∑
p
ap gp(xm) +A∗ym + zm
∥∥∥∥∥
2
, (7.58)
dont la solution est donne´e par :
a∗ = G†b (7.59)
avec :
G =
 G
1
...
GJ
 ou` Gjk,p = gp(xj,km ), et b =
 b
1
...
bJ
 ou` bj = (−A∗yj,km − zj,km )
k=1:K
. (7.60)
7.3 Application nume´rique
7.3.1 Validation sur un exemple acade´mique
On conside`re le mode`le :
∂
1/2
t X = −sat(X) + v, (7.61)
ou` :
sat(X) =

−Xb si X 6 −Xb
X si −Xb < X < Xb
Xb si x > Xb,
avec Xb = 310−4. (7.62)
Les donne´es {vj,km , Xj,km }k=0:K utilise´es pour l’identification sont obtenues par simulation nume´-
rique de (7.61), l’ope´rateur H(∂t)−1 = ∂
− 1
2
t e´tant re´alise´ au moyen de la meˆme re´alisation diffusive
que celle utilise´e au paragraphe 6.3.
On conside`re la discre´tisation temporelle {tk}k=0:K de´finie par :
t0 = 0 et tk = tk−1 +∆tk, k = 1 : K avec K = 6× 105 et ∆tk = 10−5. (7.63)
Les entre´es {vj,k}k=0:K conside´re´es sont obtenues par filtrage de bruits blancs centre´s d’e´cart-
type σ = 1 ; elle sont suppose´es connues (pas de bruit de mesure) :
vj,km = v
k. (7.64)
On note {Xj,k}k=0:K la sortie discre`te associe´e a` l’entre´e {vj,k}k=0:K . Les J = 4 trajectoires discre`tes
de sortie mesure´es sont obtenues a` partir des {Xj,k}k=0:K par addition de bruits blancs centre´s
nume´riques {εj,k}k=0:K , j = 1 : J d’e´cart type σε :
Xj,km = X
j,k + εj,k. (7.65)
Dans un premier temps, on suppose les bruits de mesure εj,k nuls. On identifie H(∂t) = ∂
1
2
t en
utilisant un contour γ de la forme (6.20) avec α = 70180pi et en conside´rant 100 points de discre´tisation
en ξ re´partis ge´ome´triquement entre ξ1 = 100 et ξL = 105. Les re´sultats obtenus sont donne´s en
5La valeur de P doit eˆtre choisie de manie`re a` assurer le meilleur compromis entre les erreurs ge´ne´re´es par la
troncature et celles ge´ne´re´es par la pre´sence de bruit de mesure, ou meˆme par un de´faut structurel du mode`le. En
pratique, ce choix se fait de manie`re empirique.
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Fig. 7.2 – Identification de H(∂t) = ∂
1
2
t et f = −sat sans bruit de mesure. (a), (b) et (c) :
gain et phase de la re´ponse impulsionnelle de l’ope´rateur identifie´ compare´ a` l’ope´rateur the´orique
H(∂t) = ∂
1
2
t - (d) : γ-symbole identifie´ µ
∗ - (e) : pseudo-graphe de f - (f) : fonction identifie´e f∗
figure 7.2 (a), (b), (c) et (d). On constate que l’identification de H(∂t) est bonne dans la bande
fre´quentielle [100; 104]. Les quantite´s E et Esup de´finies au paragraphe 5.3.1 par (5.67) et (5.68) ont
pour valeur :
E = 4.2038× 10−8 et Esup = 1.1349. (7.66)
L’identification de la fonction f = −sat se fait au moyen de 10 fonctions ”chapeau” d’interpola-
tion. Un des J pseudo-graphes de f de´duit de µ∗ est donne´ en figure 7.2 (e) ; la fonction identifie´e f∗
obtenue est donne´e en figure 7.2 (e). De meˆme que dans le paragraphe 6.3, on constate que l’estime´
f∗(x) est d’autant moins bon que x s’e´loigne de 0. On note e´galement que l’erreur d’identification
de f de´coule essentiellement de celle de H(∂t), l’erreur d’interpolation du pseudo-graphe e´tant ici
ne´gligeable. Les quantite´s Ef et Efsup de´finies au paragraphe 5.3.1 par (6.25) ont pour valeur :
Ef = 0.4257 et Efsup = 1257.9. (7.67)
On suppose a` pre´sent les mesures yj,km bruite´es avec σε = 10−4, et on garde les meˆmes parame`tres
d’identification pour H(∂t) et F . On obtient les re´sultats de la figure 7.3. On note que l’estimation
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Fig. 7.3 – Identification de H(∂t) = ∂
1
2
t et f = −sat avec bruit de mesure (σε = 10−4). (a), (b)
et (c) : gain et phase de la re´ponse impulsionnelle de l’ope´rateur identifie´ compare´ a` l’ope´rateur
the´orique H(∂t) = ∂
1
2
t - (d) : γ-symbole identifie´ µ
∗ - (e) : pseudo-graphe de f - (f) : fonction
identifie´e f∗.
de H(∂t) reste de bonne qualite´ sur la bande fre´quentielle [100; 103] le´ge`rement moins large que
pre´ce´demment. Le pseudo-graphe de F est quant a` lui plus disperse´ a` cause du bruit de mesure ;
l’identification de F reste similaire au cas sans bruit. On a :
E = 8.6492× 10−8, Esup = 0.8858, EF = 0.2122 et EFsup = 113.8723. (7.68)
7.3.2 Application a` un cas physique re´aliste
Dans ce paragraphe, on illustre la me´thode d’identification introduite pre´ce´demment sur un
proble`me physique re´aliste, les donne´es e´tant obtenues par simulation d’un phe´nome`ne dynamique
complexe e´tudie´ dans [2], [3] et [31].
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Le mode`le conside´re´
Dans [31], Joulin propose un mode`le de Volterra pour de´crire, sous certaines conditions ther-
modynamiques adapte´es, l’e´volution d’une flamme sphe´rique initie´e par une source dans un milieu
re´actif. Sous certaines hypothe`ses physiques raisonnables, un tel phe´nome`ne peut eˆtre de´crit par un
syste`me de 2 e´quations diffe´rentielles portant sur la tempe´rature et la densite´ de masse du milieu.
En conside´rant la zone re´active comme une mince couche situe´e dans une sphe`re de rayon x(t),
Joulin a e´tabli que lorsque la flamme se de´veloppe dans un espace libre, x est solution de l’e´quation
non line´aire d’Abel-Volterra suivante6 (N.B. u(t) de´signe la puissance de la source au temps t) :
x(t)
∫ t
0
x˙(s) ds√
pi(t− s) = 2x(t) lnx(t) + 2u(t) ∀t > 0, (7.69)
avec les conditions additionnelles : x(0+) = 0, u > 0, x > 0 (dont l’interpre´tation physique est
e´vidente). Il a e´te´ de´montre´ dans [3] que le proble`me d’e´volution (7.69) est bien pose´, c’est a` dire
que la solution x existe, est unique, et de´pend continuˆment de u. En notant H(∂t) l’ope´rateur
convolutif7 x 7→ 12
∫ t
0
x˙(s) ds√
pi(t−s) et f(u,X)+ v := lnx+
u
x , (7.69) peut eˆtre formellement re´e´crite sous
la forme (7.35).
En conditions re´elles, l’e´volution de x de´pend e´galement de perturbations varie´es (dues par
exemple a` la perte de syme´tries spatiales) ; le mode`le, c’est a` dire a` la fois l’ope´rateur convolutif
H(∂t) et la fonction f , est alors plus ou moins e´loigne´ de (7.69). Dans ce cas, et si la pre´cision du
mode`le est requise, un processus d’identification peut eˆtre justifie´.
On conside`re le proble`me d’identification de H(∂t) et de f a` partir de donne´es (bruite´es) (u, x)
obtenues par simulation de (7.69).
Sur le comportement dynamique du rayon de la flamme
Il a e´te´ montre´ dans [2] qu’il existe un seuil de puissance de la source u, au-dela` duquel la flamme
se de´veloppe alors qu’elle s’e´teint en dec¸a`. En ce sens, le phe´nome`ne d’e´volution est essentiellement
instable avec deux comportements qualitativement diffe´rents. Du fait de la nature he´re´ditaire du
proble`me, il est difficile de connaˆıtre la valeur de ce seuil qui doit eˆtre e´value´ sur la base de
simulations nume´riques. En figure 7.4 on peut voir les deux comportements de la flamme : celle-ci
s’e´teind en figure 7.4a ou se de´veloppe en figure 7.4b, la fonction source e´tant donne´e, comme dans
[3], par :
u(t) = E t0.3(1− t)1[0,1](t). (7.70)
A ce comportement dynamique sensible s’ajoute le fait que l’entre´e u est dynamiquement pauvre
et que f est singulie`re, ce qui engendre des proble`mes d’identification mal conditionne´s. En conse´-
quence, ce mode`le peut eˆtre vu comme un test significatif pour la me´thode d’identification propose´e.
Formulation du proble`me d’identification
L’ope´rateur H(∂t) = 12∂
1
2
t est γ-diffusif de degre´ 1 ; en notant µ le γ-symbole de H(∂t) ◦ ∂−1t , le
mode`le (7.69) s’e´crit :
〈µ, γ ψx + x〉 = lnx+
u
x
, (7.71)
ce qui est de la forme (7.1), avec :
g := ln, y := γ ψx + x, z :=
u
x , Ay = 〈µ, y〉
E = G = R, E0 = R+∗, F = ∆γ .
(7.72)
6Ici sans dimension par simplicite´.
7Notons que dans le cas ide´al, H(∂t) =
1
2
∂
1
2
t .
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Fig. 7.4 – Source u (- - -) et rayon de la flamme x (—)
Re´sultats nume´riques et commentaires
Le proble`me consiste a` identifier le γ-symbole µ de l’ope´rateur H(∂t) ◦ ∂−1t a` partir de don-
ne´es nume´riques expe´rimentales. Ces donne´es sont compose´es de J = 9 jeux (uj,k, xj,km )k=0:K
(voir figure 7.5), avec K = 6105 et uj,k = uj(tk), les 9 sources uj e´tant de la forme (7.70) avec
E = 1.5, 1.6, 1.7, 1.73, 1.74, 1.75, 2.0, 3.0 et 5.0. Le pas de temps ∆t a e´te´ pris constant et e´gal a`
10−5 et le temps final est T = K∆t = 6. Les mesures sont telles que :
xj,km = x
j(tk) + εj,k, (7.73)
avec {εj,k}k un bruit blanc centre´ nume´rique d’e´cart-type σε = 10−1, et (uj , xj) solution de (7.69).
Les valeurs xj(tk) sont obtenues par simulation nume´rique de (7.69) (voir paragraphe 4.1.1), l’ope´-
rateur ∂
− 1
2
t e´tant re´alise´ au moyen de la meˆme re´alisation diffusive que celle utilise´e au paragraphe
6.3.
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Fig. 7.5 – Trajectoires xj simule´es.
Le contour γ choisi pour l’identification est de type secteur : γ(ξ) = |ξ| ei sign(ξ)(pi2+α) avec
α = 70180pi. On utilise 130 points de discre´tisaton ξl ge´ome´triquement espace´s pour couvrir 7 de´cades
fre´quentielles de 10−2 a` 105.
En figure 7.6 (d), on peut voir le symbole diffusif identifie´ µ∗ associe´ a` H∗(∂t) ◦∂−1t . La re´ponse
fre´quentielle associe´e H∗(iω) est donne´e en figure 7.6 (a), (b), (c). Dans la bande fre´quentielle
[10−1; 102], la re´ponse fre´quentielle est correctement identifie´e.
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Un des pseudo-graphes de g :
Gjg =
⋃
k{
(
xj,km ,−A∗yj,km − zj,km
)
} (7.74)
est visible en figure 7.6 (e). L’identification de la fonction g a e´te´ obtenue au moyen d’une me´thode
standard de moindres carre´s mise en oeuvre sur l’ensemble disponible du pseudo-graphe donne´ par
(7.55) ; les re´sultats sont montre´s en figure 7.6 (f). Malgre´ la faible richesse fre´quentielle des donne´es,
l’identification de g reste tre`s bonne, meˆme pour les valeurs de x grandes, contrairement au cas de
l’exemple 7.3.1. Ceci s’explique par le fait que les valeurs les plus grandes de x sont atteintes en des
temps longs (voir figure 7.5) et que l’ope´rateur H(∂t) a e´te´ tre`s bien identifie´ aux basses fre´quences.
De ce fait, le pseudo-graphe de g de´duit de µ∗ est tre`s proche du graphe exact, ce qui a permis une
identification de g d’aussi bonne qualite´. On note e´galement que la fonction g a e´te´ bien identifie´e
autour de 0 malgre´ la singularite´ du logarithme ; bien que g ne soit pas Lipschitzienne autour de 0,
la proprie´te´ (5) du the´ore`me 142 reste satisfaite autour de ce point.
On obtient ici :
E = 3.1414× 10−6, Esup = 1.0115, Eg = 0.0376, Egsup = 619.6384. (7.75)
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Fig. 7.6 – Identification de H(∂t) = ∂
1
2
t et g = ln avec bruit de mesure (σε = 10
−1). (a), (b) et (c) :
gain et phase de la re´ponse impulsionnelle de l’ope´rateur identifie´ compare´ a` l’ope´rateur the´orique
H(∂t) = ∂
1
2
t - (d) : γ-symbole identifie´ µ
∗ - (e) : pseudo-graphe de g - (f) : fonction identifie´e g∗.

Conclusion
De porte´e ge´ne´rale et dote´e d’un cadre mathe´matique bien de´fini, la repre´sentation diffusive
offre des perspectives d’application inte´ressantes, notamment en mode´lisation, simulation, identifi-
cation, estimation, controˆle, etc., comme l’illustrent les divers proble`mes aborde´s dans cette the`se.
Dans certains cas, comme en identification de mode`les, l’inversion ope´ratorielle est une ope´ration
alge´brique naturelle, qui permet d’exprimer certaines solutions de fac¸on simple et directe. Le cadre
the´orique et les principaux re´sultats topologiques de cette ope´ration dans l’alge`bre e´tendue des γ-
symboles, e´tudie´s en premie`re partie du me´moire, permettent ainsi d’aborder concre`tement certains
proble`mes dynamiques ou` l’inversion ope´ratorielle s’ave`re utile. Diverses questions sont encore ou-
vertes, par exemple sur l’efficacite´ des inversions nume´riques de γ-symboles, notamment en termes
de rapidite´ de convergence et de couˆt nume´rique.
Plusieurs me´thodes ont e´te´ propose´es ou parfois meˆme seulement e´voque´es dans la seconde par-
tie de ce me´moire, laissant en suspens de nombreuses questions qui devront faire l’objet d’e´tudes
approfondies. La` encore, l’e´tude de convergence des me´thodes d’identification propose´es et la sensi-
bilite´ aux incertitudes sur la structure du mode`le sont des questions importantes, en vue d’e´tablir
les conditions d’applicabilite´ des me´thodes a` des donne´es re´elles. Du point de vue nume´rique, il
serait en particulier inte´ressant d’e´tudier l’influence de chacun des parame`tres intervenant dans les
re´alisations nume´riques, et de tester diverses me´thodes et variantes en vue d’ame´liorer la re´solution
du proble`me de moindres carre´s (4.48), parfois nume´riquement mal conditionne´ lorsque les mode`les
sont singuliers, au sens ou` les donne´es mesure´es renferment peu d’information sur certains para-
me`tres a` identifier, ce qui arrive fre´quemment en pratique. Sont a` e´tudier e´galement les possibilite´s
d’extension et/ou d’adaptation des me´thodes d’identification au cas ou` f n’est plus une fonction
mais un ope´rateur, de type hyste´re´sis par exemple.
Un autre aspect pouvant eˆtre approfondi dans un futur proche est la possibilite´ de tirer parti
de la diffe´rence de nature entre l’ope´rateur H(∂t), qui est dynamique line´aire, et la fonction f , qui
est, au ”contraire”, non line´aire mais statique, en vue de la re´solution de proble`mes dynamiques
sur les syste`mes de Volterra. De cette re´flexion est ne´e l’ide´e de base de la me´thode pre´sente´e au
chapitre 7, qui permet de de´coupler l’identification du γ-symbole de H(∂t) de celle de f .
Finalement, tout proble`me dont la solution fait intervenir a` un moment ou un autre un ope´ra-
teur dynamique susceptible de formulation diffusive, bien d’autres applications que celles e´voque´es
dans ce me´moire peuvent eˆtre envisage´es. En particulier, les proble`mes relatifs a` des mode`les de
grande dimension sont naturellement adapte´s au cadre diffusif. En effet, l’unification apporte´e par
la repre´sentation diffusive permet d’une part d’inclure dans un meˆme cadre alge´brico-topologique
les ope´rateurs rationnels et une vaste classe d’ope´rateurs non rationnels. Sous approximation, on
dispose alors d’une alge`bre d’ope´rateurs concre`tement re´alisables bien adapte´e au cas non rationnel
comme au cas rationnel. D’autre part, comme il a e´te´ montre´ au paragraphe 4.2, il est possible
de poser en termes de γ-symbole le proble`me de re´duction de mode`le, via l’identification (a` partir
de donne´es simule´es) d’un ope´rateur H(∂t) synthe´tisant l’ensemble des composantes dynamiques
line´aires d’un syste`me dynamique, lesquelles peuvent parfois eˆtre en nombre tre`s important, notam-
ment lorsque le syste`me pre´sente des comportements directement lie´s a` des phe´nome`nes re´partis
sous-jacents.
Les perspectives d’application les plus inte´ressantes se trouvent donc tout naturellement dans
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les proble`mes relatifs aux syste`mes de grande dimension pre´sentant des proprie´te´s de dissipation,
d’origine thermique ou autre. On peut mentionner a` titre d’exemples envisage´s dans un avenir
proche :
• les phe´nome`nes d’hyste´re´sis et/ou de saturation avec me´moire e´vanescente dans certains
composants du ge´nie e´lectriques par exemple [7], ou` les discontinuite´s de la tension d’alimentations
a` de´coupage provoquent d’importants courants de Foucault de nature re´partie a` l’inte´rieur des
carcasses me´talliques, induisant a` leurs tours des phe´nome`nes dynamiques complexes ;
• certains syste`mes dynamiques de la biologie dont la mode´lisation ne´cessite la prise en
compte d’un grand nombre d’e´quations de bilans biochimiques, avec des parame`tres la plupart du
temps mal connus ou variables [23, 63]. La possibilite´, offerte par la formulation diffusive et la
maˆıtrise de l’inversion γ-symbolique, de se´parer les parties line´aires dynamiques et non line´aires
statiques, pourrait alors conduire a` une me´thodologie praticable en vue de l’identification, de la
re´duction de mode`les ou du controˆle.
Troisie`me partie
Annexes
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Annexe A
Notions sur les Ope´rateurs
A.1 Ope´rateurs line´aires inte´graux
De´finition 148 Un ope´rateur line´aire inte´gral H est un ope´rateur qui admet une formulation de
la forme :
(Hu)(t) =
∫
R
h(t, s)u(s)ds, (A.1)
la fonction h e´tant appele´e noyau de l’ope´rateur H.
De´finition 149 Un ope´rateur line´aire inte´gral H est dit convolutif ou de convolution si son noyau
h est de la forme :
h(t, s) = h(t− s). (A.2)
On a alors :
(Hu)(t) =
∫
R
h(t− s)u(s)ds =
∫
R
h(s)u(t− s)ds = (h ∗ u)(t). (A.3)
La fonction h(s) = h(t, t− s) est appele´e re´ponse impulsionnelle de l’ope´rateur de convolution
H ; c’est la fonction obtenue par application de l’ope´rateur a` une masse de Dirac :
h(t) = (Hδ)(t) = (h ∗ δ) (t). (A.4)
Par extension, la re´ponse impulsionnelle d’un ope´rateur inte´gral ge´ne´ral (i.e. non force´ment
convolutif) est la fonction h de´finie par :
h(t, s) = h(t, t− s) (A.5)
On a donc la formulation e´quivalente :
(Hu)(t) =
∫
R
h(t, t− s)u(s)ds = (h(t, .) ∗ u)(t). (A.6)
L’appellation ”re´ponse impulsionnelle” pour le fonction h(t, s) = h(t, t − s) est donc abusive
puisque l’on a :
(Hδ)(t) =
∫
R
h(t, t− s)δ(s)ds = h(t, t). (A.7)
En fait, a` t fixe´, la fonction h(t, .) : s 7→ h(t, s) est la re´ponse impulsionnelle de l’ope´rateur de
convolution Ht de´fini par :
(Htu)(s) =
∫
R
h(t, s− τ)u(τ)dτ = (h(t, .) ∗ u)(s). (A.8)
On a donc :
Hu = (Htu)|t=s . (A.9)
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De´finition 150 Le symbole (ou symbole-Laplace) H d’un ope´rateur line´aire inte´gral H est la trans-
forme´e de Laplace par rapport a` la variable s de la re´ponse impulsionnelle h(t, s) :
H(t, p) = (Lh(t, .))(p) (A.10)
On a :
(Hu)(t) = (h(t, .) ∗ u)(t) = (L−1 [H(t, .)Lu]) (t), (A.11)
et l’on note :
(Hu)(t) = (H(t, ∂t)u) (t) ou simplement Hu = H(t, ∂t)u. (A.12)
Par ailleurs, le the´ore`me des noyaux de Schwartz [58] permet de donner un sens aux ope´rateurs
inte´graux a` noyau de type distribution. En ce sens ge´ne´ral, les ope´rateurs de de´rivation ou plus
ge´ne´ralement les ope´rateurs dont le symbole H(t, p) n’est pas de´croissant a` l’infini peuvent encore
s’e´crire sous la forme (A.1).
Exemple 151 I H = Id, de symbole Id(p) = 1 et de re´ponse impulsionnelle δ, s’e´crit :
(Hu) (t) =
∫
δ(t− s)u(s)ds =
∫
δ(s)u(t− s)ds = u(t). (A.13)
I H = ∂t, de symbole H(p) = p et de re´ponse impulsionnelle δ′, s’e´crit :
(Hu) (t) =
∫
δ′(t− s)u(s)ds = −
∫
δ(s)∂su(t− s)ds =
∫
δ(s)u′(t− s)ds = u′(t). (A.14)
I H = a(t)∂t, de symbole H(p) = a(t)p et de re´ponse impulsionnelle δ′, s’e´crit :
(Hu) (t) =
∫
a(t)δ′(t− s)u(s)ds = a(t)u′(t). (A.15)
A.2 Notions ge´ne´rales
Ope´rateurs t-locaux
De´finition 152 Un ope´rateur K sur un espace E de fonctions continues de´finies sur un ouvert
I ⊆ Rt est dit t-local (ou simplement local lorsqu’aucune ambigu¨ıte´ n’est a` craindre) lorsque pour
tout t ∈ I et toutes f, g ∈ E, si f et g co¨ıncident sur un voisinage de t, alors (K(f))(t) = (K(g))(t).
I Les ope´rateurs diffe´rentiels (a` coefficients constants ou non) sont des ope´rateurs locaux.
I Un ope´rateur K qui ve´rifie (K(f))(t) = K(t, f(t)) ∀t ∈ E, est dit statique ; il est e´videmment
local.
I La composition de deux ope´rateurs locaux est un ope´rateur local.
I Un ope´rateur sur un espace de distributions est dit local lorsque sa restriction a` un sous
espace de fonctions continues l’est.
Ope´rateurs causaux (resp. anticausaux)
De´finition 153 Un ope´rateur K agissant sur un espace vectoriel de fonctions (ou de distributions)
de la variable t ∈ R et a` valeurs dans un espace vectoriel est dit causal (resp. anticausal) lorsque :
∀u, v ∈ dom(K), ∀t ∈ R,
supp(u− v) ⊂ [t,+∞[⇒ supp [K(u)−K(v))] ⊂ [t,+∞[
(resp. supp(u− v) ⊂]−∞, t] ⇒ supp [K(u)−K(v))] ⊂]−∞, t]),
ou` supp f de´signe le support de f , i.e le comple´mentaire du plus grand ouvert sur lequel la fonction
(ou distribution) f est identiquement nulle.
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I Les ope´rateurs a` la fois causaux et anticausaux sont les ope´rateurs locaux.
I Un ope´rateur line´aire inte´gralH de re´ponse impulsionnelle h(t, s) est causal (resp. anticausal)
si et seulement si
supph ⊂ {(t, s) ∈ R2; s > 0} (resp. supph ⊂ {(t, s) ∈ R2; s 6 0}). (A.16)
On a alors :
(Hu)(t) =
∫ t
−∞
h(t, s)u(s) =
∫ ∞
0
h(t, s)u(t− s)ds, (A.17)
et, si suppu ⊂ R+,
(Hu)(t) =
∫ t
0
h(t, s)u(t− s)ds =
∫ t
0
h(t, t− s)u(s)ds. (A.18)
Lorsque h(t, .) ∈ L1loc(R), les ope´rateurs line´aires inte´graux peuvent donc eˆtre de´compose´s de
manie`re unique en la somme de deux ope´rateurs respectivement causal et anticausal :
Hu =
∫
R
h(t, t− s)u(s) ds =
∫
R
h(t, t− s)1R+(t− s)u(s) ds+
∫
R
h(t, t− s)1R−(t− s)u(s) ds.
(A.19)
Lorsque h(t, .) est une distribution, cette de´composition n’est plus unique lorsque h(t, .) est
singulie`re en 0 (pre´sence d’une composante a` la fois causale et anticausale).

Annexe B
Expression analytique des coefficients
Kqkrl en inversion γ-symbolique
nume´rique
Dans le paragraphe (3.4.2) plusieurs me´thodes de re´solution du proble`me d’inversion nume´rique
scalaire ont e´te´ pre´sente´es. La me´thode 3 ne´cessite, avant d’eˆtre mise en oeuvre, le calcul pre´liminaire
des termes :
Kqkrl =< δrξl(ξ), < δ
q
ξk
(η), k(ξ, η) >η>ξ, (B.1)
pour (q, r, k, l) ∈ ({1, 2}2×{0..n}2)∪({m}×{1, 2}×{s}×{0..n}). Dans la suite, la fonction note´e k
(resp. f) sera celle de´finie par (3.71) (resp. par (3.72)). On rappelle e´galement que l’indice s ∈ [[0, n]]
est tel que ξs = 0.
Les calculs sont essentiellement base´s sur le fait que δqξk est le γ-symbole de l’ope´rateur (∂t− γ(ξk))
−q
et que par conse´quent, d’apre`s (3.70), on a :
Kqkrl =
∫ ω2
ω1
1
(iω − γ(ξl))r(iω − γ(ξk))q
dω. (B.2)
On peut e´galement utiliser le fait que :
δ2ξk
γ∼ 1
γ′(ξk)
δ′ξk . (B.3)
Apre`s calculs, on montre les re´sultats suivants :
I soit (k, l) ∈ {0..n}2 :
• si q = r = 1 on a:
Kqkrl = k(ξl, ξk) =

−
(
f(ξk) + f(ξl)
)
γ(ξk) + γ(ξl)
si γ(ξk) 6= −γ(ξl)
−1
ω2 + iγ(ξk)
+
1
ω1 + iγ(ξk)
si γ(ξk) = −γ(ξl)
, (B.4)
• si q = r = 2 on a:
– si γ(ξk) 6= −γ(ξl),
Kqkrl = s1(f(ξk) + f(ξl)) + s2
(
1
ω2 + iγ(ξk)
− 1
ω1 + iγ(ξk)
+
1
ω2 − iγ(ξl)
− 1
ω1 − iγ(ξl)
)
(B.5)
ou` :
s1 =
−2
(γ(ξl) + γ(ξk))3
et s2 =
1
(γ(ξl) + γ(ξk))2
, (B.6)
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– et si γ(ξk) = −γ(ξl),
Kqkrl =
1
3
(
1
(ω1 + iγ(ξk))3
− 1
(ω2 + iγ(ξk))3
)
, (B.7)
• si q = 1 et r = 2 on a :
– si γ(ξk) 6= −γ(ξl),
Kqkrl =
1
(γ(ξl) + γ(ξk))2
(f(ξk) + f(ξl))−
1
γ(ξl) + γ(ξk)
(
1
ω2 − iγ(ξl)
− 1
ω1 − iγ(ξl)
)
,
(B.8)
– et si γ(ξk) = −γ(ξl),
Kqkrl =
i
2
(
1
(iω2 − γ(ξk))2
− 1
(iω1 − γ(ξk))2
)
, (B.9)
• si q = 2 et r = 1 on a :
– si γ(ξk) 6= −γ(ξl) :
Kqkrl =
1
(γ(ξl) + γ(ξk))2
(f(ξk) + f(ξl))−
1
γ(ξl) + γ(ξk)
(
1
ω2 + iγ(ξk)
− 1
ω1 + iγ(ξk)
)
,
(B.10)
– et si γ(ξk) = −γ(ξl),
Kqkrl =
i
2
( −1
(iω2 − γ(ξk))2
+
1
(iω1 − γ(ξk))2
)
, (B.11)
I soit l ∈ {0..n}, q = m et k = s :
• si r = 1 on a :
– si γ(0) 6= −γ(ξl) :
Kqkrl = um−1(f(0) + f(ξl)) +
m−2∑
q=0
uq
(
(iω2 − γ(0))q−m+1 − (iω1 − γ(0))q−m+1
i(q −m+ 1)
)
(B.12)
avec
uq =
(−1)1+q
(γ(0) + γ(ξl))1+q
∀q = 0..m− 1, (B.13)
– et si γ(0) = −γ(ξl) :
Kqkrl =
i
m
( −1
(iω2 − γ(0))m +
1
(iω1 − γ(0))m
)
(B.14)
• si r = 2, on a :
– si γ(0) 6= −γ(ξl) :
Kqkrl = vm−1(f(0) + f(ξl)) +
m−2∑
q=0
vq
(
(iω2 − γ(0))q−m+1 − (iω1 − γ(0))q−m+1
i(q −m+ 1)
)
+ v−1
(
1
ω2 − iγ(ξl)
− 1
ω1 − iγ(ξl)
)
,
avec
v−1 =
1
(−γ(ξl)− γ(0))m
et vq =
(q + 1)(−1)q
(γ(0) + γ(ξl))2+q
∀q = 0..m− 1, (B.15)
– et si γ(0) = −γ(ξl) :
Kqkrl =
i
m+ 1
(
1
(iω2 − γ(0))m+1 −
1
(iω1 − γ(0))m+1
)
. (B.16)
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dynamiques de convolution formule´ en termes de symboles diffusifs. Apre`s avoir introduit un cadre
alge´brique adapte´, on e´tablit plusieurs re´sultats garantissant la re´solubilite´ concre`te du proble`me
de l’inversion ope´ratorielle, en fait mal pose´ au sens de Hadamard, mais re´gularisable. La continuite´
de l’ope´ration d’inversion est en particulier obtenue pour un mode de convergence convenablement
affaibli. Diverses me´thodes d’inversion nume´rique sont ensuite propose´es et teste´es sur quelques
exemples. Dans la seconde partie, divers proble`mes dynamiques sont aborde´s de fac¸on originale au
moyen des outils de´veloppe´s dans la premie`re partie. Plus particulie`rement, plusieurs techniques
d’identification de mode`les de Volterra base´es sur la parame´trisation de l’ope´rateur dynamique via
son symbole diffusif, sont propose´es et e´tudie´es sur la base d’exemples nume´riques non triviaux.
Mots-cle´s : repre´sentation diffusive, repre´sentation d’e´tat, ope´rateurs inte´graux, ope´rateurs de
convolution, e´quation de Volterra, proble`mes dynamiques, identification, mode´lisation, approxima-
tions nume´riques
