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Abstract With the rapid development of hardware and embedded systems, wireless
sensor networks (WSNs) are being developed for surveillance applications. While
meriting more in-depth research and development, deploying a practical WSN for
surveillance is challenging due to the limited power and bandwidth of the battery-
operated sensor nodes. In this paper, we ﬁrst propose an energy-efﬁcient image trans-
portation strategy through motion detection. In case of data delivery over long dis-
tance, this paper further investigates the use of cooperative communications to design
a reliable image transmission scheme over WSN, and demonstrates its effectiveness
in improving network reliability in wireless multimedia sensor networks.
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1 Introduction
Wireless Sensor Networks (WSNs) consist of a group of geographically distributed,
low-power sensors, which monitor physical or environmental conditions such as tem-
perature, humility, pressure, sound and vibration [1]. The collected data is then sent
to a central node using wireless transmission. Investigation of WSNs has become
signiﬁcant in recent years because of their applications in everyday life for gathering
information in their deployment setting. While traditional sensor applications have
been widely studied, the use of WSN for video surveillance is more challenging and
merits more in-depth research and development [2–6]. In this paper, we focus partic-
ularly on image transfer over a WSN.
As technology evolves to provide more possibilities in computer and real world in-
teractions, signiﬁcant developments in the WSN ﬁeld have been recently introduced.
In this paper, we consider a simple WSN that only contains three IMote2 nodes [7]
and transmits image data in JPEG format. The IMote2 sensor node from Crossbow
Technology features an Intel PXA271 XScale CPU with its clock frequency up to
416 MHz, and an embedded IEEE 802.15.4 compatible radio chip (TI CC2420) with
on-board antenna. Though IMote2 is capable of performing limited in-node image-
processing, there is a limitation on the size of the data packet being transmitted in
accordance to IEEE 802.15.4 protocol. Thus, it is impossible for an image to be sent
from one node to another without segmenting it into multiple fragments of smaller
size.
As a consequence of the above-mentioned problem, implementing an efﬁcient
method for segmentation and reassembly are key to successfully and reliably trans-
mitting image segments over WSN links. Otherwise, the system may become power-
inefﬁcient and prone to data loss, which are detrimental to the overall system’s per-
formance. Consequently, a data buffer algorithm is used to maintain a collection of all
packets, and a cooperative node is added into the network to provide a backup source
for the data. According to our experimental results, the buffer algorithm guarantees a
successful and complete image transfer. The addition of the cooperative node into the
networksigniﬁcantlyincreasesthereliabilityandtransmissiondistance.Thesedesign
considerations are essential for the efﬁciency of the performance, and for lowering
the cost of a WSN.
The contributions of this paper are summarized as follows:
• We advance a complete system design that can be readily employed to provide
effective surveillance of valuable assets.
• We discuss our practical experiences after implementing a prototype system in
commercially available devices, contrary to simply running computer simulations.
• We introduce a simple but effective protocol to recover image data packets that are
lost or corrupted by diverse problems occurring in the wireless medium.
• We report the performance results of our prototype, which show the efﬁciency of
the wireless surveillance system, and can serve as a useful reference for future
improvements.
The paper is organized as follows. In Sect. 2, we discuss the architecture of the
proposed wireless battery-operated low bit-rate point-to-point video sensor system.Enabling low bit-rate and reliable video surveillance over practical
Fig. 1 Illustration of system architecture
We explain the detailed system operations in Sect. 3. In Sect. 4, a cooperative trans-
mission scheme for reliable image transfer over the proposed video sensor system is
described. Section 5 shows the results of the experiments, and we conclude our paper
in Sect. 6.
2 System architecture
As shown in Fig. 1, the architecture of the video sensor system is comprised of two
main subsystems, i.e., a video surveillance network and an image retrieval system.
2.1 Video surveillance system
The video surveillance system is formed by wireless sensor nodes and low-power,
miniature video cameras attached to them that individually capture and preprocess
images in the deployment area. The sensed images are forwarded to data sink, which
is usually a computer that controls the operation of the sensor nodes and forwards the
snapped images by means of a communications device that ﬁnally relays images to
the image retrieval subsystem. In practice, we use the following devices to construct
the video surveillance system:
• IMote2 sensor node: The IMote2 sensor node from Crossbow Technology fea-
tures an Intel PXA271 XScale CPU with its clock frequency up to 416 MHz, and
an embedded IEEE 802.15.4 compatible radio chip (TI CC2420) with on-board
antenna. This radio chip can be tuned to one of the 11 channels numbered from
11 (@ 2.405 GHz) to 26 (@ 2.480 GHz), each separated by 5 MHz according
to IEEE 802.15.4 speciﬁcations. RF transmission power is programmable from
0d B m( 1m W )t o−25 dBm. Note the power has direct effect on the range of
communications between two radio chips.M. Chen et al.
• Image capturing device: A COMedia Ltd.’s C328R [8, 9] VGA camera module
with JPEG engine is integrated with each IMote2 sensor node, which provides the
image sensor in our platform. Image resolutions supported are 80×60, 160×128,
320 × 240, and 640 × 480 pixels. It can only be interfaced through a serial port,
and no ﬂow control is needed for the serial communications. Compared to a USB-
interfaced camera module, the C328R provides the widely available Universal
asynchronous receiver/transmitter (UART) port, and consumes less power but sup-
ports a lower data rate due to the limitation of the serial port (the highest data rate
is 115,200 bps). Upon receiving commands from the IMote2, it responds either
with an acknowledgment packet, or with image data packets. Turning on and off
the camera is controlled by the commands from IMote2 sensor node as well.
• Data sink: This element is implemented by another IMote2 board as those used for
connecting cameras, but with different network connections and software imple-
mentations. The data sink also works as the gateway, interpreting commands from
Image Retrieval System, coordinating multiple IMote2 sensor nodes with cameras,
and relaying image data from those nodes to the data server.
• External communications device is used for interfacing with the data server in the
Image Retrieval System, and it can be an Ethernet/WLAN Network Interface Card
(NIC) with an OEM board or a USB dongle. In our current implementation, the
image data are dumped from the IMote2 sensor board to a desktop/laptop through
a USB link.
2.2 Image retrieval system
The image retrieval system is a customized data server that stores and processes the
images and other information sent by the gateway subsystem through a public com-
munications network such as: (a) the cellular backhaul, or (b) the Internet. It also
interfaces communications between the client and the video surveillance subsystem
through the same network access systems.
The data server runs a FTP and a Web server. The data server is implemented by a
commercially available laptop conﬁgured to service FTP and HTTP requests. In this
regard, the surveillance system connects to the data server through an FTP connec-
tion to store the latest images. These images are stored in the server’s hard drive for
an unspeciﬁed amount of time. At the same time, the Web server has access to the
same storage space where these images are being stored, and can be readily retrieved
as requested by users. For a real setting, implementation costs for the data server sub-
system depend on the software technology employed. In this regard, the most popular
platforms are the commercial, license-based Microsoft server technologies, and the
open-source Linux OS. Whereas the former technology is widely employed, it also
incurs signiﬁcantly more setup and maintenance overhead costs. On the other hand,
Linux has shown to provide an excellent alternative to Microsoft technology. Linux-
based server platforms are also widely used, and their implementation costs can be
greatly reduced due to their being license-free.
The architecture of the image server subsystem is shown in Fig. 2. The front-end
of the data server and the entire system is a Web-based interface that allows the user
to control the monitoring system from any location where an Internet connection isEnabling low bit-rate and reliable video surveillance over practical
Fig. 2 The architecture of image retrieval system
available. Any command that the user issues through this interface is ﬁrst processed
by a command handler module, whose access is in turn controlled by an HTTP (Web)
server. The command is ﬁnally forwarded to the monitoring subsystem by means of a
separate client software module. At the gateway, device in the monitoring subsystem
processes this request accordingly, and may reply with the corresponding informa-
tion through a UDP server and a FTP server. A separate image processor module is
in charge of modifying and archiving images received directly from the monitoring
system for immediate retrieval by the user if so desired.
3 System operation
There are four modes for an IMote2 sensor node equipped with a camera. We use
“camera mode” here to refer to possible operational states of such a node:
• ON: The camera is turned on.
• OFF: The camera is turned off.
• INIT: The camera will: capture one image, store it as the “background,” and upload
it to the sink. Subsequent captured images will be compared to this background
image for detecting motion.
• LIVE: The camera works in live mode, where the camera will upload images with-
out performing motion detection.
According to the different functionalities of a packet, we categorize the packets
into four categories: mode control, image request, image data, and message. The
description of each packet is shown as follows:
• Mode control:( 1 )Cam(ON): Turn on camera; (2) Cam(OFF): Turn off camera.
• Image request:( 1 )ImgReq(INIT): Request an initial image from the camera;
(2) ImgReq(LIVE): Request the camera to capture an image in LIVE mode.M. Chen et al.
Fig. 3 Flow chart of the operations at camera sensor node
• Image data:( 1 )Image(INIT) denotes the image ﬁrst captured by the camera since
it is turned on; (2) Image(LIVE) denotes the image captured by the camera in LIVE
mode.
• Message: Msg(ImgNoChange): When the camera does not detect motion, a simple
message indicating no image change will be delivered instead of sending the whole
image data.
WhenacameranodeisinLIVEmode,thesystemcomparesthelatestcapturedim-
age with the reference (background) image. This comparison is made by employing
the MSE (Mean Square Error). If the calculated MSE is larger than a preset threshold,
we consider that an image anomaly has been detected, and the sink is immediately
notiﬁed. The camera keeps operating in LIVE mode capturing images, until no anom-
alies with respect to the reference image are further detected. Note that a reference
image is taken every time a camera node is switched on in order to guarantee that it is
an up-to-date. The ﬂow chart of the operations at the camera sensor node is shown in
Fig. 3. The alphabet indexof each procedure in Fig. 3 is identicalto the one illustrated
as follows:
A. When the camera-IMote2 node receives Cam(ON) packet from sink, it turns on
its camera.
B. When the camera-IMote2 node receives Cam(OFF) packet sent by the sink, it
turns off its camera.
C. When the camera-IMote2 node receives ImgReq(INIT), it captures the latest im-
age, and stores it as its reference image. The reference image is used to perform
motion detection later. Then, the image is sent to the sink in packet format of
Image(INIT).Enabling low bit-rate and reliable video surveillance over practical
Fig. 4 Flow chart of the operations at sink node
D. When the camera-IMote2 node receives ImgReq(LIVE) from the sink, it captures
thelatestimage.Thenmotiondetectionisperformedbetweenthereferenceimage
and the latest one. If signiﬁcant portion of the latest image has changed with
respect to the reference image, then the latest camera shot is forwarded to the
sink. Otherwise, a message will be sent to the sink indicating that there is no
image change.
The ﬂow chart of the operations at data sink is shown in Fig. 4. The alphabet index
of each procedure in Fig. 4 is identical to the one illustrated as follows:
A. When the sink receives Cam(ON) from the back-end system, it sends the packet
to camera node, and starts ImgCap(INIT)-Timer.
B. When the sink receives Cam(OFF) from the back-end system, it sends the packet
to camera node.
C. When ImgCap(INIT)-Timer expires, the sink sends ImgReq(INIT) to camera
node, and starts ImgReq(LIVE)-Timer, which means the system will work at
LIVE mode in the following time.
D. WhenImgReq(LIVE)-Timerexpires,thesinksendsImgReq(LIVE)tothecamera
node, and starts a new ImgReq(LIVE)-Timer. This will create a loop to continue
the video surveillance process until receiving a Cam(OFF) command from the
backend system.
E. When the sink receives an Image(INIT) command from the camera node, it up-
loads the image to the back-end system.M. Chen et al.
Fig. 5 A typical example to illustrate the system inter-operation
Fig. 6 Illustration of
cooperative scheme for reliable
image delivery over wireless
sensor networks
F. When the sink receives Image(LIVE) command from the camera node, it uploads
the image to the back-end system.
G. When the sink receives a Msg(ImgNoChange) command from the camera node,
no action is taken: the message is simply ignored.
Figure 5 depicts a typical procedure which contains most of the important inter-
operations among the key components in our system. We use numerical symbols
(e.g., 1, 2, 3) to denote the sequence number of an event, and the order of the event
SeqNum progressively increases with time.
4 Cooperative communications for reliable image delivery over WSNs
4.1 Architecture
A ss h o w ni nF i g .6, the camera sensor node functions as the source node, which cap-
tures a picture of the environment, and then segments the image into a small packet
with an assigned sequence number. It then transmits the image data packet one byEnabling low bit-rate and reliable video surveillance over practical
Fig. 7 Illustration of the functionality of the cooperative node
one. At the same time, the sink node tries to collect all the data packets, before
temporarily storing and reassembling them according to the their segment number
to recreate the original image. This process executes continuously until the back-end
system interrupts the sink node. However, during the packet transmission, it is always
possible that some packets will get corrupted before being received by the gateway
node due to the distance, interference, or data overﬂow. In this situation, the rebuilt
image might result in a distorted image. To provide a more reliable transfer protocol,
we introduce a cooperative node in-between the source and sink nodes. When the
camera sensor node transmits the image packets, both the cooperative node and the
sink node will maintain an image buffer using the on-board memory.
As illustrated in Fig. 7, the cooperative node is placed close to the camera node
to guarantee that no packet is lost due to long distance, and will have a copy of the
complete image with all the data packets intact. On the other hand, the sink node is
placed at a further distance, and due to interference and transceiver range, packet loss
is still possible as mentioned above. To solve this problem, the sink node requests the
missing packet to the cooperative node using the corresponding sequence number.
The cooperative node then forwards the requested packets to the gateway node. This
reduces the probability of reassembling a distorted image. Finally, the camera node
deletes the image immediately after transmitting the missing packet in order to free
up memory.
4.2 Cooperative mechanism
4.2.1 Request message
After sorting the packetsin the image buffer by their sequencenumbers, the sink node
can identify the lost packets. The request message will then be generated by the sink
node to indicatethe list of lost packets. The packetis then sent to the cooperativenode
and the sink node waits for the response. On the reception of the request message,
the cooperative node replies with a series of data packets which are indicated in theM. Chen et al.
checklist of the lost packets. Once all the requested packets were successfully resent,
the sink node is able to rebuild the image. Otherwise, next requested packet is sent.
4.2.2 Operations of the cooperative node
The cooperative node overhears all the packet transmissions. Similarly to the sink
node, the cooperative node also maintains an image buffer to store the incoming data
to satisfy the sink node in case of a packet request. The cooperative node overhears
the image packets and image header packets sent by the camera node, as well as the
request message from the sink node. Upon receiving a packet, the cooperative node
ﬁrst identiﬁes the type of packet and does the corresponding operation.
The image buffer of the cooperative node is initialized as an empty buffer, and the
datawillbestoredinsequentialorderwhenapacketisreceived.Ifthereceivedpacket
is an image header packet, it means that the previous image has been successfully
received and built by the sink node; hence, there is no need to keep the old image
data. Therefore, the image buffer will be ﬂushed and re-initialized as an empty buffer.
The node will continue to ping for the next data packet that is being transmitted in
the network.
If the received packet is a request message sent from the sink node, then the co-
operative node ﬁrst iterates through its own image buffer to check whether it actually
maintains a copy of the corresponding packet. If the requested packet is present in
the buffer, the cooperative node will marshal the data and send it to the sink node.
If the requested packet cannot be found in the image buffer, it indicates that the
cooperative node did not overhear that particular packet and therefore it could not
satisfy the sink node’s request. As a result, the sink node would not be able to build
the complete image due to the missing packets. However, the probability of this situ-
ation is relatively low as the cooperative node is strategically placed within a reliable
transmission distance of the camera sensor node. The ﬂow chart of the operations at
the cooperative node is shown in Fig. 8.
5 Experiment and results
In this section, we will demonstrate the ability to capture images from battery-
operated sensor nodes by means of low data-rate point-to-point communications to
display them on a remote laptop through the image retrieving subsystem. The video
frame-rate yields approximately 0.5 fps for the resolution of 320 × 240 pixels tested
in the live demo. These are JPEG color images that occupy just over 4 KB of data.
To effectively evaluate our implementation, we conducted several tests to collect
the performance-related data. The result of our experiments will be described as fol-
lows.
5.1 Image encoding and transmission test
We tested our image encoding and transmitting protocol by performing basic
send/receive image operations using two IMote2, the objective of performing thisEnabling low bit-rate and reliable video surveillance over practical
Fig. 8 Flow chart of the operations at cooperative node
Fig. 9 Distorted image due to loss/corrupted packet
experiment being to make sure the image would be segmented and rebuilt correctly
on the nodes. We used an on-board image to carry out the test and compared the
pre-stored image on the sender node with the rebuilt image on the receiver node to
evaluate the implementation.
Figure 9 illustrates an unsuccessful image transmission where image on the right
is heavily distorted.
5.2 Real-time image transmission test
In this section, we equipped one of the IMote2 with the C328R camera and triggered
it to capture a real-time image and forward it to the receiver node. The experiment
was carried out the same way as in the previous test, where we compared the originalM. Chen et al.
Fig. 10 The impact of transmission distance on the number of packet loss (without cooperative node)
and the rebuilt images. A successful transmission would have no visual difference
between the original and the rebuilt images. After ensuring that the real-time image
was successfully sent successfully, we moved on to the next phase, which is to add
in the cooperative node. The test plan and experiment result are described in the next
section.
5.3 Reliable distance test
In order to conﬁgure the reliable transmission distance for placement of the watcher
node, ﬁrst we performed the basic image transfer test repeatedly using two IMote2
nodes. We added a counter on the sink node function to keep track of the number of
lost packets during each transmission. Then we increased the distance between the
two nodes and performed the same test again. The packet loss rate is illustrated in
Fig. 10.
As shown in the ﬁgure, starting at a distance 8 meters apart, the image packet be-
gan being dropped. At the distance of 17 meters, all packets were dropped and the
sink node was unable to communicatewith the sender (camera) node for packet trans-
mission. Based on this test result, we found the maximum distance that guarantees
reliable data transmission was 7 meters.
Next, we tested the network transfer with the presence of the cooperative node.
In order to maximize the reliable transfer distance between the sink and the camera
node, we placed the cooperative node 7 meters apart from the camera node. As men-
tioned previously, the cooperative node overhears all the packet transmissions and
keeps a copy of the data packets being transmitted; after receiving a request message
from the sink node, the cooperative node marshals and forwards the requested data
to the sink node. Again, a counter is maintained on the sink node to keep track of
the number of lost packets. However, if the sink node receives a lost packet from the
cooperative node, it then decrements the counter. A count of zero indicates that there
is no packet loss, and that the image was built successfully. Figure 11 indicates that,
with the help of a cooperative node, the image packets were guaranteed to transmit
successfully up to a distance of 10 meters between the sink and camera node.
In order to illustrate the effectiveness of using a cooperative node, Fig. 12 shows a
percentage comparison of lost packets between a WSN with and without a coopera-Enabling low bit-rate and reliable video surveillance over practical
Fig. 11 The impact of transmission distance on the number of packet loss (with cooperative node)
Fig. 12 The impact of transmission distance on the reliability of the video sensor system
tive node. It is clear that the cooperative node helps increasing the maximum reliable
distance for packet transmission of a WSN.
We have also compared the original sent image on the camera node with the one
stored and received on the cooperative node and the sink nodes. Figure 13 indicates
a transmission with four lost packets retrieved from the cooperative node. It shows
that the two images are perfectly the same, meaning that the cooperative node has
responded to the help request and successfully resent data to the sink node.
6 Conclusion
This paper investigated the use of WSN for video monitoring. We ﬁrst propose an
energy-efﬁcient image transportation strategy through motion detection. Then, we
design an efﬁcient image encoding method and implement a reliable transmission
protocol for this small WSN, and also to evaluate its corresponding performance. Our
experiments and test results have shown that our data recovery protocol is successful.
Also, the cooperative node handles the help request correctly. Our implementationM. Chen et al.
Fig. 13 Successful data packet retrieving from the cooperative node
has improved the maximum reliable distance and the overall performance for a small
WSN. However, further development on the starting/ending of image data sequence
is required to prevent unnecessary dependency.
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