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A B S T R A C T
To uilize the shallow geothermal energy, heat pumps are often cou-
pled with borehole heat exchangers (BHE) for heating and cooling
buildings. In cold regions, soil freezing around the BHE is a potential
problem which can seriously influence the underground soil temper-
ature distribution, inlet and outlet fluid temperature of the BHE, and
thus the efficiency of the whole GSHP system. The influence of the
freezing process on the overall system performance is investigated by
comparing different BHE configuration with and without latent heat
effect from the frozen groundwater. The coefficient of performance
(COP) of the heat pump will alter when freezing process in taken into
account and lead to various electricity consumption. Except for the
efficiency aspect, the freezing behavior can also lead to the redistri-
bution of pore pressure and fluid flow, and in some extreme cases
can even result in frost damage to the BHEs. A fully coupled thermo-
hydro-mechanical model is required for advanced system design and
scenario analyses. Based on the framework of the Theory of Porous
Media, a triphasic freezing model is derived and solved with the finite
element method. Ice formation in the porous medium results from
a coupled heat and mass transfer problem with phase transition and
is accompanied by volume expansion. The model is able to capture
various coupled physical phenomena through the freezing process in-
cluding the latent heat effect, groundwater flow with porosity change
and mechanical deformation. With this kind of THM freezing model,
we are also able to solve different kinds of engineering problem, e.g.
geotechnics, construction engineering and material engineering.
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Z U S A M M E N FA S S U N G
Um die Oberflächennahe Geothermie zu benutzen, werden Wärmepumpen
häufig mit Bohrlochwärmetauschern (BHE) zum Heizen und Kühlen
von Gebäuden gekoppelt. In kalten Regionen ist das Bodengefrieren
um die BHE ein potentielles Problem, das die unterirdische Boden-
temperaturverteilung, die Einlass- und Auslassfluidtemperatur des
BHE und damit die Effizienz des gesamten GSHP-Systems gravie-
rend beeinflussen kann. Der Einfluss des Gefrierprozesses auf die
Gesamtsystemleistung wird durch den Vergleich verschiedener BHE-
Konfigurationen mit und ohne Berücksichtigung des latenten Wärmeeffekt
des gefrorenen Grundwasser untersucht. Der Leistungskoeffizient (COP)
der Wärmepumpe ändert sich, wenn das Gefrierprozess berücksichtigt
wird, was zu verschiedenen Stromverbrauch führt. Neben der Lei-
stungsansicht kann das Gefrierverhalten auch zur Umverteilung des
Porendrucks und der Flüssigkeitsströmung führen und in einigen
Extremfällen sogar zu Frostschäden der BHEs führen. Für ein fort-
schrittliches Systemdesign und Scenarionanalysen ist ein vollständig
gekoppeltes thermo-hydro-mechanisches Modell erforderlich. Basie-
rend auf dem Rahmen der Theorie der porösen Medien, Ein drei-
phasiges Gefriermodell wird abgeleitet und mit der Finite-Elemente-
Methode gelöst. Die Eisbildung im porösen Medium ergibt sich aus
einem gekoppelten Wärme- und Stoffaustauschproblem mit Phasenübergang
und wird von einer Volumenexpansion begleitet. Das Modell ist in
der Lage, verschiedene gekoppelte physikalische Phänomene durch
den Gefrierprozess einschließlich des latenten Wärmeeffekts, Grund-
wasserströmung mit Porositätsänderung und mechanischer Verfor-
mung zu erfassen. Mit dieser Art von THM Gefriermodell sind wir
auch in der Lage, verschiedene Arten von technischen Probleme z.B.
Geotechnik, Bauwesen und Materialtechnik, zu lösen.
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I N T R O D U C T I O N
In recent years, ground source heat pump systems (GSHP) are in-
creasingly employed as a new technology for heating and cooling of
buildings. In the heating mode, the general principle of a GSHP sys-
tem is to extract heat from the shallow subsurface by circulating heat
carrying fluid through single or multiple borehole heat exchangers
(BHE), which are typically operating at a relatively temperature. The
energy carried by the circulating fluid is then lifted by heat pump
to level suitable for domestic applications. As the temperature in
the shallow subsurface remains constant, GSHP are very efficient in
comparison to other technologies. The substitution of coal and gas
burning boilers by GSHP system will not only reduce fuel costs, but
also lead to substantially lower emission of CO2 and air pollutants.
Therefore, GSHP systems have become a very attractive technology
for domestic heating and hot water supply. The heat transfer pro-
cesses related to the operation of BHE-coupled GSHP systems are
rather complex and influenced by a large number of factors, includ-
ing the local subsurface properties, groundwater flow, thermal regime
of both the soil and the ground surface, system design and loading
scenarios.
In cold regions, the undisturbed soil temperature itself is already
low (sometimes less than 10 ◦C). Typically, the circulating fluid inside
the BHE is a mixture of water and anti-freezer. It allows its temper-
ature to fall below zero and cause the freezing of groundwater sur-
rounding the BHE. This will strongly affect the soil temperature distri-
bution, and the heat pump efficiency as well. When freezing happens
around the BHE, complex effects will occur. On one hand, the latent
heat produced by the phase change can provide large amounts of ex-
tra energy for heating up the buildings. On the other hand, however,
the freezing process will expand the soil which may damage the pipe
and even the foundation of the buildings. To simulate freezing and
thawing processes around the BHEs, a coupled model including both
the BHE and the freezing feature is required. In other words, the
numerical model has to capture the phase change between water and
ice, and must also explicitly account for the associated latent heat.
In order to quantitatively analyze these coupled multi-physical phe-
nomena on an engineering scale, a reliable macroscopic, fully coupled
thermo-hydro-mechanical model is required which captures the rel-
1
1.1 scope of this thesis
evant phenomena. The macroscopic Theory of Porous Media (TPM)
[20] has been selected here as an ideal framework for this task. A
fully coupled thermo-mechanically consistent THM freezing model
for liquid-saturated porous materials is derived based on the Theory
of Porous Media by exploiting the entropy inequality. In contrast to
some of the previous models, Truesdell’s metaphysical principles [48]
are strictly adhered to for the mixture balance relations. The descrip-
tion of the mechanical behaviour of the ice and solid phase accounts
for their different natural configurations.
1.1 scope of this thesis
Multiphysical problems including thermo-hydro-mechanical process
is becoming more and more crucial and complex. Numerical models
has been proved to be a powerful tool for the simulation and predic-
tion. In order to find out the influence of freezing process on the
GSHP system, a fully coupled borehole heat exchanger model and
thermo-hydro-mechanical freezing model is necessary.
The numerical BHE model, based on the so-called dual-continuum
approach was implemented in OpenGeoSys (OGS), an open-source Fi-
nite Element-code for the simulation of coupled thermo-hydro-mechanical-
chemical (THMC) processes. In this work, the original implementa-
tion of the BHE model is enhanced with a coupled heat pump model,
to allow for realistic and accurate simulations of BHE-coupled GSHP
systems. With this extension, the heat pump’s dynamic electricity
consumption can be quantified, which allows for financial analyses
and the estimation of equivalent CO2 emissions.
The finite element thermo-hydro-mechanical model with freezing
process is implemented in OpenGeoSys (OGS) for this study. The
different physical processes are fully coupled monolithicly and the
nonlinearity is solved with newton-raphson iteration. The numer-
ical models are built and verified step by step including thermo-
hydro (TH) process, hydro-mechanical (HM) process, thermo-hydro-
mechanical (THM) process, pure freezing (F) process and finally thermo-
hydro-mechanical process (THMF). The mathematical model is ther-
momechanically consistent and derived based on the thermodynamic
rules. The numerical model is able to capture the migration of pore
fluid from the unfrozen zone to the freezing area, the latent heat effect
and the volume deformation during phase transition. This model can
also be utilized to study the global warming, artificial ground freez-
ing and gas hydrates problem.
With the two above numerical models, we are able to investigate
the influence of freezing process around borehole heat exchangers in
different physical aspects under various conditions and thus to better
understand the physical process and design the geothermal system.
More precisely, the efficiency and economical analyze of utilizing la-
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tent heat from groundwater freezing for the GSHP system is done
and the appropriate design strategy for borehole heat exchangers to
optimize the cost is determined in consideration of various interests
and electricity price globally. The deformation induced by freezing
in the BHE grout and surrounding soils is studied and it has been
proved that freezing induced damage is a real problem. Thus, in cold
regions, the operation time of the heat pump and the quality of grout
need to be chosen elaborately.
1.2 outline of this thesis
This thesis consists of three segments. In Part i the concept and back-
ground of BHE-coupled GSHP systems and thermo-hydro-mechanical
freezing process are introduced. A summary of the state of art is pro-
vided, together with the mathematical model of GSHP system and
thermo-hydro-mechanical process. The numerical model employed
in this work is presented and verified step by step in Part ii. Finally
in Part iii, the GSHP model and thermo-hydro-mechanical freezing
model are combined and the impact of freezing phenomenon on bore-
hole heat exchanger and the GSHP system is studied. The numerical
models and results are presented as three peer-reviewed published
research papers, as well as one paper in preparation. In the last part
iv, all the work in the thesis is summarized and the consequences are
concluded. At the same time, an outlook to further scientific ques-
tions and solutions is provided.
3
Part I
B A C K G R O U N D , M AT H E M AT I C A L
F O R M U L AT I O N
2
B A C K G R O U N D
In this chapter, first the concept of geothermal energy and its uti-
lization including the technical background and regulations of BHEs
and GSHP systems are explained, then a synopsis of multiphysical
process together with freezing feature is described. Finally the state
of art is done considering the above geothermal background and also
the influence of freezing process to the GSHP system.
2.1 geothermal energy
Renewable energy is the energy that is collected from renewable re-
sources and is always replenished on a human timescale. In recent
years, the utilization of renewable energies is steadily increasing in
contrast with the shortage of fossil fuels. The importance of geother-
mal energy is supposed to increase continuously due to its high effi-
ciency and environmental friendly.
The supply of the geothermal energy is normally categorized into
two parts, the earth’s core and solar energy. For the inside reason,
The slow decay of radioactive particles happens day and night in
the earth’s core the temperature and keeps the temperature around
5000
◦C in the core. This high temperature in the earth’s core will
constantly generate heat flows from the inside to the surface. Total
heat loss from the earth will be 44.2 TW (4.42×1013 watts). It is rather
small (0.03 percent) compared to the amount absorbed from Solar
energy but can be much more concentrated in areas when convection
is taken into account. In addition to the internal heat flows, the top
layer of the surface is heated by solar energy. For the solar energy, the
earth receives 174 petawatts (PW) of incoming solar radiation at the
upper atmosphere. Approximately thirty percent is reflected back to
space and the rest can be absorbed by clouds, oceans and land masses.
The very shallow geothermal energy within the first 10 to 20 meters
below the earth’s surface is mainly influenced by solar energy input
compared with the earth’s core.
For the application of geothermal energy, it is normally specified
into shallow and deep geothermics (see Figure. 1). The deep geother-
mal energy is normally more than 500 meters deep and has two types
of open systems. One is hydro-thermal system, the heat comes up
by drilling a geothermal reservoir. For geothermal production, two
5
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Figure 1: Schematic illustration of the difference between shal-
low geothermal energy and deep geothermal energy
(from http://www.geothermalenergy.com/heat-collection-
methods.html).
drilling are made, a production well and injection well. Hot water
is extracted from the production well and used for industry. Then
cooled water is pumped back into the soil via the injection well to
maintain the soil pressure. The depth of shallow geothermal energy
is normally less than 400 m. It can be used for heat and cold re-
covery and storage, especially for heating and cooling for buildings.
The other one is petrothermal system, in this system cold water is
pumped into some artificial fractures and is heated by the rock and
then the warm water is pumped up to extract heat.
In this work we are mainly focus on the shallow geothermal sys-
tems, it includes open- and closed-loop systems. The open-loop sys-
tems is similar with the set of deep geothermal energy, groundwater
is pumped from the aquifer and re-injected after the heat has been
extracted by the heat pump. But for closed-loop systems, a heat car-
rier fluid (mostly water with anti-freezer) is circulated through heat
exchanger pipes. Due to restrictions of the area, the individual pipes
are laid in a relatively dense pattern, connected with each other either
in series or in parallel.
2.2 borehole heat exchangers
For the shallow geothermal system, Ground source heat pump sys-
tem is becoming more and more popular. It usually consists of two
6
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Figure 2: Schematic illustration of 1U type boerhole heat exchanger
and its installation (from Zheng et al. [54]).
parts, heat pump and borehole heat exchanger. BHEs are mostly in-
stalled in vertical cylindrically boreholes with a depth of 50 to 200 m,
although inclined boreholes are sometimes also installed. The actual
heat exchanger is categorized into single (1U), double (2U) U-shaped
pipes and an coaxial pipe-in-pipe arrangement. Coaxial BHEs can be
separated into CXC and CXA types. For the CXC case, the inlet tube
is in the center of the outlet pipe. For the CXA case, the configuration
of inlet and outlet tube is switched. In the BHE system, grouting ma-
terial plays a significant role in the heat transfer between the ground
the heat carrier fluid in the tubes. To guarantee proper sealing ca-
pacity of the grouting materials, the grout mush also fulfill suitable
hydraulic and mechanical properties.
BHEs can be installed in almost all kinds of geologic media un-
less the thermal conductivity is extremely low like dry gravel. The
systems operate by conduction. The energy supply for the heat ex-
changers comes from various sources: the vertical heat flux, the im-
port of heat flux horizontally by conduction, advective transport with
groundwater flow and the compensating heat exchange between the
ground surface and the atmosphere.
When the GSHP system is using for domestic heating, the heat car-
rier fluid is circulated through the pipes. The pumping rate is usually
chosen such that a turbulent flow is established to ensure the better
heat transfer compared with laminar flow. The relative cold fluid is
transported through the tubes. Because of the temperature difference
between the fluid, grout and surrounding soil, a heat flux is gener-
ated. The fluid adsorbs heat from the underground and is heated up,
as illustrated for a 1U BHE in Fig. 2. The fluid is then pumped from
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the outlet pipe to the heat pump, where energy is collected. After this,
the fluid is cooled down again and re-enters the BHE at the inlet pipe.
For cooling and heat storage applications, the process is inversed. In
other words, a warm fluid is circulated through the BHE and releases
energy to the subsurface.
The BHEs are installed in backfilled boreholes of about 10 cm di-
ameter. Drilling depths depend on design requirements, drillability
and drilling costs. The pipes are normally made by polyethylene (PE)
with a relative low thermal conductivity of 0.4 Wm−1K−1. Typical di-
ameters for U-shaped pipes are 20 to 40 mm with a wall thickness of
2.9 mm. Before backfilling, a pressure test is necessary to guarantee
the pipe tightness. The backfill material should secure good ther-
mal contact between the heat exchanger and the surrounding ground.
Bentonite cement with some quartz has especially favorable proper-
ties. Its low permeability prevents circuiting between groundwater
levels which is a concern of water protection authorities.
The design of the BHE system aims at finding the appropriate size
of each components by taking into account of a number of influenc-
ing factor. The size mush first consider the demand of the object
to be supplied (size, usage) as well as the local site conditions (cli-
mate, soil properties). To evaluate the demand, several ingredients
like the energy need and peak heat load are consisted. The BHE
construction charateristics including diameter, tube type, circulating
fluid and backfill must also be fixed before. The user side character-
istics (heat pump type, capacity, performance coefficient) need to be
fixed. The local conditions have great importance: ground tempera-
tures (determined by the site and climatic zone), ground properties
like the presence or absence of overburden, bedrock and groundwa-
ter.
Larger objects which contain several BHEs require a more sophis-
ticated sizing approach. Specific computer software is necessary for
this purpose. Numerical or analytical solution are needed to calculate
the BHE fluid exit temperature over many years of BHE operation,
for predefined monthly heating and cooling loads and providing the
borehole depth and spacing ratio. The most important design param-
eters of BHEs are the subsurface thermal conductivity, heat pump or
BHE load and the annual hours of operation. In Germany, the dimen-
sioning is regulated by the VDI 4640 guideline [46], [47]. However,
the BHE design is closely connected to the entire building services,
which can be quite complex including different heat and cold sources
and users, buffer tanks, control systems, heat pump operation modes,
etc. For example, the number of annual hours of operation strongly
depends on whether the BHE system is supposed to be the exclusive
heat supply or if it is combined with other heat sources like solar
heat, conventional gas heating etc. Thus, a correctly designed BHE
field doesn’t guarantee the proper operation of the system, as the in-
8
2.3 ground source heat pumps and cop corrected boundary
tegration of different HVAC components and their control is a crucial
factor.
2.3 ground source heat pumps and cop corrected bound-
ary
Heat pumps rely on a power and heat process. With the aid of me-
chanical work, thermal energy is extracted from a low temperature
reservoir (here the BHE circuit), respectively the heat source, and
lifted to a higher temperature level suitable for the desired utiliza-
tion (here space heat and hot water supply), respectively the heat
sink. By this, thermal energy is moved in the opposite direction of
spontaneous heat flow. The reverse process is applied in cooling units
like air-conditioners and refrigerators, absorbing thermal energy on
a high temperature level which is partially converted in mechanical
work and releasing the remaining energy energy as waste heat on a
low temperature level.
The most common type of heat pumps is based on a vapor-compression
refrigerant cycle (cf. Fig. 3). Here, the refrigerant is circulated in a
closed loop. First the refrigerant passes through a small turbine or
through an expansion valve. In these devices, work is done by the
refrigerant so its internal energy is lowered to a point where the tem-
perature of the refrigerant is lower than that of the air in the refrigera-
tor. A heat exchanger is used to transfer energy from the inside of the
refrigerator to the cold refrigerant. This lowers the internal energy of
the inside and raises the internal energy of the refrigerant. Then a
pump or compressor is used to do work on the refrigerant, adding
additional energy to it and thus further raising its internal energy.
Electrical energy is used to drive the pump or compressor. The inter-
nal energy of the refrigerant is raised to a point where its temperature
is hotter than the temperature of the surroundings. The refrigerant
is then passed through a heat exchanger (often coils at the back of
the refrigerator) so that energy is transferred from the refrigerant to
the surroundings. As a result, the internal energy of the refrigerant
is reduced and the internal energy of the surroundings is increased.
It is at this point where the internal energy of the contents of the re-
frigerator and the energy used to drive the compressor or pump are
transferred to the surroundings. The refrigerant then continues on to
the turbine or expansion valve, repeating the cycle.
Conventionally, the efficiency of the heat pump is measured by the
coefficient of performance (COP) [14]
COP =
Q̇
W
(1)
where Q̇ is the amount of power supplied to or removed from the
reservoir thermal power supplied to the building, and W is the power
9
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Figure 3: Schematic working principle of a heat pump. The
refrigerant temperature level is color coded, with in-
creasing temperature from light blue to dark red. (from
http://www.heatpumpcn.com/English/Product/6291475027.html)
consumed by the heat pump in terms of electricity. The COP of the
heat pump is determined by the temperature of the BHE outlet fluid,
and the temperature required at the heating end [26] (see Eq. (2)).
Although there are other factors influencing the heat pump COP, it
is accepted that the heat pump COP is linearly dependent on the
BHE outlet temperature. The same simplification can be found in e.g.
Kahraman and Celebi [27], Casasso and Sethi [14] and Sanner et al
[43]. Assuming a temperature of 35 ◦C: is required for floor heating,
the COP of a typical heat pump can be approximated by the following
relationship.
COP = a + bTout (2)
The parameters a and b are dependent on the temperature required
by the heating end (see Fig. 4). Here, a has been set to 4.0 and b to
0.1 K−1 (following Casasso and Sethi [14], considering a 35 ◦C floor
heating scenario).
many researchers consider the thermal load of the BHE Q̇BHE to
be the same as the building heat demand Q̇Building (see e.g. [45], [14]
and [22]). However in reality, these two values are not the same [33].
To shift the heat from the ground to the building, the heat pump
needs about 20% to 30% of the energy in the form of electricity. This
10
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Figure 4: Dependency of COP on different output temperature and
Tout (from Zheng et al. [54]).
amount of heat must be subtracted from the thermal load. Assuming
a known COP value, the following equations can be obtained,
Q̇BHE = Q̇Building
COP− 1
COP
(3)
HPC =
∫ Q̇Building(t)
COP(t)
dt (4)
where HPC stands for the heat pump’s electricity consumption in
kWh. Also, it is noticed that the COP is a function of BHE outlet
temperature (see Eq. (2)). The COP tends to drop over time. When
COP is high, the building demand is mostly supplied by the BHE.
When it drops along with the outlet temperature, the proportion of
BHE decreases, and the electricity consumption will be elevated to fill
the gap. This means, when the heat pump is operating at a low COP,
more load is shifted to the electricity side to satisfy the same building
heat demand. For a heat pump operated with a BHE, the evolution of
outlet temperature is strongly coupled to the COP [33]. The building
heat demand can be estimated based on the local climate, while the
thermal load of BHE is often unaccountable while the thermal load
of BHE is determined by both the building heat demand and the per-
formance characteristics of the heat pump. Therefore in our model,
a new boundary condition has been implemented into OpenGeoSys
that allows the direct specification of the building heat demand. In
each time step, the BHE thermal load is calculated based on Eq. (3).
Using this value, the inlet temperature is updated based on the BHE
outlet temperature from the last time step, and then the Tin value is
imposed as a Dirichlet boundary condition. Once the outlet temper-
ature is computed, the COP and BHE thermal load will be updated
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accordingly. This process will be iterated for several times, until the
outlet temperature does not change any more. Once the convergence
was reached, the electricity consumption HPC can be calculated by
Eq. (4).
The application of this COP corrected boundary condition makes
the numerical simulation more realistic. More importantly, it has a
big impact on the outlet temperature and the BHE efficiency. When
it is applied, the outlet temperature drops slower, because when the
temperature is lowered, the COP decreases as well. A large part of the
building heat demand is supplied by electricity, not the BHE anymore.
If the model is not equipped with such a self-adjusting mechanism,
the outlet temperature will drop further. The maximum temperature
difference is about 9 ◦Cand the corresponding efficiency COP differ-
ence is 0.9 which leads to a difference in electric consumption rate
of 800 W. Hence in the following sections, COP corrected boundary
condition will be applied throughout all simulations and economic
analysis.
2.4 freezing process around borehole heat exchanger
Freezing of porous materials is used in a wide range such as geotech-
nical engineering, food industry, environmental engineering and geother-
mal energy. Porous solids with various sizes can behave intriguing
and partially implausible. During the freezing process, relatively
complex fully coupled thermo-hdydro-mechanical processes are gen-
erally involved. On the thermal aspect, large amount of heat will
generate (334000 J/kg) in contrast with the specific heat capacity of
water (4200 J/kg). This will dramatically influence the temperature
distribution and significantly retard the temperature drop. On the hy-
draulic aspect, freezing process will transfer water into ice and block
the pores in the porous media. The blockage of the pores will severely
reduce the porosity and thus decrease the permeability with the or-
der of two to three. For the mechanical aspect, freezing process is
accompanied with volume expansion and lead to frost damage. In
cold regions, the undisturbed soil temperature is already quite low
(7-8 ◦C) [52]. The inside fluid in the borehole heat exchanger is with
anti-freezer and thus will not freeze below the freezing point. When
people keep extract from underground, the temperature of groundwa-
ter in the surrounding soil will drop significantly and thus freezing
phenomenon will happen (Fig. 5).
2.5 state of the art
Since our topic in this work is to answer the scientific question of the
impact of freezing process on GSHP system. In this section, a concise
overview of the relevant work in the context of BHE-coupled GSHP
12
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Figure 5: Freezing phenomenon in GSHP system [4]
systems and thermo-hydro-mechanical process with freezing feature
is presented. The literature related to the BHE induced freezing pro-
cess is also summarized and discussed.
In order to clearly answer the scientific question, first a fully cou-
pled thermo-hydro-mechanical model with freezing process is nec-
essary. For the thermo-hydro-mechanical freezing model, A funda-
mental mathematical model based on mixture theory and thermo-
dynamical principles was established for saturated porous media by
Mikkola et al. [35]. Coussy et al. [15] proposed another macroscopic
ternary model incorporating liquid, ice and solid which was con-
structed based on the theory of poromechanics. Multon et al. [38]
summarized the mechanical behavior of different numerical models
and performed a series of analyses on the development and impact of
crystals. As an extension of the above models, Zhou & Meschke [55]
developed a ternary model in view of a detailed physical description
of ice crystallization. In recent years, the Theory of Porous Media
was applied to freezing phenomena by Bluhm and co-workers [9, 10]
who presented a ternary model derived from thermodynamical con-
siderations, employing the entropy inequality to identify the various
dissipation mechanisms. Later, Lai et al. [31] proposed a theoreti-
cal model of thermo-hydro-mechanical interactions during freezing
and validated it with the help of experiments. Different to the above
models, Koniorczyk et al. [30] introduced a linear damage model in
conjunction with freezing processes. Recently, Na et al. [39] com-
pared a THM freezing model based on finite strain theory to models
using infinitesimal strain assumptions.
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Except for the thermo-hydro-mechanical freezing model, different
kinds of BHE model are also crucial for the prediction of temperature
change. A common approach to analyse the subsurface temperature
field in response to BHE operation is to employ analytical solutions.
Stauffer et al. [24] provide a comprehensive collection various ana-
lytical models. Originally, the most important one is the infinite line
source (ILS) model, from which other models are derived. For exam-
ple, to account for vertical effects, the finite line source (FLS) model is
employed. To consider advection through groundwater flow, both of
the aforementioned solutions can be enhanced to moving ILS (MILS)
and moving FLS (MFLS) models (cf. Molina-Giraldo et al. [36]). In
models simulating both the subsurface and BHE fluid temperatures,
line-source or other models for the response of the subsurface are
employed as so-called g-functions together with the thermal borehole
resistance, which is usually also based on models. All analytical mod-
els are derived based on the simplifying assumptions, such that they
are not capable of simulating complex systems including all relevant
factors of influence.
Differ from the analytical solutions, in practice, the length of BHE
is designed based on the thermal conductivity and diffusivity of the
soil, which can be measured by a thermal response test. Roth et al.
[42] made the first in-situ thermal response test by installing BHE in
Latin America. Wang et al. [49] proposed a novel constant heating-
temperature method for the test, and also improved TRT equipment
and presented a mathematical model to interpret the measured data.
In order to improve the performance of GSHPS, both analytical and
numerical modelling techniques have been applied to simulate the
dynamic temperature evolution inside and around the BHE. Classi-
cally, Carslaw and Jaeger’s line source model [13] with Kelvin’s the-
ory of heat sources is widely used to identify conductivity value in
the thermal response test. Duhamel’s theorem efficiently helps de-
velop solutions with transient boundary condition [40]. Beier et al.
employed the numerical Laplace transformation technique and de-
veloped a semi-analytical solution for single U-tube type BHE [5].
His model is capable of predicting the transient temperature profile
within and around the BHE, which is installed in homogeneous soil
and operated under a constant heat extraction rate. Later on, he also
extended this solution to coaxial types of BHEs [6]. Being aware of
the limitation of the analytical approach, Lee and Lam [32] developed
a numerical model for BHE with finite difference method, which can
predict the dynamic temperature profile. Boockmeyer and Bauer [11]
have managed to simulate the thermal response of the entire BHE,
with the U-tube, grout material and the surrounding soil matrix all
explicitly represented in the finite element mesh. These models are
very accurate, but require significant computational resources. Fol-
lowing a different approach, Al-Khoury et al. [2, 1] presented a model
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where the BHE is represented by a second 1D domain, which is cou-
pled to the heat transport processes in the soil. Diersch et al. [18]
followed the same idea and implemented the algorithm into the com-
mercial software FEFLOW [17]. Such dual continuum models are still
flexible enough to accept varying boundary conditions and heteroge-
neous soil properties, yet they are much more efficient in terms of
computational time.
After the introduction of the thermo-hydro-mechanical freezing
model and BHE model, next step we need to couple the two mod-
els together to analyze the impact. When freezing happens around
the BHE, complex effects will occur. On one hand, the latent heat
produced by the phase change can provide large amounts of extra
energy for heating up the buildings. On the other hand, however,
the freezing process will expand the soil which may damage the pipe
and even the foundation of the buildings. To simulate freezing and
thawing processes around the BHEs, a coupled model including both
the BHE and the freezing feature is required. Very few studies has
explored the impact. Wang et al. [50] experimentally investigated
the pipe deformation during freezing at the interface between grout
and soil. Eslami and Bernier [23] set up an experiment to examine
the thermal consequences of freezing in the vicinity of BHEs and
compared the result with a 1D numerical model. They found that
soil freezing plays an important role in cold districts and delays the
soil temperature drop. Yang et al. [51] proposed a one dimensional
mathematical model with phase change to simulate the heat transfer
in soil around BHEs. They showed the feasibility of a seasonal cool
storage system using shallow soil in severely cold regions. Further-
more, Yang et al. [52] developed a two-dimensional model of heat
transfer incorporating phase change around the BHE. They demon-
strated that increasing water content can delay the soil temperature
drop and the soil freezing characteristics are affected mostly by the
thermal diffusivity of soil. Since they used a 1D Dirchlet boundary
condition to represent the BHE, the transient outlet temperature and
extraction power cannot be simulated by their model. Anbergen et al.
[3] developed a freezing feature plug-in for the commercial software
FEFLOW, and successfully validated the feature against experimental
results. His work was focused on the temperature field of the grout
and soil, and did not investigate the overall system efficiency which
we will explain in the following sections.
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In this chapter, a fully coupled thermo-hydro-mechanical model with
freezing feature is derived based on the framework of Porous Media
Theory (TPM). Entropy inequality is used to find out the constitu-
tive relations. The mathematical model of borehole heat exchanger
coupled with surrounding groundwater flow and heat transport is
also provided. The BHE model include the process of heat transfer
from the inlet and outlet temperature to the grout and finally to the
surrounding soil. A heat pump model is also embedded into BHE
system (see Fig. 6).
Figure 6: Schematic sketch of the Ground source heat pump system.
The blue part is considered into the model and the grey part
is the usage of the energy which is not included. Freezing
process may happen in the soil part around the borehole
heat exchanger
3.1 bhe model
First of all, the mathematical framework of heat transfer and ground-
water flow is provided along with the corresponding governing equa-
tions, as these are the processes involved in the operation of BHE-
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coupled GSHP systems. For simplicity, the following assumptions
are made:
• Constant material properties. In general, density, viscosity, heat
capacity and thermal conductivity are temperature-dependent.
However, for the temperature ranges relevant for the processes
considered in this work, it is safe to assume constant, temperature-
independent properties.
• Isotropic thermal and hydraulic conductivity.
• Fully saturated porous media.
• Heat dispersion is neglected.
However, the actual OGS implementation is capable of dealing with
variable material properties, anisotropic conductivities and heat dis-
persion in partially saturated media.
In this chapter, the underlying concept of the BHE model and its
governing equations are provided. Next, the finite element discretiza-
tion of the BHE equations is demonstrated. The heat pump model
developed in this work is presented in the last section of this chapter.
The entire numerical model was implemented in OpenGeoSys (OGS),
a finite element simulator for coupled thermo-hydraulic-mechanical-
chemical (THMC) processes in porous media (cf. Kolditz et al. [29]).
3.1.1 Dual-continuum approach
The BHE model used in this work is based on the dual-continuum
approach (DCA), which was originally proposed by Al-Khoury et
al. [2]. Here, the BHE structure with multiple primary variables is
simplified into 1D line elements embedded in a 3D mesh (cf. Fig. 7).
The line elements sit on the edges of the 3D elements, such that they
share the same nodes.
3.1.2 Finite element treatment of the BHE model
BHE equations The processes inside the borehole are regarded as a
local problem, which is related to the global (freezing soil-related)
problem via thermal transfer relationships. The borehole is regarded
as a closed pipe system, in which there is a refrigerant fluid circulat-
17
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Figure 7: Schematic sketch as exploded view of a mesh for the dual-
continuum approach. The subsurface mesh is constructed
of 3D elements (here the cubes), while the BHE is lumped
onto line elements (bold grey lines). Line elements are sit-
ting on the edges of 3D elements, sharing the same nodes.
ing with a given velocity u. The heat transport equations for the four
components are written as follows:
∂Ti1
∂t
(ρRcpR) +∇ · (ρRcpRuiTi1)−∇ · (ΛR∇Ti1) = Hi1 in Ωi1
with
qnTi1 = −Φ1Ufig (Tg1 − Ti1) on Γi1
(5)
∂To1
∂t
(ρRcpR) +∇ · (ρRcpRuoTo1)−∇ · (ΛR∇To1) = Ho1 in Ωo1
with
qnTo1 = −Φ1Ufog(Tg1 − To1) on Γo1
(6)
∂Tg1
∂t
(φgρgRcg)−∇ · (φg˘g∇Tg1) = Hg1 on Ωg1
with
qnTg1 = −Φ1UgS (TS − Tg1)−Φ1Ufig (Ti1 − Tg1)−Φ1Ugg (Tg2 − Tg1) on Γg1
(7)
∂Tg2
∂t
(φgρgRcg)−∇ · (φg˘g∇Tg2) = Hg2 on Ωg2
with
qnTg2 = −Φ1UgS (TS − Tg2)−Φ1Ufig (Ti1 − Tg2)−Φ1Ugg (Tg1 − Tg2) on Γg2.
(8)
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With the thermal diffusivity tensor,
ΛR = (λR + ρRcRαL‖u‖)I (9)
where the subscript R represents the refrigerant fluid inside the tube.
i1 denotes as the pipe in, o1 denotes as the pipe out, grout materials,
which is divided into two zones g1 and g2. T denotes the tempera-
tures, u denotes the velocity, rho denotes the density, c denotes the
heat capacity. The details regarding the calculation of heat transfer
coefficient Φ can be found in [17].
Thermal resistances
For the 1U type BHE, the following thermal resistances can be de-
rived.
R1Ufig = R
1U
advk + R
1U
conak
+ R1Uconb (k = i1) (10)
R1Ufog = R
1U
advk + R
1U
conak
+ R1Uconb (k = o1) (11)
• Thermal resistance due to the advective flow of circulating fluid
in the pipes
R1Uadvk =
1
Nuk λrπ
(k = i1, o1) (12)
where Nuk is the Nusselt numbers can be found in [18] in which
the refrigerant fluid velocity for 1D pipe and volumetric flow
rate Qr is ∣∣uk
∣∣1U = Qr
2π(rik)
2
(k = i1, o1) (13)
• Thermal resistance due to the pipes wall material and grout
transition
R1Uconak =
ln(r0k/r
i
k)
2πλpk
(14)
R1Uconb = x
1UR1Ug (15)
with
x1U =
ln
(√
D2+2d2o
2do
)
ln
(
D√
2do
) (16)
and
R1Ug =
arcosh
(
2x2−d2o
d2o
)
2πλg
(17)
Where x corresponds to distances between the pipes.
• Thermal resistance due to inter grout exchange
R1Ugg =
2R1UgS (R
1U
ar − 2x1UR1Ug )
2R1UgS − R1Uar + 2x1UR1Ug
(18)
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Heat transfer coefficients
The heat transfer coefficients Φfig, Φfog, Φgg, Φgs, for the BHE con-
figurations are directly involved with the thermal resistance R and
their specific exchange surfaces S.
Φ1Ufig =
1
R1Ufig
1
Si
(19)
Φ1Ufog =
1
R1Ufog
1
So
(20)
Φ1Ugg =
1
R1Ugg
1
Sg1
(21)
Φ1Ugs =
1
R1UgS
1
SgS
(22)
3.2 numerical model
For simulating the heat transfer between BHEs and the surrounding
soil, the governing equations for the tube and grout zone (1D) are
assembled into a global matrix system (3D) together with the heat
transport equation of the soil. The Finite Difference Method was
implemented for the time discretization and the Galerkin Finite El-
ement Method for the spatial discretization. The implementation was
realised in OpenGeoSys [28]. The global matrix system is written as
(
PS 0
0 Pß
)
·
(
ṪS
Ṫß
)
+
(
LS − Rß RSß
RßS Lß
)
·
(
TS
Tß
)
=
(
WS
Wπ
)
. (23)
With the Euler time discretization applied on the above equation, the
fully linearized global matrix system reads
(
AS RSß
RßS Aß
)
·
(
TS
Tß
)
n+1
=
(
BS
Bß
)
n+1,n
(24)
where n and n+1 represents the previous and current time step. If a
corrector recurrence scheme is applied, then the left hand side matrix
and right hand side can be written as
AS =
1
4tn
PS + θ(LS − Rß)
BS =
(
1
4tn
PS − (1− θ)(LS − Rß)
)
· TSn + WSn+1θ + WSn(1− θ)
Aß =
1
4tn
Pß + θLß
Bß =
(
1
4tn
Pß − (1− θ)(Lßn)
)
· Tßn + WSn+1θ + WSn(1− θ)
(25)
20
3.3 thermo-hydro-mechanical freezing process
In which P and L stand for the mass and laplace matrices. After the
A matrices and B vectors have been assembled, the linear solver cal-
culates the temperature values Tn+1 for the next time step, based on
previous time step value Tn (θ is set to 1.0 in this study). Notice that
the heat exchange coefficients Rßs and Rsß will be multiplied with the
temperature values and generate the heat exchange flux between the
soil and the BHE continuum. Since the flux is linearly dependent on
the temperature difference, it needs to be updated when the temper-
ature values are changed. Therefore, a Picard iteration scheme has
been implemented to obtain the converged temperature values.
In the numerical model, Diersch et al. [19] pointed out that the
amount of heat exchanged between BHE and surrounding soil is in-
fluenced by the mesh density in the vicinity of the BHE. Therefore, it
is necessary to discretize the 3D soil domain with the optimal node
distance 4. Its value can be calculated based on the borehole radius
rb as suggested by Diersch et al. [19]
4 = arb, a =



4.81 for n = 4
6.13 for n = 6
6.66 for n = 8
(26)
where n denotes the number of surrounding nodes around the ver-
tical borehole line. For example in the sandbox benchmark (section
4.5.1), we have 8 nodes connected with the BHE node (n = 8), with a
borehole radius of 0.063 m the required nodal distance 4 is set to be
0.42 m.
3.3 thermo-hydro-mechanical freezing process
3.3.1 General definitions
3.3.1.1 Kinematics
Consider a medium composed of different phases or constituents α,
each represented by a substitute continuum defined on the entire con-
trol space. The motion of a constituent α is described by its motion
function χα that maps the position Xα of a material point (particle)
in the reference configuration to its spatial location x in the current
configuration:
x = χα(Xα, t) (27)
Each phase can then be assigned a deformation gradient as well as
its inverse
Fα = Gradα x and F−1α = grad Xα (28)
and the material time derivative following the motion of a phase α
defines the phase velocities
vα = x′α =
∂χα(Xα, t)
∂t
(29)
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Based on these fundamental kinematic definitions, the entire spec-
trum of continuum mechanical kinematic quantities becomes avail-
able, e.g. the material and spatial velocity gradients:
(Fα)
′
α = Gradα x
′
α and lα = grad x
′
α = (Fα)
′
α F
−1
α (30)
Following the above relations, the right Cauchy-Green deformation
tensor and Green-Lagrangean strain tensor read:
Cα = FTα Fα and Eα =
1
2
(Cα − I) (31)
When small-strain conditions are assumed, the finite deformation
approach can be reduced to a geometrically linear one via lin Eα =
εα and the distinction between reference configuration and current
configuration is no longer necessary in the spatial operators. For
further definitions, see standard texts on continuum mechanics [48].
Based on Truesdell’s metaphysical principles [48], the motion of
the mixture is governed by the same equations as the motion of a
single body. Hence, summation of the balance equations of the indi-
vidual phases listed in the subsequent section must yield the balance
equations known from continuum mechanics of single phase materi-
als. This condition imposes restrictions on the production terms.
Balance of mass
($α)
′
α + $α div vα = $̂α with ∑
α
$̂α = 0 (32)
Balance of momentum
div σα + $αbα + ŝα − $̂αvα︸ ︷︷ ︸
=p̂α
= $αaα with ∑
α
ŝα = 0 (33)
Balance of energy
$α(uα)′α − σα : lα − $αrα + div qα = ûα − $̂α(uα −
1
2
vα · vα)− vα · p̂α
︸ ︷︷ ︸
= ε̂α
with
∑
α
ûα = 0
(34)
Entropy inequality
0 ≤
κ
∑
α=1
1
Tα
{
− $α[(ψα)′α + (Tα)′αηα]− $̂α
(
ψα −
1
2
vα · vα
)
+ (35)
σα : lα − p̂α · vα −
1
Tα
qα · grad Tα + ûα
}
(36)
(37)
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3.4 balance equations and constitutive relations
3.4.1 Specific assumptions
To maintain a certain level of generality in the conceptual modelling
section, a finite strain setting will be maintained throughout the deriva-
tion of the model. A first implementation of the governing equations
will then rest on the assumption of linear kinematics.
Before specifying the balance equations, some basic assumptions
of the model shall be clarified.
1. A three-phase mixture consisting of solid (S), ice (I) and the
aqueous pore fluid (L) is considered: α = {S, I, L}.
2. For all phases we assume incompressibility in the sense $αR =
$αR(T).
3. Deformation and flow occur in a quasi-static fashion such that
inertial effects can be neglected in the final governing equations:
aα = 0.
4. The local temperatures of all constituents are equal (local ther-
mal equilibrium): Tα = T.
5. Mass transfer is limited to the water and ice phases, i.e. $̂S = 0,
$̂L = −$̂I.
6. The constituents solid and ice are kinematically constrained
once the ice is formed at time tF, i.e. vS = vI. At that stage,
the solid may have undergone a motion already, i.e. the refer-
ence coordinates of an ice particle are given by X̂I = χS(XS, tF).
The current placement of corresponding solid and ice parti-
cles is then given by the motion function of ice and solid via
x = χS(XS, t) = χI(X̂I, t) = χI (χS(XS, tF), t).
Assumption 6 will be captured by a multiplicative decomposition
of the deformation gradient of the solid into a part before freezing
(S0) and a part after freezing (I) following [9]
FS = F̂IFS0 (38)
It will be assumed that stresses in the ice are only determined by
that part of the motion accrued after freezing has occurred, i.e. by
F̂I, while the stress response of the solid is characterised by FS itself.
Under the small-strain assumption, the decomposition of the motion
simplifies to:
εS = εI + εS0 (39)
Based on the general mass balance in the form
φα($αR)
′
α + (φα)
′
α$αR + $αRφα div vα = $̂α (40)
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as well Assumptions 5 and 6, the derivatives of the individual vol-
ume fractions are obtained from the above mass balances in the fol-
lowing form
(φS)
′
S = −φSdivvS − φS
($SR)
′
S
$SR
(41)
(φI)
′
S =
$̂I
$IR
− φIdivvS − φI
($IR)
′
S
$IR
(42)
(φL)
′
S = −
$̂I
$LR
− φLdivvL − φL
($LR)
′
L
$LR
− gradφL ·wLS (43)
Based on Assumption 2, the time derivative of the material density
can be expressed via the temperature rate and the volumetric thermal
expansion coefficient βTα
($αR)
′
α =
∂$αR
∂T
T′α = −$αRβTαT′α with βTα = −
1
$αR
∂$αR
∂T
(44)
3.4.2 Saturation condition
The saturation condition for this ternary mixture can be written in
absolute and in rate form (following the trajectory of the solid) as
∑
α
φα = 1 and ∑
α
(φα)
′
S = 0 (45)
Substitution of Eqs. (41)–(43) yields the model-specific form of the
mixture volume balance:
0 = div [vS + φLwLS]+ $̂I
(
$−1LR − $−1IR
)
+
φS($SR)
′
S
$SR
+
φI($IR)
′
S
$IR
+
φL($LR)
′
L
$LR
(46)
3.4.3 Decomposition of the solid deformation
Figure 8: Decomposition of the solid deformation gradient (repro-
duce after [25]).
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According to Assumption 2, the solid phase is considered to be
mechanically incompressible but undergo thermally induced volume
changes. The entire deformation gradient can be decomposed multi-
plicatively into a mechanical (m) and a thermal part θ (see Fig. 8 and
compare [25]).
FS = FSmFSθ and JS = JSmJSθ (47)
Since JS = detJS and $0SS = $SdetFS, in which $
0S
S is the partial
density of the solid phase in the reference configuration, the partial
density of solid phase in the current configuration can be written as:
$S = $
0S
S J
−1
Sθ J
−1
Sm (48)
Since FSθ represents a measure for isotropic thermal deformations,
$θS = $
0S
S J
−1
Sθ is introduced as a short-hand parameter. This parame-
ter can be understood as the partial density in the purely thermally
loaded configuration Bθ (see Fig. 8). The densities of the respective
configurations in Figure 8 can be expressed with
$0SS = φ
0S
S $
0S
SR in B0 (49)
$θS = φ
θ
S$
θ
SR in Bθ (50)
$S = φS$SR in B (51)
Where $SR, $θSR and $
0S
SR are the real densities in B, Bθ and B0, re-
spectively, whereas φS, φθS and φ
0S
S represent the corresponding solid
volume fractions. It is assumed that the mechanical part of the solid
deformation gradient FSm (cf. Figure 8) does not causes any change in
the real density. Thus, for materially incompressible phases $SR = $θSR.
If we further assume that thermal loading results in purely homoge-
neous expansions, it can be shown by means of a simple illustration
that during the transformations from B0 into Bθ , bulk volume changes
only occur due to variations in the real density and not due changes
of volume fractions. Taken together, these considerations motivate
the split
φS = φ
0S
S J
−1
Sm and $SR = $
0S
SR J
−1
Sθ (52)
and hence
$S =
(
$S0SRJ
−1
Sθ
) (
φS0S J
−1
Sm
)
(53)
Furthermore, at this point an a priori constitutive relation for isotropic
thermal expansion is introduced following
JSθ = exp (3αTS∆TS) (54)
Therein, αTS stands for the linear thermal expansion coefficient
of the solid phase, and ∆TS = T − T0SS , with T0SS being the initial
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solid temperature in the reference configuration. The combination
of Eqs. (52) and (54) yields the material density of the thermoelastic
solid constituent as
$SR = $
0S
SR exp (−3αTS∆TS) (55)
Assuming the thermal expansion of the ice phase and liquid phase
also follow the above relation, we get
$αR = $
0α
αR exp (−3αTα∆Tα) (56)
One can now show that the volumetric expansion coefficient de-
fined in Eq. (44) is related to the linear thermal expansion coefficient
by βTα = 3αTα. If small thermal strains are assumed, the above rela-
tion can be linearized:
$linαR = $
0α
αR(1− 3αTα∆Tα) (57)
Proceeding from Eqs. (47) and (54), one finds an explicit relation
for the solid volume fraction as a function of temperature and the
total deformation gradient
φS = φ
0S
S J
−1
S exp (3αTS∆TS) (58)
3.4.4 Evaluation of the entropy inequality
The entropy inequality will be exploited following the Coleman-Noll
procedure. Invoking the assumption of local thermal equilibrium,
the production-term constraint in the energy balance, and adding the
saturation condition as a constraint to the entropy inequality yields
0 ≤
κ
∑
α=1
{
−$α[(ψα)′α + T′αηα]− $̂α
(
ψα −
1
2
vα · vα
)
+
σα : lα − p̂α · vα −
1
T
qα · grad T − λ(φα)′S
} (59)
The Lagrange multiplier λ can be understood as a pressure-type
reaction force enforcing the saturation constraint.
Employing the principle of phase-separation [20], the free energy
of the solid phase is assumed to depend on solid deformation and
temperature, the liquid phase free energy only on temperature, and
the free energy of the ice phase on the ice volume fraction, temper-
ature and that part of the deformation characterizing ice deforma-
tion, cf. Eq. 38. Hence, the following Ansatz is made for the specific
Helmholtz free energies:
ψS = ψS(CS, T) ψI = ψI(ĈI, T, φI) ψL = ψL(T) (60)
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where the right Cauchy-Green tensors CS = FTS FS and ĈI = F̂
T
I F̂I
have been used.
Neglecting terms associated with the kinetic energy of mass trans-
fer, and using the transformed mass balance equations (41)–(43), in-
equality (59) can be expanded to
0 ≤ −$S(ψS)′S + T′S
(
−$SηS + λ
φS
$SR
∂$SR
∂T
)
− $I(ψI)′S + T′S
(
−$IηI + λ
φI
$IR
∂$IR
∂T
)
−
− $L(ψL)′L + T′L
(
−$LηL + λ
φL
$LR
∂$LR
∂T
)
− $̂I
(
ψI +
λ
$IR
− ψL −
λ
$LR
)
+
+ (σS + λφSI) : dS + (σI + λφII) : dS + (σL + λφLI) : dL−
−∑
α
p̂α · vα + λ grad φL ·wLS −
1
T
qSIL · grad T with qSIL = ∑
α
qα
(61)
Now, the terms σEα = σα +λφαI defining the so-called extra stresses
can be introduced. Based on dimensional analyses, it is common
practice to neglect fluid extra stresses. Hence, we find a hydrostatic
stress state in the fluid and identify the Lagrange multiplier λ with
the pore pressure pLR:
σL = −pLRφLI with λ = pLR (62)
The constraint on the momentum production terms yields the rela-
tion
−(p̂S + p̂I) = p̂L + $̂IwLS (63)
Similarly to the stresses, the extra momentum production is the
constitutively determined term in addition to effects contributed by
the Lagrange multiplier—i.e. the liquid pressure—and is defined as
p̂EL = p̂L − λ grad φL (64)
With Eq. (60) and (Cα)′α = 2FTα dαFα we can now write
0 ≤
(
σES − 2$SFS
∂ψS
∂CS
FTS
)
: dS +
(
σEI − 2$IF̂I
∂ψI
∂ĈI
F̂TI + $IφI
∂ψI
∂φI
I
)
: dS−
−∑
α
$ff
(
ηα − λ
1
($αR)2
∂$ffR
∂T
+
∂ψα
∂T
)
T′α−
$̂I
[
ψI +
1
$IR
(
λ + φI
∂ψI
∂φI
)
− ψL −
λ
$LR
]
−
− $IφIβTI
∂ψI
∂φI
T′S − p̂EL ·wLS −
1
T
qSIL · grad T
(65)
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This form motivates the introduction of the extra entropy terms ηEα
such that
ηα = η
E
α + λ
1
($αR)2
∂$ffR
∂T
= ηEα −
βTα
$αR
pLR (66)
Based on the Ansatz defined in Eq. (60), the following restrictions
can be derived:
ηEα = −
∂ψα
∂T
and ηα = ηEα −
βTα
$αR
pLR for α = S and L (67)
ηE,FI = −
∂ψI
∂T
and ηI = η
E,F
I −
βTI
$IR
(
pLR + $I
∂ψI
∂φI
)
︸ ︷︷ ︸
pred
(68)
with ηE,FI = η
E
I +
βTI
$IR
$I
∂ψI
∂φI
(69)
σS = −pLRφSI + 2$SFS
∂ψS
∂CS
FTS (70)
σI = −φI
(
pLR + $I
∂ψI
∂φI
)
︸ ︷︷ ︸
Pred
I + 2$IF̂I
∂ψI
∂ĈI
F̂TI (71)
Introducing the chemical potential-type quantities
ΨI = ψI +
pred
$IR
and ΨL = ψL +
pLR
$LR
(72)
allows the formulation of the remaining dissipation inequality as
D = −p̂EL ·wLS −
1
T
qSIL · grad T − $̂I(ΨI −ΨL) ≥ 0 (73)
Treating physically distinct terms independently, the heat flux vec-
tor can be found from the linear relation
0 ≤ −qSIL ·grad T → qSIL = −λSIL grad T with a ·λSILa ≥ 0 ∀ a 6= 0
(74)
where λSIL is the effective heat conductivity tensor of the saturated
porous medium.
Similarly, the flow-law can be derived from a linear relationship as
0 ≤ −p̂EL ·wLS → p̂EL = −SwLS with a · Sa ≥ 0 ∀ a 6= 0 (75)
Substituting the fluid stress tensor from Eq. (62) and the flow law
from relation (75) into the fluid momentum balance and choosing
S−1 = K/(µLRφ2L) recovers a Darcy-like law:
φLwLS = −
K
µLR
(grad pLR − $LRbL) (76)
28
3.5 governing equations
In which K is the permeability and varies with the ice formation
which occupies the porosity. Finally, a kinetic law for the phase transi-
tion can be defined based on the difference in the chemical potentials
of the liquid and ice phases:
0 ≤ −$̂I(ΨI −ΨL) → $̂I = cF(ΨL −ΨI) with cF ≥ 0 (77)
For an extended discussion of phase change in this context, see [21].
Free energy formulations for the finite-strain setting can be found
in [9] and others. Based on the general constitutive setting outlined
above, considerations are now limited to the small strain setting using
the decomposition in Eq. (39). The Helmholtz free energy functions
for solid phase, ice phase and liquid phase are chose as follows [25]:
$0SS ψ
lin
S =
1
2
λS(εS : I)2 + µSεS : εS − 3αTSkS(T − TS0)εS : I−
$0SS cES
(
T ln
T
TS0
− T + TS0
)
− $0SS ηS0(T − TS0)
(78)
$0II ψ
lin
I =
1
2
λI(εI : I)2 + µIεI : εI − 3αTIkI(T − TI0)εI : I−
$0II cEI
(
T ln
T
TI0
− T + TI0
)
− $0II ηI0(T − TI0)− 3αFIkI(φI − φI0)εI : I
(79)
$0LL ψ
lin
L = −$0LL cEL
(
T ln
T
TL0
− T + TL0
)
− $0LL ηL0(T − TL0) (80)
3.5 governing equations
Mixture volume balance is same with the finite strain.
0 =div [vS + φLwLS] + $̂I
(
$−1LR − $−1IR
)
− βTT′S with βT = ∑
α
φαβTα
with φLwLS = −
K
µLR
[grad λ− $LRbL]
(81)
For the Mixture momentum balance, by substituting the right Cauchy-
Green deformation tensor Cα with the Green Lagrangean strain Eα,
div
{
− pLRI + λStr(εS)I + 2µSεS − 3αTSkS(T − TS0)I+
λItr(εI)I + 2µIεI − 3αTIkI(T − TI0)I− 3αFIkI(φI − φI0 − φIεI : I)I
}
+ $b = 0
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Mixture energy balance (inner energy form, neglecting quadratic ve-
locity terms and internal heat sources)
$S(uS)′S + $I(uI)
′
S + $L(uL)
′
S + $L grad uL ·wLS − σSI : dS − σL : dL + div qSIL
= −$̂I(uI − uL)− p̂L ·wLS
(82)
The overall energy balance can be simplified by using
$S(uS)′S + $I(uI)
′
S + $L(uL)
′
S + $L grad uL ·wLS − σSI : dS − σL : dL =
$LT(ηL)′L + $ST(ηS)
′
S + $IT(ηI)
′
S + $̂I
(
pred
$IR
− λ
$LR
)
− λgradφL ·wLS
(83)
into
T
[
$S(ηS)
′
S + $I(ηI)
′
S + $L(ηL)
′
S
]
+ $LT grad ηL ·wLS + div qSIL =
− $̂I [ΨI −ΨL + T(ηI − ηL)]− p̂EL ·wLS
(84)
Using1 hα = Ψα + Tηα, one arrives at the form
T
[
$S(ηS)
′
S + $I(ηI)
′
S + $L(ηL)
′
S
]
+ $LT grad ηL ·wLS + div qSIL
= −$̂I(hI − hL)− p̂EL ·wLS
(85)
1 Note that technically, h = µ + Tη with µ = ψ − σ : e/ρ. Here, the effect of
2F̂I
∂ψI
∂ĈI
F̂TI : eS was neglected, while the remainder of the stress tensor is included
in the definition of Ψ.
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Expanding the time derivatives of the specific enthalpies under con-
sideration of Eqs. (60), Eqs. (67) and Eqs. (69)
T$S(ηS)′S = −$ST
∂2ψS
∂T2
T′S − 2T$SFS
∂2ψS
∂CS∂T
FTS : dS − φSβTS(λβTS + λ′S)T =
ρScEST′S − T$S(3αTSKSI) : (εS)′S − φSβTSTλ′S
(86)
T$I(ηI)′S = −$IT
∂2ψI
∂T2
T′S − 2T$IF̂I
∂2ψI
∂ĈI∂T
F̂TI : dS − T$I
∂2ψI
∂T∂φI
(φI)
′
S−
φIβTI(λβTI + λ
′
S)T − T$IβTI
∂2ψI
∂φ2I
φI
− T$IβTI
∂ψI
∂φI∂εI
φI − T$IβTI(φI)′S
∂ψI
∂φI
= $IcEIT′S − T$I(3αTIKII) : (εS)′S − φIβTI Tλ′S−
T$IβTI
∂ψI
∂φI∂εI
φI − T$IβTI(φI)′S
∂ψI
∂φI
(87)
T$L(ηL)′S = −$LT
∂2ψL
∂T2
T′S − φLβTL(λβTL + λ′S)T = $LcELT′S − φLβTLTλ′S
(88)
where cE is the specific heat capacity at constant deformation. Simi-
larly we find for the advective term
$LT grad ηL ·wLS = $LcEL grad T ·wLS + φLT
λ
$LR
βTL grad($LR) ·wLS
− φLTβTL grad λ ·wLS
(89)
The energy balance reads
∑
α
$αcEαT′S − T$S(3αTSKSI) : (εS)′S − T$I(3αTIKII) : (εS)′S − T$IβTI(φI)′S
∂ψI
∂φI
−T$IβTI
∂ψI
∂φI∂εI
φI − βTTλ′S + $LcEL grad T ·wLS + φLTβTL grad λ ·wLS =
div
(
∑
α
κα grad T
)
− $̂I(hI − hL)− µLRφ2LK−1wLS ·wLS
(90)
31
3.5 governing equations
By converting the isochoric specific heat capacity into isobaric specific
heat capacity, the above equation can be rewritten into
∑
α
$αcpαT′S − T$IβTI(φI)′S
∂ψI
∂φI
−T$IβTI
∂ψI
∂φI∂εI
φI − βTTλ′S + $LcEL grad T ·wLS + φLTβTL grad λ ·wLS =
div
(
∑
α
κα grad T
)
− $̂I(hI − hL)− µLRφ2LK−1wLS ·wLS
(91)
Since wLS and βTα are smaller than other quantities by orders, terms
which contain the production of this two items can be neglected.
∑
α
$αcpαT′S − T$IβTI(φI)′S
∂ψI
∂φI
− T$IβTI
∂ψI
∂φI∂εI
φI−
βTTλ′S + $LcEL grad T ·wLS = div
(
∑
α
κα grad T
)
− $̂I(hI − hL)
(92)
After order of magnitude analysis, some of the terms has been ne-
glected and the Mixture energy balance leaves,
(
$cE −
∂$eq
∂T
LI
)
∂T
∂t
−∇ · (˘∇T) +
(
$LcEL
k
µ
(−∇pL + $Lg)
)
∇T = 0
(93)
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Part II
N U M E R I C A L M O D E L S
4
V E R I F I C AT I O N A N D VA L I D AT I O N
In this chapter, step by step, a series of benchmarks are prepared to
verify the thermo-hydro-mechanical freezing process which is imple-
mented in OpenGeoSys (OGS).
4.1 hydro-thermal process
A thermal convection test is implemented to verify the hydrothermal
process. This is a summary of a 2D benchmark test for the simula-
tion of thermal convection in a km-scale porous media that accounts
for temperature dependent fluid viscosity and density. By definition,
thermal convection occurs or is absent if a small perturbation devel-
ops or decays with time.
OGS-6 results (monolithic approach) are compared to those ob-
tained with OGS-5(weak-coupling) and those of the commercial soft-
ware FEFLOW to test the ability of the open-source code in matching
the dynamical features of convective processes.
4.1.1 Problem formulation
Let us consider a 2D vertical square as illustrated in Figure 9. It is as-
sumed that temperatures at lower (z=0) and upper (z=H) boundaries
of the rock layer are fixed and equal to Th and Tc, respectively, and Tc
< Th. Rock properties such as density, specific heat capacity and ther-
mal conductivity of the whole system are considered homogeneous
and temperature-invariant.
Governing equations
Fluid velocity components vx, vy, vz satisfy Darcy’s law:
vx = −
k
µ
∂p
∂x
, vy = −
k
µ
∂p
∂y
, vz = −
k
µ
(
∂p
∂z
+ ρg
)
(94)
Where p is the pressure, k is the intrinsic permeability of the rocks, µ
is the dynamic viscosity of the fluid and ρ is the density of the fluid.
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Figure 9: 2D domain in the vertical section and FE mesh. Square 5.5
× 5.5 km; 32 × 32 elements
We assume that over given temperature ranges at hydrostatic pres-
sure the dependence of fluid density on temperature can be approxi-
mated by a linear function.
ρ = ρ0 [1− β (T − Tc)] (95)
where ρ0 is the fluid density at T = Tc and β is the fluid thermal
expansion coefficient.
Temperature dependence of fluid viscosity can be approximated by
the function:
µ(T) = µ0 exp
(
−T − Tc
Tv
)
(96)
where µ0 = µ(Tc) and Tv are approximation constants.
The continuity equation in the Boussinesq’s approximation takes
the form:
∂vx
∂x
+
∂vy
∂y
+
∂vz
∂z
= 0 (97)
Temperature distribution in the porous media satisfies:
ρrcr
∂T
∂t
+ ρc
(
vx
∂T
∂x
+ vy
∂T
∂y
+ vz
∂T
∂z
)
= λ
(
∂2T
∂x2
+
∂2T
∂y2
+
∂2T
∂z2
)
(98)
where t is the time, ρr and cr are density and specific heat capacity of
the fluid saturated rocks, λ = nλ f +(1− n) λs is thermal conductivity
of the fluid saturated rocks and n is the rock porosity.
Boundary conditions
The upper and lower boundaries of the layer are impermeable (i.e.
the normal component of the velocity at the top and bottom sides of
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the model is equal to zero). Therefore, conditions for the pressure at
these boundaries take the form:
z = 0,
∂p
∂z
+ ρ0g [1− β (Th − Tc)] = 0;
z = H,
∂p
∂z
+ ρ0g = 0.
(99)
The lower and upper boundaries of the layer are isothermal, i.e.:
z = 0, T = ϑ = Th; z = H, T = ϑ = Tc,
Th > Tc
(100)
The other sides are insulated.
4.1.2 Numerical benchmark
Here, the values of the different physical properties of the numerical
benchmark are given in Table 2 and Table 1.
Material properties
For simplicity, these values are constant and allowed for thermal con-
vection.
At a given pressure, the EOS for fluid viscosity (Eq. 96) and fluid
density (Eq. 95 are sufficient to describe fluid properties at liquid
phase over temperature ranges Th − Tc ≈ 150 ◦C or smaller. Both
EOS have been implemented into OGS. Fluid properties used in the
benchmark are summarized in Tab. 2.
Table 1: Medium and solid properties. For simplicity storage and heat
capacity are set to 0.
Porosity n 0.001 -
Permeability k 10−14 m2
Thermal conductivity λf 3 W/m/K
Table 2: Fluid properties µ0 and p0 at T0 = 20 ◦C are 10−3 Pa s and
1000 kg/m3, respectively
- γ = Th−TcTv 2 -
Thermal expansion coefficient β 4.3×10−4 1/K
Heat capacity Cp 4200 J/m3/K
Thermal conductivity λs 0.65 W/m/K
Additionally, the case with constant viscosity (µ = 1e−3Pa s) will also
be illustrated.
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(a) Initial temperature distribution (b) Initial temperature anomaly
Figure 10: Initial conditions
Initial conditions
In all models, the initial pressure is hydrostatic and the initial tem-
perature Tinit increases linearly with depth, from 20 ◦C to 170 ◦C (top
and bottom Dirichlet boundary conditions, (Fig. 10a).
Within the PM, a perturbation of the form ε(x, y, z, t = 0) = sin(πz) cos(πx)
is added to Tinit in order to trigger a circular convective cell within
the fault plane (xz). The amplitude of the perturbation is +- 1◦C (Fig.
10b).
4.1.3 Results
Numerical setup
Due to the high nonlinearity in this numerical model, the linear solver
and time stepping are elaborately chosen. Direct solver SparseLU is
used for the linear solver and Picard iteration is used for the nonlinear
convergence with the tolerance of 10−3. The setting of time steps can
be found in the input files which is listed in the end.
Temperature dependent viscosity
The calculated Darcy flow field and temperature anomaly ε = T −
Tinit are illustrated respectively in Fig. 11a and Fig-. 11b at the end of
the simulated period.
A single convective cell covering the whole PM forms. A thermally-
driven plume flows along the bottom side of the PM at peak velocity
of 6.7·10−9 m/s. The resulting upwelling/downwelling increases/decreases
the initial temperature profile. The solution displays periodical oscil-
lations.
Constant viscosity
Here the fluid viscosity is set to its reference value, (µ = 1 · 10−3 Pa
s). Compared to the previous case, the temperature anomaly and the
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(a) OGS6 (b) FEFLOW
Figure 11: Temperature perturbation (◦C) at t=5·1010 s
(a) OGS6 (b) FEFLOW
Figure 12: Darcy velocity field (m/s) at t=5·1010 s
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(a) OGS6 (b) FEFLOW
Figure 13: Temperature perturbation (◦C) at t=5e10 s
(a) OGS6 (b) FEFLOW
Figure 14: Darcy velocity field (m/s) at t=5e10 s
velocity field are less vigorous which highlights the strong destabiliz-
ing effects of temperature-dependent viscosity. These solutions are
steady state.
4.1.4 Summary
• A numerical benchmark for the simulations of 2D km-scale ther-
mal convection onset of a single-phase fluid with temperature
dependent viscosity and density is proposed.
• OGS-6 successfully simulates the onset of thermal convection.
OGS6 results are consistent with those obtained with the previ-
ous version and FEFLOW.
4.1.5 OGS version and commit
The code for test scenario can be found in https://github.com/ufz/
ogs-data/tree/TH-monolithic/Parabolic/HT/ConstViscosity with
commit 9b8783f. The OGS6 version can be found in https://github.
com/grubbymoon/ogs/tree/TH-monolithic with commit 9ff1917.
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Figure 15: 2D domain and FE mesh. Square 1.0 × 1.0 mm; 10 × 10
elements
4.2 thermo-hydro-mechanical process
In this section, two benchmarks are implemented to verify the thermo-
hydro-mechanical process in OGS-6.
4.2.1 Homogeneous square model
In this case, an axisymmetric homogeneous domain (see Fig. 15) was
set up with the length of 1 mm. The whole domain was heated up
from the left boundary from 273.15 K to 353.15 K and the liquid was
sealed in the area from the surrounding Neumann no flow bound-
ary. After 10000 s, the result of the numerical solution reached steady
state with homogeneous pressure of 0.1042 MPa. Then the analytical
solution of the fluid pressure created by volume expansion (see Eq.
105)is derived through the definition of general volumetric thermal
expansion coefficient.
βTM =
1
VS + VF
(
∂VS
∂T
+
∂VF
∂T
)
(101)
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with
βTS =
1
VS
(
∂VS
∂T
)
βTF =
1
VF
(
∂VF
∂T
)
φS =
VS
VS + VF
φF =
VF
VS + VF
(102)
In which VS, VF represent the original volume of the solid phase and
the fluid phase. βTS and βTF are the volumetric coefficient of thermal
expansion of the solid phase and the fluid phase, where βTS = 3αTS.
φS and φF are the volume fractions of the solid phase and fluid phase.
With the modification of Eq. 101, the effective volumetric coefficient
of thermal expansion with respect to volume fraction and volumetric
thermal expansion of each phase can be written as:
βTM = φSβTS + φFβTF (103)
Then the volumetric strain can be obtained according to the effective
volumetric coefficient of thermal expansion and the temperature dif-
ference:
eM = βTM4T (104)
p = −KS(eM − eth)
= −KSφF(βTF − βTS)4T
(105)
where eth = βTS4T. Using the analytical solution, the steady state
pressure in the whole domain is 0.1042 MPa with Young’s Modulus
of 21 MPa, Possion’s ratio of 0.3, porosity of 0.4, volumetric thermal
expansion coefficient of 2.07×10−4 for fluid and linear thermal expan-
sion coefficient of 0.7×10−5 for solid. The numerical solution used
newton-rapson method for nonlinear solver with tolerance of 10−7,
10−5, 10−5, 10−5 for primary variables and BiCGSTAB for the linear
solver. The numerical solution reaches steady state within 10000 s and
equals 0.1042 MPa which fits very well with the analytical solution.
4.2.2 Point heat source consolidation model
The treatment of the radioactive waste is normally to bury it under-
ground into the saturated soil which can be considered as a point
heat source. The great amount of heat that the radioactivie waste
generates can significantly increase the temperature of the surround-
ing soil. Following the rise of the temperature, thermal expansion of
the water and solid skeleton occurs and the pore pressure within the
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Figure 16: Mesh distribution and domain
porous medium increases. Such problem can be conceptualized as a
point heat source consolidation model. The derivation of the analyti-
cal solution can be found in [12].
A 2D axisymmertic numerical model is set up for the verification. The
model domain and meshes can be found in Fig. 16. A nodal source
term is located at the center point as the point heat source and the
Neumann boundary heat flux can be thus calculated by 150W. The
radius of the domain is 10 m and the initial temperature and pore
pressure are 273.15 K and 0 Pa respectively. The model parameters
can be found in Table 3. Three different observation locations are se-
lected for the analytical and numerical solutions (0.25 m, 0.5 m and
1 m from the injection source).
From Fig. 17, Fig. 18 and Fig. 19, we can find a generally good
match of the numerical solution and analytical solution. The reason
that leads to the difference of analytical solution and numerical solu-
tion can be categorized into the follows.
• The analytical solution only considers the heat conduction pro-
cess while in the fully coupled numerical model, heat advection
is also included.
• The problem of singularity can be severe in this kind of point
heat source problem and will thus influence the temperature,
pressure and displacement.
• The analytical solution is considered in infinite domain and in
the numerical model the boundary effect exists.
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• Point heat source injection is taken into account in the analytical
solution, while in the numerical model, the heat source is a very
small circle.
In Figure. 17, the difference between the analytical solution and nu-
merical solution (especially at 0.5 m and 1 m from the injection point)
is mainly due to the heat advection process in the numerical model
which is not included in the analytical solution. In Figure. 19, we can
see that the numerical solution is lower than the analytical solution
when it is closed to the injection place. This is because we use coarser
mesh to avoid singularity and this may reduce the accuracy of the
result. In general, the results is verified quite well with analytical
solution.
4.2.3 Summary
• A homogeneous square benchmark and a point heat source in-
jection benchmark are made with the thermo-hydro-mechanical
process in OGS-6.
• OGS-6 successfully simulates the two benchmarks and the re-
sults are verified very well with the analytical solution.
4.2.4 OGS version and commit
The code for test scenario can be found in https://github.com/ufz/
ogs/tree/master/Tests/Data/ThermoHydroMechanics/Linear. The
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OGS-6 THM process can be found in https://github.com/ufz/ogs/
tree/master/ProcessLib/ThermoHydroMechanics.
4.3 pure phase change
In this section, a pure phase change model is described in detail and
implemented in OGS-5 and is verified very well with analytical solu-
tion. Freezing and thawing processes in porous media depend on the
effective porosity, pore size distributions and degree of water satura-
tion. and therefore happen over a temperature range with a distinct
three-phase region (solid-ice-water). On account of this fact, an equi-
librium approach has been developed to describe them mathemati-
cally. Assuming the phase change process is very fast in comparison
to the heat transport, and equilibrium will be reached within one time
step.
ρ̇ff +∇ · (ρffvff) = ρ̂ff (106)
Where ρ̇ff represents the partial time derivative of the partial density
of phase α, vff denotes the velocity of phase α, and ρ̂ff is the density
production of phase α, which is caused by the phase change process.
Since all phases are considered immobile in this model (vα = 0), Eq.
(106) can be simplified and reads for the ice phase
ρ̇I = ρ̂I = −ρ̂w. (107)
Following Mottaghy and Rath [37], the latent heat of fusion can be
added to the classic heat conduction equation,
ρcp
∂T
∂t
− LIρ̂I −∇ · (λ∇T) = 0 (108)
where LI denotes the specific latent heat of fusion [J kg−1] and the
term LIρ̂I regulates the amount of energy released or absorbed through
the phase change process. Here, ice phase density production rate ρ̂I
does not need to be calculated explicitly. Instead, the ice volume frac-
tion or partial density is directly related to temperature, and is up-
dated with a certain function in every iteration and every time step.
Assuming the partial density of ice is a function of temperature T, we
have
ρI = ρeq(T) (109)
ρeq(T) defines the equilibrium relationship between the partial den-
sity of ice and temperature, which can be regulated by a suitable
function such as a steadily differentiable sigmoid function
ρI = φρIR
1
1 + e−k(T−Tm)
(110)
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or an exponential function which is also steadily differentiable.
ρI =



φρIR if T < Ts
φρIR(1− e−(
T−Tm
c )
2
) if Ts < T < Tm
0 if T > Tm
(111)
Where Tm represents the melting temperature and Ts represents the
temperature at which all water has frozen into ice. When freezing is
taken into account, the specific enthalpy h is regarded as a function
of T and ρI, one gets
ρ
∂h(T, ρI)
∂t
= ρ
(
∂h
∂T
∣∣∣∣
ρI
∂T
∂t
+
∂h
∂ρI
∣∣∣∣
T
∂ρI
∂t
)
. (112)
By applying the chain rule on Eq. (112) and using Eq. (109), we get
∂ρI
∂t
=
∂ρeq(T)
∂T
∂T
∂t
. (113)
After integrating the above expressions into Eq. (108), we have
(
ρcp −
∂ρeq
∂T
LI
)
∂T
∂t
−∇ · (λ∇T) = 0. (114)
Eq. (114) serves as the governing equation of the heat transport pro-
cess with freezing and thawing features in the equilibrium approach.
When freezing and thawing occur, λ and ρcp are no longer constants,
but rather functions of the ice volume fraction φI. Here, the volume-
averaged quantities were applied.
λ = λSR(1− φ) + λIR(φI) + λWR(φ− φI) (115)
ρcp = ρSRcpS(1− φ) + ρIRcpR(φI) + ρWRcpW(φ− φI). (116)
Harmonic mean and other different relations for averaging λ and
ρcp were tested but did not show significant difference in the result.
Besides the equilibrium approach above, freezing and thawing can
also be described in a kinetic approach following Devireddy et al.
[16]. Both approaches have been implemented into the OpenGeoSys
software, but only the equilibrium approach is applied in this work.
4.3.1 Analytical solution of freezing wall
This is a widely accepted benchmark for the validation of numeri-
cal models involving soil freezing. For example, Mottaghy and Rath
(2006) developed a model for the permafrost in Poland. McKenzie et
al. (2006) numerically investigated the freezing process in peat bogs.
Both of them have adopted this benchmark. The numerical software
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TEMP/W suggested it for the validation of 1D freezing/thawing pro-
cess. Rühaak (2015) included it in a series of benchmarks for the
freezing simulation in porous media. In this benchmark, a 1 m long
water column was connected to a freezing wall. Over time, the wa-
ter in the vicinity of the wall slowly freezes. The propagation of the
freezing front is calculated by the Neumann analytical solution [13].
The freezing front is defined as the edge between pure ice and the
ice-water mixture. Since the analytical solution was developed for a
pure phase change scenario, i.e. only water and ice, the porosity was
set to 1.0 in our numerical model. The initial temperature was given
as 0 ◦C throughout the domain. At the position x = 0, a Dirichlet
type boundary condition was imposed with a temperature value of
T = −3 ◦C, and was kept constant throughout the simulation. All
parameters used in the model can be found in Table 5.
Here, the exponential function of Eq. (111) was applied to calculate
the partial density of ice, with values ρIR = 1000 kg m−3, w =2 K−1
and Ts = −4 ◦C following Mottaghy and Rath [37]. Fig. 20a shows
the evolution of the temperature profile during the freezing process.
Different from a pure heat transfer process, there is a clear change
in the temperature slope at the freezing point due to the latent heat
effect and the change in thermal properties. The location of the phase
change front X(t) is compared with the analytical solution [13] in Fig.
20b, It can be seen that the numerical result corresponds well to the
analytical solution.
4.3.2 Summary
• The basic derivation of a pure phase change model is described.
• A classic 1D freezing wall benchmark is implemented with the
freezing process in OGS-5.
• The numerical results of the benchmark is verified very well
with the analytical solution.
4.3.3 OGS version and commit
The code for test scenario can be found in https://github.com/
grubbymoon/1D_freezing_test with commit 7e3a416. The OGS5 ver-
sion can be found in https://github.com/grubbymoon/ogs5_freezing
with commit 4826391.
4.4 thermo-hydro-mechanical freezing process
A fully coupled thermo-hydro-mechanical model of freezing is im-
plemented into OGS-6 [54] and [53]. The system of equations is
treated numerically by a monolithically coupled incremental-iterative
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Figure 20: Numerical result of freezing wall benchmark, with (a) the
temperature profile during the freezing process, and (b)
the propagation of the freezing front X over time.
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Newton-Raphson scheme. A numerical example of CIF (Capillary
suction, Internal damage and Freezing-thawing) is performed which
is verified well with the numerical solution in [9].
4.4.1 Governing equations
The governing equations are given by
(i) the mixture volume balance
0 =div (vS + φLwLS) + $̂I
(
$−1LR − $−1IR
)
− βTT′S
with φLwLS = −
K
µLR
(grad pLR − $LRbL)
(117)
where $ffR is the real density of phase α, $̂I is phase transition term
between ice and water, βT = ∑
α
φαβTα is the mixed volumetric thermal
expansion coefficient, K is the Intrinsic permeability tensor, wLS is the
seepage velocity, vα is the velocity of phase α and φα is the volume
fraction of phase α.
(ii) the mixture momentum balance.
div [−pLRI + λStr(εS)I + 2µSεS − 3αTSkS(T − TS0)I + λItr(εI)I + 2µIεI
−3αTIkI(T − TI0)I −3αFIkI(φI − φI0 − φIεI : I)I] + $b = 0
(118)
where λα and µα are the Lamé coefficients of phase α and αTS is the
linear thermal expansion coefficient for solid phase, Tff0 is the refer-
ence temperature for phase α, kS is the bulk modulus of the solid
phase, b is the body force and αFI is the freezing expansion coeffi-
cient.
(iii) the mixture energy balance
(
($cp)eff −
∂$
eq
I
∂T
∆hI
)
∂T
∂t
− div(λeff grad T) + $LcpLwLS · grad T = 0
(119)
where λeff is the heat conductivity tensor and ∆hI is the specific en-
thalpy of fusion.
The ice volume fraction is determined based on an equilibrium
approach and follows the relation [54]
φI ≡ φeqI = φ
1
1 + e−k(T−Tm)
(120)
4.4.2 Benchmark description
A cuboid model with a cross section of 15 cm2 and a height of 7.5 cm2
is used for the numerical example. Material properties and relevant
numerical parameters are listed in Table 5 [44] and [8].
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Figure 21: Temperature load for the bottom boundary.
The ice formation is simulated in a 2D setting. A Dirichlet bound-
ary condition for temperature was applied at the bottom of the do-
main. The temperature profile is illustrated in Fig. 21. The bottom of
the domain was cooled in the first 7 hours and heated up for the final
4 hours. The remaining boundaries were considered adiabatic.
The bottom surface was constrained in the vertical direction and
was sealed while all others were treated as free displacement and
draining boundaries. The time step size was set to 2400 s. The
SparseLU solver was chosen to solve the linear system of equations,
while for the nonlinear Newton-Raphson solver absolute tolerances
were set to 10−6 for displacements, 10−3 for temperature, 10−4 for
pressure.
Fig. 22 – Fig. 27 show the temperature distribution (with unit of
◦C), ice volume fraction and volume ratio at different times of the
freeze-thaw cycle. The cooling process lasted 4 hours to decrease the
temperature below the freezing point and trigger the phase change
from liquid to ice. For pure water, the volume deformation due to
phase change is 9 %. With the setting of the initial porosity to 0.5, the
volume deformation of the calculated numerical model is 4.5 %.
Later on, the temperature increased above the onset temperature
for phase change, causing the volume to contract due to thawing.
Volume deformation and ice volume fractions are clearly co-localized
(Fig. 22 – Fig. 27). The results show a satisfactory match with those
presented in Bluhm et al. [8] and Ricken et al. [41]. More details on
these models can be found in [54] and [53].
50
4.4 thermo-hydro-mechanical freezing process
Figure 22: Temperature after 5 hours
Figure 23: Temperature after 11.8 hours
Figure 24: Ice volume fraction after 5 hours
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Figure 25: Ice volume fraction after 11.8 hours
Figure 26: Volume deformation after 5 hours. Displacements magni-
fied ten-fold.
Figure 27: Volume deformation after 11.8 hours. Displacements mag-
nified ten-fold.
52
4.5 numerical model of borehole heat exchanger
4.4.3 Summary
• A CIF benchmark is made with the thermo-hydro-mechanical
freezing process in OGS-6.
• OGS-6 successfully simulates the CIF benchmarks and the re-
sults are physically reasonable and verified well with the nu-
merical solutions from the literature.
4.4.4 OGS version and commit
The code for test scenario can be found in https://github.com/ufz/
ogs-data/tree/THM_Freezing/ThermoHydroMechanics/Linear with
commit d1140d8. The OGS6 version can be found in https://github.
com/grubbymoon/ogs/tree/THM_Freezing_Stiffness with commit 3aa8039.
4.5 numerical model of borehole heat exchanger
In this section, the numerical model of BHE which is implemented in
OGS-5 is validated with the data from Beier’s in-door experiment.
4.5.1 Beier’s in-door experiment
Recently, Beier has performed an in-door sandbox experiment [7],
where a thermal response test was conducted in a 18 m long sand box.
He also derived a semi-analytical solution [5], by which the transient
temperature profile in and around a single U-tube BHE can be calcu-
lated. It was demonstrated that this analytical solution matches the
experimental data very well [5]. Therefore in Fig. 28, only the moni-
tored data set are used for validation. The same geometric configura-
tion and material parameters were adopted as in the sandbox exper-
iment (see Table 6). In Beier’s experiment, there was an aluminum
pipe surrounding the BHE. This leads to a lower thermal resistance
between the grout and soil in the experiment than in the numerical
model. Our analysis showed that this difference only has very little
effect on the BHE outlet temperature curve (¡0.2 ◦C), and the impact
is only observable between 0.1 to 1 hours. For the long term analy-
sis on efficiency, this effect can be safely neglected. Since the metal
casing is removed after the BHE construction, it is not included in
our model. In the numerical model, the transient inlet temperature
(solid line in Fig. 28) measured in the experiment was adopted as the
boundary condition. The profile of outlet and wall temperature were
validated against monitored data. In the numerical model, the opti-
mum node distance in the vicinity of the BHE was determined based
on the approach suggested by [19] (see also Eq. (25)). In Fig. 28, it
can be seen that from the beginning to about one hour, the outlet tem-
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Figure 28: Comparison of numerical result of OGS and experimental
data [7].
peratures predicted by the numerical model slightly differs from the
measured ones. Nevertheless, this difference will not influence the
long-term behavior of the BHE. After about one hour, the numerical
result starts to fit very well. Since our model is applied in this study
to investigate the long-term change of BHE and heat pump efficiency
through a winter, we consider the numerical model to be validated
and the difference at the initial stage of this benchmark can be safely
neglected.
4.5.2 Summary
• A benchmark is made following the set up of the Beier’s in-door
experiment with the BHE model in OGS-5.
• The numerical result is validated very well with the experimen-
tal data.
4.5.3 OGS version and commit
The code for test scenario can be found in https://github.com/
grubbymoon/sandbox_test with commit 403e9d4. The OGS-5 version
can be found in https://github.com/grubbymoon/ogs5/tree/bhe_
feature with commit 736d2d4.
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Table 3: Parameters for the point heat source consolidation
Parameter Value Unit
Initial Temperature 283.15 ◦C
porosity 0.16 -
Water specific heat capacity 4280 J kg−1 K−1
Water thermal conductivity 0.56 W m−1 K−1
Water real density 1000 kg m−3
Solid specific heat capacity 1000 J kg−1 K−1
Solid thermal conductivity 1.64 W m−1 K−1
Solid real density 2450 kg m−3
Intrinsic permeability 2·10-20 m2
Viscosity 1·10-3 Pa s
Time step size 10000 s
Young’s modulus 5 GPa
Poisson’s ratio 0.3 -
Biot coefficient 1 -
Fluid volumetric thermal expansion coefficient 4· 10-4 1/K
Solid linear thermal expansion coefficient 4.5· 10-5 1/K
Table 4: Parameters used in the freezing wall benchmark, following
the configuration proposed by Mottaghy and Rath [37].
Parameter Value Unit
Grid size 0.001 m
Initial Temperature 0 ◦C
Boundary Temperature -3 ◦C
Porosity 1 -
Water heat capacity 4179 J kg−1 K−1
Water thermal conductivity 0.613 W m−1 K−1
Water density 1000 kg m−3
Ice heat capacity 2052 J kg−1 K−1
Ice thermal conductivity 2.14 W m−1 K−1
Ice density 1000 kg m−3
Time step size 864 sec
Total simulation time 100 day
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Table 5: Parameters used in the numerical example of CIF test.
Parameter Value Unit
Initial Temperature 20 ◦C
Initial solid volume fraction 0.5 -
Water specific heat capacity 4179 J kg−1 K−1
Water thermal conductivity 0.58 W m−1 K−1
Water real density 1000 kg m−3
Ice specific heat capacity 2052 J kg−1 K−1
Ice thermal conductivity 2.2 W m−1 K−1
Ice real density 920 kg m−3
Solid specific heat capacity 5900 J kg−1 K−1
Solid thermal conductivity 1.1 W m−1 K−1
Solid real density 2000 kg m−3
Initial intrinsic permeability 10-8 cm2
Viscosity 1.278·10-3 Pa s
Time step size 300 s
Lamé constant µI 4.17 GPa
Lamé constant λI 2.78 GPa
Lamé constant µS 12.5 GPa
Lamé constant λS 8.33 GPa
Table 6: Numerical parameters for the sandbox benchmark, following
the settings by Beier [7]
Parameter Value Unit
Domain size 5×5×18.32 m3
Initial soil temperature 10 ◦C
Borehole diameter 0.126 m
BHE length 18.3 m
Pipe outer diameter 0.0334 m
Distance between centers of pipe 0.053 m
Pipe wall thermal conductivity 0.39 W m-1 K-1
Ground thermal conductivity 2.82 W m-1 K-1
Ground volumetric heat capacity 3.2 × 106 J m-3 K-1
Grout thermal conductivity 0.73 W m-1 K-1
Grout volumetric heat capacity 3.8 × 106 J m-3 K-1
Average fluid volumetric flow rate 2 × 10−4 m3 s-1
Reynolds number 10000 -
Average heat input rate 1056 W
Time step size 21.6 sec
Optimized nodal distance (4 in Eq. (26)) 0.42 m
Number of nodes 1617
Number of elements 2580
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Part III
A P P L I C AT I O N S
P R E FA C E
The numerical model presented in Part. ii was applied to perform
studies on the influence of freezing process on the efficiency and sus-
tainability of BHE-coupled GSHP systems, as well as to analyze the
thermo-hydro-mechaincal freezing process itself. The four of these
studies have been published as peer-reviewed papers. In the follow-
ing chapters, a short overview of these papers is provided. First the
objective of the particular study is described. Then, the outcome of
the studies is summarized. In the end, the references for each paper
are given.
4.6 efficiency and economic study of utilizing latent
heat from groundwater in the gshp system
objective
In this work, the impact of freezing on the BHE and heat pump ef-
ficiency was carefully investigated. For that purpose, the scientific
open-source software OpenGeosys (OGS) [28] was extended to in-
corporate both the BHE and soil freezing in a fully coupled three
dimensional model. The model result was compared to established
analytical solution and experimental data to insure the correct imple-
mentation. This extended feature allows the simulation of heat pump
efficiency, which is highly dependent on the outlet temperature of the
BHE. Based on the typical thermal load of a single-family house in
northern Europe, we compare two BHE designs. One with shorter
length allowing freezing of the surrounding soil, while the other was
constructed in a conservative way, keeping the soil temperature above
0
◦C. Analysis of the corresponding heat pump efficiency were con-
ducted based on simulated BHE outlet temperatures. In addition, the
simulated temperature profiles over a period of one winter were ex-
trapolated to a 30 years period and the impact on system performance
is translated to financial cost. Conclusions are drawn in the end re-
garding whether it is worth to exploit the latent heat effect with BHE
coupled GSHPS in cold regions.
outcome
In this work, a fully coupled 3D numerical model has been devel-
oped to simulate the heat transport and freezing processes induced
by borehole heat exchangers (BHE). Compared to other existing mod-
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els, the extended OpenGeoSys code is capable of capturing the latent
heat effect associated with ice formation, and also equipped with a
COP corrected boundary condition. These two features makes the
model more realistic.
Physical Process The validated model has been applied to simulate
the behaviour of two BHE configurations in winter, with the shorter
one causing ice formation in the surrounding soil. Simulation re-
sult reveals that BHE outlet temperature drops slower in the longer
BHE, which is a positive effect in terms of higher heat pump effi-
ciency. It is also found that, the COP corrected boundary condition
produces more realistic estimation, as the heat pump will dynami-
cally distribute the building heat demand between BHE and electric-
ity consumption.
Economics Moreover, the economic analysis shows that longer BHE
configurations do not always lead to a better financial performance
over a 30-year period. In Germany, the optimal cost is achieved with
a 86 m BHE, and it varies significantly depending on the electricity
price and interest rate in different countries. Generally, high electric-
ity price and low interest rate will favour a long BHE configuration,
which is the case is many industrialized countries, but exactly oppo-
site in most developing ones.
reference
Zheng, T., Shao, H., Schelenz, S., Hein, P., Vienken, T., Pang, Z., ... Nagel,
T. (2016). Efficiency and economic analysis of utilizing latent heat from
groundwater freezing in the context of borehole heat exchanger coupled ground
source heat pump systems. Applied Thermal Engineering, 105, 314-326. (cf.
[54], Appendix 1)
4.7 thermo-mechanical analysis of heat exchanger de-
sign for thermal energy storage systems
objective
In this paper, we focus on estimating peak tensile stresses around
tubular heat exchangers embedded in a solid heat storage medium
as an indicator for the thermo-mechanical integrity of the heat store.
The specific motivation for this problem comes from the observation
of significant tensile stress within the storage material which is typ-
ically an affordable building material with a relatively low tensile
strength. Thus, such thermally induced stresses might quite possibly
exceed the material’s strength limits for an inappropriate combina-
tion of operating conditions, geometry and material. The purpose
of the present study is twofold: (i) to investigate the effects of geo-
metrical/physical parameters of the heat exchanger on the thermo-
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mechanical performance of the heat store unit in detail by using a
previously developed analytical approach; (ii) to show how this ana-
lytical approach can be modified and used to select a heat exchanger
which is optimal from a mechanical perspective and does not stand
in contrast to thermodynamic requirements that are critical for the
system’s operation as a heat store.
outcome
A new analytical approach for aiding design choices in solid ther-
mal energy storage with tubular heat exchangers was proposed based
on thermo-mechanical arguments. It captured the dominant factors
that affect the mechanical integrity of the heat store, and allowed the
identification of optimal properties in the sense of minimal induced
stresses while maintaining thermal performance requirements. Sen-
sitivity analyses indicated the flexibility of selecting the appropriate
heat exchanger for satisfying the design requirements mechanically
or thermally. Additionally, analytical sensitivities directly yield their
dependence on all relevant parameters, which is a significant benefit
of the analytical over a numerical approach. By studying a currently
developed system it was shown how a specific design choice regard-
ing the optimal tube pitch can be made.
reference
Miao, X. Y., Zheng, T., Görke, U. J., Kolditz, O., Nagel, T. (2017). Thermo-
mechanical analysis of heat exchanger design for thermal energy storage sys-
tems. Applied Thermal Engineering, 114, 1082-1089. (cf. [34], Appendix
2)
4.8 a thermo-hydro-mechanical finite element model
of freezing in porous media—thermo-mechanically
consistent formulation and application to ground
source heat pump
objective
In this paper, a fully coupled thermo-mechanically consistent THM
freezing model for liquid-saturated porous materials is derived based
on the Theory of Porous Media by exploiting the entropy inequality.
In contrast to some of the previous models, Truesdell’s metaphys-
ical principles are strictly adhered to for the mixture balance rela-
tions. The description of the mechanical behaviour of the ice and
solid phases accounts for their differing natural configurations.
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outcome
In this paper, a macroscopic fully coupled thermo-hydro-mechanical
model under the frame- work of the Theory of Porous Media is pre-
sented for the simulation of liquid-solid phase change considering ef-
fects like the ice volume expansion, hydraulic pressure changes, and
the latent effect. It is verified separately with different transient ana-
lytical solutions and will be further used to predict the frost evolution
around bore-hole heat exchangers.
reference
Zheng, T., Miao, X. Y., Naumov, D., Shao, H., Kolditz, O., Nagel, T.
A THERMO-HYDRO-MECHANICAL FINITE ELEMENT MODEL OF
FREEZING IN POROUS MEDIA—THERMO-MECHANICALLY CON-
SISTENT FORMULATION AND APPLICATION TO GROUND SOURCE
HEAT PUMPS. Proceedings of Coupled Problems in Science and Engineer-
ing 2017, 1008-1019. (cf. [53], Appendix 3)
4.9 a thermo-hydro-mechanical model of frost damage
in saturated soils for geothermal applications
objective
In the present paper, a fully coupled thermo-mechanically consistent
THM freezing model for liquid-saturated porous materials is derived
based on the Theory of Porous Media by utilizing the entropy inequal-
ity. Particular aspects related to theoretical aspects of the derivation
of the current model have been described in Zheng et al. [53]. Here,
the widely used CIF test has been studied to verify the numerical
model in comparison to literature results. Phenomena such as vol-
ume deformation and ice volume fraction evolution in the domain
are shown along with associated fluid- flow velocity profiles. Both
models based on a constant and a variable permeability are analyzed.
Finally, a sample application is given and it shows that if the GSHPS
continuously extract heat from the ground, freezing will happen in a
short time and alter the displacement field in the whole domain.
outcome
In this paper, a ternary macroscopic model within the framework of
the Theory of Porous Me- dia has been presented for the simulation
of freezing and thawing cycles in liquid saturated porous media. The
model includes latent heat effects, volume expansion due to ice for-
mation, associated flow mechanisms and permeability changes due
to the alterations of porosity. A numerical example was used to ver-
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ify the implementation by comparing the results to Bluhm et al. [19]
and highlight its basic capabilities. A sample application was im-
plemented to simulate the frost evolution around bore-hole heat ex-
changers in shallow geothermal applications. More detailed analysis
of the freezing induced deformation on the borehole heat exchangers
and soil will be explained elaborately in the future publications.
reference
Zheng, T., Miao, X. Y., Naumov, D., Shao, H., Kolditz, O., Nagel, T. A
Thermo-Hydro-Mechanical Model of Frost Damage in Saturated Soils for
Geothermal Applications, accepted by Journal of rock mechanics and geotech-
nical engineering (Appendix 4)
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S U M M A RY
5
A C H I E V E M E N T S
Within this work, the following contributions have been made to the
understanding of the thermo-hydro-mechanical freezing model and
the influence of freezing process on BHE-coupled GSHP systems:
• The numerical BHE model, based on the dual-continuum ap-
proach are implemented in the OGS platform and has been suc-
cessfully validated against experimental data and verified with
analytical solution.
• A numerical heat pump model is implemented to correct the
BHE load subject to heat pump load by the coefficient of perfor-
mance. The heat pump performance is linearly dependent on
the BHE outflow temperature, was implemented in OGS and
coupled with the BHE model through the Picard iteration. The
heat pump model can better simulate the practical applications
in real worlds. With this heat pump model, we are able to dy-
namically model the heat pump efficiency, electricity consump-
tion and finally calculate the electricity cost in a long term.
• A finite element thermo-hydro-mechanical model including freez-
ing process is implemented into the OGS software and the math-
ematical model is derived based on the Theory of Porous Media.
The model is able to capture the latent heat effect, the change of
permeability due to freezing process and the volume deforma-
tion accompanied with phase change.
• The freezing model is coupled with the GSHP system through
OGS and the influence of freezing process on the efficiency and
economic aspect of the heat pump has been detailed discussed
and the freezing induced deformation is a potential problem
that may lead to the damage of the grout and surrounding soils.
• The validated model has been applied to simulate the behaviour
of two BHE configurations in winter, with the shorter one caus-
ing ice formation in the surrounding soil. Simulation result
reveals that BHE outlet temperature drops slower in the longer
BHE, which is a positive effect in terms of higher heat pump
efficiency.
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achievements
• the economic analysis shows that longer BHE configurations do
not always lead to a better financial performance over a 30-year
period. The optimal cost varies significantly depending on the
electricity price and interest rate in different countries. Gener-
ally, high electricity price and low interest rate will favour a
long BHE configuration, which is the case is many industrial-
ized countries, but exactly opposite in most developing ones.
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C O N C L U S I O N S A N D O U T L O O K
In this work, a numerical model of borehole heat exchanger includ-
ing the heat pump system coupled with surrounding soils is built
and enhanced. A fully coupled thermo-hydro-mechaincal model with
freezing feature is derived and implemented into OGS. The coupled
BHE and freezing model was able to analyze the influence of freezing
process on the GSHP system in all thermo-hydro-mechanical aspects
and was applied to perform a numerical study on the efficiency and
economic of BHE-coupled ground source heat pumps. In addition,
the derivation of the THM freezing model is based on the frame-
work of TPM and is able to follow the thermo-mechanical consistent
and Truesdell’s rule. The numerical freezing model is successfully
verified step by step with analytical solutions and other numerical
models and the BHE model is validated with experimental data.
As arrays with a large number of BHEs play an important role in
the real GSHP system, the numerical model should be further en-
hanced to include the connection with mulitple BHEs. Then the heat
pump system can be more realistic and capable to deal with large
heat demand such as campus and factory. The phenomenon of su-
perposition of multiple BHEs can thus be studied and the optimized
BHE installation strategy can be found. The sustainability and recov-
ery of energy supply in soil can be finally addressed and the result
regarding efficiency and safety should be considered in the design
guidelines.
The short time (several months) influence of freezing on the single
borehole heat exchanger system has been studied on the efficiency
and economic aspects. While the influence of freezing on multiple
BHE system in a long term (more than ten years) can be further stud-
ied and the freezing influence on the key parameters like thermal con-
ductivity and heat capacity will be an interesting question to answer.
If we stand on a higher level, the influence of freezing phenomenon
on the energy aspect, how much latent heat in the soil can be uti-
lized and how efficient the utilization would be due to the change of
thermal conductivity, can be analyzed and summarized.
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schlussbericht. 99995–geothermie. Report, Swiss Federal Office
of Energy, Switzerland.
[5] Beier, R. A., 2014. Transient heat transfer in a u-tube borehole
heat exchanger. Applied Thermal Engineering 62 (1), 256–266.
[6] Beier, R. A., Acuña, J., Mogensen, P., Palm, B., 2014. Transient
heat transfer in a coaxial borehole heat exchanger. Geothermics
51, 470–482.
[7] Beier, R. A., Smith, M. D., Spitler, J. D., 2011. Reference data sets
for vertical borehole ground heat exchanger models and thermal
response test analysis. Geothermics 40 (1), 79–85.
[8] Bluhm, J., Bloßfeld, W. M., Ricken, T., 2014. Energetic ef-
fects during phase transition under freezing-thawing load in
porous media–a continuum multiphase description and fe-
simulation. ZAMM-Journal of Applied Mathematics and Me-
chanics/Zeitschrift für Angewandte Mathematik und Mechanik
94 (7-8), 586–608.
[9] Bluhm, J., Ricken, T., Bloßfeld, M., 2011. Ice Formation in Porous
Media. In: Markert, B. (Ed.), Advances in Extended and Multi-
field Theories for Continua. Vol. 59 of Lecture Notes in Applied
and Computational Mechanics. Springer Berlin Heidelberg, pp.
153–174.
URL http://dx.doi.org/10.1007/978-3-642-22738-7_8
70
Bibliography
[10] Bluhm, J., Ricken, T., Bloßfeld, W. M., 2008. Energetische aspekte
zum gefrierverhalten von wasser in porösen strukturen. PAMM
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In this paper, I implemented the pure freezing model (with thermal
process) into OGS5 and verified with analytical solutions. I corrected
the code for BHE model and verified it with analytical solutions from
Richard Beier. I made the strategy of optimizing design length for
BHE under freezing process and finished all the numerical tests.
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h i g h l i g h t s
 A numerical model was developed to simulate BHE induced soil freezing.
 Latent heat from freezing slows down the BHE outlet temperature drop.
 COP corrected boundary condition produces more realistic estimation.
 Longer BHE do not always lead to a better financial performance over 30 years.
 Total cost of GSHPS depends heavily on electricity price and interest rate.
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a b s t r a c t
To utilize the shallow geothermal energy, heat pumps are often coupled with borehole heat exchangers
(BHE) to provide heating and cooling for buildings. In cold regions, soil freezing around the BHE is a
potential problem which will dramatically influence the underground soil temperature distribution, sub-
sequently the inlet and outlet circulating fluid temperature of the BHE, and finally the efficiency of the
heat pump. In this study, a numerical model has been developed to simulate the coupled temperature
evolution both inside the BHE, and the propagating freezing front in the surrounding soil. The coupled
model was validated against analytical solutions and experimental data. The influence of the freezing
process on the overall system performance is investigated by comparing one long BHE configuration
without freezing and another short one with latent heat from the frozen groundwater. It is found that
when freezing happens, the coefficient of performance (COP) of the heat pump will decrease by around
0.5, leading to more electricity consumption. Furthermore, analysis of the simulation result reveals that
the exploitation of latent heat through groundwater freezing is only economically attractive if electricity
price is low and interest rate high, and it is not the case is most European countries.
 2016 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, ground source heat pump systems (GSHPS) are
increasingly employed as a new technology for heating and cooling
of buildings. In the heating mode, the general principle of a GSHPS
is to extract heat from the shallow subsurface by circulating heat-
carrying fluid through single or multiple borehole heat exchangers
(BHE), which are typically operating at a relatively low tempera-
ture [1]. The energy carried by the circulating fluid is then lifted
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by heat pump to a level suitable for domestic applications. For
cooling applications, the system can be reversed, and the excess
heat can be removed from the building and stored in the ground.
As the temperature in the shallow subsurface remains constant,
GSHPS are very efficient in comparison to other technologies [2].
For example, if 1 kW h of energy is required to heat the building,
only 0.25–0.3 kW h of electricity are consumed to drive the heat
pump [3]. The substitution of coal and gas burning boilers by
GSHPS will not only reduce fuel costs, but also lead to substantially
lower emission of CO2 and air pollutants. Therefore, GSHPS have
become a very attractive technology for domestic heating and
hot water supply. In cold regions, the undisturbed soil temperature
itself is already low (sometimes less than 10 C). Typically, the cir-
culating fluid inside the BHE is a mixture of water and anti-freezer.
It allows its temperature to fall below zero and cause the freezing
of groundwater surrounding the BHE [4]. This will strongly affect
the soil temperature distribution, and the heat pump efficiency
as well.
In practice, the length of BHE is designed based on the thermal
conductivity and diffusivity of the soil, which can be measured by
a thermal response test. Roth et al. [5]made the first in-situ thermal
response test by installing BHE in Latin America.Wang et al. [6] pro-
posed a novel constant heating-temperature method for the test,
and also improved TRT equipment and presented a mathematical
model to interpret the measured data. In order to improve the per-
formance of GSHPS, both analytical and numerical modeling tech-
niques have been applied to simulate the dynamic temperature
evolution inside and around the BHE. Classically, Carslaw and Jae-
ger’s line source model [7] with Kelvin’s theory of heat sources is
widely used to identify conductivity value in the thermal response
test. Duhamel’s theorem efficiently helps develop solutions with
transient boundary condition [8]. Beier et al. employed the numer-
ical Laplace transformation technique and developed a semi-
analytical solution for single U-tube type BHE [9]. His model is cap-
able of predicting the transient temperature profile within and
around the BHE, which is installed in homogeneous soil and oper-
ated under a constant heat extraction rate [10]. Later on, he also
extended this solution to coaxial types of BHEs [11]. Being aware
of the limitation of the analytical approach, Lee and Lam [12] devel-
oped a numerical model for BHE with finite difference method,
which can predict the dynamic temperature profile. Boockmeyer
and Bauer [13] have managed to simulate the thermal response of
the entire BHE, with the U-tube, groutmaterial and the surrounding
soil matrix all explicitly represented in the finite element mesh.
These models are very accurate, but require significant computa-
tional resources. Following a different approach, Al-Khoury et al.
[14,15] presented a model where the BHE is represented by a sec-
ond 1D domain, which is coupled to the heat transport processes
in the soil. Diersch et al. [16,17] followed the same idea and imple-
mented the algorithm into the commercial software FEFLOW [18].
Such dual continuum models are still flexible enough to accept
varying boundary conditions and heterogeneous soil properties,
yet they are much more efficient in terms of computational time.
When freezing happens around the BHE, complex effects will
occur. On one hand, the latent heat produced by the phase change
can provide large amounts of extra energy for heating up the build-
ings. On the other hand, however, the freezing process will expand
the soil which may damage the pipe and even the foundation of the
buildings. To simulate freezing and thawing processes around the
BHEs, a coupled model including both the BHE and the freezing
feature is required. In other words, the numerical model has to
capture the phase change between water and ice, and must also
explicitly account for the associated latent heat. The mathematical
description of freezing processes was first described by Stefan [19],
and improved by Neumann [20] and Lunardini [21]. Afterwards,
McKenzie et al. introduced a clear benchmark for the calibration
of numerical models [22]. Bluhm and Ricken [23] proposed a math-
ematical and numerical model to simulate freezing in thermo-
elastic porous media based on the porous media theory of De Boer
[24]. Yet, none of these models considered the interactions
between a BHE and the surrounding soil. To investigate such
effects, several researchers have made important contributions.
Wang et al. [25] experimentally investigated the pipe deformation
during freezing at the interface between grout and soil. Eslami-
nejad and Bernier [26] set up an experiment to examine the ther-
mal consequences of freezing in the vicinity of BHEs and compared
the result with a 1D numerical model. They found that soil freezing
plays an important role in cold districts and delays the soil temper-
Nomenclature1
Greek symbols
a non negative freezing coefficient (kg m3 s1 K1)
aL diffusivity tensor (m2 s1)
U heat transfer coefficient (Wm2 K1)
k heat conductivity tensor (Wm1 K1)
kaR real heat conductivity tensor of phase a (Wm1 K1)
K thermal hydrodynamic dispersion tensor (Wm1 K1)
/a volume fraction of constituent a (–)
qa apparent density of constituent a (kg m
3)
qaR real (effective) density of constituent a (kg m
3)
Operators
HðÞ Heaviside step function
ð̂Þa production term of quantity ðÞa due to local interaction
with other constituents
r spatial divergence operator
r spatial gradient operator
ð_Þa time derivative of quantity a
Roman symbols
c coefficient of exponential function (–)
cp specific isobaric heat capacity (J kg1 K1)
D borehole diameter (m)
D pipe diameter (m)
h entropy (J)
Dh heat of reaction per unit mass (J kg1)
R heat resistance (W1 K)
Hs heat source (J m3 s1)
k coefficient of sigmoid function (–)
LI latent heat (J kg1)
r pipe radius (m)
Ta temperature of phase a (K)
Tm freezing point temperature (K)
va velocity of phase a (m s1)
u fluid circulating velocity (m s1)
x distance between the pipes (m)
X the location of phase change front (m)
1Throughout the article bold face symbols denote tensors and vectors. Normal face letters represent scalar quantities.
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ature drop. Yang et al. [27] proposed a one dimensional mathemat-
ical model with phase change to simulate the heat transfer in soil
around BHEs. They showed the feasibility of a seasonal cool storage
system using shallow soil in severely cold regions. Furthermore,
Yang et al. [4] developed a two-dimensional model of heat transfer
incorporating phase change around the BHE. They demonstrated
that increasing water content can delay the soil temperature drop
and the soil freezing characteristics are affected mostly by the
thermal diffusivity of soil. Since they used a 1D Dirchlet boundary
condition to represent the BHE, the transient outlet temperature
and extraction power cannot be simulated by their model. Anber-
gen et al. [28] developed a freezing feature plug-in for the commer-
cial software FEFLOW, and successfully validated the feature
against experimental results. His work was focused on the temper-
ature field of the grout and soil, and did not investigate the overall
system efficiency.
In this work, the impact of freezing on the BHE and heat pump
efficiency was carefully investigated. For that purpose, the scien-
tific open-source software OpenGeosys (OGS) [29] was extended
to incorporate both the BHE and soil freezing in a fully coupled
three dimensional model (Sections 2 and 3). The model result
was compared to established analytical solution and experimental
data to insure the correct implementation (Section 4). This
extended feature allows the simulation of heat pump efficiency,
which is highly dependent on the outlet temperature of the BHE.
Based on the typical thermal load of a single-family house in north-
ern Europe, we compare two BHE designs. One with shorter length
allowing freezing of the surrounding soil, while the other was con-
structed in a conservative way, keeping the soil temperature above
0 C (Section 5.1). Analysis of the corresponding heat pump effi-
ciency were conducted based on simulated BHE outlet tempera-
tures (Section 5.2). In addition, the simulated temperature
profiles over a period of one winter were extrapolated to a 30 years
period and the impact on system performance is translated to
financial cost (Section 5.3). Conclusions are drawn in the end
regarding whether it is worth to exploit the latent heat effect with
BHE coupled GSHPS in cold regions.
2. Mathematical model
2.1. Assumptions
In order to facilitate the analysis, the following assumptions are
made to simplify the model.
 When water is transformed into ice, the volume expands
accordingly. As this study is focusing on the amount of latent
heat released during the freezing process, the numerical model
here assumes the densities of water and ice to be identical, thus
neglecting the coupled mechanical effect.
 Groundwater flow and advective heat transport in the soil are
known to be controlling factors on the BHE efficiency and freez-
ing around it. Nevertheless, this is a site-specific parameter. In
this study, we would like to consider the most conservative sce-
nario, where no groundwater water flow is taking place.
 In the vadose zone, since soil is only partially saturated, it
freezes faster than the fully saturated part. In the work, we
are aware of this issue but would like to focus on the impact
of latent heat on BHE efficiency. Therefore the same assumption
was made to have a fully saturated soil matrix in the model,
similar as in Yang et al. [4], Eslami-nejad and Bernier [26].
According to the first assumption, q is not going to change with
temperature, the governing equation of the heat transport process
reads,
q
@hðTÞ
@t
r  ðkrTÞ ¼ 0 ð1Þ
where only heat conduction is considered. Here hðTÞ denotes the
specific enthalpy [J/kg], q is the density [kg/m3] of the porous med-
ium, T refers to the temperature [K], and k is the thermal conductiv-
ity [Wm1 K1]. By applying the chain rule to the time derivative
term, one gets
q
@hðTÞ
@T
@T
@t
r  ðkrTÞ ¼ 0 ð2Þ
The term @h
@Trepresents the specific heat capacity cp [J kg
1 K1], and
Eq. (2) can be rewritten as
qcp
@T
@t
r  ðkrTÞ ¼ 0 ð3Þ
2.2. Freezing and thawing processes
Freezing and thawing processes in porous media depend on the
effective porosity, pore size distributions and degree of water sat-
uration. and therefore happen over a temperature range with a dis-
tinct three-phase region (solid-ice-water). On account of this fact,
an equilibrium approach has been developed to describe them
mathematically. Assuming the phase change process is very fast
in comparison to the heat transport, and equilibrium will be
reached within one time step
_qa þr  ðqavaÞ ¼ q̂a ð4Þ
where _qa represents the partial time derivative of the partial den-
sity of phase a;va denotes the velocity of phase a, and q̂a is the den-
sity production of phase a, which is caused by the phase change
process. Since all phases are considered immobile in this model
(va ¼ 0), Eq. (4) can be simplified and reads for the ice phase
_qI ¼ q̂I ¼ q̂w ð5Þ
Following Mottaghy and Rath [30], the latent heat of fusion can be
added to Eq. (3),
qcp
@T
@t
 LIq̂I r  ðkrTÞ ¼ 0 ð6Þ
where LI denotes the specific latent heat of fusion [J kg1] and the
term LIq̂I regulates the amount of energy released or absorbed
through the phase change process. Here, ice phase density produc-
tion rate q̂I does not need to be calculated explicitly. Instead, the ice
volume fraction or partial density is directly related to temperature,
and is updated with a certain function in every iteration and every
time step. Assuming the partial density of ice is a function of tem-
perature T, we have
qI ¼ qeqðTÞ ð7Þ
qeqðTÞ defines the equilibrium relationship between the partial den-
sity of ice and temperature, which can be regulated by a suitable
function such as a steadily differentiable sigmoid function
qI ¼ /qIR
1
1þ ekðTTmÞ ð8Þ
or an exponential function which is also steadily differentiable.
qI ¼
/qIR if T < Ts
/qIR 1 eð
TTm
c Þ
2 
if Ts < T < Tm
0 if T > Tm
8><
>: ð9Þ
where Tm represents the melting temperature and Ts represents the
temperature at which all water has frozen into ice. When freezing is
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taken into account, the specific enthalpy h is regarded as a function
of T and qI, one gets
q
@hðT;qIÞ
@t
¼ q @h
@T
 
qI
@T
@t
þ @h
@qI

T
@qI
@t
!
ð10Þ
By applying the chain rule on Eq. (10) and using Eq. (7), we get
@qI
@t
¼ @qeqðTÞ
@T
@T
@t
ð11Þ
After integrating the above expressions into Eq. (6), we have
qcp 
@qeq
@T
LI
 
@T
@t
r  ðkrTÞ ¼ 0 ð12Þ
Eq. (12) serves as the governing equation of the heat transport pro-
cess with freezing and thawing features in the equilibrium
approach. When freezing and thawing occur, k and qcp are no
longer constants, but rather functions of the ice volume fraction
/I. Here, the volume-averaged quantities were applied.
k ¼ kSRð1 /Þ þ kIRð/IÞ þ kWRð/ /IÞ ð13Þ
qcp ¼ qSRcpSð1 /Þ þ qIRcpRð/IÞ þ qWRcpWð/ /IÞ ð14Þ
Harmonic mean and other different relations for averaging k
and qcp were tested but did not show significant difference in
the result. Besides the equilibrium approach above, freezing and
thawing can also be described in a kinetic approach following
Devireddy et al. [31]. Both approaches have been implemented into
the OpenGeoSys software, but only the equilibrium approach is
applied in this work.
2.3. Coupled heat transport process in BHE and freezing soil
To numerically model the freezing processes induced by the
borehole heat exchangers, we have adopted the dual continuum
approach proposed by Diersch et al. [16]. In the numerical model,
the soil part is represented by a 3D continuum, and the heat bal-
ance equation with freezing feature is modeled. Simultaneously,
the vertical borehole heat exchangers are represented by 1D verti-
cal lines. The heat convection and conduction inside the pipelines
and grout zones are simulated in this second continuum. These
two parts are coupled by the heat flux between them, which is con-
trolled by heat transfer coefficients and temperature difference.
Here in this section a single U-shape pipe (1U) BHE will serve as
an example. Fig. 1 gives an exemplary schematization regarding
how it is conceptually coupled with the soil part. The mathematical
relationship for other types of BHE can be found in [16]. For sim-
plicity, the following assumptions are made regarding the heat
transfer in the BHE and the immediate surrounding soil.
 For the heat transfer in the BHE, vertical heat conduction in the
grout is neglected due to its insignificant amount in comparison
to the strong horizontal thermal gradient from pipeline to soil
[32].
 The BHE grout is regarded as homogeneous porous media, and
are fully saturated.
 The BHE is reduced to an internal boundary condition occupied
at a single node in a horizontal section of the 3D soil domain
[15].
2.3.1. Soil freezing around BHEs
2.3.1.1. Conceptual model. The single U-shape pipe (1U) exchanger
is a cylindrical borehole containing two pipes which are connected
to form a U-shape. The borehole is filled with a grout material as
shown in Fig. 1. The grout can be considered as a homogeneous
material. A 1U configuration consists of four components:
 inlet pipe (denoted as i1);
 outlet pipe (denoted as o1);
 grout material, which is subdivided into two zones (denoted as
g1 and g2, see Fig. 1)
Within the two pipe components i1 and o1, heat is transferred in
a convective way and exchanged across their surface areas. The
radial heat transfer from the pipes is directed to the grout zones
g1 and g2. The grout zones exchange heat directly with the soil
(the porous medium saturated with water in the void space)
denoted as S and with each other. The heat coupling between soil
and pipes is only via the grout zones as intermediate media. The
1U system involves a series ofmaterial and geometrical parameters,
which are determinedby themanufacturer and experiments. Differ-
ent relations are implemented to depict the overall thermal resis-
tance between the 1U borehole and the soil. The usual approach is
to lump the effects of the 1U component into effective heat transfer
coefficients (cf. [16–18])which are related to the sumof the thermal
resistances between different components (cf. [16,17]). The struc-
ture of the inner pipe-grout heat flux resistance can be seen in Fig. 1.
2.3.1.2. Soil equations. This part depicts the model equation for the
global problem of the subsurface in forms of thermal energy of soil
S, water W, ice I and latent heat LI. By implementing the equilib-
rium approach, the conservation equation of thermal energy can
be expressed as
qSRcpSð1 /Þ þ qIRcpRð/IÞ þ qWRcpWð/ /IÞ 
@qeq
@T
LI
 
@T
@t
r  ðkrTÞ
¼ Hs ð15Þ
with the Cauchy-type boundary condition imposed on the interac-
tion surface C between soil and BHE.
qnTS ðx; tÞ ¼ 
XG
i¼1
USgðTgi  TSÞ on C t½0;þ1Þ ð16Þ
The heat flux qnTS is controlled by the heat transfer coefficient
USg ¼ UgS, the number of grout zones G, and the temperature
difference.
2.3.1.3. BHE equations. The processes inside the borehole are
regarded as a local problem, which is related to the global (freezing
soil-related) problem via thermal transfer relationships of Eq. (15).
The borehole is regarded as a closed pipe system, in which there is
a circulating fluid with a given velocity u. The heat transport equa-
tions for the four components are written as follows
@T i1
@t
ðqRcpRÞ þ r  ðqRcpRuiT i1Þ  r  ðKRrT i1Þ ¼ Hi1 in Xi1
with
qnTi1 ¼ U1Ufig ðTg1  T i1Þ on Ci1
ð17Þ
@To1
@t
ðqRcpRÞ þ r  ðqRcpRuoTo1Þ  r  ðKRrTo1Þ ¼ Ho1 in Xo1
with
qnTo1 ¼ U1UfogðTg1  To1Þ on Co1
ð18Þ
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@Tg1
@t
ð/gqgRcpgÞ  r  ð/gkgRrTg1Þ ¼ Hg1 on Xg1
with
qnTg1 ¼ U1UgS ðTS  Tg1Þ U1Ufig ðT i1  Tg1Þ U1Ugg ðTg2  Tg1Þ on Cg1
ð19Þ
@Tg2
@t
ð/gqgRcgRÞ  r  ð/gkgrTg2Þ ¼ Hg2 on Xg2
with
qnTg2 ¼ U1UgS ðTS  Tg2Þ U1Ufig ðT i1  Tg2Þ U1Ugg ðTg1  Tg2Þ on Cg2
ð20Þ
With the thermal diffusivity tensor,
KR ¼ ðkR þ qRcRaLkukÞI ð21Þ
where the subscript R represents the circulating fluid (refrigerant)
inside the tube. The details regarding the calculation of heat trans-
fer coefficient U can be found in Diersch [18].
3. Numerical model
For simulating the heat transfer between BHEs and the sur-
rounding soil, the governing equations for the tube and grout zone
(1D) are assembled into a global matrix system (3D) together with
the heat transport equation of the soil. The Finite Difference
Method was implemented for the time discretization and the
Galerkin Finite Element Method for the spatial discretization. The
implementation was realized in OpenGeoSys [29]. The global
matrix system is written as
PS 0
0 Pp
 !

_TS
_Tp
 !
þ L
S  Rp RSp
RpS Lp
 !
 T
S
Tp
 !
¼ W
S
Wp
 !
ð22Þ
With the Euler time discretization applied on the above equation,
the fully linearized global matrix system reads
AS RSp
RpS Ap
 !
 T
S
Tp
 !
nþ1
¼ B
S
Bp
 !
nþ1;n
ð23Þ
where n and n + 1 represents the previous and current time step. If a
corrector recurrence scheme is applied, then the left hand side
matrix and right hand side can be written as
AS ¼ 1
Dtn
PS þ hðLS  RpÞ
BS ¼ 1
Dtn
PS  ð1 hÞðLS  RpÞ
 
 TSn þWSnþ1hþWSnð1 hÞ
Ap ¼ 1
Dtn
Pp þ hLp
Bp ¼ 1
Dtn
Pp  ð1 hÞðLpn Þ
 
 Tpn þWSnþ1hþWSnð1 hÞ
ð24Þ
In which P and L stand for the mass and laplace matrices. After the
Amatrices and B vectors have been assembled, the linear solver cal-
culates the temperature values Tnþ1 for the next time step, based on
previous time step value Tn (h is set to 1.0 in this study). Notice that
the heat exchange coefficients Rps and Rsp will be multiplied with
the temperature values and generate the heat exchange flux
between the soil and the BHE continuum. Since the flux is linearly
dependent on the temperature difference, it needs to be updated
when the temperature values are changed. Therefore, a Picard iter-
ation scheme has been implemented to obtain the converged tem-
perature values.
In the numerical model, Diersch et al. [17] pointed out that the
amount of heat exchanged between BHE and surrounding soil is
influenced by the mesh density in the vicinity of the BHE. There-
fore, it is necessary to discretize the 3D soil domain with the opti-
mal node distance D. Its value can be calculated based on the
borehole radius rb as suggested by Diersch et al. [17]
D ¼ arb; a ¼
4:81 for n ¼ 4
6:13 for n ¼ 6
6:66 for n ¼ 8
8><
>: ð25Þ
where n denotes the number of surrounding nodes around the ver-
tical borehole line. For example in the sandbox benchmark (Sec-
tion 4.2), we have 8 nodes connected with the BHE node (n ¼ 8),
with a borehole radius of 0.063 m the required nodal distance D is
set to be 0.42 m.
4. Benchmarks
Before the numerical model can be applied to simulate the
freezing process induced by a borehole heat exchanger, it needs
to be validated. This is achieved in two steps. First, the analytical
solution of Neumann [20,21] is applied to compare with the soil
freezing part. Second, the heat transfer process within and around
Fig. 1. Structural overview of a 1U type BHE, its cross-section and heat resistance scheme.
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the borehole heat exchanger is validated against Beier’s lab exper-
iment [10] and compared with his semi-analytical solution [9].
4.1. Analytical solution of freezing wall
This is a widely accepted benchmark for the validation of
numerical models involving soil freezing. For example, Mottaghy
and Rath [30] developed a model for the permafrost in Poland.
McKenzie et al. [22] numerically investigated the freezing process
in peat bogs. Both of them have adopted this benchmark. The
numerical software TEMP/W suggested it for the validation of 1D
freezing/thawing process. Rühaak et al. [33] included it in a series
of benchmarks for the freezing simulation in porous media. In this
benchmark, a 1 m long water column was connected to a freezing
wall. Over time, the water in the vicinity of the wall slowly freezes.
The propagation of the freezing front is calculated by the Neumann
analytical solution [20,21]. The freezing front is defined as the edge
between pure ice and the ice-water mixture. Since the analytical
solution was developed for a pure phase change scenario, i.e. only
water and ice, the porosity was set to 1.0 in our numerical model.
The initial temperature was given as 0 C throughout the domain.
At the position x ¼ 0, a Dirchlet type boundary condition was
imposed with a temperature value of T ¼ 3 C, and was kept con-
stant throughout the simulation. All parameters used in the model
can be found in Table 1.
Here, the exponential function of Eq. (9) was applied to calcu-
late the partial density of ice, with values qIR ¼ 1000 kg m3,
w ¼ 2 K1 and Ts ¼ 4 C, following Mottaghy and Rath [30].
Fig. 2a shows the evolution of the temperature profile during the
freezing process. Different from a pure heat transfer process, there
is a clear change in the temperature slope at the freezing point due
to the latent heat effect and the change in thermal properties. The
location of the phase change front XðtÞ is compared with the ana-
lytical solution [7] in Fig. 2b, It can be seen that the numerical
result corresponds well to the analytical solution.
4.2. Beier’s in-door experiment
Recently, Beier has performed an in-door sandbox experiment
[10], where a thermal response test was conducted in a 18 m long
sand box. He also derived a semi-analytical solution [9], by which
the transient temperature profile in and around a single U-tube
BHE can be calculated. It was demonstrated that this analytical
solution matches the experimental data very well [9]. Therefore
in Fig. 3, only the monitored data set are used for validation. The
same geometric configuration and material parameters were
adopted as in the sandbox experiment (see Table 2). In Beier’s
experiment, there was an aluminum pipe surrounding the BHE.
This leads to a lower thermal resistance between the grout and soil
in the experiment than in the numerical model. Our analysis
showed that this difference only has very little effect on the BHE
outlet temperature curve (<0.2 C), and the impact is only observ-
able between 0.1 and 1 h. For the long term analysis on efficiency,
this effect can be safely neglected. Since the metal casing is
removed after the BHE construction, it is not included in our
model. In the numerical model, the transient inlet temperature
(solid line in Fig. 3) measured in the experiment was adopted as
the boundary condition. The profile of outlet and wall temperature
were validated against monitored data. In the numerical model,
the optimum node distance in the vicinity of the BHE was deter-
mined based on the approach suggested by Diersch et al. [17]
(see also Eq. (24)). In Fig. 3, it can be seen that from the beginning
to about one hour, the outlet temperatures predicted by the
numerical model slightly differs from the measured ones. Never-
theless, this difference will not influence the long-term behavior
of the BHE. After about one hour, the numerical result starts to
fit very well. Since our model is applied in this study to investigate
the long-term change of BHE and heat pump efficiency through a
winter, we consider the numerical model to be validated and the
difference at the initial stage of this benchmark can be safely
neglected.
Table 1
Parameters used in the freezing wall benchmark, following the configuration
proposed by Mottaghy and Rath [30].
Parameter Value Unit
Grid size 0.001 m
Initial temperature 0 C
Boundary temperature 3 C
Porosity 1 –
Water heat capacity 4179 J kg1 K1
Water thermal conductivity 0.613 Wm1 K1
Water density 1000 kg m3
Ice heat capacity 2052 J kg1 K1
Ice thermal conductivity 2.14 Wm1 K1
Ice density 1000 kg m3
Time step size 864 s
Total simulation time 100 day
Distance from the wall (cm)
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Fig. 2. Numerical result of freezing wall benchmark, with (a) the temperature
profile during the freezing process, and (b) the propagation of the freezing front X
over time.
T. Zheng et al. / Applied Thermal Engineering 105 (2016) 314–326 319
5. Application and discussion
In real applications, the inlet temperature of a BHE is not a
boundary condition, but rather controlled by the heat pump in
the GSHPS (see the schematic description in Fig. 4). For the end
users, the majority of the operational cost, i.e. the electricity,
depends on the coupled behavior of BHE and heat pump system.
In this section, we will increase the complexity of the model step
by step, and try to analyze the changing efficiency of BHE and cou-
pled heat pump system over a winter period.
5.1. The impact of latent heat on BHE efficiency
The scenario investigated here first is a GSHPS built for a house
with 140 m2 heated floor surface. The unit surface heat demand is
about 23 W/m2 (following Javed [35]), leading to a total heat
demand of 3.3 kW. The heat pump system is connected to a single
1U type BHE, and its configuration is based on the geological con-
ditions present in Taucha, Germany [36]. The applied parameters
are listed in Table 3. The numerical model developed in this work
is applied to simulate two configurations:
 92 m long BHE according to a unit length thermal load value of
35 W/m. This is suggested by German engineering guideline
VDI 4640 [37] (with the sediment layer mainly composed of
wet clay and loam). There will be barely any freezing expected
in the soil around the BHE.
 46 m long BHE, which is half of the standard length. Such a con-
figuration represents the case where the length of BHE is con-
strained by the thickness of the sediment layer, or the
thermal conductivity of the soil is overestimated. Under such
conditions, freezing is expected to occur during the heating
period.
In both configurations, a constant thermal load of 3.3 kW is
imposed as a direct BHE boundary condition over a period of three
months. In each time step of the simulation, the inlet circulating
fluid temperature is calculated based on the outlet temperature
and the temperature difference, which is adjusted to satisfy the
imposed thermal load. The extended OpenGeoSys model was
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Fig. 3. Comparison of numerical result of OGS and experimental data [10].
Table 2
Numerical parameters for the sandbox benchmark, following the settings by Beier
[10].
Parameter Value Unit
Domain size 5 5 18:32 m3
Initial soil temperature 10 C
Borehole diameter 0.126 m
BHE length 18.3 m
Pipe outer diameter 0.0334 m
Distance between centers of pipe 0.053 m
Pipe wall thermal conductivity 0.39 Wm1 K1
Ground thermal conductivity 2.82 Wm1 K1
Ground volumetric heat capacity 3:2 106 J m3 K1
Grout thermal conductivity 0.73 Wm1 K1
Grout volumetric heat capacity 3:8 106 J m3 K1
Average fluid volumetric flow rate 2 104 m3 s1
Reynolds number 10,000 –
Average heat input rate 1056 W
Time step size 21.6 s
Optimized nodal distance (D in Eq. (25)) 0.42 m
Number of nodes 1617
Number of elements 2580
Heat Pump
Buffer Tank
Circulating
Fluid Pump
Floor Heating
Hot Water Supply
considered in the model
not yet included in the model
direct BHE boundary 
condition
COP corrected
boundary condition
Soil
filled 
with
grout
Fig. 4. Schematic of a GSHPS following Wajman [34].
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applied to simulate the temperature evolution within and around
the BHE. For the 46 m configuration, numerical simulations were
performed with and without the freezing feature, so that the effect
of the latent heat can be revealed.
As shown in Fig. 5, if freezing was not considered, the soil tem-
perature dropped significantly below zero in the 46 m configura-
tion, and it reached 9 C at the end of the 3 months simulation.
When the freezing feature was switched on, the temperature
dropped to about5 C. This is the quantification of the error when
not considering freezing. In the 92 m case, the temperature drop
was further retarded, it was kept above 0 C and freezing did not
occur. The latent heat effect can be better demonstrated in Fig. 6.
When freezing was considered in the model, the latent heat
released by the phase change process caused the outlet tempera-
ture curve to deviate from the case without the consideration of
freezing after about 5 days. This change in outflow temperature
has quite a large effect on the estimation of the heat pump
efficiency.
Conventionally, the efficiency of the heat pump is measured by
the coefficient of performance (COP) [38]
COP ¼
_Q
W
ð26Þ
where _Q is the amount of thermal power supplied to the building,
and W is the power consumed by the heat pump in terms of elec-
tricity. The COP of the heat pump is determined by the temperature
of the BHE outlet fluid, and the temperature required at the heating
end [39] (see Eq. (27)). Although there are other factors influencing
the heat pump COP, it is accepted that the heat pump COP is linearly
dependent on the BHE outlet temperature. The same simplification
can be found in e.g. Kahraman and Celebi [40], Casasso and Sethi
[38] and Sanner et al. [41]. Assuming a temperature of 35 C is
required for floor heating, the COP of a typical heat pump can be
approximated by the following relationship.
COP ¼ aþ bTout ð27Þ
The parameters a and b are dependent on the temperature required
by the heating end (see Fig. 7). Here, a has been set to 4.0 and b to
0.1 K1 (following Casasso and Sethi [38], considering a 35 C floor
heating scenario).
The impact of freezing on the COP can be clearly observed in
Fig. 6. After about 5 days, freezing was initiated in the 46 m config-
uration, and lasted for the remaining 85 days. The latent heat effect
retards the decrease of the outlet temperature by about 5 C. This
leads to an improvement of COP by 0.5, which will save large
amount of electricity over time. For the 92 m configuration, the
Table 3
BHE configuration and model setup based on a site in Taucha, Germany.
Parameter Value Unit
Borehole diameter 0.15 m
BHE length 46/92 m
Pipe inner diameter 0.0262 m
Pipe outer diameter 0.032 m
Distance between pipe centers 0.04 m
Pipe wall thickness 0.0029 m
Pipe wall thermal conductivity 0.42 Wm1 K1
Grout thermal conductivity 1.0 Wm1 K1
Grout volumetric heat capacity 3:8 106 J m3 K1
Average fluid volumetric flow rate 2 104 m3 s1
Thermal conductivity of soil 3.85 Wm1 K1
Thermal conductivity of water 0.613 Wm1 K1
Thermal conductivity of ice 2.14 Wm1 K1
Soil volumetric heat capacity 2.15  106 J m3 K1
Water volumetric heat capacity 4:18 106 J m3 K1
Ice volumetric heat capacity 2:11 106 J m3 K1
Porosity of soil 0.5 –
Latent heat of water 3:34 105 J kg1
Initial soil temperature 10 C
circulating fluid volumetric heat capacity 3:802 106 J m3 K1
circulating fluid thermal conductivity 0.48 Wm1 K1
Optimized nodal distance 0.6 m
Fig. 5. Soil temperature distribution along the diagonal line at the surface after
3 months.
Time (days)
0 20 40 60 80 100
Te
m
pe
ra
tu
re
 (°
C
)
-25
-20
-15
-10
-5
0
5
10
15
46m considering latent heat
46m no latent heat
92m
Time (days)
0 20 40 60 80 100
C
O
P
 (-
)
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0
5.5
46m considering latent heat
46m no latent heat
92m
(a)
(b)
Fig. 6. The evolution of (a) outlet fluid temperature and (b) the coefficient of
performance (COP).
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temperature decrease at the outlet is much smaller, the overall
COP is consequently much higher. This translates into a lower elec-
tricity consumption but relatively higher drilling and installation
costs. Based on this result, one important question arises, as to
whether it may be advantageous to install a shorter BHE with less
initial investment, or it is financially reasonable to initially invest
more into a long BHE and save electricity afterwards based on
the higher heat pump efficiency?
5.2. The impact of different boundary conditions
Before one can start the financial analysis, there is another issue
that could influence the BHE efficiency, and must be considered in
the numerical model. Same as our simulation in Section 5.1, many
researchers consider the thermal load of the BHE _QBHE to be the
same as the building heat demand _QBuilding (see e.g. [42,38,43]).
However in reality, these two values are not the same [44]. To shift
the heat from the ground to the building, the heat pump needs
about 20–30% of the energy in the form of electricity. This amount
of heat must be subtracted from the thermal load. Assuming a
known COP value, the following equations can be obtained,
_QBHE ¼ _QBuilding COP 1COP ð28Þ
HPC ¼
Z _QBuildingðtÞ
COPðtÞ dt ð29Þ
where HPC stands for the heat pump’s electricity consumption in
kW h. Also, it is noticed that the COP is a function of BHE outlet tem-
perature (see Eq. (27)). As demonstrated in Fig. 6, the COP tends to
drop over time. When COP is high, the building demand is mostly
supplied by the BHE. When it drops along with the outlet tempera-
ture, the proportion of BHE decreases, and the electricity consump-
tion will be elevated to fill the gap. This means, when the heat pump
is operating at a low COP, more load is shifted to the electricity side
to satisfy the same building heat demand. For a heat pump operated
with a BHE, the evolution of outlet temperature is strongly coupled
to the COP [44]. The building heat demand can be estimated based
on the local climate, while the thermal load of BHE is determined by
both the building heat demand and the performance characteristics
of the heat pump. Therefore in our model, a new boundary condi-
tion has been implemented into OpenGeoSys that allows the direct
specification of the building heat demand. In each time step, the
BHE thermal load is calculated based on Eq. (28). Using this value,
the inlet temperature is updated based on the BHE outlet tempera-
ture from the last time step, and then the T in value is imposed as a
Dirchlet boundary condition. Once the outlet temperature is com-
puted, the COP and BHE thermal load will be updated accordingly.
This process will be iterated for several times, until the outlet tem-
perature does not change any more. Once the convergence was
reached, the electricity consumption HPC can be calculated by Eq.
(29).
The application of this COP corrected boundary conditionmakes
the numerical simulation more realistic. More importantly, it has a
big impact on the outlet temperature and the BHE efficiency (see
Fig. 8) where the corresponding heat demand is shown in Fig. 8
as a test case. When it is applied, the outlet temperature drops
slower, because when the temperature is lowered, the COP
decreases as well. A large part of the building heat demand is sup-
plied by electricity, not the BHE anymore. If the model is not
equipped with such a self-adjusting mechanism, the outlet tem-
perature will drop further. The maximum temperature difference
is about 9 C and the corresponding COP difference is 0.9 which
leads to a difference in electric consumption rate of 800 W. Hence
in the following sections, COP corrected boundary condition will be
applied throughout all simulations and economic analysis.
5.3. Economic analysis of the two BHE configurations
From a construction perspective, the minimum borehole length
will be favored, due to its low drilling and installation cost [38]. As
demonstrated in the 46 m case, the under-designed configuration
will cause the BHE to operate at a lower temperature leading to
a higher electricity consumption, i.e. higher operational cost. To
quantitatively evaluate the two configurations in terms of total
financial cost, they are simulated again for a 4-month period, with
varying building heat demand as shown in Fig. 8 representing a
typical heating season over one winter. During the summer time,
the GSHPS is switched off, or used for cooling purposes. Since the
soil surrounding the BHE has a lower temperature, it creates a ther-
mal gradient, by which the heat in the vicinity will be transferred
towards the BHE. It is shown in Rybach and Eugster [45], Luo [46]
and also Lazzari et al. [47] that the soil temperature surrounding
the BHE will be lowered by 1–2 C after several years of operation,
and then reaches a quasi-steady-state. Therefore, it is assumed that
the initial soil temperature is regenerated over the summer time,
and the annual electricity consumption is then extrapolated to
30 years. Fig. 10 shows the distribution of ice volume fraction in
the surrounding soil. In the 92 m case, freezing barely happens,
while about 16% of the total volume (32% of the water volume)
around the BHE has been converted to ice in the 46 m case (see
Fig. 10). With the formation of ice, the latent heat is released. This
effect is reflected in the outlet temperature development and cor-
responding COP of the two configurations. With the simulated COP
value, the electricity consumption is calculated with Eq. (29) (see
Fig. 9). The accumulated electricity cost is depicted in Fig. 11, with
a unit cost of 0.32 Euro/kW h in Germany. Over one heating season,
the electricity cost of the 46 m configuration is about 1300 Euro, in
comparison to 993 Euro in the 92 m case.
Since money has a time value, the payments of electricity cost
over 30 years must be first converted to their present-day values
for the total cost calculation. The following equation
Ccurrent ¼ Cfutureð1þ eÞn ð30Þ
was applied to take into account the effective annual interest rate e
and the cost of electricity Cfuture in the n-th year to their present-day
value Ccurrent. Since it is assumed that the ground temperature will
recover back to 10 C during the summer, the amount of electricity
consumption in each year will be the same. After the present value
correction, all electricity costs are then summed up together with
BHE outlet temperature (°C)
-20 -10 0 10
C
O
P 
(-
)
1
2
3
4
5
6
7
heat pump output 49°C 
heat pump output 35°C
heat pump output 27°C
Fig. 7. Dependency of COP on different output temperature and Tout.
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Fig. 10. Ice volume fraction in the vicinity of the BHE along the diagonal line at the
surface after the 4 months winter period.
Fig. 11. Total cost of different BHE length calculated with a electricity price of
0.32 Euro. All cost in 30 years has been corrected to present value. Freezing
phenomena is observed from 46 m up to 92 m long BHE.
Table 4
Initial investment and 30 years’ electricity consumption (€) of a coupled BHE heat
pump system with different borehole lengths, the cost factors is according to a recent
study [46] in Germany.
46 m 92 m
Borehole drilling cost 2300 4600
Buried pipe 300 601
Spacer 31 31
Grouting 202 405
Heat pump 444 444
Accessories 111 111
Total initial investment 3388 6192
Annual electricity cost 1300 992
Present value of 30 years’ electricity cost 38,720 29,572
Total cost 42,109 35,763
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the initial investment for drilling and installation, based on the per-
meter cost listed in Table 4. With an annual interest rate of 0.05% in
Germany, the total electricity cost is much lower for the longer
92 m BHE in comparison to the 46 m one. After 30 years of service
[47–49], the present-day value of total electricity cost for the 92 m
configuration turns up to be 29,572 Euro, compared to 38,720 Euro
in the 46 m case (see Table 4).
In addition to the two configurations, the numerical simulation
and economic analysis have been performed with the same param-
eters but different BHE length. Fig. 11 shows that the total cost
decreases with the increase of BHE length, and it reaches an opti-
mum at about 86 m. For the longer ones, the increase of initial
investment will cancel out the benefit from electricity saving,
and the total cost will be kept at the same level. The optimum
BHE length will surely be influenced by different factors, such as
the unit electricity price, the interest rate, the soil conductivity val-
ues and so on. These factors will be discussed in the following
section.
5.4. Sensitivity analysis
Different thermal conductivities of soil and grout can signifi-
cantly influence the fluid temperature inside the pipe which will
correspondingly affect the electricity consumption and the total
cost. A series of soil and grout thermal conductivities are consid-
ered in this test and Germany’s electricity price and rate of interest
are taken into account. Fig. 12 depicts the dependency of total cost
on the thermal conductivity of the soil (different costs for different
grout materials are ignored). Higher thermal conductivity causes
better heat transfer from the soil to the pipe, resulting in higher
COPs and reduced electricity costs.
In different countries, the interest rates and electricity prices
might change the above financial calculation (see Table 5). There-
fore, the sensitivity of these two parameters is investigated for
some countries (seven industrialized countries-the G7, 5 major
developing countries-the BRICS, and plus Australia). Fig. 13 shows
the calculated total financial cost over a 30 year period. A clear pat-
tern is observed from this analysis. The investigated countries can
be divided into three categories. (i) For the industrialized countries
with low interest and high electricity price, such as Italy, Germany,
UK, Australia, Japan and France, the overall cost is always more
expensive in the 46 m configuration, suggesting the end-users
should invest more on the longer BHE at the beginning, in
exchange for lower operational cost in the future. (ii) In the BRICS
countries, cheap electricity but high interest rates reverse the situ-
ation. There, the shorter BHE configurations with utilizing certain
amount of latent heat benefit from the low initial investment
and a lower total cost. (iii) In USA and Canada, the electricity price
is considerably lower than in other industrialized countries. There,
the total cost for the two BHE lengths is more or less the same. One
could surely argue that the two controlling factors will probably
change in the next 30 years. However, it is beyond of our capability
to predict them in the future, therefore the scenario with changing
price and interest rate is not considered in this study.
6. Conclusions
6.1. Novelty
In this work, a fully coupled 3D numerical model has been
developed to simulate the heat transport and freezing processes
induced by borehole heat exchangers (BHE). Compared to other
existing models, the extended OpenGeoSys code is capable of cap-
turing the latent heat effect associated with ice formation, and also
equipped with a COP corrected boundary condition. These two fea-
tures makes the model more realistic.
6.2. Physical process
The validated model has been applied to simulate the behavior
of two BHE configurations in winter, with the shorter one causing
ice formation in the surrounding soil. Simulation result reveals that
BHE outlet temperature drops slower in the longer BHE, which is a
positive effect in terms of higher heat pump efficiency. It is also
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Table 5
Electricity price and interest rate in major countries, following [50,51].
Country Electricity price (€) Interest rate (%)
Italy 0.2512 0.05
Canada 0.0796 0.75
Germany 0.3236 0.05
UK 0.1770 0.5
Australia 0.2655 2
Japan 0.1947 0
France 0.1716 0.05
USA 0.1062 0.25
Brazil 0.1433 13.25
Russia 0.0708 12.5
India 0.0619 7.5
China 0.0885 5.1
South Africa 0.1062 5.75
Total cost (kEuro)
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Fig. 13. Total cost of 30 years for the 46 m and 92 m configurations over 30 years,
adjusted to the electricity price and interest rate in different countries.
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found that, the COP corrected boundary condition produces more
realistic estimation, as the heat pump will dynamically distribute
the building heat demand between BHE and electricity
consumption.
6.3. Economics
Moreover, the economic analysis shows that longer BHE config-
urations do not always lead to a better financial performance over
a 30-year period. In Germany, the optimal cost is achieved with a
86 m BHE, and it varies significantly depending on the electricity
price and interest rate in different countries. Generally, high elec-
tricity price and low interest rate will favor a long BHE configura-
tion, which is the case is many industrialized countries, but exactly
opposite in most developing ones.
It should be noticed that the conclusions drawn in the work are
subject to assumptions made in Section 2.1. In reality, the amount
of water in the soil and its movement would greatly influence the
BHE performance (cf. [52]). With the groundwater flow bringing
extra heat from the surrounding soil, freezing phenomenon will
be alleviated. On the other side, for the partially-saturated vadose
zone, the formation of ice will be faster, as the heat capacity of air
is much smaller than water. In the near future, this work will be
extended to consider the disturbed groundwater flow pattern
induced by soil freezing, and also the mechanical effect on the
BHE due to volume expansion.
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a b s t r a c t
Significant tensile stresses inside solid thermal energy storage media are induced due to incompatible
thermal expansion characteristics. These stresses can cause damage to the often brittle storage material
which is associated with a performance loss of thermal properties or the partial loss of long-term
mechanical stability. In the present paper, a previously introduced analytical approach is extended to
estimate the effects of the dominant physical and geometrical quantities on critical tensile stresses
around tubular heat exchangers. Results are presented in terms of three composite dimensionless param-
eters representing the geometrical and material parameters of the system. Analytical sensitivities fur-
thermore provide a direct quantification of how these sensitivities depend on selected system
parameters, thus giving clues regarding the most promising optimisation handles. A representative case
study was performed and can serve as a guide-line for making design decisions from a mechanical per-
spective as a complement to the typically performed thermodynamic design.
 2016 Elsevier Ltd. All rights reserved.
1. Introduction
Driven by the purpose of saving fossil resources and reducing
air pollution, alternative technologies are being developed to cap-
ture and use renewable sources of energy, such as solar, wind and
hydro power, or geothermal heat. In this context, thermal energy
storage (TES) is a technology that is primarily used for alleviating
the mismatch between energy demand and supply at varying tem-
perature conditions [5] and allows a better management of the
intermittent renewable energy; cf., for example, Braun et al. [4],
Herrmann and Kearney [8], Hesaraki et al. [10].
Among the numerous technologies available, this article is
concerned with sensible heat storage in solid media, which is
extensively used in various heat storage applications
[9,15,3,7,14,6,12]. This mature technology is cost-effective and
can be qualified for most domestic and commercial applications
while being environmentally benign.
The continuing development of TES systems is accompanied by
specific requirements for heat exchangers. Not only does the heat
exchanger need to be designed to achieve a high heat transfer effi-
ciency [24], but also the thermo-mechanical and thermo-hydraulic
performance of the heat exchanger and the surrounding storage
media must be improved to maintain functional reliability during
the operational life.
As there are numerous aspects implied in the multi-disciplinary
design of a heat exchanger for solid sensible TES, presenting a com-
prehensive optimummay not be the most efficient and economical
http://dx.doi.org/10.1016/j.applthermaleng.2016.12.020
1359-4311/ 2016 Elsevier Ltd. All rights reserved.
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procedure [2], and is not a uniquely posed problem. Accordingly, it
is more reasonable to concentrate on those factors that have been
identified as the most dominant in a given specific kind of TES
system. Most existing studies focus on improving heat transfer
performance along with overall cost reduction. Although, the anal-
yses of mechanical fields for TES materials were presented in liter-
ature (cf., for example [20,23,22]), to the authors’ knowledge, there
are few studies taking into account thermo-mechanical effects in
the solid TES with heat exchangers, such as critical stresses inside
solid sensible TES during thermal cycling as well as quantifying the
dependence of these stresses on key parameters of the heat
exchanger and the storage material and using that information
for design optimisation.
In this paper, we focus on estimating peak tensile stresses
around tubular heat exchangers embedded in a solid heat storage
medium as an indicator for the thermo-mechanical integrity of
the heat store. The specific motivation for this problem comes from
the observation of significant tensile stress within the storage
material which is typically an affordable building material with a
relatively low tensile strength [19,17]. Thus, such thermally
induced stresses might quite possibly exceed the material’s
strength limits for an inappropriate combination of operating con-
ditions, geometry and material. The purpose of the present study is
twofold: (i) to investigate the effects of geometrical/physical
parameters of the heat exchanger on the thermo-mechanical per-
formance of the heat store unit in detail by using a previously
developed analytical approach; (ii) to show how this analytical
approach can be modified and used to select a heat exchanger
which is optimal from amechanical perspective and does not stand
in contrast to thermodynamic requirements that are critical for the
system’s operation as a heat store.
Generally, a designated TES system is characterised by the geo-
metric layout of its heat exchanger as well as the selected storage
material which must satisfy the thermal performance require-
ments as well as provide long-term reliability. Mechanically, the
incompatibility of the heat exchanger with the storage material
in terms of material properties dominates the stresses induced
by thermo-mechanical loads.
The heat exchanger layout investigated here is based on Laing
et al. [16] and illustrated in Fig. 1a. According to the analytical
solution presented in Miao et al. [17], three quantities were consid-
ered as the main geometric design parameters in the analysis: the
outer and inner diameters of the heat exchanger, and the tube
pitch which is defined as the centre-to-centre distance between
two adjacent cylindrical heat exchangers, see Fig. 1b. The above
configuration aside, our approach applies to other configurations
composed of piping bundles embedded within a solid storage
material as well (for example [1,18,21,11]).
This paper is organised as follows. In Section 2, the analytical
solution used in the analysis is briefly reviewed. Dimensionless
geometrical/physical quantities are derived to reduce the number
of free parameters and to simplify the illustration of the analysis.
In Section 3, result are presented for the optimal layout of a specific
system based on the identification of dominant thermo-
mechanical aspects in extensive sensitivity analyses Section B.
The main conclusions of this paper are stated in Section 4.
2. Theoretical modelling
Heat transport models of the heat store were validated by dis-
tributed thermo-couple measurements [data not shown]. The
stress fields within the cast cement block around the heat exchang-
ers, however, cannot be readily measured and only indirect exper-
imental evidence on their effects is available [19]. This motivated
us to use theoretical modelling as the apparently most feasible
way for their quantification. An extensively validated and simple
linear thermo-elastic theory was employed and material parame-
ters measured in the laboratory [17] were used.
To keep the approach simple and broadly applicable, it is based
on a well-established engineering theory. The model describes a
cylindrical region comprising the heat exchanger and the sur-
rounding storage material and allows for an internal pressure as
well as an external pressure acting on the cylinder walls.
The following assumptions were made to arrive at an analytical
solution:
(i) All materials are assumed to behave linearly elastic and to
be isotropic.
(ii) Body forces are not considered.
(iii) Axisymmetry of geometry and loading is assumed.
(iv) Radial displacement and radial stress are continuous at the
interface.
Assumption (iv) carries the implicit assumption that a1 P a2,
which is fulfilled in most practical cases.
The basic constitutive equation with respect to stresses, strains
and temperature changes is written based on the thermo-elastic
relation
r ¼ C : ð a#IÞ ð1Þ
Introducing a scalar valued stress function u [13], the biharmonic
equation
DDu ¼ 0 ð2Þ
can be shown to hold. Due to axisymmetry, Eq. (2) can be expressed
as an ordinary differential equation
Nomenclature
a1=2 linear thermal expansion coefficient of the heat exchan-
ger/the storage material
C fourth-order stiffness tensor
 small strain tensor
r Cauchy stress tensor
m1=2 Poisson’s ratio of the heat exchanger/the storage mate-
rial
r1=2// circumferential stress in the heat exchanger/the storage
material
r1=2rr radial stress in the heat exchanger/the storage material
u Airy stress function
# temperature difference with respect to T0
Ai;Ci integration constants
E1=2 Young’s modulus of the heat exchanger/the storage
material
p0=2 pressure applied on the inner/outer boundary
r0=1 inner/outer radius of the tube
S tube pitch (S ¼ 2r2)
T0 homogeneous reference temperature
Tu ultimate storage temperature
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d
dr
r
d
dr
1
r
d
dr
r
du
dr
   
¼ 0 ð3Þ
As outlined in Miao et al. [17], a solution of Eq. (3) yields the follow-
ing expressions for the stresses
rirr ¼
Ai
r2
þ 2Ci ð4Þ
ri// ¼ 
Ai
r2
þ 2Ci ð5Þ
rizz ¼ 4miCi  Eiai#i ð6Þ
The integration constants Ai;Ci can be determined by the conti-
nuity and boundary conditions and are listed in Appendix A. For
further details on the derivation as well as a comparison to numer-
ical modelling results, see Miao et al. [17].
2.1. Dimensionless peak tensile stress
As outlined in Miao et al. [17], the peak tensile stress typically
occurs within the storage material in the circumferential direction
at the interface:
r2//

r1
¼ A2
r21
þ 2C2 ð7Þ
As the peak tensile stress is the most critical stress for commonly
used brittle storage media such as cementitious or ceramic
materials, it will also be referred to as critical stress. For ease of
notation, in the sequel we will simply write r// when referring to
this quantity. To simplify the analysis, all variables influencing the
critical tensile stress r// will be condensed into dimensionless
quantities.
Suppose that negligible pressures are imposed on the bound-
aries, i.e., p0 ¼ 0 and p2 ¼ 0, and Tu = const., i.e., the heat store is
fully charged and at maximum homogeneous temperature which
was confirmed to be the mechanically most critical practically
occurring state by full transient heat transport simulations [17].
Then, A2 can be rewritten as
A2 ¼ R0E1E2r
2
0r
2
1r
2
2 a2  a1ð Þ#
E1r20R0 r
2
2 þ r21 þ m2 r22  r21
	 
  E2r22 r20 þ r21 þ m1 r20  r21	 
 
ð8Þ
By introducing the dimensionless quantities
r0; r

1
	 
 ¼ 1
r2
r0; r1ð Þ; R0 ¼
1 r21
r20
r21  1
; ð9Þ
E ¼ E1
E2
; # ¼ a2  a1ð Þ# ð10Þ
m1 ¼
1þ m1
1þ m2 ; m

2 ¼
1 m1
1 m2 ; M
 ¼ m

2
E
; ð11Þ
the critical tensile stress normalised by the Young’s modulus of the
storage material can be written as:
r//
E2
¼  E
#R0 r
2
0 þ r20 r21
	 

r20 1þ m2ð Þ ER0  m1
	 
þ r21 1 m2ð Þ ER0r20  m2	 
 ð12Þ
The dimensionless parameter R0 includes geometric sizes character-
istic of the analytical solution, such as the inner and outer pipe radii
as well as the tube pitch S ¼ 2r2. M indicates the stiffness of the
storage material in comparison to that of the heat exchanger. The
higher M is, the stiffer the storage material gets relatively. h rep-
resents the difference in thermal strain between both materials at
maximum DT.
The three quantities R0;M
 and h contain all ten parameters
influencing the solution. In the following, the solution is used to
obtain an optimum tube pitch, perform sensitivity analyses as well
as a case study on how to select a suitable heat exchanger from a
mechanical perspective.
3. Results
3.1. Sensitivity-based optimisation criterion
The dependence of the peak stress on multiple parameters pro-
vides flexibility regarding possible technical solutions satisfying
specific design requirements of the heat store. Sensitivity analyses
(see Appendix B) can serve as a guide-line for the design of the
tube-type thermal storage in this respect.
As seen in Appendix B, increasing the tube pitch can lower the
peak stress at the material interface up to a threshold value of S,
beyond which a further increase of S has no effect (Fig. B.5c).
(a)
Storage material
Heat exchanger
tu
be
pi
tc
h HTF
tube pitch
(b)
Fig. 1. Schematic and details of standard tubular heat exchanger’s geometrical layout.
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Following that, Fig. 2 illustrates the peak tensile stress as it varies
with the tube pitch.
After a sharp decline, the stress achieves asymptotically a con-
stant value consistent with the observations in Appendix B. From
an economic point of view, it is not necessary to extend the tube
pitch any further as it does not lead to lower peak stresses. In com-
bination with the observation that a fast heat input into the heat
store and an equally fast heat extraction from it, i.e., a high thermal
power, require a sufficiently tight packing of heat exchanger tubes
or bundles, a certain optimum balance can be postulated: There is
a maximum spacing allowed from a thermal perspective and a
minimum spacing required from a mechanical perspective. Both
measures can be combined into an objective function for a compre-
hensive optimisation. Here, the focus is exclusively on the mechan-
ical contribution.
To define an optimal value, the lowest achievable peak stress
rmp is here defined based on a threshold criterion as that stress
where DSj j 6 e (see Fig. 2). Simultaneously, this defines the optimal
tube pitch Smp as that value of S that minimises the peak stress. Smp
is considered as a design parameter and an optimisation criterion.
In this article, e = 1% has been used.
3.2. Optimal tube-pitch in a novel heat store
All sensitivities investigated above change monotonically,
except for those with respect to the inner and outer radii of the
heat exchanger, which show a more complex variation, see
Fig. B.5a and b. To further study the effects of the radii on the peak
stress and the tube pitch, a case study with prescribed geometrical
sizes of the heat exchanger used in the present project [17] is con-
ducted. Since the heat exchanger material has been selected to be
an aluminium-polyethylene composite,M can be considered fixed
and so can h for a given maximum storage temperature of 90 C.
Fig. 3a illustrates the minimum peak tensile stress values
achievable (rmp) with the given heat exchanger for the available
pipe geometries according to the DSj j 6 1% criterion. Correspond-
ing to these stress values, Fig. 3b plots the optimised tube pitch
values at which the lowest critical stress values are achieved. A
comparison of both figures indicates the complex interactions
between the peak stress, the tube pitch and the dimensions of
the heat exchanger. The appropriate dimension which leads to
the minimal peak stress does not coincide with the minimal tube
pitch, see Fig. 3a and b.
Considering the results, a good compromise may be to choose
the 25 2:5 pipe, as it yields the lowest stress value of all pipes
at a tube spacing of 75 mm, which—as confirmed by numerical
studies not shown here—also provides the required thermal perfor-
mance characteristics.
4. Conclusions
In this paper, a new analytical approach for aiding design
choices in solid thermal energy storage with tubular heat exchang-
ers was proposed based on thermo-mechanical arguments. It cap-
tured the dominant factors that affect the mechanical integrity of
the heat store, and allowed the identification of optimal properties
in the sense of minimal induced stresses while maintaining ther-
mal performance requirements. Sensitivity analyses indicated the
flexibility of selecting the appropriate heat exchanger for satisfying
the design requirements mechanically or thermally. Additionally,
analytical sensitivities directly yield their dependence on all rele-
vant parameters, which is a significant benefit of the analytical
over a numerical approach. By studying a currently developed sys-
tem it was shown how a specific design choice regarding the opti-
mal tube pitch can be made.
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Fig. 3. The peak stress and the tube pitch based on different dimensions of the heat exchanger made from an aluminium-polyethylene composite.
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Fig. 2. Critical tensile stress r// varying with the tube pitch S.
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Appendix A. Integration constants
The integration constants required for Eqs. (4)–(6) are given by
A1¼
E2 1m1ð Þr20r21r22p0þE1r20 r21r22p2R1 r21þr22
	 
 þE1m2r20 r21r22p2þR1 r21r22	 
 
E1r20R0 r
2
2þr21þm2 r22r21
	 
 E2r22 r20þr21þm1 r20r21	 
 
þ
E1E2r20r1r
2
2 a2 w2ðrÞjr1 r1T0
 
a1 w1ðrÞjr1 r1T0
 h i
E1r20R0 r
2
2þr21þm2 r22r21
	 
 E2r22 r20þr21þm1 r20r21	 
 
ðA:1Þ
A2 ¼ R0A1 þ R1 ðA:2Þ
C1 ¼ 12 p0 þ
A1
r20
 
ðA:3Þ
C2 ¼ 12 p2 þ
A2
r22
 
ðA:4Þ
where R0 ¼ r
2
2 r
2
0r21ð Þ
r20 r
2
1r22ð Þ and R1 ¼ 
r21r
2
2 p0þp2ð Þ
r21r22
.
Appendix B. Sensitivity analyses
To determine the dominant physical parameters affecting the
peak stress, sensitivity analyses were performed. To maintain
physical intuition and facilitate interpretation, the dimensions of
the problem are maintained. The values and trends of the sensitiv-
ities will strongly depend on the reference state, i.e., the point in
the parameter space at which the derivatives will be taken. In
order to maintain a specific link to an ongoing project and to prac-
tically relevant parameter values, the baseline system parameters
were set to values employed in the IGLU project, compare
Table B.1 and Fig. 3, and the maximum storage temperature of
90 C was used aligned with domestic requirements. For a more
detailed description of the prototype, the interested reader is
referred to Miao et al. [17].
To simplify the following expressions, we define
G E1; E2;a1;a2; r0; r1; r2ð Þ ¼ E1E2R0r20 r21 þ r22
	 

a2  a1ð Þ# ðB:1Þ
F E1; E2; m1; m2; r0; r1; r2ð Þ ¼ E1R0r20 r22 þ r21 þ m2 r22  r21
	 
 
 E2r22 r20 þ r21 þ m1 r20  r21
	 
  ðB:2Þ
The first-order partial derivatives of the circumferential tensile
stress in the storage material at the interface r// with respect to
the independent material parameters (E1; E2; m1; m2;a1;a2) and the
tube pitch (S ¼ 2r2) as well as the tube dimensions (r0; r1) can be
found as
DE1 ¼
@r//
@E1

r1
¼  E2R0r
2
0 r
2
1 þ r22
	 

a2  a1ð Þ#F  GR0r20 r22 þ r21 þ m2 r22  r21
	 
 
F2
ðB:3Þ
DE2 ¼
@r//
@E2

r1
¼  E1R0r
2
0 r
2
1 þ r22
	 

a2  a1ð Þ#F þ Gr22 r20 þ r21 þ m1 r20  r21
	 
 
F2
ðB:4Þ
Dm1 ¼
@r//
@m1

r1
¼ GE2r
2
2 r
2
1  r20
	 

F2
ðB:5Þ
Dm2 ¼
@r//
@m2

r1
¼ GE1R0r
2
0 r
2
2  r21
	 

F2
ðB:6Þ
Da1 ¼
@r//
@a1

r1
¼ E1E2R0r
2
0 r
2
1 þ r22
	 

#
F
ðB:7Þ
Da2 ¼
@r//
@a2

r1
¼  E1E2R0r
2
0 r
2
1 þ r22
	 

#
F
ðB:8Þ
Dr0 ¼
@r//
@r0

r1
¼ 2GF  G E1R02r
2
0 r
2
2 þ r21 þ m2 r22  r21
	 
  E2r222r20 1þ m1ð Þ 
r0F
2
ðB:9Þ
Dr1 ¼
@r//
@r1

r1
¼  E1E2R0r
2
02r1 a2  a1ð Þ#F  G E1R0r202r1 1 m2ð Þ  E2r222r1 1 m1ð Þ
 
F2
ðB:10Þ
DS ¼ @r//
@S

r1
¼E1E2R0r
2
0S a2a1ð Þ#FG E1R0r20S 1þm2ð ÞE2S r20 þ r21þm1 r20  r21
	 
  
F2
ðB:11Þ
These sensitivities represent the gradient of r// in the cement
at the interface with respect to the specified parameters. Note, that
only one parameter is changed at a time, all other parameters
remaining fixed.
Eqs. (B.7) and (B.8) imply that the relation between the peak
stress and the thermal expansion coefficient is linear, i.e. the sen-
sitivity D is independent of the parameter itself. Da1 is positive
while Da2 is negative. In the reference state, Da1 ¼ 125 GPa K and
Table B.1
Material properties of the specific heat exchangers and the storage material used in IGLU project.
Materials Density .SR
(kg m3)
Thermal conductivity kTS
(Wm1 K1)
Thermal expansion aTS
(K1106)
Heat capacity cTS
(J kg1 K1)
Elastic modulus E
(GPa)
Heat exchanger
Alu-PE
composite
1825 0.4 30 2200 68.9
Storage material
Füllbinder L 1583 0.96 10.7 2083 1.9
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Da2 ¼ 125 GPa K. This is reminiscent of the fact that due to the
inherent assumption of a1 P a2 a decrease in stress can be brought
about by a decrease of a1  a2, which can be achieved either by
increasing a2 or by decreasing a1.
As shown in Fig. B.4a and b, the sensitivity to changes in the
Young’s modulus of the storage material is about three orders
of magnitude higher than to that of the heat exchanger. Gener-
ally, the sensitivities decrease with an increase in the Young’s
moduli. This trend levels off for higher Young’s moduli. As the
stiffness of the pipe increases to very high values in comparison
to the filler it completely dominates the deformation in the
cement to the point where small changes in E1 have little effect.
At the reference state, the sensitivities are approximately
2.56 kPa GPa1 (E1) and 1.2 MPa GPa1 (E2). Both sensitivities
are positive, i.e. an increase in any Young’s modulus causes an
increase in stresses.
The effect of the Poisson’s ratio on the peak stress is sublinearly
increasing, and the one of the storage material again has a stronger
influence than that of the heat exchanger, see Fig. B.4c and d. The
sensitivity with respect to the Poisson’s ratio is higher than the one
with respect to changes in the Young’s moduli. At the reference
state, the sensitivities are approximately 0.04 MPa (m1) and
1.53 MPa (m2). In particular Dm1 > 0 and Dm2 < 0 highlight the
qualitatively opposite impact of both parameters. Increasing the
Poisson’s ratio of the storage material can have a significant reduc-
ing effect on the peak stress.
The influence of the geometrical configuration of the heat
exchanger is more polymorph. The sensitivity of the inner diame-
ter is positive and exhibits a comparatively dominant influence in
the region where the thickness of the heat exchanger is high, while
the outer diameter has negative sensitivity when the thickness is
extremely low. As the thickness increases, the sensitivity is posi-
tive and eshibits a peak value. In the reference state, the sensitivi-
ties are approximately 0.014 MPa mm1 (r0) and 0.003 MPa mm1
(r1). Under standard conditions, the sensitivities of r0 and r1 have
approximately the same order of magnitude as one of S with
respect to the peak stress.
The first-order partial derivative of the peak stress with respect
to the tube pitch in Fig. B.5c shows the existence of a threshold
value above which the sensitivity is practically zero, i.e., a further
increase in tube pitch has no impact. At the reference state, the
sensitivity is 0.005 MPa mm1, i.e. increasing the tube pitch will
lower the peak tensile stress.
So far, the effect of each parameter was studied in isolation. In
practical applications, an independent choice may not always be
possible.
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Fig. B.4. Sensitivity of the objective tensile stress with respect to the material parameters. (a)/(b): Young’s modulus of the heat exchanger/the storage material; (c)/(d):
Poisson’s ratio of the heat exchanger/the storage material.
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Abstract. Freezing phenomena in porous media have attracted great attention in geotechnics,
construction engineering and geothermal energy. For shallow geothermal applications where
heat pumps are connected to borehole heat exchangers (BHEs), soil freezing around the BHEs
is a potential problem due to persistent heat extraction or inappropriate design which can sig-
nificantly influence the temperature distribution as well as groundwater flow patterns in the
subsurface, and even lead to frost heave. A fully coupled thermo-hydro-mechanical freezing
model is required for advanced system design and scenario analyses. In the framework of
the Theory of Porous Media, a triphasic freezing model is derived and solved with the finite
element method. Ice formation in the porous medium results from a coupled heat and mass
transfer problem with phase change and is accompanied by volume expansion. The model is
able to capture various coupled physical phenomena during freezing, e.g., the latent heat ef-
fect, groundwater flow with porosity change and mechanical deformation. The current paper is
focused primarily on the theoretical derivation of the conceptual model. Its numerical imple-
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mentation is verified against analytical solutions of selected phenomena including pure phase
change and thermo-hydro-mechanical process couplings.
1 Introduction
Among different coupled processes, the thermal-hydro-mechanical behaviour of solid-liquid
phase change in general and freezing in fluid-saturated porous media in particular is of great
interest in soil construction [1], geotechnics [2], energy storage [3] and geothermal applications
[4, 5]. Considering shallow geothermal energy, ground source heat pump systems (GSHPS) are
increasingly employed as an efficient technology for the heating and cooling of buildings. The
general proposition of a GSHPS is to extract heat from the shallow subsurface (50 m – 200 m
below the surface) by circulating a heat-transfer fluid through single or multiple borehole heat
exchangers (BHE). The energy carried by the circulating fluid is then lifted by heat pumps to
temperature levels suitable for domestic applications. In cold regions, the undisturbed soil tem-
perature is already below 10 ◦C [6]. When its temperature drops below 0 ◦C due to continuous
heat extraction or inappropriate BHE/GSHPS design, freezing of the groundwater surrounding
the BHEs will occur [7]. This will not only strongly affect the soil temperature distribution,
hydraulic properties and the heat pump efficiency but may also cause mechanical damage to the
BHEs and the surrounding facilities [4, 8]. For a discussion of implications on the design length
of BHEs and economic aspects, cf. Zheng et al. [5].
In order to quantitatively analyze these coupled multi-physical phenomena on an engineering
scale, a reliable macroscopic, fully coupled thermo-hydro-mechanical model is required which
captures the relevant phenomena. The macroscopic Theory of Porous Media (TPM) [9, 10, 11]
has been selected here as an ideal framework for this task.
A fundamental mathematical model based on mixture theory and thermodynamical princi-
ples was established for saturated porous media by [12]. Another macroscopic ternary model
[13] incorporating liquid, ice and solid was constructed based on the theory of poromechanics
by Coussy. As an extension of this model [13], Zhou & Meschke [2] developed a ternary model
in view of a detailed physical description of ice crystallization. In recent years, the Theory
of Porous Media was employed and Bluhm et al. [10, 14] presented a ternary model derived
from thermodynamical considerations. Later Lai et al. [18] proposed a theoretical model of
thermo-hydro-mechanical interactions during freezing and validated it with experiments. For
the unsaturated cases, Li et al. [15, 16] demonstrated the heat-moisture-deformation coupling
based on a theoretical framework with and without explicit consideration of the gas phase.
Differing from considering gas as an extra phase, Liu & Yu [17] directly employed Richard’s
equation to capture the fluid flow in the unsaturated zone.
In the present paper, a fully coupled thermo-mechanically consistent THM freezing model
for liquid-saturated porous materials is derived based on the Theory of Porous Media by exploit-
ing the entropy inequality. In contrast to some of the previous models, Truesdell’s metaphysical
principles [19] are strictly adhered to for the mixture balance relations. The description of the
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mechanical behaviour of the ice and solid phases accounts for their differing natural configura-
tions.
The fundamental kinematics and balance relations are listed in Section 2. The assumptions
made and constitutive relations derived from the Clausius-Duhem inequality are presented in
Section 3. With the balance relations and constitutive laws, the governing equations are given
in Section 4. The verification of the numerical model is performed in Section 5. The paper
closes with an illustrative numerical example in Section 6.
2 General definitions
2.1 Kinematics
Consider a medium composed of different phases or constituents α, each represented by
a substitute continuum defined on the entire control space. The motion of a constituent α is
described by its motion function χα that maps the position Xα of a material point (particle) in
the reference configuration to its spatial location x in the current configuration:
x = χα (Xα, t) (1)
Each phase can then be assigned a deformation gradient as well as its inverse
Fα = Gradα x and F−1α = grad Xα (2)
and the material time derivative following the motion of a phase α defines the phase velocities
vα = x′α =
∂χα (Xα, t)
∂t
(3)
Based on these fundamental kinematic definitions, the entire spectrum of continuum mechanical
kinematic quantities becomes available, e.g. the material and spatial velocity gradients:
(Fα)′α = Gradα x
′
α and lα = grad x
′
α = (Fα)
′
α F
−1
α (4)
Following the above relations, the right Cauchy-Green deformation tensor and Green-Lagrangean
strain tensor read:
Cα = FTαFα and Eα =
1
2
(Cα − I) (5)
When small-strain conditions are assumed, the finite deformation approach can be reduced
to a geometrically linear one via lin Eα = εα and the distinction between reference configuration
and current configuration is no longer necessary in the spatial operators. For further definitions,
see standard texts on continuum mechanics [19].
Based on Truesdell’s metaphysical principles [19], the motion of the mixture is governed by
the same equations as the motion of a single body. Hence, summation of the balance equations
of the individual phases listed in the subsequent section must yield the balance equations known
from continuum mechanics of single phase materials. This condition imposes restrictions on the
production terms. For details, the reader is referred to, e.g., [9] and references therein.
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3 Balance equations and constitutive relations
3.1 Specific assumptions
To maintain a certain level of generality in the conceptual modelling section, a finite strain
setting will be maintained throughout the derivation of the model. A first implementation of the
governing equations will then rest on the assumption of linear kinematics.
Before specifying the balance equations, some basic assumptions of the model shall be clar-
ified.
1. A three-phase mixture consisting of solid (S), ice (I) and the aqueous pore fluid (L) is
considered: α = {S, I, L}.
2. For all phases we assume incompressibility in the sense %αR = %αR(T ).
3. Deformation and flow occur in a quasi-static fashion such that inertial effects can be
neglected in the final governing equations: aα = 0.
4. The local temperatures of all constituents are equal (local thermal equilibrium): Tα = T .
5. Mass transfer is limited to the water and ice phases, i.e. %̂S = 0, %̂L = − %̂I.
6. The constituents solid and ice are kinematically constrained once the ice is formed at
time tF, i.e. vS = vI. At that stage, the solid may have undergone a motion already, i.e.
the reference coordinates of an ice particle are given by X̂I = χS(XS, tF). The current
placement of corresponding solid and ice particles is then given by the motion function
of ice and solid via x = χS(XS, t) = χI(X̂I, t) = χI
(
χS(XS, tF), t
)
.
Assumption 6 will be captured by a multiplicative decomposition of the deformation gradient
of the solid into a part before freezing (S0) and a part after freezing (I) following [10]
FS = F̂IFS0 (6)
It will be assumed that stresses in the ice are only determined by that part of the motion accrued
after freezing has occurred, i.e. by F̂I, while the stress response of the solid is characterised by
FS itself. Under the small-strain assumption, the decomposition of the motion simplifies to:
εS = εI + εS0 (7)
Based on the general mass balance in the form
φα (%αR)′α + (φα)
′
α%αR + %αRφα div vα = %̂α (8)
as well Assumptions 5 and 6, the derivatives of the individual volume fractions are obtained
from the above mass balances in the following form
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(φS)′S = −φSdivvS − φS
(%SR)′S
%SR
(9)
(φI)′S =
%̂I
%IR
− φIdivvS − φI
(%IR)′S
%IR
(10)
(φL)′S = −
%̂I
%LR
− φLdivvL − φL
(%LR)′L
%LR
− gradφL · wLS (11)
Based on Assumption 2, the time derivative of the material density can be expressed via the
temperature rate and the volumetric thermal expansion coefficient βTα
(%αR)′α =
∂%αR
∂T
T ′α = −%αR βTαT ′α with βTα = −
1
%αR
∂%αR
∂T
(12)
3.2 Saturation condition
The saturation condition for this ternary mixture can be written in absolute and in rate form
(following the trajectory of the solid) as
∑
α
φα = 1 and
∑
α
(φα)′S = 0 (13)
Substitution of Eqs. (9)–(11) yields the model-specific form of the mixture volume balance:
0 = div
[
vS + φLwLS
]
+ %̂I
(
%−1LR − %−1IR
)
+
φS(%SR)′S
%SR
+
φI(%IR)′S
%IR
+
φL(%LR)′L
%LR
(14)
3.3 Evaluation of the entropy inequality
The entropy inequality will be exploited following the Coleman-Noll procedure. Invoking
the assumption of local thermal equilibrium, the production-term constraint in the energy bal-
ance, and adding the saturation condition as a constraint to the entropy inequality yields
0 ≤
κ∑
α=1
{
−%α[(ψα)′α + T ′αηα] − %̂α
(
ψα − 12vα · vα
)
+
σα : lα − p̂α · vα − 1T qα · gradT − λ(φα)
′
S
} (15)
The Lagrange multiplier λ can be understood as a pressure-type reaction force enforcing the
saturation constraint.
Employing the principle of phase-separation [9], the free energy of the solid phase is as-
sumed to depend on solid deformation and temperature, the liquid phase free energy only on
temperature, and the free energy of the ice phase on the ice volume fraction, temperature and
that part of the deformation characterizing ice deformation, cf. Eq. 6. Hence, the following
Ansatz is made for the specific Helmholtz free energies:
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ψS = ψS(CS,T ) ψI = ψI(ĈI,T, φI) ψL = ψL(T ) (16)
where the right Cauchy-Green tensors CS = FTSFS and ĈI = F̂
T
I F̂I have been used.
Neglecting terms associated with the kinetic energy of mass transfer, and using the trans-
formed mass balance equations (9)–(11), inequality (15) can be expanded to
0 ≤ −%S(ψS)′S + T ′S
(
−%SηS + λ φS
%SR
∂%SR
∂T
)
− %I(ψI)′S + T ′S
(
−%IηI + λ φI
%IR
∂%IR
∂T
)
−
− %L(ψL)′L + T ′L
(
−%LηL + λ φL
%LR
∂%LR
∂T
)
− %̂I
(
ψI +
λ
%IR
− ψL − λ
%LR
)
+
+ (σS + λφSI) : dS + (σI + λφII) : dS + (σL + λφLI) : dL−
−
∑
α
p̂α · vα + λ grad φL · wLS − 1T qSIL · gradT with qSIL =
∑
α
qα
(17)
Now, the terms σEα = σα + λφαI defining the so-called extra stresses can be introduced.
Based on dimensional analyses, it is common practice to neglect fluid extra stresses. Hence, we
find a hydrostatic stress state in the fluid and identify the Lagrange multiplier λ with the pore
pressure pLR:
σL = −pLRφLI with λ = pLR (18)
The constraint on the momentum production terms yields the relation
−(p̂S + p̂I) = p̂L + %̂IwLS (19)
Similarly to the stresses, the extra momentum production is the constitutively determined
term in addition to effects contributed by the Lagrange multiplier—i.e. the liquid pressure—
and is defined as
p̂EL = p̂L − λ grad φL (20)
With Eq. (16) and (Cα)′α = 2FTαdαFα we can now write
0 ≤
(
σES − 2%SFS
∂ψS
∂CS
FTS
)
: dS +
(
σEI − 2%IF̂I
∂ψI
∂ĈI
F̂TI + %IφI
∂ψI
∂φI
I
)
: dS−
−
∑
α
%α
(
ηα − λ 1(%αR)2
∂%αR
∂T
+
∂ψα
∂T
)
T ′α − %̂I
[
ψI +
1
%IR
(
λ + φI
∂ψI
∂φI
)
− ψL − λ
%LR
]
−
− %IφI βTI ∂ψI
∂φI
T ′S − p̂EL · wLS −
1
T
qSIL · gradT
(21)
This form motivates the introduction of the extra entropy terms ηEα such that
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ηα = η
E
α + λ
1
(%αR)2
∂%αR
∂T
= ηEα −
βTα
%αR
pLR (22)
Based on the Ansatz defined in Eq. (16), the following restrictions can be derived:
ηEα = −
∂ψα
∂T
and ηα = ηEα −
βTα
%αR
pLR for α = S and L (23)
ηE,FI = −
∂ψI
∂T
and ηI = η
E,F
I −
βTI
%IR
(
pLR + %I
∂ψI
∂φI
)
︸             ︷︷             ︸
pred
with ηE,FI = η
E
I +
βTI
%IR
%I
∂ψI
∂φI
(24)
σS = −pLRφSI + 2%SFS ∂ψS
∂CS
FTS (25)
σI = −φI
(
pLR + %I
∂ψI
∂φI
)
︸             ︷︷             ︸
Pred
I + 2%IF̂I
∂ψI
∂ĈI
F̂TI (26)
Introducing the chemical potential-type quantities
ΨI = ψI +
pred
%IR
and ΨL = ψL +
pLR
%LR
(27)
allows the formulation of the remaining dissipation inequality as
D = −p̂EL · wLS −
1
T
qSIL · gradT − %̂I(ΨI − ΨL) ≥ 0 (28)
Treating physically distinct terms independently, the heat flux vector can be found from the
linear relation
0 ≤ −qSIL · gradT → qSIL = −λSIL gradT with a · λSILa ≥ 0 ∀ a , 0 (29)
where λSIL is the effective heat conductivity tensor of the saturated porous medium.
Similarly, the flow-law can be derived from a linear relationship as
0 ≤ −p̂EL · wLS → p̂EL = −SwLS with a · Sa ≥ 0 ∀ a , 0 (30)
Substituting the fluid stress tensor from Eq. (18) and the flow law from relation (30) into the
fluid momentum balance and choosing S−1 = K/(µLRφ2L) recovers a Darcy-like law:
φLwLS = − K
µLR
(
grad pLR − %LRbL) (31)
In which K is the permeability and varies with the ice formation which occupies the porosity.
Finally, a kinetic law for the phase transition can be defined based on the difference in the
chemical potentials of the liquid and ice phases:
0 ≤ − %̂I(ΨI − ΨL) → %̂I = cF(ΨL − ΨI) with cF ≥ 0 (32)
For an extended discussion of phase change in this context, see [20].
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4 Governing Equations and Numerical Implementation
Free energy formulations for the finite-strain setting can be found in [14, 10, 20] and others.
Based on the general constitutive setting outlined above, considerations are now limited to the
small strain setting using the decomposition in Eq. (7). For an initial implementation with the
purpose of algorithmic testing, some of the physical terms occurring as a consequence of the
above derivations and the chosen energy functionals have been neglected. They will be added
subject to their relevance indicated by an order-of-magnitude analysis. The following set of
governing equations has been implemented into OpenGeoSys [21] for initial testing.
Mixture volume balance
0 = div
[
(uS)′S + φLwLS
]
+ %̂I
(
%−1LR − %−1IR
)
− βTT ′S with βT =
∑
α
φα βTα (33)
Mixture momentum balance
div (−pLRI + λStr(εS)I + 2µSεS − 3αTSkS(T − TS0)I + λItr(εI)I + 2µIεI−
3αTIkI(T − TI0)I − 3αFIkI(φI − φI0)I) + %b = 0 (34)
Mixture energy balance
(%cp)effT ′S − ∆HI %̂I − div(λSIL gradT ) + %LRcpLφLwLS · gradT = 0 (35)
The corresponding weak forms are linearized using a Newton-Raphson scheme. The discretized
primary variable field uS is interpolated with shape functions an order higher than those used
for the remaining primary variables pLR and T .
5 Verification
Due to the complexity of the fully coupled thermo-hydro-mechanical freezing process and
the associated lack of analytical solutions, the initial verification is here separated into a pure
thermo-hydro-mechanical part and a pure phase change part, both using analytical solutions.
5.1 Verification of the THM model
In this benchmark, phase change is neglected and a completely sealed specimen is heated up
homogeneously. The difference of the thermal expansion coefficients of fluid and solid phase
results in a pore pressure which can be determined analytically in the case of an elastic solid
skeleton [22]:
pLR = −KSφF(βTF − βTS)∆T (36)
where KS is the bulk modulus of the solid matrix, φF is the porosity and βTS= 2.1e-5 and
βTF =2.07e-4 are the volumetric thermal expansion coefficients of solid and fluid. Under a
homogeneous temperature increment of 80 K, a fluid pressure of 0.1042 MPa develops in the
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(a) Radial displacement during unconfined compression.
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(b) The propagation of the freezing front X over
time.
externally load-free specimen under undrained conditions. This value is recovered by the nu-
merical model with a relative error below 10-6. Numerically, the direct linear solver SparseLU
(http://eigen.tuxfamily.org) and nonlinear tolerances 10-8 (absolute error) have been
used.
Other tests performed for verification of the THM coupling included transient confined and
unconfined compression tests (Fig. 1a) as well as flow under thermal gradients; further details
can be found in https://dev.opengeosys.org/docs/benchmarks/.
5.2 Phase change verification
In this benchmark, only the thermal problem including phase change is considered and the
propagation of the freezing front is calculated by the Neumann analytical solution [23]. A 1 m
long water column (achieved by setting the porosity to unity) was connected to a freezing wall
of -3 ◦C. The initial temperature was given as 2 ◦C in the entire domain. All parameters used in
the simulation can be found in [5]. The location of the phase change front X (t) is compared to
the analytical solution in Fig. 1b.
6 Numerical Example
In this section, an academic example of the thermo-hydro-mechanical freezing model uses
an axisymmetric setup of a cylinder with a radius and height of side 1.0 cm. The domain is
divided into 100 elements and the simulation time of 1000 s is split into time steps of 50 s.
The externally load-free specimen has an initial temperature of 5 ◦C. At the bottom, a constant
temperature of -5 ◦C is set as boundary condition. In Fig. 1, the evolving ice saturation with the
associated expansion of the specimen is depicted.
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(a) 50 s (b) 150 s (c) 1000 s
Figure 1: Freezing front evolution (colors) and displacement field (overlay grid) during freezing
propagation.
7 Conclusion
In this paper, a macroscopic fully coupled thermo-hydro-mechanical model under the frame-
work of the Theory of Porous Media is presented for the simulation of liquid-solid phase change
considering effects like the ice volume expansion, hydraulic pressure changes, and the latent ef-
fect. It is verified separately with different transient analytical solutions and will be further used
to predict the frost evolution around bore-hole heat exchangers.
References
[1] Q. Jilin, Z. Jianming, Z. Yuanlin, Influence of freezing-thawing on soil structure and its
soil mechanics significance, Chinese Journal of Rock Mechanics and Engineering 22 (2)
(2003) 690–2.
[2] M. Zhou, G. Meschke, A three-phase thermo-hydro-mechanical finite element model for
freezing soils, International Journal for Numerical and Analytical Methods in Geomechan-
ics 37 (18) (2013) 3173–3193.
[3] A. Kabuth, A. Dahmke, C. Beyer, L. Bilke, F. Dethlefsen, P. Dietrich, R. Duttmann,
M. Ebert, V. Feeser, U.-J. Görke, R. Köber, W. Rabbel, T. Schanz, D. Schäfer, H. Würde-
mann, S. Bauer, Energy storage in the geological subsurface: dimensioning, risk analysis
and spatial planning: the angus+ project, Environmental Earth Sciences 76 (1) (2016) 23.
doi:10.1007/s12665-016-6319-5.
[4] S. Erol, B. François, Freeze damage of grouting materials for borehole heat exchanger:
Experimental and analytical evaluations, Geomechanics for Energy and the Environment
5 (2016) 29–41.
10
Tianyuan Zheng, Xing-Yuan Miao, Dmitri Naumov, Haibing Shao, Olaf Kolditz and Thomas Nagel
[5] T. Zheng, H. Shao, S. Schelenz, P. Hein, T. Vienken, Z. Pang, O. Kolditz, T. Nagel, Ef-
ficiency and economic analysis of utilizing latent heat from groundwater freezing in the
context of borehole heat exchanger coupled ground source heat pump systems, Applied
Thermal Engineering 105 (2016) 314–326.
[6] H. Esen, M. Inalli, Y. Esen, Temperature distributions in boreholes of a vertical ground-
coupled heat pump system, Renewable Energy 34 (12) (2009) 2672–2679.
[7] W. Yang, L. Kong, Y. Chen, Numerical evaluation on the effects of soil freezing on under-
ground temperature variations of soil around ground heat exchangers, Applied Thermal
Engineering 75 (2015) 259–269.
[8] Y. Wang, Q. Gao, X. Zhu, M. Yu, X. Zhao, Experimental study on interaction between soil
and ground heat exchange pipe at low temperature, Applied Thermal Engineering 60 (1)
(2013) 137–144.
[9] W. Ehlers, Foundations of multiphasic and porous materials, in: W. Ehlers, J. Bluhm
(Eds.), Porous Media: Theory, Experiments and Numerical Applications, Springer, Berlin,
2002, pp. 4–86.
[10] J. Bluhm, T. Ricken, M. Bloßfeld, Ice Formation in Porous Media, in: B. Markert (Ed.),
Advances in Extended and Multifield Theories for Continua, Vol. 59 of Lecture Notes in
Applied and Computational Mechanics, Springer Berlin Heidelberg, 2011, pp. 153–174.
doi:10.1007/978-3-642-22738-7_8.
[11] R. de Boer, Thermodynamics of Phase Transitions in Porous Media, Applied Mechanics
Reviews 48 (10) (1995) 613–622. doi:10.1115/1.3005042.
[12] M. Mikkola, J. Hartikainen, Mathematical model of soil freezing and its numerical imple-
mentation, International Journal for Numerical Methods in Engineering 52 (5-6) (2001)
543–557.
[13] O. Coussy, Poromechanics of freezing materials, Journal of the Mechanics and Physics of
Solids 53 (8) (2005) 1689–1718.
[14] J. Bluhm, T. Ricken, W. M. Bloßfeld, Energetische aspekte zum gefrierver-
halten von wasser in porösen strukturen, PAMM 8 (1) (2008) 10483–10484.
doi:10.1002/pamm.200810483.
[15] N. Li, F. Chen, B. Xu, G. Swoboda, Theoretical modeling framework for an unsaturated
freezing soil, Cold Regions Science and Technology 54 (1) (2008) 19–35.
[16] N. Li, F. Chen, B. Su, G. Cheng, Theoretical frame of the saturated freezing soil, Cold
Regions Science and Technology 35 (2) (2002) 73–80.
11
Tianyuan Zheng, Xing-Yuan Miao, Dmitri Naumov, Haibing Shao, Olaf Kolditz and Thomas Nagel
[17] Z. Liu, X. Yu, Coupled thermo-hydro-mechanical model for porous materials under frost
action: theory and implementation, Acta Geotechnica 6 (2) (2011) 51–65.
[18] Y. Lai, W. Pei, M. Zhang, J. Zhou, Study on theory model of hydro-thermal–mechanical
interaction process in saturated freezing silty soil, International Journal of Heat and Mass
Transfer 78 (2014) 805–819.
[19] C. Truesdell, W. Noll, The Non-Linear Field Theories of Mechanics, in: S. Antman (Ed.),
The Non-Linear Field Theories of Mechanics, Springer Berlin Heidelberg, 2004, pp. 1–
579. doi:10.1007/978-3-662-10388-3_1.
[20] W. Ehlers, K. Häberle, Interfacial mass transfer during gas–liquid phase change in de-
formable porous media with heat transfer, Transport in Porous Media 114 (2) (2016) 525–
556.
[21] O. Kolditz, S. Bauer, L. Bilke, N. Böttcher, J. O. Delfs, T. Fischer, U. J. Görke,
T. Kalbacher, G. Kosakowski, C. I. McDermott, C. H. Park, F. Radu, K. Rink, H. Shao,
H. B. Shao, F. Sun, Y. Y. Sun, A. K. Singh, J. Taron, M. Walther, W. Wang, N. Watanabe,
Y. Wu, M. Xie, W. Xu, B. Zehner, Opengeosys: an open-source initiative for numeri-
cal simulation of thermo-hydro-mechanical/chemical (thm/c) processes in porous media,
Environmental Earth Sciences 67 (2) (2012) 589. doi:10.1007/s12665-012-1546-x.
[22] X.-Y. Miao, C. Beyer, U.-J. Görke, O. Kolditz, H. Hailemariam, T. Nagel, Thermo-hydro-
mechanical analysis of cement-based sensible heat stores for domestic applications, Envi-
ronmental Earth Sciences 75 (18) (2016) 1293.
[23] J. M. McKenzie, C. I. Voss, D. I. Siegel, Groundwater flow with energy transport and
water–ice phase change: numerical simulations, benchmarks, and application to freezing
in peat bogs, Advances in water resources 30 (4) (2007) 966–983.
12
View publication stats
4 paper 4
4 paper 4
In this paper, I decomposed the solid deformation gradient into me-
chanical part and thermal part and successfully made the numerical
example based on the previous study and verified well with another
numerical example.
Zheng, T., Miao, X. Y., Naumov, D., Shao, H., Kolditz, O., Nagel, T.
A Thermo-Hydro-Mechanical Model of Frost Damage in Saturated Soils
for Geothermal Applications, accepted by Journal of Environmental Geotech-
nics
112
15th IACMAG
www.15iacmag.org
19-23 October 2017, Wuhan, China
A Thermo-Hydro-Mechanical Finite Element Model with Freezing and
Thawing Processes in Saturated Soils for Geotechnical Engineering
Tianyuan Zhengabc, Xing-Yuan Miaoabd∗, Dmitri Naumova, Haibing Shaoae, Olaf Kolditzaband
Thomas Nagelaf1
a Department of Environmental Informatics, Helmholtz Centre for Environmental Research – UFZ
Permoserstr. 15, 04318 Leipzig, Germany
b Applied Environmental Systems Analysis, Technische Universität Dresden, Germany
c College of Engineering, Ocean University of China, Qingdao 266100, China
d Department of Energy Conversion and Storage, Technical University of Denmark, Risø Campus,
Frederiksborgvej 399, 4000 Roskilde, Denmark
e Faculty of Geoscience, Geoengineering and Mining, Technische Universität Bergakademie
Freiberg, Germany
f Department of Mechanical and Manufacturing Engineering, School of Engineering, Trinity
College Dublin, College Green, Dublin, Ireland
∗ ximi@dtu.dk
1
Now at: Chair of Soil Mechanics and Foundation Engineering, Institute of Geotechnics,
Technische Universität Bergakademie Freiberg, 09599 Freiberg, Germany.
Abstract
Freezing and thawing of soil are dynamic thermo-hydro-mechanical (THM) interacting coupled
processes, and have attracted more and more attention due to their potentially severe consequences in
geotechnical engineering. In this article, a fully-coupled thermo-hydro-mechanical freezing (THM-
F) model is established for advanced system design and scenario analysis. The model is derived in
the framework of the Theory of Porous Media (TPM), and solved numerically with the finite element
method. Particularly, the derivation of theoretical aspects pertaining to the governing equations, es-
pecially including the thermo-mechanical decomposition treatment of the solid phase is presented in
detail. Verification examples are provided from purely freezing (T-F), THM, and THM-F perspec-
tives. Attention is paid to the heat and mass transfer, thermodynamic relations and the formation of
frost heave. The migration of pore fluid from the unfrozen zone to the freezing area, and the blockage
of pore space by ice lenses within the porous media are studied. The model is able to capture various
coupled physical phenomena during freezing, e.g. the latent heat effect, groundwater flow alterations,
as well as mechanical deformation.
Keywords: Finite-element modelling, Groundwater, Environmental engineering
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Nomenclature
Throughout the article bold face symbols denote tensors and vectors. Normal face letters repre-
sent scalar quantities.
Greek symbols
βα thermal expansion coefficient of phase α [K-1]
αFI freezing expansion coefficient [-]
λα first Lamé coefficient of phase α [N m-2]
µα second Lamé coefficient of phase α [N m-2]
λ heat conductivity tensor [W m-1 K-1]
µ dynamic viscosity [Pa s]
φα volume fraction of phase α [-]
%α apparent density of phase α [kg m-3]
%αR real (effective) density of phase α [kg m-3]
Operators
div spatial divergence operator
grad spatial gradient operator
(•)′α material time derivative with respect to phase α
Roman symbols
cp specific isobaric heat capacity [J kg-1 K-1]
h specific enthalpy [J kg-1]
k coefficient of Sigmoid function [K-1]
∆hI specific enthalpy of ice fusion [J kg-1]
K intrinsic permeability tensor [m2]
pLR liquid pressure [Pa]
wLS seepage velocity [m s−1]
kα bulk modulus of phase α [Pa]
Tα temperature of phase α [K]
Tm freezing point temperature [K]
vα velocity of phase α [m s−1]
1. Introduction
The thermal, hydraulic and mechanical behaviors of fluid-saturated porous media under varying
thermal and mechanical loading with relevance to engineering constructions in permafrost (Jilin et al.
2003, Kurz et al. 2018, Wei et al. 2018), geotechnics (Zhou & Meschke 2013, Casini et al. 2016,
Masoudian 2016), energy storage (Kabuth et al. 2016, Miao et al. 2019, 2017, 2016), and geothermal
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applications (Erol & François 2016, Zheng et al. 2016) are greatly influenced by frost action on
time-scales ranging from daily to yearly cycles. For instance, in cold regions, the undisturbed soil
temperature is often below 10 ◦C (Esen et al. 2009). Additional heat extraction by geotechnical
activities such as geothermal heat pumps can thus lower the temperature below 0 ◦C to cause freezing,
altering the hydraulic properties and the heat pump efficiency, even resulting in mechanical damage
to the facilities.
To quantify the impact of freezing on an engineering scale, in this work, we develop a coupled
thermo-hydro-mechanical freezing (THM-F) model based on macroscopic Theory of Porous Media
(TPM) (Ehlers 2002, Bluhm et al. 2011, de Boer 1995), taking into account Truesdell’s metaphysical
principles.
The fundamental mathematical model based on mixture theory and thermodynamical principles
was established for saturated porous media by Mikkola et al. (Mikkola & Hartikainen 2001). Coussy
et al. (Coussy 2005) proposed another macroscopic ternary model incorporating liquid, ice and solid
which was constructed based on the theory of poromechanics. Multon et al. (Multon et al. 2012) and
(Neaupane et al. 1999) summarized the mechanical behavior of various numerical models and did a
series of tests on the formation and impact of crystals. As an extension of the above models, Zhou
& Meschke (Zhou & Meschke 2013) developed a ternary model in view of a detailed physical de-
scription of ice crystallization. In recent years, TPM was developed from the previous mixture theory
and poromechanics freezing phenomena and is considered to be a good framework for the multiphase
freezing model. Under this framework, Bluhm and co-workers (Bluhm et al. 2011, 2008) presented
a ternary model derived from thermodynamical considerations, employing the entropy inequality to
identify the various dissipation mechanisms. Later, Lai et al. Lai et al. (2014) proposed a theoretical
model of thermo-hydro-mechanical interactions during freezing and validated it with the help of ex-
periments. In contrast with the above models, Koniorczyk et al. (Koniorczyk et al. 2015) introduced
a linear damage model in conjunction with freezing processes. Recently, Na et al. (Na & Sun 2017)
compared a THM freezing model based on finite strain theory to models using infinitesimal strain
assumptions.
In the present paper, a fully coupled thermo-mechanically consistent THM-F model for liquid-
saturated porous materials is derived based on the Theory of Porous Media by utilizing the entropy
inequality. The basic of TPM related to theoretical aspects of the derivation of the current model have
been partly described in Zheng et al. (Zheng et al. 2017). In contrast with previous models, Truesdell’s
metaphysical principles (Truesdell & Noll 2004) are exactly followed for the balance relations of the
mixture. Different natural configurations are chosen to describe the mechanical behavior of ice and
solid phases instead of a simple mixing material properties with empirical equations. This simplifies
the establishment of material properties as consequences of phase properties and their separation
from effects due to the phase change itself. The entire solid deformation gradient is decomposed
multiplicatively into a mechanical part and a thermal part rather than assuming the real density to be
constant (Bluhm et al. 2014, Ricken & Bluhm 2010).
The detailed derivation is presented in Section 2 and Section 3. Verification examples are analyzed
in Section 4 and Section 5. The main conclusions of this paper are stated in Section 6.
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2. Mathematical model
In this section, we describe the mathematical derivation of the thermo-hydro-mechanical freezing
model. Based on the model assumptions (Section 2.1) and saturation condition (Section 2.2), the
balance equations are modified and processed. The deformation gradient of solid phase is split into
mechanical part and thermal part (Section 2.3). The entropy inequality (Section 2.4) is used to derive
certain relevant constitutive relations based on the Helmholtz free energy functions. With the derived
constitutive relations, we are able to finalize the general balance equations into the specific governing
equations. Our first implementation of the governing equations presented in this article are rest on
the assumption of linear kinematics. It should be noticed that the descriptions of specific assumptions
and part of intermediate derivation of our model have been presented in our previous work Zheng
et al. (2017), we here maintain these parts for the sake of the integrity of derivation.
2.1. Assumptions
To specify the balance equations, the following basic assumptions should be first clarified Zheng
et al. (2017).
1. A three-phase mixture consisting of solid (S), ice (I) and the aqueous pore fluid (L) is consid-
ered in the current system: α = {S, I, L}.
2. For all phases we assume incompressibility in the sense %αR = %αR(T ).
3. Deformation and flow occur in a quasi-static fashion such that inertial effects can be neglected
in the governing equations: aα = 0.
4. The local temperatures of all constituents are equal (local thermal equilibrium): Tα = T .
5. Mass transfer is limited to the water and ice phases, i.e. %̂S = 0, %̂L = −%̂I.
6. The constituents solid and ice are kinematically constrained once the ice is formed at time
tF, i.e. vS = vI. At that stage, the solid may have undergone a motion already, i.e. the
reference coordinates of an ice particle are given by X̂I = χS(XS, tF). The current placement
of corresponding solid and ice particles is then given by the motion function of ice and solid
via x = χS(XS, t) = χI(X̂I, t) = χI (χS(XS, tF), t).
Where 6 is captured by a multiplicative decomposition of the deformation gradient of the solid into a
part before freezing (S0) and a part after freezing (I) following Bluhm et al. (2011)
FS = F̂IFS0 (1)
with the assumption that stresses in the ice are only determined by that part of the motion accrued
after the occurrence of freezing, i.e. by F̂I, while the stress response of the solid is characterized by
FS. The decomposition of the motion in the context of small-strain assumption can be simplified as:
εS = εI + εS0 (2)
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Based on the general mass balance in the form
φα(%αR)
′
α + (φα)
′
α%αR + %αRφα div vα = %̂α (3)
and Assumptions 5 and 6, the derivatives of the individual volume fractions can be written in the
following form
(φS)
′
S = −φSdivvS − φS
(%SR)
′
S
%SR
(4)
(φI)
′
S =
%̂I
%IR
− φIdivvS − φI
(%IR)
′
S
%IR
(5)
(φL)
′
S = −
%̂I
%LR
− φLdivvL − φL
(%LR)
′
L
%LR
− gradφL ·wLS (6)
where the time derivative of the material density can be expressed based on Assumption 2 as
(%αR)
′
α =
∂%αR
∂T
T ′α = −%αRβTαT ′α (7)
with
βTα = −
1
%αR
∂%αR
∂T
(8)
2.2. Saturation condition
The saturation condition for this ternary mixture is written in absolute and in rate form (following
the trajectory of the solid)
∑
α
φα = 1 (9)
∑
α
(φα)
′
S = 0 (10)
The mixture volume balance then can be expressed by the substitution of Eqs. (4)–(6) as
0 = div [vS + φLwLS] + %̂I
(
%−1LR − %−1IR
)
+
φS(%SR)
′
S
%SR
+
φI(%IR)
′
S
%IR
+
φL(%LR)
′
L
%LR
(11)
2.3. Decomposition of the solid deformation
According to Assumption 2, the solid phase is considered to be mechanically incompressible but
undergo thermally induced volume changes. The entire deformation gradient can be decomposed
multiplicatively into a mechanical (m) and a thermal part θ (see Fig. 1 and compare Graf (2008)).
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Figure 1: Decomposition of the solid deformation gradient (reproduce from Graf (2008)).
FS = FSmFSθ (12)
JS = JSmJSθ (13)
Since JS = detFS and %0SS = %SdetFS, in which %
0S
S is the partial density of the solid phase in the
reference configuration, the partial density of solid phase in the current configuration can be written
as:
%S = %
0S
S J
−1
Sθ J
−1
Sm (14)
Since FSθ represents a measure for isotropic thermal deformations, %θS = %
0S
S J
−1
Sθ is introduced as
a short-hand parameter. This quantity can be understood as the partial density in the purely thermally
loaded configuration Bθ (see Fig. 1). The densities of the respective configurations in Fig. 1 can be
expressed with
%0SS = φ
0S
S %
0S
SR inB0 (15)
%θS = φ
θ
S%
θ
SR inBθ (16)
%S = φS%SR inB (17)
where %SR, %θSR and %
0S
SR are the real densities in B, Bθ and B0, respectively, whereas φS, φ
θ
S and φ
0S
S
represent the corresponding solid volume fractions.
It is assumed that the mechanical part of the solid deformation gradient FSm (cf. Fig. 1) does not
cause any change in the real density. Thus, for materially incompressible phases %SR = %θSR. If we
further assume that thermal loading results in purely homogeneous expansions, it can be shown by
means of a simple illustration that during the transformations from B0 into Bθ, bulk volume changes
only occur due to variations in the real density and not due changes of volume fractions. Taken
together, these considerations motivate the split Graf (2008)
φS = φ
0S
S J
−1
Sm (18)
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%SR = %
0S
SRJ
−1
Sθ (19)
and hence
%S =
(
%S0SRJ
−1
Sθ
) (
φS0S J
−1
Sm
)
(20)
Furthermore, at this point an a priori constitutive relation for isotropic thermal expansion is intro-
duced following
JSθ = exp (3αTS∆TS) (21)
Therein, αTS stands for the linear thermal expansion coefficient of the solid phase, and ∆TS =
T −T 0SS , with T 0SS being the initial solid temperature in the reference configuration. The combination
of Eqs. (19) and (21) yields the material density of the thermoelastic solid constituent as
%SR = %
0S
SR exp (−3αTS∆TS) (22)
Assuming the thermal expansion of the ice phase and liquid phase also follow the above relation,
we obtain
%αR = %
0α
αR exp (−3αTα∆Tα) (23)
One can now show that the volumetric expansion coefficient defined in Eq. (8) is related to the
linear thermal expansion coefficient by βTα = 3αTα. If small thermal strains are assumed, the above
relation can be linearized:
%linαR = %
0α
αR(1− 3αTα∆Tα) (24)
Proceeding from Eqs. (13) and (21), one finds an explicit relation for the solid volume fraction as
a function of temperature and the total deformation gradient
φS = φ
0S
S J
−1
S exp (3αTS∆TS) (25)
2.4. Evaluation of the entropy inequality
The Coleman-Noll procedure is applied to exploit the entropy inequality. The expression can be
formulated as
0 ≤
κ∑
α=1
{
−%α[(ψα)′α + T ′αηα]− %̂α
(
ψα −
1
2
vα · vα
)
+
σα : lα − p̂α · vα −
1
T
qα · gradT − λ(φα)′S
} (26)
by assuming the local thermal equilibrium, invoking the production-term constraint in the energy
balance, and adding the saturation condition as a constraint to the entropy inequality. Where the
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Lagrange multiplier λ can be understood as a pressure-type reaction force enforcing the saturation
constraint.
We give the following Ansatz for the respective specific Helmholtz free energy functions associ-
ated with different phases in the mixture system based on the principle of phase-separation Ehlers
(2002) and the assumptions in relation to the dependence of free energy of each phase on physical
variables.
ψS = ψS(CS, T ) (27)
ψI = ψI(ĈI, T, φI) (28)
ψL = ψL(T ) (29)
where the right Cauchy-Green tensors CS = FTSFS and ĈI = F̂
T
I F̂I are used.
Neglecting the terms associated with the kinetic energy of mass transfer, and applying the trans-
formed mass balance equations Eqs. (4)–(6), Eq. (26) can be expanded to
0 ≤ −%S(ψS)′S + T ′S
(
−%SηS + λ
φS
%SR
∂%SR
∂T
)
− %I(ψI)′S + T ′S
(
−%IηI + λ
φI
%IR
∂%IR
∂T
)
−
− %L(ψL)′L + T ′L
(
−%LηL + λ
φL
%LR
∂%LR
∂T
)
− %̂I
(
ψI +
λ
%IR
− ψL −
λ
%LR
)
+
+ (σS + λφSI) :dS + (σI + λφII) :dS + (σL + λφLI) :dL−
−
∑
α
p̂α · vα + λ gradφL ·wLS −
1
T
qSIL · gradT
(30)
with
qSIL =
∑
α
qα (31)
We now introduce the terms σEα = σα + λφαI defining the so-called extra stresses, due to their
relatively small role compared with the momentum production due to fluid-solid interactions. Based
on dimensional analysis, it is common practice to neglect fluid extra stresses. We find a hydrostatic
stress state in the fluid and identify the Lagrange multiplier λ with the pore pressure pLR:
σL = −pLRφLI (32)
with
λ = pLR (33)
The constraint on the momentum production terms yields the relation
−(p̂S + p̂I) = p̂L + %̂IwLS (34)
The extra momentum production is addressed as constitutively determined term in addition to
effects contributed by the Lagrange multiplier–i.e. the liquid pressure–and is defined as
p̂EL = p̂L − λ gradφL (35)
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Applying Eqs. (27)–(29) and (Cα)′α = 2F
T
αdαFα, we can now write
0 ≤
(
σES − 2%SFS
∂ψS
∂CS
FTS
)
:dS +
(
σEI − 2%IF̂I
∂ψI
∂ĈI
F̂TI + %IφI
∂ψI
∂φI
I
)
:dS−
−
∑
α
%α
(
ηα − λ
1
(%αR)2
∂%αR
∂T
+
∂ψα
∂T
)
T ′α−
%̂I
[
ψI +
1
%IR
(
λ+ φI
∂ψI
∂φI
)
− ψL −
λ
%LR
]
−
− %IφIβT I
∂ψI
∂φI
T ′S − p̂EL ·wLS −
1
T
qSIL · gradT
(36)
This form motivates the introduction of the extra entropy terms ηEα such that
ηα = η
E
α + λ
1
(%αR)2
∂%αR
∂T
= ηEα −
βTα
%αR
pLR (37)
We then write the restrictions based on the Ansatz defined in Eqs. (27)–(29)
ηEα = −
∂ψα
∂T
(38)
for α = S and L.
ηE,FI = −
∂ψI
∂T
(39)
ηI = η
E,F
I −
βT I
%IR
(
pLR + %I
∂ψI
∂φI
)
︸ ︷︷ ︸
pred
(40)
with
ηE,FI = η
E
I +
βT I
%IR
%I
∂ψI
∂φI
(41)
σS = −pLRφSI + 2%SFS
∂ψS
∂CS
FTS (42)
σI = −φI
(
pLR + %I
∂ψI
∂φI
)
︸ ︷︷ ︸
pred
I + 2%IF̂I
∂ψI
∂ĈI
F̂TI (43)
With the introduction of the chemical potential-type quantities
ΨI = ψI +
pred
%IR
(44)
and
ΨL = ψL +
pLR
%LR
(45)
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the formulation of the remaining dissipation inequality can be written as
D = −p̂EL ·wLS −
1
T
qSIL · gradT − %̂I(ΨI −ΨL) ≥ 0 (46)
Treating physically distinct terms independently, the heat flux vector and the flow-law can be
found from the linear relation
0 ≤ −qSIL · gradT → qSIL = −λSIL gradT (47)
0 ≤ −p̂EL ·wLS → p̂EL = −SwLS (48)
with
a · λSILa ≥ 0 ∀ a 6= 0 (49)
and
a · Sa ≥ 0 ∀ a 6= 0 (50)
where λSIL is the effective heat conductivity tensor of the saturated porous medium.
We can recover a Darcy-like law by substituting the fluid stress tensor from Eq. (32) and the
flow-law from relation (48) into the fluid momentum balance and choosing S−1 = K/(µLRφ2L)
φLwLS = −
K
µLR
(grad pLR − %LRbL) (51)
where K is the intrinsic permeability tensor, and varies with the ice formation which occupies the
porosity. Finally, a kinetic law for the phase transition can be defined based on the difference in the
chemical potentials of the liquid and ice phases
0 ≤ −%̂I(ΨI −ΨL) → %̂I = cF(ΨL −ΨI) (52)
with
cF ≥ 0 (53)
The interested reader can refer to Ehlers & Häberle (2016) for an extended discussion of phase
change in this context.
3. Governing Equations
To To test the various process couplings, we first implement the THM model based on linear
kinematics before including geometric nonlinearities. The Helmholtz free energy functions for solid
phase, ice phase and liquid phase in small strain setting are chosen as follows Graf (2008):
%0SS ψ
lin
S =
1
2
λS(εS : I)
2 + µSεS : εS − 3αTSkS(T − TS0)εS : I−
%0SS cES
(
T ln
T
TS0
− T + TS0
)
− %0SS ηS0(T − TS0)
(54)
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%0II ψ
lin
I =
1
2
λI(εI : I)
2 + µIεI : εI − 3αT IkI(T − TI0)εI : I−
%0II cEI
(
T ln
T
TI0
− T + TI0
)
− %0II ηI0(T − TI0)− 3αFIkI(φI − φI0)εI : I
(55)
%0LL ψ
lin
L = −%0LL cEL
(
T ln
T
TL0
− T + TL0
)
− %0LL ηL0(T − TL0) (56)
Substituting the Helmholtz free energy functions (Eqs. (54)–(56)) into Eqs. (38) and (41), the exact
constitutive relations are obtained. Together with the balance equations, we are able to approach the
governing equations which consist of (i) the mixture volume balance
0 = div (vS + φLwLS)− βTT ′S − φLgradT ·wLS (57)
with
βT =
∑
α
φαβTα (58)
and
φLwLS = −
K
µLR
(grad pLR − %LRbL) (59)
(ii) the mixture momentum balance
div [−pLRI + λStr(εS)I + 2µSεS − 3αTSkS(T − TS0)I + λItr(εI)I + 2µIεI − 3αT IkI(T − TI0)I
−3αFIkI(φI − φI0 − φIεI : I)I] + %b = 0
(60)
and (iii) the mixture energy balance
(
(%cp)
eff − ∂%
eq
I
∂T
∆hI
)
∂T
∂t
− div(λeff gradT ) + %LcpLwLS · gradT = 0 (61)
The above governing equations have been implemented into the open-source finite element framework
OpenGeoSys (Kolditz et al. 2012). The model is formulated in terms of the primary variables u, p,
and T which are approximated by linear (p, T ) and quadratic (u) shape functions, respectively. The
system of equations is monolithically assembled and solved within an incremental-iterative Newton-
Raphson scheme.
The ice volume fraction is determined based on an equilibrium approach and follows the relation
(Zheng et al. 2016)
φI ≡ φeqI = φ
1
1 + e−k(T−Tm)
(62)
4. Verification
To verify the numerical implementation of the fully coupled THM-F model developed in this con-
tribution, two tests with analytical solutions reported in literature are first performed to demonstrate
the modeling capability from purely freezing and THM perspective.
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4.1. Freezing wall
This is a widely accepted benchmark for the validation of numerical models involving soil freez-
ing. For example, Mottaghy and Rath Mottaghy & Rath (2006) developed a model for the permafrost
in Poland. McKenzie et al. McKenzie et al. (2007) numerically investigated the freezing process
in peat bogs. Both of them have adopted this benchmark. The numerical software TEMP/W re-
comended it for the validation of 1D freezing/thawing process. Rühaak Rühaak et al. (2015) included
it in a series of benchmarks for the freezing simulation in porous media. In this benchmark, a 1 m
long water column is connected to a freezing wall which is divided into 1000 small columns. Over
time, the water in the vicinity of the wall slowly freezes. The propagation of the freezing front is
calculated by the Neumann analytical solution Carslaw et al. (1962). The freezing front is defined as
the edge between pure ice and the ice-water mixture. Since the analytical solution was developed for
a pure phase change scenario, i.e. only water and ice, the porosity is set to 1.0 in our numerical model.
The initial temperature is given as 273.15 K throughout the entire domain. At the position x = 0, a
Dirichlet type boundary of temperature T = 270.15 K is imposed, and is kept constant throughout
the simulation. Picard iterations are used for solving the nonlinearity with the absolute tolerance of
10-5. Iterative solver BICGTAB is chosen for the linear system with the absolute tolerance of 10-16.
All parameters used in the model are listed in Table 1.
Table 1: Parameters used in the freezing wall benchmark, following the configuration proposed by
Mottaghy and Rath Mottaghy & Rath (2006).
Parameter Value Unit
Grid size 0.001 m
Initial temperature 273.15 K
Boundary temperature 270.15 K
Porosity 1 -
Water heat capacity 4179 J kg−1 K−1
Water thermal conductivity 0.613 W m−1 K−1
Water density 1000 kg m−3
Ice heat capacity 2052 J kg−1 K−1
Ice thermal conductivity 2.14 W m−1 K−1
Ice density 1000 kg m−3
Time step size 864 sec
Total simulation time 100 day
Here, the exponential function of Eq. (62) is applied to calculate the partial density of ice, with
values ρIR = 1000 kg m−3 1, w =2 K−1 and Ts = 269.15 K following Mottaghy and Rath Mottaghy
& Rath (2006). Fig. 2a shows the evolution of the temperature profile during the freezing process.
Different from a pure heat transfer process, there is a clear change in the temperature slope at the
freezing point due to the latent heat effect and the change in thermal properties. The location of the
1This unphysical value is taken because of the constant volume assumption here to maintain the mass balance. The
THM model accounts for expansion and will thus rely on physically appropriate density values.
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Figure 2: Verification of the freezing wall benchmark
phase change front X(t) is compared with the analytical solution reported in Carslaw et al. (1962) in
Fig. 2b. It can be seen that the numerical result corresponds well to the analytical solution.
4.2. Point heat source consolidation
Pore water typically has a higher thermal expansivity than the surrounding porous geomaterial.
The temperature lift thus may be accompanied by an increase in pore pressure. If the domain is
sufficiently permeable, these pore pressures will dissipate. The derivation of analytical solution can
be found in Kolditz et al. (2012).
A two-dimensional axisymmetric model is set up for the verification. The model domain and
meshes can be found in Fig. 3a. A point heat source is assigned as a Neumann boundary condition
at the left bottom corner of the quarter. After the axisymmetric rotation around the vertical direction,
the quarter is converted into a hemisphere. Since the point heat source for the sphere is set to 300 W
in the analytical solution, the heat flux here for the hemisphere of the numerical model is thus 150 W.
The radius of the domain is 10 m, and the initial temperature as well as pore pressure are 273 K and
0 Pa, respectively. The model parameters can be found in Table 2. Direct solver SparseLU is applied
for the linear system. Newton iteration is used for the nonlinear problem with the absolute tolerance
of 10-5 for each primary variable. Three different observation locations are selected for the analytical
and numerical solutions (0.25 m, 0.5 m and 1 m from the injection source, Fig. 3b).
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(a) Mesh distribution and domain (b) Observation points in the domain
Figure 3: Model setup for the point heat source consolidation
Table 2: Parameters for the point heat source consolidation
Parameter Value Unit
Initial temperature 273.15 K
Porosity 0.16 -
Water specific heat capacity 4280 J kg−1 K−1
Water thermal conductivity 0.56 W m−1 K−1
Water real density 1000 kg m−3
Solid specific heat capacity 1000 J kg−1 K−1
Solid thermal conductivity 1.64 W m−1 K−1
Solid real density 2450 kg m−3
Intrinsic permeability 2·10-20 m2
Viscosity 1·10-3 Pa s
Time step size 10000 s
Young’s modulus 5 GPa
Poisson’s ratio 0.3 -
Biot coefficient 1 -
Fluid volumetric thermal expansion coefficient 4· 10-4 K−1
Solid linear thermal expansion coefficient 4.5· 10-5 K−1
From Fig. 4 and Fig. 5, we can find a generally good match between the numerical solution and
analytical solution. In Fig. 6, the discrepancy becomes larger with the further observation location
because of the boundary effects and the density of the mesh which is very fine around the injection
point and quickly becomes coarser and coarser along the radius. Since the chosen points are on the
bottom boundary of the model, they do not have displacement in the y direction, the displacement of
single point is only plotted on the x direction.
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5. CIF test
In this section, we perform the so-called CIF-Test (Capillary suction, Internal damage and Freezing
Thawing test) to further demonstrate the capability of our model. A cuboid solid specimen with a
cross section of 15 cm and a height of 7.5 cm is considered. A detailed description including relevant
parameters can be found in Table 3, (Setzer et al. 2001) and (Bluhm et al. 2014). Results reported
in Bluhm et al. (Bluhm et al. 2014) based on the same testing serve as the basis for a qualitative
verification of the model presented in this contribution.
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(a) Temperature load for the bottom boundary. (b) Displacement boundary conditions and finite ele-
ment mesh.
Figure 7: Model setup for the CIF tests: (a) temperature profile; (b) boundary constraints.
Table 3: Parameters used in the numerical example.
Parameter Value Unit
Initial temperature 293.15 K
Initial solid volume fraction 0.5 -
Water specific heat capacity 4179 J kg−1 K−1
Water thermal conductivity 0.58 W m−1 K−1
Water real density 1000 kg m−3
Ice specific heat capacity 2052 J kg−1 K−1
Ice thermal conductivity 2.2 W m−1 K−1
Ice real density 920 kg m−3
Solid specific heat capacity 900 J kg−1 K−1
Solid thermal conductivity 1.1 W m−1 K−1
Solid real density 2000 kg m−3
Initial intrinsic permeability 10-12 m2
Viscosity 1.278·10-3 Pa s
Time step size 300 s
Lamé constant µI 4.17 GPa
Lamé constant λI 2.78 GPa
Lamé constant µS 12.5 GPa
Lamé constant λS 8.33 GPa
A Dirichlet boundary condition for temperature is applied at the bottom of the domain following
the profile displayed in Fig. 7a. The bottom of the domain will be cooled linearly from 293.15 K to
253.15 K in the first 4 hours, then kept constant for another 3 hours, followed by a heating phase up
to 293.15 K in the final 5 hours. The bottom surface is sealed while all others are modeled as free
draining boundaries. The finite element mesh and the displacement boundary conditions are shown
in Fig. 7b. The time step size is set to 600 s. The SparseLU solver (Guennebaud, Jacob et al. 2010) is
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chosen to solve the linear system of equations, while the nonlinear solver absolute tolerances are set
to 10-6 for displacements, 10-3 for temperature, 10-4 for pressure.
(a) Temperature at 5 hours (b) Temperature at 11.8 hours
(c) Ice volume fraction at 5 hours (d) Ice volume fraction at 11.8 hours
(e) Volume deformation at 5 hours (f) Volume deformation at 11.8 hours
Figure 8: Temperature, ice volume fraction and volume deformation after 5 and 11.8 hours. Displace-
ments have been scaled by a factor of 10.
Fig. 8 shows the temperature distribution, ice volume fraction, and volume expansion fields at
different times of the freezing-thawing cycle. During the initial 4 hours, the cooling process is taking
place, decreasing temperature below the freezing point in certain regions of the specimen. Conse-
quently, the phase change from liquid to ice occurs, and the volume strain reaches up to 4.5 % which
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is half of the maximum volume deformation of 9 % expected in the case of pure water. Later on,
during the heating phase, the volume shrinks again due to thawing. Volume deformation and ice vol-
ume fractions are clearly co-localized. The results correspond well to those presented in Bluhm et al.
(Bluhm et al. 2014) and Ricken et al. (Ricken & Bluhm 2010).
In Fig. 9, we discuss the fluid pressure distribution on different time point and varied permeability.
In the simulations leading to Figs. 9a and 9b, the permeability is assumed to be constant and does not
vary due to the formation of ice. Due to freezing process, the liquid pressure turns to negative in the
vicinity of the freezing zone, and the water is sucked to the freezing front. In contrast, thawing leads
to a contraction of the matrix such that water is expelled from the domain. In Figs. 9c and 9d, the
permeability change due to pore blockage is considered by introducing a relative permeability and
linking it to the ice volume fraction kr(φI) = 10−Ωφ(1−φI/φ) (Rühaak et al. 2015). While similar flow
patterns as described above remain, the permeability decreases dramatically due to ice formation and
an impermeable zone forms in the freezing area. This effect is technically exploited when freezing
barriers against contaminant transport are established (Peters 1995).
(a) Liquid pressure at 5 hours, constant permeability. (b) Liquid pressure at 11.8 hours, constant permeability
(c) Liquid pressure at 5 hours, variable permeability. (d) Liquid pressure at 11.8 hours, variable permeability.
Figure 9: Pressure distribution and velocity after 5 and 11.8 hours. Velocity vectors are scaled ac-
cording to velocity magnitude.
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6. Conclusions
In this paper, a ternary macroscopic model within the framework of the Theory of Porous Media
has been presented for the simulation of freezing and thawing cycles in liquid saturated porous media.
The model includes latent heat effects, volume expansion due to ice formation, associated flow mech-
anisms and permeability changes due to the alterations of porosity. A freezing wall benchmark and
a point heat source consolidation test were used for the quantitative verification of the implemented
model through comparison with the analytical solution from purely freezing and THM perspective. A
CIF test was applied to verify the implementation of the fully coupled THM-F model by qualitatively
comparing the results to Bluhm et al.’s work (Bluhm et al. 2014).
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