INTRODUCTION microwave radiometers to measure tropospheric brightness temperatures and from these derive the integrated water vapor
The Crustal Dynamics Project (CDP) at NASA/Goddard Space content of the troposphere and the associated "wet" portion of the Flight Center utilizes very long baseline interferometry (VLBI) to measure tectonic plate motions worldwide by observing extragalactic radio sources (quasars) [Clark et al., 1985] . The observed signal electrical path length error due to tropospheric constituents is a major error source in measuring the components of an observing station's position [e.g., Shapiro, 1976; Resch, 1980; Clark et al., 1985; Elgered et at., 1991] . The extra signal delay introduced by the troposphere is usually separated into two terms: the hydrostatic (or "dry") term and the "wet" term [Davis et al., 1985] . The "wet" term is dominated by the dipole component of the water vapor refractivity, while the "dry" term is dominated by 0 2 and N 2 and the nondipole component of water vapor refractivity. As a result the "dry" term can be estimated from the barometric pressure. Profiles of meteorological quantities such as temperature, pressure and humidity can be measured in situ by radiosondes, and the water vapor content derived from these measurements. However, this method is costly and time-consuming, and the path of the balloon cannot be delay. The "fundamental" quantities produced by the J series microwave water vapor radiometer (WVR) are measurements of the line-of-sight brightness temperatures at three frequencies, 20.7, 22.2, and 31.4 GHz (wavelengths, X, of 1.45, 1.35, and 0.95 cm). The brightness temperatures are converted into opacities at these frequencies and combined to produce estimates, via the use of a retrieval algorithm, of the integrated precipitable water vapor content of that particular column of the atmosphere. Because the performance of the WVR in measuring the absolute brightness temperatures is critical for subsequent VLBI data reduction, some method is needed to calibrate the absolute performance of the instrument. Since calibration of the WVR in the laboratory under "known" conditions is not feasible, the absolute performance must be calibrated by colocation experiments involving a variety of techniques, e.g., similar and different designs of radiometers, radiosondes, and Raman lidar systems. Various comparisons have been made between different
The radiometer used in this experiment is a three channel improvement in the rms performance over the two-frequency microwave instrument operating at frequencies around the water approach. The lower frequency used in the calculation of the vapor spectral line centered at 22.235 GHz (3, = 1.35 cm). The precipitable water vapor (20.7 GHz) is positioned close to the basic design of the instrument is described by Janssen [1985] . The center of the water vapor emission line, while the other frequency addition of a "hot" load to the system has greatly improved the (31.4 GHz) is placed well away from the line center. system calibration and allows better gain stability during periods Measurements at this frequency (20.7 GHz) are better correlated when the meteorological conditions are not suitable for calibration with the integrated water vapor than are measurements at the line (discussed below). The instrument is fully steerable in both center [Westwater, 1967] . 
logged as "counts" in the field data log. An estimate of the where N• and Nr• / are antenna and reference load counts; T•,,, is uncertainty on the count measurements is also logged in the field data log. Each logged measurement utilizes five repetitions of the switching sequence. Each switching sequence cycles through all the required combinactions of the switches with blanking times inserted where appropriate to avoid switching transients (details are described by Janssen [1985] . Also included with each logged measurement is the output from an analog to digital (A/D) converter, which is dedicated to measuring thermistor voltages for the effective radiating temperature of the atmosphere, T•/is the reference load temperature, and T½ the extraterrestrial background temperature; m is the air mass; and •',_ is the zenith opacity. A spherically symmetric model with a 3-km scale height is assumed as the measurement model for the wet troposphere. This condition is approximately satisfied during periods of good, cloudless weather. If clouds are present, or if the atmosphere is unsettled, or it is raining, then this approximation fails. The tip curve temperature monitoring, power supply voltages, and the output method is sensitive to any inhomogeneities in the atmosphere, but from a tilt sensor used for automatically referring the elevation provided that tip curves are carried out at different azimuthal angle to local zenith [Janssen, 1985] . The uncertainty on the angles (generally two orthogonalazimuths), these inhomogeneities count measurements is estimated by discarding the first raw data can be detected. If the atmosphere is very inhomogeneous (for package (to ensure all transients and pointing movements have example, when significant quantities of liquid water are present ceased), averaging the remaining four measurements, and in cloudy weather), these data are downweighted in the calibration is the un-updated average instrument gain. A shortcoming of this The path delay due to water vapor (PD,•t), when expressed as averaging is that the average value tends to lag behind the a departure from the long-term site average and when the instantaneous value. As f increases, the discrepancy between the observables are also expressed as departures from their long-term instantaneous and averaged values, A, decreases, but the site averages, is empirically related to these various observables uncertainty in the instrument gain increases. by [Gary et al., 1985] The average gain ratio is updated using a different weighting 4
where < PD•> is the site specific average path delay and C• are Since the gain ratio is much more stable than the instrument site specific retrieval coefficients. The observables Ol and O 2 are gain, the averaging constant (g) can be much less than the the opacitiesat20.7and31.4 GHz, respectively, O3 is the surface constant for the instrument gain •.
To maintain the calibration requirement of [Resch, 1983] PDwee PW - showed significant cloud cover in the zenith direction (as indicated by no usable lidar data above a few kilometers), then "cloudy" conditions were deemed to exist (April 17-18) and the coefficients and averages were chosen accordingly. Gary and Keihm [1986, private communication, 1989 ] suggest using a liquid burden criterion for determining the set of coefficients to be used. If the liquid burden is less than 100ttm of precipitable water, "clear" coefficients should be used. However, because the radiosondedata used in the derivation of the retrieval coefficients do not provide any direct indication of the presence of liquid water, the regression analysis for the liquid water retrieval relies upon a model for the distribution of liquid (clouds) derived from the radiosonde relative humidity measurements. Due to problems with the liquid water retrieval coefficients, the liquid burden criterion for choosing coefficients was not used. As a check on the error introduced by using incorrect coefficients, data from the period determined to be "cloudy" from the lidar results (April 17-18) were processed, using both "clear" and "cloudy" sets of Table 1 for both count parameters and physical temperature parameters. Also listed in Table 1 are the contributions to the uncertainties on the brightness temperatures (using equation (7)). The logged uncertainties for the count measurements are typically about 4 -10 counts (0. Propagating these uncertainties through the analysis gives the random uncertainties on the gains and the brightness temperatures. The emission model uncertainty is an estimate o f the uncertainty introduced by the retrieval algorithm used in getting integrated water vapor (via various emission models) from the brightness temperature measurements at the two frequencies used in this study. Even though this is poorly understood, it is the best estimate available for the uncertainty on the vapor measurements. This uncertainty is calculated following the precepts of Gary and Keihm [1986, unpublished manuscript, 1989 ], who recommend that the total uncertainty consist of a performance expectation and an emission model uncertainty. The performance expectation of the algorithm takes into account the random uncertainty in the brightness temperature measurement and is equivalent to the Table 3 ). The The only common element in the comparison between the WVR differences are scattered about these mean values for the nights of and lidar measurements is that ultimately the calibration for both measurements. In its normal operating mode the WVR uses long term averages of radiosonde data to provide general retrieval coefficients. The radiosonde data cover a specific time period (e.g., 1979-1982 for the coefficients used here), but the retrieval coefficients derived from these data are applied to all other times.
On the other hand, the radiosonde data used to calibrate the lidar system are taken simultaneously with the lidar measurements (e.g. the lidar system here was calibrated with data from radiosondes launched every 3 hours during the experiment). The main focus of this study was to determine the performance of the WVR under normal, routine Crustal Dynamics Project operating conditions. These procedures use time-averaged retrieval coefficients for the moisture measurements, and because a follow-on experiment is planned for late 1991 and because of the short time span of data. available for this intercomparison, the question of the difference in using time-averaged retrieval coefficients and site specific, simultaneously determined retrieval coefficients has not been directly addressed in this study, although the importance of the retrieval coefficients is recognized. The follow-on experiment will concentrate on validation of the results of this study and on the issue of the suitability of time-averaged or "instantaneous" Because the agreement between the two moisture-measuring techniques is good through a variety of meteorological conditions, the conclusion is that the WVR measurements are accurate estimates of the integrated water vapor content of the atmospheric column being observed. The excellent agreement between these independent measurement techniques gives confidence that the WVR is capable of accurately measuring the sky brightness temperatures and from these deriving the extra "wet" signal path delay and the moisture content of the troposphere.
