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In this paper we study optimal control problems governed by nonlinear evohttion 
equations with nonmonotone nonlinearities in the state. First we prove an existence 
theorem. Then using the penalty method we obtain necessary conditions for 
optimality. From them we derive a “bang-bang” characterization of optimal 
controls. Finally an example of a nonlinear parabolic optimal control system is 
worked out in detail. 0 1992 Academic Press, Inc. 
1. INTRODUCTION 
In this paper we study the existence of optimal solutions for strongly 
nonlinear control systems governed by evolution equations of parabolic 
type and we also derive necessary conditions for optimality. To obtain 
them we employ the “penalty function method.” This method was first used 
on control systems by Balakrishnan [4], More recently Berkovitz [7, 81, 
extended the work of Balakrishnan [4]. Also Medhin [14] using the 
penalty method, was able to obtain necessary conditions for a finite dimen- 
sional optimal control problem, with dynamics described by an integral 
equation and with state constraints. 
Here, following the steps of Berkovitz [S], we extend his work to non- 
linear distributed parameter systems. In the past there have been some 
works addressing the problem of necessary conditions for parabolic 
optimal control problems. However, in these works, either the dynamical 
equation was linear or semilinear (see [ 13,22,2]) or if the equation was 
nonlinear, the hypotheses were quite restrictive and did not allow for 
nonmonotone nonlinearities in the state (see [ 11). Our resuls overcome the 
limitations of the above works. 
First we present an existence result. Then, by strengthening our 
hypotheses on the data and using the penalty method, as it is presented in 
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Berkovitz [S], we are able to obtain necessary conditions for optimality. 
Among those necessary conditions for optimality there is a minimum 
principle. Using it, we derive a “bang-bang” characterization of the optimal 
controls. Finally we work in detail an example of a nonlinear parabolic 
optimal control problem, illustrating the applicability of our work. 
2. PRELIMINARIES 
The mathematical setting is the following. Let T= [0,6] and H a 
separable Hilbert space. Let X be a subspace of H, carrying the structure 
of a separable, reflexive Banach space which embeds continuously and den- 
sely into H. Identifying H with its dual (pivot space), we have XG Her X*, 
with all embeddings being continuous and dense. We will assume that they 
are also compact. To have a concrete example in mind, consider the case 
H=L*(Z), X= Hz(Z), and X* = H -“(Z), with rnE N and Z a bounded 
domain in Iw” with a smooth boundary. From the well-known 
Sobolev-Kondrachov embedding theorem, we know that H:(Z) 4 
L*(Z) 4 H-“(Z), with all the embeddings being continuous, dense, and 
compact. Such a triple of spaces, is known in the literature as “Gelfand 
triple.” By ( ., . ) we will denote the duality brackets for the pair (X, X*) 
and by (., .) the inner produce in H. The two are compatible in the sense 
that <., .)IXxH= ( ., .). Also by )I .]I (resp. 1.1, )I ‘1) .+), we will denote the 
norm of X (resp. of H, X*). 
Let 1 < p, q < co such that l/p + l/q = 1. We define 
W,,(T)= {x(.)EP(X):R(+L”(X*)}, 
where the derivative in the above definition is understood in the sense of 
vector valued distributions. This space furnished with the norm llxl\ wPq(Tj =
cllxll L(X) + II41 ZLscx*J ‘I2 becomes a Banach space. In addition, since > 
W,,(T) is a closed subspace of the separable, reflexive Banach space 
LP(X) x L”(X*), is itself separable and reflexive. Furthermore, it is well 
known that W,,(T) 4 C( T, H) = { y : T + H continuous} continuously; i.e., 
every element of W,,(T), after possible modification on a Lebesgue null 
set, is equal to a continuous function from T into H. Finally, since X 4 H 
compactly, we have that IV,& T) 4 LP(H) compactly. For details we refer 
to Zhikov-Kozlov-Oleinik [21]. The control space will be modelled by a 
separable, reflexive Banach space Y. 
By Pfcc,( Y) we will denote the family of nonempty, closed (convex) 
subsets of Y. Recall that a multifunction G: T + Pr( Y) is said to be 
measurable, if GrG={(t,z)ETx Y:zEG(~)}EB(T)xB(Y), with B(T) 
being the Bore1 o-field of T and B(Y) the Bore1 a-field on Y. 
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Finally let Z be a Banach space and let {A,}, a i be a sequence of 
nonempty subsets of Z. We define the strong limit infimum and weak limit 
supremum of the A,% as (see [3]) 
and 
s-limA.= {xEZ:x=s-limx,,x,EA,} 
- w-limA,={xEZ:x=w-limx,,,x,,EA,,,nl<nz< ... <nk< ...> 
(here s-denotes the strong topology on Z and w- the weak topology). It is - 
clear that we always have s-l&4, E w-hm A,. If the two sets are equal to 
A, i.e., s-hA.= w-i&A, =A, then we say that the A,,% converge to A in 
the Kuratowski-Mosco sense. Note that if dim Z-C co, then strong and 
weak topologies coincide and the Kuratowski-Mosco converge of sets 
coincides with the classical Kuratowski convergence. It was first Mosco 
[23] who introduced this mixture of topologies in the infinite dimensional 
case and used it to study the convergence of the solutions of variational 
inequalities. We know that the An’s converge to A in the 
Kuratowski-Mosco sense (denoted by A, s A) if and only if 
diJL4” = A = W-G A,. 
Using this mode of set convergence, we can define a convergence for 
R-valued functions, in general different from the pointwise convergence. So 
if {fn,f>n, I E Qz, we say that the fH’s “epi-converge” to S (denoted by 
f,, A f) if and only if epif, a epif. For more details we refer to [3]. 
3. EXISTENCE THEOREM 
The optimal control problem under consideration is 
i 
J(x, u) = /(x(b)) + j8 t(t, x(t), u(t)) dt -+ inf = m 
s.t. i(t) + A(?, x(t)) =f(t, x(t)) + B(t) u(t) (*) 
x(0)=x,, u(t) E U(t) a.e., u( . ) measurable. 
We will need the following hypotheses on the data of (*). Recall that a 
map g: X+ X* is said to be hemicontinuous, if A -+ (g(x + AZ), u) is 
continuous on [0, 1 ] for all x, 2, v E X. 
H(A): A: Tx X-, X* is a map s.t. 
( 1) t -+ A (t, x) is measurable, 
(2) x + A(t, x) is hemicontinuous, monotone, 
(3) (A(t,x), x) 3c, IJxJIPa.e. with ci >O, 2<p< co, 
(4) IIA(t,x)ll*~~,(l+Ilxll~~‘)a.e. with c,>O. 
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H(f):f: T x X+ H is a map s.t. 
(1) t+f(t, x) is measurable, 
(2) x -+ f( t, x) is continuous and sequentially weakly continuous, 
(3) If(t,x)I<a(t)+b, Il~ll~~‘a.e.a(.)~LY,,b>O 
(4) (f(t, x), x) < 0 a.e. 
H(B): BEL”(T, 9(Y, H)). 
H(L):L:TxHxY-+~=lRu{+co} isanintegrands.t. 
( 1) (t, x, U) + L( t, x, U) is measurable, 
(2) (x, u) + L(t, x, 24) is l.s.c., 
(3) L(t, x, .) is convex, 
(4) IC/(t)-M(Ixl+Ilull)~L(t,x,u)a.e., with II/EL’(T),M~O. 
H(U): U:T~P,,,(Y)={AEP,,(Y) and A is weakly compact} is 
measurable and U(t) E W a.e. with WE Pwkc( Y). 
H(I): 1: H + R is 1.s.c. 
H,: There exists admissible “state-control” pair (x, U) E W,,(T) x 
L2( Y) s.t. J(x, u) < 00. 
In [19, 151, we can find existence results for the dynamical equation 
of (*). 
THEOREM 3.1. If hypotheses H(A), H(f), H(B), H(L), H(U), H(I), and 
H, hold and x0 E H, then there exists admissible “state-control” pair 
(x( .), u( .)) s.t. J(x, 24) = m. 
Proof. Let {CL 4J),pl be a minimizing sequence. First we will deter- 
mine some a priori bounds for the trajectories x,( .), n > 1. We have 
at) + A(4 x,(t)) 
=A4 x,(t)) + B(t) u,(t) a.e. 
* (-%l(f)T x,(t)> + (44 x,(t)), x,(t)> 
= (.tlC x,(t)), x,(t)> + (B(r) u,(t), x,(t)) a.e. 
* Ix,(t)12 + 2~1 j-i IIx,(s)Ilp ds 
< 2 I ; (B(s) u,,(s), x,(s)) ds + Ix,(O)I 2. (1) 
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Applying Cauchy’s inequality with E > 0 on the right hand side of (1 ), we 
obtain 
+ 2 F .6’ ll-U)ll p 4 
where I WI = sup(II 11 v :VE W}. Let ~=(p/2)“~c,. Then we have 
2 ((4s) do), x,(s)) de-& IWII”, lWlyb+c, j-i lIxn(~)lIp ds. (2) 
Using inequality (2) in (1 ), we obtain 
lx,(t)12 + ~1 j’ IIxn(~)IIp ds
0 
=a II&I II LP(X) GM, for all n > 1 
and lx,(t)1 d M, for all n > 1 and all t E T, 
for some M,, M, > 0. 
Next let p( -) E Lp(X). For every n 3 1 we have 
+ j’ (f(s, x,(s)), P(S) > ds + j’ (B(s) ds), P(S)) ds 
0 0 
G s ; II4c x,b))ll t,t II~(s)ll ds+ j; MS, -~b))l Il~b)ll ds 
+ s ’ IWs) MM lIp(s)ll ds 0 
d kl+ Ilx,(~)llp~‘) IIP@)II ds s 0 
+(l14,+~“qww) llPllL+yX, 
+ II BII m . I WI jr II ~(~111 ds.
0 
(3) 
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Applying Holder’s inequality on the first summand of the right hand side 
in (3), we obtain 
< (1 ’ 2(c’: + IlX,(~)ll 0 (p--l)q ds)l” llPllLP(X) 
< 
(J 
’ 2(c; + llx,(~)ll”) ds 
0 > 
114 
. II Pll U(X) 
B 2(c, + II& ll$,, . IlPIlL&Y) 
6 (2c,b + &-‘“1 IIPlILfyX). (4) 
Also 
ll~ll cc I WI j; Ip( ds G IPII cc . I WI . IIPIILP~~ b”‘. (5) 
Substituting (4) and (5) into (3) and then taking the supremum over all 
p E LP(X) s.t. /lpll LPCxj < 1, we obtain for all n Z 1. 
II&l II tyX*) Q M3 for some M, > 0. 
so bk)>n, 1 is bounded in Lp(X) and {i-,( .)},, z i is bounded in 
L9(X*). This then means that (x,J .)>,,, is bounded in Wp,(T). Since 
W,,(T) 4 LP(Z-Z) compactly (see Section 2), we may assume that x, -S-t x in 
LP(H), x( .) E W,,(T), and by considering the continuous versions of those 
functions (recall W,,( T) 4 C( T, H)), we can have that x,(t) -J, x(t) in H 
for all t E T. Thus from hypothesis H(I) we have l(x(b)) <l&~Z(x,(b)). 
Furthermore, because of H(U), we know that Si = {v E L2( Y): u( t) E U(t) 
a.e. } is sequentially weakly compact. Hence, we may assume that 
U, 2 u E S$ in L2( Y). Invoking [S, Theorem 2.1) we obtain 
j-” L(t, x(t), u(t)) dt < !3njb L(t, x,(t), u,(t)) dr 
0 0 
a J(x, u) f m. 
We need to show that (x, U) is an admissible “state-control” pair. 
To this end let 2: Lp(X) + Lq(X*) be the Nemitsky operator 
corresponding to A( ., .) (i.e., a(x) = A( ., x( .))), F: LP(X) --) Lq(H) is the 
Nemitsky operator of f( ., .) (i.e., F(x)( .) =f( ., x( .))) and similarly 
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8: L2( Y) -+,5*(H) is defined by B(u)(.) =B( .) u( .). Denote by (., .),, the 
duality brackets of the pair (Lp(X), L4(X*)) (recall, see [lo], that 
Lp(X)* = L4(X*)) and by (., .)L~Cnj the inner product in L*(H). Note that 
<i.,(l)--i(f),n.(o-x(f))=~~Ix,(r)-x(r)l’ 
3 5 1 (.k(t), x,(t) -x(t) > dt 
=; Ix,(h)-~(h)J~+~~ (i(t),x,(t)-x(t)) dt. 
0 
Also since x,, S, x in LP(H) and LP(H)cL2(H) (because 2 Gp), we 
have x, 4 x in L*(H), thus (Bu,, x0 - x)~z(~) + 0. 
Hence, we have 
<4x,,-ed,x,-x)0 
= - 4 Ix,(b)-x(b)l*- ( i’, x,-x)() + (Bu,, x, - X)L2(H) 
=-lim (2(x,)-F(q), x,-x)~=O. 
Now, [ 12, p. 603, Proposition 21 tells us that if x, 4 x in Wp,(T) and 
lim (A(x,) + p(x,), x, - x)~ < 0, then we have 2(x,) - F(x,) -% a(x) - 
F(x) in Ly(X*). Hence, for all g( .) E Lp(X), we have 
<a,, g>o + (‘4xnh g>o = (mz)~ g>o + <&A .!T>o 
-+ <a, g)o + <&a g)o = (@)Y s>o + (&4 g>o 
~a(t)+A(t,x(t))=f(t,x(t))+B(t)u(t) a.e., x(0) = x0 
with u(t) E U(t) a.e. and u( .) measurable. Therefore, (x, U) is admissible and 
so J(x, U) = m; i.e., (x, U) is the desired optimal “state-control” pair. Q.E.D. 
4. NECESSARY CONDITIONS FOR OPTIMALITY 
In this section we use the penalty function method, as it is outlined in 
Berkovitz [8], to derive necessary conditions for optimality of an 
admissible “state-control” pair. So let (a( .), ti(. )) E II’,& T) x L2( Y) be an 
optimal pair for (*). Let E > 0. We introduce the following penalty function 
defined on Wp,( T) x L’( Y). 
J,(x, u) = 4.7 u) + II-X - 4 :2(H) + IIU - 4 L2( Y)
+; II~++(x,-F(x)-Bull2,,(,*) 
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Note that J,(& ti) = J($ 6) = m. Hence, inf J, Gm. For every 6 > 0, let 
cd= {(XT U)E Wp,(nxc/: /Ix--lIwpq(T) 
d 4 x(O) = x0 and Ilu - 4 L2( y) < S}, 
where recall that SL = {u E L2( Y) :u(t) E U(t) a.e.}. Clearly this is a boun- 
ded, hence (sequentially) weakly compact subset of W,,(T) x Si G 
W,,(T) x L2( Y). In general if (y, u) E C, c W,,(T) x Si, with y(O) = x0, we 
will say that (y, u) is s-admissible. Now we will minimize J,( ., .) over all 
s-admissible pairs. The next proposition establishes the existence of an 
s-admissible minimizer. We follow the reasoning of Berkovitz [8, 
Lemmata 2.1 and 2.21. For this we will need a stronger hypothesis on the 
map A( ., .). Namely, 
H(A),: A: TX X-t X* is a map that satisfies hypotheses H(A)(l), (2), 
(3), (4), and 
(5) a: Lp(X) -+ L*(X*) is sequentially weakly continuous. 
Remark. If jt (A(t,x,(t))-A(t,x(t)), x,(t)-x(t)) dt-+O whenever 
x, 3 x in Lp(X), then [l, Lemma 3.31 tells us that hypothesis H(A), (5) 
is satisfied. 
PROPOSITION 4.1. If hypotheses H(A),, H(f), H(B), H(L), H(U), H,, 
and H, hold and x0 E H, then for every 6 > 0, there exists E = E(B) > 0 s.t. the 
minimum of J,( ., .) over C, is attained at a pair (x,, u,) for which we have 
lb, - 4 Wpq(T) < 6 and II%4IIL2(Y)<~. 
Proof. First we claim that for every 6 > 0, there exists E =s(6) >O s.t. 
m < JE(x, u) for all XE W,,(T), x(0)=x0 and 1(x- fll WPq(Tj = 6 and all 
UESL, llu-lillL2(y)=s. 
Indeed if this is not the case, then there exists 6 > 0, a sequence .sk -+ Of 
and a sequence { (xk, ~~1)~~ 1 s.t. llxk - ill wwcT) =4 lluk - ill L*(Y) = 6, 
uk E S ‘, and JEI(xk, uk) < m. This then means that 
J(x/cr uk) + II-G 4ltq~) + Iluk - fill~~~y) 
< m - L 111, + A(xk) - F(xk) - Lb, II tscx.) 
&k 
a -Ek[J(Xk, uk) + iI’% - ~.1iL?(“) + bk - 4iL2(1’)1 
> -&km+ ll~k+a(xk)-F(xk)-BukII~~(X’). (2) 
Observe that {(x,, u,)>,, i is bounded in W,,(T) x Sk. So by passing 
to a subsequence if necessary, we may assume that xk 4 x in W,,(T) and 
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U,A 24&S; in L2( Y). Hence, R, W i in L4(X*) and from hypothesis 
H(A), , we have A^x, -% ax in L4(X*), while Bu, 3 &A in L4(X*). Also 
as in the proof of [ 12, Proposition 23, we can show that Ilx,,(t)ll, n B 1 is 
a.e. bounded. Since x,(t) 3 x(t) in W,,(T), W,& T) 4 LP(H) compactly 
and W,,(T) 4 C( T, H) continuously, by passing to a subsequence if 
necessary, we may assume that x,(t) -3 x(t) a.e. in X*&(x;)-% F(x) 
in Lq(H) (hypothesis H(f) and the dominated convergence theorem). 
Recalling that the norm functional is weakly-l.s.c., we have 
/Ii + ax -F(x) - Bull * LY(X’) G limlli-, + Lx, - F(Xk) - Bu, II &) 
and so from (2) above, we have 
~~n~dx-F(x)-Bull~4(X*)~0 
~i(t)+A(t,x(t))=f(t,x(t))+B(t)u(t)a.e.,x(O)=~~ 
= (x, u) is an admissible “state-control” pair for (* ) 
3 m < J( x, u). (3) 
On the other hand from inequality (1) above, we see that for all k 2 1 
J(x,, uk) d m - 2yd2 
* J(x, U) Q hJ(x,, uk) <m - 2~6~ (4) 
where y > 0 is such that I . ( < y (I . II (recall Xq H continuously). 
Comparing (3) and (4), we obtain a contradiction and so the claim made 
in the beginning of the proof is proved. 
Next, since J,( ., .) is weakly-1.s.c. on the weakly compact set 
C,G W,,V)xS:, we can find (x,, u,) E C6 s.t. J,(x,, u,) = inf, JE(x, u). 
Using the claim proved above, we conclude that 11x,- iI/ W,(Tj < 6 and 
II ue - 41 L*(Y) < 6. Q.E.D. 
The idea is now the following. Derive necessary conditions for the mini- 
mization problem min{J,(x, u): (x, u) E C,>. Then pass to the limit as 
6 -+ O+ (hence E --) O+). So first we will derive the s-optimality conditions. 
For this we will need the following stronger hypotheses on the data. 
H(A),: A: TX X-+ X* is a map s.t. 
(1) t + A(t, x) is measurable, 
(2) x + A( t, x) is continuously Gateaux differentiable, monotone, 
(3) (44 x1, x> 2 cl llxllp a.e., II46 x)ll, G c2(l + IIxII~-~) a.e. 
with c,, c,>O, 
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(4) a(. ) is sequentially weakly continuous from LP(X) into 
L”(x*) 
(5) IIAJA4 XIII ,(,,,,)<a(t)+b(t) JIxllpp’ a.e. with u(.)EL;, 
b( .) E Ly and (A:(& h)h, h) > c3 llhll p a.e., c3 > 0. 
H(f)i:f: Tx X+ H is a map 
(1) f( ., x) is measurable and f( t, .) is sequentially weakly con- 
tinuous, 
(2) f(t, .) is continuously Gateaux differentiable and (fI,(t, x), x) 
< 0 a.e., 
(3) Ilf(4x)ll G a,(t)+bl IIW-‘? Q,(.)ELY,, b, 2 0 IK(4x)ll 6 
u,(t)+ b, IIxI(~~’ a.e. a*(.)~ LY,, b,>O. 
H(B): BE L”( T, y( Y, H)). 
H(L),: L: TX Hx Y + R is an integrand s.t. 
( 1) t + L( t, x, u) is measurable, 
(2) (x, u) + L(t, x, U) is continuous and convex in U, 
(3) x + L(t, x, U) is Gateaux differentiable and (x, U) -+ L:(t, x, u) 
is continous, 
(4) IL(h x, ~11 d al(t) + bI(t)(lxlp + II4 “) a-e., IIU& x, u)ll z(H) G 
u2(f)+b2(t)(lxIP+ Ilullp) a.e. with a,(.), u,(.)~Ly, b,(.), b2(.)ELy. 
H(l), : I: H + [w continuously Gateaux differentiable. 
Assume that (x,, u,) E C6 s Wp,( T) x S’, is an optimal pair for the 
penalized cost functional. Its existence is guaranteed by Proposition 4.1. 
Thanks to Asplund’s renorming theorem, without any loss of generality, 
we may assume that X, X*, and Y are all strictly convex. 
PROPOSITION 4.2. If hypotheses H(A),, H(f),, H(L),, H(B), H(U), 
H(1,) hold and x0 E H, then there exist p,( .) E W,,(T) and u,( .) E L2( Y*) s.t. 
0) -t’,(t) + 4(t, x,(t))* p,(t) -f:k x&h(t) = LX x,(t), u,(t)) 
-2(x,(t) - a)) u.e., p,(b) = -/:(x,(b)). 
(ii) u,(t) E a, L(t, x,(t), u,(t)) (where a,L(t, x, u) denotes the convex 
subdifferentiul of L(t, x, .)) and 
5 
b 
inf (u,(t) + W,(u,(t) - a(t)) 
UE$) 0 
+ Wt)* p,(t), u(t) - u,(t)), y*, v> dt = 0 
with $z: Y-r Y* being the duality map (i.e., t+k2(y) = { y*:(y*, y) = 
llY*l12= Il.Yl12). 
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Proof: Let w( .) E W,,(T) st. w(O) = 0. Consider the pair (x, + iw, u,) 
then because of Proposition 4.1, there exists Y > 0 s.t. for 11) <r, the pair 
(x, + ;Iw, u,) is still e-admissible. Define @(,I) = J,(x, + Iw, u,), Jil < r. We 
will show that Q’(O) exists and then since (x,, u,) is optimal for J,( ., .) we 
will have Q’(O) = 0. 
To this end we have 
( l/E [I.$ + 2w + 2(x, f 2w) - qx, + Aw) - $24, II&.) + - l/E llf, + 4-G) - %TJ - fi% II &?@-*I % 1, 
Passing to the limit as 2 -+ 0 and using our Gateaux differentiability 
hypotheses on A( t, . ) and f( ., . ), we obtain 
0 = Q’(O) = lim @(“) i @(O) 
= m(b)) w(b) + J; (CAM, x,(f), u,(t)), w(t)) dr
+ 2 J; (x,(t) - a(t), w(t)) dt
+f (ul(~-,+A^(x,)-F(x,)-Bu,), ~+a:(x,).,-F:(x,)w),, 
where ul( .) is the duality map from Ly(X*) into Lp(X). From Day [9], we 
know that since X, X* are strictly convex, so are Lp(X) and Ly(X*). Thus 
Y( .) is single valued and demicontinuous. 
Set p,(t) = (l/&l $(-C(t) + A(& x,(t)) -St& x,(t)) - u,(t)), where ICI(.) is 
the duality map from X* into X. Again, due to the strict convexity of the 
spaces, tj( .) is single valued and demicontinuous. Clearly p,( .) E Lp(X). 
Since Y(.?, + a(,,) - F(x,) - 224,) = rj(i-,( .) + A( ., x,( . )) -f( ., x,( .)) - 
B( .) u,( .)), we have 
409 lh4 1-7 
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a ( -Y(ke+a(x,)-F(x,)-Bu,, bb+a:(X,)W--F:(X,) w).
= 2 j” <-p,(t), G(f)+ A:(& x,(t)) w(t)-I-:(& x,(f))w(t)> dt 
0 
- 2 s d’ ( -p,(t), a(t) + A:(?, x,(t)) w(t) -f:(e x,(t)) w(t)> dt 
= z:(x(b)) w( ) + I” (UC x,(t), u,(t)) +We(t) -:(t)), w(t)) dt. 
0 
Let $,( .) E W,,(T) be a solution of the following evolution equation 
-A(t) + A:(6 x,(t))* B,(t) -fi,(4 x,(t))B,(t) 
= Uh x,(t), %(t)) + 2(x,(t) - 3f)) a.e. 
b(b) = -ZXx,(b)). 
From [6, p. 167, Theorem 4.21 we know that such a solution p,( .) exists. 
So for all w E W,,(T) with w(0) =O, after performing an integration by 
parts (see [18, p. 151, Lemma 5.5.11) we have 
2 j” ( -P,(l) f B,(f)? k(l) + AI,(h x,(t)) w(t) 
0 
-f:(t, x,(t)) w(t)) dt = 0. 
Let g( .) = Y,( -pE + p,) E Lq(X*), where !Pr( .) is the duality map from 
Lp(X) into Lq(X*). Note !P, = Y’-‘. Then let w( .) E W,,(T) be the 
solution of the evolution equation 
a(t) + A34 x,(t)) w(t) -IX& x,(t)) w(l) = g(f) 
w(0) = 0. 
a.e. 
Again as in [6, p. 167, Theorem 4.21, we can guarantee that such a 
solution w( .) E W,,(T) exists. So we obtain 
2 j” ( -p,(t) + B,(t), s(t)> dt = 0 
0 
*p,(t) = B,(t) a.e. 
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-d,(t) + A:(t? X,(t))* P,(f) -f:(c x,(t))* p,(t) 
= LX& x,(t)> u,(t)) + 2(x,(t) -a(t)) a.e. 
P,(b) = -~!x(x,@)) 
which proves part (i) of the proposition. 
Next let u1 = U, + A(u - u,), where UE SL. Because of the convexity of 
S$(U( .) being convex valued), we see that for AE [0, 11, ui.( .)E S:. Then 
since (x,, u,) is optimal for the s-penalized problem, we have 
d+ 
dt JEh u, + 4u - 4)) 2 0. 
We cannot say more than the above inequality, since u,( .) may very well 
be a boundary point of Sz. From this inequality, we have 
+ j; 2($2(4(t) - G(t), 42) - d)), ye. v> dt 
+ f Y(~,+a(x,)-F(x,)-Bu,)(Bu-Bu,) 30, ( > 0 
where L:( t, x,(t), u,( t))(u( t) - u,(t)) denotes the directional derivative of 
the convex integrand L(t, x,(t), .) at the point u,(t), in the direction 
u(t) - u,(t). From convex analysis (see [ 16]), we know that there exists 
u,( .) E L2( Y*) s.t. u,(t) E aAt, x,(t), u,(t)) a.e. and Ut, x,(t), 
u,( t))(u( t) - a,( 2)) = (u,(t), u(t) - u,(t)) < ,,., r> a.e. So we have 
I 
b 
0 
Cue(t) + W,(u,(f) - a(t)) + 24t)* p,(t), u(t) - u,W< ye, r> df 2 0 
for all u E Sz. Hence, we have proved part (ii) of the proposition. Q.E.D. 
The next intermediate result establishes the behavior of the a-optimal 
pairs (x,, u,) and of the s-adjoint variables pE as E + O+. 
PROPOSITION 4.3. If the hypotheses of Proposition 4.2 hold, then p, -% p 
in W,,(T), x, 5, 1 in Wp,( T), u, A li in S’, G L2( Y). 
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Proof: Recall that (x,(~), u,(~,) E C,. Hence, as 6 -+ O+, we have x, -% i 
in Wp,( T) and U, A ti in L’(Y). Also since p,( .) solves the c-adjoint evolu- 
tion equation, from an a priori estimation as in the proof of Theorem 3.1, 
we obtain that {p,( .)}F,O is bounded in WJT). So we may assume that 
pE$pin W,,(T). Q.E.D. 
Now we are ready to pass to the limit as E -+ O+ in the s-necessary 
conditions of Propositions 4.2, in order to obtain the necessary optimality 
conditions for the original problem (*). 
THEOREM 4.1. If hypotheses H(A),, H(f),, H(B), H(L),, H(U), H(l), 
hold, x0 E H and (a, z.?) solves (*), then there exist p( .)E W,,(T) and 
u( .) E z?( Y*) s.t. 
(i) a(t) + A(t,i(t)) = f(t, a(t)) + B(t) l;(t)}, “State Equation” 
i(0) = xg 
(ii) -d(t) + A:(6 x(t))*p(t) -fXt, x(t))p(t) = C&t, -f(t), C(t)) a=>, 
“Adjoint equation” 
(iii) inf,, U(,I (u(t) + 2B( t)* p(t), u - C(t)) = 0 a.e., “Minimum prin- 
ciple”. 
Proof. Let g( .) E Lp(X). We have from Proposition 4.2 
( -o,, g>o + Gt&d* P,, g>o - (fYxE)* PC? g>o 
= &A ueh g)m (1) 
where &G, u,)(t) = LX& x,(t), u,(t)). 
From Proposition 4.3 we have that p, 3 p in W,,(T) = @, Z p in 
L4(X*). So (-fi,, g)O -+ (-@, g). Again from Proposition 4.3 we know 
that x, -% i in Wp4( T). Hence, A’J t, x,(t)) -5 A:( t, x(t)) in X* and so by 
the dominated convergence theorem, we obtain A’Jx,) g& A’Jx)g in 
Lq(X*). Therefore, <AS,)* pc, gh = <P,, ~Xdgh -, <P, ~LGkh = 
<&w* P> g>w Similarly because of hypothesis H(f), (2), we have 
(F!Jx,)* p,, g)O + (F:(f)p, g),, while because of hypothesis H(L), (4) 
and the dominated convergence theorem, we have (i,(x,, u,), g), + 
(i,(x, a), g)O. So by passing to the limit as E + O+ in (l), we obtain 
Since g(.)EL”(X) was arbitrary, from (2) above we deduce that 
-b(t) + A:(4 x(t))p(t) -fk(t, i(t))p(t) = L:(t, i(t), C(t)) a.e. 
p(0) = - I:(.?@)). 
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Next let Z,(y, v) = ji L(t, v(t), v(r)) dt, (y, u) E W,,(T) x L2( Y). Because 
of hypothesis fW),, {Z&,, .)JE,,, is a family of functions which are 
continuous convex and uniformly bounded. Hence, from Rockafellar [17] 
we know that {ZL(x,, .)c,O is locally equi-Lipschitz. Hence, ZL(x,, .) --& 
Z,(.?, .), where c denotes the continuous convergence. Since the latter 
implies the z-convergence (epi-convergence; see Section 2), from [3, p. 373, 
Theorem 3.661 we obtain that Gr 13Z,(x,, .) a GrdZ,(.?, .) as a-+0+. 
Note that /lo, )/ L2C y*) < M’, where M’ is the local Lipschitz constant corre- 
sponding to the bounded set (uE( .)} E,O s L2( Y). So we may assume that 
u, -JS u in L2( Y). Hence, since (u,, u,) E Gr 13,Z,(x,, .) C- (a, u) E 
Gr J,Z,(.C-, .) * v E a,Z,(?, ti) => u(t) E L(t, i(t), i(t)) a.e. (see [16]). 
Recall that x, A 1 in W,,(T) *x, -i x in Lp(X) and i’, -li i in 
Lq(x*). 
So 2(x,) -% a(i) in Ly(X*) and Z’(x,)A F’(;(a) in Lq(H). Also recall 
that y( .) is demicontinuous. Thus Y(.C-, + 2(x,) - F(x,)) --% !F(u(a + a(~?) -
F(i)) in Lp(X). Similarly we obtain $q(~,(t)-z?(t)) + 0 a.e., since by 
Proposition 4.3 U, -% li in L,‘(Y). Hence, by passing to the limit as E + Ot 
in (ii) of Proposition 4.2 we obtain 
I h(v(t)+2B(t)*p(t),u(l)--(t))yy.dr~0 0 
for all u E St. We claim that this gives us the desired pointwise minimum 
principle. Indeed if this is not the case, then there exists E E T measurable 
s.t. A(E) > 0 (A( .) being the Lebesgue measure on T) and for all t E E 
uj:/;,) (4f) + 2@t)* p(t), u - C(f))Y, y* < 0. 
Let uk : T -+ Y, k > 1 measurable maps s.t. U(t) = { uk( t)}, >, for all t E T. 
Such a sequence xists, since by hypothesis H(U), U( .) is measurable (see 
[20]). So inf,..(,, (v(t)+2s(t)*~(t), u--t;(t))<,* Y)=infkaL (v(t)+2B(t)* 
At), dt) - 4t)lc y*, y> = t + inf,, u(r) (o(t) + W;)* ~4th u- 3f))<y8, y) is 
measurable. 
Set h(r,u)=(v(t)+2B(t)*p(t), ~---(t))<.*,~>. 
Also u -+ h(t, U) is continuous. Hence, h( ., .) is jointly measurable. 
Therefore, H= {(t, U)EH x Y:h(t, U) < 0} n Gr UeB(E)xB(Y). Apply 
Aumann’s selection theorem to obtain uO: E + Y measurable s.t. 
h(t, uJt))<O and u,,(~)E U(t) for ZET. Let U(t)=uo(t)~E(t)+ti(t)~E’(t). 
Then U(.)ES~ and Ji(v(t)+2B(t)*p(t), ~?(t)-Ei(t))~,~.dr<O a con- 
tradiction to the integral minimum principle. Therefore, we conclude that 
inf,. U(t) (o(t)+2B(t)*p(t), u-C(t)),..>Oa.e. Q.E.D. 
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5. BANG-BANG PRINCIPLE 
In this section, using the minimum principle obtained in Theorem 4.1, we 
obtain a “bang-bang” characterization of the optimal control, in the case 
of a terminal cost problem. 
Let a( .) be a solution of the adjoint linear evolution equation 
G(t) - C(t)* u(t) = 0 a.e. We say that C(t)* has the “weak backward 
uniqueness property” (see [ 11, 18]), if u(b) = 0 is implied by u(t) = 0 for all 
tE Es [0, b], A(E)>O. 
The optimal control problem under consideration is now the following 
one: 
/(x(b)) -+ inf = m 
s.t..2(t)+A(t,x(t))=S(t,x(t))+B(t)u(t) a.e. 
40) =x0, u(t) E U(t) a.e., u( . ) = measurable. 
(*)’ 
THEOREM 5.1. If hypotheses H(A),, H(f),, H(B), H(U), H, hold, 
X~E H the pair (2, ti) soEves (*)‘, Z:(,t(b)) # 0, ker B(t)* = (0) a.e. and 
A:( t, a(t))* -f’Jt, a(t))* has the weak backward uniqueness property, then 
ii(t) E au(t) a.e. 
Proof: From the minimum principle of Theorem 4.1, we have 
(B(t)*p(t), u-t;(t))>0 a.e. 
for all u E U(t), with p( .) being the adjoint state, satisfying -P(t) + 
A!Jt,f(t))*p(t)-f’Jt,i(t))*p(t)=O a.e., p(b)= -1:($(b)). Suppose 
that there exists E c T, l(E) > 0 s.t. I;(t) 4 i3U(t) for all t E E. From the 
minimum principle above and since ker B(t)* = {O} a.e., we deduce that 
p(t) = 0, t E E. Then since by hypothesis A’Jt, a(t))* -f’(t, g(t))* has the 
weak backward uniqueness property, we have p(b) =O*Z:(i(b)) =0 a 
contradiction to our hypothesis. So li( f ) E 8 U(t) a.e. Q.E.D. 
6. AN EXAMPLE 
In this section we present an example illustrating the applicability of our 
work. 
So let T= [0, b] and 2 a bounded domain in R” with smooth boundary 
aZ = I7 We consider the following nonlinear parabolic optimal control 
problem defined on T x Z. 
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4x, U)=I(x(b,z))+Jl:S7L(f,z,X(f,z), u(t,z))dzdt+inf=m 
s t WC z) . .eg-+ 1 (-l)‘*‘D”A,(r,z,rl(t,z))) 
lal <m 
=f(h z, Wt, z))) + c(t, z) u(t, z), TX Z (**) 
DBx( t, z) = 0 on TxT, IBI dm- 1 
x(0, z) = x0(z) on {O}xZ, s z (~(t,z)1~dz<r(t)~a.e. 
Here c1= (a,, . . . . c(,) is an n-tuple of nonnegative integers (multi-index), 
1x1 = CI, + . . + CI,, (the “length” of the multi-index), D” = 0:’ . . .D:, where 
Di=a/axi, q(x)= {D*x: Ial <m} and O(X)= (Dyx:IyI dm- l}. 
We will need the following hypotheses on the data of (**). 
H(A),: A,: TxZx lRN+lR (N=(n+m)!/n!m!) is a function s.t. 
(1) (t, z) -+ A,(& z, q) is measurable 
(2) r] -+ A,(?, z, q) is continuous, 
(3) I46 2, rl)l G cl(t) IIvIIpp’ + dI(t, ~1, with cl(.) E LY, 
41 E L”(T L’(Z)) 
(4) C,3,<m A,(c~~~)YI~>c~ IIvIIPa.e. 
Ho2:f: TxZx KY”” + R (N’= (n+m- l)!/n!(m- l)!) is a function s.t. 
(1) (t, z) -f( t, z, 0) is measurable, 
(2) 8 +f(t, z, 0) is continuous 
(3) If(t,z,e)l~a(t,~)+blel~~‘a.e. witha(.,.)ELY(T,La(Z)) 
(4) c ,r,Gmd-w, e)e,a. 
H(c):ceLm(TxZ) 
H(L),: L: T x Z x R x R -+ W is an integrand s.t. 
(1) L(., ., ., .) is measurable 
(2) (x, u) --, L(t, z, x, 24) is I.s.c., convex in u 
(3) d2(t, z)-WzNl.4 + l4)6L(f, z, x, ~1 a.e. d2(., .)EL’(TxZ), 
M(.)ELy(Z). 
H(r): r( .)E L?(T) and H(1),: I: R -+ R is 1.s.c. 
In this case X= WT9p(Z), H= L2(Z) and X* = W-m,y(Z). From the 
Sobolev-Kondrachov embedding theorem, we know that (X, H, X*) is a 
Gelfand triple, with all embeddings being compact. Consider the time 
varying Dirichlet form a: TX W;;9p(Z) x W?p(Z) -+ R associated with the 
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nonlinear elliptic differential operator of the problem. We have a( t, x, y) = 
Cl,, Gm jz A,(6 z, rl(x(z))) D;(z) dz for all (4 y) E Wy,V) x W;xp(Z). 
Because of hypothesis H(A), (3) AAt, ., ~(4.))) 6 L’(Z) (here 
l/p + l/q = 1). Applying Holder’s inequality we obtain IJz A,(t, z, q(x(z))) 
DE y(z) dzl < 2, [(fz Ilq(x(z))llp d~)~ + l](s, (D”y(~)l~)“~, where P, = 
maxCIlc, IImT 114, l12,30]. Recalling that q(x(z)) = (D”x(z): lcll <m) we have 
IL‘W? z, rl(x(z))) D*Y(z) Liz G ~IcII-#v~P(z) + 11 IIYII W~P(Z) 2, > 0 - 
/a(~, X, y)J <<,(JJxJJ&.~(~) + 1) J/y/J fi”;“p(z). Thus a(t, x, -) is linear con- 
tinuous on Wryp(Z) into Iw. Hence, there exists a generally nonlinear 
operator A: TX W?“(Z) --, WPm-q(Z) s.t. a(& x, y) = (A(& x), y), where 
( ., .) denotes the duality brackets for the pair (W?“(Z), Wpm*y(Z)). 
Observe that from Fubini’s theorem, we have that t -+ a(l, x, y) is measur- 
able * t + A(t, x) is weakly measurable. But Wpm,y(Z) is separable. So 
from Pettis’ theorem (see [ 10, p. 42, Theorem 21 we have that t -+ A(t, x) 
is measurable. Also clearly IIA(t, x)1] wm,p(z) < F,( l]xll &$51z, + 1). Further- 
more it is easy to see using Krasnoselski’s theorem that x + A(t, x) is 
hemicontinuous. So we have satisfied hypothesis H(A). 
Next let p: TX W;;,“(Z) + L*(Z) be defined by f(t, x)( .) = 
f(t, ., 0(x( .))). From Krasnoselski’s theorem, we know that f( ., .) is well 
defined and as before we can check that f( ., x) is measurable. Also if 
x, 3 x in WT “(Z), then since Wz- “(Z) 4 WT ~ ‘3 “(Z) compactly, we have 
xn 4 x in W, + ‘3”(Z) and then from Krasnoselski’s theorem we have 
f(t, x,) s f(t, x) *f(t, .) is completely continuous. Also it is easy to 
check using hypothesis H(f)2 that Ilf((t, x)/ L2cz) d b(t) + b /(xl/ &j.Lcz, a.e. 
with ri( . ) E L”, and (./It, xl, xlL~czj d 0. So we have satisfied 
hypothesis H(f). 
Next let Y = L*(Z) and define t: T x H x Y -+ R by i(t, x, U) = 
lz Uf, z, x(z), u(z)) dz. Let L, : T x Z x Iw x (w + 15%’ be Caratheodory 
integrands s.t. &(f, z) - M( 1x1 + ]u( ) < L,(t, z, x, U) 6 n and L, r L. Set 
L@, XT u) = jz L(4 z, x(z), u(z)) dz. Clearly i,( ., ., .) is Caratheodory 
(i.e., measurable in t, continuous in (x, u)), hence jointly measurable. Also 
i, T L. so L( .) .) . ) is measurable. Furthermore, from Balder [S] we know 
that i(t, ., .) is 1.s.c. and of course is convex in U, since L is. Finally note 
that J>(t) - M( 1x1 + Ilull) < i(t, x, U) a.e. with &(f) = Il&(t, .)]I,. So we 
have satisfied hypothesis H(L). 
Finally let f L’(Z) = H -+ (w be defined f(x) = sz /(x(z)) dz and U(t) = 
{UE Y= L2(Z): Ilull 2 d r(t)). Clearly they satisfy hypotheses H(1) and 
H(U). So assuming that there exists admissible pair (y, u) for which 
J(y, u) < co, we can apply Theorem 3.1 and obtain 
THEOREM 6.1. Zf hypothesess H(A),, H(f)2, H(c), H(L),, H(r) hold 
and x0( .) E L2(Z), then problem (**) admits a solution. 
Now we strengthen our hypotheses on the data of (**). 
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H(A),:A.: TxZxRN+R is a function satisfying H(A),(l), (3), (4) 
and 
(5) ul + A,(& z, rl) is a Cl-function s.t. IIV,A(t, z, rj)ll < 
(6’) rD + A,(& z, q, q8) is linear for I/? = m. 
Ho3:f: T x Z x RN -+ R is a function that satisfies hypotheses 
WI2 (11, (3), (4), and 
(5) f(t, z, .) is a C’-function, llfk(t, z, @[I <a,(t, z)+b, l/811p~’ 
a.e. a, EL~,(TxZ), b, >O and jz (f’Jt, z, e), 8)dzdOa.e. 
H(L), : L: T x Z x R x Iw -+ R! is an integrand s.t. 
( 1) (t, z) + L( t, z, x, U) is measurable, 
(2) IL(t, z, x, u)l < a,(t, z) + b,(IxIP + 1~1”) a.e. with a,(., .) E 
L:(TxZ), b,>O, 
(3) L(t, z, ., U) is a Cl-function, with IIV,L(t, z, x, u)ll < 
a,(& z)+h,(lxlP+ 1~1”) a.e. with a,(., .)E L\ and (x, U) -+V,L(t, z, x, U) is 
continuous, 
(4) u -+ L(t, z, x, U) is convex, differentiable. 
H(I), : 1: R + R is a C ’ function. 
First note that hypothesis H(A), (6) and [l, Lemma 3.33 imply that 
a(. ) is sequentially weakly continuous from LP( T, W?“(Z)) into 
L4(T, W;mXp(Z)) (recall a(.) is the Nemitsky operator of A(t, x)). Also, 
when instead H(A), (6’) is in effect, then since W? P(Z) 4 W;; ~ ‘3”(Z) 
compactly, it is easy to check that R is sequentially w-continuous. 
Let R(t, x): W:,“(Z) -+ W-m.y(Z) be the continuous linear operator 
defined by (~(~,xh~)=C,,,., JzY,uc z, vrb(z))) VW)) D’w(z) d  
for every (x, y) E W;;lyp(Z) x W;;9p(Z). We have 
I 
A(t,x+llh)-A(t,x) 
A - R(t, x)h !I W;;‘P(Z) 
( 
A(4 x + Ah) - A(t, x) = sup 2 - WC x)h, y llyll G I, wg-P(Z) > 
< sup c Jl 
‘Mb 29 VW) + W))) - A(& z, 4+(z))) 
IlYll G 1. wb”w, Ial Cm z 2 
- V,4(& z, Mz))) VW)) WY(Z) dz 
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XC 
(J I 
A(6 Z? Wz) + W))) - ‘%(t, z, VW))) 
/4<m z 3, 
-v,4t> z, rl(x(z))) VW)) q dz 
I > 
l/Y 
+ 0 as 2 + 0 (because of hypothesis H(A),). 
So A’Jt, x)h = R(t, x)/z. Also from the definition of R(t, x)(. ) 
and hypothesis H(A),, it is easy to check that x + R(t, x) is continuous. 
Hence, A (t, . ) is continuously Gateaux differentiable. Furthermore, 
IIA:(tT x)IlLzu(x,x*) d m + to II-4 q+(Z) with $o(t)= Ildo(t, .)II, and &aO, 
while (A!Jt, x)h, h) > cb llhll pWb,.PCzj a.e.with Cb > 0. So we have satisfied 
hypothesis H(A),. 
Similarly using hypotheses Ho3 and H(L),, we can check that f(t, x) 
and i(t, x, U) satisfy hypotheses H(j& and H(L),. So invoking 
Theorem 4.1 we obtain 
THEOREM 6.2. If hypotheses H(A),, f~!(f)~, H(c), H(L),, H(r), H(l), 
hold, xOe L*(Z) and (a, ti) solves (**), then there exists p E W,,(T) 4 
C(T, L*(Z)) s.t. 
(0 WW + Cl,, sm (- 1)‘“’ D”‘h(t, z, wt, z))) =f(t, z, et44 z))) 
+ c( t, z) zi( t, z) 21 Txr= 0, ato, 2) =x,(z), IIfi(t, .lllLqz) < r(t) a.e. 
(ii) - (@/at) + ClalGm (-1)‘“’ v,‘w, z, VW))) vl(p(t, z)) = 
vof(t, z, e(44 z))) e(p(t, z)) + V,J(t, z, i(t, z), ti(t, z)) plrxr = 0 end 
P(b, z) = -Ux(b, z)) 
(iii) inf,, vCrJ jz (V,L(t, z, 36 z), C(t, ~1) + 246 z)p(t, z)) u(z) dz = 
~z(V,L(t,z,.%(t,z),li(t,z))+2c(t,z)p(t,z))fi(t,z)dz a.e. 
Remark. If the coefficients A, are time invariant, then sz Ili( t, z)l* dz = 
r( t)2 a.e. (see Theorem 5.1 and [ 111). 
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