This work formulates a switched linear modeling procedure to understand and predict the unsteady aerodynamic forces arising from rapid pitching motion of a NACA 0012 airfoil at a Reynolds number of 50,000. The system identification procedure applies a generalized dynamic mode decomposition algorithm to time-resolved wind tunnel measurements of the lift and drag forces, as well as the pressure at six locations on the suction surface of the airfoil. Linear state space models are identified for 5-degree pitch-up and pitchdown maneuvers within an overall angle of attack range of 0
I. Introduction
The flight of small, highly maneuverable aircraft, whether biological or manmade, is greatly impacted by unsteady aerodynamic effects, which can be either beneficial or detrimental to flight. Accurate understanding of such effects can allow for the design of aircraft that are more efficient, responsive, and robust.
The need to account for unsteady effects has been recognized since soon after the breakthrough of powered manmade flight, in the classical works of Wagner, 1 Theodorsen, 2 and Garrick. 3 Indeed, many failed attempts at flight can probably be attributed to a severe lack of understanding of how to utilize such effects. These classical models give significant insight into the fundamental flow physics associated with unsteady flight, such as relative contributions to lift of the added mass, quasi-steady bound circulation, and wake vortices. While such models can be quantitatively accurate for cases of attached flow where viscous effects are negligible, they quickly lose validity when dealing with separated flows, which are often encountered in the extreme motions that are possible for birds, insects, and micro and unmanned aerial vehicles (MAV and UAV). It is precisely in these extreme cases that accurate predictive models are essential to prevent catastrophic failure and ensure ongoing successful flight. While more accurate predictions can be attained from high-fidelity simulations, the computational cost typically prohibits the direct use of such simulations for real-time prediction and control.
Biological examples such as insects 4, 5, 6 and birds 7 have seemingly evolved to take advantage of the high transient lift force that can be generated due to the formation of a leading edge vortex (LEV) during rapid pitch-up motion, for example. While these give motivating examples of the advantages of accurate understanding of unsteady aerodynamic effects, the preferred wing kinematics arising from evolution is highly specific and coupled to the geometry and other physiological features of the animal. Indeed, the characteristics of unsteady aerodynamic effects, particularly for separated flows, seem to be quite sensitive to both the geometry 8 and Reynolds number 9 of the airfoils. Studies into low Reynolds number flow over stationary 9, 10, 11 and pitching 12, 13, 14, 15, 16 symmetric airfoils have revealed, for example, complex effects associated with the stability and separation of the suction surface boundary layer, which are again highly sensitive to Reynolds numbers. These observations motivate the development of general modeling procedures that can be easily applied to a range of parameter cases. In addition, it is desirable for such methods to be sufficiently general such that they can be applied to more realistic aircraft configurations, rather than just airfoils. As an example, such data driven modeling was considered for the case of accurate prediction and control of lift for a low Reynolds number pitching airfoil, 17, 18 using the eigensystem realization algorithm
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(ERA) and observer/Kalman filter identification 20 (OKID). There has also been a significant amount of work in terms of nonlinear modeling, ranging from low order state-space models formulated from theoretical considerations, 21 to Volterra series models that have been used to model a range of unsteady aerodynamic and aeroelastic phenomena.
22, 23, 24
More generally, rapid advances in both computational power and experimental equipment has seen a large increase in the amount of data that can be generated by researchers in fluid mechanics. This has lead to the increased popularity of techniques such as proper orthogonal decomposition 25 and dynamic mode decomposition 26 (DMD), which can be useful to extract tractable models and physical insight from large fluids datasets.
In the present work, we use a variant of DMD to identify linear state space models for a variety of pitchup and pitch-down maneuvers. DMD was first introduced to the fluids community as a means to extract dynamic information from data, 27 and has subsequently been successfully applied to a range of numerical and experimental fluids datasets. 26, 28, 29, 30 Numerous theoretical developments have highlighted DMD's connections to both Fourier 31 and Koopman 32 spectral analyses, and other system identification techniques such as ERA. 33 DMD's formulation has also been generalized to allow for the identification of systems with inputs, 34 and it is this framework that we make use of in this work. One advantage of the present modeling approach is that, unlike those generated using ERA/OKID the model states can be directly related to measurements. This can allow easy switching between neighboring linear models, which subsequently permits the formation of a switched linear model that is capable of predicting nonlinear behavior. Our algorithm is described in section II, which is followed by a description of the experimental setup in section III. Section IV demonstrates that the obtained models are accurate for a range of high-amplitude pitching maneuvers. Section V contains a more general discussion of the results and subsequent conclusions of this study.
II. System identification method
We use a variant of dynamic-mode decomposition to identify models describing the pitching airfoil, which is briefly described here. The goal will be to identify a family linear systems of the form
By identifying different A k and B k matrices for different angles of attack and directions of pitching, we can assemble a family of linear models {A k , B k } N k=1 that can subsequently be pieced together to allow for accurate prediction of maneuvers spanning a wider range of angles of attack than any single linear model would be capable of. We now describe in general terms the identification procedure for a linear model {A, B}. Further details concerning the specific data chosen to constitute the state x will be given in Section IV.A.
Suppose we collect a time-series of measurements x i , which we assemble as columns into a matrix X. From X, we select all pairs of data that are separated by some nominal time ∆t, which we assemble into matrices X 1 and X 2 . If X consists of uniformly sampled data, then X 1 and X 2 are X with the last and first columns removed, respectively. Standard DMD can be characterized as finding the eigendecomposition of a matrix A satisfying (or approximately satisfying) X 2 = AX 1 .
33 Depending on the size of X 1 and X 2 , A is either the (Frobenius) minimum-norm solution (if the data matrices have more rows than columns), or the least-squares solution (otherwise). The usefulness and validity of this approach relies assumption that the system is autonomous, and not greatly affected by external inputs. If we have known inputs u i assembled into a matrix U , then it is possible to modify DMD 34 to instead seek the matrices A and B satisfying
Provided that the size of the state m is not excessive, we may compute the augmented system matrices [A B] through
where + denotes the Moore-Penrose pseudoinverse. Since fluids systems are, in general, nonlinear, the ability of the identified linear system in accurately modeling all data may be limited. However, an intelligent selection of state variables x can go a considerable way towards factoring out much of the nonlinearity in the system. To begin with, rather than directly using force and pressure measurements, we can instead consider deviations from the equilibrium (or mean) values at a given angle of attack. This allows for the resulting linear model to be accurate despite nonlinear static behavior.
III. Experimental method
Experiments were conducted at the Andrew Fejer wind tunnel at the Illinois Institute of Technology, with a diagram of the airfoil mounting shown in figure 1 . A NACA 0012 airfoil of chord length c = 0.245m was used in a test section of length 3m and cross-section 0.6m by 0.6m. The airfoil spanned the width of the test-section, thus minimizing three-dimensional effects. The airfoil was mounted upon a six-axis ATI nano17 force transducer, which allowed for the measurement of time-resolved forces and moments. This, in turn, was mounted upon two pushrods actuated by Copley servo tubes, allowing for pitching motion to be commanded. For the results presented here, only the rear pushrod was actuated, which resulted in pitching about an axis 0.11c from the leading edge. Six pressure taps were installed along the chord of the airfoil at one spanwise location, located at distances of 0.050c, 0.217c, 0.385c, 0.552c, 0.720c, and 0.887c aft of the leading edge. The freestream velocity was measured using a pitot tube and remained constant at a nominal value of 3m/s, giving a Reynolds number cU ν of approximately 50,000, and a convective time t c = c U = 0.0817s. Note that some blockage effects meant that the freestream velocity changed by a small amount as the angle of attack changed (approximately 3% when pitching between 0
• and 20 • ). All forces and pressures were nondimensionalized using the averaged velocity at the relevant phase of the maneuver. (Note that this neglects unsteady effects associated with the changing velocity, but since the changes are small, these effects should be negligible.)
Force and pressure data was acquired at a frequency of 1000Hz. For each maneuver, data was phaseaveraged over at least 50 cycles to reduce the effect of measurement noise. All maneuvers were also performed with the wind tunnel off before and after data was collected with the tunnel switched on. These results were also phase-averaged, and subtracted from the tunnel-on data. This eliminates (for the force readings) the effects of the mass of the wing, the added-mass terms associated with accelerating the surrounding air, and also any other effects on the measurement equipment resulting directly from the maneuver performed. By eliminating added-mass terms, we isolate the circulatory fluids forces arising from a given pitching maneuver.
IV. Results
Here results are presented for the identification (Section IV.A) and performance of the suite of identified models. To test the performance of the family of models that have been identified, we analyze their ability to predict a range of other maneuvers. These range from compositions of similar individual maneuvers (Section IV.B), to sinusoidal (Section IV.C) and pseudo-random (Section IV.D) pitching maneuvers. The latter two of classes of maneuver bear little similarity to the maneuvers used for identification. In this sense, we will be able to show the generality of these models, which highlights that the identified models represent more than simply fits to the data, and have predictive capabilities.
IV.A. System identification results
Models were identified separately from pitch-up and pitch-down maneuvers between 0
• -5
• -15
• , and 15
• -20 • , with model states obtained from the 6 pressure readings and the lift and drag measurements. The prescribed maneuvers take the canonical form
Nondimensionalizing time by . Static data at the corresponding angles of attack was first subtracted from all measurements, and all data was nondimensionalized (forces by . To identify models, the DMD-type algorithm described above was used, which allows for data with inputs (which in this case was taken to be measurements of either α andα, or justα). Using this method, we arrive at models of the form
T , and u = [αα] T . Note that while we treat α as an input for convenience, the fact that it is entirely dependent onα means that we could also treat it as an additional system state. Here· represents the deviation from an equilibrium condition,
where C e i (α) is the equilibrium value at a given angle of attack. We first attain this equilibrium data for angles of attack in the range α ∈ [0
, which is shown in Figure 2 . To motivate the development of unsteady models, we also show how data acquired for a pitching airfoil deviates from these equilibrium values. Considering just the static data, we observe that the lift coefficient increases close to linearly (with a slope of approximately 1.7π) between 0
• and 8
• , before the lift curve reaches its peak and then plateaus between 10
• and 15
• , before again increasing beyond 15
• . The lift plateau corresponds to the airfoil stalling, with the flow over the suction surface becoming separated. Further evidence for this comes from examining both the drag curve, which sees a large increase in drag beyond α = 8
• , and in the first two pressure coefficients, which give a sharp drop in pressure beyond this angle. Prior to full separation, there is evidence for partial separation towards the rear of the airfoil. Pressure sensors 3-6 all measure a drop in pressure at a critical angle between 2
• and 6
• , which appears to signify the separation point moving upstream of the given sensor.
Returning now to the system identification procedure, Figures 3 and 4 show the performance of each model in predicting the pressure and force coefficients for the maneuver upon which they were identified. For reference, the static pressure and force coefficients at the instantaneous angle of attack are also shown in Figures 3 and 4 . Rather than subtracting the full static curves before system identification, we found improved results by assuming linear variation in the static values throughout the maneuver. This avoids issues with separation-related "jumps" occurring at different angles of attack in for the static and moving airfoil, which makes the static-subtracted data less smooth. • , which were used for system identification. In all cases, the identified models accurately replicate the experimental data. Also shown is the static data at the relevant instantaneous angle of attack.
Pitching from 5
• to 0 • , which were used for system identification. In all cases, the identified models accurately replicate the experimental data. Also shown is the static data at the relevant instantaneous angle of attack.
We can identify two dominant features of the pitch-up and pitch-down behavior. A temporary rise in C l , C d and −C p is observed which is consistent with the formation and convection of a leading-edge vortex (see e.g. all measurements for pitching between 15
• and 20
• ), and a time-lag in reaching the steady state value, most likely due to the boundary layer requiring time to reach its new equilibrium configuration (see e.g. C p6 when pitching between 0
• and 5 • ). We finally note that we obtain quite different models for pitch-up and pitch-down maneuvers. To show this explicitly, Figure 5 shows the inaccuracy of the prediction of a 5-10
• pitch-up model for a 10-5
• pitch-down maneuver, which arises primarily because the 5-10
• pitch-up model predicts the existence of a time-delay, which is not present in the 10-5
• pitch-down data. This has important implications for the use of pseudorandom system identification maneuvers, which necessarily incorporate both pitching up and pitching down motion. • model, red curves) on pitch down maneuver (10 − 5
• maneuver, blue curves).
IV.B. Multiple pitch-up and pitch-down maneuvers
We now consider a maneuver consisting of two pitch-ups followed by two pitch-downs, each in rapid succession. We attempt to predict the maneuver by switching between the relevant models for each pitch-up and pitch-down. For this maneuver, four different models are used. Given that the state of each model consists of the same variables, this is simply a matter of switching the A and B matrices used to propagate the system. The results for this procedure in predicting C l , C d , as well as two of the pressure coefficients are shown in Figure 6 , where we have considered double pitch-up/down maneuvers between 10
• with different pitching rates. We vary the a parameter from equation 4: to modify the pitching rate (halving and doubling it from the value used in system identification). In all cases, we switch between sub-models at t = 10, 20 and 30 convective times, using the final predicted state from one sub-model as the initial condition for the next. To give some basis for comparison, we show the performance of a single linear model (that identified from a 5-10
• pitch-up) in predicting this maneuver in Figure 7 . We note that the only section of this maneuver that this model accurately predicts is that which is most similar to its identification maneuver. Figure 8 shows a quadruple pitch-up and -down maneuver, which switches between all models. From all of these results, we find that switching between models generally works well, though sometimes it can induce "jumps" immediately after switching, particularly when switching between the pitch-up and pitchdown models between 5
• and 10
• . It is possible that these could be eliminated or reduced by further refining • and 20
• . Switching between sub-models occurs at t = 10, 20 and 30 convective times, using the final predicted state from one sub-model as the initial condition for the next. The middle plot uses the same pitch-rate as the maneuvers used for system identification. • pitch-up) model in predicting pressure and force coefficients for double pitch up/down maneuver. the system identification and/ or switching procedure.
IV.C. Sinusoidal pitching
Next, we consider high-amplitude sinusoidal pitching maneuvers, pitching between 0
• at rates f = 0.2 Hz and 0.4 Hz, giving a reduced frequencies k = πf c U = 0.051 and 0.103. In Figure 9 we show the predicted pressures and forces when using a single model (arbitrarily taken to be the pitch-up model from 5
• to 10
• ), a switched model, and a switched equipped with a Kalman filter (that gives access to the 1 st and 6 th pressure measurements). Details concerning the design of this Kalman filter are given in Appendix 1. We find that the switched model performs better than any single linear model, and that improved accuracy in all measurements can be achieved when using the Kalman filter. The latter observation demonstrates that, even if the models themselves have some inaccuracies in predicting the outputs, access to measurements of a subset of these outputs can improve the prediction of all outputs. This is relevant for the use of such models for real-time control, where, for example, we may seek to attain a desired lift force using only pressure measurements.
IV.D. Pseudo-random pitching
We finally consider the case where the angle of attack varies in a pseudo-random manner. Figure 10 shows the performance of a switched model equipped with a Kalman filter in predicting the pressures and forces for a pseudo-random pitching maneuver. Again, we observe close agreement between the measured and predicted results. This close agreement highlights the full generality of the switched model, as it is capable of accurately predicting the behavior of the airfoil forces and pressures for arbitrary high-amplitude pitching motions. .
V. Discussion and conclusions
The results presented in Section IV demonstrate that the system identification technique described in Section II can be of use for unsteady aerodynamic modeling applications. The fact that accurate models Figure 10 . Performance of the switched model, equipped with a Kalman filter and measurements of the first and last pressure coefficient, in predicting pressure and force coefficients for high-amplitude pseudo-random pitching maneuver.
were attained from very simple pitch-up and pitch-down maneuvers gives the procedure an advantage over the OKID algorithm, which typically requires a concatenation of a variety of motions to obtain accurate models. 17 The absence of internal states in the resulting models mean that they are naturally suited for piecing together for the formation of a global switched model. This process is difficult for ERA models, where the internal states are not directly associated with physical measurements. Having measurements directly associated with model states means that the dimension of the observables must be at least as large as the dimension of the underlying dynamics (or their approximating model), though this restriction could be relaxed if we were to concatenate the data with time-shifted measurements (as is done in ERA), or by using transformations of the original data. 36 Conversely, the fact that the models are accurate suggests that 8 th order linear models are sufficient to capture the phenomena present in the maneuvers considered. Indeed, in many cases it was found that it was possible to apply balanced truncation to reduce the dimension of the identified models without significant degradation of predictive accuracy.
In general, linear modeling techniques are appealing due to the simplicity of their identification and formulation, and the ease of use in simulation and controller design. Their accuracy in the prediction of nonlinear dynamics, however, will typically be fundamentally limited to a region in phase-space that is near to the identification maneuver. Scheduling between a family of linear models can go some way to incorporating nonlinear effects into a global model, thus increasing the region in phase-space where such models are accurate. This work demonstrated that, in the α direction of phase-space, such an approach can work between 0
• , which includes the regimes where the flow over the suction surface is completely attached, partially separated, and fully separated. This range was the maximum available given physical limitations of the airfoil mounting, but we imagine that separated flows at higher angles of attack should also be able to be accurately modeled, given that they are phenomenologically similar (in terms of being fully separated) to those near 20
• . In terms of the applicability of the model for maneuvers with different pitch-rates (i.e. theα direction of phase space), we see in Figure 6 that the models remain accurate for a range of values of pitch rates. Looking at Figure 9 , however, we see that switching between models while pitching at a relatively fast rate can lead to some degradation of model accuracy. This is a known limitation of gain scheduling models in general.
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The fact that the acquired data was phase-averaged over a number of cycles means that any unsteady phenomena that are not phase-locked with the pitching motions will be averaged out of the identified models. Particularly for separated boundary layers, such effects (which can occur on a faster timescale to the pitching motions) can be significant, even if they are not directly controllable by pitching motion. Further work could, for example, incorporate such dynamics into state estimators, which could improve the real-time predictive power of such models.
The data that is obtained for the cases of a pitching and stationary airfoil is also of fundamental fluid mechanical interest, which will be further investigated by investigating the time-varying velocity field using particle image velocimetry (PIV). Specifically, it would be interesting to explore whether a small number of measurements could be used to accurately predict not only the pressures and forces (as was done in the present work), but also the entire velocity field in the vicinity of the airfoil.
by the equationx i+1 = Ax i + Bu i + L(y i − Cx i − Du i ). Here the matrix L gives the optimal state estimate for given disturbance and noise covariance matrices, Q = E(ww T ) and R = E(vv T ), respectively. Further details concerning Kalman filter design and the computation of L may be found in standard optimal control textbooks. 39 For this work, we take Q and R to be appropriately sized diagonal matrices, and set all diagonal entries to be equal aside from the entries of Q corresponding to the lift and drag states, which we decrease by a factor of 10 to avoid excessive oscillations in the estimated force coefficients. We find that Kalman filter performance is relatively insensitive to changes in these weights.
