Renormalisability of the SU(2)$\times$U(1) Electroweak Theory with
  Massive W Z Fields and Massive Matter Fields by Yang, Ze-sen et al.
ar
X
iv
:h
ep
-th
/0
00
31
67
v1
  2
0 
M
ar
 2
00
0
Renormalisability of the SU(2)×U(1) Electroweak Theory
with Massive W Z Fields and Massive Matter Fields
Ze-sen Yang, Xianhui Li, Weizhen Deng and Xiaolin Chen
Department of Physics, Peking University, Beijing 100871, CHINA
October 26, 2018
Abstract
We extend the previous work and study the renormalisability of the SUL(2) × UY (1) electroweak
theory with massive W Z fields and massive matter fields. We expound that with the constraint
conditions caused by the W Z mass term and the additional condition chosen by us we can still
performed the quantization in the same way as before. We also show that when the δ− functions
appearing in the path integral of the Green functions and representing the constraint conditions are
rewritten as Fourier integrals with Lagrange multipliers λa and λy, the total effective action consisting
of the Lagrange multipliers, ghost fields and the original fields is BRST invariant. Furthermore, with
the help of the the renormalisability of the theory without the the mass term of matter fields, we find
the general form of the divergent part of the generating functional for the regular vertex functions
and prove the renormalisability of the theory with the mass terms of the W Z fields and the matter
fields.
PACS numbers: 03.65.Db, 03.80.+r, 11.20.Dj
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I. Introduction
Owing to the lack of experimental evidence for the Higgs Bosons and to the unsatisfying treatment on
quantization the non-Abelian theory with massive gauge fields has been reinvestigated [1-9]. Particularly,
it has been clarified [1-3] that the SU(n) theory with massive gauge fields and the SU(2)×U(1) theory of
S.L.Glashow [10] with massive W Z fields are renormalisable. In the present paper we will extend these
work and study the renormalisability of the latter electroweak theory with the massive W Z fields and
massive matter fields. For the sake of convenience we assume that the matter fields consist only of the
electron and electron-neutrino fields.
With the W Z mass term and the matter field mass term directly added to the Lagrangian by hand,
the classical equations of motion will yield complicated constraint conditions containing products of the
field functions. Moreover, when the constraints are expressed so that the gauge field parts contain no
mass parameters the matter field parts will have a negative dimension coefficient m/M2, where M and
m are the mass parameters of the W fields and the electron fields respectively.
As in the case of Ref. [3], since the mass term is invariant under an infinitesimal gauge transformation
with δθ1 and δθ2 equal to zero and δθ3 equal to δθy, where θa and θ1 are the parameters of the gauge group,
an additional constraint condition should be properly chosen. We will expound that with the constraint
conditions caused by the mass term and the additional condition chosen by us we can performed the
quantization and construct the ghost action in a way similar to that used in Refs. [1,3]. We will also
show that when the δ− functions appearing in the path integral of the Green functions and representing
the constraint conditions are rewritten as Fourier integrals with Lagrange multipliers λa and λy, the
total effective action consisting of the Lagrange multipliers, ghost fields and the original fields is BRST
invariant. A special thing is that the effective action has a matter–ghost term coming from the matter
field parts of the constraint conditions and containing the factor m/M2.
We will follow the procedure of Ref. [3] and use the generalized form of the theory containing λa, λy
and their sources in the generating functional for the Green functions to study the renormalisability of the
theory containing only the original fields and the ghost fields. Namely, after deriving the Slavnov–Taylor
identities and the additional identities for the generating functional Γ for the regular vertex functions
with the help of the generalized form of the theory, we will let vanish the functional derivatives of Γ with
respect to the classical fields of these Lagrange multipliers. In this way the divergent part of Γ will be
shown to satisfy a set of equations which can still be treated. Furthermore, with the help of the the
renormalisability of the theory without the the mass term of matter fields, we will be able to find the
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general form of the divergent part of Γ and prove that the mass term of the matter fields is also harmless
to the renormalisability of the theory.
In spite of the extra complexeity caused by the mass term of the matter fields we will write this
paper in the similar form as that of Ref. [3]. In section 2 we will find the constraint conditions coming
from the W Z mass term and choose the additional constraint condition. The method of quantization will
be explained in section 3. Setion 4 is devoted to prove the renormalisability of the theory. Concluding
remarks will be given in the final section.
II. Original and Additional Constraint Conditions
The matter fields will be often denoted by ψ(x) and ψ(x) and they only contain the electron fields
and electron-neutrino fields in the present work. The former stands for the purely left-handed neutrino
field νL, the left- and right-handed parts of the electron field namely eL, eR, and the latter stands for
νL, eL and eR. Therefore the mass term of the matter fields is
Lψm(x) = −meL(x)eR(x)−meR(x)eL(x) . (2.1)
Next let Waµ(x), Wyµ(x) be the SUL(2) and UY (1) gauge fields and g, g1 be the coupling constants.
Thus the W Z mass term in the Lagrangian is
LWM =
1
2
M2WaµW
µ
a +
1
2
M2
(g1
g
)2
WyµW
µ
y −M
2
(g1
g
)
W3µW
µ
y , (2.2)
or
LWM =
1
2
M2W1µ(x)W
µ
1 (x) +
1
2
M2W2µ(x)W
µ
2 (x) +
1
2
M2zZµ(x)Z
µ(x) ,
where M2z stands for g
−2(g2 + g21)M
2, and Zµ(x), Aµ(x) are the field functions of Z boson and photon,
namely
Zµ =
1√
(g2 + g21)
(gW3µ − g1Wyµ) , (2.3)
Aµ =
1√
(g2 + g21)
ε(g1W3µ + gWyµ) , (2.4)
where ε is 1 or −1.
The original Lagrangian of the SUL(2) × UY (1) electroweak theory with the mass term LWM is
L = Lψm + Lψ + LψW + LWM + LWL + LWY , (2.5)
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where Lψ describe the pure matter fields, LψW is the coupling term between the matter and gauge fields.
LWL and LWY are the gauge field parts without mass terms, namely
LWL = −
1
4
FaµνF
µν
a , (2.6)
LWY = −
1
4
BµνB
µν , (2.7)
where
Faµν = ∂µWaν − ∂νWaµ − gCabcWbµWcν , (2.8)
Bµν = ∂µWyν − ∂νWyµ . (2.9)
Cabc stands for the structure constants of SUL(2) with C123 equal to 1.
Denote by θa(x), θy(x) the parameters of the gauge group. Thus, under an infinitesimal gauge
transformation, the fields Wµa , W
µ
y , ψ and ψ transform as
δWµa (x) = −
1
g
∂µδθa(x) − CabcW
µ
c (x)δθb(x) ,
δWµy (x) = −
1
g1
∂µδθy(x) ,
δνL(x) =
i
2
δθ1(x)eL(x) +
1
2
δθ2(x)eL(x) +
i
2
δθ3(x)νL(x)−
i
2
δθy(x)νL(x) ,
δeL(x) =
i
2
δθ1(x)νL(x) −
1
2
δθ2(x)νL(x) −
i
2
δθ3(x)eL(x)−
i
2
δθy(x)eL(x) ,
δeR(x) = −iδθy(x)eR(x) ,
δνL(x) = −
i
2
δθ1(x)eL(x) +
1
2
δθ2(x)eL(x)−
i
2
δθ3(x)νL(x) +
i
2
δθy(x)νL(x) ,
δeL(x) = −
i
2
δθ1(x)νL(x) −
1
2
δθ2(x)νL(x) +
i
2
δθ3(x)eL(x) +
i
2
δθy(x)eL(x) ,
δeR(x) = iδθy(x)eR(x) .
δLψm can be written as
δLψm = fa(x)δθa(x) + fy(x)δθy(x) , (2.10)
where
f1(x) =
i
2
m
{
νL(x)eR(x)− eR(x)νL(x)
}
, (2.11)
f2(x) =
1
2
m
{
νL(x)eR(x) + eR(x)νL(x)
}
, (2.12)
f3(x) =
i
2
m
{
eR(x)eL(x) − eL(x)eR(x)
}
, (2.13)
fy(x) = −f3(x) . (2.14)
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Therefore the action transforms as
δ
∫
d4xL(x) = δ
∫
d4x
{
LWM (x) + Lψm(x)
}
=
∫
d4x
{(M2
g
∂µW
µ
1 (x) +
M2
g
g1W2µ(x)W
µ
y (x) + f1(x)
)
δθ1
+
(M2
g
∂µW
µ
2 (x) −
M2
g
g1W1µ(x)W
µ
y (x) + f2(x)
)
δθ2
+
(M2
g
∂µW
µ
3 (x) −
M2
g2
g1∂µW
µ
y (x) + f3(x)
)
(δθ3 − δθy)
}
. (2.15)
Since the classical equations of motion make the action invariant under an arbitrary infinitesimal transfor-
mation of the field functions, they certainly make the mass term invariant under an arbitrary infinitesimal
gauge transformation. This means that when M is not equal to zero, the classical equations of motion
leads to the following constraint conditions
M2
g
∂µW
µ
1 (x) +
M2
g
g1W2µ(x)W
µ
y (x) + f1(x) = 0 , (2.16)
M2
g
∂µW
µ
2 (x)−
M2
g
g1W1µ(x)W
µ
y (x) + f2(x) = 0 , (2.17)
M2
g
∂µW
µ
3 (x)−
M2
g2
g1∂µW
µ
y (x) + f3(x) = 0 . (2.18)
These are the original constraint conditions. Since the mass term is invariant under an infinitesimal
gauge transformation with δθ1 and δθ2 equal to zero and δθ3 equal to δθy, ∂µW
µ
3 and ∂µW
µ
y appear in
one constraint. We now choose an additional condition and replace (2.18) with
M2
g
∂µW
µ
3 (x) +
M2
g
g1W3µ(x)W
µ
y (x) + f3(x) = 0 , (2.19)
∂µW
µ
y (x) + gW3µ(x)W
µ
y (x) = 0 . (2.20)
III. Quantization and BRST Invariance
Write (2.16), (2.17) and (2.19),(2.20) as
Φa(x) = 0 , Φy(x) = 0 , (3.1)
with
Φ1(x) = ∂µW
µ
1 (x) + g1W2µ(x)W
µ
y (x) +
g
M2
f1(x) , (3.2)
Φ2(x) = ∂µW
µ
2 (x)− g1W1µ(x)W
µ
y (x) +
g
M2
f2(x) , (3.3)
Φ3(x) = ∂µW
µ
3 (x) + g1W3µ(x)W
µ
y (x) +
g
M2
f3(x) , (3.4)
Φy(x) = ∂µW
µ
y (x) + gW3µ(x)W
µ
y (x) . (3.5)
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Taking the constraint conditions (3.1) into account one should write the path integral of the Green
functions inolving only the original fields as
1
N0
∫
D[W , ψ, ψ]∆[W , ψ, ψ]
∏
a′,x′
δ (Φa′(x
′)) δ (Φy(x
′))Waµ(x)Wbν (y) · · · exp{iI} , (3.6)
where
I =
∫
d4xL(x) ,
N0 =
∫
D[W , ψ, ψ]∆[W , ψ, ψ]
∏
a′,x′
δ (Φa′(x
′)) δ (Φy(x
′)) exp{iI} .
Since only the field functions which satisfy the constraint conditions can play roles in the integral (3.6),
the value of the Lagrangian can be changed for the field functions which do not satisfy these conditions.
In view of the fact that the conditions (3.1) make the action invariant with respect to the infinitesimal
gauge trasformation, we now imagine to replace the mass term LWM in (3.6) with a gauge invariant mass
term which is equal to LWM when the conditions (3.1) are satisfied. Thus, analogous to the case in the
Fadeev–Popov method [1,3,11-16], ∆[W , ψ, ψ] should be gauge invariant and make the following equation
valid for an arbitrary gauge invariant quantity O(W , ψ, ψ)
∫
D[W , ψ, ψ]∆[W , ψ, ψ]
∏
a′,x′
δ (Φa′(x
′)) δ (Φy(x
′))O(W , ψ, ψ)exp{iI˜}
∝
∫
D[W , ψ, ψ]O(W , ψ, ψ)exp{iI˜} ,
where I˜ is a gauge invariant action constructed by replacing LWM with the imagined mass term. This
means that the weight factor ∆[W , ψ, ψ] can be determined according to the Fadeev–Popov equation of
the following form
∆[W , ψ, ψ]
∫ ∏
z
dΩ(z)
∏
σ,x
δ
(
ΦΩσ (x)
)
= 1 . (3.7)
where σ stands for 1, 2, 3, y, ΦΩσ (x) is the result of acting on Φσ(x) with a gauge transformation having
the parameters of the element Ω(x) of the gauge group, dΩ(z) is the volume element of the group integral.
It follows that with the F–P ghost fields Ca(x), Cy(x), Ca(x), Cy(x) as new variables, one can express
the ghost Lagrangian as
L(C)(x) = Ca(x)∆Φa(x) + Cy(x)∆Φy(x) , (3.8)
where ∆Φa(x), ∆Φy(x) are defined by the BRST transformtion of Φa(x) and Φy(x) so that
δBΦa(x) = δζ∆Φa(x) , δBΦy(x) = δζ∆Φy(x) , (3.9)
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where δζ is an infinitesimal fermionic parameter independent of x. The BRST transformation of the
gauge fields or matter fields is nothing but the infinitesimal gauge transformation with δθa and δθy equal
to −gδζCa and −g1δζCy respectively. Namely
δBW
µ
a (x) = δζ∆W
µ
a (x) = δζD
µ
abCb(x) , (3.10)
δBW
µ
y (x) = δζ∆W
µ
y (x) = δζ∂
µCy(x) , (3.11)
δBψ(x) = δζ∆ψ(x) , δBψ(x) = δζ∆ψ(x) , (3.12)
where
Dµab(x) = δab∂
µ + gfabcA
µ
c (x) ,
∆νL(x) = −
i
2
gC1(x)eL(x) −
1
2
gC2(x)eL(x)−
i
2
gC3(x)νL(x) +
i
2
g1Cy(x)νL(x) ,
∆eL(x) = −
i
2
gC1(x)νL(x) +
1
2
gC2(x)νL(x) +
i
2
gC3(x)eL(x) +
i
2
g1Cy(x)eL(x) ,
∆eR(x) = ig1Cy(x)eR(x) ,
∆νL(x) =
i
2
gC1(x)eL(x)−
1
2
gC2(x)eL(x) +
i
2
gC3(x)νL(x) −
i
2
g1Cy(x)νL(x) ,
∆eL(x) =
i
2
gC1(x)νL(x) +
1
2
gC2(x)νL(x) −
i
2
gC3(x)eL(x) −
i
2
g1Cy(x)eL(x) ,
∆eR(x) = −ig1Cy(x)eR(x) .
Ca(x) and Cy(x) are also transformed as usual
δBCa(x) = δζ∆Ca(x) = δζ
g
2
CabcCb(x)Cc(x) ,
δBCy(x) = 0 .
Now we can write ∆Φa(x), ∆Φy(x) as
∆Φ1 = ∂µ∆W
µ
1 (x) + g1∆W
µ
2 (x)Wyµ(x) + g1W2µ(x)∆W
µ
y (x) +
g
M2
∆f1(x) , (3.13)
∆Φ2 = ∂µ∆W
µ
2 (x)− g1∆W
µ
1 (x)Wyµ(x) − g1W1µ(x)∆W
µ
y (x) +
g
M2
∆f2(x) , (3.14)
∆Φ3 = ∂µ∆W
µ
3 (x) + g1∆W
µ
3 (x)Wyµ(x) + g1W3µ(x)∆W
µ
y (x) +
g
M2
∆f3(x) , (3.15)
∆Φy = ∂µ∆W
µ
y (x) + g∆W
µ
3 (x)Wyµ(x) + gW3µ(x)∆W
µ
y (x) , (3.16)
where
∆f1(x) =
i
2
m
{(
∆νL(x)
)
eR(x) − νL(x)∆eR(x) −
(
∆eR(x)
)
νL(x) + eR(x)∆νL(x)
}
,
∆f2(x) =
1
2
m
{(
∆νL(x)
)
eR(x) − νL(x)∆eR(x) +
(
∆eR(x)
)
νL(x)− eR(x)∆νL(x)
}
,
∆f3(x) =
i
2
m
{(
∆eR(x)
)
eL(x)− eR(x)∆eL(x)−
(
∆eL(x)
)
eR(x) + eL(x)∆eR(x)
}
.
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Since ∆Wµa , ∆W
µ
y , ∆ψ(x), ∆ψ(x) and ∆Ca(x) are BRST invariant, it is easy to see that ∆Φa(x) and
∆Φy(x) are also BRST invariant.
One can further generalized the theory by regarding as new variables the Lagrange multipliers λa(x)
and λy(x) associated with the constraint conditions. Thus the total effective Lagrangian and action
consist of these Lagrange multipliers, ghosts and the original variables, namely
Leff(x) = L(x) + L
(C)(x) + λa(x)Φa(x) + λy(x)Φy(x) , (3.17)
Ieff =
∫
d4xLeff(x) . (3.18)
Correspondingly, the path integral of the generating functional for the Green functions is
Z[η, η, χ, χ, J, j] =
1
Nλ
∫
D[ψ, ψ,W , C, C, λ]exp
{
i
(
Ieff + Is
)}
, (3.19)
where Nλ is a constant, Is is the source term in the action. They are defined by
Nλ =
∫
D[ψ, ψ,W , C, C, λ]exp
{
iIeff
}
,
Is =
∫
d4x
{
η(x)ψ(x) + ψ(x)η(x) + χa(x)Ca(x) + Ca(x)χa(x) + χy(x)Cy(x)
+Cy(x)χy(x) + J
µ
a (x)Waµ(x) + J
µ
y (x)Wyµ(x) + ja(x)λa(x) + Jy(x)λy(x)
}
, (3.20)
where η(x), η(x) · · · stand for the sources. In particular, ja(x), jy(x) are the sources of λa(x), λy(x),
respectively.
We now check the BRST invariance of the effective action Ieff defined by (3.17) and (3.18). With
Ca(x), Cy(x) transforming as
δBCa(x) = −δζλa(x) , δBCy(x) = −δζλy(x) .
and noticing the invariance of ∆Φa,∆Φy, one has
δB
∫
d4xL(C)(x) =
∫
d4x
{
− λa(x)δBΦa(x) − λy(x)δBΦy(x)
}
.
Therefore
δBIeff = δB
∫
d4x
{
LWM + Lψm
}
+
∫
d4x
{(
δBλa(x)
)
Φa(x) +
(
δBλy(x)
)
Φy(x)
}
.
From this and the expression of δBIWM , it can be shown that the effective action is invariant, when the
transformation of λa(x) and λy(x) are defined as
δBλ1(x) = δζM
2C1(x) ,
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δBλ2(x) = δζM
2C2(x) ,
δBλ3(x) = δζM
2C3(x) − δζ
g1
g
M2Cy(x) ,
δBλy(x) = δζ
g21
g2
M2Cy(x) − δζ
g1
g
M2C3(x) .
IV. Renormalisability
Following the notations of Ref. [3], let Waµ(x),Wyµ(x), Ca(x), Cy(x), · · · stand for the renormalized
field founctions, g, g1 and M be renormalized parameters. By introducing the source terms of the com-
posite field functions ∆Wµa , ∆W
µ
y , ∆Ca(x), ∆ψ(x), ∆ψ(x) and the sources K
a
µ(x), K
y
µ(x), La(x), nα(x),
lα(x), pα(x), n
′
α(x), l
′
α(x) and p
′
α(x), the effective Lagrangian without counterterm becomes
L
[0]
eff (x) = λa(x)Φa(x) + λy(x)Φy(x) + LWL(x) + LWY (x)
+LWM (x) + L
(C)(x) + Lψ(x) + Lψm(x) + LψW (x)
+Kaµ(x)∆W
µ
a (x) +K
y
µ(x)∆W
µ
y (x) + La(x)∆Ca(x)
+nα(x)∆νLα(x) + lα(x)∆eLα(x) + pα(x)∆eRα(x)
+n′α(x)∆νLα(x) + l
′
α(x)∆eLα(x) + p
′
α(x)∆eRα(x) . (4.1)
The complete effective Lagrangian is the sum of L
[0]
eff and the counterterm Lcount
Leff = L
[0]
eff + Lcount . (4.2)
With (4.1), the generating functional for Green functions is defined as
Z [0][η, η, χ, χ, J, j,K, L, n, l, p, n′, l′, p′] =
1
N
∫
D[ψ, ψ,W , C, C, λ]exp
{
i
(
I
[0]
eff + Is
)}
, (4.3)
I
[0]
eff is the effective action
∫
d4xL
[0]
eff (x), N is a constant to make Z
[0] equal to 1 in the absence of the
sources, Is is the source term
Is =
∫
d4x
{
η(x)ψ(x) + ψ(x)η(x) + χa(x)Ca(x) + Ca(x)χa(x) + χy(x)Cy(x)
+Cy(x)χy(x) + J
µ
a (x)Waµ(x) + J
µ
y (x)Wyµ(x) + ja(x)λa(x) + jy(x)λy(x)
}
,
where η ψ and ψ η stand for
η ψ = η(ν)α νLα + η
(l)
α eLα + η
(r)
α eRα ,
ψ η = νLα η
(ν)
α + eLα η
(l)
α + eRα η
(r)
α .
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Denoting by W [0] and Γ[0] the generating functionals for connected Green functions and regular vertex
functions respectively, one has
Z [0] = exp
{
iW [0][η, η, χ, χ, J, j,K, L, n, l, p, n′, l′, p′]
}
, (4.4)
Γ[0][ψ˜, ψ˜, W˜ , C˜, C˜, λ˜,K, L, n, l, p, n′, l′, p′]
=W [0] −
∫
d4x
[
Jµa W˜aµ + J
µ
y W˜yµ + jaλ˜a + jyλ˜y + χaC˜a + C˜aχa + χyC˜y
+C˜yχy + η
(ν)ν˜L + η
(l)e˜L + η
(r)e˜R + ν˜Lη
(ν) + e˜Lη
(l) + e˜Rη
(r)
]
, (4.5)
where W˜aµ, ν˜L, · · · are the so-called classical fields defined by
W˜aµ(x) =
δW [0]
δJµa (x)
, λ˜a(x) =
δW [0]
δja(x)
, C˜a(x) =
δW [0]
δχa(x)
,
C˜a(x) = −
δW [0]
δχa(x)
, W˜yµ(x) =
δW [0]
δJµy (x)
, λ˜y =
δW [0]
δjy(x)
,
C˜y(x) =
δW [0]
δχy(x)
, C˜y(x) = −
δW [0]
δχy(x)
, ν˜Lα(x) =
δW [0]
δη
(ν)
α (x)
,
e˜Lα(x) =
δW [0]
δη
(l)
α (x)
, e˜Rα(x) =
δW [0]
δη
(r)
α (x)
, ν˜Lα(x) = −
δW [0]
δη
(ν)
α (x)
,
e˜Lα(x) = −
δW [0]
δη
(l)
α (x)
, e˜Rα(x) = −
δW [0]
δη
(r)
α (x)
,
Therefore
Jµa (x) = −
δΓ[0]
δW˜aµ(x)
, ja(x) = −
δΓ[0]
δλ˜a(x)
, χa(x) =
δΓ[0]
δC˜a(x)
,
χa(x) = −
δΓ[0]
δC˜a(x)
, Jµy (x) = −
δΓ[0]
δW˜yµ(x)
, jy(x) = −
δΓ[0]
δλ˜y(x)
,
χy(x) =
δΓ[0]
δC˜y(x)
, χy(x) = −
δΓ[0]
δC˜y(x)
, η(ν)α (x) = −
δΓ[0]
δν˜Lα(x)
,
η(l)α (x) = −
δΓ[0]
δe˜Lα(x)
, η(r)α (x) = −
δΓ[0]
δe˜Rα(x)
, η(ν)α (x) =
δΓ[0]
δν˜Lα(x)
,
η(l)α (x) =
δΓ[0]
δe˜Lα(x)
, η(r)α (x) =
δΓ[0]
δe˜Rα(x)
.
Besides, for Kaµ, La · · ·, the spectators in the Legendre transtrormation, one has
δW [0]
δKaµ(x)
=
δΓ[0]
δKaµ(x)
,
δW [0]
δKyµ(x)
=
δΓ[0]
δKyµ(x)
,
δW [0]
δLa(x)
=
δΓ[0]
δLa(x)
,
δW [0]
δnα(x)
=
δΓ[0]
δnα(x)
,
δW [0]
δlα(x)
=
δΓ[0]
δlα(x)
,
δW [0]
δpα(x)
=
δΓ[0]
δpα(x)
,
δW [0]
δn′α(x)
=
δΓ[0]
δn′α(x)
,
δW [0]
δl′α(x)
=
δΓ[0]
δl′α(x)
,
δW [0]
δp′α(x)
=
δΓ[0]
δp′α(x)
.
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In order to find the Slavnov–Taylor identity satisfied by the generating functional for the regular
vertex functions, we change the variables in the path integral of Z [0] as follows
Wµa (x)→W
µ
a (x) + δζ∆W
µ
a (x) , W
µ
y (x)→W
µ
y (x) + δζ∆W
µ
y (x) ,
Ca(x)→ Ca(x) + δζ∆Ca(x) , Cy(x)→ Cy(x) ,
Ca(x)→ Ca(x) − δζλa(x) , Cy(x)→ Cy(x)− δζλy(x) ,
ψ(x)→ ψ(x) + δζ∆ψ(x) , ψ(x)→ ψ(x) + δζ∆ψ(x) ,
λa(x)→ λa(x) , λy(x)→ λy(x) .
The the changes in Is and LWM lead to∫
d4x
{ δΓ[0]
δKaµ(x)
δΓ[0]
δW˜µa (x)
+
δΓ[0]
δKyµ(x)
δΓ[0]
δW˜µy (x)
+
δΓ[0]
δLa(x)
δΓ[0]
δC˜a(x)
+
δΓ[0]
δν˜Lα(x)
δΓ[0]
δnα(x)
+
δΓ[0]
δe˜Lα(x)
δΓ[0]
δlα(x)
+
δΓ[0]
δe˜Rα(x)
δΓ[0]
δpα(x)
+
δΓ[0]
δν˜Lα(x)
δΓ[0]
δn′α(x)
+
δΓ[0]
δe˜Lα(x)
δΓ[0]
δl′α(x)
+
δΓ[0]
δe˜Rα(x)
δΓ[0]
δp′α(x)
−λ˜a(x)
δΓ[0]
δC˜a(x)
− λ˜y(x) +
δΓ[0]
δC˜y(x)
− 〈∆LWM (x)〉
[0] − 〈∆Lψm(x)〉
[0]
}
= 0 , (4.6)
where
〈∆LWM (x)〉
[0] =
1
NZ [0]
∫
D[ψ, ψ,W , C, C]∆LWM (x)exp
{
i
(
I
[0]
eff + Is
)}
,
〈∆LWM (x)〉
[0] =
1
NZ [0]
∫
D[ψ, ψ,W , C, C]∆Lψm(x)exp
{
i
(
I
[0]
eff + Is
)}
.
With the definitions of ∆LWM (x) and ∆LWM (x)
δBLWM (x) = δζ∆LWM (x) , δBLψm(x) = δζ∆Lψm(x) ,
one can write
〈∆LWM (x)〉
[0] = M2W˜aµ(x)
δΓ[0]
δKaµ(x)
+M2
(g1
g
)2
W˜yµ(x)
δΓ[0]
δKyµ(x)
−M2
g1
g
W˜yµ(x)
δΓ[0]
δK3µ(x)
−M2
g1
g
W˜3µ(x)
δΓ[0]
δKyµ(x)
,
〈∆Lψm(x)〉
[0] = −m
δΓ[0]
δl′α(x)
e˜Rα(x) +me˜Lα(x)
δΓ[0]
δpα(x)
−m
δΓ[0]
δp′α(x)
e˜Lα(x) +me˜Rα(x)
δΓ[0]
δlα(x)
.
Next, from the invariance of the path integral of Z [0] with respect to the translation of the integration
variables Ca(x), Cy(x), λa(x) and λy(x), one can get a set of auxiliary identities
δΓ[0]
δC˜1(x)
− ∂µ
δΓ[0]
δK1µ(x)
− g1W˜yµ
δΓ[0]
δK2µ(x)
− g1W˜2µ
δΓ[0]
δKyµ(x)
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+
i
2
mg
M2
{
ν˜Lα(x)
δΓ[0]
δpα(x)
+ ν˜Lα(x)
δΓ[0]
δp′α(x)
− e˜Rα(x)
δΓ[0]
δnα(x)
− e˜Rα(x)
δΓ[0]
δn′α(x)
}
= 0 , (4.7)
δΓ[0]
δC˜2(x)
− ∂µ
δΓ[0]
δK2µ(x)
+ g1W˜yµ
δΓ[0]
δK1µ(x)
+ g1W˜1µ
δΓ[0]
δKyµ(x)
+
1
2
mg
M2
{
ν˜Lα(x)
δΓ[0]
δpα(x)
− ν˜Lα(x)
δΓ[0]
δp′α(x)
+ e˜Rα(x)
δΓ[0]
δnα(x)
− e˜Rα(x)
δΓ[0]
δn′α(x)
}
= 0 , (4.8)
δΓ[0]
δC˜3(x)
− ∂µ
δΓ[0]
δK3µ(x)
− g1W˜yµ
δΓ[0]
δK3µ(x)
− g1W˜3µ
δΓ[0]
δKyµ(x)
+
i
2
mg
M2
{
e˜Rα(x)
δΓ[0]
δlα(x)
+ e˜Rα(x)
δΓ[0]
δl′α(x)
− e˜Lα(x)
δΓ[0]
δpα(x)
− e˜Lα(x)
δΓ[0]
δp′α(x)
}
= 0 , (4.9)
δΓ[0]
δC˜y(x)
− ∂µ
δΓ[0]
δKyµ(x)
− gW˜yµ
δΓ[0]
δK3µ(x)
− gW˜3µ
δΓ[0]
δKyµ(x)
= 0 , (4.10)
and
δΓ[0]
δλ˜a(x)
= 〈Φa(x)〉
[0] ,
δΓ[0]
δλ˜y(x)
= 〈Φy(x)〉
[0] . (4.11)
where
〈Φa(x)〉
[0] =
1
NZ [0]
∫
D[ψ, ψ,W , C, C, λ]Φa(x)exp
{
i
(
I
[0]
eff + Is
)}
, (4.12)
〈Φy(x)〉
[0] =
1
NZ [0]
∫
D[ψ, ψ,W , C, C, λ]Φy(x)exp
{
i
(
I
[0]
eff + Is
)}
. (4.13)
Let Φ˜a(x), Φ˜y(x), L˜WM and L˜ψm be the results obtained from Φa(x), Φy(x), LWM and Lψm by replacing
the field functions with the classical field functions and define
Γ
[0]
= Γ[0] −
∫
d4x
{
λ˜a(x)Φ˜a(x) + λ˜y(x)Φ˜y(x) + L˜WM + L˜ψm
}
, (4.14)
Thus, from (4.6)–(4.11), one gets
∫
d4x
{ δΓ[0]
δKaµ(x)
δΓ
[0]
δW˜µa (x)
+
δΓ
[0]
δKyµ(x)
δΓ
[0]
δW˜µy (x)
+
δΓ
[0]
δLa(x)
δΓ
[0]
δC˜a(x)
+
δΓ
[0]
δν˜Lα(x)
δΓ
[0]
δnα(x)
+
δΓ
[0]
δe˜Lα(x)
δΓ
[0]
δlα(x)
+
δΓ
[0]
δe˜Rα(x)
δΓ
[0]
δpα(x)
+
δΓ
[0]
δν˜Lα(x)
δΓ
[0]
δn′α(x)
+
δΓ
[0]
δe˜Lα(x)
δΓ
[0]
δl′α(x)
+
δΓ
[0]
δe˜Rα(x)
δΓ
[0]
δp′α(x)
}
= 0 . (4.15)
and
δΓ
[0]
δλ˜a(x)
= 〈Φa(x)〉
[0] − Φ˜a(x) ,
δΓ
[0]
δλ˜y(x)
= 〈Φy(x)〉
[0] − Φ˜y(x) , (4.16)
δΓ
[0]
δC˜1(x)
− ∂µ
δΓ
[0]
δK1µ(x)
− g1W˜yµ
δΓ
[0]
δK2µ(x)
− g1W˜2µ
δΓ
[0]
δKyµ(x)
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+
i
2
mg
M2
{
ν˜Lα(x)
δΓ
[0]
δpα(x)
+ ν˜Lα(x)
δΓ
[0]
δp′α(x)
− e˜Rα(x)
δΓ
[0]
δnα(x)
− e˜Rα(x)
δΓ
[0]
δn′α(x)
}
= 0 , (4.17)
δΓ
[0]
δC˜2(x)
− ∂µ
δΓ
[0]
δK2µ(x)
+ g1W˜yµ
δΓ
[0]
δK1µ(x)
+ g1W˜1µ
δΓ
[0]
δKyµ(x)
+
1
2
mg
M2
{
ν˜Lα(x)
δΓ
[0]
δpα(x)
− ν˜Lα(x)
δΓ
[0]
δp′α(x)
+ e˜Rα(x)
δΓ
[0]
δnα(x)
− e˜Rα(x)
δΓ
[0]
δn′α(x)
}
= 0 , (4.18)
δΓ
[0]
δC˜3(x)
− ∂µ
δΓ
[0]
δK3µ(x)
− g1W˜yµ
δΓ
[0]
δK3µ(x)
− g1W˜3µ
δΓ
[0]
δKyµ(x)
+
i
2
mg
M2
{
e˜Rα(x)
δΓ
[0]
δlα(x)
+ e˜Rα(x)
δΓ
[0]
δl′α(x)
− e˜Lα(x)
δΓ
[0]
δpα(x)
− e˜Lα(x)
δΓ
[0]
δp′α(x)
}
= 0 , (4.19)
δΓ
[0]
δC˜y(x)
− ∂µ
δΓ
[0]
δKyµ(x)
− gW˜yµ
δΓ
[0]
δK3µ(x)
− gW˜3µ
δΓ
[0]
δKyµ(x)
= 0 . (4.20)
As mentioned earlier our intention to use the generalized form of the theory containing λa, λy and
their sources is to study the Renormalisability of the theory for which such sources are absent from the
generating functional for the Green functions and therefore 〈Φa(x)〉
[0] and 〈Φy(x)〉
[0] are equal to zero.
We now, according to (4.11), let vanish δΓ
[0]
δλ˜a(x)
and δΓ
[0]
δλ˜a(x)
to make 〈Φa(x)〉
[0] and 〈Φy(x)〉
[0] equal to zero.
This means
Φ˜a(x) = 0 , Φ˜y(x) = 0 , (4.21)
and
δΓ
[0]
δλ˜a(x)
= 0 ,
δΓ
[0]
δλ˜y(x)
= 0 . (4.22)
In the following we will denote by Γ
[0]
[ψ, ψ,W,C,C, λ,K,L, n, l, p, n′, l′, p′] the functional that is
obtained from Γ
[0]
[ψ˜, ψ˜, W˜ , C˜, C˜, λ˜,K, · · ·] by replacing the classical field functions with the usual field
functions. Assume that the dimensional regularization method is used and the Slavnov–Taylor identity
and the auxiliary identities are guaranteed. Denote the tree part and one loop part of Γ
[0]
by Γ
[0]
0 and
Γ
[0]
1 respectively. Γ
[0]
0 is thus the modified action I
[0]
eff obtained from I
[0]
eff by excluding the mass term
and (λa, λy) terms. From (4.15) and (4.17)− (4.22) one has
Φa(x) = 0 , Φy(x) = 0 , (4.23)
δΓ
[0]
δλa(x)
= 0 ,
δΓ
[0]
δλy(x)
= 0 , (4.24)
ΛopΓ
[0]
0 = 0 ,
and
Γ
[0]
0 ∗ Γ
[0]
1 + Γ
[0]
1 ∗ Γ
[0]
0 = ΛopΓ
[0]
1 = 0 , (4.25)
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Σa(x)Γ
[0]
= 0 , Σy(x)Γ
[0]
= 0 , (4.26)
where Λop,Σa(x) and Σy(x) are defined by
Λop =
∫
d4x
{ δΓ[0]0
δKaµ(x)
δ
δWµa (x)
+
δΓ
[0]
0
δWµa (x)
δ
δKaµ(x)
+
δΓ
[0]
0
δKyµ(x)
δ
δWµy (x)
+
δΓ
[0]
0
δWµy (x)
δ
δKyµ(x)
+
δΓ
[0]
0
δLa(x)
δ
δCa(x)
+
δΓ
[0]
0
δCa(x)
δ
δLa(x)
+
δΓ
[0]
0
δνLα(x)
δ
δnα(x)
+
δΓ
[0]
0
δnα(x)
δ
δνLα(x)
+
δΓ
[0]
0
δeLα(x)
δ
δlα(x)
+
δΓ
[0]
0
δlα(x)
δ
δeLα(x)
+
δΓ
[0]
0
δeRα(x)
δ
δpα(x)
+
δΓ
[0]
0
δpα(x)
δ
δeRα(x)
+
δΓ
[0]
0
δνLα(x)
δ
δn′α(x)
+
δΓ
[0]
0
δn′α(x)
δ
δνLα(x)
+
δΓ
[0]
0
δeLα(x)
δ
δl′α(x)
+
δΓ
[0]
0
δl′α(x)
δ
δeLα(x)
+
δΓ
[0]
0
δeRα(x)
δ
δp′α(x)
+
δΓ
[0]
0
δp′α(x)
δ
δeRα(x)
}
, (4.27)
Σ1(x) =
δ
δC1(x)
− ∂µ
δ
δK1µ(x)
− g1Wyµ
δ
δK2µ(x)
− g1W2µ
δ
δKyµ(x)
+
i
2
mg
M2
{
νLα(x)
δ
δpα(x)
+ νLα(x)
δ
δp′α(x)
− eRα(x)
δ
δnα(x)
− eRα(x)
δ
δn′α(x)
}
= 0 , (4.28)
Σ2(x) =
δ
δC2(x)
− ∂µ
δ
δK2µ(x)
+ g1Wyµ
δ
δK1µ(x)
+ g1W1µ
δ
δKyµ(x)
+
1
2
mg
M2
{
νLα(x)
δ
δpα(x)
− νLα(x)
δ
δp′α(x)
+ eRα(x)
δ
δnα(x)
− eRα(x)
δ
δn′α(x)
}
= 0 , (4.29)
Σ3(x) =
δ
δC3(x)
− ∂µ
δ
δK3µ(x)
− g1Wyµ
δ
δK3µ(x)
− g1W3µ
δ
δKyµ(x)
+
i
2
mg
M2
{
eRα(x)
δ
δlα(x)
+ eRα(x)
δ
δl′α(x)
− eLα(x)
δ
δpα(x)
− eLα(x)
δ
δp′α(x)
}
= 0 , (4.30)
Σy(x) =
δ
δCy(x)
− ∂µ
δ
δKyµ(x)
− gWyµ
δ
δK3µ(x)
− gW3µ
δ
δKyµ(x)
. (4.31)
The meaning of the notation A ∗B is
A ∗B =
∫
d4x
{ δA
δKaµ(x)
δB
δWµa (x)
+
δA
δKyµ(x)
δB
δWµy (x)
+
δA
δLa(x)
δB
δCa(x)
+
δA
δνLα(x)
δB
δnα(x)
+
δA
δeLα(x)
δB
δlα(x)
+
δA
δeRα(x)
δB
δpα(x)
+
δA
δνLα(x)
δB
δn′α(x)
+
δA
δeLα(x)
δB
δl′α(x)
+
δA
δeRα(x)
δB
δp′α(x)
}
. (4.32)
(4.24)− (4.26) are of course satisfied by the finite part and the pole part of Γ
[0]
1 . Thus the equations of
the pole part Γ
[0]
1 are
δΓ
[0]
1
δλa(x)
= 0 ,
δΓ
[0]
1
δλy(x)
= 0 , (4.33)
ΛopΓ
[0]
1 = 0 , (4.34)
Σa(x)Γ
[0]
1 = 0 , Σy(x)Γ
[0]
1 = 0 . (4.35)
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It is known [3] that when m = 0 the theory is renormalisable and Γ
[0]
1,div is a combination of 5
independent terms. Now one can also find the corresponding solutions of equations (4.33)− (4.35). These
solutions are as follows
T(1) = TWL − TGL − TCK + 2I
(C)
m , (4.36)
T(2) = TWY − TGY − TCKY , (4.37)
T(3) = TCK + TCKY + Tnn′ + Tll′ + Tpp′ , (4.38)
T(4) = TνL + TeL − Tnn′ − Tll′ − I
(C)
m , (4.39)
T(5) = TeR − Tpp′ − I
(C)
m , (4.40)
where
TGL = g
∂Γ
[0]
0
∂g
, TGY = g1
∂Γ
[0]
0
∂g1
, I(C)m = m
∂Γ
[0]
0
∂m
= u
∂Γ
[0]
0
∂u
,
TWL =
∫
d4x
{
Wµa (x)
δΓ
[0]
0
δWµa (x)
+ La(x)
δΓ
[0]
0
δLa(x)
}
,
TWY =
∫
d4xWµy (x)
δΓ
[0]
0
δWµy (x)
,
TCK =
∫
d4x
{
Ca(x)
δΓ
[0]
0
δCa(x)
+ Ca(x)
δΓ
[0]
0
δCa(x)
+Kaµ(x)
δΓ
[0]
0
δKaµ(x)
}
,
TCKY =
∫
d4x
{
Cy(x)
δΓ
[0]
0
δC(x)
+ Cy(x)
δΓ
[0]
0
δCy(x)
+Kyµ(x)
δΓ
[0]
0
δKyµ(x)
}
,
TνL =
∫
d4x
{
νLα(x)
δΓ
[0]
0
δνLα(x)
+ νLα(x)
δΓ
[0]
0
δνLα(x)
}
,
TeL =
∫
d4x
{
eLα(x)
δΓ
[0]
0
δeLα(x)
+ eLα(x)
δΓ
[0]
0
δeLα(x)
}
,
TeR =
∫
d4x
{
eRα(x)
δΓ
[0]
0
δeRα(x)
+ eRα(x)
δΓ
[0]
0
δeRα(x)
}
,
Tnn′ =
∫
d4x
{
nα(x)
δΓ
[0]
0
δnα(x)
+ n′α(x)
δΓ
[0]
0
δn′α(x)
}
,
Tll′ =
∫
d4x
{
lα(x)
δΓ
[0]
0
δlα(x)
+ l′α(x)
δΓ
[0]
0
δl′α(x)
}
,
Tpp′ =
∫
d4x
{
pα(x)
δΓ
[0]
0
δpα(x)
+ p′α(x)
δΓ
[0]
0
δp′α(x)
}
,
where the parameter u appearing in the expression of I
(C)
m stands for m/M2. Similar to the case of Ref.
[3], T(3) is 2
(
Γ
[0]
0 −IWL−IWY −Iψ−IψW
)
. T(1) is a combination of IWL, T(3) and
∫
d4xCy(x)
δΓ
[0]
0
δCy(x)
. T(2) is
a combination of IWY and
∫
d4xCy(x)
δΓ
[0]
0
δCy(x)
. The sum of T(4) and T(5) is 2
(
Iψ+IψW
)
.
∫
d4xCy(x)
δΓ
[0]
0
δCy(x)
and T(5) can be easily checked to satisfy (4.33)− (4.35).
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Since (4.36)−(4.40) become the whole independent terms of Γ
[0]
1,div when m = 0, a new term that
appears when m 6= 0 should include m ψα ψα′ as a factor and also satisfies (4.33) − (4.35). First, it
is clearly not possible to form such a solution of (4.33) − (4.35) if negative dimension coefficients are
excluded. Next, if M2 is included as a factor in the definition of the ghost action so that the ghost fields
become dimensionless, then the modified effective action (without λ terms) does not contain negative
dimension coefficients. Thus a new term that can appear in Γ
[0]
1 must be formed with some powers of
Cσ Cσ′ and a factor from mψαψα′ , where σ and σ
′ stand for 1, 2, 3, y. However, (4.33)− (4.35) does not
have such a solution neither. This can easily be seen from (4.35). It follows that Γ
[0]
1,div is a combination
of (4.36)–(4.40). Namely
Γ
[0]
1,div = α
(1)
1 T(1) + α
(1)
2 T(2) + α
(1)
3 T(3) + α
(1)
4 T(4) + α
(1)
5 T(5) , (4.41)
where, α
(1)
1 , · · · , α
(1)
5 are constants of order (h¯)
1 and are divergent when the space-time dimension tends
to 4.
In order to cancel the one loop divergence the counterterm of order h¯1 in the action should be chosen
as
δI
[1]
count = −Γ
[0]
1,div . (4.42)
Since
I
[0]
eff = Γ
[0]
0 , (4.43)
it is known from (4.41) that the sum of I
[0]
eff and δI
[1]
count, to order of h¯
1, can be written as
I
[1]
eff [ψ, ψ,W,C,C,K,L, n, l, p, n
′, l′, p′, g, g1, u]
= I
[0]
eff [ψ
[0], ψ
[0]
,W [0], C [0], C
[0]
,K [0], L[0], n[0], n
′[0], · · · , g[0], g
[0]
1 , u
[0]] , (4.44)
where the bare fields and the bare parameters (to order (h¯)1) are defined as
W [0]aµ = (Z
[1]
3 )
1/2Waµ =
(
1− α
(1)
1
)
Waµ , L
[0]
a = (Z
[1]
3 )
1/2La , (4.45)
W [0]yµ = (Z
′[1]
3 )
1/2Wyµ =
(
1− α
(1)
2
)
Wyµ , (4.46)
C [0]a = (Z˜
[1]
3 )
1/2Ca =
(
1− α
(1)
3 + α
(1)
1
)
Ca , (4.47)
C
[0]
a = (Z˜
[1]
3 )
1/2Ca , K
a[0]
µ = (Z˜
[1]
3 )
1/2Kaµ , (4.48)
C [0]y = (Z˜
′[1]
3 )
1/2Cy =
(
1− α
(1)
3 + α
(1)
2
)
Cy , (4.49)
C
[0]
y = (Z˜
′[1]
3 )
1/2Cy , K
y[0]
µ = (Z˜
[1]
3 )
1/2Kyµ , (4.50)
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ν
[0]
L = (Z
[1]
νL)
1/2νL =
(
1− α
(1)
4
)
νL , ν
[0]
L = (Z
[1]
νL)
1/2νL , (4.51)
e
[0]
L = (Z
[1]
eL)
1/2eL = (Z
[1]
νL)
1/2eL , e
[0]
L = (Z
[1]
eL)
1/2eL , (4.52)
e
[0]
R = (Z
[1]
eR)
1/2eR =
(
1− α
(1)
5
)
eR , e
[0]
R = (Z
[1]
eR)
1/2eR , (4.53)
n[0] = (Z
[1]
(n))
1/2n =
(
1− α
(1)
3 + α
(1)
4
)
n , n
′[0] = (Z
[1]
(n))
1/2n′ , (4.54)
l[0] = (Z
[1]
(l))
1/2l = (Z
[1]
(n))
1/2l , l
′[0] = (Z
[1]
(l))
1/2l′ , (4.55)
p[0] = (Z
[1]
(p))
1/2p =
(
1− α
(1)
3 + α
(1)
5
)
p , p
′[0] = (Z
[1]
(p))
1/2p′ , (4.56)
g[0] = Z [1]g g = (Z
[1]
3 )
−1/2g , g
[0]
1 = Z
′[1]
g g1 = (Z
′[1]
3 )
−1/2g1 , (4.57)
u[0] =
(
1− 2α
(1)
1 + α
(1)
4 + α
(1)
5
)
u . (4.58)
Next let Φ
[0]
a and Φ
[0]
y be obtained from Φa and Φy by replacing the field functions and parameters
with the bare field functions and bare parameters. From (4.45), (4.46) and (4.57) one has
Φ[0]a = (Z
[1]
3 )
1/2Φa , Φ
[0]
y = (Z
′[1]
3 )
1/2Φy . (4.59)
Thus by adding the mass terms and the λ terms into I
[1]
eff and forming
I
[1]
eff = I
[1]
eff + IWM + Iψm +
∫
d4x
{
λa(x)Φa(x) + λy(x)Φy(x)
}
, (4.60)
one gets
I
[1]
eff [ψ, ψ,W,C,C, λ,K,L, n, l, p, n
′, l′, p′, g, g1,M,m]
= I
[0]
eff [ψ
[0], ψ
[0]
,W [0], C [0], C
[0]
, λ[0],K [0], L[0], n[0], n
′[0], · · · , g[0], g
[0]
1 ,M
[0],m[0]] , (4.61)
where
M [0] = (Z
[1]
3 )
−1/2M , m[0] = (Z
[1]
eL)
−1/2(Z
[1]
eR)
−1/2m, (4.62)
and
λ[0]a = (Z
[1]
3 )
−1/2λa , λ
[0]
y = (Z
′[1]
3 )
−1/2λy . (4.63)
Obviously, if the action I
[1]
eff is used to replace I
[0]
eff in (4.3) and define Z
[1], Γ[1] as well as
Γ
[1]
= Γ[1] − IWM − Iψm −
∫
d4x
{
λa(x)Φa(x) + λy(x)Φy(x)
}
, (4.64)
then one has
Γ
[1]
[ψ, ψ,W,C,C, λ,K,L, n, l, p, n′, l′, p′, g, g1, u]
= Γ
[0]
[ψ[0], ψ
[0]
,W [0], C [0], C
[0]
, λ[0],K [0], L[0], n[0], n
′[0], · · · , g[0], g
[0]
1 , u
[0]] . (4.65)
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From this it is easy to check that, to order h¯1, Γ
[1]
is finite. Moreover, by changing into bare fields
and bare parameters the fields and parameters in (4.15)− (4.22) and then transforming them back into
the renormalized fields and renormalized parameters according to (4.45)−(4.59), one can see that, under
condition (4.23), Γ
[1]
also satisfies
ΛopΓ
[1]
= 0 , (4.66)
δΓ
[1]
δλa(x)
= 0 ,
δΓ
[1]
δλy(x)
= 0 , (4.67)
Σa(x)Γ
[1]
= 0 , Σy(x)Γ
[1]
= 0 . (4.68)
We can now use the inductive method and follow the steps of Ref. [3] to complete the proof of renor-
malisability. Assume that up to n loop the theory has been proved to be renormalisable by introducing
the counterterm
I
[n]
count =
n∑
l=1
δI
[l]
count,
where δI
[l]
count is the counterterm of order h¯
l and has the form of (4.41),(4.42). Therefore the modified
generating functional Γ
[n]
for the regular vertex, defined by the action
I
[n]
eff = I
[0]
eff + I
[n]
count,
satisfied equations (4.66) − (4.68) (under (4.23)) and, to order h¯n, is finite. This also means that the
fields or parameters in each of the following brackets have the same renormalization factor
(W [0]aµ , La), (Ca, Ca,K
a
µ), (Cy , Cy,K
y
µ), (νL, νL, eL, eL), (eR, eR), (n, n
′, l, l′), (p, p′), (λ,M, g),
and that
Z
′[n]
g (Z
′[n]
3 )
1/2 = 1 , Z [n]g (Z
[n]
3 )
1/2 = 1 ,
Z
[n]
3 Z˜
[n]
3 = Z˜
′[n]
3 Z˜
′[n]
3 = Z
[n]
νLZ
[n]
(n) = Z
[n]
eRZ
[n]
(p) .
Denote by Γ
[n]
k the part of order h¯
k in Γ
[n]
. For k ≤ n, Γ
[n]
k is equal to Γ
[k]
k , because it can not contain
the contribution of a counterterm of order h¯k+1 or higher. Thus on expanding Γ
[n]
to order h¯n+1 one has
Γ
[n]
=
n∑
k=0
Γ
[k]
k + Γ
[n]
n+1 + · · · .
Using this and extracting the terms of order h¯(n+1) from the equations satisfied by Γ
[n]
, namely (4.66)−
(4.68), one finds
ΛopΓ
[n]
n+1 = 0 , (4.69)
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δΓ
[n]
n+1
δλa(x)
= 0 ,
δΓ
[n]
n+1
δλy(x)
= 0 , (4.70)
Σa(x)Γ
[n]
n+1 = 0 , Σy(x)Γ
[n]
n+1 = 0 . (4.71)
Let Γ
[n]
n+1,div stand for the pole part of Γ
[n]
n+1. By repeating the steps going from (4.33) to (4.41), one can
arrive at
Γ
[n]
n+1,div = α
(n+1)
1 T(1) + α
(n+1)
2 T(2) + α
(n+1)
3 T(3) + α
(n+1)
4 T(4) + α
(n+1)
5 T(5) , (4.72)
where α
(n+1)
1 , · · · , α
(n+1)
5 are constants of order (h¯)
n+1. Therefore, in order to cancel the n + 1 loop
divergence the counterterm of order h¯n+1 should be chosen as
δI
[n+1]
count = −Γ
[n]
n+1,div[ψ, ψ,W,C,C] . (4.73)
Adding this counterterm, the mass term and the λ terms to I
[n]
eff , one can express the effective action of
order h¯n+1 as
I
[n+1]
eff [ψ, ψ,W,C,C, λ,K,L, n, l, p, n
′, l′, p′, g, g1,M,m]
= I
[0]
eff [ψ
[0], ψ
[0]
,W [0], C [0], C
[0]
, λ[0],K [0], L[0], n[0], n
′[0], · · · , g[0], g
[0]
1 ,M
[0],m[0]] , (4.74)
where the bare fields and the bare parameters (to order (h¯)n+1) are defined as
W [0]aµ = (Z
[n+1]
3 )
1/2Waµ =
(
(Z
[n]
3 )
1/2 − α
(n+1)
1
)
Waµ , L
[0]
a = (Z
[n+1]
3 )
1/2La , (4.75)
W [0]yµ = (Z
′[n+1]
3 )
1/2Wyµ =
(
(Z
′[n]
3 )
1/2 − α
(n+1)
2
)
Wyµ , (4.76)
C [0]a = (Z˜
[n+1]
3 )
1/2Ca =
(
(Z˜
[n]
3 )
1/2 + (−α
(n+1)
3 + α
(n+1)
1 )
)
Ca , (4.77)
C
[0]
a = (Z˜
[n+1]
3 )
1/2Ca , K
a[0]
µ = (Z˜
[n+1]
3 )
1/2Kaµ , (4.78)
C [0]y = (Z˜
′[n+1]
3 )
1/2Cy =
(
(Z˜
′[n]
3 )
1/2 + (−α
(n+1)
3 + α
(n+1)
2 )
)
Cy , (4.79)
C
[0]
y = (Z˜
′[n+1]
3 )
1/2Cy , K
y[0]
µ = (Z˜
[n+1]
3 )
1/2Kyµ , (4.80)
ν
[0]
L = (Z
[n+1]
νL )
1/2νL =
(
(Z
[n]
νL)
1/2 − α
(n+1)
4
)
νL , ν
[0]
L = (Z
[n+1]
νL )
1/2νL , (4.81)
e
[0]
L = (Z
[n+1]
eL )
1/2eL = (Z
[n+1]
νL )
1/2eL , e
[0]
L = (Z
[n+1]
eL )
1/2eL , (4.82)
e
[0]
R = (Z
[n+1]
eR )
1/2eR =
(
(Z
[n]
eR)
1/2 − α
(n+1)
5
)
eR , e
[0]
R = (Z
[n+1]
eR )
1/2eR , (4.83)
n[0] = (Z
[n+1]
(n) )
1/2n =
(
(Z
[n]
(n))
1/2 + (−α
(n+1)
3 + α
(n+1)
4 )
)
n , n
′[0] = (Z
[n+1]
(n) )
1/2n′ , (4.84)
l[0] = (Z
[n+1]
(l) )
1/2l = (Z
[n+1]
(n) )
1/2l , l
′[0] = (Z
[n+1]
(l) )
1/2l′ , (4.85)
p[0] = (Z
[n+1]
(p) )
1/2p =
(
(Z
[n]
(p))
1/2 − α
(n+1)
3 + α
(n+1)
5
)
p , p
′[0] = (Z
[n+1]
(p) )
1/2p′ , (4.86)
g[0] = Z [n+1]g g = (Z
[n+1]
3 )
−1/2g , g
[0]
1 = Z
′[n+1]
g g1 = (Z
′[n+1]
3 )
−1/2g1 , (4.87)
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g[0] = Z [n+1]g g = (Z
[n+1]
3 )
−1/2g , g
[0]
1 = Z
′[n+1]
g g1 = (Z
′[n+1]
3 )
−1/2g1 , (4.88)
M [0] = Z
[n+1]
M M = (Z
[n+1]
3 )
−1/2M , m[0] = Z [n+1]m m = (Z
[n+1]
eL )
−1/2(Z
[n+1]
eR )
−1/2M , (4.89)
and λ
[0]
a , λ
[0]
y are
λ[0]a = (Z
[n+1]
3 )
−1/2λa , λ
[0]
y = (Z
′[n+1]
3 )
−1/2λy . (4.90)
Therefore, in terms of such bare fields and bare parameters, Γ
[n+1]
can be expressed as
Γ
[n+1]
[W,C,C, ψ, ψ,K,L, n, l, p, n′, l′, p′, g, g1,M ]
= Γ̂[0][W [0], C [0], C
[0]
, ψ[0], ψ
[0]
,K [0], L[0], n[0], n
′[0], · · · , g[0], g
[0]
1 ,M
[0]] . (4.91)
From this one can conclude that Γ
[n+1]
, under (4.23), satisfies (4.66)−(4.68) and is finite to order h¯n+1.
That is to say the theory is renormalisable.
V. Concluding Remarks
We have expounded that SUL(2) × UY (1) electroweak theory with massive W Z fields and massive
electron fields can still be quantized in a way similar to that used in Ref. [3] by taking into account
the constraint conditions caused by these mass terms and the additional condition chosen by us. We
have also shown that when the δ− functions appearing in the path integral of the Green functions and
representing the constraint conditions are rewritten as Fourier integrals with Lagrange multipliers λa and
λy , the total effective action consisting of the Lagrange multipliers, ghost fields and the original fields is
BRST invariant. Furthermore, with the help of the renormalisability of the theory without the the mass
term of matter fields we have found the general form of the divergent part of the generating functional
Γ and proven that the mass term of the electron fields is also harmless to the renormalisability of the
theory.
It is worth while emphasizing the following special features of the SUL(2) × UY (1) electroweak
theory with massive W Z fields and massive electron fields. (1) These mass terms do not appear in the
divergent part of Γ. (2) The ghost–electron coupling term I
(C)
m , which is caused by the mass term of the
electron fields and contains the negative dimension parameter m/M2, is not an independent term of the
divergent part of Γ. If this were not the case, the mass terms would be harmful to the renormalisability
of the theory.
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As pointed out in Ref. [3], since the whereabouts of the Higgs Bosons is still unknown, it is reasonable
to ask if the successes of the standard model of the electroweak theory really depends on the Higgs
mechanism and to pay attention to the theory without the Higgs mechanism.
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