In the first part of this paper, we give a new look at inclusions of von Neumann algebras with finite-dimensional centers and finite Jones' index. The minimal conditional expectation is characterized by means of a canonical state on the relative commutant, that we call the spherical state; the minimal index is neither additive nor multiplicative (it is submultiplicative), contrary to the subfactor case. So we introduce a matrix dimension with the good functorial properties: it is always additive and multiplicative. The minimal index turns out to be the square of the norm of the matrix dimension, as was known in the multi-matrix inclusion case. In the second part, we show how our results are valid in a purely 2-C * -categorical context, in particular they can be formulated in the framework of Connes' bimodules over von Neumann algebras.
Introduction
In a landmark paper [23] , Jones initiated the study of inclusions of type II 1 factors and defined an index for subfactors. If finite, the index is a positive number and, if less than 4, the possible values are bound to the set {4 cos 2 (π/k), k ∈ N, k ≥ 3}, showing a remarkable quantization phenomenon. Moreover, every value in this set is the index of some subfactor, and it may also be realized by inclusions of multi-matrices, see also [11] .
The notion of index was generalized by Kosaki [26] to arbitrary subfactors N ⊂ M, or better to an arbitrary E ∈ E(M, N ), with E(M, N ) the set of normal faithful conditional expectations E : M → N . The index Ind(E) is again a positive number or infinity, its values are quantized as before, and gives back the Jones index in the type II 1 subfactor case if E is the trace-preserving conditional expectation. If the subfactor is not irreducible, namely if N ′ ∩ M = C1, there is more than one element in E(M, N ), yet there are expectations that minimize Ind(E) and one calls this minimal value the minimal index of N ⊂ M; such value is attained by exactly one expectation, the minimal one, see Hiai [16] , Longo [31] and Havet [15] .
The finiteness of the index is equivalent to the existence of a conjugate morphism ι : M → N with respect to the inclusion morphism ι : N ֒→ M, where ι, ι have to satisfy a conjugate equation [32] . It was later shown [35] how this leads to a notion of dimension in a purely tensor C * -categorical (or better 2-C * -categorical) setting, in the case of simple tensor unit. The solutions of the conjugate equations (or adjoint equations in the language of Mac Lane [36] ) for ι and ι correspond to the conditional expectations E ∈ E(M, N ) and their dual expectations E ′ ∈ E(N ′ , M ′ ), both restricted to the common relative commutant N ′ ∩ M of the subfactors N ⊂ M and M ′ ⊂ N ′ . Note that N ′ ∩ M = Hom(ι, ι) and recall from [31] , [32] that ι(M) ⊂ N is isomorphic to the Jones basic extension M ⊂ M 1 determined by E ∈ E(M, N ), and M ′ ⊂ N ′ is anti-isomorphic to M ⊂ M 1 .
The aim of this paper is to define a notion of dimension and minimal index in the context of rigid 2-C * -categories with finite-dimensional centers (not necessarily simple tensor units). We first treat the special case of inclusions of von Neumann algebras (not necessarily subfactors), in a language which is more familiar to operator-algebraists.
The first observation that one makes when dealing with non-factorial inclusions N ⊂ M is that the index Ind(E), E ∈ E(M, N ), is not necessarily a scalar, but an element of Z(M), the center of M. Similarly Ind(E ′ ), E ′ ∈ E(N ′ , M ′ ), lies in Z(N ′ ) = Z(N ). Moreover, E and E ′ map N ′ ∩ M respectively onto Z(N ) and Z(M), hence they need not be states of the relative commutant. Thus one has several options on how to compare the two restrictions E ↾N ′ ∩M and E ′ ↾N ′ ∩M , i.e., several candidates for defining a sphericality property for solutions of the conjugate equations (comparison of the associated left and right inverses).
The starting point of our work is determining the correct notion of sphericality for nonfactorial inclusions (with finite index and finite-dimensional centers), namely the one that singles out the minimal expectations E 0 and E 0 ′ , i.e., those minimizing respectively Ind(E) and Ind(E ′ ) , among all other expectations (Theorem 1.6). Assuming without loss of generality that N ⊂ M is connected, namely Z(N ) ∩ Z(M) = C1, the sphericality property is controlled by two states on Z(N ) and Z(M) respectively, that we call left and right state of the inclusion. Both the minimal index and these two canonical states are in turn determined by a further more fundamental invariant for the inclusion, a matrix, that we call the matrix dimension of the inclusion. The minimal index is the square of the l 2 -norm of this matrix (hence we call the norm itself the scalar dimension of the inclusion), and the two previous states are determined by the unique left and right l 2 -normalized PerronFrobenius eigenvectors of the matrix dimension. These results on the minimal index turn out to be a natural generalization of those contained in [23] , [11] concerning the index for finite-dimensional C * -algebras (multi-matrices), to other types of von Neumann algebras (not necessarily finite-dimensional, nor possessing a faithful normal trace). Moreover, in Theorem 1.6 we give a weighted additivity formula that allows to compute the minimal index out of the matrix dimension and the left and right Perron-Frobenius eigenvectors of the inclusion.
In Section 2, we draw some consequences on the easy observation that the matrix dimension of a multi-matrix inclusion is the inclusion matrix considered by Jones (Theorem 2.1).
In Section 3, we study the meeting-point of two aspects of index (the minimal one, and the one given by a trace) for multi-matrices (or more generally for finite von Neumann algebras). As in the factor case, we call an inclusion of finite von Neumann algebras (with finite index, finite-dimensional centers, and connected) extremal if the minimal expectation is the one which preservers the unique Markov trace of the inclusion (a trace on M that extends to the Jones tower generated by N ⊂ M). We call such an inclusion super-extremal if in addition the Markov trace itself, when restricted respectively to Z(N ) and Z(M), coincides with the previously defined left and right states of the inclusion. In the case of multi-matrices, which are always extremal, we give a particularly simple characterization of super-extremality in terms of the inclusion matrix and of the dimensions of the full matrix algebras in the direct sum decompositions of N and M, i.e., in terms of the Bratteli diagram of N ⊂ M (Proposition 3.4). We show that the index of a super-extremal multi-matrix inclusion equals the ratio of the algebraic dimensions of M over N , as it is the case for finite type I subfactors, and that it must be an integer. Moreover every positive integer is realized as the index of such an inclusion.
In Section 4, back to arbitrary inclusions with finite-dimensional centers, and assuming N or M to be a factor, we show that minimality of an expectation is equivalent to the commutation with its dual expectation on N ′ ∩ M (Proposition 4.3).
In Section 5, we study the multiplicativity properties of the minimal index for nonfactorial inclusions, namely its behaviour under composition of inclusions (this was the original motivation of our work). Contrary to the subfactor case [25] , [33] , it turns out that the minimal index, or equivalently the scalar dimension, is not always multiplicative. The matrix dimension instead is always multiplicative (Theorem 5.2). We compare the minimal index of the composition of two inclusions with the product of the two minimal indices separately, in some particular cases. We give a general sufficient condition for multiplicativity (Proposition 5.6), namely the minimal index, or equivalently the scalar dimension, is multiplicative if the left state of the upper inclusion coincides with the right state of the lower inclusion, and in this case the minimal conditional expectation of the composed inclusion is the product of the two intermediate minimal expectations. Remarkably, the minimal index is always multiplicative for the particular subclass of multi-matrix inclusions considered in Section 3, namely the super-extremal ones (Proposition 3.3). Furthermore, we study the minimal index in the non-factorial Jones tower of basic extensions, and show its multiplicativity in this case as well (Corollary 5.8) .
In Section 6, we study the additivity properties of the minimal index, which is again not additive in general. The matrix dimension instead is always additive (Proposition 6.1). In the case that N or M is a factor, the square of the scalar dimension, i.e., the minimal index itself, can be additive if we decompose either M or N along minimal central projections.
In Section 7, which is the second main part of this work, we develop the theory of minimal index and dimension (as a matrix) for 2-C * -categories with non-simple tensor units (the 1-arrow units for the horizontal composition). We push the analogy with the theory of minimal index for non-factorial inclusions developed in the previous sections, or better for Connes' bimodules between algebras with finite-dimensional centers described in [34] , ending up in a complete generalization of the results contained in [35] concerning the simple unit case. The crucial step is the definition of standard solution of the conjugate equations (Definition 7.29), obtained in the case of connected 1-arrows as a weighted direct sum of the standard solutions (in the sense of [35] ) associated with the corresponding factorial sub-1-arrows. The weights are given by the left and right Perron-Frobenius eigenvectors of the matrix dimension and they cannot be omitted in order to characterize, as we do, sphericality (Theorem 7.39) and minimality (Theorem 7.44) properties of solutions of the conjugate equations by means of standardness. This last section is the most novel part of the work, it is self-contained and it generalizes the results of Section 1, 5 and 6.
As an outlook, we intend to study further the theory of minimal index, and its possibly 2-W * -categorical translation and generalization, in the most general case of von Neumann algebras with arbitrary centers, extending our analysis to the infinite-dimensional centers case.
Minimal index, spherical state and matrix dimension
Let N ⊂ M be a unital inclusion of σ-finite von Neumann algebras acting on a Hilbert space H. Throughout this paper we shall always deal with σ-finite von Neumann algebras and unital inclusions (i.e., N and M have the same identity operator 1 = 1 H ) without further mentioning. Denoted by E(M, N ) the set of all normal faithful conditional expectations from M onto N , the inclusion N ⊂ M is called finite-index if E(M, N ) = ∅ and there is an expectation E ∈ E(M, N ) with finite Jones index, denoted by Ind(E). See [26] and [2] , [37] for the definition of Ind(E), which is in general a positive invertible element of Z(M) = M ′ ∩ M, the center of M, if E has finite index. In fact, Ind(E) ≥ 1. Definition 1.1. A conditional expectation E ∈ E(M, N ) with finite index is called minimal if the norm of its index Ind(E) is minimal among all other elements of E(M, N ). This minimal value is called the minimal index of the inclusion N ⊂ M.
At this level of generality, it is a result of Jolissaint [22, Thm. 1.8] that guarantees the existence of minimal expectations for finite-index inclusions of von Neumann algebras.
. This is obviously equivalent to M ′ ⊂ N ′ being connected. Now assume that N ⊂ M is connected and that N and M have finite-dimensional centers. In this case, we know by [15, Thm. 2.9 (ii)], [42, Prop. 3.1] that there exists a unique minimal expectation E 0 ∈ E(M, N ), i.e., Ind(E 0 ) is minimal among all other Ind(E) , furthermore Ind(E 0 ) turns out to be a scalar multiple of the identity, i.e., Ind(E 0 ) = c1, where c := Ind(E 0 ) ≥ 1 is the minimal index of N ⊂ M. Remark 1.3. Recall that if there is an expectation E ∈ E(M, N ) with finite index, then the finite-dimensionality of Z(N ), Z(M) or N ′ ∩ M are equivalent conditions, see [2, Cor. 3.18, 3.19] for a proof of this fact. Furthermore, when N ′ ∩ M is finite-dimensional we know by [14, Thm. 6.6] , [7, Thm. 5.3 ] that either every conditional expectation has finite index, i.e., the operator-valued weight E −1 defined in [26] is bounded on N ′ , or Ind(E) = ∞ for every E ∈ E(M, N ). Remark 1.4. Connected inclusions are the building blocks in the analysis of the index of expectations between algebras with non-trivial centers, in the sense that an inclusion of algebras N ⊂ M, equipped with a conditional expectation E ∈ E(M, N ), can always be written as direct sum (or direct integral) of connected inclusions, also endowed with conditional expectations, by taking the decomposition along Z(N ) ∩ Z(M), cf. [42, Rmk. 3.4] , [10, Thm. 1] . In the non-connected case (but still assuming finite-dimensional centers) there is a unique minimal expectation, see Definition 1.1, such that in addition it has minimal index (in the sense of operators in Z(M)) among all other minimal expectations, see [15, Thm. 2.9 (iii)], [19, Thm. 3.5] . The index of this expectation is an element of Z(N ) ∩ Z(M). In the case of infinite-dimensional centers instead, even assuming them to be atomic, the connectedness of the inclusion does not guarantee uniqueness of the minimal expectation, see [10, Prop. 10, Sec. 5] .
In the following Theorem 1.6 we give an intrinsic characterization of minimality for a normal faithful conditional expectation E ∈ E(M, N ), i.e., for its dual conditional expectation
, improving a result of Teruya, see [42, Thm. 3.3] , by using Perron-Frobenius theory for non-negative matrices. We also characterize the minimal index, cf. [31] , [32] , [35] , as the Perron-Frobenius eigenvalue of a certain "matrix dimension", similarly to the index given by the trace in the case of finite von Neumann algebras [23] , [11] , [21] .
First we introduce some notation. Denote by {q j , j = 1, . . . , n}, {p i , i = 1, . . . , m} the minimal central projections of N , M, respectively, where n = dim(Z(N )), m = dim(Z(M)). In particular, j q j = 1 and i p i = 1, the q j are mutually orthogonal, similarly for the p i , and clearly p i q j = q j p i . For every E ∈ E(M, N ), let λ ij ≥ 0, λ ′ ji ≥ 0 be such that
is a subfactor. Let Λ and Λ ′ be respectively the m × n and n × m matrices with entries Λ i,j := (λ ij ) i,j and Λ ′ j,i := (λ ′ ji ) j,i and observe that they are column-stochastic, i.e., i λ ij = 1 and j λ ′ ji = 1. We refer to Λ and Λ ′ as the "expectation matrices" respectively of E and E ′ .
Recall 
where ω l and ω r are the two normal faithful states obtained by restricting ω s to Z(N ) and Z(M) respectively.
In this case, the states ω l , ω r and ω s are uniquely determined, and we refer to them respectively as "left", "right" and "spherical" state of the inclusion. Moreover, ω s is a trace on N ′ ∩ M. 
where d 2 > 0 denotes the common spectral radius (the Perron-Frobenius eigenvalue), i.e., d = D , the operator norm of D between Hilbert spaces C n and C m with the l 2 -norm.
In this case, the index of E is a scalar multiple of the identity and Ind(E) = c, i.e., Ind(E) = c1. Moreover, c is the minimal index of the inclusion N ⊂ M, and it holds
i.e., the minimal index equals the previous spectral radius (the squared norm of the matrix dimension). E is uniquely determined by setting E ij = E 0 ij , the unique minimal expectation in E(M ij , N ij ), and 
Proof. The equivalence of (a) and (b) is essentially contained in [42] , we just have to observe that
and that in the proof of [42, Thm. 3.3] only the existence of an E-invariant and E ′ -invariant state on N ′ ∩ M is actually needed, 1 . By connectedness assumption, such a state ω s is unique and explicitly given by the formula
where P :
is the pointwise strong limit of the words {EE ′ EE ′ . . . , E ′ EE ′ E . . .}, hence also the pointwise norm limit given that N ′ ∩ M is finitedimensional. The convergence can be checked by representing E and E ′ as projections on a common Hilbert space and applying von Neumann's ergodic theorem [40, Thm. II.11] to compute the projection on the intersection. The trace property of ω s follows from the fact that E = E 0 (similarly for E ′ = E 0 ′ ) is bécarre in the terminology of [15, Thm. 2.9] , namely E(xy) = E(yx) for every x ∈ N ′ ∩ M and y ∈ M.
To show the equivalence of (b) and (c), we first assume the existence of an E-invariant and E ′ -invariant state ω s on N ′ ∩ M. We let µ i := ω s (p i ), ν j := ω s (q j ) and c be the minimal index of N ⊂ M. Thus i µ i = 1 and j ν j = 1. Moreover, µ i = j λ ij ν j for every i and ν j = i λ ′ ji µ i for every j using E(p i ) = j λ ij q j and E ′ (q j ) = i λ ′ ji p i , together with the invariance properties of ω s . Similarly we get ω s (
, with suitable modifications of the notation, we can argue that
where c ij is the minimal index of the subfactor N ij ⊂ M ij , i.e., E ij is the minimal expecta-
). The expression of λ ij (the entries of the expectation matrix associated with E 0 ) appearing in equation (1.4) follows by solving the two previous equations for λ ij and λ ′ ji . The equivalence of (b) and (c) now follows as in [42, Thm. 3 .3] once we observe that the condition that Ind(E) is a scalar [42, Thm. 3.3 (b) (ii)] is a consequence of our assumptions (c). Indeed we have
1 We shall re-prove and generalize the equivalence of (a) and (b), i.e., of "minimality" and "sphericality" properties in the setting of rigid 2-C * -categories, see 
where the sum over j is independent of i, cf. [42, Prop. 2.6], thus
Similarly for E 0 ′ , using Ind(E) = Ind(E ′ ) and again (c), we get
In matrix notation, we obtained Dν A similar interplay between index theory and Perron-Frobenius theory appears also in [11] and [15, Sec. 3] , [21] , together with the previously mentioned work of Jones [23] , where inclusions of finite von Neumann algebras again with finite-dimensional centers (typically finite direct sums of type II 1 factors, see comments after [11, Prop. 3.5.4] ) are taken into account. In that case, there is another notion of index for a subfactor (or inclusion) N ⊂ M which is defined by means of the unique normal faithful normalized (Markov) trace on M, see [11, Def. 3.7.5] and [15, Thm. 3.9] . This notion of index need not coincide with the minimal index, beyond the class of the so-called extremal inclusions, see, e.g., [38, Sec. 4] , [39] [27, Thm. 3.7] . Notice that every irreducible subfactor, i.e., such that N ′ ∩ M = C1, in particular every subfactor with index (in either sense) < 4, is automatically extremal.
The two main differences between the index defined by a trace and the minimal index (for inclusions of finite von Neumann algebras) will be outlined at the end of Section 2. We shall come back to extremal inclusions in Section 3.
Index for multi-matrix inclusions revisited
The easiest class of examples of inclusions of von Neumann algebras with finite-dimensional centers are the inclusions of (finite-dimensional) multi-matrix algebras, i.e., N ⊂ M where both N and M are finite direct sums of full matrix algebras, i.e., of finite type I factors. See [11, Ch. 2] for the terminology and [23, Sec. 3.2, 3.3] where the index (necessarily finite) of such inclusions has been first explicitly considered. Denoted by M n (C) the algebra of n × n complex matrices, n ∈ N, with unity 1 n , one can show by direct computation that the minimal index of C1 n ⊂ M n (C) is n 2 , see, e.g., [27, Sec. 3.3] , i.e., it equals the index given by the normalized trace on M n (C). Similarly for the most general finite type
, n, m ∈ N, the minimal index equals (mn) 2 m −2 = n 2 and the minimal conditional expectation is the partial trace. In particular, in all these cases the minimal expectation E 0 always coincides with the trace-preserving expectation E N ,tr of [23] , namely tr(E N ,tr (x)y) = tr(xy) for x ∈ M, y ∈ N , where tr is the unique normalized trace on the finite factor M (= M mn (C) in this case). As a consequence we have the following more general statements. Proof. In the notation of Theorem 1.6, the equality of D and Λ M N follows by the previous discussion applied entrywise to the type I subfactors N ij ⊂ M ij , for every i, j. However, the left and right states ω l and ω r , see Theorem 1.6, need not coincide with the restrictions of τ to Z(N ) and Z(M) respectively, nor the spherical state ω s , which is tracial, be equal to τ ↾N ′ ∩M , i.e., we always have
More precisely, the equality ω r = τ ↾Z(M) is satisfied if and only if the right PerronFrobenius eigenvector µ 1/2 of Theorem 1.6 is given by 
Remark 2.3. The expression for µ i , i = 1, . . . , m, in the previous corollary is nothing but the ratio of the algebraic dimensions of i-th direct summand of M and of M itself, similarly for ν j , j = 1, . . . , n. In particular, these numbers do not depend on the inclusion of N in M but on the two algebras separately. Now, denote by τ N ⊂M the unique normalized Markov trace on M for the pair N ⊂ M. As a consequence of the forthcoming Proposition 5.6, the (minimal) index of a nested , where E τ,N ∈ E(M, N ) is the expectation that preserves τ . Indeed by [15, Prop. 3.2] , Ind(E N ,τ ) is a scalar multiple of the identity (a property that is not automatic if we consider arbitrary traces over direct sums of finite factors, actually it is equivalent to τ being a Markov trace), thus we conclude
The left and right states ω l and ω r are described by the unique normalized PerronFrobenius eigenvectors ν 1/2 and µ 1/2 , respectively, via µ i = ω r (p i ) and ν j = ω l (q j ). The Markov trace τ is also characterized by Perron-Frobenius theory in a similar fashion. Namely, denoted by s i := τ (p i ) and t j := τ (q j ) the entries of the "trace vectors" (which uniquely determine the trace τ on M and N ), by [ 
, analogously for ν j = t j , and the proof is complete.
Remark 2.4. We mention that in the case of inclusions of finite von Neumann algebras (not necessarily multi-matrices) Havet [15, Thm. 3.9 ], see also [11, Sec. 3.7] , has shown that the Markov trace-preserving expectation has scalar index and it is minimal among those expectations in E(M, N ) that preserve some faithful normal trace on M.
We conclude this section with a comment on the inclusions N ⊂ M of finite direct sums of type II 1 factors, treated in [11, Ch. 3] . In that case, the analogue of [11, Thm. 2.1.1], valid for arbitrary multi-matrix inclusions, holds for type II 1 inclusions with index ≤ 4. Namely the index of N ⊂ M (in the sense of the trace) equals Λ M N 2 , where Λ M N is the index matrix considered in [11, Def. 3.5.3] , at least when it takes values in the discrete series between 1 and 4, see [11, Thm. 3.7.13] .
On the other hand, the minimal index of N ⊂ M always equals D 2 by Theorem 1.6, hence it generalizes some aspects of the index theory from multi-matrix algebras to more general inclusions of von Neumann algebras (not necessarily finite-dimensional, nor finite).
Another important point is that the minimal index admits a purely categorical formulation based on the existence of "conjugate objects" (sometimes called "duals" or also "adjoints"), as we shall see in Section 7 when dealing with 2-C * -categories with finite-dimensional centers. This allows to talk about "minimal index" in different contexts, that may have in principle nothing to do with inclusions of von Neumann algebras.
Extremal and super-extremal inclusions
In this section we turn our attention to finite-index inclusions of finite von Neumann algebras (not necessarily multi-matrices, but possessing a normal faithful trace). In that case, assuming connectedness and finite-dimensionality of the centers, we have two canonical tracial states on N ′ ∩ M obtained from the inclusion N ⊂ M, namely the spherical state ω s defined in Theorem 1.6, and the restriction of the unique normalized Markov trace τ from M to N ′ ∩M defined in [11, Sec. 2.7, 3.7] . Motivated by the statements of Corollary 2.2 about multi-matrix inclusions, we give the following Definition 3.1. Let N ⊂ M be an inclusion of finite von Neumann algebras with finite index, finite-dimensional centers and connected. We call N ⊂ M extremal if E 0 = E N ,τ , where E 0 is the minimal expectation and E N ,τ is the Markov trace-preserving expectation in 
is postponed at the end of this section by means of an example.
In the terminology of Definition 3.1, the previous Corollary 2.2 shows that connected multi-matrix inclusions are extremal, but not necessarily super-extremal. Moreover, as already observed in Remark 2.3, we have the following result on the multiplicativity of the minimal index, that should be compared with the general case studied in Proposition 5.6.
Proposition 3.3. The index, or equivalently the scalar dimension, of connected and superextremal multi-matrix inclusions with finite-dimensional centers is multiplicative.
Now we give another characterization of super-extremality, again in the case of multimatrix inclusions, which makes it easier to produce examples. Given N ⊂ M as in Corollary 2.2, we denote by α and β the vectors with entries in N such that M ∼ = ⊕ i M α i (C), i = 1, . . . , m, and N ∼ = ⊕ j M β j (C), j = 1, . . . , n. Then it is well known that Dβ = α is always fulfilled, where D = Λ M N is the matrix dimension, i.e., the inclusion matrix of N ⊂ M by Theorem 2.1, and that this is the only constraint on the Bratteli diagram [5] constructed from the triple (D, α, β) in order to have a well-defined associated multi-matrix inclusion, see, e.g., [ 
, are both super-extremal, but only the first is connected (hence strictly speaking the second should be disregarded).
The inclusion with the same matrix dimension D = 1 1 as before, but with vectors
again with the diagonal embedding, is not super-extremal as one can immediately check. Indeed, 2 = 25/13. It will become clear in the proof of Proposition 3.4 given below that this example also shows that ω r = τ ↾Z(M) does not imply ω l = τ ↾Z(N ) , as claimed in Lemma 3.2. Namely, the first condition is equivalent to the Perron-Frobenius eigenvalue equation DD t α = d 2 α, which in this case is satisfied by any number, in particular by α, because DD t = d 2 = 2, while the second condition is equivalent to the Perron-Frobenius eigenvalue equation D t Dβ = d 2 β, which does not hold in this case. An example of a super-extremal multi-matrix inclusion with index d 2 = 4 and a 5 × 3 inclusion matrix appears in [11, p. 58] , where the consequences of super-extremality discussed in Proposition 3.4 have also been accidentally noticed.
Proof. (of Proposition 3.4). By Corollary 2.2 we know that connected multi-matrix inclusions are extremal, and by Lemma 3.2 we know that super-extremality is equivalent to ω l = τ ↾Z(N ) . Again by Corollary 2.2, in the case of multi-matrices, the last condition is equivalent to ν 1/2 = β β −1 , i.e., to
By applying D to both members of the last equation we get DD t α = d 2 α, i.e., µ 1/2 = α α −1 , or equivalently ω r = τ ↾Z(M) by Corollary 2.2. In particular we obtained an alternative, linear-algebraic, proof of the fact that ω l = τ ↾Z(N ) implies ω r = τ ↾Z(M) , in the special case of multi-matrices.
The equality d = α β −1 is obtained by combining Dβ = α and Dν 1/2 = dµ 1/2 . The fact that d 2 ∈ N holds because d 2 is an algebraic integer and rational, thus integer, and the fact that every possible value is realized can be seen already from the examples above.
In the case of finite subfactors with finite index, see [16, Sec. 2] , [38, Sec. 4] , extremality and super-extremality are the same notion. Indeed in this case 
Characterization of minimality (N or M factor)
In this section we give another characterization of minimality for a conditional expectation E ∈ E(M, N ), and its dual expectation E ′ ∈ E(N ′ , M ′ ), in the case where N ⊂ M is a finite-index inclusion and either N or M is a factor. As a consequence, the other algebra has finite-dimensional center and the inclusion is obviously connected. In this case, we improve Theorem 1.6 (b) in the spirit of the rigid tensor C * -categorical characterization of minimality given by [35, Thm. 3.8, Lem. 3.9 and Thm. 3.11] and called sphericality in the literature (see, e.g., [9, Sec. 4.7] ) valid in the subfactor case, i.e., for tensor categories with simple unit object. 
Proof. Write the chains of inclusions
by our factoriality assumption either E ′ E = E and EE ′ are states on N ′ ∩ M, or EE ′ = E ′ and E ′ E are states on N ′ ∩ M, more precisely they equal ϕ 1 (·)1 and ϕ 2 (·)1 where ϕ 1 and ϕ 2 are states, hence the desired statement.
Remark 4.2. More generally, we observe that under the connectedness assumption one has N ∩ M ′ = Z(N ) ∩ Z(M) = C1. However E and E ′ do not preserve in general M ′ and N , respectively, but only N ′ and M. Hence EE ′ and E ′ E are not states in general of the relative commutant, without further assumptions, cf. equation (1.6) in the proof of Theorem 1.6. Proof. The existence of a normal faithful E-invariant and E ′ -invariant ("spherical") state ω s on N ′ ∩M, which is then explicitly given as in equation (1.6), boils down to (4.1) because EE ′ and E ′ E already define two states on N ′ ∩ M by Lemma 4.1. Hence ω s (EE ′ (x))1 = EE ′ (x) and ω s (E ′ E(x))1 = E ′ E(x) for every x ∈ N ′ ∩ M, and we have the claim as a special case of Theorem 1.6.
Proposition 4.3. Let N ⊂ M be a finite-index inclusion of von Neumann algebras and assume that either N or M is a factor. Then E is the minimal conditional expectation in E(M, N ) if and only if
EE ′ = E ′ E on N ′ ∩ M.(4.
Multiplicativity
Let L ⊂ N ⊂ M be finite-index connected inclusions of von Neumann algebras with finitedimensional centers and denote respectively by {r k , k = 1, . . . , l}, {q j , j = 1, . . . , n}, {p i , i = 1, . . . , m} the minimal central projections of L, N , M. The following theorem says that the matrix dimension, see Definition 1.8, is indeed multiplicative, i.e., it respects inclusions.
Proof. For a subfactor R ⊂ S we denote by [S : R] the minimal index, previously denoted by c or c ij , so to keep better track of the inclusions. Then
where, e.g., 
and the proof is complete. Remark 5.3. A straightforward computation shows that the expectation matrix Λ = Λ E of an arbitrary conditional expectation E (not necessarily the minimal one) is also multiplicative, i.e., Λ E = Λ F Λ G whenever E = GF .
Concerning the minimal index, i.e., the spectral radius of the matrices D t D and DD t thanks to Theorem 1.6 when we consider connected inclusions, from Theorem 5.2 we deduce the following. Proof. The spectral radius of a product of matrices (not necessarily
, where ·|· and · indicate respectively the l 2 -scalar product and norm in R n .
The analysis of these special cases already shows that the minimal index itself is not always multiplicative once we deal with inclusions of von Neumann algebras with non-trivial centers, cf. with the case of subfactors [33] where multiplicativity always holds.
More generally, the minimal index is only submultiplicative (this is not true for the spectral radius in general) and we state a sufficient condition for the minimal index of L ⊂ M, to be the product of the minimal indices of two intermediate inclusions L ⊂ N and N ⊂ M. The same condition guarantees that the minimal expectation G 0 ∈ E(M, L) factors through N , i.e., it is the product of the two intermediate minimal expectations E 0 ∈ E(M, N ) and 
, hence the submultiplicativity of the minimal index. Alternatively, one can simply observe that 
Remark 5.7. In general it is also not true that the index of conditional expectations respects the composition product, i.e., for E ∈ E(M, N ), F ∈ E(N , L) and L ⊂ N ⊂ M it might be that Ind(F E) = Ind(F ) Ind(E), actually the right hand side need not be an element of Z(M). However, equality holds whenever Ind(F ) is also an element of Z(M), see [2, Prop. 3.14], which is always the case, e.g., when N is a factor, cf. Corollary 5.4 above.
The next corollary shows that the minimal index is multiplicative in the Jones tower of basic extensions. 
Additivity
Let N ⊂ M be a finite-index connected inclusion of von Neumann algebras with finitedimensional centers, and denote again by {q j , j = 1, . . . , n}, {p i , i = 1, . . . , m} the minimal central projections of N and M respectively. We now show that the matrix dimension of the inclusion, see Definition 1.8, is additive with respect to an arbitrary partition of unity by projections in the relative commutant. 
where α f α p i q j = p i q j is a partition of unity by projections in N ′ ij ∩ M ij . For an arbitrary family of f α , α = 1, . . . , N summing up to 1, we only have to observe that more zeros might occur as entries (D α ) i,j for some α, think of the case f α = 0 for some α, or f α = p i or q j , α = 1, . . . , N , where N = m or n, and the same conclusion as before holds.
Remark 6.2. Consider the partition of unity given by projections f α = p i q j ∈ N ′ ∩ M, α = (i, j) and α = (1, 1) 
Contrary to the case of subfactors, the scalar dimension d itself (the norm of the matrix dimension) cannot be additive in general. Otherwise, the same argument of [33, Thm. 2.1] would lead to the multiplicativity of the scalar dimension in this case as well, hence it would contradict Corollary 5.5. Nonetheless, if N or M is a factor, the square of the scalar dimension, i.e., the minimal index by Theorem 1.6, is additive with respect to the decomposition of unity by means of minimal central projections in the other algebra, namely
Proposition 6.3. Assume that either N or M is a factor, let d be the scalar dimension of N ⊂ M and d k the entries of the (column or row) matrix dimension D. Then the non-trivial normalized Perron-Frobenius eigenvector of Theorem 1.6 is a multiple either of
D or of D t . Moreover, d 2 = k d 2 k , i.e.,
the minimal index of N ⊂ M is additive with respect to the decomposition of unity by means of minimal central projections either in Z(M) or Z(N ).
Proof. Assume that N is a factor, and let m be the dimension of Z(M) as before. Then Remark 6.4. In either case (N or M factor) the eigenvalue equations (1.2) in Theorem 1.6 boil down to DD t x = D t Dx, where x denotes either µ 1/2 or ν 1/2 , and on one of the two sides we mean multiplication of a scalar times a vector.
Furthermore, the formula (1.4) for the entries of the expectation matrix Λ E 0 of the minimal expectation E 0 in Theorem 1.6, becomes in this case
l , where k, l run between 1 and either m or n.
Remark 6.5. The additivity of the minimal index (not of its square root, i.e., of the scalar dimension) with respect to minimal central projections contained in Proposition 6.3 (assuming N or M to be a factor) has already been observed in [ [29] , [41] and references therein, we develop a theory of dimension for 2-C * -categories, under the assumption that every 0-object has finite-dimensional "center", i.e., that the space of 2-arrows between the associated unit 1-arrow and itself is finite-dimensional. We re-derive then all the results obtained in the previous sections in this more general (categorical) language, that we regard as the most natural to talk about dimension and minimal index.
Definition 7.1. A (strict) 2-category C, in the sense of [36, Ch. XII], is a collection of
• 0-objects or objects: a class C (0) whose elements will be denoted by N , M, L, . . .
• 1-arrows or 1-morphisms: a class C (1) whose elements will be denoted by X, Y, Z, . . ., equipped with a source and a target map both from C (1) to C (0) . If the source and the target of X are respectively N and M, we write X ∈ Hom C (1) (N , M) or X : N → M.
A unit map from C (0) to C (1) associating to every N a unit 1-arrow I N : N → N and a composition map associating to every pair (X, Y ) of 1-arrows that is "composable", i.e., such that X : 4 . Associativity of the composition and unit law hold strictly, namely X ⊗ I N = X and I M ⊗ X = X if X : N → M, and (Z ⊗ Y ) ⊗ X = Z ⊗ (Y ⊗ X) whenever the composition is defined. • 2-arrows or 2-morphisms, or also 2-cells: a class C (2) whose elements will be denoted by r, s, t . . ., equipped with a source and a target map both from C (2) to C (1) . Only 2-arrows between "parallel" 1-arrows are allowed. Namely, if the source and the target of r are respectively X and Y , we require that X and Y have a common source N and a common target M, and we write r ∈ Hom C (2) (X, Y ) or r : X ⇒ Y , or better r : X ⇒ Y : N → M.
A unit map from C (1) to C (2) associating to every X a unit 2-arrow 1 X : X ⇒ X and a "vertical" composition map associating to every pair (r, s) of 2-arrows that is "vertically composable", i.e., such that r : X ⇒ Y and s : Y ⇒ Z, a composed 2-arrow s · r : X ⇒ Z. As before, associativity of the vertical composition and vertical unit law hold strictly, namely r · 1 X = r and 1 Y · r = r if r : X ⇒ Y , and (t · s) · r = t · (s · r) whenever the composition is defined.
A "horizontal" composition map associating to every pair (s, t) of 2-arrows that is "horizontally composable", i.e., such that s :
As for the composition of 1-arrows, the horizontal composition of 2-arrows is assumed to be strictly associative, namely (t ⊗ s) ⊗ r = t ⊗ (s ⊗ r) whenever it is defined, and the horizontal unit law holds strictly as follows s ⊗ 1 I N = s, 1 I N ⊗ r = r, whenever it is defined. Here 1 I N is the unit 2-arrow associated with the unit 1-arrow associated with the object N .
Among the two compositions (vertical/horizontal) of 2-arrows s, t, u, v, we require the following "interchange law" (also called "middle four exchange law") to hold strictly, whenever it is defined
and that the horizontal composition respects the vertical unit 2-arrows, i.e. 5
whenever the composition makes sense, 6 .
Remark 7.2. Observe that, by the definition above, C (0) and C (1) alone form an ordinary category, and that a 2-category can be equivalently described as an assignment of a category Hom C (1) (N , M) to every pair of objects (N , M), together with a horizontal composition bifunctor for every triple (N , M, L) and horizontal unit functor for every object N , see [36] , [9, Sec. 2.12].
Remark 7.3. Recall that a (strict) 2-category with only one 0-object M is a strict tensor category, where the tensor multiplication is the horizontal composition bifunctor, the tensor unit is I M , and every two objects (1-arrows of the 2-category) are composable. This motivates the notation ⊗ for the horizontal composition. As for ordinary non-strict tensor categories a coherence theorem holds for 2-categories, namely every "non-strict 2-category" (called in the literature weak 2-category or bicategory) is biequivalent to a 2-category, see, e.g., [30, Thm.
1.5.15].
The following definition appears in [35, Sec. 7] , see also [12] , [43] , [1] .
is a complex Banach space for every pair of parallel 1-arrows (X, Y ). The vertical composition (r, s) → sr and the horizontal composition (r, s) → s ⊗ r of 2-arrows, whenever defined, are bilinear.
• There is an antilinear contravariant involutive *-map:
for every pair of parallel 1-arrows (X, Y ), namely t → t * is antilinear, fulfills (sr) * = r * s * , t * * = t, and it is in addition positive, namely if t ∈ Hom C (2) (X, Y ) then t * t is a positive element in Hom C (2) (X, X), i.e., t * t = s * s, s ∈ Hom C (2) (X, X), and unital, i.e., 1 * X = 1 X . On the other hand, the horizontal composition is * -preserving, namely (s ⊗ r) * = s * ⊗ r * .
• The collection of Banach norms is submultiplicative, namely sr ≤ s r , and fulfills the C * -identity t * t = t 2 . In particular, t * t = 0 implies t = 0, i.e., the *-map is positive.
An immediate consequence of the above assumptions is that Lemma 7.5. In a 2-C * -category, Hom C (2) (X, X) is a unital C * -algebra for every 1-arrow X, and Hom C (2) (I N , I N ) is in addition commutative for every object N .
We shall always assume our 2-C * -categories to be closed under finite "direct sums of 1-arrows" and "sub-1-arrows". Namely, for every pair of parallel 1-arrows X, Y : N → M there is a 1-arrow Z : N → M and two isometric 2-arrows v : X ⇒ Z and w : Y ⇒ Z, i.e., v * v = 1 X and w * w = 1 Y , such that vv * + ww * = 1 Z , and for every 1-arrow T : N → M and every projection p : T ⇒ T , i.e., p = p * p, there is a 1-arrow S : N → M and an isometric 2-arrow u : S ⇒ T , i.e., u * u = 1 S , such that uu * = p. We shall write Z = X ⊕ Y and S ≺ T .
Every 2-C * -category can indeed be completed to a 2-C * -category with finite direct sums and sub-1-arrows, see [35, App.] . Definition 7.6. In a 2-C * -category, a 1-arrow X is called simple, or irreducible, if
If X : N → M, notice that the maps s → 1 X ⊗ s and t → t ⊗ 1 X are unital, not necessarily faithful, *-homomorphisms respectively from Hom C (2) (I N , I N ) and Hom C (2) (I M , I M ) both to Hom C (2) (X, X), actually to its center Z(Hom C (2) (X, X)), 7 .
We say that X is connected if
We shall denote Z(N ) := Hom C (2) (I N , I N ) and Z(M) := Hom C (2) (I M , I M ), and call them respectively the "center" of N and M. We call Hom C (2) (X, X) the "relative commutant" of X, and Z X l (N ) := 1 X ⊗Hom C (2) (I N , I N ), Z X r (M) := Hom C (2) (I M , I M )⊗1 X respectively the "left center" and the "right center" of X. Notice that Z(N ) = Z I N l/r (N ) = Hom C (2) (I N , I N ) by definition.
We say that X is factorial if its left and right centers are both trivial, i.e., if Z X l (N ) = C1 X and Z X r (M) = C1 X . The maps defined by left/right horizontal composition ("tensoring") with 1 X , namely s ∈ Z(N ) → 1 X ⊗ s and t ∈ Z(M) → t ⊗ 1 X , are compatible with the operations in C in the following sense. Let X, Y, Z : N → M be parallel 1-arrows in C.
Z(M) (intertwining relations between representations of the respective center). If w is an isometry, hence
Y ≺ X, then 1 Y ⊗ (·) = w * · 1 X ⊗ (·) · w and
similarly on the right (subrepresentations). If
Z = X ⊕ Y by means of isometries w, v, then 1 Z ⊗ (·) = w · 1 X ⊗ (·) · w * + v · 1 Y ⊗ (·) · v * and
similarly on the right (direct sum of representations).
Proof. The first statement (which is anyway trivial if written using the graphical calculus for 2-C * -categories) is an immediate consequence of w = w ⊗ 1 I N = 1 I M ⊗ w, of w = w · 1 Y = 1 X · w, and of the interchange law. The rest is straightforward.
The following is the main assumption on a 2-C * -category, that will allow us to define a matrix-valued dimension function on the category, or more precisely on its 1-arrows. Definition 7.9. A 2-C * -category C is said to be rigid, or to have conjugate (also called dual) 1-arrows, if for every 1-arrow X : N → M there is a 1-arrow denoted by X : M → N and a pair of 2-arrows denoted by r X ∈ Hom C (2) (I N , X ⊗ X), r X ∈ Hom C (2) (I M , X ⊗ X) fulfilling the conjugate equations, namely
Remark 7.10. In the C * setting, the conjugate equations automatically entail two more equations by taking the *-map. Moreover, if X is a conjugate of X, then X is easily seen to be a conjugate of X by setting r X := r X and r X := r X . In the language of Mac Lane [36, Ch. XII, Sec. 4], X and X are adjoint 1-arrows in C, with X both a left/right adjoint to the right/left adjoint X. Remark 7.11. There are several ways to realize a rigid tensor C * -category by means of endomorphisms or bimodules of von Neumann factors, see [13] and references therein, provided the tensor unit is simple. We are not aware of similar statements in the case of non-simple units and, more generally, of rigid 2-C * -categories.
Lemma 7.12. For any two conjugates X and X ′ of the same 1-arrow X, there is an invertible
Moreover, if X and X are conjugate 1-arrows, any two solutions r X , r X and s X , s X of the conjugate equations are obtained from one another by s X = w ⊗ 1 X · r X and s X = 1 X ⊗ v · r X , where v and w are invertible 2-arrows in Hom C (2) (X, X) fulfilling v −1 = w * . A similar statement involving invertible 2-arrows in Hom C (2) (X, X) holds.
Proof. Let r X , r X and s X , s X be solutions of the conjugate equations for X, X and X, X ′ respectively. Then v := r * X ⊗ 1 X ′ · 1 X ⊗ s X and w := 1 X ′ ⊗ r * X · s X ⊗ 1 X are both in Hom C (2) (X, X ′ ) and they fulfill w * · v = 1 X , v · w * = 1 X ′ , thus the first statement is proven.
The same 2-arrows v and w, in the special case X = X ′ , fulfill the desired equalities in the second statement.
Remark 7.13. For every two 1-arrows X and Y , if there is an invertible 2-arrow t : X ⇒ Y then there is also a unitary 2-arrow u : X ⇒ Y defined by polar decomposition. The latter makes sense because we have a well defined continuous functional calculus on Hom C (2) (X, X).
In particular, conjugates are uniquely determined up to unitary equivalence.
When passing from X to X the roles of Z(N ) and Z(M) are interchanged. By Frobenius reciprocity [35, Lem. 2.1], the same is true for the left and right centers of X and X.
Lemma 7.14. If X and X are conjugate 1-arrows in a 2-C * -category, then
as unital commutative C * -algebras and via the same isomorphism mapping Hom C (2) (X, X) onto Hom C (2) (X, X) (with the opposite multiplication). In particular,
We give the following
Throughout this paper, we deal with rigid 2-C * -categories in order to have a finite notion of dimension (to be defined) for every 1-arrow. In addition, we shall assume finitedimensionality of the centers (in the sense described above), in order to translate the results of the previous sections and to keep our arguments (mainly decomposition theory and Perron-Frobenius theory) at a finite C * -algebraic/categorical level. Under these assumptions the following fundamental structural result (which entails the semisimplicity of C) holds. It generalizes [35, Lem. 3.2] from rigid tensor C * -categories with simple tensor unit to rigid 2-C * -categories with finite-dimensional centers. More generally, let X : N → M be a 1-arrow admitting a conjugate 1-arrow X : M → N in a 2-C * -category C, then the following conditions are equivalent
• The right center 2-C * -category C (not necessarily with finite-dimensional centers), with r X , r X a solution of the conjugate equations. For every t ∈ Hom C (2) (X, X), let
be the left inverse and the right inverse of X defined by r X , r X , and denoted respectively by t → ϕ X (t) and t → ψ X (t). They map Hom C (2) (X, X) respectively to Z(N ) = Hom C (2) (I N , I N ) and to Z(M) = Hom C (2) (I M , I M ). Both these maps are linear, positive, mapping 1 X respectively to r * X r X and to r * X r X , and they are faithful due to Frobenius reciprocity [35, Lem. 2.1]. Now we consider the image of Z(N ) and Z(M) in Z X l (N ) and Z X r (M) respectively via ⊗-multiplication with 1 X on the left and on the right, and we introduce the following "symmetrically normalized" version of the left and right inverses of X defined by r X , r X , namely
denoted respectively by t → Φ X (t) and t → Ψ X (t), and mapping Hom C (2) (X, X) to its center.
In the previous notation, for every positive element a * · a in Hom C (2) (X, X) the following inequalities hold
as elements in the unital C * -algebra Hom C (2) (X, X).
define two faithful conditional expectations (projections of norm one between unital C * -algebras) from Hom C (2) (X, X) onto Z X l (N ) and Z X r (M) respectively. Moreover, the inequalities in Lemma 7.18 are actually optimal, see the comments after [35, Lem. 2.7] . In the case of trivial centers Z X l (N ) = C1 X and Z X r (M) = C1 X they are equivalent to the PimsnerPopa bounds [38] for the expectations E X and E ′ X defined by the chosen solution r X , r X of the conjugate equations.
Proof. (of Proposition 7.16).
We only have to show that if Z X l (N ) is finite-dimensional, where X : N → M is a 1-arrow with a conjugate X : M → N , then Hom C (2) (X, X) is also finite-dimensional.
Let 1 X ⊗ q j be the minimal projections in Z X l (N ), for j = 1, . . . , n, where n is the dimension of Z X l (N ) and q j ∈ Z(N ). In particular, j 1 X ⊗ q j = 1 X . By considering the (finite) central decomposition of Hom C (2) (X, X) given by the 1 X ⊗ q j , j = 1, . . . , n, and reducing the expectation E X accordingly, we may assume that Z X l (N ) = C1 X . In this case 1 X ⊗ (r * X · r X ) is a positive number. Now let a 1 , . . . , a N be arbitrary positive elements in Hom C (2) (X, X) such that a k = 1, k = 1, . . . , N , and k a k ≤ 1 X . By Lemma 7.18, for each k = 1, . . . , N we have
is also a positive number. Summing over k and using the positivity of E X we get N ≤ (r * X · r X ) ⊗ 1 X 1 X ⊗ (r * X · r X ), concluding the proof. Now, thanks to Proposition 7.16, for every 1-arrow X : N → M in a rigid 2-C * -category with finite-dimensional centers C, we can consider its finite direct sum decomposition into simple sub-1-arrows by considering the minimal projections in Hom C (2) (X, X). We do it in different steps. We first consider the decomposition of X : N → M into connected sub-1-arrows, then the bi-central decomposition into factorial components, lastly the decomposition into simple ones.
Let {z k , k = 1, . . . , l} be the minimal projections in the algebra Z X l (N ) ∩ Z X r (M) = (1 X ⊗ Hom C (2) (I N , I N ) ) ∩ (Hom C (2) (I M , I M ) ⊗ 1 X ), which we recall is a subalgebra of Z(Hom C (2) (X, X) ). Then the z k are unique up to permutation of the indices and z k = 1 X ⊗ e k = f k ⊗ 1 X for suitable elements e k ∈ Z(N ), f k ∈ Z(M). Now, for every k = 1, . . . , l, consider the sub-1-arrow of X associated with z k and denoted by X k : N → M with isome-
Proof. The first statement follows immediately from the orthogonality of the z k for different k and from k z k = 1 X . To prove the second statement, fix k ∈ {1, . . . , l} and let
, and w k ·a·w * k is an element of Hom C (2) (X, X), or better of the subalgebra (1 X ⊗Hom C (2) 
From its invariance under left and right multiplication with z k = w k · w * k , which is minimal, we get a ∈ C1 X k .
Remark 7.20. Considering connected 1-arrows as the building blocks for arbitrary 1-arrows, instead of factorial or simple ones, is the crucial step in order to define "standard solutions" (see Definition 7.29) of the conjugate equations for X : N → M in C. Standard solutions generalize those defined in [35] in the case of simple tensor units, and they correspond to the choice of the minimal conditional expectation in the special case of inclusions of von Neumann algebras N ⊂ M with finite index and finite-dimensional centers considered in Section 1. Now let X : N → M be a connected 1-arrow in C, and call {1 X ⊗ q j , j = 1, . . . , n}, {p i ⊗ 1 X , i = 1, . . . , m} the minimal projections in Z X l (N ) and Z X r (M) respectively, where n := dim(Z X l (N )), m := dim(Z X r (M)). Notice that the left and right horizontal compositions with 1 X might have a kernel, hence the p i and q j need not be projections themselves. Moreover, there might be more minimal projections in Z(N ) or Z(M) that do not correspond to any of the previously fixed n or m projections and that are, in a sense, invisible for X. Clearly the 1 X ⊗ q j and p i ⊗ 1 X are unique up to permutation of the indices. Consider the product projections
Otherwise, let X ij be a zero 1-arrow in C, namely such that Hom C (2) (X ij , X ij ) is the zero vector space. In the latter case, notice that necessarily 1 X ij = 0 and we may consider X ij as a sub-1-arrow of X by choosing v ij = 0 in Hom C (2) (X ij , X).
Lemma 7.21. We have that X = ⊕ i,j X ij , where X ij are either factorial sub-1-arrows of X, or zero 1-arrows.
Proof. As in the proof of the previous lemma, the first statement follows from the orthogonality of the p i ⊗ 1 X ⊗ q j for different i or j and from i,j p i ⊗ 1 X ⊗ q j = 1 X .
To prove the second statement, fix i ∈ {1, . . . , m}, j ∈ {1, . . . , n} such that p i ⊗1 X ⊗q j = 0 and let a be either in Z
From the minimality of 1 X ⊗ q j or p i ⊗ 1 X in the respective left/right center of X, we have that v ij · a · v * ij is a scalar multiple of p i ⊗ 1 X ⊗ q j , hence a ∈ C1 X ij .
Finally, for every fixed i ∈ {1, . . . , m}, j ∈ {1, . . . , n} such that p i ⊗ 1 X ⊗ q j = 0, consider the minimal projections g ij,h in Hom C (2) (X ij , X ij ) where h runs in a finite set of indices, depending on i and j. The corresponding sub-1-arrows X ij,h : N → M of X ij with isometries u ij,h ∈ Hom C (2) (X ij,h , X ij ) are simple, i.e., Hom C (2) (X ij,h , X ij,h ) = C1 X ij,h , and X ij = ⊕ h X ij,h , as one can immediately check. By Frobenius reciprocity [35, Lem. 2.1], the 2-arrows r ij,h ∈ Hom C (2) 
) solving the conjugate equations for X ij,h and X ij,h are unique up to multiplication with scalars, compatibly with the equations themselves, once a conjugate X ij,h of X ij,h is chosen. In the same spirit of [35, Sec. 3] we may consider then normalized solutions of the conjugate equations, namely those fulfilling 8
does not depend on the choice of normalized solution because the latter may vary only by multiplication with a complex phase, nor on the choice of conjugate. We shall refer to d X ij,h as the (scalar) dimension of X ij,h in this special case of simple 1-arrows.
Lemma 7.22. Let X and X be conjugate 1-arrows in a 2-C * -category with r X , r X a solution of the conjugate equations. Then the normalization condition 1 X ⊗ r X = r X ⊗ 1 X is equivalent to 1 X ⊗ r X = r X ⊗ 1 X , and in this case the four norms are all equal. If X, or equivalently X, is a factorial 1-arrow, then the normalization condition reads
or equivalently 1 X ⊗ (r By Frobenius reciprocity X ij,h is a simple sub-1-arrow of X ij for any choice of conjugate 1-arrow of X ij , and by the previous lemma the choice of normalized solutions r ij,h , r ij,h is symmetric in X ij,h and X ij,h , moreover
Now, let u ij,h ∈ Hom C (2) (X ij,h , X ij ) be a family of isometries expressing the direct sum decomposition X ij = ⊕ h X ij,h , independently of the previously fixed family of isometries u ij,h expressing the decomposition X ij = ⊕ h X ij,h . Similarly to [35, Sec. 3] , we define
The 2-arrows r ij ∈ Hom C (2) (I N , X ij ⊗ X ij ), r ij ∈ Hom C (2) (I M , X ij ⊗ X ij ) form a solution of the conjugate equations for X ij and X ij , as one can directly check. Moreover, a solution defined in this way is again normalized, indeed
) and 1 X ij,h ⊗ (r * ij,h · r ij,h ) are both positive scalar multiples respectively of 1 X ij and 1 X ij,h by the factoriality of X ij and X ij,h (the latter are also simple), and they are the same scalar by Lemma 7.8, moreover
does not depend on the choice of solution r ij , r ij constructed in this way (because the normalized solutions r ij,h , r ij,h for each h may vary only up to a phase, and because the choice of orthonormal bases of isometries u ij,h and u ij,h is clearly irrelevant when computing r * ij · r ij ), nor on the choice of conjugate. We call this number the (scalar) dimension of the factorial 1-arrow X ij , and we call any solution r ij , r ij constructed as above a standard solution of the conjugate equations for X ij and X ij .
By [35, Lem. 3.3, 3.7] , with obvious modifications from the case of simple tensor units to the case of factorial 1-arrows considered here, we have the following strengthening of Lemma 7.12.
Lemma 7.23. For any two standard solutions r ij , r ij and r ′ ij , r ′ ij of the conjugate equations for X ij and X ij , there is a unitary 2-arrow u in Hom C (2) 
Similarly with a unitary 2-arrow in Hom C (2) (X ij , X ij ). Notably, by the computation shown in equation (7.3), the scalar dimension of factorial 1-arrows (cf. [35, p. 114] ) is additive, namely
where d X ij,h is defined in equation (7.2) . Moreover, by Lemma 7.22 we have
Remark 7.24. Notice however that the factoriality of X ij is crucial in the proof of additivity of d X ij . Indeed there is no reason to expect that the number 1 X ⊗ (r * X · r X ) , defined by some solution of the conjugate equations r X , r X for a non-factorial 1-arrow X, is equal to
, where X = ⊕ h X h , not even if the X h are simple sub-1-arrows of X and if we consider as before r X := ⊕ h r X h , r X := ⊕ h r X h .
We introduce below another notion of standardness for solutions of the conjugate equations, for arbitrary 1-arrows, which is motivated by the theory of minimal index in the von Neumann algebra context and which boils down to the one given in [35] in the factorial case. With this notion we obtain a weighted additivity formula for the scalar dimension, generalizing the one valid for the square root of the minimal index presented in Theorem 1.6, equation (1.5) . We show then that standardness is intrinsically characterized by "sphericality" and, independently, "minimality" properties of the solutions themselves.
In what follows, let C be a rigid 2-C * -category with finite-dimensional centers.
Definition 7.25. Let X be a connected 1-arrow in C, and denote as before n = dim(Z X l (N )), m = dim(Z X r (M)). We define the matrix dimension, or simply dimension, of X as the m × n matrix D X with entries
for i = 1, . . . , m, j = 1, . . . , n, depending on whether X ij is a non-zero factorial sub-1-arrow appearing in the decomposition of X, hence d X ij is the number defined in equation (7.4) , or a zero 1-arrow (see Lemma 7.21) . The scalar dimension of X is the number
where · denotes the l 2 -operator norm.
For an arbitrary 1-arrow X in C, we consider first the decomposition into connected sub-1-arrows X k , k = 1 . . . , l (see Lemma 7.19) , and we define the matrix dimension and the scalar dimension of X respectively as
where ⊕ denotes the direct sum of matrices.
If we consider the vector of scalar dimensions of the connected components Considering connected 1-arrows as the building blocks for this theory of dimension is due to the following fact, which generalizes Lemma 1.5.
Lemma 7.27. Let X be an arbitrary 1-arrow in C and consider its decomposition into factorial or zero sub-1-arrows X = ⊕ i,j X ij as in Lemma 7.21 In particular, the matrix dimension D X of a connected 1-arrow X is indecomposable, thus, using Theorem 1.6, equations (1.2) and (1.4) as a guideline, we consider the unique positive l 2 -normalized Perron-Frobenius eigenvectors ν 1/2 X and µ 1/2 X respectively of (D X ) t D X and D X (D X ) t associated with the eigenvalue d 2 X (the common spectral radius), namely
X , and that, e.g., ν
e., if n = 1. Moreover, the previous Perron-Frobenius eigenvalue equations are equivalent to
where ·|· denotes the l 2 -scalar product, cf. equation (1.5) in Theorem 1.6.
In the notation of Lemma 7.19, 7.21, see also Lemma 7.14, we give the following Definition 7.29. Let X and X be conjugate 1-arrows in C, and assume that X, or equivalently X, is connected. For every i = 1, . . . , m, j = 1, . . . , n, if X ij is a non-zero factorial sub-1-arrow of X, choose a standard solution r ij , r ij of the conjugate equations for X ij and X ij , set r ij = r ij = 0 otherwise. We define
also written as
X,i denote the square roots of the entries of the eigenvectors ν
X , and v ij ∈ Hom C (2) (X ij , X), v ij ∈ Hom C (2) (X ij , X) are families of isometries with ranges p i ⊗ 1 X ⊗ q j and q j ⊗ 1 X ⊗ p i realizing the decompositions X = ⊕ i,j X ij and X = ⊕ i,j X ij .
For an arbitrary pair of conjugate 1-arrows X and X in C, consider first the decompositions into connected sub-1-arrows X = ⊕ k X k and X = ⊕ k X k , and set
where ⊕ are defined as before by means of families of isometries with ranges
We call the 2-arrows r X , r X defined in this way a standard solution of the conjugate equations for X and X in C.
Let's first check that the "weights" µ X,i that we add on the direct summands defining r X and r X do not break the conjugate equations. Indeed
using the fact that our weights are not affected by complex conjugation (they are positive real numbers), using orthogonality of the v ij , completeness of the v ij , one of the conjugate equations for each r ij , r ij , the interchange law and 
i.e., both 2-arrows are scalar multiples of 1 X in Hom C (2) (X, X), and the scalar is d X , 9 . If X and X are arbitrary, then
where X = ⊕ k X k is the decomposition into connected components as in Lemma 7.19 . Similarly exchanging X with X and r X with r X , and recalling that d X = d X . In particular, neither 1 X ⊗ (r * X · r X ), nor (r * X · r X ) ⊗ 1 X , nor their norm depend on the choice of standard solutions.
Proof. Assume first that X, hence X, is connected and compute
where X j ′ is the sub-1-arrow of X given by a projection
. . , n, and similarly we get
for every i = 1, . . . , m, j = 1, . . . , n, even when X ij and X ij are zero 1-arrows. In particular, 1 X j ′ ⊗ 1 X ij = δ j,j ′ 1 X j ⊗ 1 X ij because, e.g., 1 X ⊗ (q j ′ · q j ) = 1 X ⊗ q j ′ · 1 X ⊗ q j = 0 and 1 X j ′ ⊗ (·) is a subrepresentation of 1 X ⊗ (·) for Z(N ) by Lemma 7.8. Thus we continue using the fact that 1 X j ⊗ (r * ij · r ij ) is a scalar multiple of 1 X j because the left center of X j is trivial 10 , this scalar is d X ij (or 0 if X ij is zero) because 1 X ij ⊗ (r * ij · r ij ) = d X ij 1 X ij by Lemma 7.22 and equation (7.4) , and we invoke again Lemma 7.8 on the sub-1-arrow X ij of X j given by the projection p i ⊗1 X j . The last equality is obtained by summing first over i and using (D X ) t µ 1/2
X (see Remark 7.28), thus each ν 1/2 X,j cancels, and then summing over j. The equality (r * X · r X ) ⊗ 1 X = d X 1 X is obtained from a symmetric argument using the other equation D X ν 1/2 X = d X µ 1/2 X , thus we have shown equation (7.6 ) and the normalization condition follows.
In the general case, equation (7.7) and the normalization condition follow from the very definition of standard solutions for non-connected 1-arrows, indeed 1 X ⊗ (r * X · r X ) = (r * X · r X ) ⊗ 1 X = k d X k z k , where z k are the minimal projections in Z X l (N ) ∩ Z X r (M). Moreover, ⊕ i,j r ij , ⊕ i,j r ij does not correspond in general to the minimal conditional expectation in the special case of connected von Neumann algebra inclusions, cf. equation (1.4) in Theorem 1.6. We shall come back later to this minimality property, and generalize it to 2-C * -categories.
Standard solutions r X , r X , or better the associated left and right inverses ϕ X and ψ X defined on the unital C * -algebra Hom C (2) (X, X) by equation (7.1) , with values in Z(N ) and Z(M) respectively, enjoy the following trace property, which does not however characterize them among all the solutions of the conjugate equations. In order to show the trace property we need a preliminary lemma.
Lemma 7.32. Let X : N → M be a 1-arrow in C (not necessarily connected) and let X = ⊕ i,j X ij be the decomposition into factorial or zero sub-1-arrows as in Lemma 7.21 . Then Hom C (2) (X ij , X i ′ j ′ ) is the zero vector space whenever i = i ′ or j = j ′ .
Similarly, let X = ⊕ k X k be the decomposition into connected sub-1-arrows as in Lemma 7.19 . Then Hom C (2) (X k , X k ′ ) is the zero vector space whenever k = k ′ .
Proof. Simply observe that t ∈ Hom C (2) (X ij , X i ′ j ′ ) fulfills t = 1 X i ′ j ′ · t · 1 X ij = p i ′ ⊗ 1 X i ′ j ′ ⊗ q j ′ · 1 I M ⊗ t ⊗ 1 I N · p i ⊗ 1 X ij ⊗ q j = (p i · p i ′ ) ⊗ t ⊗ (q j · q j ′ ) = δ i,i ′ δ j,j ′ t by the orthogonality of the 1 X ⊗ q j and of the p i ⊗ 1 X , and by Lemma 7.8, as in the proof of Proposition 7.30.
Similarly for Hom C (2) (X k , X k ′ ) by observing that 1 X k = 1 X k ⊗ e k = f k ⊗ 1 X k and by the orthogonality of the 1 X ⊗ e k = f k ⊗ 1 X . Proposition 7.33. Let X and X be conjugate 1-arrows in C. Let r X , r X be a standard solution of the conjugate equations for X and X. Then the associated left and right inverses of X are tracial, namely ϕ X (s · t) = ϕ X (t · s), ψ X (s · t) = ψ X (t · s) for every s, t ∈ Hom C (2) (X, X). Either equality is equivalent to the following one
between elements of Hom C (2) (X, X), for every t ∈ Hom C (2) (X, X).
Proof. The stated equivalence between either trace property and equation (7.8) . See the latter reference for a proof using graphical calculus and observe that the triviality assumption on the centers plays no role there.
Hence we have to show that standardness of r X , r X does imply equation (7.8) . Assume first that X, hence X, is connected. By Lemma 7.32 applied to X, we only have to show the equality after multiplying on the left with v * ij and on the right with v ij , for every i, j, where v ij ∈ Hom C (2) (X ij , X) is the family of isometries in the definition of r X , r X . The coefficients coming from µ 1/4 X,i and ν
1/4
X,j in the definition of r X , r X cancel on both sides, and we know by [35, Lem. 3.7] , [4, Prop. 2.4, 2.6] that standardness of each r ij , r ij implies the analogue of equation (7.8) for factorial 1-arrows X ij , X ij , with t replaced by v * ij · t · v ij . Now, dropping the connectedness assumption on X, again by Lemma 7.32 applied to X, we can check equation (7.8) after multiplying on the left with w * k and on the right with w k , for every k, where w k ∈ Hom C (2) (X k , X) is the family of isometries in the definition of r X , r X . By the previous step applied to each w * k · t · w k we have the statement.
Remark 7.34. If t ∈ Hom C (2) (X, X), then equation (7.8) applied to t * is the definition of the antilinear involutive multiplication-preserving "bullet" map t → t • ∈ Hom C (2) (X, X) considered in [35, Sec. 2] , such that t * • = t • * , also called conjugate map in [18, Sec. 2] , or better conjugate functor, and denoted by t → t. Note that 1 • X = 1 X is a reformulation of the conjugate equations.
If t ∈ Hom C (2) (X, Y ), where X, Y are both connected and non-factorial 1-arrows, the analogue of equation (7.8) X,j ′ need no longer cancel. On another hand, one can consider non-standard solutions of the conjugate equations for conjugate 1-arrows X and X (not necessarily factorial, nor connected), e.g., direct sums of standard solutions over the factorial components ⊕ i,j r ij , ⊕ i,j r ij (cf. Remark 7.31), or direct sums of normalized solutions over the simple components ⊕ h r h , ⊕ h r h (choosing a decomposition X = ⊕ h X h into simple sub-1-arrows, i.e., choosing a decomposition of 1 X by minimal projections in Hom C (2) (X, X)). Both these options fulfill equation (7.8), i.e., they give rise to traces on the unital C * -algebra Hom C (2) (X, X), by arguments similar to those presented in Proposition 7.33 and [35, Lem. 3.7] , see also the proof of [3, Thm. 4.22] . Using these non-standard solutions one can define non-standard maps t → t • in C, even for 1-arrows
