Using state-level annual variation in natural disasters and economic output in Australia, we estimate the direct effects of floods and bushfires on sectoral gross value added during the period 1978-2014. We find that floods exert an adverse and persistent effect on the outputs of agriculture, mining, construction and financial services sectors. For example, our estimates indicate that a state that experienced a flood in a given year encountered, on average, 5-6 per cent lower agricultural output in both that year and the following year, compared to another state with no such flood experience. Sectoral responses to bushfires are more nuanced.
variation after the 1970s, and that average temperature rose visibly in the same period. Such alarming developments in connection with natural disasters and weather extremities have attracted growing scholarly attention regarding the macroeconomic consequences of natural disasters and their atmospheric triggers (see Dell et al., 2014) .
The present study provides empirical evidence on the direct effects of natural disasters and weather extremities on sectoral economic activity, using Australia as a case study. In particular, we investigate the effects of 47 major floods and 36 major bushfires on states' gross value added (GVA), using state-level annual panel data over the period . We measure floods and bushfires both in binary form (i.e. whether or not they occurred in a given state in a given year) as well as with their severity measures gauging the share of disaster-affected individuals in the state's total population. We also investigate the effects of extreme rain and extreme temperature on sectoral output at the state level. Weather extremities not only are exogenous triggers that can potentially lead to floods and bushfires, but also can affect economic activity in their own right.
2 Our analysis covers 10 sectors, including agriculture, mining, manufacturing, and seven different services sectors.
In a nutshell, this is the first study in the literature that systematically explores the output effects of natural disasters and weather extremities on different sections of an advanced economy. While the macroeconomic impact of natural disasters and weather extremities has been subject to investigation by several cross-country studies (see, among others, Raddatz, 2007; Noy, 2009; Capelle-Blancard & Laguna, 2010; Loayza et al., 2012; Strobl, 2012; Cavallo et al., 2013) , hardly any study has placed the focus specifically on different sections of any single economy. 3 This information is required to understand how an economy responds to significant shocks, how long it takes for it to use its capacity to return to normal, and in which sections of the economy the normalisation occurs. Further, hardly any study Average rain (in mm) 1911 1931 1951 1971 1991 2011 Source: Authors' computations from the raw data provided by the Australian Bureau of Meteorology.
2 Drought is another important natural disaster that requires attention, especially for a country like Australia. However, we do not study drought in this paper because their severity measures are not readily available. Droughts in Australia require a different setting to study, with long enough data, and preferably for more specific outputs (i.e. crop yield) than GVA. 3 A notable exception for a single-country focus is Boustan et al. (2017) , who studied the effect of natural disasters on migration, house prices and local poverty rates in US counties from 1920 to 2010. Otherwise, several other studies have placed a single economy under the microscope for a particular natural disaster, such as Hurricane Katrina or Hurricane Andrew in the USA (see, among others, Hallstrom & Smith, 2005; Vigdor, 2008) . Loayza et al. (2012) studied the impact of natural disasters on agriculture, manufacturing and services growth in a cross-country setting. Several other studies have investigated the effects of natural disasters on other macroeconomic indicators, such as government consumption and exports, using cross-country data (e.g. Noy, 2009 ). Annicchiarico and Di Dio (2015) investigate the behaviour of an economy with different policy alternatives under the New Keynesian framework.
has exclusively analysed the impact of bushfires in a systematic manner. 4 Bushfires are typically considered an 'Australian disaster'.
Australia presents several empirical advantages for this analysis because, as a country that experiences numerous natural disasters every year, 5 it exhibits significant geographic and temporal variation in floods, bushfires, and extreme rain and temperature. This setting allows for a quasi-experiment with multiple shocks. Importantly, this setting is permitted over a surface area that is almost 80 per cent of the size of continental Europe, with large enough differences in weather but relatively homogeneous institutions and comparable experimental units. In addition, the six Australian states and two territories provide rich data on sector-disaggregated economic activity. Moreover, Australia offers data on the precise location and date of major bushfires and floods during the period 1978-2014. This is important because natural disasters are typically of a local nature, and Australian data at the state level can generate clear variation in terms of location and time of the shock. Finally, Australia presents century-long gridded data on rainfall for the period 1900-2014 and temperature for the period 1911-2014 at a fine geographic level (0.05 latitude and longitude degree intervals), which enables not only capturing localised weather extremities but also accurate computation of deviations from long-term climatic conditions in our sample period. This dataset also enables us to study which months of the year matter for the effects of weather extremities on sectoral output, which is a fairly novel approach in the literature, yielding important results, especially for agriculture. Our examination exploits, conditional on state-specific heterogeneity, state-specific time trends and common time effects, the variation in the timing and location of natural disasters and weather extremities across Australia to estimate the impact of exogenous natural shocks on sectoral output. Thus, our estimates capture the average deviation of sectoral GVA from its long-term trends in states and periods that faced natural disasters and weather extremities, compared to states and periods with no such shocks.
Our findings reveal important effects of natural disasters on economic activity. We find that sectoral output in Australia is sensitive to natural disasters, particularly to floods. Floods play a significant role in reducing the outputs of the agricultural, mining, construction, retail and financial sectors. Critically, some effects persist over the subsequent year. For example, we find that a state that experienced a flood in a given year encountered, on average, 5-6 per cent lower agricultural output both in that year and the following year, compared to another state with no such flood experience. This estimated effect amounts to more than 2 years of lost agricultural output for Australia over the period 1978-2014. However, perhaps not paradoxically, floods exert positive effects on the outputs of some sectors, such as utilities (electricity, gas, water and waste services) and public administration and safety. Taken together, the overall impact of floods on GVA is significantly negative. Bushfires do not appear to affect overall GVA at any point in time in an economically meaningful manner. However, our empirical estimates yield that bushfires have adverse impacts on output in three of the service subgroups (construction, transportation, and the financial and insurance sector), and positive impacts on two of the service groups (utilities and retail).
Turning to weather extremities, we find that they affect the agricultural sector in Australia negatively. In particular, extreme rainfall during the months of April, May and June negatively affects agricultural output. This result is in tandem with our findings on floods, because in our sample onethird of the floods occurred during these three months. Moreover, agriculture benefits from higher-than-average rain in earlier months of the crop cycle, yet is adversely affected by hotter-thanaverage months and extreme heat incidents in autumn and summer in Australia. Mining output seems to be the most responsive to weather shocks owing to flooding incidents that may arise following extreme rain, higher-than-average rain, and extreme temperature. Manufacturing is the least affected by weather conditions, followed by the public sector, with nuanced differences. Taken together, this paper documents what other studies in the economics of natural disasters tend to miss: important effects of natural disasters and weather extremities on different sections of an economy.
The remainder of the paper is organised as follows. Section II provides a brief overview of the related literature. Section III describes the data sources and measurement issues. Section IV discusses the estimation framework. Section V presents the results. Section VI concludes.
II Background and the Relevant Literature
The impact of natural disasters on the real economy can work through two channels. The immediate impact of natural disasters operates through an adverse supply shock, as production is distorted, and key structures, such as roads, railways, homes, cars and business assets, are impaired. The subsequent effect of this adverse supply shock is to inhibit demand by delaying expenditure. However, as a second channel, demand is typically expected to increase as destroyed assets and infrastructure start being repaired and replenished. While consumption is expected to bounce back quickly, the replenishment and repair of damaged assets may range over an extended period. This stems from the fact that it takes time to plan new projects, re-evaluate the risks of building similar structures in the affected areas, and relocate buildings to other areas.
There is, however, conflicting empirical evidence regarding the effect of natural disasters on output. One set of evidence finds that disasters lead to substantial economic losses by destroying capital, such as railroads, buildings, roads and houses (see Barro, 2006; Cuaresma et al., 2008; Noy, 2009; Cavallo et al., 2010; Strobl, 2012; Felbermayr & Gr€ oschl, 2014) . Another set of evidence is consistent with the 'creative destruction' hypothesis, whereby the economy is given the opportunity to replace outdated physical resources ensuing natural disasters, which eventually boosts the economy (see Caballero & Hammour, 1994; Skidmore & Toya, 2002; Loayza et al., 2012; Fomby et al., 2013) .
As indicated, most of the extant literature utilises cross-country datasets to examine the contemporaneous and long-term effects of natural disasters on economic output. The cross-country approach assumes a one-sector growth model framed with an aggregate production function. Such aggregate analyses highlight only the changes in gross domestic product (GDP), rather than sector-specific output, and subsequently can mask the differential effects of disasters on sectors, which could lead to the puzzling conclusion of null or ambiguous effects on overall economic growth (see Loayza et al., 2012) . To illustrate this point, Figure 2 plots aggregated values for the log of overall GVA, manufacturing, agriculture, mining and services outputs for some selected states of Australia. It is evident that, while nationwide aggregated values for overall GVA and some sectors appear smoother, a noticeable variation exists for sectors such as agriculture and mining when output is disaggregated for states. Further, disaster events are localised, and measuring their effects at the national level may provide insignificant estimates.
We depart from the extant literature that utilises cross-country datasets by focusing on a single country, in particular, the states and territories of Australia. We also focus on 10 different sectors, and thus deviate from the single-sector production function approach. Our study also belongs to the literature investigating the effect of weather shocks on economic activity (for a survey, see Dell et al., 2014) . Following this line of research, and apart from floods and bushfires, we study the effect of extreme weather conditions (extreme rain and extreme temperature) on various economic sectors in Australia. Disasters and weather shocks are inherently related, with the latter being typically the atmospheric triggers of the former. In addition, weather extremities can influence the course of the economic activity in their own right. For instance, extreme weather conditions during the sowing or harvesting months of some crops are likely to have adverse impacts on agricultural output.
III Data and Measurement (i) Data on Floods and Bushfires
The Australian Emergency Management Knowledge Hub provides the most extensive historical accounts of disaster events for Australia, available from the nineteenth century onwards. This dataset comes with the exact date and geographic information of the incident, as well as its intensity in terms of human fatalities and casualties. 6 We spatially identify each disaster event and overlay it with the state boundary to identify state-level data (see Figure 3 ). There were 47 major floods and 36 bushfires in Australia during the sample period 1978-2014. These disaster events are listed in Table A1 in the Appendix, along with their severity indicators (i.e. the number of people killed and affected). Most of the floods and bushfires during the sample period occurred in the four eastern states (Queensland, New South Wales, Victoria and Tasmania). These states accounted for 73 per cent of the Australian GDP in 2014 and nearly 80 per cent of the country's population in 2016, and hence the disasters in these states are likely to lead to significant macroeconomic impact. The most traumatic natural disasters were the 2009 'Black Saturday' bushfires in Victoria and the 2010-11 floods in Queensland, with the former claiming a human toll of 173 and the latter killing 33 people. The number of affected people (the sum of killed, injured, evacuated and left homeless) varies widely from 0 to more than 5,000 for a given disaster.
To compute weather extremities, we use century-long gridded data of daily rainfall for the period 1900-2014 and temperature for the period 1911-2014 for Australia. It is important to note that the extreme rain and extreme temperature variables constructed using this dataset can help gauge the intensity of floods and bushfires implicitly (see Felbermayr & Gr€ oschl, 2014) . The spatial distributions of extreme temperature and extreme rainfall are displayed in Figure 4 (see below for their calculation). Strikingly, the distribution of extreme rainfall seems to map precisely into the distribution of floods, see Figure 3 . Extreme rainfall is clearly concentrated on the eastern coast of Australia, suggesting that extreme rainfall could be the trigger for the floods in the sample. Neither the southern nor western coasts of Australia exhibit any extreme rainfall concentration. Meanwhile, extreme temperature is mostly concentrated in western, northern and central Australia, suggesting no link, at least visually, between extreme temperature and bushfires. As is well known, extreme temperature is hardly a sufficient condition for bushfires, which require continued heat on a certain type of landscape and, of course, an ignition.
Returning to the severity of floods and bushfires, the data indicate that the floods and bushfires in our sample resulted in a total insurance claim of A$15.1 billion (US$14.3 billion) 7 due to destroyed houses, buildings and infrastructure (see Figure 5 ). These figures are highly likely to underestimate the true damage and losses due to reporting bias and other intangible damage caused by natural disasters. Nonetheless, a significant proportion of these claims were made following the 2009 'Black Saturday' bushfires in Victoria and the 2010-11 floods in Queensland. 8 The availability of the exact time of the disaster allows us to match this dataset of floods and bushfires with our state-specific national accounts. In addition, with the start and end date of the disasters, we can match the state national accounts data for a given fiscal year.
(ii) Data on Extreme Rainfall and Temperature
We exploit the extreme rainfall and extreme temperature incidents as potential triggers of natural disasters. The variation in the higher ends of the distributions of rainfall and temperature is likely to gauge the intensity of floods and bushfires implicitly. Weather extremities can also constitute exogenous shocks that can affect economic activity in their own right. To capture these weather variations, we trace extreme rainfall and extreme temperature on a monthly basis so as to account for seasonal variation at each node. This, in turn, allows us to investigate the extremities for which particular months are more detrimental to the sectoral output.
To compute weather extremities, we use the historical Gridded Climate Database of the Australian Bureau of Meteorology (2012), which stretches back to 1900 for daily rainfall, and to 1911 for daily temperature estimates. To identify the intensity of weather conditions, each gridpoint represents a square area with sides of about 5 km (0.05 latitude-and longitude-degree intervals). These data rely on a grid-point analysis technique using actual rainfall and temperature measures of approximately 6,000 weather stations in Australia.
9 All input station data conform to World Meteorological Organization standards and are adjusted for systematic errors in weather measurements.
Measuring total and extreme rainfall
Our total rainfall measure aims to capture rainfall variations across states and territories over month and year. We have a daily rainfall measure at a 0.05 latitude and longitude degree interval across 277,622 nodes in Australia. We first compute the monthly total rainfall for each node by summing the daily rainfall estimates within a given month during the 1900-2014 period. We then obtain the state-level monthly total rainfall by summing up the monthly total rainfall estimates of all nodes within a particular state or territory.
10 That is,
where R daily denotes daily rainfall, n is spatial nodes, N is the total number of nodal points in a state/territory, D is the total number of days in a particular month and R monthly is the total monthly rainfall. Similarly, the yearly total rainfall is given by
It is important to note that the Australian Bureau of Statistics (ABS) provides annual sectoral output data on a fiscal year basis (e.g. July 1978 to June 1979). We compute our annual rainfall estimates using the fiscal year period that gives conformity in relation to our fiscal measures of economic performance.
We consider the 95th percentile of monthly total rainfall over a century as extreme rainfall.
11 Thus, to calculate the state-level monthly extreme rainfall volumes, we first estimate the 95th percentile of monthly total rainfall during the 1900-2014 period at nodal level. This estimate produces the threshold to identify the cut-off point for the monthly extreme rainfall of each node observed over the last 115 years. If the actual total rainfall for a particular node in a given month exceeds this historical threshold, we define such excessive rainfall as the measure of extreme rainfall intensity at that nodal level. Finally, we sum all the extreme rainfall estimates in a given year for all nodes within a state/territory of Australia. That is, we use the following formula to calculate extreme rain for a particular month m: denotes the 95th percentile of monthly total rainfall that occurred in a particular month during the period 1900-2014. To explain this measure differently, for each nodal point on the Australian surface, our extreme rainfall metric takes the positive difference between the actual volume of total monthly rainfall in a given year and the 95th percentile of the average monthly total rainfall observed over the last century. If the difference is negative, we set the value to zero, indicating an absence of extreme rainfall. Similarly, we compute yearly extreme rainfall by simply adding the monthly extreme rainfall estimates of all nodes in a given state/territory. This measure captures extremities even when they occur in an area in which extremities are rare in retrospect (such as rainfall in the Northern Territory), as our comparison threshold is set at the local level that varies with every 5 km distance (0.05 degree interval). In addition, the 95th percentile threshold is applied to monthly average rainfall and temperature over the last 115 years, which captures the climatic conditions and leaves only the extreme weather shocks to be included in our measure of extreme rainfall and temperature.
Measuring average and extreme temperatures
As mentioned above, the Australian Bureau of Meteorology provides the data on daily temperature T daily estimates, measured in degrees Celsius, since 1911 at 0.05 degree intervals. Using this dataset, we estimate the monthly average of daily temperature for each node in a given month during the 1911-2014 period. We then sum up the monthly averages of daily temperature of all nodes, and divide this sum by the total number of nodes in a particular state or territory. Similarly to the calculations above, monthly average temperature is given by
with which we can obtain annualised average temperature for each state/territory,
We can now write our formula to compute the monthly extremity measure T extreme for temperature as follows: 
(iii) Data on Australian State National Accounts
The Australian Bureau of Statistics (2014a) electronically provides annual data on the sectorspecific GVA of all Australian states and territories for the period 1990-2014. These data disaggregate GVA into 19 sectors. We extend the period of this dataset backwards to 1978 using various series of the statistical yearbooks (Australian National Accounts: State Accounts). These yearbooks provide the sectoral decomposition of GVA into 10 sectors, rather than 19. Importantly, five sectors (agriculture, mining, manufacturing, construction and utilities) provide continuous series for the full 1978-2014 period. However, the ABS has decomposed some service sectors into multiple sectors after 1990. For example, prior to 1990, the output of the financial sector was the aggregate of two other sectors: financial and insurance services; and rental, hiring and real estate services. After 1990, these two sectors are reported separately rather than as a single financial sector.
12 Following these data considerations, we are able to undertake our 12 The first release of annual state accounts was in May 1987, which provided sector-specific data on GVA for the period 1977/8-1985/6. Prior to the Australian and New Zealand Standard Industrial Classification 1993, the Australian System of National Accounts categorised GVA into 10 sectors; hence, the earlier statistical books on historical state accounts presented GVA data for those 10 sectors. We appended state-level sector-specific GVA with their corresponding historical accounts by normalising their base years across all series, and finally obtained data on 10 economic sectors for the period 1978-2014. To give a specific example of the appending procedure, we append the financial sector output before 1990 to the financial and insurance services services sector after 1990. We did not merge rental, hiring and real estate services with financial and insurance services before appending the finance sector output, as this merge would suffer from measurement problems owing to the nature of Laspeyres index type volume measures as various GDP components may not be chain-linked correctly. We used the largest subsector (according to the post-1990 classification) in the appending procedure. Thus, the sectors that are left out in our analysis, according to the post-1990 national accounts standards, are wholesale trade, accommodation and food services, information media and telecommunications, rental, hiring and real estate services, professional, scientific and technical services, administrative and support services, education and training, health care and social assistance, and other services. The five sectors and overall GVA in Figure 2 provide consistent time series over time and are not affected by the afore-mentioned decompositions. sectoral analysis for 10 Australian economic sectors: agriculture, mining, manufacturing, and subgroups of seven services sectors, including utility (electricity, gas, water and waste services), construction, retail, transportation, finance (financial and insurance services), public administration and safety, and arts and recreation services. The share of all these sectors in overall economic activity in Australia sums to an average of 55 per cent over the sample period. 13 We obtain state-specific population data from various versions of Australian Demographic Statistics (Australian Bureau of Statistics, 2014b) . We use these data to normalise our intensity measures for flood and bushfire.
IV Estimation Strategy
Many studies document the impact of natural disasters on GDP in a one-sector framework using a cross-country setting. However, the one-sector approach can hardly paint a useful picture about which sections of the economy respond to significant shocks, how long it takes them to return to normal, and in which sectors normalisation occurs. As an example of potential disparate effects of disasters on sectors, floods may inundate mining facilities and inhibit economic activity, 14 small to mid-sized floods might assist agricultural yield by bringing in silt, alluvium and mineral deposits, whereas large floods might devastate crop yields. Thus, there are compelling reasons to undertake a sector-specific analysis of natural disasters.
An added advantage of sectoral analysis is to assist the design of disaster risk-mitigation interventions. For example, policy-makers may not require the design of risk-mitigation strategies for all economic sectors separately; rather, they can focus on the service sector for emergency response, the infrastructure sector for the post-disaster reconstruction phase, and the agriculture and mining sectors for the long-term recovery phase.
(i) Sectoral Economic Activity
We first estimate the effect of floods and bushfires on sectoral output with the following specification:
where y it represents the outcome of interest including overall GVA, agriculture, mining, manufacturing and services, normalised by population in state/territory i for the fiscal period t. The variables Flood_Dummy and BushFire_ Dummy are binary variables and take the value 1 if there is a disaster during the corresponding fiscal period. These disaster dummies measure the average output loss in states and years that encountered a disaster, compared to a counterfactual state with no disaster shock in that year. We also include a one-year lag of the flood and bushfire variables in the model to test whether the sectoral economic effects of floods and bushfires persist in the following year. Since disasters may generate significant losses in capital, critical infrastructure, and may influence the economic incentives, their effects may last longer.
15 Ignoring this persistence would bias the estimated effects of the disasters. Our estimates are based on clustered robust standard errors.
Our baseline specification includes state-specific fixed effects, state-specific time trends, state-specific quadratic time trends, and common time-varying shocks that affect all states in a given year. State-fixed effects control for the latitude and longitude of states, which correlate with the incidence of disasters, as well as with time-invariant institutional arrangements or natural resources that might have a bearing on sectoral output. Common time-varying shocks control for nationwide effects, such as aggregate demand fluctuations or federal policy changes. State-specific time trends pick up the shocks that are peculiar to a single state, such as state labour laws, state subsidies, and their international linkages. For example, it is well known that Western Australia benefited strongly from 13 Cyclones and disasters can inhibit data collection. We acknowledge that our results could be affected by poor measurement of economic activity, rather than being due to a decline in economic activity. We thank an anonymous reviewer for pointing this out.
14 See Katusa (2011) , who documents that the 2010-11 floods in Queensland left the mining facilities inoperable. 15 In our robustness analysis, we include the second lag of the independent variables and do not find them to be significant. China's remarkable growth and the associated mining boom in the post-2000 period. Controlling for state-specific time trends also enables us to relax the parallel trends assumption because it is likely that trends in economic activity in each state might differ over a long period, such as 1978-2014. Failure to control for state-specific trends may lead to biased estimates because disaster-facing states might exhibit different pre-existing trends in economic activity compared to counterfactual states. Our choice of quadratic (rather than linear) time trends stems from Figure 2 , which depicts clearly that GVA follows a non-linear path over time in which output increases at a decreasing rate.
16
Taken together, accounting for state-fixed effects, common time shocks, and state-specific quadratic time trends, our estimation captures how economic outcomes deviate from their longterm trend in a given state facing a disaster in a certain period, compared to a counterfactual state with no such disaster experience in that period. Alongside the fact that natural disasters and weather extremities are exogenous, this estimation strategy is likely to enable a causal interpretation of the coefficient estimates.
However, a potential pitfall of measuring floods and bushfires with a dummy variable is the limited ability to differentiate the size of the supply shock. For instance, some disasters lead to a substantial number of affected people, while some occur in non-residential areas. The dummy variable approach treats all disasters equally. The implication of this approach is that our estimation finds the average output loss at the state level in a disaster year compared to a non-disaster year during the sample period. To address this limitation, we also take an alternative approach and use an intensity measure,namely, the log of the total number of affected people normalised by the population of a state.
17 One can argue, however, that this intensity measure is likely to be contaminated with endogeneity. Nonetheless, using state-fixed effects, and thus capturing the withinstate variation over time, could mitigate, if not entirely eliminate, the endogeneity problem.
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The specification we use for the intensity measure is
where the Flood_Intens and BushFire_Intens variables are measured as described above.
(ii) The Impact of Weather Extremities Given the potential drawbacks of binary indicators Flood_Dummy and BushFire_Dummy and the severity indicators Flood_Intens and BushFire_Intens, we now focus on weatherrelated shocks as potential exogenous triggers of floods and bushfires. Weather extremities are also at the centre of an emerging literature on climate economy because they can influence economic activity even without leading to a natural disaster.
Given the monthly frequency of the rainfall and temperature data, we are able to analyse extreme rain and extreme heat in a given month (extremities in January, February, March, etc.). That is, we employ the weather extremities measured for each of the 12 months, beginning with July of the previous year and ending with June of the current year, given the fiscal year in Australia. Thus, the specification takes the following form:
where Z t is a measure of weather extremity in a given month. While we primarily focus on extreme rainfall and extreme temperature, we also provide the effects of average rainfall and 16 Excluding state-specific time trends altogether from our regressions, our estimated natural disaster effects become unsurprisingly insignificant. As Figure 2 illustrates, states' GVAs have increasing trends. Combined with the sharp increase in the frequency of natural disasters towards the end of our sample period (see Appendix A), this would point to a positive correlation between natural disasters and the regression error, biasing the estimated (negative) coefficients towards zero. Controlling for state-specific time trends isolates this positive correlation. Controlling for statespecific linear (rather than quadratic) time trends clears part of the bias, and delivers statistically significant but lower point estimates for floods and insignificant estimates for bushfires. 17 Log transformation is adopted because the share variable is highly skewed. We apply a log (x+1)-transformation to treat the large share of zeros in our intensity measure. 18 Here we acknowledge that, over time, following a technological advancement, people might be warned and evacuated before a disaster hits. average temperature on economic activity to enable a complete picture. Table 1 presents the descriptive statistics for the key variables of interest. All the statistics cover the sample of six states and two territories in Australia from 1978 to 2014. The dummy variables for floods and bushfires take the value 1 if a catastrophic event occurred in a particular state/territory in a given year, and 0 otherwise. We find that in our sample the mean score is 0.12 and 0.11 for the flood and bushfire dummies, respectively. The table shows the share of sectors in our analysis as a proportion of GVA.
V Results

(i) Floods, Bushfires and Sectoral Output
We present the results of the estimation of Equation (1) in Table 2. Table 2a presents the results with the disaster measure being the flood or bushfire dummy, while Table 2b uses the disaster intensity indicator, that is, the log of the share of affected people in the total population. Focusing on Table 2a , column 1 displays no discernible effect of floods on overall GVA, while column 2 demonstrates a negative effect of floods on the agricultural sector. In addition, floods exert a persistent negative effect on agriculture. The point estimates suggest that a state that experienced a flood in a given year faced, on average, 5.6 per cent lower agricultural output in the current year and 6.2 per cent lower output in the subsequent year. Both estimates are statistically significant at the 5 per cent level. These estimates do not point to any mechanism of effect but rather capture the net outcomes of floods. With a total of 47 major floods in our sample, the magnitude of this effect implies that Australia lost more than 2 years' worth of agricultural output during the period 1978-2014 due to floods.
Why does the persistent flood effect arise in agriculture? One explanation is related to the mechanics of national income accounting in Australia. If floods, say, occur around June (winter in Australia and end of the financial year for national accounts), then the effect may show up both in a given and subsequent fiscal year. One-third of floods in our dataset happened during the last quarter of the fiscal year. Thus, the impact of these floods on the economic activity might be picked up by next fiscal year's balance sheet. An alternative explanation is that floods may adversely influence the incentives and farming decisions of flood-affected individuals, and the resulting discouraged investment, destroyed farms, crops, livestock as well as houses, railroads, and critical infrastructure that provides access to crops and farms give rise to persistence. That the coefficient magnitudes of the contemporaneous and lagged flood effects are similar may give more weight to this explanation. Nonetheless, persistence of flood effect in agriculture highlights the fact that recovery from Turning to bushfires, we fail to identify any significant effect of bushfires on both overall GVA and the agriculture, mining and manufacturing outputs in an economically meaningful way. The first candidate to observe an effect would be the agriculture sector, yet we do not estimate such an effect. One potential explanation is that bushfires mostly occur in the months of January and February, by which time the majority of crops have already been harvested. Another explanation is that bushfires mainly occur in forests and non-agricultural lands; thus, the negative effect of bushfires on crop yields might be limited.
As indicated above, a potential pitfall of using a dummy variable approach is that it treats each disaster equally. Next, we estimate Equation (2), in which we measure the disaster intensity with the log of the share of disaster casualties in the population. The results reported in Table 2b show that floods are significantly associated with lower overall GVA, as well as lower value added in the mining sector (also with subgroups of services sectors as seen in Table 3 ). Further, all effects are persistent in the subsequent year. The mining result is not entirely surprising because high volumes of water may severely affect the sector following leakages to underground areas. Although facilities are typically prepared as much as possible to protect against high volumes of rainfall, during floods, important equipment Note: Standard errors in parentheses. *P < 0.10, **P < 0.05, ***P < 0.01. This table reports regression results for the impact of floods and bushfires on economic sectors. Panel (a) uses a dummy variable approach to measure disasters, and panel (b) uses log of share of affected people in a natural disaster in state's population as an intensity measure. The dependent variables in columns 1 -4 are GVA, and agriculture, mining and manufacturing sectoral output measured in log of output in real Australian dollars scaled by state population. The standard errors are clustered by states.
might be swamped and operations might be inhibited (see Floods Commission, 2012) . 19 Moving on to other sectors, floods are insignificantly associated with the agricultural output using the intensity measure. Finally, we fail to find any statistically powerful flood impact on manufacturing. These disparate effects highlight the importance of analysing sectoral activity to uncover the effect of natural disasters on economic activity. Turning to bushfires, as in Table 2a , they do not exhibit any economically or statistically significant effect on sectoral output. 20 Table 3 presents the estimates for a range of subgroups of services sectors using the intensity measure of natural disasters. Column 1 shows that both bushfires and floods increase the state level output of the electricity, gas and water sector. The effect of floods is statistically strong and persists in the subsequent year. Column 2 shows that both floods and bushfires reduce the output of the construction sector in two consecutive years. In particular, a 1 per cent increase in the intensity of bushfire decreases the per capita GVA of the construction sector by 0.03 per cent in the same year and 0.06 per cent in the following year. Though this rate may seem negligible, the total loss in construction is important. For example, construction contributed A$124.4 billion to the overall Australian GDP of A$1,461.2 billion in 2014, meaning bushfires could reduce it by A$112 million. Similarly, floods reduce the per capita GVA of construction by 0.05 per cent, potentially leading to a total loss of A$62.2 million in 2014.
Column 3 indicates that output of the retail trade sector increases following bushfires but decreases following floods. The positive effect of bushfires is also persistent, and the effects might be driven by boosted trading activity following bushfires. The negative effect of floods could emanate from the fact that floods inundate the retail trade facilities, consequently shrinking their sales. Column 4 shows that the immediate effects of both floods and bushfires on financial and insurance services are negative. However, the lagged effect of bushfires is positive. Anecdotal 
t a t e -s p e c i fi c t i m e t r e n d
Standard errors in parentheses. *P < 0.10, **P < 0.05, ***P < 0.01. This table reports regression results for the impact of floods and bushfires on economic sectors. It uses the log of share of affected people in a natural disaster in state's population as an intensity measure. The dependent variables in columns 1 -7 are utility (electricity, gas, water and waste services), construction, retail, transportation, finance (financial and insurance services), public administration and safety, and arts and recreation services outputs measured in log of output in real Australian dollars scaled by state population. The standard errors are clustered by states. 19 As anecdotal evidence, the 2010 flood in Queensland affected the Bowen Basin and left the facilities inoperable (see Forbes, 2011) . 20 One exception is a positive lagged effect on mining that is significant at the 10 per cent level. This result is surprising, with no immediate explanation available.
evidence shows that, as compared to floods, bushfires destroy houses completely (Munich Re, 2018) . This may eventually result in a boost to financial and insurance services.
Column 5 indicates that bushfires and floods have opposite effects on transport, storage and communication. While bushfires decrease the output of the transport, storage and communication sector, floods increase it for two consecutive years. One possible explanation for this mixed result is that floods destroy road and rail networks of cities and urban sprawl, whereas bushfires damage the transport and communication infrastructure of rural areas. Given the lower population density, bushfire-affected communities may abandon their usual residence and resettle somewhere else. In this case, the government may sensibly choose not to rebuild the burnt road and rail infrastructure to reconnect these abandoned bushfire risk areas, restricting transport and communication services and decreasing their total revenue. In contrast, reconstruction activities following floods might trigger a creative destruction effect, boosting the total output of the transport, storage and communication sector. For instance, the 2010-11 Queensland floods damaged more than 9,100 km of the state road network and approximately 4,700 km of the rail network (World Bank, 2011) . The cost of rebuilding roads and other infrastructure was around A $6.9 billion (Queensland Government, 2012) .
Column 6 reports that the public administration and safety sector experiences a positive impact from floods. However, this sector does not respond to bushfires significantly. This result is quite expected: in contrast to bushfires, floods occur in areas with relatively higher population density, meaning more affected people. This scenario stretches the public administration and safety sector to mobilise its resources to the fullest, stimulating its overall level of output in the following year.
Finally, column 7 shows that floods reduce the output of the recreation, personal and other services sectors in the following year, while bushfires leave them unaffected. We believe that the negative effect arises because floods, unlike bushfires, cover not only larger geographic areas but also more densely populated urban sprawl. These flood-prone areas are generally dominated by service-oriented activities that are disrupted in the wake of such catastrophe. However, not all services are affected negatively. For example, post-disaster emergency-and recovery-related services (emergency supplies, and repair and maintenance activities) receive a boost while other services (arts and recreation, civic and personal services) become contracted in the aftermath of floods. Such opposite effects of floods on recreation, personal and other services may offset each other, resulting in an insignificant contemporaneous relationship. Once the postdisaster emergency-and recovery-related activities are completed (generally within a year), the economy may remain only with the services negatively exposed to floods. We found this dynamics in our empirical findings, such that the immediate effect of floods is insignificant while the lagged effect becomes negative (statistically significant at the 5 per cent level).
Overall, the economic significance of our findings is noteworthy, especially in the case of three sectors (retail trade, finance, and arts and recreation services), comprising one-fifth of the Australian economy. Given their sheer sizes, the mixed effects of bushfires together with the negative effect of floods on these sectors may substantially affect the overall economic performance of Australian states and territories.
To put our results in perspective, we compare our findings with those of Loayza et al. (2012) , who estimate the effects of floods on overall GDP growth as well as agricultural, industry, and services sectors' output growth, using a crosscountry dataset of 96 countries for the period 1961-2005. Loayza et al. (2012) find that floods, measured by the intensity metric of log(average affected/population), positively affect both overall growth and each sector's output. Their argument for the positive effect of floods on agriculture is that most of the floods in their sample could be considered as moderate floods, given that floods are localised relative to the size of the countries and that moderate floods increase agricultural yield. They attribute the positive flood effects on industry to the expansion in electricity-generating capacity and improved agriculture-non-agriculture linkages following floods, and the services growth to increased demand for commerce and retailing, transport, communications, banking and government. These effects are mostly driven by the developing countries sample, with the implication that developed countries exhibit weaker effects. Our result, that floods, measured by the intensity metric, exert insignificant effects on agriculture, accords with Loayza et al.'s (2012) implications for developed countries. Their reasoning for positive industry growth in developing countries is unlikely to apply to the Australian case for which we estimate an insignificant manufacturing effect. Finally, their positive finding for the services sector, though at the aggregate level, accords with our positive flood effects on the electricity, gas and water, transport, storage and communication, and public administration and safety sectors, and contrasts with our negative effects on construction, retail trade, and recreation, personal and other services.
(ii) Weather Extremities and Sectoral Output
We now examine the impact of extreme rainfall, extreme temperature, total rainfall, and average temperature on the overall GVA as well as the outputs of some key sectors.
21 Tables 4-7 provide the estimates of the effects of monthly total rainfall, monthly extreme rainfall, monthly average temperature, and monthly extreme temperature, respectively, on overall GVA and the outputs of some key sectors: agriculture, mining, manufacturing, construction, and public administration and safety.
We identify four main findings in our analysis of the effects of total rain and extreme rain on sectoral output. First, the results in Table 4 highlight that a higher total rainfall in July significantly increases the agricultural sector output of the current fiscal year. This indicates that rainfall during the grainsowing period (typically the months of May, June and July in Australia) is important for the agricultural output of that year. Moreover, consistent with our estimates on the effect of floods in Table 2 , our results in Table 5 show that extreme rain indeed has a negative effect on the sectoral output of agriculture. Extreme rain in April, May and June seems to reduce agricultural output significantly. This is in tandem with our floods data, which show that 33 per cent of all floods occurred during these months. Recall that our extreme rain is computed as the difference between average rainfall and the rainfall recorded at the 95th percentile of the entire century for the same month. Thus, extreme rain can go alongside flood incidents.
Second, Table 4 shows that higher total rain in January reduces the mining output but Table 5 reports that higher extreme rain in January increases it. This result may seem paradoxical, but it is likely to point to important nuances in mining operations in the Australian summer. There is plenty of anecdotal evidence, for example from Western Australia, suggesting that wet weather slows down mining operations due to muddy terrain and hampered shipping and loading (see Topp et al., 2008) . However, extreme rain is a more severe weather condition that typically inundates mining areas, and the extended flooding may cause delays in meeting contractual obligations. To satisfy contracts (which are mostly international), the sector may boost productivity in the months following the floods and increase its output beyond its trend.
22 Thus, our results may point to the degree to which weather severity may impact productivity by way of capturing heightened incentives to overcome the effects of severe weather.
Third, total rain in April and extreme rain in April and May boost construction output (see Tables 4 and 5 ). Considering that one-third of floods occur during this period, we are likely to capture the increased short-term recovery and reconstruction activities. In these months the government may procure construction services from the private sector to ensure timely recovery. By contrast, extreme rain in July and October has an adverse impact on the construction sector. This result may be attributed to reduced dwelling construction activity due to severe weather in the Australian winter and spring.
Fourth, both total rain and extreme rain in June are likely to boost the public administration output. Consistent with the result found in the case of the construction sector, this finding may point to increased recovery expenditures by the 21 Our analysis using annual data on weather conditions did not yield any significant findings (results available upon request). Annual data could be too aggregate to identify any meaningful sectoral influence of weather conditions. Thus, it makes more sense to analyse the monthly weather conditions in a year, which are more likely to be influential for sectoral output. 22 A quarterly report of the large international coalmining company Gloucester Coal (December 2010, p. 4) notes that a higher than average number of wet weather days during the quarter impacted on operational efficiency due to the poor condition of haul roads, and to 'maintain the overall run-of-mine production levels during the quarter, mining capacity that would have otherwise been deployed on the BRN highwall cutback was transferred from the BRN pit to the Roseville pit'. Such rescheduling of mining activities is common in the sector and attests to the fact that the sector is very responsive to weather shocks. public sector and overtime remunerations made to public sector employees.
We now turn to the effect of average temperature and extreme temperature on economic activity using Equation (3). The results are provided in Tables 6 and 7. Recall that extreme temperature captures the extremities in the century-long data. Also note that extreme temperature in winter corresponds to relatively warmer temperatures.
Again there are four key results. First, Table 6 shows that a hotter-than-average February adversely affects the agricultural output, while a hotter-than-average June and extreme heat in June increase agricultural output (see Table 7 ). A relatively warmer winter might help agricultural seeding and yield, while a hotter summer seems to hamper it, which could be due to the reduced produce output.
Second, mining output is quite volatile with regard to temperature variations, especially those of extreme temperatures. Table 7 shows that seven of the 12 months exhibit significant effects on mining output due to extreme temperature. The economic implications of these intricate results are not immediately clear; however, the dependence of mining output on extreme temperature variations is salient.
Third, perhaps surprisingly, the construction sector appears to benefit from extreme heat incidents in January and February, but is negatively Note: Standard errors in parentheses. *P < 0.10, **P < 0.05, ***P < 0.01. This table reports regression results for the impact of monthly total rain on economic sectors. The dependent variables in columns 1 -6 are GVA, agriculture, mining, manufacturing, construction and public sector outputs measured in log of the output in real Australian dollars scaled by state population. The standard errors are clustered by states.
affected by extreme temperature in the spring and autumn months of October and March, respectively. Again, this result could arise due to the incentives generated by different degrees of weather severity. While moderately high temperatures may result in delays in construction in spring and autumn, an extended period of extreme temperature in the summer may lead to a boosted output in the following period to satisfy contractual obligations.
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Fourth, both higher-than-average temperature and extreme temperature in December consistently reduce public administration and safety output. One potential explanation is the reduced worker productivity in the public sector due to the hot weather (see Dell et al., 2014 for a similar argument).
Taken together, our findings demonstrate that weather extremities have both adverse and positive outcomes, depending on the sector and the month. While agriculture benefits from higherthan-average rain in earlier months of the crop cycle, it is adversely affected by hotter-thanaverage months and extreme heat incidents in the Australian autumn and summer. The construction sector output is also affected by variations in weather conditions. Sometimes negative effects arise, presumably due delayed construction activities, whereas at other times output is boosted due to recovery and reconstruction. Mining output seems to be the most responsive to weather shocks. Flooding incidents that may arise following extreme rain, higher-than-average rain and, most prominently, extreme temperature all appear to affect mining output in a fiscal year. The manufacturing sector is the least affected by weather conditions.
VI Conclusion
This study is one of the first to carry out a thorough analysis of the impact of natural disasters and weather extremities on sectoral output for an advanced economy, namely, Australia. Arguably, advanced economies have a stronger capacity to respond to significant shocks than developing countries, but the ways in which their markets adjust to such shocks, how long it takes to utilise their capacity to return to normal, and in which sections of the economy the normalisation occurs are largely undocumented in the extant literature. We investigate the changes in sectoral output as a result of the aforementioned shocks using statelevel annual panel data for the period 1978-2014. Australia exhibits strong spatial and temporal variation in these shocks, which Note: Standard errors in parentheses. *P < 0.10, **P < 0.05, ***P < 0.01. This table reports regression results for the impact of average monthly temperature on selected economic sectors. The dependent variables in columns 1 -6 are GVA, agriculture, mining, manufacturing, construction, and public administration and safety sector outputs measured in log of the output in real Australian dollars scaled by state population. The standard errors are clustered by states.
allows for estimating a meaningful shock effect in a quasi-experimental setting. We focus on two types of natural disasters, namely, floods and bushfires, and two types of weather extremities, extreme rainfall and extreme temperature. These extremity measures are computed from a unique, long-term climatic dataset for Australia available for the period 1911-2014. Extreme weather conditions are both potential atmospheric triggers of disasters and important exogenous shocks that can influence economic activity in their own right. Our findings indicate that the sectoral output in Australia is more sensitive to floods than bushfires. Floods exert a significant adverse impact on the agriculture, mining, construction, and financial services sectors, and their negative effects persist at least for another year. For example, our estimated effects point to a 5-6 per cent lower agricultural output both in the disaster year and the subsequent year. With 47 major floods having occurred in the sample period, these estimates suggest that Australia lost more than 2 years of agricultural output during the period 1978-2014 due to floods. Bushfires, by contrast, have no statistically significant influence on economic output.
We also study the impact of extreme rainfall and extreme temperature on sectoral output. This is inherently difficult because the variation Note: Standard errors in parentheses. *P < 0.10, **P < 0.05, ***P < 0.01. This table reports regression results for the impact of monthly extreme temperature on selected economic sectors. The dependent variables in columns 1 -6 are GVA, agriculture, mining, manufacturing, construction, and public administration and safety sector outputs measured in log of the output in real Australian dollars scaled by state population. The standard errors are clustered by states.
at the highest end of the rainfall and temperature distributions may not lead to similar output reactions that would amount to a reasonable average effect to be picked up by an ordinary least squares estimator. Nevertheless, our analysis offers a relatively consistent picture of the output impact of weather extremities in Australia. We find that the Australian mining output is quite responsive to weather shocks, both rainfall and temperature, sometimes with decreased output and at other times with increased output. Also, while agriculture benefits from higher-than-average rain in earlier months of the crop cycle, it is adversely affected by hotter-than-average months and extreme heat incidents in the Australian autumn and summer. Finally, manufacturing is the least affected by weather conditions, followed by construction and public administration, which may be negatively (or sometimes positively) affected by strong variations in weather.
As to the policy implication of our results, the broad policy conclusion is that varying disaster effects call for different policy prescriptions for different types of natural disasters. However, one finding does have a specific policy implication: persistence of the flood effect in agriculture. What can be done to reduce the persistence effect? Instead of providing direct relief to farmers, governments may facilitate several risk-sharing mechanisms. For example, crop insurance programs can help avert persistence in the adverse income effects for affected farmers, which would enable them to continue their agribusinesses ensuing the year of the disaster. In this sense, countries that have adopted effective crop insurance programs (such as the USA, with its Crop Insurance Act of 1994) seem to mitigate the persistence effect.
A caveat of this paper is that we do not investigate the impact of natural disasters on government indebtedness, state indebtedness or the state budget. Federal government expenditures to recover from natural disaster and to aid disaster victims may boost the economy, depending on the fiscal multiplier. These constitute a fruitful future avenue of research.
