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Abstract 
Two-phase flows are found in many industrial and natural processes, from the 
combustion chambers of aero-engines to silt transport in rivers. The interaction between the 
two, or more, phases is extremely complex and is not amenable to analytical solution. 
Though equations exist to describe the behaviour of each of the phases, the direct solution 
of these equations, for all but the simplest flows, is beyond current computer power. 
Because of this much work is being done to develop computationally tractable models which 
are capable of predicting the behaviour of these flows well. 
This thesis presents a new form of model based on a joint Eulerian-Lagrangian 
approach. This model is termed a transport model and consists of solving the second phase 
conservation equations in an Eulerian fi-ame while introducing Lagrangian effects though a 
particle diffusion coefficient. 
This thesis consists of dime parts. First the development of the method used to 
obtain particle diffusion coefficients is presented and tested against available experimental 
data. This is followed by a discussion of the Eulerian calculation procedure used for both 
the carrier and discrete phase. Finally the linking of the two calculation procedures is 
discussed in detail and the model's performance is evaluated against both experimental data 
and a range of other models found in the literature. 
Ile transport model is shown to perform well in predicting the chosen test-cases. 
Further, the results are shown to be comparable to, or better than, those of the other models 
considered. 
One of the main benefits of the model is its low computational overhead. All 
calculations presented here were performed on a desktop personal computer. 
Finally some recommendations are made for further work. 
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Chapter I 
Introduction 
1.1 Outline of Thesis 
71iis thesis presents the development and implementation of a new joint model for 
the prediction of dilute two phase flows. Ile work consists of three parts. First the 
calculation of particle diffusion coefficients using a I-agrangian simulation technique is 
presented in chapter 2. Results obtained are compared with a range of experimental results 
in chapter 3. The second part discusses the single phase flow field calculation procedure 
used throughout this woric, and is presented in chapter 4. Derivation of the Eulerian second 
phase conservation equations is presented in chapter 5. Chapter 6 deals with issues arising 
from the linking of the three parts of the model together; namely the particle diffusion 
coefficient calculation, the carrier phase flow field and the solution of the Eulerian equations 
for the discrete phase. Chapter 7 compares the results obtained from the ftffl model with 
experimental test-cases. Finally chapter 8 presents the discussions, conclusions and 
recommendations for future work. 
1.2 Introduction 
The wide occurrence of two phase flows in all areas of engineering means that the 
knowledge of their behaviour is both important and useful. They can be found in a large 
range of applications extending from weather prediction to spray drying. Many industrial 
processes have two-phase flow as one of their key features and, therefore, an improved 
understanding and ability to predict its behaviour is of key economic importance. These 
applications can be found in such diverse situations as the injection of fuel into the 
combustion chamber of diesel engines and the production of powdered milk. Therefore the 
ability to be able to predict the behaviour and characteristics of a given two-phase flow 
would be extremely useful. 
1 
Unfortunately the interaction process between the two (or more) phases found in all 
these flow situations is exceedingly complex. This is true even for the simplest cases. The 
coupling of the phases through the exchange of various properties intrinsically ties them 
together. Even in the case of an isothermal, non-reacting, dilute, mono-dispersed flow the 
coupling of the two phases makes the direct solution of the problem extreme-ly difficult. 
Although equations are well established for both the particle and its carrier phase, solution 
of this simplest case is only possible with the use of the most powerful computers available 
today. This direct solution method very quickly becomes intractable. The extension of two 
phase flows into morr. physically realistic situations therefore, poses many problems. Much 
work is being conducted to develop viable modelling approaches to these problems, thus 
enabling the prediction of more complicated flow reginves while remaining computationally 
tractable. 
Two-phase flows can take on a wide variety of forms, and the prediction of the 
distribution structure in these flows is in itself a formidable problem. One of the interesting 
areas in two-phase flows is that of dispersed flows consisting of droplets or particles 
entrained in a liquid or gas in a sufficiently low concentration that the interaction between 
the individual particles or droplets can be considered negligible. This class of two-phase 
flows is important in a wide range of industrial applications, spray driers and diesel engines 
for example. The work presented here is concerned with developing a better understanding 
of the interplay between phases in this specific area. In particular a new model is presented 
and tested against experimental data. 
An overview of modelling approaches commonly used in the literature is given 
below. Two main types of modelling approach are to be found, which consist of either 
considering the dispersed phase as a continuous fluid or as discrete particles. The first 
approach deals with the second phase through the use of standard conservation equations 
with added terms to describe the interaction between the two-phases. Such a model is 
generally solved in a stationary frame and, therefore, is termed an Eulerian approach. The 
second form of model considers the behaviour of a single particle (or many simultaneous 
particles), its motion being coupled to the continuum phase through a particle equation of 
motion. This type of model is generally solved in a fi-ame travelling with the particle and, 
2 
hence, is tcritred a Lagrangian approach. Each type of model has its advantages and 
disadvantages over the other. Both types of nxAcl am discussed in turn below. 
Mrst die dcvciopnxnt of the particle equation of motion is discussed. A currently 
acccptod fonii is given and then some remarks on the relative importance of the individual 
terms arc madc. The use of this equation is commn to both qWs of models considered 
here. Thc two distinct fornu of rnodclling approach are then discussed in turn. 
The Lagrangian approach is prcsented first. Mie need for the gas velocity at all 
particle locations is discussed together with coninon techniques used to obtain this velocity. 
Tim introduction of dic required turbulence model leads on to a discussion of the scales of 
turbulcnce which art important wlicti considaing pardcle dispcrsion. 
Secomily the Eulcrian approach is introduced. Ile two main types of this form of 
model are. presented and a mom detailed description of the- prcfcnrd fonn is given. The need 
for a closure model similar to that used in single phase flows is then discussed. Four types 
of closure incthod are presented varying in complexity and approach, and a preference 
indicated. 
Joint nWc1s. which are developed to exploit the benefits and avoid the 
disadvantages of each of the above modclling approaches are then briefly discussed. Ile 
work presented here belongs to this category and is briefly outlined. 
Further hiteresting cffects which apply to all of the modelling approaches are treated 
scparatcly. Mr. cffcct of an rxtcmal gravitational ficid is discusscd togcthcr with its reladon 
to other inertial effects. The possibility of particles dispersing rnom than their carrier fluid 
is introduced in this context and related to die forrn of the particle autocorrelation function. 
Mic available r-xpcrinr-ntal data is then discussed. Miree general classes of 
experiment am considered, which vary from fundamental studies, through more complex 
experiments, to those representing real industrial processes. 
1.3 Particle Equation of Motion 
Mic interaction processes bctwccn the discrete and confinuous phasc are specified 
through the particle equation of motion. 71is equation was originally dcrived for a slow- 
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rnoving particle in a fluid at mst, around the tum of the century by Basset (1888), 
Boussinesq (1903) and Osccn (1927), based on the earlier work of Stokes, and as such is 
coninonly known as the BBO equation. 'Ihe applicability of this equation is limited, due to 
the large nuni= of assumptions made in its derivation. It has therefore been the subject of 
much reffixinent. Tchen (1947) extended the original work to consider the relative motion 
between the fluid and the particle and his work has been subsequently rve-fined by Con-sin and 
Lumlcy (1957), Buevich (1966). Lumley (1978a), Maxey and Riley (1983) and Auton 
(1983) aniong otl=. (For a more mathematical treatment of these mfinemcnts see chapter 
2). 'I'lic currently accepted fonn can be written as 
(1) (u) 
m F(Mr-u 
Dure 
r di p, '? ' Dt 
(tv) 
d 
37 d. ' (x p sit) 
fI dr 
% (t_T)3 
(111) 
Duz, 
t IM _ 
dup, ) 
4 Di dt 
(V) 
(MP-Mýgj 
whcrc 
3 Pf CDa 
Dt P. - CIXJ 
The tcrin on the LI-IS of equation (1.1) is the inertia force on the particle due to its 
accclcration. IIx tcmv; on the RHS corresponds to: (i) the viscous and pressure drag force; 
(ii) the force due to pr=ure gradients and viscous stresses; (iii) the inertia force due to the 
added nuss of fluid displaced by the particle; Civ) viscous forces due to unsteady relative 
acceleration bctvxcn the particle and fluid (coninonly known as the Basset History integral) 
and (v) the buoyancy or gravity force. 
Equation (1.1) is extremely complicated and has no exact solution, except for the 
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trivial case. Lumley (I 978b), showed that this particle equation of motion is only valid for 
low particle Reynolds numbers for which a Stokes approximation is valid. It was further 
shown that the valklity of the equation, in turbulent flow, depends on the following critcria: 
(a) the particle Reynolds number (based on the fluctuating relative velocity) should be less 
than 0.5; (b) the flow in the vicinity of the particle should be homogeneous shear and (c) for 
a particle Reynolds nuriber s 10 the particle wake can be considered stable. Of these criteria 
(a) is clearly the most restrictive. 11As equation is commonly assumed to hold for flows that 
do not strictly adlicm to (a) but for which die particle Reynolds number is small (typically 
< 5). 
I'lic complexity of this particle equation of motion has lead to many studies being 
conducted to investigate the rcladve importance of the force terms found on the right-hand 
side. 1-Ijclmfclt & Mockros (1966) considered this equation under three types of 
approxiaYation. I'lic first approxin-kition neglected the Basset history term, (iv), arising from 
wake effects, the second also neglected the added mass term, (iii), which allows for the 
difference in density of the two phases, and finally the pressure gradient effects were also 
neglected. (v). Ili= three terms were shown to become important only for very high 
density ratios (Lc. thc density of the fluid is comparable to that of the parficulate phase) and 
for very small parficics that act like fluid points. Ahamadi & Goldschmidt (1971) also 
conskicred the Basset History term and showed that when interest is focused on turbulent 
dispersion this term does indeed become negligible. Ilis was found to be true, in real 
systems, if the relative velocity is bounded for all time. Vojir and Michaelides (1994) also 
investigated the influcrice of the Basset history integral and it was again shown to be 
negligible for a large range of flow situadons. 
Through these considerations many forces experienced by the particle can be 
neglected, for a wide range of flow situations. "us (1.1) can be reduced to drag and gravity 
(buoyancy) tcmis only (terms (i) and (v)). 71ough this reduces the complexity of the 
equation it is still a nonlinear (if a quadratic drag term is used), differential equadon. 7le 
need for knowledge of the instantaneous fluid velocity at all possible particle positions 
further complicates the solution. This knowledge is generally not available (though with the 
use of DNS and LES this is becoming possible for simple flow situations). Consequendy, 
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a modelling approach is required in order to specify the fluctuating fluid velocity field. 
ne solution of equation (1.1) is commn to both forms of model discussed here. 
I'lie Lagrangian modcls use it to solve for the required particle trajectory and the Eulerian 
nxxicls use (1.1) to obudn the source terms required for the momentum exchange between 
the condnuous and discmtc phases. 
Ille two types of model arc discussed in mom detail below. 
1.4 Modelling Approaches 
Mr. two types of modelling discussed here fall into the categories of Lagrangian and 
Eulcrian nictliods. Ligrangian methods consider die behaviour of a single particle (usually) 
described by a particle equation of motion, and use statistical averaging to obtain mean 
charactcristics of tile whole second phase. Eulcrian methods, conversely, consider the 
discrete phase as a continuum and derive die rncan properties of the flow f lcid directly. The 
two forms of nxxkis are complementary in nature, Durst et al (1984), Crowe et al (1977). 
Adcriiji-r-ashola (1987), Mostafa and Montigia (1987). It is generally concluded that the 
Ugrangian approach gives more detailed information about the individual particle behaviour 
but becomes expensive to compute when particle-particle interactions are required, as is the 
case for less dilute flows. I'lie Eukrian approach, conversely, is superior for flows of higher 
void fraction and allows more straightforward treatment of multiple particle interaction. 
1.4.1 Lagrangian Models 
Ilic most common modelling approach is based on tracking an individual particle 
through a given flow field. This iniplics: that die characteristics of the particle are solved for 
along a particle trajectory and therefore the rrprcscntation is Lagrangian. Using equation 
(1.1), usually applying sonic simplifications, to describe the behaviour of a single particle in 
flic given flow rxkl enables t1r. physics of the interaction process to be captured accurately. 
It is commonly accepted that the current form of the particle equation, (1.1), accurately 
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represents the behaviour of a given particle, if the conditions set out above are MCL 77he 
reduced form of this equation, which is accurate for many flow situations, has a form that 
allows the straightforward use of common computational techniques. 17hus, the numerical 
development of this type of model is rcladvely straightforward. 
However, the main drawback of the Lagrangian approach is that a large number of 
particles needs to be averaged over to obtain statistically stationary me-an characteristics 
(typically of the order of 10,000). While this presents few problems in the most simple cases 
the introduction of added effects greatly increases the computational cost. 
In order to be able to solve for the required particle trajectories the fluctuating gas 
velocity must be specified for all particle locations. 11is is typically accomplished through 
the use of a turbulence model. I'he most common forms of this turbulence model are 
discussed below, as is the associated problem of the selection of scales of turbulence. 
1.4.1.1 Turbulence Models 
Many fornis of model am used in the literature to specify the required instantaneous 
fluid velocity around the particle. It is generally accepted that the problem can be expressed, 
through Reynolds decomposition, as a superposition of the fluid mean and fluctuating 
velocities. The mean fluid velocity, which is generally known at all locations within the flow, 
acts to convect the particle. "us, the specification of the instantaneous fluid velocity 'seen' 
by the particle reduces to a requirement to specify the fluctuating component at the desired 
location. 
The most commonly used approach to this problem is the so called discrete eddy 
concept in which the particle is considered to interact with a sequence of discrete eddies 
which am used to represent the turbulent fluctuations. 11is model was used in a basic one 
dimensional form by Hutchinson ct al (1971). see also Hutchinson and Brown (1974), 
where the cxkly was considered to consist of a random (positive or negative) velocity equal 
to the gas turbulent intensity which remained constant throughout an interaction. 7bc 
straightforward form of the model allowed the analytical solution of the particle equation 
of motion (scechaptcr2). 7"his idea was latcrcxtendcd byGosman and loannides (1983). 
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A more realistic approximation to a turbulent eddy can be made by assuming a Gaussian 
velocity distribution with a zero mean and a standard deviation equal to the turbulent 
intensity, see Phythian (1975), Shucn ct al (1985) among others. 71e basic assumpflon of 
the eddy characteristics remaining constant throughout an interaction (as made in the earlier 
models) was extended by Milojevic (1990) and Sommerfeld et al (1993) to allow for 
modification of the eddy characteristics experienced by the particle during an intcracdon. 
71c rivAification is based on the local kinetic energy and dissipation associated with the 
current particle position. Such a model is highly dependent on the specification of the eddy 
characteristics for which a clear rationale is difficult to find. Further discussion of this topic 
is deferred to section 2.4. 
1.4.1.2 Turbulent Scales 
Ilic above turbulence modcls require the spccificadon of the characteristics of the 
representative eddy, with which the particle interacts. Because the particle equation of 
motion is solved along the trajectory of the particle the required scales are Lagrangian. Ilis 
leads to further probicnis as, though the Eulerian scales of the flow are relatively 
straightforward to olxain, the rrlationship between the I-agrangian and Eulcrian scales is not 
simpIc. 
Various attempts have been made to mlate the two scales see Corrsin (1963), Hinze 
(1975). though no consensus has been reached. Ile cornmonly followed procedure is to 
relate the required eAkly characteristics to the flow kinetic energy and dissipation. 771e 
widespread use of the k-c turbulence model, Laundcr and Spalding (1974), to calculate the 
turbuicnt carrier phase flow field has strengthened the case for this approach, as it specifies 
the relationship between the kinetic energy and dissipation of the flow and the flow scales, 
see equation (2.10). The scales thus defined arc Eulcrian. Because of this, and the lack of 
a commonly pied relationship bctymcn these and the required Lagrangian scales, a wide 
range of expressions for both the eddy lifctime and length scale can be found in the 
literature. Conxiion practice is to use the Eulerian scales given by Shuen et a] (1985) which 
can be obtained directly from the k-c values for the carrierphasc. 71iis implies an intrinsic 
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assumption that the particle travelling in a Lagrangian frame experiences the same scales as 
found in the stationary Eulcrian framc, which is clearly in error. 77he Eulcrian time scale 
corresponds to the time taken for an eddy to cross a stationary observation point, and is not 
necessarily equivalent to its decay time. Mostafa and Mongia (1987) and Desjonqueres et 
al (1988) both used a Lagrangian time scale to represent the eddy lifetime but its 
specification was rather arbitrary. 71r- lack of a consensus regartling the correct specificadon 
of these scales adds a degree of frecdoin to this modelling technique which, though useful, 
reduces its universality. 
Chung and Troutt (1988) suggested an aitcmative approach in which the carrier flow 
field was iixyJcllcd using a vortex ring method. Ilis was applied to the development of a 
round jet. Tracking the particles through such a flow field removes the need for the 
specification of the cddy scales as thcy are known a priori, since the characteristics of the 
turbulent vortices arc calculated explicitly. 
Sabnis ct al (1987) and Sabnis ct al (1988) avoided the problem of the requirement 
for a knowledge of the Lagrangian scales of the turbulence by convcrdng the tracking 
approach to an Eukrian fraine by coordinate scaling. This method also allows die intcraction 
between die two phases to be incorporated straightforwardly. 
Correct specify-ation of the eddy decay time and length scale does not fully specify 
the intcracdon process. 11is eddy decay time specifics an upper bound on the possible 
particic-cddy interaction time, but as die incrtial effects of the particle increase other time 
scales become important. The inertial crossing dme due to die relative velocity between the 
particle and eddy is also important (as arc crossing trajectory effects, see below). Ile 
general method for specifying this intcraction time, Gosman and loannides (1983), Adcniji- 
Fashola (1988) and others, is to use the time taken for the pardcle to cross a given eddy 
(using dic defined length scale) assuning the relative velocity from the previous intcracdon. 
This rather crude method is still widespread in the literature due to the difficultics in 
specifying this time more accurately. A more realistic method, extending the original idea 
of I lutchinson ct al (197 1) is presented in chapter 2. 
It should be noted that the problem of the correct specification of the length and time 
scales is not unique to Lagrangian calculations, as they are also required in a range of 
9 
closure assumptions needed for the Eulerian representations as described below. 
1.4.2 Eulerian Models 
The second modelling approach is based in a stationary Eulerian framc. Eulerian 
modcls generally take two forms. Mirst those where the flow is modelled as a single 
homogeneous fluid where the interaction between the two phases is represented by internal 
stresses. llxsc am related, via constitutive equations, to tile bulk properties of the medium. 
The second nxthod consists of regarding the gas-particle flow as two interpenetrating 
continua. The governing cqUations for the particle cloud are obtained by averaging tile 
conservation equations over a volume. Ilic two methods are discussed below. Ille use of 
tile second type of nlodcl leads to a closure problem similar to that encountered in single 
phase calculations. Various methods of performing this closure are also presented. 
1.4.2.1 Single Fluid Models 
Here %kv discuss the mprescmation of the two phase flow as a single homogeneous 
mcdium whcrc the intcracdvc forces are reprrscntcd by intcmal stresscs. A fundanicrital 
difficulty of this approach is its inability to accurately rcprescnt phcnonicna prescrit in the 
flow arising from the dctailed interaction bctwccn the two phases. As a result, it has 
gcncmUy bocn supcrsedcd (and should be superseded) by the two fluid modcl discussed in 
the following scction, and is only applied to the calculation of the behaviour of a passive 
scalar. 
ne original fomiulation is described in detail by Monin & Yaglorn (197 1), and also 
used by Nlichaclkics (1984) to describe the heat transfer coefficients of gas-solid mixtures. 
Tlx fluid was considered to have variable density and variable heat capacity, with the solid 
phase contributing to fluctuations in the mean properties of the flow. Momentum and energy 
equations were developed for the steady-state. New terms arose from the variable density 
and heat capacity and the extra terms lead to closure problems. 71csc pr6bleiis were 
resolved by consideration of the equations arising from a single phase flow, using a turbulent 
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nixing length approach. Non -dinicnsionalisadon led to a system of non-coupled, nonlinear 
ordinary differential equations. The results were compared with experiment and it was 
shown that the model yicklod useful infornnation about the space-averaged flow coeff icients 
but would not describe the interactions of the particles and phenomena associated with the 
exchange n-cchanisms between the two phases. Ile latter failure is not surprising as this 
form of model does not represent the actual physics of the interaction between phases in 
sufficient detail. 
1.4.2.2'I'wo Fluid Models 
This nicthod consists of devcloping, through standard techniqucs, conservadon 
equations for the. properties of the disperscd phase. The following assumptions are generally 
made in the formation of these equations: (i) 71c particulate phase is dilute, so that 
interactions between the particles can be neglected, also the particles are assumed to be 
spherical and of uniform size, to enable case of computation; (ii) Both the gaseous and 
particulate phase act n=roscopically as continua, this together with the dilute assumption 
affects the size of the smallest control volume, i. e. it must be large enough to contain 
sufficicrit particles to satisfy the continuum approximation; (iii) ne mean flow is steady and 
incompressible; (iv) Molecular diffusion, Brownian and gravity effects are assurned 
negligible compared with turbulent diffusion. 
Marble (1970), Hinze (1972) and others, developed governing equations based on 
the above assumptions. It is noted that the correct treatment of both the second phase 
pressure and viscosity terms presents problems, due to the lack of a mechanism for particle 
intcracdons. The assumption of a dilute suspension, (i), implies no direct parficle-particle 
interactions, further the assumption of only one-way coupling, made here, removes any 
possibility of indirect interaction. 17hese points am dealt with in more detail in chapter 5. 
The resultant equations for the second phase are very similar in form to those used 
in single phase flow calculations. This enables the application of the solution techniques 
available to single phase flow solvers. 17his convection diffusion form also helps the 
simultaneous solution of both phases thus enabling coupling effects to be implemented much 
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mom easily than in the above tracking nxthods. 
Unfortunately these equations, when averaged, exhibit the samc- closure problem as 
found in the single phase equations. 11is introduces the need for a closure approach, 
discussed below. 
1.4.2.3 Closure 
The closure prob1cm is encountered in single phase modelling, after applying the 
Reynolds decomposition and averaging, and is clue to the presence of the so-called Reynolds 
stress terms (see chapter 4). 71is problem is also encountered in the conservation equations 
for the discrete phase. It leads to the need to solve N equaflons containing N+l unknowns 
(see chapter 5). In single phase calculations this closure is cffected by the use of a turbulence 
nxxkl. 
Again following the turbuIcncc models of single phase calculations, four forms of 
closurc model can be found in the literature. 7'bey fall into the general headings of. (i) Zero- 
equation tixxkls; (ii) Onc-equation nWcls; (iii) Two-cquadon models and (iv) Diffusion 
approximation closures. Micsc four forms of closure model are discussed bclowl 
1.4.2.3.1 Zero-Equation Models 
Early tlxorics suggested the presence of solid particles decreases the eddy viscosity 
of the gas flow arising from dissipation of turbulence energy at the interface. Owen (1969) 
considered the tramport of particles in a horizontal pipe, including electrostatically charged 
particles. Rough estimates of the effect of particles on the gas phase turbulence were made 
for various types of particle. The turbulent length scale was assumed to be unaffected, which 
lead to a reduction in the eddy viscosity of the carrier phase. 71ese results lead to the 
development of scN=l first-ordcr closure schemes that modified the eddy viscosity for the 
single phase flow. O%ktn proposed two relationships dependent on the ratio of particle 
relaxation tinx to thc turbulent tinx scale. Choi & Chung (1983) modified the results of 
Owen by dcriving different expressions for the virtual laminar and eddy viscosity of the 
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second fluid. A Boussincsq eddy viscosity model was assumed, together with the model of 
Owcn, to obtain these various corrcladons. The eddy viscosity of the second fluid was 
modelled using the ratio of eddy viscosities derived empirically by various authors; Soo 
(1956), Meeks and Jones (1973), Hinzc (1975), Peskin (1975), O'Brien (1979). 711ese 
empirical expressions were reduced to a single expression containing model dependent 
coefficients. The larninar kinematic viscosity of the secondary fluid was approximated by 
assuming the. ratio of vWCI, of the second fluid is similar to that of the primary. The results, 
considerW against the experiments of Boothroyd (1966), with low solid-gas loading ratios 
were shown to give satisfactory prediction of friction factors in pipes. 71is work was further 
extended, Chung, Sung & Lr-c (1986), to consider the flow through a Venturi tube. Again 
closure was achic%r: d using a Boussincsq eddy viscosity model, and a similar model to that 
of Choi and Chung for the rAkly viscosities. A new expression was used for the kinetic 
energy expression following Elghobashi & Abou-Arab (1983) (see section 1.4.2.3.3). The 
eddy viscosity ratio was as abo%-e. Results wcrr. compared with experimental data and other 
theoretical predictions. Mx agroemcnt was found satisfactory for the pressure drop and the 
dcpcndcncc on particle size and flow rate was well predicted. 
Generally this form of model has been superseded by one and two equation models, 
discussed later. 
1.4.2.3.2 One-Equation Models 
Possibly the fht attempt to use a one-equation model to study two phase flows was 
that of Dannon ct al (1977) in which aW closure. model was applied to a particle laden axi- 
syrivir. triejet. Mr. length scale was specified algebraically and taken to be equivalent to that 
of the singlc-phascjct. For the kinetic energy equation, the diffusion and production terms 
were modelled by a convcndonal single-phase gradient model ncglect-ing any triple 
correlations. The authors proposed a rnodcl for the fluctuat. ing velocity correlation that 
contained the corrcct asymptotic behaviour. Mie model was shown to give poor results due 
to the inappropriate choice of length scale thus arbitrary modification of the production and 
dissipadon tcmis was needed to reflect structural variations. 
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1.4.2.3.3 Two-Equation Models 
Most studies of two-phase turbulence modelling use a transport equation for the 
turbulence length scale based on a nxxlcllcd equation for the isotropic dissipation rate, C-. 
The- exact form of this equation, including parficle effects, consists of 67 terms. Elghobashi 
& Abou-Arab (1983) described a two-cquation model for the predicdon of two-phase flows. 
The two equations describe the conservation of turbulence kinetic energy and the dissipation 
rate of the energy for the carricr-fluid. Transport equadons were derived from the 
instantaneous and nican flow equations, together with equtions for the kinetic energy and 
dissipation. Closure of the momentum equations was achieved by modelling the turbulent 
correlations that appear in the mean flow equations. Following Lumicy (1975) (1978b) and 
Uundcr (1975), the strain-rate volunic-fraction correlations that appear in the mean flow 
equations were ncglectcd due to their relatively small magnitude. The closure of the kinetic 
energy cquatiows was accomplished by nxxiclling the correlations up to, and including, third 
order, those of fourth order being ignored, as was the contribution to the diffusion of 
turbulence energy by the pressure interaction. Closure of the dissipation equation (which 
consists of 67 tcniv;, scc above) was accornplished by modelling the correladon expressions 
present, neglecting all those of fourth order. These closure expressions accounted for the 
interaction between the two phases and its influence on the turbulence structure. 
Comparison with experimental data suggests that the model predicted the significant effects 
of the particles on thcjct flow. 
Several proposals have been rnade in the two-equadon method for the modelling of 
the extra terms in the k and c equations. Chcn & Wood (1983) followed Dannon et a] 
0 977) and proposed exponential forms for the added dissipation terms in both equations. 
A second order closure assumption was also used by Chung, Sung and Lee (1986). 
1 Uglier order closure assumptions can also be found in the literature. For example, 
Andresen (1990) developed equations for the corrcladon terms thcraselves. 'Iliese models 
are. similar in form to the algebraic and Reynolds stress closures of single phase calculadons, 
but are not generally tractable for computational applicafion. 
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1.4.2.3.4 The Diffusion Approximation 
A further nxthod of closure, which is adopted in this work, is that of a gradient 
diffusion approximation (Fickian), which requires knowledge of the parlicle diffusion 
cocff icicnt. Taylor (1921) gave an expression relating the diffusion coefficient for a fluid 
point to the turbulent Lograngian fimc scale. Snydcr and Lumley (1971) showed that this 
idea applied to non-fluid point particles if the Lagrangian time scale used corresponded to 
that mcasured along the particle trajcctory. 
Rocks (1977) conducted a study based on the lincarised, reduced particle equation 
of motion to develop an expression for the particle diffusion coefficient based on time, the 
acrodynamic response time of the particle and the correlation function for the velocity field. 
Using the turbulent energy spectrum developed by Phythian (1975) he showed that the 
diffusion cocfficient approaches an asymptotic value for long times, and that the asymptotic 
value incnascs with aerodynamic response time and could exceed the diffusion cocfficient 
of the fluid point. This surprising result arose as a result of both the Frenkiel functions, 
I'-rcnkicl (1948), selected to represent the autocorTclations, and the lack of inclusion of 
crossing trajectory effects (see below). 
The advantage of a gradient diffusion approximation for closure is that it can be 
directly incorporated into the two fluid models, by simplifying the correlations of fluctuating 
properties found in the Reynolds averaged second phase equations, using repeated 
application of the gWient diffusion assumption. Difficulties arise in the correct specification 
of the particle diffusion coefficient. The particle fluctuating velocity is usually set by using 
the particle Schnidt number, which relates the fluctuating velocity of the particle to that of 
the gas, as discussed by Durst ct al (1984). Other, more complicated models exist, see for 
example Govan (1989) 
1.4.3 Joint Models 
Ilic above discussion shows the complementary benefits of the Lagrangian and 
Eulcrian methods. Ugrangian models give a good representation of the particle dynan-&s 
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found in dilute two-phase flows. However, the requirement for extensive averaging 
generates a large computational overhead for complex flow situations. The Eulerian 
approach conversely, contains a less explicit model for the particle dynamics, as this is only 
included in averaged form as source term in the momentum equations for the second phase. 
However, the Eulerian models allow more straightforward extension to complex flows. 
Therefore, it seems advantageous to develop a model that captures the benefits of each 
modelling approach while avoiding the drawbacks. This idea leads to so-called joint models. 
The work presented here accomplishes this linkage through the use of an Eulerian two-fluid 
model for the second phase with the incorporation of Lagrangian effects in the diffusion 
coefficient of the particle. Ile model is ten-ned a transport model and is discussed briefly 
below. 
1.4.4 The Transport Model 
The model presented here uses a method which combines the benefits of the two 
above approaches. The basic framework of the model is Eulerian being based on the 
conservation equations for the discrete phase. Lagrangian effects are introduced by a 
simulation calculation for the diffusion coefficient of the particles. As a result it is 
straightforward to include effects which are usually difficult to incorporate into an Eulerian 
description, such as crossing trajectories (see below). 
The dynan-dcal equation used in the Lagrangian calculation includes only the 
quadratic drag and gravity forces, which allows the development of an analytical solution 
(following Hutchinson et al (1971)) for the particle motion resulting from the interaction 
with a representative eddy. 
A detailed discussion of the proposed model is presented in chapters 2,5 and 6. 
1.4.5 Other Considerations 
Various important and interesting results arise from the above discussion and are 
treated separately here. Discussed first is the possibility of over diffusion of particles, i. e. the 
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ability of a particles to disperse more than a fluid point having the same initial conditions. 
This is followed by a discussion of the important effect of crossing trajectories and its 
influence on the over diffusion of a particle. 
The inclusion of particle-particle and particle-wall effects is then addressed in the 
context of both of the above modelling approaches. Finally the inclusion of two-way 
coupling is examined, again with reference to both Lagrangian and Eulerian methods. 
Over diffusion of particles has been observed both experimentally and numerically 
by a range of authors, Chung and Troutt (1988), Gouesbet et al (1984), Elghobashi and 
Truesdell (1992) among others, and has been closely linked to the presence of negative 
loops in the autocorrelation functions of the particles, and is clearly an inertial effect arising 
from the dependence of the behaviour of a heavy particle on its previous motion. This effect 
is first examined for the case of zero-gravity. Crossing trajectory effects are then introduced 
in to the discussion and shown to significantly reduce the possibility of over diffusion of 
heavy particles. 
The DNS experiment of Elghobashi and Truesdell (1992) enabled the calculation of 
the dispersion of a range of types of particles both with and without gravity (for a detailed 
discussion of both the types of particles and flow field considered see chapter 3). In zero 
gravity, at short times, inertia effects were shown to enable the magnitude of the 
autocorrelation function of heavy particles to considerably exceed that of the fluid point. 
These inertial effects later lead to a faster decay rate of the autocorrelation function of the 
particles and hence gave rise to negative loops. It follows, see chapter 2, that the diffusivity 
of heavy particles, in zero-gravity, may thus exceed that of the fluid point initially but, due 
to the influence of negative loops, the reverse was noticed for long times. 
The introduction of gravity clearly influences the above discussion, and acts as a 
damping force on the particle dispersion. 'Me added inertial effect of crossing trajectories 
is discussed by Yudine (1959), Csanady (1963), Snyder and Lun-dey (1971), Meeks and 
Jones (1973), Pisman and Nir (1978), Nir and Pisman (1979), Wells and Stock (1983) and 
Shih and Lun-dey (1985), among others. Crossing trajectories dominate over the inertial 
effects giving rise to the observed over diffusion, by greatly reducing the mean particle-eddy 
interaction time. Consequently it becomes less likely that the autocorrelation function of the 
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particle can be greater than that of the fluid point, and also reduces the likelihood of 
negative loops. This is shown by the results of Elghobashi and Truesdell who observe a 
much reduced particle dispersion on the introduction of gravity, and no over diffusion is 
observed. 
The effects of particle-particle interaction and particle-wall interactions have also 
been investigated, using Lagrangian techniques, by a variety of authors, see Sommerfeld and 
Krebs (1989), Sommerfeld (1990), Raju and Sirignano (1990), Kim et al (1991), 
Sommerfeld (1992), Silverman and Sirignano (1994) among others. These effects are very 
important as the mass loading increases or for confined flows. The use of Lagrangian 
techniques to investigate these effects leads to a good understanding of the properties of the 
interactions. Ile actual implementation of these effects into a tracking code increases the 
computational cost enormously as it generally requires the simultaneous tracking of a large 
number of particles. An alternative approach to the problem was recently proposed by 
Litchford and Jeng (199 1) who proposed predicting the behaviour of a parcel of droplets 
by tracking a representative mean particle and approximating the variance found in the flow 
through a statistical formulation based on the linearised particle equation of motion. This 
approach was shown to give good results and to significantly reduce the computational cost. 
Including these effects into an Eulerian calculation would require the introduction of a mean 
effect on the complete discrete phase, and the implementation of new boundary conditions. 
Silverman and Sirignano (1994) proposed a useful method for introducing particle-particle 
interactions into an Eulerian approach through statistical averaging. 'Me particle drag 
coefficient, together with other particle properties, is modified to take account of its 
neighbouring particles. Tliese nxklifications were developed by considering early work into 
the interaction between two particles travelling either side-by-side or in tandem, Sirignano 
(1983), Chiang et al (1992) and Kim et al (1992), (1993). 
Two-way coupling effects, in which account is taken of the effects of the particles 
on the carrier phase, also become important as the mass loading increases. Iliese effects 
arise forrn the bi-lateral exchange of momentum between the two phases. The incorporation 
of this effect into the above tracldng techniques generally requires global iteration of both 
the carrier phase solver and the particle tracldng code. This is generally based on the particle 
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source in cell (PSIC) approach of Crowe et al (1977). This technique significantly increases 
the computational cost, as discussed above. Conversely, the ability of the Eulerian methods 
to solve for both phases simultaneously allows the whole flow field to be solved without 
resorting to this global iteration approach. Further, the specification of the inter-phase 
coupling terms is more straightforward since both phases are solved in the same frame. 
1.5 Experimental Data 
Experiments are the key way of developing insight into the physical processes 
involved in any aspect of nature and also form a basis for the evaluation and validation of 
computational models. In some limited cases it is also now possible to use direct numerical 
simulation (DNS) of flows to test approximate models. DNS results are used in this work 
in both chapters 2 and 3. Experimental investigations described in the literature vary in 
complexity between those which concentrate on simple flow situations'and those which 
represent the more complex processes used in industrial applications. The more fundamental 
investigations are aimed at understanding simple situations in some detail. Conversely, the 
more industrially orientated experiments generally consider flows which involve a range of 
processes and are generally conducted in complex geometries. It should be noted here that 
the use of numerical results from DNS is restricted by current computer power to the most 
fundamental investigations. 
Fundamental experiments are extremely useful in the development and the early 
validation of proposed models. They generally reduce the complex problems found in the 
real world to much simplified flows where effects can be studied individually. For the case 
of two-phase flows the simplest situation obtainable is that of the dispersion of a single 
particle-of constant size in a homogeneous, isotropic, stationary turbulent flow. While this 
type of flow field cannot be found in nature, since homogeneous flows are generally non- 
stationary and stationary flows are generally non-homogeneous, it can be closely 
approximated by decaying grid generated turbulence. The decay characteristics of this type 
of turbulence are well known and through the application of a suitable temporal and spatial 
scaling can be treated as quasi-stationary. Also, corTections can be made to account for the 
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inhomogeneity found in the mean flow direction. It can also be considered isotropic, in 
planes perpendicular to the direction of mean flow. 
As a result grid generated turbulence is studied in the fundamental experiments in 
this field for example, Snyder and Lumley (1971), Wells and Stock (1983) and the DNS data 
of Elghobashi and Truesdell (1992). Mickelsen (1955) and Vames and Hanratty (1988) used 
a similar approach in considering the core region of a pipe flow. Experiments of this type 
allow the measurement of the fundamental dispersion characteristic of a given particle for 
a simple flow field, which is needed in the early validation of any proposed model. Clearly, 
if a new model is unable to capture the correct behaviour in these simple situations it will 
almost certainly fail when applied to more complex problems. 
The second type of experimental data allows the testing of developed models for 
more complicated and physically more realistic flow regimes. Generally these experiments 
are conducted with some industrial application in mind. Examples are given by Bendig et al 
(1991) for a two fluid atomizzr, Neumann and Umhauser (1991) who were concerned with 
the spatial arrangement of particles in pipes; Sommerfeld and Qui (1991) for swirling 
confined flows and Kawazoe et al (1990) for fuel droplet size distributions. 
Between the two extremes of experimental data lie experiments which, while 
incorporating more physical effects than the fundamental experiments, avoid the complexity 
of the second type of experiment. These intermediate types of experiment offer a stepping 
stone between the development of a model, using the results of the fundamental 
experimental results, and application to real fife flow problem. Good examples are the range 
of experiments conducted by Fleckhaus et al (1987), Hishida and Maeda (1987), Hishida et 
al (1988), Hishida et al (1989) concerning the behaviour of particles in a range of simplified 
jet and shear flows. Another useful example is the experiment of Perkins et al (1994) which 
was conducted on a range of particles in a low speed horizontal wind tunnel. 
The work presented here is at an early stage and as such has currently not been 
tested in complex flow situations. Therefore only comparison with the first two categories 
of data is presented. The calculations of the particle diffusion coefficients are compared to 
the experimental data of S nyder and Lun-dey (197 1) and Wells and S tock (1983) together 
with the DNS data of Elghobashi and Truesdell (1992) in chapter 3 in order to validate the 
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calculation procedure. The ftill model is later tested against the more complex experimental 
data of Hishida and Maeda (1987) and Perldns et al (1994), chapter 7, in order to investigate 
the performance of the complete calculation procedure. 
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CHAPTER 2 
Lagrangian Calculation 
2.1 Introduction 
The derivation of the particle diffusion coefficient calculation used in this work is 
described in this chapter. 
The historical development of the particle equation of motion is discussed first. 'Ibis 
leads to the currently accepted forrn of equation for the motion of the particle. The relative 
importance of each term in this equation is then discussed and various simplifications 
described. Use of these simplifications leads to the reduced equation of motion, which is 
used throughout this work. 
ne original work of Hutchinson, Hewitt and Dukler (197 1), hereafter referred to 
as HHD, is then discussed in the context of the current work. This original model is then 
developed and extended to include the effect of crossing trajectories to give the so-called 
vector model. 
'Me discrete eddy turbulence model of HHD is then discussed as is the development 
of a suitable set of scales for the representative eddy. The use of distributions on these scales 
is then described. A comparison is then made between the calculated particle diffusion 
coefficients from the two models. 
A further exact method of calculation is developed based on the integral of the 
autocorrelation of the particle velocity. A self-consistency check is performed between the 
vector model and this exact method, and is shown to be satisfied. 
An extension is then developed to enable the application of the diffusion 
approximation to the initial quadratic interaction region, through the use of an additional 
time scale. This convection time is considered a function of the particle autocorrelation 
functions. Finally in this section an empirical correlation is proposed to enable the direct 
calculation of particle diffusion coefficients without the need for simulation. 
Finally a discussion is made concerning the ergodicity of the particle-eddy interaction 
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process. Consideration of a sequence of random signs illustrates that, in general, the 
calculation of the diffusion coefficient is non-ergodic, i. e. time and ensemble averages are 
not equivalent. Ile impact of this result on the calculation of particle diffusion coefficients 
is then discussed. 
2.2 Particle Equation of Motion 
To investigate the behaviour of a discrete particle, either solid, liquid or gaseous, 
suspended in a turbulent flow field it is useful to define an equation of motion for the 
particle. An equation of this type was first developed at the turn of the century using the 
work of Stokes by Basset (1888), Boussinesq (1903) and Oseen (1927), to give; 
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in the form above the equation is only valid for slow motion of a spherical particle under 
the influence of gravity in a fluid initially at rest. 
Tchen (1947) extended equation (2.1) to describe the motion of a particle in a fluid 
moving with a variable velocity to give 
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'I'lie term on the LHS of (2.2) corresponds to the force required to accelerate the particle. 
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The term on the RHS arr.: the drag term according to Stokes' law; a term due to pressure 
gradients in the fluid surrounding the particle, due to the acceleration of the fluid; the added 
mass term ie. the force to accelerate the apparent mass of the particle relative to the fluid; 
the Basset history integral, which accounts for the deviation of the flow pattern from steady 
state; and the final term F, which corresponds to external potential forces and contains the 
gravity force of (2.1). 
This equation has been much modified and extended since it was first proposed. 
Corrsin and Luniley (1956) showed that the second term in equation (2.2) must be corrected 
in order to apply the equation to a turbulent flow where the fluid velocity is a function of 
both time and space. Considering the pressure drop in the ambient fluid, and using the 
pressure term in the Navier-Stokes equations in a Lagrangian frame the new form becomes 
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Rearranging the resulting equation, following Hinze (1975), gives a term containing 
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From the above it can be seen that the effect of the resulting non-linearity is negligible if 
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which implies that the particle must be small and if the particle diameter, dp, is treated as a 
unit length , then this can be written as 
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The viscous forces in the new pressure tenn must also be neglected to reduce the 
equation to a fust order time dependent form. This requires that 
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It is generally assumed here and elsewhere that these requirements can be met (see Hinze 
(1975)). 
It is possible to simplify equation (2.2) by neglecting various terms. Hjelmfelt and 
Mockros (1966) presented a review of these various simplifications. Three types of 
approximations were considered termed type 1, type 11 and type III. These consisted of 
neglecting only the history term; neglecting the history and added mass terms and neglecting 
the history term, the added mass term and the pressure effect respectively. Only stationary 
cases were considered and the velocities were expressed as Fourier integrals, following 
Hinze (1975) (p. 357), allowing the difference between the various simplifications to be seen 
in phase angle and amplitude ratios. 
Three density ratios, pýp,, 1000,2.65 and 8.6x 1 0*5were considered. It was shown 
that for low frequency fluid motions all approximations gave good results. This corresponds 
to large Stokes numbers and implies that the particles follow the fluid, as expected. At high 
frequencies neglecting the Basset history terrn produces larger errors than neglecting the 
added mass term Neglecting the pressure gradient was shown to be very important for the 
lowest density ratio. The conclusion of the work was that only for very high density ratios 
and small particles were the terms considered found to be unimportant. 
Ahmadi and Goldschmidt (1971) considered the importance of the Basset history 
integral only. 'Ilie aim was to show that though this term is non-negligible when considering 
a transient response, as considered above, it does become negligible in a statistically 
stationary response. 71is implies that for sufficiently long times of motion the effect of the 
history term on the particle motion is not strong. It was shown that the Basset term does 
indeed become negligible after a sufficiently long time if the relative velocity is bounded for 
all time. This condition while not exact can be considered to hold in general, especially in 
a statistical sense where the probability of this bound being broken is very small. 
Many further modifications to the original equation have been made within the 
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literature see Lun-dey (1957), Maxey and Riley (1983), Auton (1983). The resultant form 
currently in general use is: 
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This is the equation used as a starting point for the following analysis and throughout 
the cuffent work. 
No exact and general solution of equation (2.3) is possible even in the trivial fonn 
of all but the drag term being neglected. This is due the non-linearity arising firom the 
coupling between the gas and particle velocities. This said, it is possible to create a 
mathematical Er-amework within which the simplified form of equation (2.3) can be solved 
in a statistical sense by introducing a turbulence model to represent the fluctuating gas 
velocity experienced by the particle. 
2.3 Solution of the Particle Equation of Motion 
To simplify equation (2.3) we linit our viewpoint to the behaviour of particles whose 
density is much greater than that of the carrier fluid. This assumption obviously excludes 
bubbles from the following wo& This demarcation between bubble flows and particle flows 
(either solid or liquid) is a common one. The assumption of a particulate flow enables some 
useful approximations to be made in equation (2.3). The second, third and fourth terms on 
the RHS of equation (2.3) only become important if the density of the carrier fluid becomes 
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comparable to, or less than, that of the particle (which occurs in bubble flows). This leads 
to substantial simplification, reducing the equation of motion of the particle to. 
dup, 
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where AP is the cross-sectional area of the particle and CD is the particle drag coefficient. 
In certain conditions it is possible to solve this equation analytically. nis was first 
accomplished by Hutchinson, Hewitt and Dukler (197 1). The original derivation forms the 
basis of the current work and as such will be outlined in the next section. 
2.3.1 The Analytical Solution of HHD 
The original work of HHD serves as the basis for the model presented here for the 
dispersion of a particle in a turbulent flow field. Therefore, the work of HHD is given below 
as a first step in the development of the current model. 
The original paper was concerned with the deposition of water droplets on the 
interior of a vertically orientated pipe. This required the calculation of particle dispersions 
radially within the pipe together with the process of deposition. of interest here is the 
method used to calculate the radial dispersion of the particles. Ile starting point, as 
mentioned above, was the reduced form of the particle equation of motion. Gravity forces 
were neglected since the dispersion considered was orthogonal to the gravitational field. 
This simplification though commonly found in the literature, will be shown later, to be in 
error. ne turbulence was also considered isotropic in directions radial to the mean flow 
direction, thus enabling a one dimensional model to be applied to represent the particle 
dispersion in a plane perpendicular to the pipe axis. This resulted in the following one 
dimensional equation of motion. 
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It is possible to apply this equation to only the fluctuating velocity component of the flow 
field as the mean convection direction of the particle is parallel to the pipe axis and therefore 
orthogonal to the considered dispersion. Consequently, the total particle velocity consisted 
of a superposition of the radial dispersion, obtained from the solution of the above equation, 
and the mean convective displacement in the direction of the pipe axis. A model is thus 
required for the gas fluctuating velocity. This is accomplished by using a discrete-eddy 
concept model in which the turbulence is considered to consist of a sequence of discrete 
eddies with which a particle interacts. A more detailed discussion of this model is found in 
the following section. 
As mentioned above it is possible to solve equation (2.4) analytically under some 
limited conditions. This is possible if the gas velocity is assumed to be constant during a 
droplet-eddy interaction, thus simplifying the highly coupled nature of the gas and particle 
velocity and allowing convenient solution. Solving the equation (2.4) using non-dimensional 
parameters based on the pipe characteristics results in the following equations 
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and the drag pre-multiplier 
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which is given in terms of the pipe radius, R, and diameter, d, s, is the sign of the relative T, 
velocity between the particle and the gas, whem the subscript i now refers to the i th 
interaction between particle and eddy. 
It is possible to extend these equations to a more general form by rewriting the 
dependency on the pipe parameters in terms of the equivalent turbulence characteristics (see 
the first limiting case in Appendix I) to yield the following dimensional equations 
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with A, now being given by 
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The two time equations derived above, (2.5c) and (2.7c), represent the inertial 
crossing time of the eddy by the particle. As such they represent only one possible 
interaction time scale. The other time scale used in the work of HHD was the eddy decay 
time. Ile shortest time scale will prevail thus the interaction time between the particle and 
eddy is obtained from: 
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As mentioned previously the assumption that gravity can be ignored, made by HHD, 
is inappropriate and can lead to rather large errors. This is due to the so-called cross- 
trajectory effect that was not included in the original work. Ile following subsection 
discusses this effect. 
2.3.2 Crossing Trajectory Effects 
An important effect that needs to be included into the above calculation is that of 
crossing-trajectories. T'his effect was first proposed by Yudine (1959) and is concerned with 
the effect of the inclusion of a mean slip velocity between the particle and its carrier fluid 
(see figure (2.1)). This slip velocity can arise from various influences. The most common 
would be a velocity induced by an external potential field such as gravity, an electromagnetic 
field on a charged particle, or a form of injection velocity. I'lie result of considering this 
effect is to introduce an extra time scale into the particle eddy interaction. 'Mis time scale 
becomes more influential in the interaction as the mean slip velocity increases. To show the 
importance of this effect the ratio of crossing time to turbulence time scale is shown in figure 
2.2, for a water droplet in a specified turbulence field. 
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The importance of this effect shows that the simplification made in the work of HHD 
in ignoring the effects of gravity seriously over-predicts the particle dispersion since the 
interaction time between the particle and the eddy is generally over-predicted. The error 
increases as the particle relaxation time increases. Ibis effect can be seen in the next chapter 
where calculations made using this model are compared with available experimental data. 
To incorporate this effect into the particle dispersion calculations a psuedo-one- 
dimensional model has been developed which allows the inclusion of the effects of an 
arbitrarily orientated slip velocity. I'he only form of slip velocity included in this work is that 
of a gravity induced terminal velocity though it would be straightforward to extend the 
model to other forms of slip velocity. Development of this new, so-called vector model, is 
outlined in the next section. 
2.3.3 Vector Model 
To include the effect of an orthogonally orientated slip velocity into the calculation, 
while retaining the simple one-dimensional form of the original model, a new form of the 
particle equation of motion is developed. To acconlPlish this the reduced form of the particle 
equation of motion is used, as in the work of HHD but retaining the gravity term. T'his gives 
the following form. 
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where A, represents the drag pre-multiplier, as before. 
To reduce equation (2.8) to a one-dirnensional fonn while retaining a dependence 
on orthogonal velocity, the vector form is resolved in the direction nonnal to gravity. 
Consider the vector diagram shown in figure 2.3. The relative velocity between the 
particle and the eddy is given by: 
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where U represents the mean flow velocity and is assumed orthogonal to the dispersion 
direction. It follows that 
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Dropping the primes gives 
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Equation (2.9) is solved analytically in a similar manner to that proposed by HHD, which 
assumes a constant eddy velocity, ug' throughout an interaction. This results in the following 
equations for the particle velocity and displacement after an eddy interaction together with 
the corresponding inertial interaction time-. The full derivation of the equations is given in 
Appendix I. 
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The behaviour of these new equations in the two limiting cases of u, - 0 and u, >> I uj- 
up I is also investigated in Appendix I. The model is shown to recover the original model of 
HHD in the fin-dt of small u, together with the correct behaviour in the large u, limit. The 
range of solution for the time equation is also discussed as problems may arise if it is 
attempted to solve (2.9c) for times greater than the eddy lifetime. This problem is avoided 
in the calculation by ensuring that the limiting time corresponding to the eddy decay time 
is never exceeded. 
As in the model of HHD the time equation (2.9c) represents the inertial interaction 
time between the particle and eddy. Ile introduction of crossing effects leads to the use of 
a further time scale: 
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The above equations characterise the particle behaviour during a single interaction 
with a turbulent eddy while accounting for the effect of gravity. I'lie equations require 
repeated solution, using sufficient interactions to assure statistical independence in order 
to obtain the mean particle behaviour through suitable averaging. 
To solve these equations the instantaneous fluctuating gas velocity must be specified 
for each interaction. As noted previously, the gas velocity is represented by a modified form 
of the discrete eddy concept first proposed by HHD. 'Me model for the turbulent eddy is 
discussed in the fbHowing section. 
2.4 Turbulence Modelling 
Ibe need for the fluid instantaneous fluctuating velocity, together with the 
requirement that the gas velocity is constant throughout a particle-eddy interaction, leads 
intuitively to the development of the so-called discrete eddy concept. In this model the 
notion of a representative eddy is developed based. on the turbulent scales present in the 
flow. A particle is then repeatedly interacted with representative eddies, br solution of 
equations (2.9a-c), to obtain the characteristic dynamical behaviour of the particles. 
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To impletwnt the rnodel it is necessary to specify characteristic scales for the eddies, 
ie. size, velocity and lifetime. Many equations for the specification of these scales exist in 
the literature, Gosman and Ioannides (1981), Shuen et al (1985), Mostafa and Mongia 
(1987), Desjonqueres et al (1988) and Govan et al (1989) among others. Indeed it can be 
considered rather arbitrary which values are chosen provided they are consistent with each 
other and can be shown to lie within the inertial sub-range of the turbulent spectra of the 
flow. This will be discussed in more detail when the application of distributions to the 
chosen scales is described in section 2.4.2. 
Here the standard equations for the particle velocity and length scales are set in the 
well-known k-e turbulence model used in single phase computational fluid dynamics (see 
chapter 4): 
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This choice of scales is commonly used in the literature and is made out of convenience. 
Moreover the approach is consistent throughout the calculation since the single phase flow 
field outlined later in this work is also computed using the k-e model. 
Use of equations (2.10) gives the Eulerian time scale for the eddy, that is the time 
taken for the eddy to cross a stationary observation point. Using this time to represent the 
lifetime of an eddy as seen by the particle is inappropriate. In fact this time represents the 
minimum of the eddy lifetinve. 'Me lifetime of the eddy experienced by the particle is 
obtained by considering the case of an observation point following the eddy from its birth 
to its decay. 'Mus, to specify the eddy lifetime the Lagrangian time scale is required. 'Me 
relationship between Eulerian and Lagrangian time scales is discussed in the next section. 
2.4.1 Relationship between Eulerian and Lagrangian Scales 
As outlined above, a Lagrangian time scale is requh-ed to represent the eddy lifetime. 
Unfortunately, no simple relationship exists between the specified Eulerian scales and the 
required Lagrangian scales. 
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In the original work of HHD a crude estimate for this relationship was developed 
based on the pipe work of Laufer (1954), which gave: 
td = 1.6 
Many other attenipts have been made to derive a simple relationship between these 
Eulerian and Lagrangian time scales, Corrsin (1962), Hinze (1975), Graham and James 
(1994), Graham (1994). The resultant values vary considerably fon-n author to author. 
The relationship developed in this work uses data for the dispersion of a fluid point 
in a grid generated turbulent channel flow. This flow field is commonly used in experimental 
studies as it can be considered isotropic, homogeneous and is quasi-stationary (see chapter 
3). The actual data used is from a numerical experiment using direct numerical simulation 
(DNS) perfomrd by Elghobashi and Truesdell (1992). Their work was based on an earlier 
physical experiment of Snyder and lAuffley (1971) in which the dispersion of a range of 
particles in a turbulent channel flow was considered. The original work, unfortunately, failed 
to produce reliable data for a fluid point. Ile corresponding numerical experiment rectified 
this problem. Both experiments are discussed in more detail in the next chapter. 
The experimental data for the fluid point is extremely useful as it provides a full 
characterisation of the flow field. It is possible, within the framework of the model 
developed here, to define the characteristics of a fluid point analytically thus allowing 
various properties of the model to be investigated. 
To derive a relationship between the Lagrangian and Eulerian time scale of the eddy 
the long time dispersion of the fluid point is considered. In the limit of large time the 
dispersion of a fluid point can be considered a diffusion process. The diffusion coefficient 
for a fluid point can be defined analytically by: 
rf, 
2t 
If this value is known from experimental data, together with the Eulerian velocity scale, 
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which simply corresponds to the turbulent velocity scale, a relationship between the 
Lagrangian and Eulerian time scale can be developed. 
As mentioned earlier, the long time behaviour of the fluid point can be considered 
a diffusion process. This implies that the gradient of the curve of mean square displacement 
versus time, at large time, corresponds to twice the diffusion coefficient of the particle. 
Figure 2.4 shows the fluid point dispersion curve of Elghobashi and Truesdell (1992), which 
is used to obtain the fluid point diffusion coefficient Use of the above analytical form, 
allows a value to be obtained for the eddy decay time. 
As shown in figure 2.4 the experimental data of Elghobashi and Truesdell (1992) 
lead to a value of the Lagrangian time scale that is approximately 1.65 times greater than the 
corresponding Eulerian scale. Thus 
tL - 1.65 t, 
This value is in remarkably close agreement with that found by HHD and falls well 
within the range of the other published values. 
I'liough the method of derivation of this value is certainly justified, the accuracy of 
the value itself is open to question. Ile numerical data used in its derivation could lead to 
possible constraints on its validity, due to the scaling operations required in DNS simulation 
(see chapter 3). I'lie question of whether it remains valid in other flow situations, such as 
boundary layers or shear layers is also in question. Regrettably very little experimental data 
exists from which to draw a firm conclusion. 
Despite the above problems the relationship is assumed to remain valid for the 
purposes of the calculations described in this work. Ile chosen value fits weU within the 
range found in the literature and the resulting dispersion of the fluid point, given in the next 
chapter, is in reasonable agreement with experimental data. 
2.4.2 Effect of Turbulent Scales 
Another important consideration is the effect of introducing a distribution of the 
various turbulent quantities, around the mean values obtained above. Many possible 
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distributions are possible while retaining the me-an properties of the turbulent fluctuations. 
To investigate the effect of introducing statistical variation into the length, time and velocity 
scales two types of distributions were introduced. 
Since it is generally considered that a turbulent flow exhibits properties that are close 
to Gaussian in distribution Batchelor (1953), Townsend (1956), Corrsin and Luniley (1956), 
a Norrnal distribution was implemented on the fluid velocity scale. The effect of this on the 
diffusion coefficient of the particles was investigated. In addition a 'box-distribution' was 
chosen to represent the possible variation in the eddy size encountered by the particle. 
Figure 2.5 shows schematic diagrams of the distributions. 
The proposed velocity distribution was Gaussian with zero mean and a standard 
deviation equal to the fluid velocity scale, u, (deflned above). Thus the distribution exhibited 
the same mean characteristics as the simple : ku, relationship used in the original work. To 
investigate the effect of this distribution on the dispersion of the discrete phase, two types 
of particles were used. ne particles were chosen to represent the two extremes of the 
interaction process, i. e. a particle with a very small relaxation time that would follow the 
turbulent fluctuations exactly (a fluid point) and a particle with a relatively large relaxation 
time that would show appreciable inertial effects (a 46.5pm copper particle). 
The effect of the introduction of the Gaussian velocity distribution on the dispersion 
of these two types of particles is shown in figure 2.6(a)-(b). The effect on the fluid point 
calculation is beyond the resolution of the graph and the two lines are coincident. 'Me 
copper particle shows a small difference between the two calculations, which can, in part, 
be attributed to the finite number of iterations performed in the calculation of the diffusion 
coefficient. The error given is considered acceptable considering the extra computational 
cost required in the calculation of more iterations. 
Secondly abox-&UibutioW was implerrented around the original single length scale 
model proposed by HHD. The width of the distribution is shown in figure 2.5 to be :k 'i,. 2 
Ws change in eddy size corresponds to a change in wavenumber of approximately two. The 
selected range keeps the eddy size within the energy containing range of the turbulent 
energy spectrum as required, but allows a relatively large variation in the eddy size 
experienced by the particle. 
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Ile effects of this distribution of length scales are shown in figure 2.6(a)-(b). As 
with the velocity distribution the effect on the fluid point calculation can be considered 
negligible. Sin-fflarly the effect on the copper particle is relatively small and can again be 
attributed to the approximation of a finite number of interactions in the simulation which 
leads to a small difference between the statistics of the two distributions 
Following these results it was decided to include a Gaussian velocity distribution into 
the calculation. The added cost is modest and it gives a more realistic representation of the 
turbulent velocity distribution than the original : ku, used by HHD. In particular, this form of 
distribution allows a particle eddy interaction that is no longer constrained to the case of 
I u.. Is jug I as in the original model. Conversely the length scale distribution was discarded 
in favour of the simpler model of HHD since its effect is minimal. 
2.5 Particle Diffusion Coefficients 
As mentioned in the previous sections the aim of the calculations described here is 
the determination of particle Musion coefficients. These can be derived from the statistical 
properties of the particle, which in turn, are obtained from the repeated solution of the above 
equations. The methods used, with some more specific consideration of the validity of 
representing the particle dispersion by a diffusion approximation, is discussed in the 
foRowing section. 
2.5.1 Calculation of Particle Diffusion Coefficients. 
The calculation of the particle diffusion coefficient allows the dispersion of the 
particle to be obtained by application of a diffusion approximation 
<x2> . 2rt (2.12) 
The diffusion coefficient of the particle may be obtained from one of the relationships below 
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<2> 
! <UJ2> <t, > . .1 
IP 
., <up> <V (2.13) 22 <tt> 2 
These equations are only equivalent under the assumption of Eulerian scales. The 
transformation from one form to another depends on the triplet relationship 
II 
te . -. L 
tL 00 
us u0 
This holds true when the Eulerian scales of the previous section are used. When a 
Lagrangian time scale is introduced, as required by the calculation, the triplet relationship 
breaks down. 
In this work the equation for the particle diffusion coefficient is given by the second 
forrn of equation (2.13). I'lie statistics required for the calculation of the particle diffusion 
coefficient are therefore the mean square displacement of the particle and the mean particle- 
eddy interaction time. I'his collapses to the analytical form for the fluid particle, equation 
(2.11), as required. 
Multiple solutions of the particle-eddy interaction equations (equations 2.7a-c or 
2.9a-c) are needed to obtain these statistical properties. Averaging procedures are then 
applied to obtain the required tyrm values. Two methods of averaging seem appropriate to 
compute man values; namely time and ensemble averages. Time averaging would consist 
of calculating the behaviour of a single particle as it interacts with a large number (sufficient 
to ensure statistical stationarity) of random eddies and then averaging over these 
interactions. Ensemble averaging, alternatively, would consist of calculating the behaviour 
of a large number of particles as they interact with, perhaps, a smaller number of eddies and 
obtaining the average of the mean particle characteristics. Obviously the time averaging 
approach is preferable from a computational perspective and if the interaction process is 
ergodic the two forms of averaging would be equivalent. However, this has been found not 
to be the case, that is the ensemble and time averages for this type of interaction model are 
not equivalent. Ilis will be dealt with in more detail in the next section. 
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Ile nonequivalence of time and ensemble averages means (see section 2.6) that the 
mean characteristics of the particle must be calculated using ensemble averages. This adds 
an appreciable calculation cost over the time averaging calculation. Ile difference in the 
calculated particle diffusion coefficient and hence the dispersion is shown in figure 2.7 for 
a range of particle types. 7le relaxation time, hence inertial effects, of the particles chosen 
varies across the range of interest. The difference between the two averaging processes 
increases as the particle relaxation time increases and can lead to up to an order of 
magnitude difference in the particle dispersion. 7"he ensemble averaging approach has been 
shown to give the correct behaviour for all particle types considered (see section 2.5) and 
as such will be used throughout this work. 
The assuniption that the dispersion of the particles can be represented by a diffusion 
process is only strictly valid in the limit of long time, as mentioned in the previous section. 
'Mus, though the gradient of the predicted dispersion curve may be correct for long times 
the short time displacement may be seriously over-predicted. 77his effect is again dependent 
on the particle relaxation time. The smaller the relaxation time of the particles the greater 
is its initial variation from the long time diffusive behaviour. This is due to the initial 
quadratic region of the interaction where the particle can be considered as being convected 
by the individual turbulent eddies and hence the displacement is of the forrn 
<1 >. <u ><t > <1>2 . <U >2 <2 PPIPP 
ti> 
compared to 
<1 
), 
>2 2r. 
V<t, > 
for a diffusion process. 
A more accurate method of calculating the displacement of the particle as a function 
of time, which includes the initial quadratic region was first developed by Taylor (1921) and 
requires consideration of the particle autocorrelation function. This method allows both a 
check of self-consistency within the model and a means of developing an extensi0rýOf the 
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diffusion approximation which more accurately represents the short time dispersion of the 
particle. 
The next subsection discusses the use of the particle autocorrelation function. 
2.5.2 Autocorrelation Functions 
I'lle particle two-time Ugrangian autocorrelation function is a measure of the 
memory effects exhibited in the motion of the particle, which is the amount of time over 
which the history of the particle motion influences its current behaviour. Ile non- 
dimensional form of this quantity can be defined as 
u P(t)UP(t., r), 
2 
U? (t) 
which corresponds to the correlation between two particle velocities separated by a time 
interval, -r. This correlation function has been shown to exhibit some useful properties. 
Taylor (1921) showed that the particle! s mean square displacement, due to its carrier fluid 
turbulent fluctuations, may be obtained from the particle autocorrelation function, through 
simple consideration of the particle kinetics, from 
i-IfI 
2 u. t*'f d-v RL(-c) (2.14) 
2f 
00 
11is equation can be simplified by perfonning a partial integration to give, Kamp6 de Rriet 
(1939) 
2 u, 2 f dr (t- T)RL(dr) 
0 
Equation (2.15) remains valid for all t and, as such, can capture the initial quadratic short 
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time behaviour of the displacement of the particle, unlike the diffusion approximation. 
Furthermore it follows that the long time diflbsion coefficient for the particle is given 
by 
2 
uf dTAL(T) 
0 
(2.16) 
Equation (2.16) allows a useful check of self consistency within the model presented here. 
The particle autocorrelation function may be calculated using the sequence of interactions 
defined in the simulation and numerically integrated to obtain the diffusion coefficient. 'Fhe 
results of this calculation are shown in figure 2.8, for a range of particle types. 'Me 
dispersion curves corresponding to a constant diffusion coefficient agree closely. This 
implies that the model contains a high level of self consistency and that the ensemble 
averaging is carried out over sufficiently many samples. 
Ile autocorrelation functions used in this comparison are shown in figure 2.9. The 
curves exhibit a roughly exponential decay profile. This has led many authors to postulate 
analytical forms for these functions, generally following Renkiel (1948). Unfortunately these 
analytical forms generally fail to represent the required decay characteristics sufficiently well 
to be useful for the calculation of the diffusion coefficient of the particles. This lack of a 
reliable and consistent analytical representation of a particle autocorrelation function leads 
to a requirement for their numerical calculation. 
ne need for numerical calculation severely limits the usefulness of equations (2.15)- 
(2.16). In general a requirement to calculate the product of a large number of particle 
velocities over a large number of time steps so as to perform the required averaging is very 
time consuming. As a result the calculation of the autocorrelation functions as a route to the 
turbulent dispersion of the particles and the related diffusion coefficient is usually not 
appropriate. However, the detailed and precise description of the dispersion of the particles 
provided by equation (2.15) is a key to the development of the diffusion representation, 
especially in the short time region. 
It is possible to reduce equation (2.15) into two distinct parts, one corresp6fiding 
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to the initial quadratic region and a second corresponding to the constant diff-usion form. 
7le derivation of these equations can be found in Appendix 111. 
ne cutoff point between the two forms corresponds to the correlation time for that 
particular particle, -r, A useful special case is that of a fluid point. Within the constraints of 
the eddy interaction model, outlined above, its Lagrangian autocorrelation function has the 
analYfical fonn: 
<v 2(t) > 
Ir 
Ir :ýtd 
td 
) 
0> td 
This allows the dispersion of a fluid point to be calculated analytically throughout. This 
special case is also presented in Appendix H. 
The numerically calculated autocorrelation Rinctions, shown in figure 2.9, have been 
used to develop a further extension to the diffusion form to improve its applicability in the 
short time region. Ibis is discussed in the next subsection. 
2.5.3 Convection Approximation 
The initial interaction period is generally poorly represented by a diffusion 
approximation, as shown in the next chapter where a range of the models developed above 
is compared to experimental data. The poor performance of the model in this important 
initial region can lead to an over-prediction of the dispersion at long times. Consequently 
an additional refinement to the standard diffusion approximation has been developed, using 
the autocorrelation function representation discussed previously. 
The basis for this refinement is the assumption that during the initial interaction 
period the effect of the turbulent flow on the particle is more convective than dispersive. To 
represent this a 'convection time' is chosen during which no diffusion is considered to take 
place. 
17he appropriate choice of convection tirm is dependent on the characteristics of the 
particle and most notably the particle relaxation time as mentioned above. 'Me three 
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calculated autocorrelation functions, shown in figure 2.9, have been used to develop an 
empirical correlation for this convection time as a function of the particle relaxation time. 
Since, within the constraints of the current model, the properties of a fluid point can 
be specified analytically it is possible to derive the convection time for a fluid point using 
these results. 
Ile diffusion coefficient is defined, from equation (2.11), as 
< 1> 12 
rf'. 
2 <ti> 2 tL 
where t, is the particle -eddy interaction time. This corresponds to half the gradient of the 
dispersion curve for a fluid point (at long time). Using the simple form for a straight line 
MX+C 
it is possible to find the correct value for the fluid point convection time from 
2rt-c 
Given a known point, y, ', t, say, it is possible to specify c and therefore the convection time 
from 
C 
I -- C 
Using the fluid point data of Elghobashi and Truesdell (1992) (E&T) we obtain a value for 
the fluid point convection time of 
1; - 0.97 tL 
This analytical solution is only possible because of the known properties of the fluid point. 
To obtain an empirical equation for this quantity a curve has been fitted through the times 
obtained from the numerical autocorrelations given in figure 2.9. Ile convection time was 
taken to be given by the half decay time of the autocorrelation function. This lead to the 
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following empirical correlation 
fp2' 
2 02ý 2 
com = 0.35 t. L 0-0.1 tL 
(2.17) 
71ýs convection tin-c corresponds to the time taken before the particle is allowed to 
disperse. 7he effect of the introduction of this time is shown in the next chapter where it is 
compared with the other methods of calculation derived here and experimental data. 
Use of this time in the Eulerian calculation, outlined later, would correspond to a 
shift of the particle injection to a position corresponding to the point to which the particles 
will have been convected in time tc under action of the mean velocity. Diffusion would then 
be considered from this position. 
As can be seen in the comparison with experimental data in the next chapter the use 
of this convection time greatly enhances the accuracy of the diffusion approximation in the 
prediction of the displacement of the whole range of particles considered. 
2.5.4 Empirical Correlation 
71ough the simulation method presented above is less costly computationally than 
the numerical integration of the autocorrelation function it is still a relatively time-consuming 
calculation. T'herefore a simple empirical coffelation, has been developed that can be used 
to quickly calculate the diffusion coefficient of a particle. 
The form for this empirical correlation is given by 
12 
2 
us 
2aft 
) 
mov 
( 
t, 
&w, 
, 
(2.18) 
Equation (2.18) has the standard form of the diffusion coefficient calculation in that it 
consists of a velocity scale multiplying a time scale. This is desirable since any empirical 
form should recover the correct expression for the fluid point which, as shown above, is 
known analytically. For the fluid point the first of the time scales on the RHS of (2.18) 
becomes dominant and, as a result, the correct diffusion coefficient is recovered. In the 
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opposite limit of a large, heavy particle the dominant time scale of the particle-eddy 
interaction is the crossing time. The second time scale on the RHS of (2.18) has this 
crossing time as its basic form but, unlike the simulation calculation, the Eulerian length 
scale is used. Also, a factor of two is introduced in the denominator. 11is extra factor of two 
serves to compensate for the over-prediction of the mean square particle velocity resulting 
from equating it to the turbulent fluctuating velocity. Ile exact reasons for this 
compensation are not yet clear though the form of the correlation implies that there is a 
close relationship between the ratio of the crossing time scale used in the correlation to the 
actual particle-eddy interaction time and that between the mean square fluctuating velocity 
of the gas and the particle. 
Figure 2.10 shows a comparison of the dispersion obtained from the correlation and 
the simulation method for a range of particles and the fit can be seen to be surprisingly good. 
Though this method of calculation is very cheap to compute, its validity is uncertain. 
Also the only result possible from this calculation is the particle diffusion coefficient. It will 
be shown in chapter 5 that the mean square fluctuating velocity of the particle is also 
required for later calculation. 
While this empirical correlation is a useful tool for rapid calculation, its lack of 
physical insight into the processes involved in the particle-eddy interaction limits its use. It 
therefore is best considered a way of obtaining a good working approximation for the 
particle diffusion coefficient before a more robust, and expensive, method of calculation is 
used. 
2.6 Statistical Considerations 
As briefly mentioned above the statistics of the interaction process are of great 
interest. It has generally been assumed that the behaviour of a sequence of particle-eddy 
interactions, using a model like the one presented here, is ergodic in nature. During this 
investigation it has been discovered that this is not, in fact, the case. To illustrate this the 
behaviour of a sequence of random signs, which represents the simplest form of the 
interaction model, will be discussed. 
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2.6.1 Non-Ergodicity of a Sequence of Random Signs 
During the course of this work an investigation was performed into the statistics of 
the particle-eddy interaction process arising out of the turbulence model discussed above. 
Initially, it was assumed that all the statistics of the interaction process could be determined 
from a single sample, if a sufficiently long time was considered, by time averaging. While 
simplifying the calculation, since it only requires computation of the behaviour of a single 
particle, the use of time averaging intrinsically assumes that the interaction process is 
ergodic. 
'Me principle of ergodicity states (Papoulis (1984)): 
"A stochastic process, x(t), is called ergodic if its ensemble averages equal 
appropriate time averages. Ilerefore, with probability 1, any statistic of x(t) can be 
determined from a single sample x(t, ý)" 
It is expressed mathematically below. 
The ensemble average of a process x(t) is an estimate of the mean il (t) and can be 
defined as: 
li (t) - -! ýx (t, Z) 
7le corresponding time average is given by: 
lim 1 
X. T' 2Tf 
X(t, 
If il(t) equals a constant, il, a mean ergodic process is one such that for 
ln T«fx 
(t, Z) t* nr - ti as T-- (2.19) 2T 
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where IIT is the mean obtained fi-om time averaging. It follows from (2.19) that a process 
is mean ergodic iff its variance tends to zero as the tim tends to infinity: 
2 
or - as (2.20) 
Therefore, to establish the ergodicity of a given process it is sufficient to investigate 
the behaviour of the variance of the process in the limit T- .. 
It is possible to reduce the particle-eddy interaction process, as considered here, to 
a sequence of random signs by correct non-dimensionalisation of the eddy characteristics 
and gives a sequence ( 0. ) where 
all-Li si 
(2.21) 
where s, represents a random sign. A fluid point is also assumed in (2.21) as it is fully 
captured by the eddy and follows the fluid exactly. Use of this simplified form allows the 
statistics of the interaction process to be investigated analytically, and leads to the following 
statistics (see appendix HI): 
2, I-. fix a0& 00.0 as n- oo (2.22) 
Since the variance of On tends to zero as n tends to infinity it follows from (2.20) that this 
sequence is ergodic. 
For a diffusion process we require the mean square statistics of this interaction 
process, since: 
1 <12> 
2 <1> 
In the simple case considered here, we therefore need to investigate the behaviour of the 
sequence (T,, ) where 
49 
T2 (2.23) 
n 
Again it is possible to obtain these statistics analytically (see appendix III), and leads to the 
fol-lowing: 
T2 & 02 
2 
2- 2 as n 
n 
(2.24) 
It is clear from (2.24) that the variance of T. ' fails to satisfy (2.20) and is therefore non- 
ergodic. This has large implications in the averaging procedure used to obtain the diffusion 
coefficients and is discussed below. 
2.6.2 Implications for Diffusion Coefficient Calculation 
7le non-ergodicity of (2.23) implies that the calculation of the diffusion coefficients 
of the particles through (2.11) is itself non-ergodic. it follows, therefore, that the use Of time 
averaging will not result in a statistically stationary average, irrespective of the number of 
realisations considered. This is shown graphically in figure (2.11) where equation (2.23) is 
plotted for a number of different sequences, sl-s5. Figure (2.11) clearly shows that the 
various sequences do not tends to a single value in the limit of large n, as is required. 
Conversely, applying ensemble averages to (2.23) does indeed lead to a statistically 
stationary average given sufficient elements in the ensemble, also shown in figure (2.11), due 
to the finite value of the variance in (2.24). 
A similar plot for the ergodic sequence (2.21) is shown in figure (2.12), and all the 
plotted sequences can be seen to converge to a single value, which is equivalent to the value 
obtained from an ensemble average. 
7le effect of the choice of averaging method on the calculated diffusion coefficient, 
and therefore the particle dispersion, is shown in figure 2.7. Due to the lack of a unique time 
average for the particle diffusion coefficients, and hence dispersion, the time averaged 
particle statistics, plotted in figure 2.7, are obtained from an arbitrary number of particle- 
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eddy interactions (10,000). lbeseaverages'result in up to an order of magnitude difference 
in the predicted dispersion. This difference varies inversely with the particle relaxation time, 
since the higher the relaxation time of the particle the more its properties vary from those 
of the eddy, and all particle types show an appreciable difference between the two averaging 
methods. I'his is especially obvious in the copper particle calculation, the particle with the 
greatest inertial effects. Mr error is shown to lead to an order of magnitude reduction in the 
calculated dispersion. 
The effect of the observed non-ergodicity of the particle-eddy interaction process 
is clearly important in the correct calculation of the diffusion coefficient of the particle, but 
its larger implications are still unclear. 7lie result itself is surprising and could be of great 
importance in a large range of applications beyond those considered here. Further 
investigation of the more fundamental consequences of this result would be of great interest 
but are not pursued here. 
Due to the above result all diffusion coefficient calculations throughout the 
remainder of this work are performed using ensemble averages. 
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Figure 2.3 : Vector Diagram for the Instantaneous Particle Velocity 
Relative to the Gas Velocity. 
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Figure 2.4 : Use of the E&T Fluid Point Displacement Curve to Obtain the 
Fluid Point Diffusion Coefficient. 
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Figure 2.5: Schematic of Velocity and Length Scale Distributions 
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Figure 2.6(a) : Fluid Point Dispersion with Variable Scales 
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CHAPTER 3 
Experimental Validation of Diffusion Coefficient Calculation 
3.1 Introduction 
In order to investigate the accuracy of the calculation of the diffusion coefficients 
of the particles, presented above, it is necessary to compare the performance of the models 
against available experimental data. However, relatively little reliable experimental data 
exists which can be used for comparison. Ideally an experiment would provide data on the 
dispersion of a range of particles in a stationary, homogeneous and isotropic flow of infinite 
extent; this being consistent with the approximations used in the model. The use of this type 
of flow would therefore enable the test of the model under optimal conditions. While such 
flows are not found in nature, as homogeneous flow are generally non-stationary and 
stationary flows are generally non-homogeneous, decaying grid generated turbulence 
provides a good approximation. The decay characteristics of this type of turbulence are well 
known and through the application of suitable temporal and spatial scaling it can be treated 
as quasi-stationary. Also corrections can be made to account for the inhomogeneity found 
in the mean flow direction and it can be considered isotropic, in planes perpendicular to the 
mean flow, thus allowing the application of a one-dimensional model. 
Tbree experimental investigations have been chosen for comparison, all of which use 
a form of decaying grid-generated turbulence. Firstly the well known experiment of Snyder 
and Lun-fley (1971) ( S&L) which is considered as the definitive experiment in this area; 
secondly the experiment of Wells and Stock (1983) (W&S) in which the extra effect of 
crossing trajectories was considered and finally the numerical experiment of Elghobashi and 
Truesdell (1992) (EM), which has been mentioned in the preceding chapter. 
These experiments will be discussed below and comparisons made between the 
various types of model derived in chapter 2 and the given experimental data. 
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3.2 Data of Snyder and Lumley 
This experiment is considered to be the definitive work on the dispersion of particles 
in simple flow situations, and thus is used extensively in the literature as a test of models. 
This experiment together with the numerical simulation of the same flow performed by 
E&T, which is discussed later in this chapter, constitute the two main test-cases for the 
validation of the model derived above. 
The experime-ntal apparatus used by S&L consisted of a vertically orientated 
turbulent channel flow in a test section 16 ft (4.88 m) in length and 16 in (40 cm) square. 
Ile turbulence was generated from a 20 Alsec (6.55 m/s) flow through a grid with a mesh 
length of 1 in (2.54 cm), which gave a grid Reynolds number of approximately 10,000. Tie 
flow conditions where chosen in order to allow direct comparison with the early work of 
Kennedy (1965). 
Ilie flow is nbn-homogenous since its intensity changes by a factor of 5/2 during 
the initial period of decay, Batchelor (1953). As this decay is rather slow it is possible to 
consider the flow as self-similar with just a change in scales with downstream distance. As 
a result scaling can be applied to obtain a homogenous and stationary flow. Thus the 
turbulence could be treated as a homogeneous flow with properties equivalent to the those 
measured at an arbiamy scaling point. This point was taken to be 73 mesh (X/M) lengths 
downstream. 7le corrections were made by (i) compensating for velocity fluctuations by 
normalising by the r. m. s fluctuation observed at the point in question at the time of 
observation and (ii) compensating for the increasing length scale by dividing separations 
used in the experiment by their central location 
The particles used in the experinient were chosen to span a large range of relaxation 
times and particle diameters, ranging from a particle which would be expected to closely 
follow the flow field, a hollow glass bead, to one which would exhibit large inertial effects, 
a solid copper particle. Ille relevant particle characteristics can be found in table 3.1. 
Ile particles were injected at the grid and their mdial positions were measured at 
10 downstream locations, spaced logarithmically starting at 43 mesh lengths downstream 
and ending at 171 mesh lengths. Particle radial displacements were measured from 
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photographs taken at each location. The particles were released individually to avoid any 
particle- particle effects. Furthennore the negligible loading of particles rneant that the 
turbulent flow field was unperturbed by the presence of the particles. Thus the statistics of 
the flow field can be taken to be the sarne for all particle Pypes and equivalent to the single 
phase flow field. 
Particle Diarneter 
(pm) 
Density 
(kg/m) 
Tune 
Constant 
(msecs) 
Tenninal 
Velocity 
(M/S) 
Crossing 
Time IL/u, 
(secs) 
Hollow 
Glass 
46.5 260 1.7 1.67xlO' 1.055 
Solid Glass 87.0 2500 45.0 44.2. x 10-2 3.99x10-2 
Com 87.0 1000 20.0 19.8x 10-2 8.90x 10-2 
Copper 46.5 8900 49.0 48.3x 10-2 3.65xlO-2 
Table 3.1 : Parficle Data for Snyder and Lurnley - 
Downstream 
Location (x/M) 
Intensity u/U 
M 
Intensity VAJ 
M 
Dissipation 
(M3/S3) 
Integral Length 
scale (m) 
41 3.1 3.0 0.543 2.8x 10-2 
64 2.2 2.2 0.161 3. OxlO-2 
73 2.0 2.0 0.116 3. JXJO-2 
107 1.6 1.6 0.048 3.7x 10-2 
138 1.4 1.4 0.027 4.2xlo-2 
171 1.2 1.3 0.017 4.6x 10-2 
Table 3.2: Flow Data for Snyder and Lun-dey. 
In order to model this experiment an appropriate choice of turbulence scales is 
required. Since the downstream position chosen as the reference point in the scaling analysis 
was 73 mesh lengths from the grid, this was chosen as the point from which to take the 
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turbulent characteristics. As a result the calculations are based on a homogeneous, 
stationary, isotropic flow with characteristic flow properties equivalent to those found at this 
downstream location. 77he flow characteristics measured by Snyder and Lumley are given 
in table 3.2 
The experimental values for the turbulent Idnetic energy, obtained from the turbulent 
intensity, and the turbulent dissipation were used as outlined in the previous chapter to 
obtain the turbulent length, velocity and hence time scales used in the calculations. 
3.2.1 Discussion of Snyder & Lumley Results 
The measured radial dispersion of the particle is of main interest here. Ile results 
are presented in the form of scaled mean square radial displacement curves plotted against 
time. The displacement curves thus correspond to the dispersion of a range of particles in 
stationary, homogeneous and isotropic turbulence. The channel was also considered to be 
of sufficient diameter for the effect of the walls not to influence the measured dispersions. 
This enables a direct comparison between the given experimental data and the models 
presented in the previous chapter. 
The particles used can be considered to capture the range of important effects. The 
heavier particles, the solid glass and copper, show large effects of both inertia and crossing 
trajectories. The com pollen is an intermediate particle in that though it exhibits both of 
these effects they do not dominate the interaction between the particle and the eddy. Finally 
the hollow glass particles were chosen to represent a fluid point. Accordingly the effects of 
both inertia and crossing trajectories were considered ninimal for this particle. The data 
presented for the hollow glass particle is generally accepted to be up to 40 % in error. This 
error was noted by the authors themselves and is ascribed to poor sampling within the 
experiment. Comparison with the fluid point calculation of E&T clearly shows this 
discrepancy. 7le numerical experiment of E&T enabled the results for a fluid point to be 
calculated directly. Use of these two experiments, both conducted under similar conditions, 
allows for the cross checking of results. 
Another rneasurement of interest is that of the two point Lagrangian autocorrelation 
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functions. These results are also presented in corrected form allowing simple comparison 
with the calculation. 7he results quoted by S&L predict that the correlation functions of the 
heavier particles decay more quickly than those for the lighter particles. The authors propose 
that the effect of crossing trajectories is the reason for this anti-intuitive result in that this 
effect is of mom importance than the effect of inertia, which would tend to suggest the 
opposite trend. 
The comparison of the particle mean square displacement curves for five of the 
models discussed in the previous chapter will now be presented. First the results from the 
original model of HHD are compared with the data of S&L. This model is then extended to 
include the effect of crossing trajectories, by the simple inclusion of an additional interaction 
time scale. Next the vector model of chapter 2 is compared with the data. The modification 
to allow for the particle convection time is then applied. Finally the integrals of the 
autocorrelation functions themselves are considered. 
3.2.2 HHD Models 
The first model used for comparison with the experimental data of S&L is the 
modified form (Le. dependent on turbulence characteristics) of the original model of HHD. 
The results are shown in figure 3.1. Ile result for the original model, without any effect of 
crossing trajectories, using ensemble averages can be seen to greatly over-predict the 
dispersion of the majority of particle types. This becomes more obvious as the particle mass 
increases. This is to be expected since the influence of crossing effects becomes more 
pronounced the more inertial the particle. 
The prediction obtained using ensemble averagds with the extra timescale to take 
account of cross-trajectory effects is shown in figure 3.2. Introducing this simple form of 
crossing effect can be seen to significantly enhance the accuracy of the calculation. While 
this simple model can be seen to give results comparable to the full vector model (figure 
3.3) it fails to contain the correct physical description of the interaction process betwee n 
particle and eddy in the presence of crossing trajectories. 
Ile original model of HHD can be seen to be in error in its assumption of the lack 
63 
of influence of gravitational effects. Tlie version of the original model presented here is a 
much modified version of the original model. 'I'he use of ensemble averages greatly increases 
the accuracy of the prediction over the use of time averaging (see previous chapter). This 
accuracy is further in4)roved by the inclusion of a simplified crossing time scale. I'liough the 
results in figure 3.2 can be seen to predict the dispersion well the lack of physical 
consistency in the model used leads to a preference for the more complete vector model. 
3.2.3 Vector Model - No Convection 
Here the results for the vector model are presented. 77his model contains the extra 
effect of gravity over the model of HHD. Ile gravitational effects are intrinsically 
incorporated in the derivation of the model, unlike the simple inclusion of a crossing time 
scale used above. 
The results for this model can be seen in figure 3.3. The accuracy of the results 
varies as the particle relaxation time changes. The best fit can be observed for the dispersion 
of the heavier particles, represented by the solid glass and copper. These particles show the 
largest crossing trajectory effects as well as the largest inertial effects. Both can be seen to 
be captured accurately by the model. The fit of these two particles is very good for all times 
considered, with errors typically less than 15%. The accuracy of the fit in the short time 
region, where the diffusion approximation loses validity, is due to the effects discussed in 
the previous chapter. Though the particles have a relatively long relaxation time, and hence 
remain in the initial quadratic interaction region for a greater time than the lighter particles, 
the gradient of the final curves is less. As a result the effect of this large quadratic region is 
much less noticeable and much better approximated by an assumption of a constant gradient. 
The intermediate particle, the corn pollen, is less well prrdicted, as a result of the 
increased importance of the initial quadratic interaction region. Overall the degree of fit 
gradually degrades as the particle relaxation time becomes shorter and the change of 
gradient from the initial quadratic region to the long time behaviour becomes more 
pronounced. 
Finally the hollow glass particle, which is the lightest particle considered is very 
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poorly described. As discussed above the results of Snyder and Lumley for this particle are 
considered to be up to 40 % in error and the calculations for the hollow glass particles are 
only presented for the sake of completeness 
I'liese results imply that the vector model, while a great improvement over the initial 
model proposed by HFID, encounters problems in accurately representing the lighter 
particles as the simple diffusion approximation loses validity in the short time region. 
3.2.4 Vector Model - With Convection 
I'lie effect of the introduction of the proposed convection time on the ability of the 
vector model to correctly predict the given experimental data can be seen in figure 3.4. 
T'he introduction of the convection time approximation can be seen to have only a 
small corrective effect on the dispersion curves for the heavier particles. This small 
improvement brings both the calculated curves for solid glass and copper more closely into 
line with the experimental results. The small correction is as expected as the relationship for 
the convection time is inversely proportional to the relaxation time of the particle. The 
relative difference between the calculations and measurements lies well within the quoted 
experimental error (-1501o) for all times. 
In addition the use of the convection time markedly increases the accuracy of fit of 
the intermediate particle. Introducing a delay in allowing the particle to disperse brings the 
calculated dispersion curve more into line with the experimental data. The fit using this 
model can be considered to be very good. Again the calculated curve lies within the 
experimental error (-12%). The fit between the model and measurements degrades at long 
time. The experimental results show slight curvature implying that the effect of crossing 
becomes more noticeable. This in turn implies that the scaling used to approximate a 
stationary flow begins to lose accuracy at the longest times measured. As the calculation is 
conducted using constant flow characteristics the gradient of the dispersion curve remains 
constant throughout. Even with this curvature the discrepancy between the two curves 
remains within the experimental error. 
Tlie dispersion of the hollow glass particle is most affected by the introduction of this 
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convection time. Again the experimental results are such that no comparison can be drawn 
and the hollow glass calculation is only presented for completeness. 
3.2.5 Integration of Autocorrelation Function 
Finally the results obtained from a continuous integral of the numerically obtained 
particle autocorrelation functions is presented in figure 3.5. The use of this method of 
calculation allows the quadratic effects at small times to be fully captured. 
The heavier particles are again predicted well for all times. The quadratic effects 
which are captured by this method are shown to be small for these types of particles, as 
mentioned previously. 
The inten-nediate particle shows an acceptable level of fit to the experimental data. 
Ile initial quadratic region is noticeable at short time in the calculated curve. 'Me effect of 
this quadratic behaviour is insufficient to correctly delay the onset of the constant gradient 
portion of the curve, this Jeads to an over-prediction of the particle dispersion. 'Mis implies 
that the correlation time calculated for this particle is too small. This con-elation time can 
be seen in figure 3.6, which shows the numerically calculated autocorrelation functions used 
to obtain the dispersion curves shown in figure 3.5, together with those of S&L. The 
calculated curves Be well within the range of experimental error, except the fluid point, 
which is as expected. 
The curve for the hollow glass particle shows a significant quadratic region for short 
time, as would be expected. Again this curve is only presented for completeness. 
3.3 Data of Wells and Stock 
The second experiment considered was that of Wells and Stock (1983). 'Me aim of 
this experiment was to isolate the effects of particle inertia and crossing velocity on the 
dispersion of particles. In order to accomplish this a potential field, given by a uniform 
electrical field was set up between two parallel plates in a horizontally orientated wind 
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tunnel. Ile potential field had sufficient strength to obtain free-fall velocities up to four 
tirnes that due to gravity and, by reversing the polarity, allowed the gravitational field to be 
off-set. 
The flow field used was a grid generated channel flow similar to that of S&L, 
selected with the intention of allowing comparison between the two studies. Ilierefore the 
grid spacing, size and shape together with the mean flow velocity were set equal to those 
used by S&L. ne wind tunnel consisý of two glass plates for the vertical walls, to enable 
access for laser Doppler equipment, and two electrically isolated aluminium plate for the 
horizontal walls, which enabled application of the required potential field. The maximum 
natural fiw-fall distance for the larger particles was calculated to be approximately 10 cm. 
A doubling of the teniiinal velocity was originally required and therefore the channel height 
was set to 20 cm throughout the length of the test section. Consequently, when the crossing 
velocities were increased to four times the terminal velocity only the first half of the test 
section could be used. Ille important flow data is presented in table 3.3 
To enable the effects of inertia to be investigated the particles used were chosen to 
have differing relaxation times. Ile relevant particle characteristics are given in table 3.4. 
An important consideration in the choice of particles was that they exhibited a narrow size 
distribution as the charge they can carry is a function of the square of their diameter. This 
was required to ensure all particles used had a simHar charge and therefore behaved similarly 
in the applied electric field. 
X/M 15 30 45 60 75 90 
u'/U M 4.81 2.93 2.24 1.92 1.61 1.47 
VAJ M 4.76 2.93 2.23 1.91 1.60 1.49 
e (n, 2/S3) 6.17 0.625 0.221 0.112 0.067 0.045 
k (OA2) 1.5xlO*' 5.52xlO-2 3.23x 10-2 2.37x 10-2 1.67XJO-2 1.39xlo-2 
Table 3.3: Flow Data for Wells and Stock 
Mie particles are assumed to be introduced at the grid. ne particle concentration 
is assumed dilute therefore no particle-particle or particle-turbulent effects are considered. 
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Also this implies that no co-operative charge effects exist between the particles. 
Parameter 5 prn Glass Sphere 57 pm. Glass Sphere 
Particle Diameter (um) 5±1 57 ±6 
Density (kgIm') 2475 2420 
Relaxation Time, -rp (msecs) 0.192 24.4 
Terminal Velocity (m/s) 1.88x 10-3 0.23 
Table 3.4: Particle Characteristics for Wells and Stock 
A laser doppler anemometry (LDA) system was used for the particle dispersion 
nr, asurenr, nts. 7le n-rasurement locations were situated every 10 mesh lengths between 20 
x/M and 100 x/M inclusively. 
Again the modelling of this experiment requires the assumption of constant turbulent 
characteristics. Due to the use of a sirnilar flow field to that proposed by S&L the same 
turbulent properties were chosen for this calculation as for that of S&L. 
3.3.1 Discussion of Wells and Stock Results 
Conceptually this experiment is of great use. Unfortunately, the accuracy of the 
results obtained is in question. A critical discussion of the results is given below. 
The 5 prn glass particle has a relatively small relaxation time. It therefore would be 
expected to closely follow the turbulent fluctuations in the case of zero crossing time (i. e. 
the applied electric field offsets gravity exactly) and therefore to approximate a flaid point. 
Within the current model the dispersion of a fluid point can be calculated analytically. Given 
a specified flow field, it is thus possible to calculate the fluid point dispersion analytically. 
Assuming, in the first instance, that the flow characteristics are the same as those given by 
S&L this calculation can be perfon-ned. ne dispersion curves given in the work of W&S 
are dependent on downstream distance, rather than time. Making the assumption that the 
particles are convected downstream with the mean flow velocity, a valid assumption for the 
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5 pm glass particles , it is a smaightforward calculation to convert this downstream distance 
to a time. 
FoHowing the analytical forrn given in the previous chapter for the dispersion of a 
fluid poiný i. e. 
I <y 2> -2 rf I-2 (ý u, 
2 tL) t-u, 2 tL t 
and using the flow data from S&L, this results in a dispersion of more than twice that 
observed in the experiment of W&S. 
Using equation (3.1) it is possible to invert the -relationship to obtain the scales 
required to fit the experimental measured dispersion. Ihis leads to 
< 2> 
U.: tL 
y 
I 
(3.2) 
At least one of the values on the LHS of equation (3.2) needs to be specified. Choosing to 
specify the velocity scale, since this is measured in the experiment, and assuming its value 
at the n-dd-point of the measurement region, that is 45 x/M, we can calculate the value 
0 
required for the Lagrangian time scale and hence the eddy length scale. 
This calculation results in a length scale of 3.956x1O-I rn compared to a length scale 
obtained by applying the k-e relationship (see previous chapter) to the turbulence 
characteristics n=ured at this flow point of 1.066xlO"m. This implies that in order obtain 
the measured dispersion curves the turbulence length scale needs to be reduced by almost 
a factor of three, assun-dng the given velocity scale. 
Another inconsistency with the given dispersion data arises out of the sin-dlarity of 
the magnitude of the dispersion of both particle types. The dispersion of the 57 pm glass 
particle is measured as being virtually identical to that of the 5 pm particle for the case of 
zero gravity. This implies that no inertial effects are present to distinguish the two particle 
types. 
Yet further inconsistencies can be found by considering the dispersion of the 57 pm 
particle. ne variation in the particle! s crossing velocity is quoted as varying from 0 to 1.216 
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n-Vs. This corresponds to an increase of the potential field experienced by the particle from 
0 to 7.2 g. The increase in the crossing trajectory effect exhibited by the particle over this 
range of accelerations would be expected to be extremely large. For example the time taken 
for the particle to fall across an eddy would vary from - (zero fall velocity) to 
approximately 10% of the eddy lifetime. 17his would imply a large variation in the observed 
dispersion of the particle. 7le experimental data does not reflect this and the particle 
dispersion varies only by a factor of approximately two. 
To highUght these inconsistencies the experimental data for the 57 pm glass particle 
is compared to the vector model, below. 'Ilie convection time is not included as it has been 
shown in the previous section to only be important for particles with a low relaxation time 
and hence a large change in gradient between the initial quadratic region and the constant 
long time, behaviour. Ibis can be assumed not to be the case in the dispersion of the 57 pm 
glass particles, especially when a large potential field is applied. 
3.3.2 Vector Model Comparison 
The comparison of the calculated mean square displacements of the 57 pm glass 
particle with the everimental results can 
be seen in figure 3.7. The assumed turbulence field 
is that used for the S&L calculation. If the k-r- model formulation is applied to the flow data 
of W&S, and the turbulence 
is taken to be constant at the values given at 45 X/M 
downstream from the grid the calculated length scale is virtually identical to that found in 
S&L and the velocity scale is slightly higher. The use of the velocity scale of S&L will thus 
tend to under-predict the dispersion of the particles slightly. 
Even with this proviso the dispersion of the larger glass particle for low crossing 
velocities is shown to be much greater than that measured 
in the experiment, as expected 
from the above discussion. Also it can be seen that the variation in the particles dispersion, 
as the effect of the crossing trajectory effect 
is increased, is much greater in the calculations 
than in the experiment. This fact also follows from the above discussion. 
'Mese results for the 57 prn particle lend support to the above arguments and again 
cast doubt on the validity of the experimental results. 
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3.3.3 Convection Time Comparison 
Sin6e' the lighter, 5 pin, glass particles have a significantly smaller relaxation time 
than the heavier particles it was decided to include the convection time formulation in the 
calculation of the dispersion of particles of this type. 
Ile results of the calculation can be seen in figure 3.8. Clearly the increase in the 
crossing velocity of the particles from 0 to 0.2365 m/s, which corresponds to an increase in 
the potential field from 0 to 127.5 g, has a more obvious effect in reducing the calculated 
dispersion of the particles than that found in the experiment. 
Also the dispersion of the particle when a zero crossing velocity is applied can be 
seen to be much greater than that found in the experiment as expected from the above 
arguments. 
These problems have been encountered by other authors, Sommerfeld (1993). 
3.4 Data of Eighobashi and Truesdell 
This work is a numerical experiment based closely on the original experiment of 
Snyder and I. Ain-dey. The calculation consisted of solving the single phase flow field for the 
grid generated turbulent channel flow of Snyder and Lumley using direct numerical 
simulation and then tracking a large number of particles t1mugh the flow. 
The main rationale for considering this work together with that of Snyder and 
Lun-dey was the fact that this calculation enabled the consideration of the dispersion of a 
fluid particle. As mentioned above the results for the particle chosen by Snyder and Lumley 
to represent a fluid point, the hollow glass bead, are generally considered to be in error. A 
knowledge of the behaviour of a fluid point is extremely important in & development of 
the dispersion model. This data has been used previously in the calculation of the 
relationship between Eulerian and Lagrangian scales, as outlined in chapter 2. 
Consequently the only comparisons drawn with this experiment are those concerning 
the dispersion of the fluid point. I'lie calculations performed, by E&T, for the other particle 
types considered in the work of Snyder and Lwnley agree closely with the experiments and, 
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therefore, are not directly considered here (see figures 3.1-3.5). 
The numerical experiment consisted of a direct numerical simulation (DNS) of the 
flow field used by S&L. This entails solution of the fifll time-dependent Navier-Stokes 
equations together with continuity. This has the advantage that no closure model is required 
and the flow field properties are known at all points in the flow domain. To accomplish this 
a sufficiently fine computational grid must be applied to enable the calculation of all relevant 
scales up to and including the dissipative range. In the work of E&T the flow field was 
solved in a cubic computational domain of unit size with periodic boundary conditions. This 
domain was considered to move with a constant velocity equal to the mean stream velocity, 
thus, reducing the calculation to consideration of only instantaneous fluctuating velocities. 
The initial random velocity field was chosen to be isotropic and periodic in space 
with a divergence f= continuity equation. The resolution (963grid cells) was such that all 
wavenumbers up to kj. =2n were captured. Ile specification of the turbulent spectra was 
such that the ratio of the wavenumber of peak energy, k: P, to the above nimimurn 
wavenumber, k.. was 6. This led to a micro scale, AO, of approximately 4.5xlo-3 m and a 
root mean square velocity, uO, of approximately 8.8x 10-2 nVs. Ile initial microscale 
Ids number,. R., was therefore 25. 
The behaviour of the particles in the flow was calculated by numerically tracking a 
statistically significant number of particles, 223, through the flow field. 77he tracking was 
accomplished using the full particle equation of motion (equation (2.3)) including all force 
terms on the RHS. Again no form of modelling of the interaction between the particle and 
the flow was required as the instantaneous flow properties are known at all points within the 
flow field. Small inaccuracies could still be found in the calculation since only one way 
coupling effects were considered. While this is consistent with the experimental data of S&L 
it fails to take into account the influence of the particle on its local flow field. This 
discrepancy occurs because the requirement the no-slip condition on the particle surface 
disturbs the local flow fiekL '11iis effect though present can be seen to be small (E&T figure 
10a) from the extremely good fit between the numerical and physical experiment for particle 
types considered. 
72 
3.4.1 Discussion of Elghobashi and Truesdell Results 
DNS suffers from constraints on the Reynolds number of the calculated flow, due 
to the power of current computers. lberefore appropriate scaling of various quantities is 
needed to allow comparison with the experimental data of S&L. 'Me microscale Reynolds 
number obtained in the numerical experiment decayed from an initial value of -25 to 15.9 
through the calculation. 'I'he corresponding value of R., found in the experiment of S&L was 
approximately 48.5 throughout the test section. It is therefore necessary to apply scaling 
procedures to the resulting DNS data to allow comparison with the experiment. This is 
acconiplished through ensuring that the ratio of particle response time and eddy decay time 
are equivalent. Similarly the gravitational force must be scaled so that its effect relative to 
the fluid acceleration is consistent. Scaling was applied at the first measured particle 
dispersion position (i. e. 68.4 x/M). 
It follows from the above discussion that the results obtained by E&T could not be 
conipared directly with either the experimental data of S&L, or the calculations presented 
here. In order to be able to compare the results appropriate re-dimensionalisation with the 
relevant scales is needed. 7he results of E&T f th an square displacement of the fluid 
point are quoted with a non-dimensional mean square displacement. The time used is 
dimensional since the time scaling is incorporated directly into the calculation through the 
scaling of the particle charateristics . The comparison of results with the experimental data 
is given here in dimensional form. The experimental data of E&T was re-normalised with 
the integral length scale of S&L. 
Ile results presented by E&T for the non-dimensional mean square displacement 
of the particles give an accurate representation for all particle types, except the hollow glass 
(fluid point) as expected, when compared to the experimental results of S&L. Therefore, the 
only results considered here are those for a fluid point, which have been used extensively in 
the previous chapter and complement the original data of S&L. 
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3.4.2 HEID Model 
The results shown in figure 3.9 for the HHD model can be seen to be identical with 
those obtained from the vector calculation (see figure 3.10). 71iis is to be expected as the 
HHD model is the limiting case of the Vector model in the case of small particles (see 
Appendix I). No crossing trajectories are considered here since their effect on the fluid point 
is negligible. T'he curve given for this model can be seen to over-predict the dispersion of 
the fluid point significantly. 71ough the gradient is similar to the quoted experimental data 
the lack of fit in the initial quadratic region affects that in the constant diffusion region, as 
before. 
3.4.3 Vector Model - No Convection 
The results for the vector model with no convection, figure 3.10, areidenticalto 
those found from the HHD model, above, as expected. The inability of both of these types 
of model to co tly predict the initial interaction region leads to large discrepancy between 
the calculated dispersion and the experimental data for all times downstream. This level of 
fit is unacceýtable and the model needs further refinement. 
3.4.4 Vector Model - With Convection 
The effect of the introduction of the convection time approximation can be seen in 
figure 3.11. The use of this approach to model the initial interaction period can be seen to 
enhance the prediction of the fluid point dispersion. T'hough this model gives a much 
improved fit over the previous two the dispersion in the initial region is still over-predicted. 
This is due to the underestirnation of the duration of the initial quadratic region. Discussion 
of this effect is deferred to the following section 
74 
3.4.5 Integration of'Autocorrelation Function. 
The mean square displacement of the fluid point arising from the integration of the 
autocorrelation function is shown in figure 3.12. Mie agreement between this analytical form 
and the convection corrected vector model (also plotted) can be seen to be excellent. Both 
calculations exhibit the same gradient as the curve of E&T at long times. 711is implies that 
the fluid point diffusion coefficient is consistent between the two calculations. The quadratic 
region however shows poor agreement. 
Ile results of E&T exhibit a much longer quadratic region than those of the present 
work. 'I'his implies that the correlation time of the E&T fluid point is much longer. Because 
the fluid point characteristics are specified analytically in the framework of the model 
presented here, it is possible to obtain this correlation time exactly. From the form of the 
turbulence model employed it follows directly that the correlation time for the fluid point 
is given by the eddy decay time, td. This time is set equal to the Lagrangian time scale; 
extensively discussed above. In the work of E&T the con-elation time is of the order of three 
time this value. 
Mie time scaling used in the DNS experiment of E&T was performed to ensure 
consistency between the particle relaxation times and gravitational effects found in the 
original work of S&L. This form of scaling is clearly not applicable to the fluid point, since 
it has a zero relaxation time and a zero relative terminal velocity. Therefore, it follows from 
the ratio of the Reynolds numbers found in the two experiments (-1/3) that the integral time 
scale found in the DNS data will be of the order of three times that in the experiment of 
S&L, which explains the discrepancy between the two correlation times is shown in figure 
3.12. 
3.5 Conclusions 
Ilie above calculations show that the vector model gives a good fit to experimental 
data throughout the range of particle types considered. Ilie error between all the predicted 
dispersion curves and those measured falls within the experimental error (approximately 10- 
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15%). The introduction of a convection time formulation is especially important for the 
correct calculation of the dispersion of light particles which exhibit a small relaxation time. 
When this added effect is incorporated into the calculation the fit between the calculations 
and the experimental data of both S&L and E&T can be taken to be good. Though the 
modified form of the HHD model using ensemble averaging and including a crossing time 
scale gives results of similar accuracy to the vector model for heavy particles, it provides a 
poor description of the intem-mliate particles and the latter model intrinsically incorporates 
the underlying physical processes in a more systematic manner and therefore is preferred 
here. 
Ile data of Wells and Stock has been shown to contain inconsistencies between the 
measurtrnents of the particle dispersions and the turbulent scales of the flow field. Further 
the measured effect of increasing the applied electric field, which in turn increases the 
crossing effects for the particles, was much smaller than expected from the calculations. This 
discrepancy leads to an inability to correctly predict the experimental results, and has been 
noted by other authors. 
Ilie vector model is used throughout the remainder of this work as a basis for the 
calculation of particle diffusion coefficients. It should be noted that no convection time is 
implemented in the test-case calculations, presented later. Due to the types of particle, the 
inlet conditions and flow fields considered, the influence of this effect is considered 
negligible. 
76 
a S&L - Hollow Glass 
A S&L - Com Pollen 
0 S&L - Solid Glass 
B. OX104 0 S&L - Copper 
- Hollow Glass 
- ------- Com Pollen 
Solid Glass 
................... Copper 
4.0110 
40D 
A 
40 40 
40 
co 
O. Oxte 0.0 0.1 0.2 0.3 t (secs) 
0.4 
Figure 3.1 : Comparison Of HHD Mo(lel - i%4o t-rossing, wim aou, L., Fdta 
1.0y. 10 
a S&L - Hollow GUSS 
9. OX104 
A S&L - com Pouen 
T S&L - Solid Glass 
4 S&L - copper 8. OX10 
Hollow Glm 
" ------ * com Pollen 7. OxIO SolidGlass 
C Cr 
6. OX104 
DPP 
5. OxIO' 
4.000 
3. OX104 A 
loxio 
............. Vol . 
............ 
; 61 
1.01,04 ........... 
i6 
0.2 0.3 0.4 
t (Secs) 
Figure 3.2: Comparison Of HHD Model - With Crossing, With S&L Data 
77 
I. OXIO, S&L - Hollow GLus 
9.0XIO 
A S&L . Cora Polka 
v S&L- Solid Glass 
R. OXIO S&L - copper 
Vector Model - Hollow Gku 
. A. 
IWO ------ I Vector Model - Cora 
Polka 
__. _ Vector Model - Solid Glan 
4 ................. Vector Model - Copper 6. OxIO 
5. oxlo, 4 
4. OxIO" 
3. OxIV 
2. OX104 
vo 
O. OX16*L- 
0.0 0.1 0.2 0.3 0.4 
t (Secs) 
Figure 3.3: Comparison of Vector Model - No Convection, with S&L Data 
I. OXIO" 
S&L - Hollow Glass 
9.0%104 A S&L - Com Polka 
v S&L-SotidGhss 
S. OX, 04 
S&L - copper 
Convection - Hollow Glass 
*- ------- Convection - 
Com Pouca 
.A7. 
OxIO 
Convection- Solid Glass 
" Coovection - Copper 6. OxIO 
5. OX104 
a 
4. OxIO'4 
2.0x10'4 
L--e 
......... ... 
0.0 0.1 0.2 0.3 0.4 
t (sec$) 
Figure 3.4: Comparison of Vector Model - With Convection, with S&L 
Data 
78 
I. OXIO., - S&L - Hollow GIm 
A M- Com Poum 
v S&L - Solid GIM 
S&L - copm 
AuCoconxtation - Hollow Ohm 
------ Autocomlation - Com Pollen 
.A7 Autoconcladon - Solid Glus 
6.040' Autoco"lation, CWM 
5.011or4 
4.040*4 
3. OXIO" 
ZOXIO, 4 
A 
A 
LOXIO 
......... 
O. OXIGP 
0.0 0.1 0.2 0.3 0.4 
t (socs) 
Figure 3.5 : Comparison of Integral of Autocorrelation Function with 
S&L Data 
1.2 
Hollow Glass - S&L Data 
A Coin Pollen - S&L Data 
1.0 Solid Glass - S&L Data 
%% 0 Copper - S&L Data 
dL 
0.8 
------- Fluid Point 
% -- Com Pollen 
................... Solid Glass 
copper 
U. 6 
0.4 
0.2 
%% 
0.0 
aaa 
t (secs) 
0.05 0.10 
Figure 3.6: Nonnalised Autocorrelation Functions 
79 
7. UxIO' 
VwAW-V, -21* 
6. OA104 ........ vIlow-y'. 391 
Vodm-V, -SLS 
vadw-velmo 
w" - V, -O 
W&S-Y. -ILS 
4. OXle 
WAS-V, -25.9 
WAS-V,. 39.7 
WAS-V, -54, $ 
0 W&S-V, -sIs 
3.0x(04 
IWO 
0 
.............................. 
O. Oxio 
0 10 20 30 40 so 60 70 
X)m 
Figure 3.7: Comparison of Calculated 57pm Glass Particle with W&S Data 
for a Range of Drift Velocities, vd(nVs). 
"ec, - * v. 
............. 
Vva« - V, - 97A6 
Wu-V4-0 
aý 
A Was - Vd - 173 
WAS - Vi - 5J6 
WA3- Yd - 1131 
Was - v4 - 1t06 
Was - Vd - 2a91 
Z 
WA3 - V4 - 23.63 
- 3. Oxiv. ll .., - -- 
ý 
2.000 
I. axlo, 
O. Oxle I--ý-,, ---,, ý.. 
I.. I. A,. Iý.. ýI.. j 
0 10 20 30 40 so 60 70 
x1m 
igure 3.8: Comparison of Calculated 5pm Glass Particle with W&S Data 
-a Range of Drift Velocities, vd (nVs). 
80 
1.2xlO" - 
E&T FI%A4 Point Data 
: ------- mm 
4. Ox jOr4 - '0 
ZOX104 
t 
0.1 Q2 0.3 
t, (SOCS) 
0.4 0.5 
Figure 3.9: Comparison of HHD Model with E&T Fluid Point 
E&TFWWPoiotData 
HHD 
------ vecw 
S. OX104 
40a 
2. OxIO 
0.0 0.1 0.2 0.3 0.4 0.5 
t (Secs) 
13.10 - Comparison of Vector Model - No Convection, with E&T 
-lint 
81 
1.2zlO*l 
E&T Fhdd Point Data 
- ------- Convection 
8.0XIO, 
6. OA104 
4. OX104 
2. OxIO'4 
o. 0110, J 
0.0 0.1 0.2 03 OA 0.5 
t (secs) 
Figure 3.11 : Comparison of Vector Model - With Convection, with E&T 
Fluid Point 
1.2x104 
E&T Fluid Point Data 
Vector Model With Convection 
I. OX10*1 
I 
................... Integral of Autocoffelation 
8. OX104 
6. OxIO" 
4. OxIO4 
2. OxIO'4 
O. OxIop 
0.0 0.1 0.2 0.3 0.4 0.5 
twýJ toý, ) Time (secs) 
Figure 3.12: Comparison of Integral of Autocorrelation Function with E&T 
Fluid Point, Showing Corresponding Correlation Times. 
82 
CHAPTER 4 
Single Phase Calculation 
4.1 Introduction 
In order to model the behaviour of a dilutely dispersed second phase, in a turbulent 
fluid, it is necessary to be able to specify the behaviour of the carrier phase. Experimental 
investigation can provide the some of the required data but tends to be expensive. Also the 
memurement of some. quantities of interest can be extremely difficult. 'niough experiments 
remain of great importance in the investigation of flow phenomena much use is made of 
analytical and numerical methods. 
Equations to represent fluid flow have been known since the turn of the century, the 
well known to Navier-Stokes equations, but due to their highly coupled, non-linear nature 
analytical solutions are only possible in the most trivial of cases. Though numerical methods 
have becomee widely available with the advent of affordable and powerful computers only 
recently has it been possible to solve these equations at sufficiently small scales to simulate 
turbulence, and this using the most powerful computers and considering only simple, low 
Reynolds number flows. 
Because of the problems encountered when attempting to solve the equations for 
fluid flow exactly, various approximation techniques have been developed. Foremost 
amongst these is that proposed by Osborn Reynolds. 
This chapter provides a basic overview of the derivation of the equations of fluid 
flow together with their transformation into mean equations following the method of 
Reynolds. 7le turbulence closure problem is then discussed together with the required 
boundary conditions for the solution of the resultant equations. A simple numerical solution 
scheme is then presented based heavily on the work of Patankar (1980) Finally this 
numerical algorithm is applied to a simple pipe flow and compared to the data of Laufer 
(1954). 
7le work presented in this chapter is by no means a comprehensive discussi6n of the 
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field of computational fluid dynamics and as such contains little or no reference to many of 
the current discretisation and solution methods found in the literature. No mention is made 
of direct numerical simulation (DNS) or large eddy simulation (LES) or even higher order 
quadrature schemes. One of the main goals in the use of the solution procedure discussed 
below is that it can be run, in an acceptable amount of time, on a desktop personal 
computer. Another major aim was to develop a solution algorithm which was directly 
applicable to the solution of the second phase conservation equations presented in the 
following chapter. The straightforward pressure-correction code chosen fulfils both of the 
above goals as well as being well tested and accepted within the literature. 
4.2 Conservation Equations 
To be able to describe the flow situations required it is necessary to develop 
conservation equations for the important variables. Derived here are the conservation 
equations for mass, often called the continuity equation, and momentum. Using these 
equations as a base it is possible to develop a general form of differential equation applicable 
to most variables of interest. Ibis general form has the added advantage of enabling direct 
application of many of the results developed in this chapter to the calculation of the 
Eulerian description of the second phase. This second phase calculation is discussed in detail 
in the following chapter. 
Firstly the mass conservation equation will be developed. 7bis is then extended to 
the required momentum equations and those of Navier and Stokes. 
4.2.1 Mass Conservation 
Consider the fluid volume, V with surface area S, given in figure 4.1. Also let p 
represent the mass per unit volume of the flukl. The mass flux through a small area dSj with 
a normal in the xj coordinate direction is hence given as pudSj. 7lie total mass transfer 
through the surface of the volume is then given by 
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fP Uids, 
9 
Also the rate of change of mass, per unit time, in the volume V is given by 
a_ 
atf 
p dY 
v 
Assuming p is continuous and differentiable over a fixed V we get 
afp dV -f cl 
P dV (4.2) 
atat vv 
It fbHows that the rate of change of the mass in volume V is given by the summation of (4.1) 
and (4.2) 
f -ý -P dY +fp ujdgj 
at vs 
Applying Greens Ileorern to convert the surface integral to a volume integral, we get 
faP dV +fp ujdg, -fý -P + -2-- (p U) 
v at 9v at a xi 
Letting the volume become arbitrarily small this becomes 
ap. a (pu) - SP at a X, 
(4.3) 
The term on the RHS of (4.3) is used to represent other processes which could influence the 
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mass conservation principle. Internal sources or sinks need to be considered in reactive 
flows where mass can be destroyed or created within the flow due to chernical reaction. In 
the case of non-reactive flows this source tenn can be set equal to zero to give the standard 
fonn of the single phase continuity equation. 
(p U) 0 (4.4) 
at a xj 
4.2.2 Momentum Conservation 
Ile unsteady and convection terms for the momentum conservation equations can 
be derived in a sinfilar mariner to those in the continuity equation, above. It can be seen from 
figure 4.2 that in addition to these two terms an extra term arises due to the shear and 
normal stresses experienced by the surface of the volume, V. nis results in the term 
0, dSj 
For a Newtonian fluid there exists a linear relationship between the stmss and defonnation 
tensors (i. e. the symmetrical part of the spatial variations) 
a-u, 
- -L -" 
ul 
- 
1- ýu-' 
- 
ý-5 )m ID 
01 , 
1-ü 
kE t* 
a Xi 2( ax, axi 2 ax, ax, 22 
where it, is the alternating third order tensor. Ilerefore the shear experienced by a 
Newtonian fluid is 
a,, - ILDO, 
where p is defined as the dynamic viscosity. Ibis leads to 
0 
au au, 
, 
au. ) 
6, ab, -a"t axj axi 
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where p is the hydrostatic pressure force and A- . 
1p is assumed. Thus representing 3 
momentum by pu, we have for the conservation of momentum 
f -L(p u)dV +f (p ulu)dSj +f oVdS, 
at 
Again using Green's theorem and assuming a small control volume we obtain 
aau( air ýuj Ia ý' kI L-'-- -, -(Pu) - --ý--(Putu) 641- IV x-) 
li 
- spu at ax a xj aXk ij 
a (p u) -a (p t, 9 -- ap 4a laraUk 1ý a +S at aa aXk ax ax axi p,, (4.5) 1 Xi X, a Xf 
Ile term Spu on the RHS of, (4.5) again is used to represf nt the influence of other effects 
on the conservation of momentum. Setting this source teim equal to -pg, the force due to 8 
an external gravitational field, leads to the well known avier-Stokes equations. 
For the case of an incompressible flow where clensity is constant and 
ýN-k 
-o axk 
get 
I 
aa ap a Put a P at 
(U) +P ax 
(Utu) 
a xi + axi "(+ 
Ui 
+ SPU (4. 
i FXJ a xi 
'Ibis equation can be written in a slightly more usablý form, since 
JJL 
( 
Ut au a2f a2UJ 
14 
hut 
h 
a Xi cl xj ax, a Jfj cl xj axjaxi 
(4.7) 
au, axii) ag ( 
axi axi axj a X, a xi axi a la 
a"") 
. 
auaxj 
Hence, (4.6) can be written as 
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a (Pul) -2 (P Ulu? .- 
ap 
. -L AaU, 
).. 
sp. at a X, axi axi a xj ax, axi 
Taking the second viscous term on the RHS into the source term, we get 
a (P u)- 2- (P U, 9-- ap ,ax 
au, ) 
+S (4.8) 
x at a Xi axi axi a, 
which is the final form for the conservation of momentum equation for incompressible flow. 
This form is also assumed valid for compressible flow at low Mach numbers where the 
density can be assumed constant. 
4.2.3 Generalised Form 
Equations (4.4) and (4.8) can be considered to be special cases of a generalised form 
of differential equation for an unsteady, convection-diffusion process 
a (P 4bý -a (P aje) -9 r4a4, 
) 
+ S+ (4.9) at a Xi a Xi 
(a 
xj 
where IPO represents the diffusion coefficient of the general variable (ý and S,, is used to 
represent the source temis for the variable 4). Ile use of this type of generalised equation 
allows the straightforward development of solution algorithms. This is discussed in more 
detail later in this chapter. 
4.3 Reynolds Averaged Equations 
Ile conservation equations derived in the previous section are based on the 
instantaneous values of the dependent variables. In order to solve these equations it is 
desirable to reduce them into equations for the mean properties. '11fis is accomplished by the 
use of Reynolds decomposition and averaging. 
The process of decomposition assumes that the instantaneous value is formed from 
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a superposition of the nran and fluctuating components. Hence for a general variable 4) we 
get 
ý-0 -4), 
where (D represents the mean component and iý' the fluctuating component. Tile mean of 
the fluctuating component is zero. 
Introducing this form of decomposition and applying Reynolds averaging to the 
resulting equations leads to equations for the conservation of the mean properties. 
'I'lie standard properties for Reyfiolds averaging can be expressed as 
aA+ a'-A + a'-A 
i-B 
- AB - AB (4.10) 
Ab' - Ab' - Ab' -0 
«i-b 
- (A+aý(B+bý - AB + Ab' + Ba' - AB + ab' - AB + a'bl 
where 
a. A+a' b-B*b' 
This decomposition and averaging is now applied to the continuity, (4.4) and 
momentum, (4.8) equations developed above. 
4.3.1 Continuity Equation 
lbe instantaneous mass conservation, or continuity equation, given in (4.4) is now 
considered. Introducing the decomposition of the dependent variables 
p-p-P, u- U+u' 
we have 
a(p+p) a(p + P) (Uj. ujý .0 ataX, 
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Using the properties (4.10) we obtain 
ap +a (PU, +P'uj) .0 at a Xi 
For incompressible flows we have no density fluctuations. Setting the density equal to p we 
get 
. 
ý_p 
, -L P Uf -0 (4.12) at a Xi 
since the fluctuating term is zero. 
4.3.2 Momentum Equation 
The instantaneous momentum equations (4.8) are now considered. Assuming 
incompressible flow, hence a constant density, a zero source term and introducing the 
velocity decomposition form (4.11) together with 
pI 
and averaging we get 
x P 
a(u(*u, )(Uj-g', ) a(p+p) it 
a(ut+ui) 
a X, ax, a, a Xi 
Again applying the properties (4.10) this reduces to 
a U, 
p _L(ul U, * ul Ujý) 
ap ul) (4.13) 
at ax a X, "Xi i CIXJ 
The use of this Reynolds decomposition and averaging procedure leads to the inclusion of 
an extra tenn in (4.13) over the laminar viscous fonn of the Navier-Stokes equations. This 
tenn has the fonn of a mean stress and hence is known as the Reynolds stress tensor 
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Xi 
Inclusion of this term leads to the classical closure problem. 'Mis problem is discussed in 
the next section 
4.4 Turbulent Closure 
The presence of the Reynolds stress terms in (4.13) imply that the set of equations 
defined by (4.12) and (4.13) contains more unknowns than equations. To calculate the 
required Reynolds stress terms it would be necessary to average for the next order in 
equation (4.13). This would in itself introduce a triple correlation term leading to a similar 
problem. Therefore a solution is not possible without further approximation. In order to 
address this problem various forms of closure hypothesis have been proposed. 
Two types of model exist. Firstly those which use a so-called turbulent viscosity 
concept to approximate the additional stress terms of (4.13) and secondly those models 
which develop equations to describe the transport of the stresses themselves. 
These two types of model are briefly discussed below and a preference is declared 
for a model based on the idea of an eddy viscosity. A comprehensive review of closure 
models can be found in Nallasamy (1987). 
4.4.1 Turbulent Viscosity Model 
This form of modelling treats the Reynolds stress tenns found in (4.13) as additional 
viscous stresses of the fonn 
a U, au Reynolds Stress - Iir a Xi . axi 
1) 
where PT is an additional viscosity due to turbulence. Substituting for the Reynoldi"stresses 
in (4.13) we get 
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aui a (uduý . -ap .a 
auf 
p- +pi axj axj 
( 
(P - g,. ) (4.14) at ax a x, 
) 
Again assunfmg the gradient of turbulent viscosity tenn is zero. This results in an equation 
which is of exactly the same, form as the original momentum equation (4.8) with the simple 
addition of the extra viscosity term. 
17he variations between the models of this type arise from the method used to obtain 
the turbulent Yiscosity. 
M-c simplest form of this type of model arises from nixing length arguments, Prandd 
(1926). A dimensional analysis reveals that PT divided by the density, p has the dimensions 
of length multiplied by velocity. This implies that PT is a function of the density, a 
representative length scale and the local flow velocity. Using the expression for the turbulent 
shear stress as a model it can be postulated 
12 
a u, 
.au, 
a xj axi 
) 
where q is a model constant and 1 the representative length scale. Both of these quantities 
needed to be specified. This is accomplished by consideration of experimental data for 
simple flows. This type of model is called a zero-equation model since no transport 
equations need to be solved to obtain the value Of PT* 
Ilie next type of model is the one-equation Model. In this form of model an equation 
for the turbulent Idnetic energy, k, is derived based on the generalised form (4.9), Abbott 
and Basco (1989). 
ak U, ak a( Pf ak 
) 
at ax aXi Pok aXj i 
, pr( 
au, 
, 
aui) IU, 
-E pax. ax, ax( 
(4.15) 
This transport equation for k is then solved, the value of e being specified empirically. The 
turbulent viscosity is obtained from 
-I pr - PC 11 
k il 
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Again this type of model requires the specification of the mixing length, I together with the 
various constants found in (4.15) 
The final model of this type introduces a second transport equation whose dependent 
variable is a function of the representative length scale. The most commonly used equation 
is that of the turbulent dissipation, e, which has the form, again from Abbott and Basco 
(1989). 
ae + U, aE -. 'IC. Ipy 
! 
-U, , 
auj) nuf 
-c 2c !ý (4.16) at a X, a X, 
Po. a X, 
kp(a xi ax, axj k 
Again the coefficients in both equation (4.15) and (4.16) need to be specified. The turbulent 
viscosity is given by 
CP 
71iis is the standard two-equation model, first derived by Launder and Spalding (1974), and 
is used extensively throughout the literature, and is used in this work. 
The main benefit of these types of models is their simple form and ease of 
computation. Conversely, the requirement to specify either a turbulent length scale, or the 
model constants in the two-equation model, implies the dependence of fitting experimental 
data and a possible lack of universality. 
One of the main drawbacks of these models is that the use of an eddy viscosity leads 
to the assumption of isotropic turbulence, as a result of the scalar variables used in its 
definition. Consequently this type of model is generally inappropriate to situations where the 
flow is strongly anisotropic, though extensions to anisotropy can be found in the literature 
through the specification of a multi-dimensional turbulent viscosity. Only the isotropic form 
of equations (4.15) and (4.16) is considered in this work. 
4.4.2 Stress Models 
17he second main type of turbulent model is concerned with modelling the Reynolds 
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stress terms, found in (4.13), explicitly. This allows the two, or du-ee coordinate directions 
to be treated independently thus allowing for anisotropic effects. These models assume two 
main type, namely algebraic stress models and the more complicated Reynolds stress 
models. The transport equations take the form, Launder (1989) 
a, auf a uj (puku, j, ) - -p UIUt- ' U'Uk" 
axi, i Ui axk 
i 
axt 
(U/I Uýfj) 
aul a 
+p 
ul) 
a Xi ax, 
put lul /a aXk lui 't + puib. * + puj & axk 
+2 It 
au auj 
aXk aXk 
where f, represents a fluctuating density. 
In the algebraic stress models algebraic transport equations are developed to 
represent the above equation. Ilie Reynolds stress terms can be seen to have four 
components, in two dimensions, together with two components of the scalar flux. This 
implies that at least six equations need to be solved (ten in three dimensions) in order to 
predict the stress terms. The large computation overhead is reduced, in this method, by the 
use of algebraic, rather than differential, equations to model the transport equations. 
Reynolds stress models, conversely retain the differential fonn, given above, for the 
transport equations for the Reynolds stresses, which adds considerably to the expense of the 
computation but has the advantage of reducing the number of approximations required to 
obtain a turbulence closure. 
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4.4.3 Choice of Turbulent Closure Model 
In order to model a turbulent flow field a choice of turbulence model from those 
presented above is required. This choice presents a common problem since no firm 
guidelines exist to recommend the optimal approach. Due to both its simplicity of 
implementation, widespread use in the literature and its ready application to the second 
phase calculation, outlined in chapters 2 and 5, the standard k-e model has been chosen. 
This model requires the solution of equations (4.15) and (4.16) to obtain both a 
value for the turbulent viscosity and the distribution of kinetic energy and dissipation within 
the flow. These distributions are required for the calculation of the representative scales of 
the flow field to enable the computation of the particle diffusion coefficient, as outlined in 
chapter 2. The ease of translation of the properties of the single phase calculation into a 
form suitable for the calculation of the second phase was a major consideration in the choice 
of this turbulence model. Also the equations (4.15) and (4.16) can be seen to conform to the 
generalised 4) equation (4.9). This allows the solution of these equations to be implemented 
within the CFD algorithm used, without extensive modification. 
As mentioned above this type of turbulence model has two main drawbacks, namely 
the assumption of isotropy and the requirement to fit the model constants to experimental 
data. 
The assumption of isotropy is also made in the derivation of the Lagrangian model 
for the second phase. 'I'he diffusion model used to close the second phase conservation 
equations also entails an isotropic assumption. Consequently the use of an isotropic flow 
field is consistent within the calculation. The use of an anisotropic turbulence model would 
therefore require the use of a sin-dlarly anisotropic model for the second phase. It should be 
noted that it is possible to extend the diffusion approximation, used for the second phase, 
to anisotropic flows. It is important to keep this intrinsic isotropic approximation in mind 
when applying both the single phase code, presented in this chapter, and the solution of the 
second phase equations, discussed in chapter 5. 
'I'he fitting of the model coefficients requires further discussion. A well recognised 
problem with the k-e turbulence model is its inability to predict the behaviour of both a 
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round jet and a plane jet using the same specification of the model constants. Ilis implies 
that universal values for these constants do not exist and they in fact vary from flow field 
to flow fiekL This variation in the values of these constants again needs to be born in mind 
when using this form of turbulence model. 'Me standard values assumed for the constants 
in (4.15) and (4.16) are 
cp u 0.09 
Ci, 
a , 
1.44 
c 
24 ' 
1.92 
0k-1.00 
1.30 
(4.17) 
One benefit of these constants is that they can be used as parameters to enable a closer fit 
between the computation an any given flow field, where the object is to test a model for the 
behaviour of a dispersed second phase given an acceptably accurate description of the flow 
field of the carrier phase. 
4.5 Boundary Conditions 
In order to be able to solve the equations derived above, it is necessary to specify 
the boundary conditions for the calculation. Five types of boundary condition are considered 
here namely: inflow and outflow boundaries; periodic boundaries; planes of symmetry and 
solid boundaries. I'lie first four conditions are treated with reference to the generalised 
variable, 4) as given by (4.9). The final boundary, that of the solid wall is treated separately 
due to the need to introduce boundary layer approximations. 
4.5.1 Inlet Boundaries 
An inlet boundary allows the specification of either the calculated variable or its flux 
at a known position in the flow. These conditions are often the only known values for the 
flow variables and are of great importance in obtaining the coffect solution. 
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There are, in general, two methods of specifying the inlet boundary condition. Firstly 
the value of the required variable 4) may be known. In this case the implementation of this 
boundary condition is straightforward since this value of 4ý is applied at the corresponding 
edge of the calculation domain. Secondly the flux of the variable 4) may be known. This 
leads to the need to construct an extra equation to solve for this boundary. It should be 
noted that in general this type of boundary condition is parabolic. The use of an elliptic inlet 
boundary is avoided in this work as it can lead to complications in the solution method due 
to the presence of recirculation at the boundary. This is discussed further below. 
4.5.2 Outflow Boundaries 
An outflow boundary is defined as a boundary where the fluid leaves the domain. 
Specification of this boundary condition is not necessary if it is ensured to be parabolic, in 
the same manner as the inlet condition above. Care must be taken in the placement of outlet 
boundaries that limit their behaviour to be parabolic. Incorrect placement of this type of 
boundary can lead to convergence problems in numerical solution algorithms. 
4.5.3 Planes of Symmetry 
A useful tool in reducing the cost of the flow field calculation is the use of symmetry 
properties. This can reduce the calculation region into two or more domains which are 
identical in nature. A good example of this is a simple pipe flow which exhibits a line of 
syn-unetry, the pipe centre-fine. Care must be taken in the use of lines or planes of symmetry 
to ensure that the flow field is indeed synuTietric. While the flow is symmetric in a mean 
sense, symmetry may be broken in instantaneous turbulent realisations. 
The implementation of this symmetry condition is straightforward. By definition 
there cannot be any transfer of ý across the boundary. This implies that the velocity normal 
to the boundary is zero. Also the diffusion of (ý at the boundary must be set equal to zero. 
Finally zero gradients must also be observed at the boundary itself. Applying these 
constraints it follows that the boundary thus described can be treated as a line of symmetry, 
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and a can lead to a large computational saving. 
The use of Ns type of boundary condition in horizontaRy orientated flows requires 
caution. ne presence of gravity in a direction normal to the symmetry boundary can lead 
to problems. 71iis is especially true when considering either dense fluid flow or two phase 
flow. 
4.5.4 Periodic Boundaries 
Periodic boundaries represent another method of increasing computational efficiency. 
The use of these boundary conditions allows a small calculation region to embody the 
characteristics of a much larger domain. Implementing periodic boundaries entails setting 
up a pair of boundaries which are cyclic in nature. This means that the outlet conditions from 
one boundary are used as the inlet conditions of its corresponding partner. A good example 
of the use of this type of boundary is the calculation of the flow in pipe of infinite length. 
Repeated solution of the problem of a pipe of a finite length periodically resetting the inlet 
conditions to those at the downstream boundary, would result in a fully developed pipe 
profile throughout the calculation domain. This solution would be virtually independent of 
the initial profile assumed at inlet. 
4.5.5 Solid Boundaries 
Solid boundaries, be they stationary or moving, are found in virtually all physical 
systems. Tbe correct implementation of this type of boundary in the calculation is therefore 
of great importance. A requirement of this type of boundary is the no slip assumption. I'llis 
requires that the fluid velocity parallel to the wall is equal to that of the wall at the surface, 
zero in the case of stationary walls. Also, assun-ting a non-porous wall, the normal velocity 
at the wall is again equal to that of the boundary. 
In the case of turbulent flows the presence of a boundary layer between the waH and 
the nran flow requires special treatment. Because of the large velocity gradients present in 
this boundary layer many calculation points would be required to correctly capture this 
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region. This would add appreciably to the cost of calculation. In order to avoid this problem 
empirical equations have been developed which relate the fluid velocity, an d other 
properties, to the distance from the wall. 'Me relationship has a logarithmic dependence, 
which arises from the assumption that the eddy viscosity varies linearly with distance from 
the wall within the boundary layer. Ibis leads to the commonly used'logarithmic law of the 
walr for the fluid velocity. Ile equation relating the fluid velocity parallel to the wall to its 
normal distance is therefore of the form, Rodi (1984) 
U 
"' 1 . -In (v*E) 
UIC Ic 
(4.18) 
where U,, is the resultant velocity parallel to the wall, u,, is the resultant friction velocity, 
y'is the non-dimensional distance from the wall given by y* - yu, lv, ic is the von K6rmdn 
constant and E is a roughness parameter. 'Mis law is assumed to be valid for the region 30 
< y' < 100 though it is generally applied to the whole of the boundary layer. 
Expressions for the specification of the values of both the turbulent Idnetic energy 
and dissipation are also required for the use of one or two equation turbulence models. It 
is assun-ed that in the region of validity of (4.18) the Reynolds stresses are nearly constant. 
Assuming zero diffusion and hence local equilibrium together with the shear stresses being 
approximately equal to those at the wall we have for the Idnetic energy 
u2 T 
VCP (4.19) 
where C. is defined above. An appropriate boundary condition for the dissipation can be 
obtained from 
3 
2aU 
U., - (4.20) ay xy 
Rough walls can be accounted in the value of the roughness parameter, E which in 
turn influences the friction velocity u, 
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4.6 Solution Procedure 
To be able to make use of the description of a single phase flow field described by 
the above discussion it is necessary to prescribe a method of solution for equations (4.12) 
and (4.14) together with the correct boundary and initial conditions. Though analytical 
solution would be preferable, due to the highly coupled and non-linear nature of (4.12) and 
(4.14) this approach is not possible except in the simplest, trivial cases. This lack of 
analytical solution method necessitates the use of numerical methods. 
The numerical solution method chosen for this work draws heavily on that of 
Patankar and Spalding (1970), (1972a), (1972b), (1974a), (1974b), (1978) and is in fact a 
direct implementation of the SIMPLER algorithm outlined in the book of Patankar (1980) 
"Numerical Heat and Mass Transfer". This is a semi-implicit pressure correction code based 
on a staggerd grid implementation. Though the method developed for the solution of the 
required conservation equations is relatively simple in derivation it has been chosen for its 
robustness of fon-n and ease of application to the Eulerian conservation equation used to 
represent the second phase, see the following chapters. 
Only two-dimensional steady situations are considered in this work, though the 
. lementation remains valid for both three-dimensional and unsteady flows. Consequently 
only brief mention is made of the treatment of time dependent cases. 'I'lie equations 
considered in the following sections are presented in Cartesian form, in one or two 
dimensions, though the algorithm also remains valid for all curvi-linear coordinate systems 
with only the need for geometrical considerations. 
The method is designed to solve the generalised differential equation (4.9) with the 
specification of the diffusion coefficient and source term depending on the variable under 
consideration. As briefly mentioned previously, all of the equations discussed in this chapter 
can be cast into this generalised form. Ile correct specification of the diffusion coefficient 
and source term for the continuity and momentum equations, together with those required 
for the k-e turbulent closure model can be found in table 4.1. Special consideration needs 
to be given to the solution of the momentum equations due to the presence of the pressure 
gradient term. This leads both to the need for a staggered grid and the use of pressure 
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correction. Both of these special problems are discussed below. 
Equation Diff-usion Coefficient, r,, Source Terms, S,, 
Continuity 0 0 
Momentum PT ap . spu a xi 
Kinetic Energy Ily lir ! U1. a Uj a U, 
P ak p clxj axi axj 
Dissipation 
pr ýU 
, C2 C2. 
U, 
( ) 
p kp clxj CIX, axi k 
Table 4.1 : Diffusion Coefficients and Source Terms 
A more detailed description of the model can be found in the book of Patankar 
(1980). 
4.6.1 Numerical Solution 
The numerical solution of these continuous differential equations requires their 
reduction into a set of linear algebraic equations whose solution at a finite number of 
calculation points can be taken to represent the continuum solution for the flow. This 
introduces the idea of a numerical solution grid consisting of these specific solution 
locations. Another set of assumptions needs to be made to represent the behaviour of the 
variables between the grid points. 
Various nrthods exist to obtain these algebraic equations and the profiles between 
the grid points. Some of the most common methods are briefly discussed below. 
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4.6.2 Discretisation 
One of the simplest discretisation procedures used for deriving the required algebraic 
equations is that of a truncated Taylor series expansion. This allows approximation of the 
derivatives found in the differential equations. 
Considering a straightforward one-dimensional case, see figure 4.3, and truncating 
the sequence after the quadratic term 
2 
AX X)2 
)2 
2 
(ý&ý 
2--... 
and 
4ý3 - 
4)2-, & x 
dý 
1 
1. (, & X)2 
( 
dx 
)2 
2 dc 
t) 
2 
We get after adding and subtracting the two above equations 
ý3- 101 
2"C 
2 2Ax 
and 
d L_ 
4yiO3-2 102 
_xt 2 
(, &X)2 
Substitution of these equations, for the differential ten-ns, into equation (4.9) leads to the 
required finite-difference equation. 
Though this method is straightforward it contains an intrinsic assumption that the 
profile of the dependent variable has the form of a polynomial. This can lead to problems 
when considering variables with an exponential distribution. 
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Mic second main method considered here is the method of weighted residuals, see 
1--inlayson (1972). 
Considcring the differential operator 
L(O) - 
which has the assumed soludon 
(4.21) 
ý- at, *alX*a2 X2.,.... anX jo (4.22) 
Substituting this approximate solution into the differential equadon (4.21) leads to a residual 
L() .A 
Minimizing this msidual is accomplished by the introduction of weighting functions of the 
fonn 
WR g6c - 
where the integral is pcrfon-nod over the domain of interest. By choosing a sufficiently large 
number of weighting funcdons, W, enough equations can be generated to allow solution of 
the pararnetcrs a, to a. in equation (4.22). 
Different classes of this method exist depending on what functional form is chosen 
for the weighting functions. A discredsation incthod of this type is used in this work. Ilis 
approach, again following Patankar (1980), is termed the control-volume formulation and 
is discussed in morc detail below. 
4.6.3 The Control-Volume Formulation. 
As mentioned in the introduction to this chapter the numerical method used in this 
work follows closely the SIMPLER algorithm discussed in great detail by Patankar. The 
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disritisation n-rthod presented here is that recommended by Patankar and as such will only 
be presented in outline. 
A simplified one-dimensional case is presented here for convenience. Also initially 
the unsteady term is omitted and only the convection and diffusion terms of the general 4) 
equation are considered. . 
Ilie control volurne fortnulation consists of integrating the differential equation (4.9) 
over a control volume of size AxAy, see figure 4.4 
Nwnv 
f. pu dr dy + pv 
aý 
4bc dy - I ax ff ay 
Rww ff r 46c dy - ff-L r a'O dx dy 
w 
S,, I, dy 
98 ax ax 
)sf 
ay( ay) * 
Rx 
f J(p u 10), - (p u iO),, Idy +f p v-ýtAxdy - 
ay 
y -ý10, &x)ld f S4Axdy y ax) ax) y 
(r 
ay 
nis leads to 
ý(p 210. -0 u 0.14-j(p VO, -(p V0. )AX- 
r -ý-! -(r" -(r 
"x- S*AXAY 
a). ax) ay 
) 
ay) R 
I,, 
In order to further simplify this equation assumptions have to be made about the profile of 
the variable, (P, between the grid points. This leads to an expression both for the values of 
the variable ý at the control volume interfaces, represented by the lower case letters, and 
the differential terms. This results in an equation of the forrn 
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a. pýp - aff ý. ff + air4)lr + ac4pr + avý. v -b (4.23) 
where the expressions for the coefficients ap, aE, aw, aN, as depend on the profile assumption 
made. 
As n-rentioned previously many fonns of profile are available in the literature. A 
selection of simple cases is given below and their problems outlined. The choice made for 
the form of this profile assumption is again at the recommendation --of Patankar and is 
presented below. 
The most obvious choice of profile to both obtain the values of 4) at the control 
volunv-- interfaces and to represent the differential tenns in (4.9) is that of central 
differencing, briefly discussed in the Taylor series derivation above, which leads to the 
following expressions 
40 0. (4.24) 
The pre-multiplier of 1/2 arises from an assumption that the control volume interface lies 
halfway between grid points; this is made without and loss of generality. Ile differential 
terms can thus be prescribed by 
(4.25) r ax) w (ax)w 
Similar equations arise for the corresponding terms in the y direction. 
Though this fonnulation is intuitive and straightforward to implement, it has been 
shown to suffer from some important problems. It quite possible for this profile assumption 
to lead -to physically unrealistic solutions. For example problems can occur when the 
convective terms in the discritised equation become greater in magnitude than twice the 
diffusive terms, which is the case for large Peclet numbers. 'Mis can lead to negative values 
of the coefficients in equation (4.23) which, in turn, can effect the stability of the solution 
procedure. 
Another straightforward method is that of upwind-differencing. This was first 
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proposed by Courant, Isaacson and Rees (1952) and consists of assuming that the value of 
(ý in the upstream grid point dominates over the whole control volurne. 
0. - 41P pu>O 
41. - 4)j? pu<O 
(4.26) 
The other neighbouring values of ý are treated sirailarly. 
The approach implies an intrinsic parabolic assumption about the nature of the flow 
field. Another problem with this profile is that for large Peclet numbers the diffusion is 
overestimated, since the diffusion ten-n is calculated from a linear 4ý --x profile. 
The stated drawbacks of the above methods have lead to the development of 
various hybrid forms which capture the correct profile for a large range of Peclet numbers. 
One of these methods is proposed by Patankar, the power-law scheme, and is used 
throughout this work, and is given below. 
Making the substitution 
r Fa pu &Dm -61 p (4.27) ax D 
we can represent the power-law scheme by 
-. -P p< 10 D# 
a. K 
-. (I+lp)sp. -10: 5pe<o D# 
(4.28) 
a 0 (10.1 P)s 0: ý pe -< 10 D@ 
a 
-. 0 p6ý,. 0 D0 
Ile final discritised equation for two dimensions is thus: 
a, iOj, - a,, iO, + alr4Olr + a, iO, + a., oO, 
with 
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aj? - DOA (IP. I)- -Fý, O 
a. x DOA (IP. 1) 11 Fý, 0 
a, v - D. A (IP. 
1). -Fx, O 
ag - DA(IPI)+IF,, Ol 
aj, - a,, +a*+a, +a,, +a,, *-SýAxAy 
b= SCAXAY+ap*loj, * 
where the superscript o denoted values from the previous interation, Sc and S are the P 
constant and variable dependent parts of the source term and I corresponds to the greater 
of the two values inside. The function A(I P 1) depends on the profile scheme chosen. The 
various form of A(I P 1) which correspond to the schemes discussed above are given in table 
4.2. Throughout this work the power-law scheme is used as recommended by Patankar. 
Scheme Form of A(I P 1) 
Central Differencing I-0.51PI 
Upwind Differencing I 
Power Law 10. (1 - 0-1 IPWI 
Table 4.2: Fonns of A(I P 1) 
The above derivation has dealt with a two dimensional steady case of the general 
differential equation. It can be seen that the extension of this work to a three dimensional 
steady case is relatively straightforward. So far the influence of the unsteady, time dependent 
tenn has been ignored. Tbough throughout this work only steady state solutions of the flow 
field are required. Ilus only a brief mention of the discretisation of the unsteady term will 
be made for completeness. 
Discretisation of the unsteady term of equation (4.9) is very similar to the treatment 
of the convection and diffusion terms discussed above. In a similar manner to that used for 
the convection and diffusion expressions the inclusion of a time dependence involves the 
integration of each of the temis of (4.9) over a given time step which results in a discritised 
equation representing the variation of 41 with time. It is useful to note that the unsteady term 
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exhibits a solely one-way, parabolic, behaviour. Since all calculations used in the current 
work are steady in nature this discussion of the treatment of the unsteady term will be left 
here. A further discussion of the handling of the unsteady term can be found in the book of 
Patankar. 
4.6.4 Pressure Coupling 
The above solution procedure for the general variable 4) is only possible with the 
knowledge of a given flow field. Since it is exactly this flow field whose solution is required, 
this implies the need for a pre-knowledge of the solution before calculation. Due to the fact 
that the momentum and continuity equations are special cases of the general differential 
equation it is possible to apply the above solution procedure to the flow field itself. 
I'lie main difficulty in implementation lies in the specification of the pressure field 
within the fluid. I'lie pressure gradient appears as a source term in the momentum equations. 
Indeed given a pressure field solving the momentum equations for the flow field represents 
no real Mculty. In order to avoid this problem the continuity equation is used as an indirect 
method for calculation of this unknown pressure term. 
Unfortunately this implementation is fin-ther complicated by the fact that if the 
pressure gradient terms are discritised. using the above methods the value at the solution 
node depends on the values at alternate, not adjacent, grid nodes, as can be seen by 
considering the pressure gradient at point P 
P. - Pe - 
pw - pjr 
2 
again assurning the control volurne faces lie at the rnid-points between cells, without any loss 
of generality. As a result a checkerboard pressure pattern can act like a uniforni pressure 
field. A pressure field of this form is clearly unrealistic. 
A similar problem arises in the discretisation of the continuity equation (4.12). Again 
using a piece-wise linear profile and the assumption of a n-dd-way control volume interface, 
we get 
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u 
which also iniplies that a similar distribution of velocity to that of the pressure, would satisfy 
the continuity equation. A velocity filed of this nature could not be expected to accurately 
represent a realistic flow field. In order to avoid these problems a staggered grid is 
introduced and is discussed below. 
4.6.5 The Staggered Grid 
The use of a staggered grid, where the velocities are solved at a point displaced from 
the other variables, was first proposed by Harlow and Welch (1965). This forms the 
commonly used method for avoiding the problems mentioned above. The basic idea 
underlying this method is that the velocity components are calculated on the faces of the 
control volumes, as shown graphically in figure 4.5. Figure 4.5 shows these velocities 
calculated on a interface lying n-dd-way between grid points. TIiis mid-way location is not 
necessary and is only used for clarity of presentation. 
Using a staggered grid, of this t)W, means that no interpolation is required for the 
velocity components at the control volume face since they are calculated directly. The main 
benefit of this method, however, is that the discretisation of the continuity equation in this 
new displaced grid, requires that the needed differences depend upon adjacent values. 'Mis 
removes the possibility of a wavy, unrealistic velocity field satisfying the continuity equation. 
Consequently this is also true for the pressure field which now uses pressure gradients from 
adjacent grid points, again removing the likelihood of unrealistic pressure fields. 
Use of a staggered grid of this form means that the solution procedure for the 
momentum equations differs slightly in form from the solution of the other variables, (ý. 
Since the only difference between the two grids is a matter of geometry the solution of the 
momentum equations requires only a suitable interpolation method to transfer quantities 
between the two calculation grids. 
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4.6.6 The Pressure Equation 
At this point a slightly different formulation is used than that implemented in the 
standard SIMPLE algorithm. In the standard, form a pressure-correction equation is used 
to iteratively solve the correct pressure field by updating a guessed initial pressure 
distribution through the introduction of a corrective pressure term obtained from the 
calculated velocity field. 
A refinement to this method, also due to Patankar, is the so-caHed. SIMPLER 
algorithm. In this method the pressure-correction equation is simply used to correct the 
velocity field and the pressure is calculated from an explicit equation for the pressure. 
It is possible to write equation (4.23) for the momentum equation in the form 
abu 
mb +b us 4. d*(pj, - pm) 
a 
(4.30) 
where ab andU,, b represent the values of a and u at the neighbouring grid points. Ile 
pressure source term is presented explicitly on the RHS of (4.30). The basis of the method 
is the assumption of a so-called pseudo-velocity, a, defined by 
abub + 
U, 
a 
(4.31) 
which contains no pressure term. lbus from (4.30) we get equations of the form 
t2 +d-P, & v,, - iý + dý(pj, - p. ) etc. #* 
(pj, 
V) 
Thus an explicit equation for flie pressure is developed 
a. p. - aRpir + awpw + a., p., + a. u. 
where 
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a,, - p*dfAy 
a. - pdýAy 
a., . p. dýAx 
a. = p, d; Ax 
a.. - ajr + a. + av + a. 
and 
J(p u), - (p i2). )Ay . f(p 17), - (pO). )Ax 
The use of this more explicit definition of the pressure equation leads to the solution 
procedure described below. 
4.6.7 Solution Methods 
Applying the above discretisation procedure to the conservation equations given in 
section 4.2 leads to a set of coupled nonlinear algebraic equations whose solution describes 
the flow at a set of discrete points. Due to the nonlinear character of these equations it is 
generally necessary to use a iterative solution procedure. This implies that given an initial 
guess for the solution of the dependent variable, iý, approximate values for the coefficients 
in equation (4.23) are obtained. Use of these coefficients then leads to an improved solution 
for 4). Repetition of this procedure is performed until the change in solution is small enough 
to satisfy some given convergence criterion. 
The choice of solution method can be considered to be independent of the 
discretisation procedure used. Two relatively straightfroward and commonly used solution 
methods are briefly discussed below. Again the recommendations of Patankar are followed. 
The simplest method available to accomplish this iterative solution of a set of 
algebraic equations is the Gauss-Seidel point by point method. This method has two main 
drawbacks. Firstly since it considers the computation grid on a cell by cell basis it can be 
slow to compute. Secondly it does not always converge. A useful measure of the likelihood 
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of the convergence of the Gauss-Seidel method is the well-known Scarborough criterion. 
This was developed by Scarborough (1958) and represents a sufficient, though not 
necessary, condition for the convergence of this solution method. Casting this criterion in 
terrns of the discritised equation (4.23) it states 
lab I<I for aU equations 
a. 1<I for at least one equation 
where anbrepresent the coefficients for the neighbouring grid points aE, aw, aN, as etc. It is 
useful to adopt this criterion as a foundation of the solution procedure used since it 
guarantees convergence by at least on iterative method. 
As mentioned above the basic Gauss-Seidel method though attractive is slow in 
convergence as the transmission of the boundary information into the interior of the 
calculation domain proceeds only one cell per iteration. A more useful solution procedure 
is one which combines the direct tri-diagonal matrix algorithm (TDMA) with the above 
Gauss-Seidel method. 'Mis allows simultaneous solution along a grid line which greatly 
increases the rate of transfer of boundary conditions into the interior of the calculation 
region. Implementation of this method is accomplished by sweeping the solution line 
through the flow field along one coordinate direction followed by a sweep in the other 
coordinate dh=tion. This is the method recommended by Patankar and implemented in the 
code used here. 
4.6.8 The Solution Algorithm 
Presented below is a step-by-step outline of the solution algorithm which constitutes 
that given by Patankar as the SIMPLER algorithm. 
(i) Begin with an initial guess of the velocity field. 
Calculate the coefficients for the momentum equations and hence calculate the 
pseudo-velocities. 
Calculate the coefficients for the pressure equation and solve to find the pressure 
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field. 
(iv) Treat the calculated pressure field as p* and use this to obtain the values of the 
velocities, u* etc. 
(V) Calculate the mass source, b and solve the equation for the pressure correction 
equation p'. 
(vi) Use p' to correct the velocities but not the pressure. 
(vii) Solve any other ý equations required (such as temperature, mass fraction etc. ) 
(viii) Return to step (ii) and repeat until convergence. 
The above sections give a basic overview of the SIMPLE and hence SIMPLER 
algorithm of Patankar. This is by no means complete and for a further explanation of this 
work the book of Patankar (1980) is recommended. 
4.7 Validation Calculations 
In order to test the above calculation procedure validation computations were 
performed in a simple flow. The flow was chosen to enable similar validation of the second 
phase code, discussed below, using a similar flow field. 
Validation of this code is performed on a simple turbulent pipe flow. The well- 
known turbulent pipe flow data of Laufer (1954) is used. Two flow velocities, and hence 
pipe Reynolds numbers are considered which both lie within the range of flow situations 
covered in this work. T'he data of Laufer is based on the flow in a brass pipe of length 5m 
and internal diameter 0.247 m. I'lie two flow speeds used correspond to maximum mean 
flow velocities of -3 m/s and - 30 m/s, and give Reynolds numbers based on this velocity 
and the pipe diameter of - 50,000 and 500,000 respectively. The pipe walls are considered 
smooth. - 
All calculations and measurements are presented for fully developed flow. nie flow 
in a pipe can be considered My developed after a critical entry distance given by (Rinze 
(1975)) as: 
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(4.24) Be D 
where the Reynolds number is that given above. 
The calculation was conducted in axi-symnrtric coordinates with a line of symmetry 
at the pipe centre-line. In order to further reduce the calculation domain periodic boundary 
conditions were applied at the pipe inflow and outflow, this led to the calculation of a My 
developed flow without the need to satisfy (4.24). The computational grid cells were 
concentrated near the wall to enable the boundary layer to be wen captured. A section of 
the computational grid is shown in figure 4.6. 
Figure 4.7 shows the calculated velocity profile for the lower Reynolds number flow. 
The calculated curve consists of the profile at two locations (nominally 0.5 and 1.5 m from 
the upstream grid boundary). Mie coincidence of the curves shows that the calculation is 
converged and fully developed throughout the domain. The curves are compared to the 
experin-ental data of Uufer. T'he maximum error between the calculation and experimental 
data is approximately 5%. Since the experimental data was obtained by measurement of 
graphs and hence contain a large margin of error, the agreement can be considered to be 
excellent. Also plotted is the predicted profile from a standard power law which, though it 
shows good agreenrnt with the experimental data it exhibits a non-zero gradient at the pipe 
centre-line which would lead to a discontinuity in gradient at this point. 
Figure 4.8 shows a typical kinetic energy and dissipation profile for the sarne flow. 
As expected both show a peak at the boundary layer and decay to a relatively constant value 
in the core of the flow. Figure 4.9 shows a comparison between the calculated and measured 
non-din-ensionalised fluctuating velocity for the case of Reynolds number equal to 500,000. 
The graphs agree qualitatively but exhibit an approximate 20% difference in magnitude. 17his 
is due to the isotropic assumption made in the calculations by the use of the k-e turbulence 
mdel. The actual boundary is non-isotropic as can be seen in figure 4.10 (reproduced from 
Laufer). 
This simple calculation of a turbulent pipe flow shows that the calculation procedure 
obtains good results. Ille choice of turbulence model, while assuming isotropic turbulence, 
114 
is shown to capture the wall boundary layer well. On this basis the above method is used to 
calculate the carrier phase flow field throughout the remainder of this work. 
4.8 Conclusions 
A straightforward method. of calculating the turbulent flow field of a fluid has been 
presented. 'Me method is based on the semi-implicit, pressure correction (SIMPLER) 
formalism of Patankar and is calculated on a staggered grid. 'Me turbulent closure model 
chosen was the standard k-e model of Launder and Spalding (1974). The isotropic nature 
of this closure model was shown to be consistent with the representation of the discrete 
phase. The method was also shown to be generally applicable to convection-diffusion 
equations, and, hence suitable for solution of a diffusion representation of a second phase. 
I'he code was tested in the case of a simple fully developed pipe flow and shown to 
give good results. 
This code is therefore used throughout the remainder of this work to obtain the 
carrier phase flow field required for the second phase. A discussion of the implementation 
of the above algorithm for the second phase conservation equations is given in the following 
chapter. 
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Figure 4.1 : Elementary Volume Flux 
Figure 4.2: Elementary Volume'Stress 
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Figure 4.4: A Simple Two-Dimensional Control Volume 
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Figure 4.6: Calculation Grid for Pipe Flow 
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CHAPTER 5 
Eulerian Calculation for Second Phase 
5.1 Introduction 
In order to develop an Eulerian description of the second phase, representative 
conservation equations must be derived. In a similar fashion to the single phase discussion, 
in the previous chapter, the two equations required are those for mass and momentum 
conservation. 'Mese equations are obtained in a similar manner to those discussed 
previously. Intrinsic in this formulation is the assumption that the second phase can be 
represented by a continuum, which can lead to difficulties in the treatment of some of the 
resultant terms. 
To avoid these problems various assumptions are made here when formulating the 
conservation equations for the second phase. Firstly the particle phase is assumed dilute and 
to consist of mono-dispersed, spherical particles. 'Me use of this dilute assumption avoids 
the requirement of the modelling of particle-particle collisions. Considering only spherical 
particles makes the specification of the inter-phase forces more straightforward Further, the 
consideration of mono-dispersed particles is made in order to simplify the calculation. A 
discussion of the extension to poly-dispersed flows and particle-particle interaction can be 
found in a chapter 8. Secondly it is assumed that the average properties of both phases can 
be treated as continua. It is also assumed, for simplicity, that no phase changes occur within 
the flow and that both phases are Newtonian. The assumption of a continuum taken together 
with the first assumption of a dilute suspension, places a constraint on the ratio of the size 
of the smallest control volume used, generally based on the Kolmogorov microscale, and the 
size of the particle and the period of time over which averages are taken. The continuum 
representation assumes that a statistically significant number of particles exist within a 
control volume over a given time. Conversely the assumption of a dilute suspension places 
constraints on the distance between particles and hence on the volume they occupy. These 
problems have been discussed extensively in the literature by Reif (1965), Hinze (1975) and 
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Lumley (1978). It has been shown that modelling the flow in this manner is valid even in 
situations which do not strictly obey both of the above criteria, Chen and Wood (1983). 
Finally it is assumed that the effect of turbulent dispersion dominates over those of 
Brownian motion or molecular diffusion. 
The equations of mass and momentum are derived below by applying the above 
assumptions, and are then Reynolds averaged to obtain equations for the mean mass and 
momentum transport of the second phase. During this averaging procedure extra terms arise 
containing the products of fluctuating quantities. As a result a closure model is required, in 
a similar manner to the previous chapter. 'Me closure model used here is the diffusion 
approximation discussed in chapter 1. 
I'he source terms arising from the assun4)tion of a one-way coupled calculation, i. e. 
no influence of the particles on the carrier fluid is considered, are then derived, as are the 
required boundary conditions. Ile solution procedure of the resultant equations is then 
discussed with reference to the algorithm presented in the previous chapter. 
Finally the importance of the method of the calculation of the particle properties 
required to specify the source terms in the second phase transport equations is noted and 
discussion is deferred to the following chapter. 
5.2 Conservation Equations 
71re conservation equations used to describe the second phase can be derived in the 
same way, and have a similar form to, those used to represent the primary phase. With this 
in mind the derivation of the equations given below draws heavily from the results of the 
previous chapter. 
The mass conservation principle can be obtained in an identical manner to that given 
above hence is not derived explicitly. The same is not true for the momentum equations due 
to the presence of the second phase stress terms. As mentioned in the above introduction 
the use of a continuum representation for the dilute second phase can lead to both 
conceptual and mathematical problems. These problems are dealt with below. 
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5.2.1 Mass Conservation 
The principle of mass conservation for the second phase is similar to that used for 
the primary phase. Consequently, with reference to figure 5.1, it is possible to form the 
instantaneous mass conservation equation for the second phase directly, as 
aC+a (c Sýc ataX, (5.1) 
where c is used to represent the mass concentration of the second phase per unit volume. 
5.2.2 Momentum Conservation 
As in the case of mass conservation the equation for the conservation of the second 
phase momentum is similar to that for the single phase case. Care must be taken in the 
expression of the stress forces experienced by the second phase, due to the above 
assumptions. Ilese terms are discussed in detail below. 
Consider figure 5.2 which depicts the stress tensor acting on the volume, V, as 
before. As in the single phase calculation this tensor can be defined in tenns of a pressure 
force and a viscous force 
au pk i, gip, a up, 
G, pt, - P. Af - 1P8tf axk 
- iL, 
a xj , axi 
(5.2) 
where the subscript p denotes properties of the particulate phase and F, represents external 
effects. As before x Expressing the faW term in (5.2) in the fonn of a diffusion term J, 3 
we obtain 
aui aa" 
UPk u 
Pat(- Pifax 
P, 
-iI- ,ý axj CIX, i) tax pp 
aýp 
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As in the single phase case the grafflent of the viscosity is asswned zero. Also assun-ting 
incompressibility of the particle which make up the second phase leads to 
- 
aul a 
pp! -u"" + F, (5.3) at 0 PPIV - a, a Xi i 
Due to the assumption of a dilute suspension the viscosity of the second phase can be 
assumed to be negligible hence the second term in (5.3) can be set to zero. 
As mentioned in the introduction the use of an Eulerian description to represent a 
dilute suspension can lead to conceptual problems. The existence of the remaining pressure 
term in (5.3) falls into this category. The assumption of a dilute concentration implies that 
the mean free path of the point representation of the particles, which make up the second 
phase, is sufficiently large that no particle-particle interactions occur. In addition the 
assumption of a one-way coupled calculation removes any mechanism by which pressure 
forces due to the action of a particular particle of the second phase can effect another 
member of the suspension. 
From these considerations the pressure term can be set equal to zero in the 
fi-amework of the current calculation. It should be noted however that it is not possible to 
neglect the influence of this term when either the suspension is sufficiently dense that 
particle-particle interactions occur or a two-way coupled calculation is made which allows 
'communication' between distant members of the suspension through their effect on the 
carrier phase. 
From the above discussion of the treatment of the second phase stress tensor it is 
possible to write down the momentum equation for the suspension by substitution of the 
second phase properties into the single phase momentum equation. Thus 
,a (cud +a (cu,, Ui, ) 
(5.4) 
X, 
As in the mass conservation equation, above, c is used to represent the mass concentration 
of the second phase per unit volume. Ile source terms on the RHS of (5.4) result from the 
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action of the carrier flow field on the second phase, together with those arising fi-om the 
action of external body forces. Ile specification of these forces is discussed in more detail 
in a later section. 
5.2.3 Generalised Form 
Again, in similar manner to the primary phase equations (5.1) and (5.4) can be cast 
into the generalised form (4.9) 
a OJ4 a (p u 140) - --ý- r. 
a 1, )- 
at a Xi a X, 
(a 
xi 
It should be noted that in the implementation of the second phase equations the term p 
found in (4.9) should be replaced by the concentration, c as in the mass conservation 
equation, above, hence 
a 417C. a (c url V-a(r,,, a" 
)- 
S+. (5-5) at a Xi a xi a xi 
5.3 Reynolds Averaged Equations 
Equations (5.1) and (5.4), together with correct specification of the source tenn in 
(5.4), are used to formulate an Eulerian description of the second phase. As in the previous 
chapter equations (5.2) and (5.5) are concerned with the instantaneous value of their 
respective dependent variable. In order to solve for the mean values for these equations it 
is necessary to apply a Reynolds decomposition, of the form 
cC+C, & Up u+U, (5.6) pp 
Ws decomposition together with a Reynolds averaging procedure leads to mean transport 
equation for the second phase. 
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Firstly consider the mass conservation equation (5.1). Applying the above 
decomposition (5.6) and the properties of the Reynolds average, as given in (4.10), we 
obtain 
ac. -ý-ýCu, + clul 0 (5.7) at axi Pil - 
as the mean mass transport equation for the second phase. As in the previous chapter the 
source term on the RHS of (53) has been set equal to zero. Ws again assumes that no mass 
is created or destroyed widiin the flow. 
The decomposition (5.6) is also applied to the second phase momentum equation 
(5.4). This together with Reynolds averaging, also following (4.10), gives the mean 
transport equation for the second phase momentum, as 
a+ clul + atlcuý Pjl (5.8) -Cu, -CU", 'ýl + clul Plu I Pj + cul P, ul Pil =F 
Ic Uý, Uý, 
, 
up-, +p 
axt 
The term T., is used to represent the mean forces experienced by the second phase. 
In a similar manner to the primary phase, the presence of the extra terms arising from 
the products of the fluctuating velocity and concentration components introduces the need 
for a closure model. This closure is accomplished through the use of a diffusion 
approximation, and is discussed below. 
5.4 Closure Model 
The equations (5.7) and (5.8) contain more unknowns than equations. Ilis leads to 
a classical closure problem though in addition to the extra terms in the momentum equation 
(5.8) found in the equivalent single phase calculation, the mass conservation equation (5.7) 
also includes a term dependent on the product of fluctuating quantities. 
In order to model these terms a diffusion approximation is used. 11iis assumes that 
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these correlation can be approximated by a diffusion process. 71fis diffusion approximation 
is presented below. 
5.4.1 The Diffusion Approximation 
In order to model these correlation terms we make the assumption of a diffusion 
process for the transport of the required quantity. This is valid, since the velocity 
autocorrelation of the particle vanishes after a certain correlation time. An estimate of this 
time can be obtained from the convection time discussed in chapter 2. It follows, from the 
central limit theorem, that the sum of the particle velocities, and hence displacement, 
becomes uncorrelated and the distribution of the displacement becomes Gaussian in nature 
as time progresses, Papoulis (1984), also see figure 5.3 which depicts the convolution of the 
probability density, fi(x), of a sum of independent random variables, x=x, +.. +x.. This 
Gaussian behaviour implies a diffusion like process is observed. It is therefore assumed that 
the discrete particles of the second phase respond to the turbulent fluctuations of the carrier 
gas in a similar fashion to that proposed by the kinetic theory of gases. 
The theory of diffusion in isotropic substances, due to Fick (1855), gives the flux 
through a unit area of a surface as being proportional to the concentration gradient normal 
to the surface. 
-rac ax 
Thus, assunung a Ficks law of diffusion we get 
clu'p,; ac 
axi 
(5.9) 
where rp is the diffusion coefficient for the second phase. As mentioned previously the 
assumption of isotropy has been made throughout this work hence rp is represented by a 
scalar quantity. Repeated application of this assumption together with the assumption of a 
constant rp leads to 
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cIU OU I- 
r2 
2 
Pi Pj P 
axiaxi 
(5.10) 
Important consideration must also be given to the treatment of the product of fluctuating 
velocity components. It should be noted that though the off-diagonal correlation terms can 
be set equal to zero the diagonal terms are non-zero. 'I'his leads to the following expression 
for this product. 
U lu Iu12 Pi Fj Ft (5.11) 
ne use of equations (5.9), (5.10) and (5.11) allow the closure of equations (5.7) and (5.8). 
5.4.2 Mean Transport Equations 
Introducing this closure model into equations (5.7) and (5.8) leads to 
-2-C +a (Cuý? . -L( ]ý. 
ý-C) 
(5.12) 
at axi axi axi 
and 
(C 1ý? - 1ý -U, 2 aC (5.13) at :1 axi axi axi pi axt 
which constitute mean transport equations for mass and momentum. A more detailed 
derivation of these equations can be found in Appendix IV. 
In order to solve these equations it is useful to cast them into the general form 
developed in the previous chapter. Since these equations are of a convection-diffusion type 
this generalisation is straightforward and only requires the specification of the correct fortris 
of the diffusion coefficient and source terms. 
Ilie mass conservation equation (5.12) can be seen to consist of an unsteady terin; 
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a convection term and, on the RHS, a diffusion term. This implies a simple expression for 
both the diffusion coefficient of rp and a source term of zero. Ile zero source term arises 
out of the fact that mass is neither created or destroyed within the calculation domain. In the 
case of reactive flows or in the presence of mass sources and sinks the source term would 
be non-zero. 
I'he mon-enturn equation (5.13) is slightly more connplicated in form than (5.12) due 
to the presence of terms. 9 and 8,, 
W2c-. Because of the method used to define the general v axi 
equation in chapter 4, it is possible to treat these terms simply as source terms. Again the 
diffusion coefficient is given by rp. 
This leads to two equations of the general form of (4.9) with the specification of the 
diffusion coefficient and source tenn as giyen in table 5.1. 
Mass Conservation Momentum Conservation 
Diffusion Coefficient IPP rp 
Source Terms 0 - --; 2 aC U F-a IV l I'Vi 
Table 5.1 : Terms in Generalised (p Equation for Second Phase 
In order to fully close these equation the term F needs to be specified together with 
appropriate boundary conditions. 
5.5 External Forces 
The term on the RHS of (5.13) has been used to represent the external forces 
experienced by the second phase. These forces fall into two main categories. Firstly those 
due to an external potential field, such as gravity and secondly those due to the interaction 
between the two phases. 
Throughout the current work the only external force considered is that of gravity. 
Ibis leads to the inclusion of the term, cast into the concentration form of (5.13) 
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F =gc jr (5.14) 
The only inter-phase force considered in this work is that of drag. The use of this simplified 
form of interaction has the same justification as given in chapter to in the derivation of the 
reduced particle equation of motion (2.4) neglecting the gravity term which is dealt with 
explicitly. For the flow situations considered in this work the other terms in the particle 
general equation of motion, (2.3) can be assumed to be small. The form of this drag term 
can be obtained directly from (2.4), giving the instantaneous form of F as 
Jý + Fd - gc + A, (u 91- u .? 
I us, - up, 1 (5.15) 
where A, is the drag pre-multiplier as given in chapter 2. 
This form of the force term concerns the instantaneous variable and hence must be 
Reynolds averaged in a similar manner to the conservation equations. This operation is 
straightforward and leads to 
F- gC + AI(U 91- 
up? Iu 
91 -u Pt (5.16) 
the products of fluctuating terms being neglected. With the specification of this force terin 
it is now possible to solve the conservation equations for the second phase given an 
appropriate set of boundary conditions. 
5.6 Boundary onditions 
For the correct solution of the mean transport equations (5.12) and (5.13) the 
boundary conditions for the flow must be specified. Specifying the inlet and outlet boundary 
conditions, together with those of a plane or line of symmetry and periodic boundaries can 
be accomplished in the same manner as outlined in the previous chapter. As for the primary 
phase, the treatment of a wall boundary condition requires more discussion. 
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5.6.1 Wall Boundaries 
Ile interaction between the wall and the particles which make up the second phase 
is highly complex. ne way in which an individual particle'reacts in the near wall region and 
with the wall itself can lead to the development of complex wall interaction models, 
Sonmrrfeld (1990). In the current work a much simplified wall boundary condition is used. 
'Mis takes the form of 
c C.. & -yC.. & & V,.. u = V.. & -2yV.. & 
where the subscript node represents the first calculation point away from the wall and F 
represents the mean velocity normal to the wall. y is a coefficient of proportionality, one 
corresponding to a fully reflective boundary and zero corresponding to a fully absorptive 
boundary. This type of boundary condition is straightforward to implement and allows the 
modelling of a large range of wall types. 
5.7 Solution Procedure 
To enable the specification of the mean properties of the second phase equations 
(5.12) and (5.13) must be solved, together with the appropriate boundary conditions. As for 
the primary phase the transport equations derived above are not analytically soluble for any 
but the most trivial cases. This again implies that a numerical solution approach is requirecL 
The solution of these conservation equations can be accomplished in a similar 
manner to those of the previous chapter. Because of the ability to cast equations (5.12) and 
(5.13) into the generalised convection-diffusion form, (4.9), the same numerical procedure 
as used for the primary phase can be applied to the second. Ile calculation is simplified due 
to the lack of any second phase pressure field and there is no need to use a staggered grid. 
Since the assumption that the second phase does not disturb the solution for the first 
phase (one-way coupling), as outlined in the introduction, it is possible to solve for the 
second phase in the form of a post-processed calculation. This uncoupled approach requires 
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the primary flow field, the particle diffusion coefficient and the particle mean square 
fluctuating velocity as initial conditions. 
The primary flow fleld can be obtained either from the solution procedure outlined 
in the previous chapter, as done here, or by other numerical, analytical or experimental 
methods. In addition to the velocity field, for the primary phase, the length and velocity 
scales present in the flow need to be specified directly or indirectly through the use of 
equations of the form of (2-10). 
In addition to the flow field characteristics the particle diffusion coefficient and mean 
square velocity need to be specified at every calculation point. This can either be 
accomplished by the use of a simulation technique, as outlined in chapter 2, or some form 
of empirical correlation. 
The con-ect specification of these particle properties is of importance to the accurate 
calculation of the second phase characteristics and therefore is dealt with in more detail in 
the foRowing chapter. 
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Figure 5.1 : Elementary Volume Flux for Second Phase 
Figure 5.2: Elementary Volume Stress for Second Phase 
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Figure 5.3 : Example of the Convolution of the Probability Density Function 
f, (x), Papoulis (1984), Showing the Rapid Approach to a Norrnal 
Distribution Characteristic of a Diffusion Process. 
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Chapter 6 
Complete Calculation 
6.1 Introduction 
As described in the previous chapter, the work presented here is based on a post- 
processed calculation of the second phase flow field. 'Mis chapter contains a discussion of 
the solution method implemented in this work. Special attention is paid to the calculation 
of the particle diffusion coefficients. Use of the simulation method to calculate the particle 
diff-usion coefficient at every point in the flow fleld would be the bulk of the calculation cost 
of the method. In this chapter various methods for reduction of this cost are discussed in 
detail. Use is made of the smoothness of the particle diffusion coefficient field within the 
flow to reduce the number of points which need to be calculated. The use of interpolation 
techniques, both in the reduction of the number of calculation points, and in the formation 
of a possible look-up table of particle diffusion coefficients, is described. Finally the 
application of the enipirical correlation, developed in chapter 2, in order to reduce the cost 
of computation is investigated. 
Special attention is paid to the importance of the concentration gradient driven 
source term found in the mon-entum equations for the second phase. The effect of this term 
on the particle dispersion becomes important when considering the use of the empirical 
correlation as its form prohibits the easy calculation of the required particle mean square 
fluctuating velocity. The correlation is such that knowledge of the mean particle-eddy 
interaction time, together with the particle diffusion coefficient, is required to obtain the 
particle! s mean square fluctuating velocity. This time is not known a priori hence direct use 
of the correlation equation to obtain the required particle velocity is not possible. 
6.2 Solution Algorithm 
Equations (5.12) and (5.13) have been cast into the generalised fonn (4.9) and if the 
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expressions for both the diffusion coefficient and source term have been specified, it is 
possible, with the correct boundary and initial conditions, to solve these equations using the 
same basic method as outlined in chapter 4. Tlie solution for the second phase by this 
method is more straightforward than that for the single phase due to the lack of a need for 
a staggered grid. As discussed above, the requirement for the use of a staggered grid arises 
out of problems which appear when solving for both the velocity and pressure at the same 
grid points. This problem does not arise in the solution of the second phase as no pressure 
coupling is required. 
It is possible to solve equations (5.12) and (5.13) simultaneously with the flow field. 
As the calculation of the second phase is one-way coupled, the carrier phase flow field can 
be specified as an initial condition for the solution of the second phase equation. Throughout 
this work the carrier phase flow field is obtained by the solution of the pressure-correction 
code discussed in chapter 4. 
In order to correctly model the behaviour of the second phase it is necessary to use 
an accurate solution for the carrier phase. It is possible to vary the coefficients of the k-e 
turbulence model to obtain the best fit for a measured flow field, and also enables an implicit 
accommodation of the two way coupling effects of the dispersed phase on its carrier fluid. 
The complete solution algorithm is outlined below. 
The first phase flow field is calculated using a form of the SIMPLER algorithm 
including a modified k-e turbulence model. This results in the mean velocity field for 
the corresponding single phase flow field, together with the distribution of Idnetic 
energy and dissipation within the calculation domain. This step can be repeated, 
modifying the coefficients in order to give a good fit to the measured flow field. 
(ji) These distributions of k and e are then converted into length, time and velocity 
scales, as outlined in chapter 2. A representative range of scales is then chosen for 
calculation of particle diffusion coefficients. 
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(iii) The particle diffusion coefficients corresponding to the chosen scales are obtained. 
These are then formed into a look-up table of for the calculated flow field. This 
calculation is also used to obtain a corresponding look-up table for the mean square 
fluctuating velocity of the particle, as required in the second phase momentum 
equation. 
(iv) A modified SEMPLER algorithm is used to calculate the second phase flow field. A 
bi-cubic spline is fit to the diffusion coefficient look-up table to obtain the 
diffusion coefficient of the particles in each calculation cell based on the turbulent 
scales found in that cell. 
A more detailed discussion of steps (iii) and (iv) can be found in the next section 
6.3 Calculation of Particle Diffusion Coefficients 
Ilie calculation of the particle diffusion coefficient at all solution points in the flow 
field would be excessively expensive. It is therefore desirable to develop ways to reduce the 
cost of this calculation. ' 
The diffusion coefficient can be shown to be smoothly varying. Considering the 
simplest case of the above chapters, dependence of the diffusion coefficient can be written 
as 
f(< d, A) 
p pg 
where <ý> represents the mean particle-eddy interaction time. Using scaling arguments we 
can write 
2 
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where L) represents the non-dimensional density ratio. It is clear from equation (6.1) that the 
diffusion coefficient is smooth if the particle diameter and the mean interaction time are 
smooth. We specify the former and, though the interaction time has discontinuous gradients 
at the interfaces between the various interaction time scales, these have little influence on 
the smoothness of the diffusion coefficient as figure 6.1 shows . It also follows from (6.1) 
that the strongest dependency of the particle diffusion coefficient is on the particle size. 
'I'llerefore, it is possible to reduce the number of calculations by considering only a 
representative range of parameters and using an interpolation approach. Figure 6.1 shows 
the variation of the diffusion coefficient, for a representative particle, with the range of 
turbulent scales found in the simple pipe flow considered below, and illustrates that the 
variation is indeed smooth. Ilius, a significant reduction in the computational cost in the 
calculation can be realised. 
Here, the range of both turbulent length and velocity scales present in the flow is 
approximated by the calculation of ten representative values, which leads to the calculation 
of one hundred diffusion coefficients. Intermediate values are then obtained from a bi-cubic: 
spline interpolation algorithm. Since the dispersion distance, is a function of the square root 
of the diflbsion coefficient, the sensitivity of the dispersion to a small change in the diffusion 
coefficient is smalL As a result, given the smoothness of the function, a slight extrapolation 
of values outside those spanned by the calculation would also be possible. 
The above discussion together with the post-processed form of the calculation, 
allows the formation of a look-up table for the particle diffusion coefficient. The number of 
dimensions of this look-up table is a ftinction of the required number of dependent variables. 
in the simplest case the table for a particle of given (constant) properties would require a 
look-up table of two-dimensions, namely the two dependent turbulent scales. As the flow 
situation considered becomes more complicated (e. g. the introduction of evaporation) the 
dimensions of the look-up table increase. The use of a pre-calculated look-up table enables 
the consideration of many flow regimes without the need for the expensive computation of 
the particle diffusion coefficient. 
To be able to fonn this look-up table a method for calculation of the diffusion 
coefficient of the particles is required. It is possible to use either a simulation method, as 
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presented in chapter 2, or some form of empirical correlation. 
The use of a simulation method, although allowing greater insight into the 
interaction processes between thetwo phases, is expensive. To achieve a statistically useful 
result a large number of particle-eddy interactions must be simulateA Also the lack of 
ergodicity in the interaction process requires the use of ensemble averages, which increases 
the required number of samples still further. It would therefore be desirable to avoid the 
need for simulation if possible. 
In this work a simple empirical correlation has been developed to enable the rapid 
calculation of the required particle diffusion coefficient, see chapter 2. The use of the 
correlation reduces the cost of the calculation of the diffusion coefficient sufficiently to 
negate the need for a look-up table. As shown previously, the correlation is in very good 
agreement with the results of the simulation calculations. 
While the correlation is useful for the diffusion coefficients, problems occur in the 
computation of the mean square fluctuating velocity of the particles, which is required for 
the calculation of a source terrn in the momentum conservation equation for the second 
phase. This velocity can be obtained from the simulation directly, but requires modelling if 
use is made of the con-elation. 7bis is discussed in the following section. 
6.4 Mean Square Velocity Term 
Exanination of (5.13) shows the presence of the term 
12 aC UP 
a "C, 
for each velocity component, u... 
(6.2) 
Ilie presence of the source term (6.2) leads to complications in the use of empirical 
calculation methods for the characteristics of the particle. A simple empirical correlation for 
the diffusion coefficient of the particles is known, see above, but its form is such that the 
straightforward calculation of the mean square fluctuating velocity is not possible 
Before discussing ways of modelling the term it is useful to investigate its importance 
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in the correct calculation of the behaviour of the second phase. 
6.4.1 Importance of the Fluctuating Velocity Term 
To investigate the effect of this extra source tenn on the calculated dispersion of the 
second phase, a simple pipe flow example similar to that discussed in the previous chapter 
was extended to the second phase. Ile flow was extended to a vertical pipe of radius 1m 
and length 5m and the flow velocity used was 10 rn/s. The changes were made to the 
calculation used in the previous chapter to allow greater dispersion of the particles within 
the pipe before they encountered the walls, while still retaining a relatively higher Reynolds 
number (ReD- 130,000). Ille particles used to represent the second phase were introduced 
on the line of symmetry of the flow smeared across three computational cells to avoid large 
concentration gradients at the inlet. Mie particle characteristics chosen are given in table 6.1. 
Diameter (prn) Density ft/m) Terminal Velocity 
(m/s) 
Fluid Point 1.0 1.0 0. 
Water 46.5 1000.0 6. lxlO' 
Copper 46.5 8900.0 4.8xlO-I 
Table 6.1 : Particle Characteristics 
The diff-usion coefficient and mean square fluctuating velocity of the particle were 
obtained using the simulation method. It was then possible to solve for the second phase 
both includipg the source term and setting it equal to zero. 
Figures 6.2(a)-(d) and 6.3(a)-(d) show a comparison of the calculated second phase 
concentration at four downstream locations for a range of particles both with and without 
this source term. Ile diffusion coefficients of the particle are calculated using the vector 
model of chapter 2 without convection. It is clear from all the graphs that the presence of 
this additional source tenn leads to no noticeable change in the calculated dispersion. Thus, 
the influence of this term on both the particle velocity and concentration distribution is small, 
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less than 1%. Due to this small dependence, the estimate of the mean square fluctuating 
velocity of the particles in the empirical correlation need only be approximate. 
6.4.2 Empirical Correlation 
Tk simplest way of calculating the particles mean square fluctuating velocity would 
be to invert the relationships (2.11), of the form 
I<u2><t> <u 
2> 
2rp 
2Pp <t> 
(6.3) 
To obtain the mean square fluctuating velocity of the particle from (6.3) it is necessary to 
know both the diffusion coefficient of the particle and the mean particle-eddy interaction 
time, <t>. Due to the form of the enipirical correlation (2.18) the knowledge of one requires 
that of the other. It is therefore necessary to develop an equation for the mean particle-eddy 
interaction time. 
I'lie limited influence of this term on the calculation for the dispersion of the second 
phase, together with the problem outlined above lead to the development of a simple 
correlation for the particle mean fluctuating velocity. This velocity can be assumed to be 
inversely proportional to the particles relaxation time. Making this assumption and fitting 
one of the points from the simulation calculation it was decided to approximate this velocity 
from the following simple expression 
2 
12 2 
ue 
<u 
jo 
> (us 
ý2 
aut 
(6.4) 
Where (z was chosen to be 30 and has dimensions of n! "s'. Ile degree of fit of (6.4) 
compared to the value calculated Erom the simulation is shown in figures 6.4 and 6.5. The 
fit is acceptable (approximately 10% error) for both types of particles. As any discrepancies 
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will be statistically reduced by the weak effect of the resultant source term on the 
concentration and velocity distributions of the particles, use of the correlation is possible. 
6.5 Validation Calculation 
The dispersion calculations for the particles, with properties given in table 6.1, in the 
turbulent pipe flow defined above are presented in figures 6.2-6.3. 'Me calculations used the 
simulation method of chapter two to obtain both the particle diffusion coefficients and mean 
square fluctuating velocities. As mentioned previously this method is costly to compute and 
the use of a much simpler empirical correlation to obtain the required particle characteristics 
is preferred. 
Figures 6.6(a)-(d) to 6.9(a)-(d) show a comparison of the dispersion of the range of 
particles considered using the empirical calculation procedure and the simulation method. 
Only the results for water and copper are presented as the simulation and correlation 
properties for the fluid point are identical (due to the form of the model). It can be seen that 
the difference in dispersion for both the copper and water particles is approximately 10%, 
and that the error is consistent whether or not the mean square particle fluctuating velocity 
source term is considered, as expected. The error implies that the dependence of the 
correlation on the turbulent characteristics is significant. This is not surprising since the 
premise of the con-elation is that the errors in the fluctuating velocity term and the mean 
interaction time offset, see chapter 2. The relationship between these two quantities varies 
as the turbulence scales change leading to a breakdown of the mutual error offset. 
Because the -10% error between the correlation and the simulation results in figures 
6.6-6.9 is acceptable, and is consistent with the level of agreement found in the diffusion 
coefficient calculations, the correlation method is used to calculation the diffusion 
coefficients of the particles throughout the remainder of this work. As a result there is a 
much reduced computational overhead. However, it would be advantageous, in the future 
to develop a more robust forrn of the correlation which minin-dses the observed dependence 
on the turbulent scales. This has not been attempted here. 
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Chapter 7 
Test-Case Calculations 
7.1 Introduction 
To evaluate the model developed in the previous chapters it is necessary to compare 
the calculations with available experimental data. To accomplish this two experinvental test 
cases have been chosen for comparison. 
The first case considered is that of a confined coaxial jet, Hishida, and Maeda 
(1987), which was used as a comparative test case at the fifth workshop on Two Phase Flow 
Prediction at Erlangen, Germany in 1990 (proceedings (1990)), and enables comparisons 
to be drawn between not only the current model and the experimental data but also with a 
variety of prediction methods. 
The second test case was that of particle dispersion in a horizontal wind-tunnel. The 
specific study considered is that of particle dispersion in homogeneous decaying grid 
turbulence with a uniform me-an velocity, reported by Perkins, Vassilicos and Hunt (1994). 
This study also included a comparison of the experimental results and a range of Lagrangian 
based models, and again, this allows comparison with both the experimental data and the 
predictions. 
'Me choice of test-cases was made on both the availability of the original 
experimental data and the previous coniparisons with various models found in the literature. 
'Me selection enabled the evaluation of the current model in the frame of the other 
calculation methods. Due to the high flow speeds used and small measurement volume the. 
first test-case contains only limited effects of diffusion as most transport of the particles is 
due to convection. The second test case, however, is much more demanding and, because 
of its horizontal orientation, allows a fuller investigation of crossing trajectory effects. 
Ile two test case calculations are presented below. 
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7.2 Test-Case 1- Confined Coaxial Jet 
Test-case one is the experiment of Hishida and Maeda (1987) as used at the 5th 
workshop on Two Phase Flow Prediction. 
7.2.1 Experimental Setup 
The flow consisted of a vertical coaxial jet confined in a pipe of diameter 60 mn-L 
The diameter of the internal tube was 13 nun. A schematic of the flow field is shown in 
figure 7.1. The inlet flow velocities for the two jets were an internal centre-line velocity of 
30 nVs and an external velocity of 15 nVs. These relatively high velocities were chosen to 
avoid the presence of recirculation zones in the flow. 
Measurement of both the single phase flow field and particle laden flow was 
accomplished by using a modified LDA system which allowed velocity measurements with 
particle size dkfinfmation, Hishida et al. (1984). The carrier phase flow field was established 
by introducing 1 pm alurnina, powder as trace particle into both inner and outer flow regions. 
7be inlet velocity profiles for the first phase were shown to agree well with the 1/(6.6) th 
power law implying a fully developed inlet condition. 
Two particle types were considered, their characteristics are given in table 7.1. 
Particle dp (pm) Cr (pm) p (kgtm3) -rp (Secs) 41p m 
Heavy 64.4 9.5 2590 0.0328 1.4xlO' 0.30 
Particle 
Light 80.1 
I 
15.6 280 0.0055 1.4xlO'4 0.033 
Particle 
Table 7.1 : Particle Data from Hishida and Maeda 
Measuremants were taken at 4 downstream locations, 0,65,130,260 nun from the 
jet orifice. 
The use of two particle types of differing density and mass loading allowed 
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investigation of the effect of the particles on the turbulence in the carrier phase. 
As this experiment was used for comparison at the workshop the conditions at the 
inlet are fully specified, which reduces errors in the final calculations arising from 
uncertainties in the inlet profiles. 
7.2.2 Experimental Results. 
The gas mean velocity distributions across the pipe were shown to have a Gaussian 
distribution. Introduction of the particles led to a reduction in the half width of the jet, 
compared with the single phase flow field at the same downstream location. The heavy 
particles were shown to have a larger velocity than the carrier phase downstream of the 
inlet, though the same situation was not observed for the lighter particles. 
The velocity fluctuations of the continuous phase were reduced by the addition of 
the particles. TI-ds effect was more pronounced for the heavier particles. The Reynolds shear 
stresses were also shown to demase with the addition of the particles. Again the reduction 
was larger for the heavier particles. Thus, the addition of the particles enhances isotropy in 
the carrier fluid. 
An analysis of the data shows that the diffusive effects in the flow are low, due to 
the small amount of time the particles spend in the measurement region. Since the particles 
are injected with an axial velocity of approximately 28 mIs and the final me-asurement 
location is positioned only 260 mm downstream of the jet nozzle the time taken, for the 
particles to leave the flow field is approximately 10 msces. This compares to a relaxation 
time of the heavy particles of 32.8 msecs thus the reaction of these particles to the 
turbulence is not observed in the measurement region. 'Me corresponding relaxation time 
for the light particles is 5.5 msecs. Though this is less than the residence time within the 
measurement region the particle! s reaction to the turbulent fluctuations and therefore radial 
difibsion will be small. Thus the test-case is most useful for validating that part of the model 
describing convective transport of the particles. 
Therefore it would be possible to model the experiment using a simple tracIdng 
calculation where only convective effects are considered, as this approach should lead to 
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answers comparable to the more complex models, described below. 
7.2.3 Comparative Models 
The results of comparison between a large range of models and the above 
experimental data were reported at the fifth workshop on two-phase flows. Both Eulerian 
and Lagrangian methods were presented. 7hree specific models are considered here; two 
based on Lagrangian rnethods: and one on Eulerian methods. Ile models were chosen since 
a virtually complete set of calculated data is available for both particle types, unlike many 
of the other models, and a detailed description of each model is available. An overview of 
the main characteristics of these models is given in table 7.2. 
First the Lagrangian model due to Desjonqueres, Berlemont and Gouesbet (hereafter 
referred to as BERLEMONT) is discussed first. The model was based on the work of 
Berlemont et al (1990). The primary phase turbulence was modelled using a standard k-r: 
turbulence model for mean quantities and an algebraic second order closure scheme to 
obtain the fluctuating velocity correlations. Additional source terms arising from the particle 
modulation of the turbulence were included. Discrete particle behaviour was obtained by 
integration of the particle equation of motion for a statistically stationary sample. The 
required instantaneous flow field, at the particle location, was found from an Eulerian 
correlation which was modified to take account of crossing trajectories by the introduction 
of a correlation scale. This scale defined the distance within which a particle was correlated 
with its corresponding fluid particle (i. e. a fluid particle started with the same initial 
conditions as the particle). Once the particle deviated from its corresponding fluid particle 
by this length scale a new coincident fluid particle was defined. These fluid particle 
trajectories were obtained through the specification of the fluid point Ugrangian 
autocorrelation function. These autocorrelations were defined using a family of Fren1del 
functions, Frenkiel (1948). 
The Eulerian model considered here is due to Simonin (denoted by SIMONIN) 
based on the work of Simonin and Viollet (1989), (1990). 'Me turbulence field of the 
continuous phase was predicted using a k-e eddy viscosity model with additional terms to 
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account for the interaction between the two phases. A drift velocity was introduced arising 
from the correlation between the instantaneous distribution of the particles and the turbulent 
fluid motion to account for the dispersion effects arising from fluctuation in the momentum 
transfer term, and was taken to be proportional to the dispersion coefficient. 
FinaUy the Ugrangian model of Wenneberg (denoted by WENNEBERG) was 
considered, based on the earlier work of the audior, Wenneberg (1989). The code used to 
solve for the continuous phase allowed application of a wide range of discretisation 
schernes, skew upwind differencing was used for the test-case calculations. Tle code also 
allowed the use of either a k-r: or algebraic Reynolds stress (ASM) turbulence model. The 
test-case calculations were performed using a modified k-e model, with additional source 
terms to account for two-way coupling effects. ne particle turbulence interaction was 
performed using a discrete eddy model with the characteristic scales of the eddy obtained 
from the relations given by Shuen (1985). The particulate phase was modelled using 
Lagrangian tracking. The inertial interaction time was taken to be 0.3 times the turbulent 
tirne, scale. Mie minimum of this time and the particle crossing time was taken as the 
particle-eddy interaction time. Each particle iteration step considered typically 1,000-2,000 
particles. The particle calculations were perfonned every 10-15 carrier phase iterations to 
allow for the inclusion of two-way coupling effects. 
Model Modelling 
Approach 
Turbulence 
Model 
Two-Way 
Coupling 
BERLEMONT Lagrangian Modified k-e Yes 
SIMONIN Eulerian Modified k-e Yes 
WENNEBERG Lagrangian Modified k-e Yes 
Table 7.2: Properties of Models used for Comparison. 
7.2.4 Comparison between Models and Experiment 
First the results of the models discussed above are presented and compared to the 
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experimental data for both the carrier fluid and each particle type. The results of the 
transport model are given in section 7.2.5 and measured against the experimental data and 
the best of the models outlined above, thus allowing direct comparison of the perfon-nance 
of the transport model with that of other models found in the literature. 
Cornparisons: of the nurnerical predictions, from the above models, were made with 
the experimental data for three downstream locations; x/D = 5,10 and 20 (corresponding 
to distances of 65,130 and 260 nun from the jet nozzle). The results are plotted, where 
available, in figures 7.2-7.15. First coniparison is drawn between the measured and predicted 
gas velocity profiles figures 7.2-7.5. The mean and fluctuating velocities are presented both 
axially and radially. Only the gas flow field for the heavy particles (case 1) is reproduced 
here, since this was the experirnental flow field used throughout the current calculations, as 
this flow field is expected to exhibit greater effects of the particle on the turbulence than the 
case of lighter particles (case 2), both due to the greater particle loading and the increased 
particle density. Figures 7.6-7.10 present corriparison of particle characteristics for the heavy 
particles. Both mean and fluctuating particle velocities are shown together with particle mass 
flux. 
For the light particles only the particle characteristics are presented. Ile single phase 
flow field being very similar to that for case 1, as the difference lies well within the error 
observed in the flow field solution algorithms (see below). Again particle mean and 
fluctuatingvelocities together -with particle mass flux are given, figures 7.11 to 7.15. 
Ilie results of the calculations compare favourably with the experimental data, giving 
an error of approximately 10% throughout, though significant discrepancies were found 
between the experiment and predictions for the particle mass flux calculations for both 
particle types. Overall agreement between the models was also good, again of the order of 
10%. A more detailed discussion of the results is given below. 
7.2.4.1-Gas Flow Field 
Mean gas velocity profiles for case 1 (solid glass) are shown in figures 7.2-7.3. The 
calculated axial velocity profiles show a significant over-prediction of velocity, about 13%, 
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outside the jet core, though the core velocities are generally well predicted. As a result the 
jet spread rate was generally Over-Predicted. These differences could be due to variable flow 
rate in the experiment, which is often observed in axisyrnmetric: flows. More pronounced 
discrepancies are found in the- predictions for the mean radial gas velocities. The predictions 
all fail to capture the sharp changes in gradient measured in the experiment. It was proposed 
that the shape of the inlet nozzle used in the experiments induced a inward velocity on the 
flow resulting in a slower mixing of the two jets. This effect was not included in any of the 
models and would result in slowing the spread of the jet further explaining the differences 
in the mean axial velocity profiles. Ille gas axial velocity fluctuations, figure 7.4, show an 
example of the well-known deficiencies in the standard k-e turbulence model. The velocities 
were slightly under-predicted in the core region of the primary jet and fail to capture the 
interface between the two jets. T'his error is consistent throughout the calculations and arises 
from the inability of the k-e turbulence model to accurately capture the mixing layer. In 
general the agreement was surprisingly good. The radial velocity fluctuations of the carrier 
phase (figure 7.5) were in very good agreement, typically less than 10%, with the 
experiment for all of the prediction methods presented. 
The gas flow field predicted by the models agrees with that measured to a 
satisfactory level (of the order of 10916) for all relevant flow characteristics apart from the 
axial fluctuating velocity. The discrepancies can be explained by a combination of un- 
modelled effect at the inlet and the use of the relatively simple k-e turbulence model used 
by all the above authors. 
7.2.4.2 Case 1 -Heavy Particles 
Figures 7.6-7.10 show the results for the heavy particles (solid glass). The calculated 
mean axial particle velocities show a similar over-prediction to that observed for the gas 
phase, as above, and, similarly, results in a significant over-prediction of the jet spread. The 
discrepancies between the calculated and measured profiles, thus become greater further 
downstream Ilie observed error at the first n=surement location is relatively small (-2%), 
which increases to -15% at the second downstream location, at the final measurement point 
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the predicted profiles disagree markedly with those measured giving a difference of upto 
-20%. However the centre-line prediction is good for all downstream locations. The higher 
predicted spread of the jet can further be seen in radial mean velocity plot (figure 7.7). 
Consequently, higher particle velocities were predicted in the region outside the jet core. 
Again the discrepancy between measured and predicted values increases further 
downstream, from -1% at x/D=5, -30% at x/D=10 up to -40% at x/D=20. 
Both of the plots for the fluctuating particle velocities (figures 7.8 and 7.9) show 
considerable error, up to -30% in both cases. All of the presented models have Oficulty in 
capturing the structure found in the experimental data. However, the agreement seen in 
figures 7.9 and 7.10 is significantly better than that observed at earlier workshops. 
Calculated and n-casured mass-flux profiles are shown in figure 7.10. Experimental 
data is not available for the second downstream location (65 mm). Significant differences 
between the predicted and measured profiles are visible, as can large differences between 
the predictions of different models. The models of BERLEMONT and WENNEBERG 
significantly under-predict the measured value by up to -30%. Conversely, the Eulerian 
model of SIMONIN matches the experimental data much more closely, though a slight 
under-prediction of the spread can be seen for the largest downstream distance. 
Overall the presented models give a good account of the dispersion of the particles. 
Differences found in the gas phase calculations and measurements, which tend to an over- 
prediction of the spread of the jet, persist through the second phase calculation, as is to be 
expected. Ille mean behaviour of the heavy particle is well predicted but all the models fail 
to capture the structure found in the experiment for the particle fluctuating velocities. 
7.2.4.3 Case 2- Light Particles 
I'he flow field calculations for this particle type are not presented here. The results 
are virtually identical to those given for above. It should be noted however that the predicted 
mean axial velocities show a slight improvement over those for case 1. This is probably due 
to the reduced influence of the particulate phase on the gas flow field and implies that the 
difficulty lies in the models used to calculate the effect of the two-way coupling on the 
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carrier phase. 
The particle mean velocities are again very close to those measured though still 
slightly over-predicted (figures 7.11 and 7.12). ne predicted mean axial velocities agree 
closely with those measured for all downstream locations leading to a maximum error at 
x/D=20 of only -1%. The particle mean radial velocities again show a much larger 
difference than found in the axial direction. The agreement however is significantly improved 
over case 1. 
The particle axial velocity fluctuations (figure 7.13) are again considerably under- 
predicted for the case of light particles with a similar error to that found in case 1. A similar 
discrepancy can be seen in the radial fluctuating velocities (figure 7.14). 
The particle mass-flux. calculations, figure 7.15, are shown to significantly over- 
predict the measured data. Experimental data is only available hem for the last two 
measureme-nt locations. All of the considered models show a large discrepancy (varying 
from -40 to -100%). Again the Eulerian model of SIMONIN is shown to give the closest 
agreement with the experimental data. 
The mean behaviour of the particles for case 2 is again well captured, with 
agreement slightly better than for the heavy particle of case 1. Also the structure of the 
fluctuating particle velocities is better captured by all the models, which implies that the 
lighter particle react to the fluid fluctuations more so than the heavier particles. The particle 
mass-flux, however is poorly predicted. It is proposed in the proceedings of the workshop 
that this may be due to difficulties in nrasuring this quantity in the experiment, proceedings 
(1990). 
The models discussed above predict the experimental results well, typically to an 
accuracy of -10%. However, from figures 7.2-7.15 it is clear that the predictions of the 
Eulerian model of SIMONIN show the highest level of agreement with the experimental 
data. Therefore, this model has been chosen for comparison with the transport model in 
order to directly evaluate its performance against other modelling techniques. These 
calculations are thus shown in figures 7.16-7.24, together with the results of both the 
transport model and the experimental data. 
The following section presents an evaluation of the predictions of the transport 
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model compared with both the experimental data and the predictions of SIMONIN. The 
transport model is shown to predict both the carrier phase flow field and the behaviour of 
both particle types to an accuracy comparable to that of SIMONIN. 
7.2.5 Transport Model Calculations 
The predicted profiles for both the gas phase (case 1 only) and both particle types 
are given in figures 7.16-7.24. 
The flow field was calculated using the pressure correction code discussed in chapter 
4. A k-e turbulence model was used with the coefficients Cl and C2 chosen to allow best 
possible fit between the calculations and experiment. The chosen values were C1=2.5 and 
C2--2.55 conipared to their standard values of CI=1.44 and C2=1.92. The use of the fitted 
coefficients allowed the effect of the particles on the gas phase to be included, to some 
extent, in the single phase calculation. Choice of these values of the coefficients was made 
to allow best possible fit with the measured flow field. The same flow field was used for 
both particle types, namely that of case 1. 
77he calculations for the second phase used the formalism outlined in chapter 5 and 
6.7be empirical correlation, equation (2.18), was used to compute the required diffusion 
coefficients of the particles. 
First the gas flow field results are discussed, figures 7.16-7.18. Only the flow field 
for the case of heavy particles is calculated due to the close similarity between the two 
experimental flows, and the lack of a direct two-way coupling'calculation, however the 
effects of the particles on the carrier fluid are included intrinsically through the specification 
of the coefficients in the k-e turbulence model. 
The results of the calculation for case 1 (heavy particles) are shown in figures 7.19- 
7.21. Only mean particle velocities are presented because the correlation used to compute 
the diffusion coefficients of the particles is unable to accurately describe the fluctuating 
particle velocities, see chapter 6. 
Finally, figures 7.22-7.24 present the results of the calculations for the light particles. 
7bese results are discussed in more detail below. - 
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7.2.5.1 Gas Flow Field 
The comparisons between the calculated and measured flow fields are shown in 
figures 7.16-7.18. The plots for both mean axial and mean radial velocities are of 
comparable accuracy to those shown previously. 
The resulting mean axial velocity profiles are shown in figure 7.16. The profile at 
x/M=5 downstream slightly under-predicts the centre-line velocity and over-predicts the 
velocity in the exterior region, both differences are of the order 2 m/s (-10%) . At x/M=10 
the centre-line velocity is well captured but the exterior region remains over-predicted, again 
by -10%. Finally at x/M=20 the centre-line velocity is over-predicted by about 2 m/s (- 
10%) and this error is consistent across the whole profile. The level of agreement between 
the two calculation procedures is acceptable and implies that the use of fitted values for C, 
and C2 in the k-e turbulence model closely approximate the results for the coupled 
calculation, as used by SIMONIN. 
Figure 7.17 shows the nwan radial velocity profiles. Initially the large peak velocity 
at the interface between the two jets is not well captured. This smoothing of the profiles is 
shown at all downstream locations. Ile results are comparable to those obtained in the 
model of SIMONIN. Both calculations are unable to capture the structure of the velocity 
proffles observed in the experimenit, though the agreement between the models is again 
excellent. The discrepancies between the two calculations and the experimental data are 
probably due to an additional inwards radial velocity present in the experiment at inlet, as 
discussed above. 
Figure 7.18 shows the predicted gas fluctuating velocity. Only the radial velocity is 
shown as the model used here is isotropic. The agreement between both calculations and the 
experiment is excellent for all downstream locations. The maximum observed difference 
between the calculations (which again agree well) and experiment is -12% at the second 
measurement position. The accuracy of the calculation is especially important to the 
transport model as the correct prediction of the turbulent kinetic energy, together with the 
turbulent dissipation, is required to calculate the diffusion coefficients of the particles. 
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Overall the fit between the calculated and measured flow field is of a comparable 
accuracy to that achieved throughout the derivation of the model (-10%). Also the 
discrepancies found in both the mean and fluctuating gas velocity fields are comparable to 
the calculations discussed above. Ilie agreement between the flow field calculations is 
expected due to the similar methods used, though the values of the coefficients C, and C2 
used in the turbulence model of SIMONIN are unsure. 
7.2.5.2 Case I- HeavY Particles 
First the calculation of the dispersion of the heavy particle is considered. Figures 
7.19-7.21 show the calculated behaviour of the heavy glass particle. Again all the predictions 
show good agreement with the experiment and are comparable to those obtained from the 
odier models 
Figure 7.19 shows the particle mean axial Velocity. The predictions are in good 
agreement with the measurements for all downstream locations. Ilie calculated profile at 
x/M=5 is slightly more smeared than that measured, as a result of the inability of the carrier 
phase prediction to capture the shear accurately. The profile at x/N4=10 slightly under- 
predicts the centre-line velocity by approximately 2 m/s (-10%) and this under-prediction 
is consistent across the jet. At x/N4=20 the centre-line velocity is slightly over-predicted, 
again by approximately 2 m1s. Agreement improves as the radial coordinate increases 
leading to a slight under-prediction of the velocity at the extreme radial location. Ile 
predictions of both models disagree quite substantially for all given locations. 7le transport 
model is shown to more accurately capture the shape of the velocity profile than the model 
of SIMONIN, which tends to flatten out the profiles. Both models generally agree at the jet 
centre-line but the discrepancy becomes more pronounced the greater the radial position. 
The discrepancy arises from the variation in the predicted radial velocities of the particles, 
discussed below. 
Calculated mean radial velocity profiles are shown in figure 7.20. The transport 
model again fails to capture the initial sharp peak in radial velocity, which leads to a 
predicted particle radial velocity which is too low. I'lie agreerrient between the predicted and 
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measured profiles is therefore poor. The agreement improves downstream to the point at 
x/M=20 where the two profiles agree closely across the whole profile. 'Me prediction of 
SIN40NIN conversely captures the large velocity gradient well, though the predictions show 
a large degree of scatter in the exterior of the jet. 
Figure 7.21 shows the calculated mass flux profiles. I'lle poor agreement shown for 
the transport model is not surprising and follows from the poor account of the particle radial 
velocity profiles, which resulted in a poor description of the rate at which the jet spreads. 
The difference between the calculated and measured mass flux is of the order of -20-40%. 
The model of SIMONIN however captures the particle mass flux well, which as before 
arises from the ability of this model to correctly capture the steep radial velocity profile as 
shown in figure 7.20. 
The inability of the calculation to correctly resolve the particle behaviour in the 
mixing layer leads to a much slower spreading of the jet in the calculation than found in the 
experiment. This in turn leads to an over-prediction of the particle mass flux. However, in 
general the predictions of the transport model are quite good. 
7.2.5.3 Case 2- Light Particles 
I'lie results of the calculation for the dispersion of light particles are presented here. 
Figures 7.22-7.24 show the comparison between the predicted and measured behaviour of 
the hollow glass particle. I'lie same flow field is used as for the heavy particle case. 'Me 
general agreement is slightly better than for the heavy particles, and is again comparable to 
the other models reviewed. 
Figure 7.22 show the calculated and measured particle mean axial velocity. The 
discrepancy between the calculated and nrasured profiles is at most -10% at x/M=10. The 
accuracy improves to -5% for the last downstream location. No experimental data is 
available for x/M=5. Differences of up to -15% can be seen between the two models. While 
the transport model under-predicts the measurements slightly at x/M=10 the model of 
SIMONIN gives an over-prediction. Ile shape and fit of the transport model curves are, in 
general, better than that shown by the other model. 
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Particle mean radial velocities are shown in figure 7.23. Ilie fit for all locations is 
much better than obtained for the heavier particles which implies that the behaviour of the 
light particle is better captured by the transport model, again no experimental data is 
available for x/M=5. Ile shear region is still slightly smeared by the calculation but the 
predicted radial velocity is much enhanced. Ile model of SIMONIN greatly over-predicts 
the particle velocity at all locations. 
Finally the particle mass flux profiles are given in figure 7.24. 'Me initial profile is 
similar in form to that given for case 1. Ile predicted mass flux profiles for both models 
agree closely. Ile profiles, however, greatly over-predict the measured curves, experimental 
data is only available for the last two downstream locations. The discrepancy between the 
calculations and measurements is of the order of -100%. Figure 7.15 shows that this 
difference is found in all the models considered. 
Generally the velocity predictions for the light particle of case 2 agree better with 
the experimental data than is the case for case 1. However, this is not true for the mass flux 
profiles. All the models considered here greatly over-predict this quantity, and the 
consistency between the models points to either a potential error in the experimental data 
or an effect not considered in any model. Also, there is some doubt as to whether the initial 
profile supplied for the workshop calculations is as specified in the experiments or simply 
the application of a self similar profile to that found in case 1. 'Mis potential error in the inlet 
conditions would account for the observed discrepancy. 
7.2.6 Discussion of Results 
The results presented above for the prediction of particle behaviour in a confined 
coaxialjet are good for most of the calculated velocity profiles, though poor for the radial 
velocity profiles of case 1, and both the mass flux profiles. The results, however, are 
comparable to the other calculation methods presented at the two-phase flow workshop. 
The calculated gas field gives a good approximation to that measured, through the 
varying of the turbulence model parameters to obtain the required flow field. Also, it can 
be seen from the comparison of figures 7.2,7.3 and 7.6 and 7.7 that the assumption of a 
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single flow field for both particle types was valid. 
Calculated axial velocity profiles, figures 7.16 and 7.19, were shown to give 
excellent agreement with those measured. The radial velocity profiles however failed to 
correctly capture the large particle velocities in the mixing region. I'he large gradients of 
radial velocity of the particles found in this shear region were significantly smoothed by the 
calculation method. I'he error was greater in the case of the heavier particles, since the effect 
of the fluctuating radial gas velocities, which dominates over transport by the mean radial 
velocity, is much smaller for this particle type than for the hollow glass particle due to inertia 
effects. The under-prediction of the particle radial velocity lead to a corresponding under- 
prediction of the jet spread rate. 
Ile mass-flux calculations are consequently over-predicted. For the case of the light 
particles the observed error is systematic in all calculation methods. As a result it may be 
reasonable to speculate that the experimen tal measurements are in error and are 
systematically low. The difference between the calculated and measured profiles could also 
be further influenced by the unsure initial conditions. 
In conclusion the calculations of the transport model presented here show 
comparable agreement with those models presented at the two-phase flow workshop. The 
three models chosen for comparison were shown to have the best perfonnance of all the 
models presented at the workshop, (see proceedings (1990)). Ile transport model performs 
well in comparison. 
As mentioned above, the small residence time of the particles in the measurement 
region implies that the dispersive effects experienced by the particles are small, and therefore 
the above comparisons do not test the model fully. I'his said the above test-case provides 
a useful test of the convective calculation contained in the model. The above results show 
that these convective effects are indeed well captured by the transport model. 
The second test-case discussed below was specifically chosen to further investigate 
the effects of particle dispersion in the model. 
166 
7.3 Test-Case 2- Horizontal Channel Flow 
Test-case 2 consists of part of the work of Perldns, Vassilicos and Hunt (1994), 
which is concerned with the transport of aerosols through a Light Water Reactor (LWR) 
cooling system. To this end various properties of the processes involved are discussed. 
The portion of the work of interest here is the expefirnent concerned with the 
dispersion of particles dropped vertically, under the influence of gravity, in a horizontal, grid 
generated, turbulent channel flow. An attempt was also made to investigate the effect on 
dispersion of the interaction of particles and the wall boundary layer, this being of interest 
in particle deposition. 
Only the simple case of the particle transport by homogeneous, isotropic decaying 
turbulence is considered here. 
Perkins et al also compared their experimental results with the predictions of various 
Lagrangian tracking models. Ilus, it is possible to compare the present model not only with 
the test data, but also with the results of these models and hence to measure it against their 
performance, in a similar manner as before. 
7.3.1 Experimental Setup 
Thee experiments were performed in a horizontally orientated wind tunnel, as shown 
in figure 7.25. A suction tunnel with a cross-section of 0.45 mx0.45 m and with a working 
length of approximately 2.13 m was used. Air was drawn through a large intake with a 
honeycomb flow straightener followed by a 9: 1 contraction. The free-stream velocity, U-, 
could be varied between 1 and 12 m/s. Turbulence generating grids were introduced 
upstream of the working section with mesh spacing of 2.5 cm. to 15.2 cm to select 
turbulence intensities over the range 2-15%. 
Two types of particles were considered - hollow glass spheres and solid glass 
spheres, see table 7.3. Sieving was used to obtain particle nominal diameters of 131 pm with 
a standard deviation of approximately 6 pm. 
Particles were discharged into the flow at a position 0.954 m downstream from the 
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grid, at varying heights, and collected in trays positioned on the floor of the wind tunnel. 
The trays spanned the width of the tunnel and had a square section of 15 mm. 32 trays were 
used, giving a measurement length of 0.48 m. Prevention of particle re-suspension and 
boundary layer change due to possible recirculation within the trays was avoided using a 
3 mm porous aluminiurn honeycomb at the tray openings. 
Particle Diameter (pm) Density (kg1m) Tem-linal Vel. (m/s) 
Hollow Glass 131±6 730 0.295 
Solid Glass 131±6 2830 0.916 
Table 7.3 : Particle Properties from Perldns et al 
Fluid velocity nrasurements were obtained using LDA techniques. Particle seeding 
was performed using 0.6 pm to 2 pm oil droplets with a density of approximately 980 
kg/M3. 
The particles were injected with a velocity equal to the mean flow velocity in the 
strearnwise direction. The particle flow rate was kept small bodi to avoid particle-particle 
interactions and turbulence modulation due to the presence of the particles. 
7.3.2 Gas Flow Field 
All experiments were conducted using a grid of mesh length 2.54 cm and a blocIdng 
factor of 4.0. The decay of the turbulence energy was measured for 3 free-stream velocities 
(1,2, and 5 n-Vs). nese measurements were compared with the empirical decay formula of 
Baines and Peterson (1951) 
u- 52.1 -L- 16 m 
(where U. is the freestrearn velocity) and shown to give good agreement. 
Mean velocity profiles were measured at five downstream distances (x=0.915,1.22, 
1.524,1.829 and 2.032 m) and three free-stream velocities (U., =I, 2 and 5 m/s). Growth of 
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the boundary layer was noted and shown to agree with empirical correlations. Fluctuating 
velocity profiles within the boundary layer were also measured and coefficients obtained for 
suitable empirical forms. 
7.3.3 Deposition Experiments 
Five deposition experinxnts were conducted for various particle types, release 
heights and free-strearn velocities, see table 7.4. Particle concentration profiles were 
measured at the floor of the wind tunnel. T'he mass of particles collected in each tray was 
normalised by the total particle mass released and averaged over the width of the tray. For 
all of the following calculations the effect of the boundary layer on the particle dispersion 
is neglected. The implications of this simplification are discussed later. 
Expt. dp (pm) pp (kg/m) NJ (M) U- (M/S) if (nils) 
Dl 131 730 0.255 1.0 0.05 
D2 131 730 0.125 2.0 0.1 
D3 131 2830 0.4 1.0 0.05 
D4 131 2830 0.32 2.0 0.1 
D5 131 2830 0.1 5.0 0.25 
Table 7.4: Deposition Experiments 
Ile deposition profiles measured in the experiment were compared with a range of 
Lagrangian models, name-ly those due to Hunt & Nalpanis (1985), Berlemont et al (1990) 
(see previous test-case), Ormancey & Martinon (1984) and Kallio & Reeks (1988). AH the 
Lagrangian models used required the estimation of some parameters such as the integral 
time scale which could not be measured in the experiments. It was proposed that the 
estimation of the required parameter is intrinsic in the models and therefore that the ease of 
obtaining the required parameters should be considered as part of the assessment of the 
perfon-nance and suitability of the model. 
In the implementation of the above models, for uniform homogeneous turbulence, 
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i. e. the case considered here, the integral length scale, L, was assumed equal to the me-sh 
size and the turbulence intensity to be 5%. ne integral time scale was thus estimated from 
Uu'. I'his led to an assumption of the typical eddy characteristics being equal to the integral 
scale. The number of particles tracked for each model during each experiment are given in 
table 7.5. 
Model D1 D2 D3 D4 D5 
Hunt & Nalpanis 4000 7000 8000 10000 10000 
Gouesbet et al 700 2000 8000 10000 10000 
Ormancey & 
Martinon 
4000 7000 8000 10000 10000 
Kallio & Reeks 10000 10000 8000 10000 10000 
Table 7.5: Number of Particles Tracked per Experiment 
The predicted deposition profiles, together with those from the experiment and 
transport model are plotted in figures 7.26-7.30. The results from the four Lagrangian 
models agree well with each other for experiments D1-D4. For D5 a larger spread is shown 
between the predicted results. I'lie predictions disagree markedly with the measured 
deposition profile for experiment D 1, fit the measured data poorly for experiments D2, D3, 
and D5 and agree very well for experiment D4. 
I'he discrepancy between the simulations and experiments is greater for the lighter 
particles (expt. D1 and D2). Figures 7.26 and 7.27 show that the experimental data 
produced a much more smeared concentration profile with a much greater degree of 
asymmetry. It was proposed that these discrepancies could arise from the differences 
between the measured flow field and that used in tfie models. Further calculations were 
made using the measured flow field properties and the agreement between the simulations 
and the experiments was only slightly improved. It was also proposed that uncertainty over 
the initial conditions to apply to the particles in the experiment could lead to errors. 
In the following section comparison is made between the current transport model 
and both the experimental measurements and the Lagrangian simulation results of Perkins 
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et al. 
7.3.4 Flow Field Calculation 
Due to the well-prescribed decay behaviour of a grid generated channel flow the 
flow field, together with the k and e distributions, were modelled analytically. 
The mean profiles given by Perldns et al, show a virtually constant mean flow 
velocity at the centre-line over the region of interest. Ilerefore, the flow was approximated 
by a constant mean velocity. Ilie effect of the boundary layer on the particle dispersion is 
therefore neglected, and is consistent with the comparison calculations made by Perkins et 
al; the implications are discussed later. 
The decay of grid generated turbulence has been investigated extensively in the 
literature Batchelor (1953), Townsend (1956), Snyder and Lumley (1971), among others. 
Many enipirical correlations exist which relate fluctuating velocities to downstream distance. 
The one chosen here is due to Wells and Stock (1983) and is used to represent isotropic 
turbulence. 
U. 2 
-. 54.89 -L-7.999 (7.2) 
u 12 
(m 
Equation (7.2) is only valid for positions downstream of the virtual origin of decay, 
xO. Mie distance of the onset of decay from the grid varies with Reynolds number. Wells and 
Stock give a curve (from Naudaskhar and Farsel (1970)) specifying this origin as a function 
of grid spacing and Reynolds number. The data was curve fitted to enable the calculation 
of xO/M for the flows considered. 7le fluctuating velocities were assumed constant and 
equal to the turbulence intensity (5%) upstream of this point. Downstream of the decay 
point they were specified by (7.2). Again a uniform profile was assumed across the channel. 
From the above assumptions of homogeneous turbulence and a constant velocity 
profile the turbulence-energy equation reduces to, Hinze (1975): 
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dk 
(7.3) dt 
making the transformation: 
dd 
dt dx (7.4) 
gives 
U. ýk (7.5) dx 
Equation (7.5) was used to calculate the dissipation field present in the flow. This together 
with 
3 12 
2 (7.6) 
al. lows the specification of the k and e distributions required for the calculation of the 
diffusion coefficient of the particle. 
7.3.5 Particle Dispersion Calculation 
Using the flow field and k-e distributions calculated above, the model described in 
chapters 5 and 6 was used to obtain the concentration profiles and velocity field for the 
second phase. 
Figures 7.26 through 7.30 show the predicted deposition profiles for the above 
experitrient. Ile calculated profiles are in fair agreement with the experimental data for all 
cases. The calculated locations of the peak concentration are generally well predicted for all 
cases, but, the spread of the profile is generally over-predicted. 
Figure 7.26 shows the results for experiment D1.71e predicted location of the peak 
concentration profile is well predicted as is the general shape of the deposition profile. The 
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predicted spread however is greater than that found in the experimental data. The predicted 
half-width of -0.2 m cornpares; to a nrasured half-width of -0.15 m, leading to a difference 
of approximately 25%. Ile peak concentration (per metre), is approximately 40% higher, 
and is in better agreement with the experimental data than the Lagrangian models, which 
differ by up to 400%. 'Ibough they capture the position of the peak concentration well they 
exhibit a much narrower distribution. 
Figure 7.27 shows the results for experiment D2. Again the location of the peak 
concentration is well captured as is the general shape of the profile. 77he width of the 
distribution is still over predicted (a half width of -0.3 m for the calculation compared to 
-0.2 m for the ffrmuren-ents, an error of -50%). The predicted peak concentration is within 
10% of that measured. The Lagrangian calculations still over-predicted the maximum value 
of concentration, by up to 40%, however, the width of the distribution is much closer to 
that of the experinvent than for Dl. 
Results for D3 are given in figure 7.28. Both the location and magnitude of the peak 
deposition are again well predicted. The width of the distribution and its shape are also very 
similar to those measured. The half-width of the calculations is -0.1 m which is very similar 
to the experimental half-height of -0.08 m (-20% error). 'Me difference in peak 
concentration is also small and of the order of 10%. Although the Lagrangian models again 
capture the location of the peak concentration well, poor agreement is shown for the 
magnitude, which is over-predicted by -40%. The width of distribution predicted by these 
Lagrangian models is also narrower than that measured, as in the previous cases. 
Figure 7.29 shows the results for case D4. T'he transport model again predicts the 
location of the peak concentration well but fails to capture both the correct magnitude and 
width. 'Me predicted half-width of -0.17 m compares to that measured of -0.1 m (60% 
error). Similarly, the peak predicted concentration over-predicts that measured by ~12%. 
Conversely, the Lagrangian models under-predict the peak concentration by a similar 
amount (-12%). The Lagrangian models also predict the location of the peak and the half- 
width well. It should be noted that this is the case of optimal fit for the Lagrangian models. 
Results for the final experiment, D5, are given in figure 7.30. All the calculations fail 
to predict the correct behaviour shown in the experiment. Ilie transport model performs 
173 
best, though only the shape of the profile is predicted well. The location of the peak 
concentration is under-predicted by approximately 0.1 m. Also, the peak concentration is 
over-predicted by approximately 30%. In contrast to the Lagrangian models which under- 
predict the peak concentration by -50% and the location of this peak by -0.3 m. 
Figures 7.26-. 30 clearly show that the transport model performs better than the 
Lagrangian calculations, for all experiments. In general the location of the peak measured 
concentration is well predicted, as is the shape of the deposition profile. The half-width of 
the distribution is over-predicted for all cases, though the error throughout is relatively 
small. A possible reason for this is the presence of numerical dispersion due to the simple 
quadrature scheme implemented in the code. I'his possibility is discussed in the next section. 
lie transport model is further shown to capture the magnitude of the peak concentration 
well with typically an error of less than 30%. Conversely, the Lagrangian models fail to 
capture this value for most cases and give an error of up to 400%. 
7.3.6 Discussion of Results. 
Overall the transport model can be seen to predict the measured deposition profiles 
much more accurately than the Lagrangian models reported by the Perkins et al. The ability 
of the transport model to correctly predict the location of the peak concentration shows that 
the inertial effects of the particles are well captured, as in the previous test-case. Over- 
prediction of the profile widths implies a possible error in the diffusive calculation. As 
mentioned above this may be due to numerical dispersion arising from the low order 
discretisation scheme used in the calculation. 
The problem of numerical dispersion is present in many CFD approaches. 'Ilie 
specific problems encountered in the SIMPLER algorithm, and its associated discretisation 
scheme, have been discussed by Patanker (1980). Numerical dispersion is can be considered 
a function of the incidence angle between the flow and the cell boundaries. An approximate 
expression for the corresponding false diffusion coefficient for two-dimensional situations 
developed by de Vahl Davis and Mallinson (1972) gives: 
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rp UAxAy6n 20 f 4 (, &y gin 3a+, & X Cog 3 (7.7) 
where U is the resultant velocity and 0 is the angle made by the velocity vector with the 
coordinate direction. Because this numerical dispersion depends on the incidence angle 
between the second phase flow field and the computational grid the size of the effect will 
differ between the experiments 131-135. It is also possible to reduce this effect by using a 
more refined grid, which also adds considerably to the calculation time. 
In order to investigate the influence of this false dispersion on the calculations 
presented above it is useful to know the mean incidence angle between the second phase 
flow field and the calculation grid. A good estimate of this angle can be found by 
considering particle trajectories based on a straightforward ballistics calculation. Applying 
this simplification allows the incidence angle, 6, to be calculated from, see figure 7.31 
tan gt 
Uý (7.8) 
where g is the gravitational acceleration, t is the time of flight and U. is the mean 
downstream convection velocity (assumed equal to the gas velocity). Since we always 
require the minimum angle between the trajectory and the grid equation (7.8) becomes 
9t < 
tan jr 
Uý 
u 
9 
gt ug 
The cut-off angle of n/4 occurs when t- u/g hence 
tan gt 
u 
9 
u 
tan 9 
gt 
.! ý kI>0 9 
175 
(7.9) 
where T is the time of flight needed for the particle to leave the calculation domain (due to 
gravity) and is given by 
where h is the particle release height. 
The rnean incidence angle can thus be obtained by integrating (7.9) over time. Ilis 
leads to 
01: 
r 
f tan (g UUý, * 
0 
I 
tan-, (gt/uý, * 
T 
Performing this integration gives 
U/9k t ko 
tan (Ulg t) dt T ýt t 2: U/9 
u ig AI 
tanl(gT/Uý -Sg-lnjl+(gT1Ufj T :c U/9 T 
IT 
2g 
(Ulg 7)2 Uý 
tan(U/g7) - 
lln In 121 + 
lln IIIT >- U/9 T 
IT 
2 2g 221 
(7.10) 
(7.11) 
Table 7.6 shows the results of applying (7.11) to the five experiments discussed 
above. Also shown is the mean particle diffusion coefficient used in the calculations, r the P 
false diffusion, Ffdobtained from (7.7) and the ratio of calculated to false diffusion 
coefficient. All calculation are for the grid size used in the calculations of 200x8O cells. 
The data in table 7.6 shows that the influence of numerical dispersion is small. for all 
cases except D2 where the ratio Fp/ff. Lis less than one. I'liough this would result in a slight 
over-prediction of the profile half-width, the erTor would be small as the half-width depends 
on the square root of the diffusion coefficient. It can be concluded, therefore, that the 
numerical effects on the particle dispersion are modest. 
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Experiment 0) r r. Irfd. 
Dl 9.5 9.8X10*3 5.56xlO' 17.6 
D2 37.7 3.87x 10-2 5.19X10-2 0.75 
D3 8.0 3.19X10-3 4.69xlOl 6.80 
D4 32.1 1.26xlo-2 4.30xlO' 29.30 
D5 15.5 7.90xlO-2 4.70xlO-' 16.81 
Table 7.6: Influence of Numerical Dispersion on Perkins et al Calculations. 
The implications of neglecting the boundary layer are now discussed. The use of a 
logarithmic velocity profile across the channel would have the effect of reducing the gas 
velocity near the wall. This would cause the peak deposition profiles to move closer to the 
release point, and would increase the spread of the jet slightly due to the increased residence 
tirne, of the particles in the flow. The particle diffusion coefficient would also change due to 
the variation of both kinetic energy and dissipation in the boundary layer. However, the size 
of these effects on the above data would be expected to be small, the greatest influence 
being seen for the fighter particles (131 and 132). In the case of D5, where the least influence 
would be expected, the tune of flight of the particles is approximately 0.2 s which 
corresponds to only about twice the particle relaxation tim. nerefore the particles 
response to the velocity gradient near the wall would be small. The maximum residence time 
of approximately 0.9 s is found in experiment DI which is equivalent to roughly 30 times 
the particle relaxation time. Even in this case the largest change in velocity profile would 
occur in the final one or two particle response tims. For example, assun-dng that the particle 
falls at a constant velocity the distance fallen by the particle in two response times is 
approximately 18 mm, which corresponds to ~90 wall units. From the data of Perkins et al 
it is shown that the mean streamwise velocity has only fallen to roughly 75% of the free- 
stream value at this point. Ibus the velocity profile in the boundary layer can also only have 
a small effect on the particle dispersion. 
It follows from the above discussion that the influence of neglecting the boundary 
177 
layer is small on both the convective and dispersive calculations within the transport model. 
The measured locations of the peak concentration are generally well captured implying that 
the convection calculation is accurate. Conversely, the observed over-prediction of the half- 
width of the distribution profiles implies a potential error in the diffusive calculation. 
However, it is possible that there exist un-modelled effects in the experiment arising from 
the influence of the collection trays on the local flow field, this, together with, the relatively 
coarse size of the collection trays and the lack of mass conservation due loss of particles not 
deposited in the collection region could explain the noticed discrepancies. 
7.4 Conclusions 
From the above work it can be seen that the transport model predicts the behaviour 
of dispersed two-phase flows well. The results in both of the test-cases considered show 
good agreement with the experimental data. The performance of the model has been shown 
to comparable to, or better than, other models, both Lagrangian and Eulerian, which have 
been applied to the sanx test-cases. 
Both of the test-case calculations show that the accuracy of the predictions depends 
on the particle response time. I'lie behaviour of those particles with a smaller response time 
is generally better predicted than that of particles which show significant inertial effects. This 
is clearly shown in test-case 1, wherr, the heavy particles fail to respond correctly to the 
radial fluctuating velocities of the gas flow field and hence the radial velocities for the 
particles is significantly under-predicted. The same failure is not noticed for the light 
particles. This result is not surprising, as the mean radial gas velocity is small the only 
mechanism present in the model to allow radial transport of the particles is turbulent 
dispersion and, because of the short residence time of the particles in the measurement 
region this effect is negligible. This is turn implies that there is possibly a need to consider 
further source terms in the second phase momenturn equations, in addition to the mean drag 
and gravity terms included here. 
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Figure 7.1: Schematic of Hishida, and Maeda Flow Field 
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Chapter 
Discussion, Conclusions and Recommendation for Future Work 
8.1 Discussion 
Some knportant points arising out of the above work are discussed in the foHowing 
sections. Each part of the calculation is dealt with in turn. The particle diffusion coefficient 
calculation is discussed first, followed by the Eulerian calculations, both for the carrier and 
the discrete phases, and then the full calculation procedure. Finally the evaluation of the 
model against the experimental test cases is discussed. 
8.1.1 Particle Diffusion Coefficient Calculation 
Many of the most commonly used models found in the literature are based on a 
Lagrangian tracking technique. These models use the particle equation of motion, equation 
(2.3), as their foundation. Various approximations are made to (2.3) to reduce the 
complexity of the calculation. Ilese techniques have been shown to give good results for 
the prediction of the dispersion of dilute two-phase flows. 71eir major drawback, however, 
is the computational cost involved in tracking a large number of particles necessary to obtain 
statistically stationary results. Simple one-way coupled calculations can be accomplished 
in the order of minutes. However this cost increases markedly when extra effects are added. 
71e inclusion of two-way coupling, for example, increases the calculation time markedly (to 
a matter of hours). Further, the inclusion of particle-particle interaction, which usually 
require the simultaneous tracking of a large number of particles, increases the computational 
cost even more. While these solution times may be considered acceptable for research, the 
usefulness of this type of calculation for design is stiH limited. 
The ability of such types of models to capture the physical effects experienced by the 
particle is not in doubt. Consequently the use of a simplified form of Lagrangian tracIdng 
to obtain particle diffusion coefficients is appropriate. While this retains some of the 
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computational overhead of the full tracking methods, the need to calculate the particle 
behaviour for all flow conditions is not required. I'he smoothness of the diffusion coefficient, 
together with a suitable interpolation technique, allows the full scope of particle diffusion 
coefficients to be represented by a suitable reduced range. 'Mis approach was discussed in 
chapter 6, and allows the large computational cost associated with the Lagrangian 
simulation to be treated separately. Unlike the above tracking models the calculation need 
only be performed once for a given particle type and range of flow characteristics. 
The method also reduces the computational cost associated with the introduction of 
further effects. For example the treatment of a two-way coupled calculation would only 
require a single realisation of the diffusion coefficient calculation based on the initial 
uncoupled flow field. Introduction of the coupling between the phases would, lead to 
modulation of the turbulence by the particles and therefore would give rise to flow 
characteristics already spanned by the original look-up table. Further effects of interest such 
as particle-particle interaction can be better handled in an Eulerian framework (though 
droplet breakup and coalescence would affect the particle diffusion coefficient calculation 
as discussed previously) and as such will be discussed later. 
lbough, in the majority of this work, an empirical correlation is used to calculate the 
particle diffusion coefficients the above arguments remain valid. 'Me useful range for this 
empirical correlation has been discussed in the main body of the text (chapter 6). Though 
the level of error associated with its use has been shown to depend on the characteristics of 
the turbulence (figures 6.6-6.9), the level of agreement between the correlation and 
simulation was shown to be of the order of 10%. This discrepancy is consistent with other 
approximations made in the model and therefore is considered acceptable. 'Me calculation 
is then even faster as the coniputational overhead associated with the Lagrangian simulation 
has been completely removed. 
Ile statistics of the particle-eddy interaction process have also been investigated. 
It was shown that this process is non-ergodic implying the non-equivalence of time and 
ensemble averages. A simplified interaction, consisting of a sequence of random signs, was 
used to explore this behaviour. It follows from these results that care must be taken in the 
use of averaging to obtain particle statistics. Consequently, all averaging in this work is 
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based on an ensemble approach. 
A procedure was then developed to extend the validity of the Lagrangian model to 
treat short times where a diffusion representation breaks down. Introduction of a so-called 
convection delay into the calculation was proposed which suppressed the initial diffusion of 
the particle. 71ýs delay time was calculated for a range of particles and was based of the half 
decay time of the particle autocoffelation function (see chapter 2). Use of this delay was 
shown to greatly increase the accuracy of the predictions for all times considered. 
8.1.2 Single Phase Calculation 
7le accurate calculation of the carrier phase flow field is clearly important in the 
ability of any model to predict the behaviour of the discrete phase. lie flow field solver used 
in this work was a very simple finite volume, pressure correction code (SIMPLER). Use of 
this type of code is widespread in the literature and its abilities and drawbacks are well 
known. The closure model used to represent the turbulence present in the first phase is also 
very important as values obtained for the turbulent kinetic energy and dissipation directly 
influence the diff-usive behaviour of the second phase. The standard k-e turbulence 
formalism was used to model the turbulence throughout this work. Where necessary, the 
adjustable coefficients were modified to achieve a good fit to measured flow fields which 
were considered fixed. While the inaccuracies of this turbulence model are well-known it 
was decided, in the development of the transport model, that its simple form with its direct 
translation to turbulent scales (through equations 2.10 and 2.11) outweighed its deficiencies. 
The code used here to calculate the carrier phase flow field was validated using a 
simple pipe flow calculation (see chapter 4). The results were shown to accurately represent 
this well-documented flow, giving an error of less than 10%. Further, the calculations used 
for the first experimental test-case were shown to reproduce the measured flow field to an 
acceptable degree of error given the simple form of model used. 
An analytical flow field was used for test-case two due to the well-established 
properties of decaying grid generated turbulence. This decision both removed the possibility 
of errors due to inaccuracies in the flow field solver and significantly reduced computation 
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equation contains source terms due to the momentum transfer between the two phases., This 
momentum transfer is assumed to take the form of quadratic drag interaction, together with 
gravity. This assurription is consistent with the calculation of the particle diffusion coefficient 
(see above), and results from the simplifications made to the particle equation of motion 
discussed previously (see chapter 1 and 2). 
The Reynolds averaged second phase conservation equations are solved using the 
same method as used for the single phase calculation. The procedure is simplified by the lack 
of a pressure equation for the second phase. Though the calculation is post-processed in this 
work, simultaneous solution of the equations for both phases is possible and would be 
relatively straightforward to implement. 
The effect of numerical dispersion on the second phase has been investigated. A false 
diffusion coefficient was calculated as a function of the incidence angle between the flow 
and the computational grid. Ile magnitude of this effect is discussed in detail in chapter 7 
with regard to the second modeled test-case. 'Me influence on the calculation was shown 
to be small even though only a low order discretisation scheme was used throughout this 
work. 
An Eulerian approach could be expected to becorne-a better representation of the 
flow field as the mass loading, of the second phase, increases, and it is exactly this type of 
flow where the commonly used Lagrangian tracling techniques become expensive. 77hus the 
use of an Eulerian method would simplify- the inclusion of effects such as particle-particle 
interactions (i. e. collision and coalescence) through the introduction of a modified drag 
relation (see Silverman and Sirignano (1994)). In addition the inclusion of two-way coupled 
calculation is much more straightforward in an Eulerian frame since it is possible to solve 
for both phases simultaneously, removing the need for the global iteration approach required 
for Lagrangian techniques. 
8.1.4 ComPlete Calculation 
Firstly the single phase flow field is calculated using the algorithm developed in 
chapter 4. Use is made of the available adjustable coefficients to obtain a best fit between 
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the measured and computed flow field, this also enables the intrinsic inclusion of the effect 
of the second phase on its carrier fluid. Ile computed flow field is then used as an initial 
condition for the second phase calculation 
The single phase calculation also provides both the mean flow field of the carrier 
phase and the distribution of both Idnetic energy and dissipation within the domain. These 
distributions enable the calculation of the turbulent scales of the flow through application 
of equations (2.10) and (2.11). In order to reduce the number of diffusion coefficient 
calculations required, use is made of the smoothness of the particle diffusion coefficient (see 
chapter 6). This enables the representation of the full scope of scales present in the flow by 
a reduced sample, which must span the range of possible scales. In this work the maximum 
and minimum length and velocity scales, together with eight equally spaced intermediate 
points were used. This leads to the calculation of one hundred particle diffusion coefficients. 
To further reduce the cost of the calculation of these diffusion coefficients the 
empirical correlation developed in chapter 2 (equation (2.18)) was used, wherever possible, 
in preference to the simulation techniques discussed above. 77he correlation has been shown 
to give comparable results to the simulation (see figure 2.10). The variation between the 
particle dispersion calculated in a simple pipe flow using the simulation method and 
correlation has been shown to give errors within an acceptable range (-10%) though its 
range of validity is in question. 
A further question mark about the use of the correlation is its inability to accurately 
calculate the particle mean square fluctuating velocity. Ibis quantity is required for correct 
treatment of the source term arising from the repeated application of the diffusion 
approximation to the second phase momentum equation. The influence of this added source 
term, which arises from the non-zero diagonal of the second phase Reynolds stress tensor, 
has been investigated for the case of a simple pipe flow. Ile influence of this term on the 
dispersion of a range of particles was shown to be negligible, less than 1% (see figures 6.2- 
6.3). It follows from this that the poor prediction of the mean square fluctuating velocity of 
the particle afforded by the correlation is unimportant. 'Iherefore, use of the correlation to 
calculate particle diffusion coefficients is acceptable and used throughout the majority of this 
work. 
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8.1.5 Comparison With Test-Cases 
Comparison has been drawn with experimental test-cases for both the diffusion 
coefficient calculation and the full calculation procedure. 
In order to calculate a relationship between the Eulerian scales, which are generally 
available for the flow fiekl, and the Lagrangian scales required for the calculation, it is useful 
to consider the behaviour of a fluid point. This is especially useful in the current work since 
the properties of a fluid point can be specified analytically. Due to the inaccuracies noted in 
the dispersion of the particle chosen by Snyder and Lun-dey (1971) to represent this fluid 
point, the DNS data of Elghobashi and Truesell (1992) was used. This numerical experiment 
calculates the behaviour of a fluid point in the same flow as considered by Snyder and 
Lun-dey, and therefore complements the experimental data. 
This numerical data, together with the analytical behaviour of the fluid point within 
the transport model, allowed the derivation of a relationship between the Lagrangian and 
Eulerian time scales present in the flow. ne resulting ratio showed that the Lagrangian time 
scale is greater than the Eulerian scale by a factor of 1.65. This relationship, together with 
the Eulerian scales given by equation (2.10) allowed the required characteristics of the 
representative eddy to be fully specified. 'Me resulting scales were used throughout this 
work. 
Various forms of simulation method were implemented and compared with three 
well-known test-cases. First the experimental results of Snyder and Lurnley were 
considered. The original model of Hutchinson, Hewitt and Dukler (197 1) was implemented 
and shown to give poor results. The model was extended to include crossing trajectory 
effects, through the simple inclusion of a crossing time scale, again poor results were 
observed. The vector model was therefore developed which included the effects of crossing 
trajectories in a more fundamental manner. Again the initial predictions of this model were 
poor. Investigation into the ergodicity of the particle-eddy interaction process (see chapter 
2), showed that the interaction is non-ergodic and therefore, time and ensemble averages are 
not equivalent. Since initially all calculations were performed using time averaging, the 
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developed models converted from time to ensemble averaging, which markedly improved 
the results. While the gradients of the dispersion curves were well predicted, the use of the 
diffusion approximation (which is strictly only valid for long times) in the initial interaction 
region led to a large over-prediction of the particle dispersion. To improve the performance 
of the model in this quadratic interaction region an extra time scale, the convection time, 
was introduced. The convection tim was used to delay the start of diffusion of the particle, 
and was determined as a function of the particle autocorrelation functions. Introducing this 
added time scale greatly increased the accuracy of the calculations, which were shown to 
predict well the dispersion of the whole range of particle types. 
A full formalism is available through integration of the particle autocorrelation 
functions. These autocorrelation functions were calculated using the same dataýset as the 
simulation, and used to check of self-consistency within the model. The two results showed 
excellent agreement for all particle types. 
Secondly the experiment of Wells and Stock (1983) was considered. This experiment 
attenipted to isolate the effects of inertia and gravity by the suspension of charged particles 
in a horizontally orientated flow field. The model fails to predict the measured dispersive 
behaviour of the particles. This is considered due to errors in the experimental data (as 
discussed in chapter 3). Other workers have also been unable to accurately predict measured 
dispersion of Wells and Stock for both particle types using a consistent flow field, 
Sommerfeld (private communication). 
Next the full calculation procedure was applied to two experimental test-cases both 
of which had already been compared to other computational models. 71is allowed not only 
the evaluation of the current model against the experimental data but also with other 
modelling techniques. 
I'he first test-case was that of a confined coaxial jet flow due to Hishida and Maeda 
(1987) which was presented at the Fifth Workshop for Two-Phase Flows in Erlangan, 
Germany. The predictions of both the carrier and discrete phases were shown to be good. 
The mass-flux however, was significantly over-predicted for both types of particles 
considered. The performance of the transport model was shown to be comparable to the 
other numerical rmthods presented. Due to the relatively higher speeds (-30 m/s) and small 
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measurement volumes (-0.26 m. ) the primary effects of the fluid on the particles were, 
therefore, convective and did not fully test the model. 
The second and more challenging test-case was that of particle deposition in a 
horizontally orientated wind tunnel, due to Perldns et al (1994). Generally the predicted 
deposition profiles provided a good account of the measured data. Ile predictions were 
generally better than the Lagrangian models reported by the authors. Ile influence of 
numerical dispersion effiects were investigated and shown to be small. The positions for the 
peak concentration were predicted well for all but the last experiment. The qualitative shape 
of the profiles was well captured for all cases, as was the width of the deposition profiles. 
Overall, the predictions obtained from the transport. model agree well with the 
presented experimental data. It is also shown that the results of the model are at least 
comparable to, and generally better than, other calculations presented for the above test- 
cases. 
8.2 Conclusions ' 
'I'hough the development of the transport model presented here is at an early stage 
the results are encouraging. Both the diffusion coefficient calculation and the application of 
the full model to experimental test-cases give good agreement. Also, the relative 
computational cost of the model is low. 7`he inclusion of a diffusion coefficient based on the 
Lagrangian properties of the particles, in an Eulerian framework enables the benefits of both 
modelling approaches to be exploited. In addition the model is such that its'further 
development is straightforward. 
Insight has also been obtained into the interaction process between the particle and 
a turbulent eddy and a relationship developed between Eulerian and Lagrangian time scales. 
711e particle-eddy interaction process was shown to be non-ergodiC. Ibis is an interesting 
and somewhat surprising result the implications of which have not yet been fully explored. 
The model has been validatedigainst available experimental data and compared with 
other modelling approaches. The comparative performance was shown to be kocýl- 
From the above conclusions, development of the model would be advantageous, the 
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inclusion of many other effects is also possible and is discussed in more detail below. 
8.3 Recommendations for Future Work 
The model presented here is still in an early stage of developmenL Consequently, 
there are many avenues for future work. Some of the more interesting, and important, 
extensions are discussed here. 
Ile expansion of the work into more industrially important flow situations would 
clearly be of great interest. 'Me first step in accomplishing this would be to extend the 
calculation to a coupled form, that is to include the influence of the dispersed phase on its 
carrier fluid. 
The choice of solution method used in this work allows the two phases to be 
calculated simultaneously. Though this procedure would be straightforward, the need for 
the particle diffusion coefficients (and mean square fluctuating velocity) at each calculation 
point, which would vary between iterations, complicates matters. Due to the high cost of 
computing the particle statistics through simulation, it would be impractical to solve for 
them simultaneously with the flow fields. However, due to the relative insensitivity of the 
dispersion of a particle to its diffusion coefficient (a result of the square root dependency) 
it would not be necessary to calculate the new diffusion coefficient field for each global 
iteration. Further, the slowly varying nature of the diffusion coefficient would allow the 
possibility of using a single look-up table for all realisations of the flow, since it would be 
possible to extrapolate for values which lie slightly beyond the span of the given look-up 
table. Alternatively, the use of the empirical correlation to obtain these properties would 
remove the above problems as it would enable the calculation of these properties 
simultaneously with the flow fields. 
A second useful extension would be to include evaporative effects into the 
calculation. This would greatly increase the applicability of the model to industrial situations, 
allowing its use to model to such processes as spray drying and venturi scrubbers. 
Evaporation would lead to a reduction of the diameter of the particle during the calculation. 
This would introduce the need for a calculation which could deal with a poly-dispersed 
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distribution of particle sizes. Also, the influence of the evaporation of vapour from the 
droplet surface would lead to a modification of the particle drag coefficient. 71e inclusion 
of poly-dispersed flows would considerably influence the dimension of the particle look-up 
table. It would be possible to reduce this effect by representing the full range of possible 
particle sizes by perhaps three size ranges. Tlese would correspond to (i) large droplets for 
which inertial effects dominate and therefore react relatively little to the turbulence; (ii) 
intermediate droplets which are both influenced by the turbulence of the carrier fluid and 
inertial effects and (iii) small droplets which closely follow the fluctuations of the carrier gas. 
Whether three size ranges are sufficient or if the inten-nediate size ranges would need to be 
further broken down would require investigation. 
The extension of the code to enable greater mass loading would be of great interest 
as this would allow the calculation to be performed nearer the spray nozzle and possibly the 
development of a method to link spray breakup and dispersion. As mentioned above one 
main advantage of Eulerian techniques is their possible extension into dense flow regions 
where particle-particle interactions become. important. 'Me inclusion of models for collision 
effects, rebound for particles and possible coalescence and break-up for droplets, should be 
possible. Similarly more advanced particle-wall interactions would also be of great interest 
especially in situations where deposition is a dominant factor. 
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APPENDIEK I- DERIVATION OF VECTOR MODEL. 
The reduced vectorial form of the BBO equation is given as 
dýp 
4 
where 
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Since no change of sign of relative velocity is possible within an eddy the sign of the internal 
term in the logarithm is always positive and hence the modulus sign can be dropped giving 
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Re-substituting for x, and introducing the particle velocity during interaction iu JI, gives 
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The displacement equation is 
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'nie relative displacement is used to calculate the interaction time. The interaction is over 
when the relative displacement is equal to the eddy size. 
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Since the sign of the particle velocity cannot change within an eddy the sign of (u jr- UP) 
is 
known. Denoting this sign by si, thus 
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Limiting Cases 
Derivation of Original model (ui=O) 
Ile starting point is the reduced BBO equation 
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which is the same result as in the original model 
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where 
IE a 
I+a &y Ajý 
I-a 
In the lin-dt ut ý0 
Again consider the interior of the logarithm 
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1 £eY-l 
1ae 
e'(+ 11 
As before 
Ix _ I+ 
ut 
+ O(ut) E2 
XI-I ut 
I'm 
letfing 0 
xi-I 
1+0 & 2_1 
0 
Mius 
I (-. 
1- 1) e Y- I cey-I a 
Oc eey+l 1+0 (--l-I)ey-I 
a 
. 1) 
I (I -e-Y). 2 
+e -Y)- 2 
Taking the lin-dt u. ý 
0,1 (1 -e -Y), -1 (1 -e 22 
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, nius 
I(1-O)((e+1)+1)(1-(1-e))I " IO(ei_1)+1I 
Taking the limit of the logarithm as e- 
In 10 (e -y- 1)+ 11 -0 (e -y- 1) 
Ilus resubtituting for 0 and x we get 
Aisi(U9-u 
Pi-1) 
Which is the required resulL 
, 7up)) 
Limiting Case 1/u, -0 (i. e. u, >>(u. 
Firstly consider the velocity equation 
2 s, u, c 
u. U+ p9 1_C2 
With c-ae 01, for definitions of cc and P see earlier. 
In the limit of 1/u, -0 we get 
2u, 
cý 
2ute 
xi-I Xi-I 
Consider the second term in the above velocity equation 
2su c2s, u, 
(!! ýe 
t- 
2 1-c I -(Le 
P") 
01-1 
Which, after some algebraic manipulation, gives 
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-S, X, -, 
e -PT 
Resubstituting for x,., and P we get 
up = ug- (ug- u pi-I 
)e 
As required 
Secondly consider the displacement equation 
meP'c+l m-I 
Consider the second term in the above equation in the required limit, using the previously 
defined properties and lettng 0- 'VI ' and hence a 
Hence 
Stu t In 
le P"+ I- 
$1 
In 00 
Ai le P"- 
. 
1. 
0a 
I "le -F., i-6sI 2 In (1 *le -P-c)2(l _. 
1)2 
Ai 1-le-P" 1., ± A, 
22 
22 
Taking the square out of the logarithm gives 
2s, 
lnj(l+le-P")(1-8)j 
2*v'lnll+-t(e-P'c-l) 
A122 
251 
Talcing the limit of the logaridun gives 
2s, 0sx 
--(e (e A, 2 A, ut 
Hence 
(ug- u PI-1) fe 
A iut 
As required 
Finally consider the time equation 
.r- -L in 
1 dEe-'(-I 
p1a Ee-Y. -1 
Where the definitions of a and e are as before, thus 
+2 
Hence in the limit 
-y 0 (8+2)e -(0-2) 
+A) e2 (0+2)e-Y+(0+2) 
Notice also that in the limit u, -0 AI, -0 ey - (I+y) 
0 (0+2)-(0-2)ey 0 (0+2)-(18-2)(I+y) 0 4+2y 
2 (0+2)-(e-2)e Y2 (0+2)+ (0-2)(1 +y) 2 20-2y 
Since 4A2y we get 
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Ad 
'I"hus 
Hence 
As required 
04-, 
2 21D-2y 0-Y 
are xi-I 
X" 
-A ut 
T1 in 
9 pil 
Aiut (U 
g- u i', ) -A , 1. u, 
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APPENDEX 11 - Quadratic Initial Form 
To investigate the initial quadratic form of the displacement of a particle the following 
representation of the particle displacement needs to be considered 
f 
x(t) f v(, r) d-c 
0 
which leads to a mean square displacement of 
tt 
<x 2(t) >=, f v(T) dT )2 =fi v(-r) v(1) d-r dT 
000 
Ile average can be taken inside the integral signs to give 
tt 
<x 2(t) >. f dTf d-r<v(T)v(I» 
Introducing the autocorrelation function 
A(-c, Y) - <v(T)v(7)> 
and assurning this is stationary i. e. 
A(-r, 7) = R(-r-7) 
we get 
tt 
<X 2(t) >. f aTf d-zR(-r, 1) 
00 
letting 
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Ad 
dO = dr 
we get 
t 9-T 
<x 2(t) >. f dTf dOR(O) 
0 -r 
The domain of the integral is 
t 
Using the definition of synarnetry of the autocorrelation function 
R(O) - R(-O) 
To give 
t t-r 0t 
<x 2(t» -f drf dOR(O) +f dTf dOR(O) 
00 -t -r 
Changing the order of integration gives 
<x 2(t) >. f dOR(0)(t-9) +f dOR(E»(t-0) =2f dOR(O)(t- 9) 
000 
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Hence 
t 
<x 2(t» =2f dO(t- 8)R(B) 
0 
If we defme the diffusion coefficient as 
. 
ld<x2(t)> 
t 
D2 fdOR(ID) 
0 
In the limit of large t 
D_ = 
<x'(t)> 
= dOR(O) 2tf 
0 
Special Case - Fluid Point 
For the fluid point the non-dimensional autocorrelation function RL(t, t+C) is given 
by 
<V(t)v(t+, r)> 
<v 2(1)> 
For the simple model considered this is known and given by 
T :ý 
td 
L 
> td 
Where tdis the eddy lifetime 
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R 
1 
.1 
Letting r coffespond to E) we get 
<V2(t)> 
e 
td 
For the fluid point <v'(t)> is a constant given by the square of the velocity scale, u., thus 
U. 
2 1_0 
td 
Ilus the diffusion coefficient of the fluid point is 
t e 21 t 
u, 2 f dO I-t ue 
2t 
h< td 
0d d- 
Using the above definition of the fluid point autocorrelation function we can find the fluid 
point mean square displacement from 
<x2(t)> - 2u. 
2 dO(t-0) 1- 
0- 
2u, 2ýý-f(l+±) + -2ý 28 3t, 
01 
Consider initial region where t: 5 td we get 
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<X 2(t)> . U"2t2 _L + 
2t 
U#2t2 I_t 
'd 3ý 
13 
td 
I 
Also consider the asymptotic region t ý.. td, we get 
L2., 
2 
d 2d 
td 
<X 2(t)> . U. ttd- 
223 3tj 
Hence 
22t 
ad t' -- tKt d 
<x 2(t» .3 
td. 
t 
Udo ttd 1-- t2: td 1 3tj 
t: g td 
t2t td 
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APPENDEX M- Statistics of a Sequence of Random Signs 
Presented below is an analysis of a random walk (Markov process) consisting of a 
sequence of random signs which occur with equal probability. The basis for the work was 
first given by Chandraseka (1943) in a well known paper on stochastic processes. Ile 
relevance of this analysis to the current work lies in the calculation of the particle diffusion 
coefficient. TIje following contains a proof that a sequence consisting of the square of a sum 
of random signs is non-ergodic. First the sequence of random signs itself is considered and 
shown to be ergodic. 
Consider the sequence ( Qj defined by 
an = 
-li st 
where s, is a random sign with equal probability of being positive or negative. 
The probability density function for the sequence of signs is denoted by P(Q, n} 
(such that Q,, = 0/n), following Chandraseka 
P(Q, n) - 
ml 
( 
n2m 
), ( 
n2m 
), = 
(. 1)"( n 
(III - 1) 
where 
Q+n 
lit - -0, 2 
0 . 2m-n 
and is the binomial coefficient. 
Tberefore, the man of Q. can be written as 
61. s P(Q, n) (111-2) 
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In order to solve OR-2) we first consider 
x 
(px +q)" -Ep 'q "x m 
UII-3) 
where p and q are the probabilities of a+ or - value of s, and hence are given by p=q=1/2. 
First we differentiate (111-3) w. r. t x and set p=q=1/2 to give 
xn(x+l)" - 
1) 
mx _( n) 
(2m 
Substituting x=l gives 
-Lxn(x+ 1)" -n-( -L) 
'i 
m 
(n) 
IJ11-4) 
2' 22.., m 
It is useful here to continue to differentiate (111-3) pre-multiplying both sides by x before 
each differentiation and substituting x=1 as above. Ilis leads to the following expressions 
obtained using the second, third and fourth derivative. 
Second derivative 
M 2( n 
Third derivative 
n3 +3n2 x M3( n) 92 W_j m 
E 9H-6) 
Fourth derivative 
n4 . 6n 
3 
+3n 2-2n 
(I) 'i 4( n) (IH-7) 
16 2 .., m 
Returning to (IH-1), we can re-write the mean as 
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O. P(13, n) -L(2m-n)P(D, n) 
M-1 n 
It follows from (III-I) and (111-3) that 
" 
!.!. 
_ = 
n2 
Hence the mean of the sequence 0,, is zero 
In order to detennine the variance of 0. we need to consider 
N- 
-G )2P{Q, n) N 
1-1 
Since the mean of 0. is zero this reduces to 
0,2 Qs 
1)2 P(Q, n) 'p( 2 
We can apply the sarne approach as for the calculation of the n-can, above. Using (HI-8) and 
(111-5), we get 
2 
)2p(O'n) (n 22 Go's -(2m-n +n-2n +n) n2n2 
Which gives a variance for 0. of 1/h. Tbus 
0,8 
wo 90a. - 
Equations (111-9) clearly show that, in the limit of a large number of samples (n- -) the 
variance of 0. tends to zero and it follows, therefore, that the sequence Q. is ergodic. 
Of great interest in the calculation of a diffusion process is the behaviour of the sequence 
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consisting of the square of the above sequence 
T2 
R -n 
TI-te statistics of (III-10) can be found in a similar manner to that employed for the sequence 
Q.. The mean of (III- 10) is given by 
T 
1)2 
- 2p(- r. - r, n) S p(y, n) _L(2M_n)2p(, f, n) 
n 
Again using (IH-5) we obtain 
T2- 
(n 2 2+n 
+n-2n 
n 
Hence the mean of T. ' is one. 
The variance of (IH-10) is given by 
(I 
i) 
2_ý, 2 
2 
X)2p 
( rn s P(T, n) 
-I n j., 
Ile mean of T. ' is one and expanding (V. - 1), we get 
(_L(2? n _n)4_ 
2 (2M _n)2. t I)P(T, n) 
=. I n2n 
Expanding the products, and using (In-4), (111-5), (IH-6), 011-7) we get 
2-2 
n 
nerefore, 
T', m1 10 a; iý =2-- (111- 11) 
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It follows fi-orn (IH-1 1) that in the rmit, of large n (n- -) the variance of T. 2tends to a finite, 
but non-zero value, and hence the sequence T. ' is non-ergodic. 
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APPENDIX IV - Derivation of Second Phase Conservation 
Equations. 
Mass Conservation 
Consider 
ac a + CU at axt 
Where the zero on the RHS corresponds to zero source terms. Letting 
C+C, ui-+ ui" 
Reynolds averaging gives 
c ýc uI Cluill .0 at ax I 
Applying the diffusion approximation 
II ac c ui z -r axt 
We get 
ac. -L(cu) -a 
(r`c 
at axi axj axi 
Momentum Conservation 
Consider 
a (cu) *a (c u, u) 
at axi 
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Where F represents external forces. Reynolds averaging we get 
-LfCUUJ+C/u, J+CUju, +C, U, -cu, , uj 'I (C U) 
ýc 
t 'u Ui at at axi 
Since 
--2 
uiuj - 450rut & eu, "u, =r 
Using the above and previous approximation we get 
au CU aUi c 2- r ac atfUJ2 aC at at 
( 
ax, j ax, ax, 
a( ur2) -r"auI-r2 
I'C 
. 
jý 
ax a2X axi axi axi j 
Conservation of r ac and assuming that Ir is slowly varying gives 
ac a3C 
i at axi axj ax, aX a2X 
a 
U'r c 
c) 
Hence 
a ul -ý ac 
-r 
ac IU, 
. ji; ,CU 
iu-' 
,8u- 
at j axi u1 axi Ixi Ixi 
If only the force of drag is considered 
Aic (U 
gl- 
u)ja 
9, - 
Uil - AIS, c(u gi- 
U) 
where 
3 Pg 1 
4d 
CD 
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and S, is the sign of the relative velocity. Ignoring the fluctating component of the drag we 
get 
F- AjsjC(U 
st -u Ft 
) 
Hence 
au, 
. 
auf. 8-7ac -'u A- 
C(U; 
l_U 
)2 cc uj u r` 
i»s 
at . aýf tf 1 axi axi axi ii Pl 
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