ABSTRACT Malfunctions on industrial robots can cost factories 22 000 dollars per minute. Although the benefits of a fault-tolerant robot arm are clear, redundant sensors would steeply add to the costs of such robots while machine learning-based methods would spend too much time learning the robot's model. We propose a simple but highly effective method to infer which joint underwent failure and at which angle this joint is constrained and to, then, modify the inverse kinematics (IK) algorithm to adaptively achieve the goal. Our method involves combining the robot arm with a QR code and an inexpensive camera, building a virtual link between these three to give the relative position of the end-effector. Once one joint/encoder/motor suffers damage, we use this virtual link to calibrate this joint by coordinate transformation, to calculate the constrained angle, and to recalculate the trajectory through IK iterations with the Newton-Raphson method. We prove the efficacy of our method with pick-and-place experiments, commonly seen in industrial settings, emulating malfunctions on different joints and at different angles, and our method can successfully finish the task in most cases. We further demonstrate that our method is capable, for almost all of the six-degree-offreedom manipulators, to adapt to joint failures after suffering an actuator failure. With the steep increase of robots within factories, this paper presents an elegant approach to keep robots functional until maintenance is scheduled, reducing downtime.
I. INTRODUCTION
Malfunctions on rotary encoders or electric motors within an industrial manipulator can cause great losses for factories. Long-term work hours increase the tendency of robot arms to suffer various faults. These faults not only shorten the manipulators service life, but also make them unable to perform scheduled tasks in the factory, which may even lead to catastrophic consequences. Fault-tolerance is the property that enables a system to continue operating properly in the event of a failure in some of its components, and this property is very important when robot arms are needed to perform tasks in complex and unknown environments, like space applications.
Manipulator faults can be divided into the following three types:
1. Free-swinging failure [1] , [2] , due to the actuator not being capable of actively exert any torque (or force). Also known as torque failure.
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2. Actuator failure, which acts as if the actuator was locked [3] - [5] , i.e., the motor of the joint is damaged and cannot be driven to a certain angle.
3. Sensor failure [2] occurs when the measured value and the real value exceed a certain threshold. The deviation between the measured value and the real value usually affects the control directly. Sometimes the encoder of the joint has no output or the output is noisy.
To the best of our knowledge, there are mainly two approaches for robots to adapt to malfunctions: model-based and learning-based. Works such as the one presented by [6] tackle the problem from a mathematical perspective, while others, such as [7] , [8] and [9] use heuristics to converge to a solution.
From a model-based perspective, Goel et al. [6] focus on a case where one of the joints is locked but the controller continues to control that joint as though it were healthy. For a general class of tasks characterized by pointto-point motion, they examine convergence issues such as whether the manipulator comes to rest and, if so, what is the terminal position and orientation of the end-effector.
Their application is limited, as they only consider joint actuator failure, which means that they already know the constrained angle value. On the other hand, Filion et al. [10] and Hefele and Brenner [11] focus on photogrammetry way by using a high-resolution camera, but this method has a high requirement for the environment to achieve a robust target identification and precise measurement.
A great body of research has been combining learning algorithms with robotics, and some focus on applications on robot manipulators: Jutharee and Maneewarn [7] use a Genetic Algorithm optimization method to the 7 degree-offreedom (DOF) of a semi-humanoid robot when a joint failure occurred. However, similarly to [6] , their work assumes that the constrained angle value is known. Lou et al. [12] propose a PS-PCA algorithm to improve the fault detection rate. Zhou et al. [13] tries to use an improved genetic algorithm to obtain a control strategy to handle actuator failure. Li et al. [14] propose a machine vision method to enhance the reliability when robot arm is subject to sensor failure. Piltan et al. [15] combine T-S fuzzy algorithm, sliding-mode algorithm and PI observer to improve the robot arm's faulttolerance capacity. However, the main difference between these works and our proposed method is the only method that can adapt to both sensor and actuator failure at the same time. The machine vision method Li et al. proposed can only solve the sensor failure. Piltan et al. try to use faulty signals to improve the robot arm's fault-tolerance capacity. But his method cannot work in the absence of encoders, their method cannot work anymore. Our method can overcome this disadvantage.
More recently, Cully et al. [8] developed a hexapod robot and a manipulator that can adapt its behavior after a malfunction by using a method called Intelligent Trial and Error (IT&E) algorithm. While IT&E is a combination of a simulation-based Genetic Algorithm parametric search with a Bayesian Optimization real-world heuristic, there is no knowledge of what the fault or optimum behavior is. In their data-driven approach, their manipulator requires a few iterations to converge to a working solution, and in recent works, the same authors propose a variant of the same algorithm for a policy-search within a Reinforcement Learning problem on a 4 DOF manipulator [9] . Although this work shows a remarkable performance, converging to an optimal solution within 35 seconds of iteration time, the computational time spent between iterations is very high. Additionally, the need for trials to converge to a working solution is far from desirable within industrial settings.
In our work, we propose a novel method to overcome both actuator failure and sensor failure. We use a QR code to build a virtual link to estimate the transformation matrix between the two adjacent links, to calibrate the constrained angle and lastly to plan a new trajectory. We then draw a comparison between our work and previous works, highlighting the high efficacy of our algorithm in solving similar problems that other authors tackled, and finally discuss the range of applications where model-based and learning-based approaches can be used. This work (to the best of our knowledge the fastest solution for actuator failure, sensor failure, or any combination of these two) creates an easy-to-deploy solution for a common problem, in a few seconds and without trials, and in far superior when compared to the learning-based approaches which are abundant in current literature. The impact of this work on industrial robotics can translate into thousands of dollars on savings for factories at a higher level of automation/robotization.
In Chapter II we present the methods that we use for our experiments, introducing the algorithms and experimental settings. In Chapter III we present our results, while in Chapter IV we discuss these results, their limitations and their relevance in face of similar researches. Finally, in Chapter V we conclude this work.
II. METHODS

A. HAND-EYE CALIBRATION
In order for the robot arm to use a video camera to estimate the 3D position and orientation of a part or object relative to its own base within the work volume, it is necessary to know the relative position and orientation between the hand and the robot base, between the camera and the hand, and between the object and the camera. These three tasks require the calibration of the robot, robot eye-to-hand, and camera. We use the scheme Tsai and Lenz [16] proposed to calibrate the relative position between the robot base and camera.
B. DENAVIT-HARTENBERG PARAMETERS
In mechanical engineering, the Denavit-Hartenberg parameters [17] (also called DH parameters) are the four parameters associated with a particular convention for attaching reference frames to the links of a spatial kinematic chain, or robot manipulator. The Kinova Jaco 2 robot arm's DH parameters are shown in Table 1 .
C. TRANSFORMATION MATRIX
The transformation matrix from coordinate system A to coordinate system B has the following form: where t is the translation vector and R is the rotation matrix. The form of t is shown as follows:
There are three forms of rotation matrix R according to the rotary axis:
D. CALCULATING THE JOINT ANGLE
Inverse kinematics (IK) makes use of the kinematics equations to determine the joint parameters that provide the desired position for each of the robot's end-effectors. After setting up a desired position of the end-effectors, we can use the IK algorithm to calculate the joint parameters and send these joint parameters to the motor. However, if both motor and encoder break the robot arm is subjected to actuator and sensor failure, and the end-effectors cannot achieve the desired position. When an industrial manipulator finds itself in this situation the broken joint will be immovable due to the low back-drivability, which defines an actuator failure. Since the encoder also breaks, that means that we don't know the angle of the constrained joint position, which corresponds to a sensor failure. To make the manipulator adapt from the broken joint, we propose a QR code-based method to calibrate the constrained angle.
Firstly, we install a web camera near the robot arm's base and use the hand-eye calibration to calibrate the relative position between robot and camera.
Apriltag2 [18] is the QR code we decided to adopt and it is pretty efficient and robust, allowing us to have the exact coordinates of this QR code in the camera coordinate system. Utilizing this feature, we put the QR code on the end-effector so that once the camera sees the QR code it obtains its pose information. Standing from the perspective of DH parameters, we can regard this feature as a virtual link of the manipulator.
When one of the joints suffers from actuator failure [3] - [5] , the previous kinematic chain breaks and we can use this virtual link to build a new one. We can predefine several robot arm attitudes to make sure the QR code can be seen and the virtual link can be obtained.
A schematic of how our algorithm works can be found in Fig. 1 . Initially, as we have a manipulator with intact joints the transformation matrix 4 5 T is known a priori. Assuming, for example, that joint 5 is broken, we will have to build a new chain using the links between base, camera and QR code to build the new transformation matrix 4 5 T , using equation 6. In the equation, the subscript B means base, C means camera, QR means QR code, and E means end-effector.
At the initial position with our intact manipulator, we record 4 5 T as a reference matrix. Under the assumption that we know which joint is broken (easily verifiable by a mismatch between control outputs and encoder inputs), we create another transformation matrix 4 5 T , using a constrained joint 5 as an example. The difference between 4 5 T and 4 5 T lies in the rotation matrix, and the relative position between these two coordinate systems is shown in Fig. 2 . Thus, we can obtain the cos θ from the two rotation matrices, and consequently obtain θ from cos θ.
E. THE ADAPTIVE ALGORITHM
The inverse kinematics algorithm includes both analytical and numerical methods. The analytical method gives a complete solution, but the efficiency of the solution is not high. Especially when the joint chain of inverse kinematics is very long, it is not a feasible method in the field of real-time calculation. The numerical method is a good method, which is similar to the heuristic search method. It does trial and error and then stepwise correction, and finally obtains an approximate solution. There are many numerical solutions like Cyclic Coordinate Descent(CCD) method and the NewtonRaphson method. Our adaptive algorithm is a variant of the Newton-Raphson method. We should find the corresponding joint angles for every single joint, and the Newton-Raphson method enables us to find the root in an iterative process, given a specific position(x, y, z). In our problem, we need to find the right angles to minimize the difference between the current state position of the end-effector of our manipulator and the target position. The workflow is demonstrated in Fig. 3 .
Then we present the following nonlinear equations:
Each element f i of F(θ) is obtained from the following way: given the aim homogeneous transformation matrix T aim of the hand coordinate system to the base coordinate system, and for each iteration, we can find a current state homogeneous transformation matrix T θ , T θ = T θ 6 T θ 5 T θ 4 T θ 3 T θ 2 T θ 1 . The two transformation matrices are both 4 × 4, but we just use the upper 3 × 4 elements (T 11 ,T 12 ,T 13 ,T 14 ,T 21 ,T 22 ,T 23 ,T 24 ,T 31 ,T 32 ,T 33 ,T 34 ), as the remaining four elements never change. We can subscribe all 12 corresponding entries from the T θ and T aim , one by one, to find f i , i = 1, 2, 3 . . . 11, 12. Read the angle of the current six joints from the encoder; 8: Calculate the transformation matrix T θ ; 9:
Calculate the partial derivative of θ for F to obtain the Jacobian matrix J ; 11:
Then we can obtain the partial derivatives on (θ 1 , θ 2 , θ 3 , θ 4 , θ 5 , θ 6 ) from F(θ) as the Jacobian matrix J , which is 12 × 6, and we can find the left inverse of J by (J T J ) −1 J T as the pseudo inverse J+. Lastly, we use the iteration in the Newton-Raphson algorithm to obtain θ i+1 the new angles of all joints.
As our arm is subject to actuator failure and sensor failure at the same time we can't obtain the angle value of the constrained joint, and also can't rotate the joint, so we first calibrate the constrained angle with the calibration method mentioned above. After we obtain the contained angle, we update the angles at the end of each iteration and set θ i j = θ calibrated , under the assumption that the jth joint is broken. Our iteration continues until the difference between θ i+1 and θ i is below 1e −6 , and then the trajectory is calculated by recording θ i in each iteration. At last, the end-effector can move to the target position following the computed trajectory. The normal inverse kinematics (IK) algorithm will not take the broken joint comes from actuator failure of sensor failure into computing, so with a broken joint, the end-effector can not arrive at the correct position.
As shown in Fig. 4 , we register some noise after our calibration with the constrained angle is done, and we decided to take the average angle as our final result. In the figure in question, the average angle is 57.6937 • . As the encoder of the Kinova jaco 2 is very accurate, we regard the value shown by the encoder as the ground truth, which is 57.7629 • , yielding in an error of 0.0691 • . Such value, below 0.1 • , is regarded by us as very precise and in par with error values offered by the manufacturer.
F. EXPERIMENTAL SETTING
We performed our experiments on a Kinova Jaco 2 manipulator. Firstly, we printed an Apriltag2 QR code with a side length of 3 cm and placed it on the end-effector. We then 3D printed a camera stand and placed the camera on it, with the relative position between the robot base and this camera being calibrated as proposed in Tsai and Lenz [16] . The transformation matrix QR E T between the QR code and end-effector can also be obtained through this calibration. Kinova Jaco 2 manipulator has a home position and we start our experiment from it. The coordinate of our starting point is (−0.32, −0.16, 0.51). In order to verify that our algorithm can work well in the x-axis, y-axis and oblique directions, we chose points A (0.16, −0.25, 0.02), B (−0.16, −0.25, 0.02) and C (−0.16, −0.5, 0.03). In our experiments, we mainly adopted paths connecting points A-B, B-C, and A-C. A picture of our experimental setup can be found in Fig. 5 .
III. RESULTS
Once the QR code is seen by the camera, our algorithm instantly starts to calculate the constrained angle, if any problem is detected. We performed a series of pick-andplace experiments to test our algorithm. As shown in Fig. 6 , the red line is the trajectory when the robot arm is working FIGURE 6. Trajectories of three cases. The picking point is set to point A, shown in Fig. 5 , and the placing point is set to point C. For the modified path, we constrain joint 3 at an angle of 50 • . The end-effector first moves directly above the picking point, then closes the gripper and moves up. Then, it moves directly above the placement point, where it moves down to place the object.
normally and the yellow line is the trajectory when the robot arm's third joint suffers actuator failure. As one can see, the ''defective joint'' affects the trajectory of the manipulator and compromises the entire pick-and-place task. Through our adaptive algorithm, shown in blue, the robot arm succeeded with the task. As a pick-and-place activity is a combination of multiple tasks the computational time taken to calculate the new trajectory is close to three minutes, while in simpler operations, such as moving from point A to point B, this time can fall below one minute. Additionally, it is important to note that the constrained joint also affected the start position in a few millimeters.
In order to certify that we can reach the target under multiple conditions, and not by chance in a spurious experiment, we performed seven repeated experiments to move the endeffector from starting point (−0.32, −0.16, 0.51) to endpoint (0.20, −0.45, 0.02). Our results, in Fig. 7 , show that although our algorithm predicts different corrective measures along the trajectory, the differences between these trajectories are very small, and our method always converges to the intended final goal in high repeatability.
To better understand the influence of the differences seen in the previous experiment, we evaluated individual joints in the same point-to-point experiment. Fig. 8 shows the rotation of six joints under the original algorithm and our Adaptive algorithm. It can be seen that due to the constraint in joint 3 (green) the rotations of the other joints had to adapt considerably.
As changes in joint angles of a manipulator might also affect negatively the final orientation of the end-effector, which could prevent the manipulator from ultimately performing the action that it was intended to do, we also compared the roll, pitch, and yaw of the end-effector under these two algorithms. As can be seen from Fig. 9 , when the joint is constrained the end-effector will deviate from the target and VOLUME 7, 2019 FIGURE 7. The trajectories of the end-effector, from start point to end point, under the original algorithm and our Adaptive algorithm. Each algorithm has seven trajectories, and we constrained joint 3 at an angle of 70 • . The seven trajectories of our algorithm are almost coincident. the grasp will fail. At the same time, although our adaptive algorithm successfully captured the target object, the orientation of the end-effector changed.
Finally, we decided to verify the extent to which the manipulator can still maintain function after a range of malfunctions on different joints. We chose different angle values to constrain our joints at and focused on joints [3] , [4] and [5] . We chose these joints based on the work from [19] . According to this work, DOFs from a manipulator can be divided into two groups: Major DOFs (MDOFs) which are critical in performing a task, and Secondary DOFs, which are less important and replaceable to a certain degree. If an SDOF suffers actuator failure, the manipulator has a higher probability to modify itself and reach the goal.
As the Table 2 shows, joint 3 is an MDOF, so the operation range of this joint in the eventuality of a malfunction is limited (between 50 • and 70 • ). Since joint 4 is a secondary DOF (SDOFs) [19] , the tolerable range is very large. However, even though joint 5 is an SDOF, due to the long length of the link the tolerable range is of 60 • . We assumed that joint 1 and 2 are MDOFs, and failure in those joints would immediately constrain the positioning of the end-effector. Joint 6, on the other hand, although redundant when positioning is considered, is very important for the orientation of the end-effector.
IV. DISCUSSION A. INFLUENCE ON ORIENTATION
With regards to the orientation after the malfunction, the results from Fig. 9 and Table 2 lead us to believe that our algorithm can be used as a useful back-up plan to be implemented while a definitive solution (or the scheduled maintenance) takes place. As objects are approached from above in pick-and-place tasks, common in industrial assembly lines, the presence of a 180 • dome of grasping affordances might not be a reality, and this can be a limiting factor for the success of our algorithm. However, previous authors, from either model-based [7] or learning-based [6] , [8] 4 approaches were also hindered by similar problems, and we believe that the ideal solution would go beyond adaptation, by allowing robots to fix their motors/sensors.
Malfunctions are not all the same: When a motor malfunction takes place instead of a sensor malfunction, there is no need for a self-calibration. The works [6] and [7] assume knowledge of all joint angles, and in this case, the problem can be bluntly written as a reduction to N − 1 DOF, with a frozen link. Sensors can break, cables can be disconnected, or just suffer from unknown noise sources, and when the closed-loop motor control is compromised our selfcalibration combined with the adaptation algorithm is vital for the task continuity. The precision of our algorithm in predicting the angle of the constrained joint, shown in Fig. 4 , demonstrates that we can reliably overcome the absence of a sensor on a joint by adding vision to our system.
B. MODEL-BASED VS LEARNING-BASED APPROACHES
Solutions can range from model-based to learning-based approaches, but from the assumption that robot arms are manufactured by engineering companies, we can easily conclude that prior knowledge of that chosen morphology already exists. Ignorance over such prior, starting from a tabula rasa, will slow down convergence as previously demonstrated with a five-dimensional real-world-based problem taking 72 hours to converge [20] .
Simulation-based learning, on the other hand, could drastically reduce this time, but these are often used as benchmarks for robots learning new tasks, not old ones. As a computer simulation requires a model to simulate, the presence of such model can speed up iterations, but if the manipulator model is accurate (intact joints and links) the computational time to reach a Cartesian coordinate through iterations would be superior to the same task with Inverse Kinematics.
Simulations combined with real-world, as shown by [8] and [9] , can be very powerful methods to account for malfunctions. These works show that a simulation can take place in an inaccurate model to create a coarse prior knowledge, while data-efficient real-world iterations can minimize the iteration time and guarantee transferability to the real world. Such methods can account for motor and sensor malfunctions, and even go beyond, also assuming broken links. However, one major drawback from these methods lie in the computational time: while our method takes a maximum of three minutes for a multi-point pick-and-place and less than one minute for single point-to-point tasks, learning algorithms are notoriously intensive on their approach to data. As an example, the 15 seconds of iteration time from [9] in a cart-pole balancing problem required 25 minutes to compute 8 learning episodes.
In addition to the time taken to converge to a solution, prior-based physical learning (or also called Grey-box methods, as they have Black-box and White-box elements [21] ) requires trials to find a solution (the higher the required precision the more trials). From an industrial perspective, having to produce defective products to reach a commercializable final product is unacceptable. Beyond being easily implemented with one inexpensive camera, guaranteeing a high precision of the end-effector positioning, and taking a few minutes to calculate a new trajectory, in our proposed method ''there is no try''.
C. LIMITATIONS
The position error that we present in this work can still be considered too big for specific industrial applications, and it is an accumulation of the hand-eye calibration error, camera calibration error, and QR code error. Still, since we only use one inexpensive camera with one ink-jet printer-printed QR code there is still room for improvement in the final precision, by combining higher resolution cameras with multiple QR codes and go below the millimetric scale.
From Fig. 7 we could see that our proposed trajectory suffers minor deviations while following their path, and we believe that such differences arise from the truncation error on sensor sampling and motor commands. It is important to observe that the original path planning from Kinova Jaco 2 manipulator also showed similar behavior, albeit at a smaller scale. Although the uncertainty associated with the new path might represent a problem for industrial settings with highlyconstrained operation spaces, this possible problem can be easily prevented with the addition of via points to the original trajectory. Additionally, our Adaptive algorithm is only meant as a stop-gap procedure until a formal repair can be implemented to the manipulator during the scheduled maintenance.
The time to calculate a new trajectory, which ranges from half a minute to three minutes, can still be further improved. As we are currently using Python, a high-level scripting language, the execution is slow. If we rewrite our algorithm in C language the execution time can be reduced. Another way to improve the algorithm's efficiency is using 3 × 3 rotation matrices to calculate instead of 4 × 4 transformation matrix since using 3 × 3 rotation matrices can reduce the number of computations involved in deriving the kinematic and dynamic equations of motion. Additionally, we also plan on modifying the Jacobian matrix, shown in Fig. 3 in an iterative process [22] , or multi-thread (CPU cores or FPGA) the calculation of the IK to increase the speed.
One of the current shortcomings for our calibration method is when the QR code is not within the visible range of the camera (due to the angle at which the malfunction happened), and the virtual link cannot be established. In such cases, the manipulator needs to rotate the remaining normal joints of the robot arm to let the QR code enter the camera's field of view. Alternatively, we can increase the number of QR codes to reduce the probability of such eventuality happening.
V. CONCLUSION
We proposed a method capable of overcoming actuator failure and sensor failure on an industrial manipulator at the same time, with high accuracy, quick computational time and inexpensive. Since our method only uses a web camera and a printed QR code per manipulator, the cost of upscaling this method to allow every manipulator within a factory to adapt to malfunctions is negligible. Also, as our method utilizes known models of commercially available robots it can be easily deployed to a plethora of robot arms and snake robots. This proposed method is novel, mathematically tractable and highly applicable to current industrial environments.
In the future, we believe that our method will be very useful for fully autonomous factories and on search-andrescue snake robots. The probability of failures increase in systems with a large number of robots and of joints, and our method permits these systems to keep going without compromising on precision. Compared with the costly portable photogrammetry system (e.g., the MaxSHOT 3D is more than $100, 000 and a Faro laser tracker is about $50, 000) and the camera based photogrammetric approach which can only determine the pose of the robot end-effector, our method is inexpensive and can compute almost every broken joint. This method was implemented in our 6 DOF arm and can be easily adapted to any robot manipulator.
Although Li et al. enhances the reliability of the robot arm by machine vision method, the main difference between our work and their work is that our method can handle both sensor failure and actuator failure while their method can only solve sensor failure. It can be easily implemented at an industrial robot arm by the factory workers, which shows the width range of commerce scenarios. In the future, we will extend this work to allow the simultaneous calibration of two or more constrained joints, and also test similar techniques to bring precision to soft robotics. 
