On the derivation of the Hartree equation in the mean field limit:
  Uniformity in the Planck constant by Golse, François et al.
ar
X
iv
:1
60
6.
06
43
6v
6 
 [m
ath
.A
P]
  2
 Ju
l 2
01
8
ON THE DERIVATION OF THE HARTREE EQUATION
FROM THE N-BODY SCHRO¨DINGER EQUATION:
UNIFORMITY IN THE PLANCK CONSTANT
FRANC¸OIS GOLSE, THIERRY PAUL, AND MARIO PULVIRENTI
Abstract. In this paper the Hartree equation is derived from the N-body
Schro¨dinger equation in the mean-field limit, with convergence rate estimates
that are uniform in the Planck constant ~. Specifically, we consider the two
following cases: (a) To¨plitz initial data and Lipschitz interaction forces, and
(b) analytic initial data and interaction potential, over short time intervals in-
dependent of ~. The convergence rates in these two cases are 1/
√
log logN and
1/N respectively. The treatment of the second case is entirely self-contained
and all the constants appearing in the final estimate are explicit. It provides
a derivation of the Vlasov equation from the N-body classical dynamics using
BBGKY hierarchies instead of empirical measures.
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1. Introduction
We consider the evolution of a system ofN quantum particles interacting through
a (real-valued) two-body, even potential Φ, described for any value of the Planck
constant ~ > 0 by the Schro¨dinger equation
i~∂tψ = HNψ , ψ
∣∣
t=0
= ψin ∈ HN := L2(Rd)⊗N ,
where
HN := − 12~2
N∑
k=1
∆xk +
1
2N
∑
1≤k,l≤N
Φ(xk − xl)
is the N -body Hamiltonian. With the notation
xN := (x1, . . . , xN ) ∈ (Rd)N ,
the N -body Hamiltonian is recast as
HN = −12~2∆XN + VN (xN ) ,
where VN is the N -body potential in the mean-field scaling, i.e. with 1/N coupling
constant:
VN (xN ) :=
1
2N
∑
1≤k,l≤N
Φ(xk − xl) .
Instead of the Schro¨dinger equation written in terms of wave functions, we shall
rather consider the quantum evolution of density matrices. An N -body density
matrix is an operator DN such that
0 ≤ DN = D∗N ∈ L(HN ) , traceHN (DN ) = 1 .
(We denote by L(HN ) the set of bounded linear operators on HN .)
The evolution of the density matrix of a N -particle system is governed for any
value of the Planck constant ~ > 0 by the von Neumann equation
(1) ∂tD
N =
1
i~
[HN , D
N ] , DN
∣∣
t=0
= DinN .
The density matrix DN for a N -particle system described in terms of the N -particle
wave function ΨN ≡ ΨN(t, xN ) is the orthogonal projection in HN on the one-
dimensional subspace CΨN . In other words, DN (t) is the integral operator on
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HN with integral kernel ΨN (t, xN )ΨN (t, yN ). Up to multiplying the N -body wave
function by a global phase factor, both formulations of the quantum dynamics of
an N -particle system are equivalent.
If DNin is factorized, that is of the form
DNin = D
⊗N
in
where Din is a density matrix on H := L
2(Rd), then DN (t) is in general not
factorized for t > 0. However, it is known that DN (t) has a “tendency to become
factorized” for all t > 0 as N →∞, i.e. in the mean-field limit, for each ~ > 0.
The precise formulation of the “tendency to become factorized” involves the
notion of marginal of a density operator. For each j = 1, . . . , N , the j-particle
marginal DNj (t) of DN(t) is the unique operator on Hj such that
traceHN [D
N (t)(A1 ⊗ · · · ⊗Aj ⊗ IHN−j)] = traceHj [DNj (t)(A1 ⊗ · · · ⊗Aj)] .
for all A1, . . . , Aj ∈ L(H). In terms of this notion of j-particle marginal, the
“tendency of DN (t) to become factorized” is expressed as follows. For each ~ > 0
and each t > 0, one has
DNj (t)→ (DH(t))⊗j for all j ≥ 1 as N →∞
(in some appropriate topology on the algebra of operators on Hj), where D
H is the
solution of the Hartree equation
(2) i~∂tD
H(t) =
[− 12~2∆Rd +ΦρH (t), DH(t)] , DH ∣∣t=0 = Din .
Here
ΦρH (t) = Φ ⋆ ρ
H(t, ·) ,
denoting by ⋆ the convolution on Rd, where
ρH(t, x) := DH(t, x, x) .
In this formula, and throughout this paper, we abuse the notation and designate
by DH(t, x, y) the integral kernel of the operator DH(t) on H := L2(Rd).
This program has been carried out in a sequence of papers: see [21, 1] for bounded
interaction potentials Φ, and in [8, 18] for interaction potentials that have a singu-
larity at the origin, such as the Coulomb potential (see also [2]). See [3] for a more
detailed discussion of this subject, supplemented with an extensive bibliography.
In all these results the convergence rate as N →∞ deteriorates as ~→ 0.
The analogous result in the classical setting, where (1) and (2) are replaced
respectively by the Liouville and the Vlasov equations, has been known for a long
time: see [16, 4, 6], where this limit has been established by different methods.
Since the Liouville and Vlasov equations are the classical limits of the Schro¨dinger
and the Hartree equations respectively (see e.g. [14] for precise statements), this
suggests that the mean-field limit in quantum dynamics might hold uniformly in ~,
at least for some appropriate class of solutions.
This problem has been addressed in [17], where the mean-field limit is established
by means of a semiclassical expansion for which the term-by-term convergence can
be established rigorously. The limit of the N -body quantum dynamics as N →∞
and ~→ 0 jointly, leading to the Vlasov equation, has been discussed in [13]. (See
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also [9] for a uniform in ~ estimate of some appropriate distance between the N -
body and the Hartree dynamics, which applies to velocity dependent interaction
potentials only.) The case of fermions at ~ = 1, leading to an effective Planck
constant ~ ∼ N−1/3 after some convenient rescaling of the time variable, has been
first discussed in [7] (see also [15]).
More recently, a new approach based on the quantization of the quadratic Monge-
Kantorovich (or Wasserstein) distance, analogous to the one used in [6], has been
introduced in [10, 12]. It provides an estimate of the convergence rate in the mean-
field limit (N → ∞) of the N -body quantum dynamics that is uniform in ~ as
~→ 0.
In the present paper, we complete the results recalled above on the mean-field
limit of the N -body quantum dynamics leading to the Hartree equation with two
different theorems. Both statements estimate some distance between the solutions
of (1) and of (2) as N →∞ uniformly in ~ ∈ [0, 1], without assuming that ~→ 0.
First, by some kind of interpolation between the convergence rate obtained in
[10] and the “standard” convergence rate from [21, 1] for ~ > 0 fixed, we prove a
O(1/
√
log logN) convergence rate for the mean-field (N →∞) limit of the quantum
N -body problem leading to the Hartree equation, uniformly in ~ ∈ [0, 1] (Theorem
3.1). This estimate is formulated in terms of a Monge-Kantorovich type distance
analogous to Dobrushin’s in [6], and holds for initial data that are To¨plitz operators.
(The notion of To¨plitz operator is recalled in the next section).
Our second result (Theorem 3.2) will establish the same convergence in a much
stronger topology using analytic norms together with the formalism of Wigner
functions, a tool particularly well adapted to the transition from the quantum to
the classical dynamics. Using this approach requires strong analytic assumptions
on both the potential and the initial data. The advantage of this result over the
previous one is a faster convergence rate, of order O(1/N), which is much more
satisfying than O(1/
√
log logN) from the physical point of view. Indeed, keeping
in mind that the total number of nucleons in the universe is estimated to be of
the order of 1080, an O(1/
√
log logN) convergence rate may be satisfying from the
mathematical point of view, but is of little practical interest. Finally, as a by-
product of our second result, we obtain a derivation of the Vlasov equation from
the N -body Liouville equation exclusively based on hierarchy techniques (Theorem
3.5).
The paper is organized as follows. The main results of this article, Theorems 3.1,
3.2 and 3.5 are presented in section 3. Section 2 recalls some of the fundamental
notions used in this paper (such as the BBGKY hierarchy, the notions of Wigner and
Husimi transforms and To¨plitz quantization). The proofs are self-contained (with
the exception of the main result of [10] used in the proof of Theorem 3.1). More
precisely, the proofs of Theorem 3.1 is given in Part 2, while the proofs of Theorems
3.2 and 3.5 are given in Part 1. We have chosen this order of presentation since
part of the material in the proof of Theorem 3.2 is used in the proof of Theorem
3.1.
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2. Quantum hierarchies, To¨plitz operators,
and Wigner and Husimi functions
2.1. The BBGKY hierarchy. First we recall the formalism of BBGKY hierar-
chies in the quantum setting.
Let SN be the group of permutations of the set {1, . . . , N}. For each σ ∈ SN
and each xN = (x1, . . . , xN ) ∈ (Rd)N , we denote
UσΨN(xN ) := Ψ(σ · xN ) , with σ · xN := (xσ−1(1), . . . , xσ−1(N)) .
Everywhere in this paper, it is assumed that the N particles under consideration
are indistinguishable, meaning that, for each t ≥ 0, one has
(3) UσD
N (t)U∗σ = D
N (t) , for all σ ∈ SN .
A straightforward computation shows that this condition is verified provided that
UσD
N
inU
∗
σ = D
N
in , for all σ ∈ SN .
Multiplying both sides of (1) by Bj ⊗ IHN−j , with Bj ∈ L(Hj) such that
[∆(Rd)j , Bj] ∈ L(Hj), one arrives at the following system of coupled equations
satisfied by the sequence of marginals DNj (t) of the N -particle density D
N (t):
(4) i~∂tD
N
j = [− 12~2∆(Rd)j , DNj ] +
1
N
TjDNj +
N − j
N
Cj+1DNj+1,
where
(5) TjDNj =
1
2
j∑
l 6=r=1
Φ(xl − xr), DNj
 ,
and
(6) Cj+1DNj+1 =
([
j∑
l=1
Φ(xl − xj+1), DNj+1
])
j
,
and where the subscript j on the right hand side of the last equality designates the
jth marginal as in Section 1. Everywhere in this paper, we set
DNj = 0 for all j > N .
In the limit as N → ∞ and for each j kept fixed, one expects that DNj converges
in some sense to Dj satisfying the infinite sequence of equations
(7) i~∂tDj = [− 12~2∆(Rd)j , Dj] + Cj+1Dj+1 , j ≥ 1 .
This inifinite hierarchy of equations is the “formal limit” of (4), for each j ≥ 1 fixed
in the limit as N →∞.
An elementary, but fundamental observation is the following fact:
F (t) is a solution of (2)⇒ {F (t)⊗j}j≥1 is a solution of (7) .
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2.2. The Wigner function. To each trace-class operator F defined on HN =
L2((Rd)N ) with integral kernel F (xN , yN ), we associate its Wigner function W~[F ]
defined on the underlying phase space (T ⋆Rd)N = (Rd ×Rd)N by the formula
(8) W~[F ](xN ; vN) :=
1
(2π)dN
∫
(Rd)N
F (xN +
1
2~yN , xN − 12~yN )e
−ivN ·yNdy
N
.
Notice thatW~[F ] is well defined for each trace-class operator F and for each ~ > 0,
since
W~[F ](xN ; vN ) =
1
(π~)Nd
trace[FM(xN , vN )] ,
where M(xN , vN ) is the unitary operator on L
2((Rd)N ) defined by
M(xN , vN ) : φ(X) 7→ φ(2xN −X)e2ivN ·(X−xN )/~ .
By Fourier inversion theorem, one has
F (xN , yN ) =
∫
(Rd)N
W~[F ](
1
2 (xN + yN ); vN )e
ivN ·(xN−yN )/~dvN
for a.e. xN , yN , provided thatW~[F ](
1
2 (xN+yN ), ·) ∈ L1((Rd)N ). If this condition
is not satisfied, the right hand side in the identity above should be understood as
the (inverse) Fourier transform of a tempered distribution. In particular
F (xN , xN ) =
∫
(Rd)N
W~[F ](xN ; vN )dvN ,
so that
trace(F ) =
∫
(Rd×Rd)N
W~[F ](xN ; vN )dvNdxN .
More generally, one can check that
trace(F1F2) = (2π~)
dN
∫
(Rd×Rd)N
W~[F1](xN ; vN )W~[F2](xN ; vN )dvNdxN .
From this identity, one easily deduces that
W~[Fj ](xj ; vj) =
∫
(Rd×Rd)N−j
W~[F ](xN ; vN )dxj+1dvj+1 . . . dxNdvN
= (W~[F ])j(xj ; vj)
where xj = (x1, . . . , xj) and vj = (v1, . . . , vj), and denoting by fj the jth marginal
of the probability density or measure f .
A straightforward computation shows that t 7→ DN (t) is a solution of (1) if and
only if t 7→W~[DN ](t, ·, ·) =: fN (t) is a solution of the following equation, referred
to as the “Wigner equation”
(9)
(∂t + vN · ∇xN )fN (t, xN ; vN )
=
∫
(Rd)N
V̂N (zN )e
izN ·xN
fN(t, xN ; vN+
1
2~zN )−fN(t, xN ; vN− 12~zN )
i~
dzN ,
where V̂N designates the Fourier transform of VN , normalized as follows
V̂N (vN ) =
1
(2π)dN
∫
(Rd)N
VN (xN )e
−ivN ·xN dxN .
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In the limit as ~ → 0, the Wigner equation reduces (formally) to the Liouville
equation, since∫
(Rd)N
V̂N (zN )e
izN ·xN
fN (t, xN ; vN +
1
2~zN )− fN(t, xN ; vN − 12~zN )
i~
dzN
→ −i
∫
(Rd)N
V̂N (zN )e
izN ·xNZN · ∇vN fN (t, xN ; vN )dzN
= ∇VN (xN ) · ∇vN fN(t, xN ; vN ) .
See Proposition II.1 in [14] for a complete proof.
2.3. The Husimi function. The Husimi transform of a density matrix F on H :=
L2(Rd) is defined by the formula
W
:
~[F ](q; p) := (2π~)
−d〈p, q|F |p, q〉 ≥ 0 ,
where
|p, q〉(x) := (π~)−d/4e−(x−q)2/2~eip·x/~ .
Here and in the sequel, we use the Dirac bra-ket notation whenever convenient:
〈p, q|F |p, q〉 := (|p, q〉∣∣F |p, q〉)
L2(Rd)
,
and |p, q〉〈p, q| is the orthogonal projector on |p, q〉.
At variance with the Wigner function, there is no explicit “reconstruction” for-
mula for F out of W
:
~[F ]. Observe that the Husimi function captures only the
diagonal part of the matrix elements of F on the (over)complete generating system
{|p, q〉 | (p, q) ∈ R2d} .
Yet W
:
~[F ] determines all the numbers 〈p′, q′|F |p, q〉 as p, q, p′, q′ run through Rd,
and therefore F itself. Indeed, denoting z := q+ ip and z′ = q′ + ip′, a straightfor-
ward computation shows that
e(|q|
2+|q′|2)/2~〈p′, q′|F |p, q〉 = f(12 (z + z¯′); 12 i(z¯′ − z))
where f is an entire function on C2d. Knowing W
:
~[F ](q, p) for all q, p ∈ Rd is
equivalent to knowing f(12 (z+ z¯
′); 12 i(z¯
′− z)) for z = z′, which is in turn equivalent
to knowing the restriction of f to R2d ⊂ C2d. Since f is holomorphic on C2d,
knowing the restriction of f to R2d determines f uniquely. In other words, knowing
of W˜~[F ] determines F uniquely.
The Husimi function is sometime referred to as a mollified Wigner function,
because of the following straightforward formula:
W
:
~[F ](q; p) = e
~∆q,p/4W~[F ](q; p) .
In particular, both the Wigner and the Husimi function of a ~-dependent family of
density matrices have the same limit (if any) in the sense of distributions as ~→ 0
(see Theorem III.1 in [14]).
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2.4. To¨plitz quantization. Finally, we recall the definition of To¨plitz operators
used in [10]. For each positive Borel measure µ on Rd ×Rd, the To¨plitz operator
with symbol µ is
(10) OPT~ [µ] :=
1
(2π~)d
∫
Rd×Rd
|p, q〉〈p, q|µ(dpdq) .
For instance
(11) OPT
~
[1] = IH ,
where 1 designates the Lebesgue measure on Rd ×Rd. Elementary computations
show that
(12) W~[OP
T
~
[µ]] = e~∆q,p/4µ , W
:
~[OP
T
~
[µ]] = e~∆q,p/2µ .
In particular
trace(OPT~ [µ]) =
∫
Rd×Rd
µ(dpdq) .
Thus, the To¨plitz operator with symbol (2π~)dµ where µ is a Borel probability
measure on Rd × Rd is a density matrix (i.e. a nonnegative self-adjoint opera-
tor of trace 1) on H := L2(Rd). In other words, the To¨plitz quantization maps
Borel probability measures on the phase space to density matrices on H (up to
multiplication by the factor (2π~)d).
3. The results
3.1. The case of a Lipschitz continuous interaction force field. Our first
uniform convergence result puts little regularity constraint on the interaction po-
tential V . As a result, we obtain a convergence rate in some weak topology, which
is most conveniently expressed in terms of a Monge-Kantorovich, or Wasserstein
distance, associated to the cost function (z, z′) 7→ min(1, |z − z′|) on (Rd × Rd)j
for j ≥ 1, where |z − z′| designates the Euclidean distance from z to z′.
Specifically, let µ, ν be Borel probability measures on (Rd×Rd)j , and let Π(µ, ν)
be the set of probability measures on (Rd × Rd)j × (Rd × Rd)j whose first and
second marginals are µ and ν respectively. In other words Π(µ, ν) is the set of
positive Borel measure on (Rd ×Rd)j such that
x
(Rd×Rd)j
(φ(x) + ψ(y))π(dxdy) =
∫
Rdj
φ(x)µ(dx) +
∫
Rdj
ψ(x)ν(dx)
for all φ, ψ ∈ Cb((Rd)j). Define
(13) dist1(µ, ν) := inf
π∈Π(µ,ν)
x
((Rd×Rd)j)2
min(1, |z − z′|)π(dzdz′) .
for each pair of Borel probability measures µ, ν on (Rd ×Rd)j .
Theorem 3.1. Assume that the interaction potential Φ is a real-valued, even C1,1
function defined on Rd, and let Λ := 3 + 4Lip(∇Φ)2.
Let F in be a To¨plitz operator, and let F be the solution of the Hartree equation
(2) with initial data F in. On the other hand, for each N ≥ 1, let FN be the
solution of (1) with initial data (F in)⊗N , and let FNj be its j-particle marginal for
each j = 1, . . . , N .
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Then, for each fixed integer j ≥ 1 and each T > 0, one has1
(14) sup
~>0
sup
|t|≤T
dist1(W
:
~[F
N
j (t)],W
:
~[F (t)
⊗j ])2 .
64(log 2)jdT ‖Φ‖L∞(1 + eΛT )
log logN
in the limit as N →∞.
Notice that dist1 is the distance used by Dobrushin in [6]. For each φ ∈
Cb((R
d × Rd)j), denote by L1(φ) the Lipschitz constant of φ for the distance
(z, z′) 7→ min(1, |z − z′|), i.e.
L1(φ) := sup
z 6=z′∈Rdj
|φ(z)− φ(z′)|
min(1, |z − z′|) .
By Monge-Kantorovich duality one has
dist1(µ, ν) = sup
L1(φ)≤1
∣∣∣∣∣
∫
(Rd×Rd)j
φ(z)µ(dz)−
∫
(Rd×Rd)j
φ(z)ν(dz)
∣∣∣∣∣ .
Hence the distance dist1 induces on the set of Borel probability measures onR
d×Rd
a topology that is equivalent to the restriction of the Sobolev W−1,1(Rd × Rd)
metric. Since density matrices on H := L2(Rd) are determined uniquely by their
Husimi functions as recalled in the previous section, the expression
(D1, D2) 7→ dist1(W:~[D1],W:~[D2])
defines a distance on the set of density matrices on Hj = L
2(Rdj). This distance
obviously depends on ~ through the Husimi functions. However, if D~1 and D
~
2 are
~-dependent density operators such that
W
:
~[D
~
1 ]→ µ1 and W
:
~[D
~
2 ]→ µ2 in S ′((Rd ×Rd)j)
in the limit as ~→ 0, then
dist1(W
:
~[D
~
1 ],W
:
~[D
~
2 ])→ dist1(µ1, µ2) .
For that reason (14) provides a convergence rate for the mean-field limit of the
quantum N -body dynamics that is uniform in ~.
3.2. The case of an analytic interaction potential. Our second uniform con-
vergence is based on Cauchy-Kowalevsky type estimates on the BBGKY hierarchy.
It gives a much better convergence rate over finite time intervals only, and at the
expense of much more stringent conditions on the interaction potential Φ. These
time intervals depend on the size of the potential and ~-dependent initial data in
convenient topologies, but have no other dependence on the Planck constant ~.
The convergence rate obtained in this second result is formulated in terms of the
following family of norms. For each ρ > 0 and each f ∈ L1(Rn ×Rn), we set
‖f‖ρ := sup
ξ,η∈Rn
|f:(ξ, η)|eρ(|ξ|+|η|) ,
where f
:
is the symplectic Fourier transform of f
(15) f
:
(ξ; η) :=
∫
Rn×Rn
ei(x·ξ−v·η)f(x; v)dxdv .
1The statement an . bn in the limit as n → ∞ means that an ≤ bn(1 + ǫn) with ǫn → 0 as
n→∞.
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We slightly abuse the notation, and set
(16) ‖F‖ρ := ‖W~[F ]‖ρ .
for each trace-class operator F on Hj := L
2(Rdj).
Observe that, if F is a density operator on L2(Rn), one has ‖F‖ρ ≥ 1 for all
ρ > 0. Indeed
1 = trace(F ) =W~[F ]
:
(0, 0) ≤ sup
ξ,η∈Rn
|W~[F ]
:
(ξ, η)| ≤ ‖F‖ρ
for each ρ > 0.
Theorem 3.2. Assume that, for some β′ > 0, one has both
‖F in‖β′ <∞ and
∫
|h||Φ̂(h)|eβ′|h|dh <∞ .
Let 0 < β < β′ and let T ≡ T [log ‖F in‖β′+log 2, β′, β,Φ] be defined by (36) below.
Let F (t) be the solution of the Hartree equation (2) with initial condition F in,
and let FN (t) be the solution of the N -body (Schro¨dinger) von Neumann equation
(1) with initial condition (F in)⊗N .
Then for all t such that |t| < T and N ≥ j ≥ 1,
(17) ‖FNj (t)− F (t)⊗j‖β ≤
C(j, |t|/T )
N
‖F in‖jβ′ .
For all τ ∈ [0, 1), the constant C(j, τ) > 0 is defined by formula (47) below, depends
only on j and τ , and satisfies
C(j, τ) ∼ j2
j
(1− τ)2
(
1 + exp
(j + 1) log(1/τ) + 3
e(log(τ))2
)
as j →∞.
Moreover one has
(18) ‖FNj (t)− F (t)⊗j‖β → 0 as N →∞
uniformly as |t|T runs through compact subsets of (−1, 1) and for j ≤ N satisfying
(19) 1 ≤ j ≤ logN
log ‖F in‖β′ + 2 log 2 + 1/(e log (T/|t|))
Remark 3.3. The choice of log ‖F in‖β′ + log 2, in the definition of T in Theorem
3.2 and of log ‖F in‖β′ + 2 log 2 in (19) was made for sake of simplicity. ‖F in‖β′ +
log 2 could be replaced by any α > ‖F in‖β′ in the definition of T and ‖F in‖β′+log 2
by any α′ > α, as can be seen from the end of the proof of Theorem 3.2 in Section
5.3 — see in particular both formulas (46) and (48). The same remark holds true
for Theorem 3.5 below.
Remark 3.4 (Uniformity in the Planck constant). Observe that Theorem 3.2
is valid for any value of ~ > 0. More precisely, the dependence in ~ of the right hand
sides of (17) and (19) is contained in the initial data F in and its norm ‖F in‖β′
FROM N-BODY SCHRO¨DINGER TO HARTREE: UNIFORMITY IN ~ 11
(both explicitly and implicitly in the definition of T ). Therefore, if we assume that
F in has a semiclassical behavior, for instance if
(20) there exists β′ > 0 such that sup
~∈(0,1]
‖F in‖β′ <∞ ,
the conclusions of Theorem 3.2 hold uniformly in ~ ∈ (0, 1].
More precisely, the estimate (17) implies that, under assumption (20), the N -
particle quantum dynamics converges to the Hartree dynamics uniformly in ~ ∈
(0, 1], in F in running through bounded sets of density operators in the norm ‖ · ‖β′,
for some β′ > 0, and in t running over compact subsets of (−T ∗, T ∗), where
T ∗ := T [ sup
~∈(0,1]
‖F in‖β′ + log 2, β, β′,Φ] > 0 .
This last observation follows from the fact that T (α, β, β′,Φ] is a decreasing function
of α.
Examples of initial data satisfying (20) are the To¨plitz operators of the form
(21) F in = OPT
~
[(2π~)df in] =
∫
R×Rd
f in(x; v) |x, v〉〈x, v| dxdv
where f in runs through the set of probability densities on Rd ×Rd satisfying the
condition ‖f in‖β′ ≤ Const. for some β′ > 0. Indeed, the first formula in (12)
implies that
W~[F
in]
:
(ξ; η) = e−
~
4 (|ξ|
2+|η|2)f
:in(ξ; η) ,
so that
‖F in‖β′ = ‖W~[F in]‖β′ ≤ ‖f in‖β′ .
Notice that Theorem 3.2, when restricted to, say, ~ = 1, reduces to the mean-field
limit of the quantum N -body problem with ~ fixed.
3.3. A derivation of the Vlasov equation. Let f in be a probability density on
Rdx ×Rdv such that ‖f‖β′ < ∞, and let F in = OPT~ [(2π~)df in] as in (21). Let F
be the solution of the Hartree equation with initial data F in and let FN be the
solution of (1) with initial data (F in)⊗N . Observe that
‖FNj (t)− F (t)⊗j‖β =‖W~[FNj (t)]−W~[F (t)⊗j ]‖β
=‖W~[FN (t)]j −W~[F (t)]⊗j‖β .
Applying (for instance) Theorem IV.2 in [14], we see that
W~[F
N (t)]→ fN(t) and W~[F (t)]→ f(t)
as ~→ 0, where f(t) is the solution of the Vlasov equation with initial condition f in,
while fN (t) is the solution of the N -body Liouville equation with initial condition
(f in)⊗N . Therefore, passing to the limit as ~→ 0 in (17), we arrive at the following
result, which bears on the derivation of the Vlasov equation from the classical N -
body dynamics.
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Theorem 3.5. Assume that
‖f in‖β′ <∞ and
∫
Rd
|h||Φ̂(h)|eβ′|h|dh <∞ ,
for some β′ > 0. Let 0 < β < β′, and let T ≡ T [log ‖f in‖β′ + log 2, β, β′,Φ] > 0
and C(j, τ) be given by (36) and by (47) respectively.
Let f(t) be the solution of the Vlasov equation with initial condition f in, and
let fN(t) be the solution of the N -body Liouville equation with initial condition
(f in)⊗N .
Then, for all t such that |t| < T , all j ∈ N⋆ and all N ≥ j, one has
‖fNj (t)− f(t)⊗j‖β ≤
C(j, |t|/T )
N
‖f in‖jβ′ .
In particular,
‖fNj (t)− f(t)⊗j‖β → 0 as N →∞
uniformly in t over compact subsets of (−T, T ) and in 1 ≤ j ≤ N satisfying
j ≤ logN‖f in‖β′ + 2 log 2 + 1/(e log(T/|t|)) .
Of course, there exist other derivations of the Vlasov equation from the classical
N -body problem (see [16, 4, 6], or section 3 in [10]) — see also [12] for a derivation
of the Vlasov equation from the quantum N -body problem, by a joint mean-field
and semiclassical limit. These derivations put less requirements on the interaction
potential — but they do not use the formalism of hierarchies. It is interesting to
observe that using exclusively the formalism of hierarchies for this derivation seems
to require more regularity on the interaction potential than the approach based
on empirical measures used in [16, 4, 6]. The approach in section 3 of [10] uses
neither empirical measures nor hierarchies, but requires the same regularity on the
interaction potential as the approach based on the empirical measure, i.e. C1,1
potentials. Notice however Spohn’s interesting result [22] on the uniqueness for the
Vlasov hierarchy (see also the appendix of [11]) which also requires C1,1 regularity
on the interaction potential.
Part 1. Results with analytic data
4. Bounds on the solutions of the hierarchies
Integrating the Wigner equation (9), over the N − j last variables, with
VN (xN ) =
1
2N
∑
1≤l 6=r≤N
Φ(xl − xr) ,
leads to the following finite hierarchy, henceforth referred to as the “Wigner hier-
archy”. It is of course equivalent to (4),
(22) ∂tf
N
j +
j∑
i=1
vi · ∇xifNj =
1
N
Tjf
N
j +
N − j
N
Cj+1f
N
j+1,
FROM N-BODY SCHRO¨DINGER TO HARTREE: UNIFORMITY IN ~ 13
where f
N
j (x1, . . . , xj ; v1, . . . , vj) :=
∫
fN (xN ; vN )dxj+1dvj+1 . . . dxNdvN for j ≤ N,
fNj := 0 for j > N.
In view of the definition of the norm ‖·‖β, it is more convenient for our purpose
to express Tj and Cj+1 through their action on the Fourier transforms of f
N
j and
fNj+1 as defined by (15): this is achieved by Lemma 4.4 below.
Passing to the limit as N →∞, one arrives at the infinite hierarchy
∂tfj +
j∑
i=1
vi · ∇xifj = Cj+1fj+1, j ≥ 1,
henceforth referred to as the “Hartree hierarchy”. This is a formal statement so
far, and one of the goals in our study is to turn this formal statement into a precise
convergence statement with an estimate of the convergence rate.
From now on, we regard both the Wigner and the Hartree hierarchies as gov-
erning the evolution of infinite sequences of Wigner distributions. It is therefore
natural to seek controls on these hierarchies in appropriate functional spaces of se-
quences f = {fj}j≥1. These functional spaces are metrized by the following family
of norms:
‖f‖α,β :=
∞∑
j=1
e−αj‖fj‖β , α, β > 0 .
For β > 0 we set
CβΦ(t) :=
∫
Rd
|h||Φ̂(h)|e2β|h|(1+|t|)dh , C0Φ :=
∫
Rd
|h||Φ̂(h)|dh .
Theorem 4.1. Assume that ‖f in‖β′ < ∞ for some β′ > 0. Let fN (t) be the
solution of the N -body Wigner hierarchy with initial data f in = {f inj }j≥1 defined
by
f inj = (f
in)⊗j , j ≤ N ,
f inj = 0, j > N .
Then for each α > log ‖f in‖β′ and each β such that 0 < β < β′, there exists
T ≡ T [α, β, β′,Φ] > 0 given by (36) below such that, for each t ∈ [0, T )
(23) ‖fN (t)‖α,β ≤
‖f in‖α,β′
1− |t|T
.
Proof. Our proof of Theorem 4.1 is based on the estimates in the next lemma,
whose proof is deferred until the end of the present section.
Lemma 4.2 (Propagation estimates). Let Sj(t) denote the group generated by the
free transport operator in the j first phase-space variables
−
j∑
k=1
ξi · ∇xi .
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In other words,
Sj(t)f
0
j : (x1, . . . , xj ; ξ1, . . . , ξj) 7→ f0j (x1 − tξ1, . . . , xj − tξj ; ξ1, . . . , ξj)
is the value at time t of the solution of the Cauchy problem
∂tfj +
j∑
k=1
ξi · ∇xifj = 0 , fj
∣∣
t=0
= f0j .
Then,
(24) ‖Sj(t)fj‖β ≤ ‖fj‖β′ provided that β
′ − β
β′
≥ |t| ,
while
(25) ‖Sj(−t)Cj+1Sj+1(t)fj+1‖β ≤ (1 + |t|)C
0
Φ
e(β′ − β) ‖fj+1‖β′ ,
and
(26) ‖Sj(−t)TjSj(t)fj‖β ≤ j(1 + |t|)C
β′
Φ (t)
e(β′ − β) ‖fj‖β′ ,
whenever β′ > β.
Define
(27) TNf :=
{
Tj
N
fj
}
j≥1
and CNf :=
{
N − j
N
Cj+1fj+1
}
j≥1
,
so that (22) reads
∂tf
N +
N∑
i=1
vi · ∇xifN = (TN + CN )fN ,
and let
S(t)fN := {Sj(t)fNj }j≥1 .
As a straightforward consequence of Lemma 4.2, we arrive at the following esti-
mates.
Corollary 4.3. Under the same assumptions as in Lemma 4.2 and for β′ > β,
one has
(28) ‖S(−t)CNS(t)f‖α,β ≤ (1 + |t|)C
0
Φe
α
e(β′ − β) ‖f‖α,β′ ,
(29) ‖(S(−t)TNS(t)f)j‖β ≤ j
N
eαj
(1 + |t|)Cβ′Φ (t)
e(β′ − β) ‖f‖α,β′ ,
and
(30) ‖S(−t)TNS(t)f‖α,β ≤ (1 + |t|)C
β′
Φ (t)
e(β′ − β) ‖f‖α,β′ .
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We shall compute the norm of the solution of the Wigner hierarchy expressed
by a Dyson expansion.
For 0 ≤ t1 ≤ t2 · · · ≤ tn ≤ t, consider the string of distribution functions indexed
by n ≥ 0, and defined as follows: for n > 0,
(31)
gNn (t, t1, . . . , tn) := S(t)S(−tn)(TN + CN )S(tn) . . . S(−t1)(TN + CN )S(t1)f in ,
while
gN0 (t) := S(t)f
in ,
where f in = {f inj }j=1...∞ is the initial data.
For each K ≥ 1, set
gN,K(t) :=
K∑
n=0
∫ t
0
dtn
∫ tn
0
dtn−1· · ·
∫ t2
0
dt1g
N
n (t, t1, . . . , tn) .
We immediately see that
∂tg
N,K +
N∑
i=1
vi · ∇xigN,K = (TN + CN )gN,K−1, gN,K
∣∣
t=0
= f in .
The Dyson expansion is
lim
K→∞
gN,K(t) =: gN (t) ,
and, if
lim
K→∞
(TN + CN )gN,K−1 = (TN + CN )gN ,
the Dyson expansion gives the solution fN of the N -body Wigner hierarchy with
initial data f in. The uniqueness of the solution of the N -Wigner hierarchy is
obvious for each finite N , since that hierarchy is equivalent to the N -body quantum
problem. (Indeed, the N -Wigner hierarchy is derived from the quantum N -body
problem, and conversely, the N -th equation in the N -Wigner hierarchy is precisely
the N -body Wigner equation.)
For β < β0 < β
′, let us define
βk := β0 + k
β′ − β0
n
k = 0, . . . , n ,
so that
βk
∣∣
k=0
= β0 , βn = β
′ , and βk+1 − βk = β
′ − β0
n
, 0 ≤ k < n .
Set
ΣN (tk) := S(−tk)(TN + CN )S(tk) .
Observe that C0Φ ≤ CβΦ(t) for all t ∈ R and all β > 0, and that t 7→ CβΦ(t) is an
increasing function of |t| for each β > 0. Applying Corollary 4.3 (28)-(30) shows
that, for all |tk| ≤ t and 0 < γ < γ′, one has
(32) ‖ΣN(tk)f‖α,γ ≤ 2(1+|tk|)C
γ′
Φ (tk)e
α
e(γ′ − γ) ‖f‖α,γ′ ≤
2(1+|t|)Cγ′Φ (t)eα
e(γ′ − γ) ‖f‖α,γ′ .
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Therefore, applying Lemma 4.2 (24) with |t| ≤ β0−ββ0 shows that
(33)
‖gn(t, t1, . . . , tn)‖α,β =‖S(t)ΣN (tn)ΣN (tn−1) . . .ΣN (t1)f in‖α,β
≤‖ΣN(tn)ΣN (tn−1) . . .ΣN (t1)f in‖α,β0
≤2(1+|t|)C
β1
Φ (t)e
α
e(β1 − β0) ‖ΣN (tn−1) . . .ΣN (t1)f
in‖α,β1
=
2(1+|t|)Cβ′Φ (t)eα
e(β′ − β0) n‖ΣN (tn−1) . . .ΣN (t1)f
in‖α,β1
≤
(
2(1 + |t|)Cβ′Φ (t)eα
e(β′ − β0) n
)2
‖ΣN (tn−2) . . .ΣN (t1)f in‖α,β2
·
·
·
≤
(
2(1 + |t|)Cβ′Φ (t)eα
e(β′ − β0) n
)n
‖f in‖α,β′ .
Hence
(34)
K∑
n=0
∥∥∥∥∫ t
0
dt1
∫ t1
0
dt2· · ·
∫ tn−1
0
dtngn(t, t1, . . . , tn)
∥∥∥∥
α,β
≤
K∑
n=0
(
2(1 + |t|)Cβ′Φ (t)eα
e(β′ − β0) n
)n |t|n
n!
‖f in‖α,β′
=
K∑
n=0
(
2(1 + |t|)|t|Cβ′Φ (t)eα
(β′ − β0)
)n
nne−n
n!
‖f in‖α,β′
≤
K∑
n=0
(
2(1 + |t|)|t|Cβ′Φ (t)eα
(β′ − β0)
)n
‖f in‖α,β′
where (34) follows from the fact2 that n! ≥ nne−n, for each positive integer n.
Hence the Dyson expansion converges uniformly in N as K →∞, provided that
|t| ≤ β0 − β
β0
and
2(1 + |t|)|t|Cβ′Φ (t)eα
(β′ − β0) < 1 .
By construction, the function t 7→ Cβ′Φ (t) is continuous and increasing on R∗+, so
that there exists a unique β0 ≡ β0[α, β, β′,Φ] satisfying
(35) β < β0 < β
′ and 2(1 + β0−ββ0 )
β0−β
β0
Cβ
′
Φ (
β0−β
β0
)eα = β′ − β0 .
2Since log is an increasing function, one has
logn! =
n∑
j=2
log j ≥
∫ n
1
log(x)dx =
[
x log x− x
]n
1
= n logn− n+ 1 > log(nne−n) .
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Defining
(36) T [α, β, β′,Φ] :=
β0[α, β, β
′,Φ]− β
β0[α, β, β′,Φ]
,
we see that
|t| < T [α, β, β′,Φ]⇒ |t| ≤ β0 − β
β
and
2(1 + |t|)|t|Cβ′Φ (t)eα
(β′ − β0) < 1.
Hence the Dyson expansion converges uniformly in N and |t| ≤ τ as K → ∞ if
0 < τ < T [α, β, β′,Φ].
Observe that the map s 7→ (1 + s)sCβ′Φ (s) is increasing on (0,+∞) for each
β′ > β, so that α 7→ T [α, β, β′,Φ] is decreasing on (0,+∞).
Applying Corollary 4.3 with t = 0, and using the geometric series estimates in
(34) shows that the term (TN+CN )gN,K−1 converges to (TN+CN )gN as K →∞.
Therefore, by uniqueness of the solution of the Cauchy problem for the N -Wigner
hierarchy, gN = fN , so that gN,K converges to fN as K →∞. In other words, fN
is given by the Dyson expansion. In particular, the estimate (23) follows from (34),
after noticing that
(37)
2(1 + |t|)|t|Cβ′Φ (t)eα
(β′ − β0) ≤
|t|
T
× 2(1 + T )TC
β′
Φ (T )e
α
(β′ − β0) ≤
|t|
T
,
since
2(1+T )TCβ
′
Φ (T )e
α
(β′−β0)
= 1 by (36) and (35). 
We conclude this section with the proof of Lemma 4.2.
Proof of Lemma 4.2. We shall write (9) in Fourier variables, henceforth denoted
(ξ
N
; η
N
). More generally, we recall the notation
(ξ
j
; η
j
) := (ξ1, . . . , ξj ; η1, . . . , ηj) ∈ R2jd
In other words, ξ
j
is the Fourier variable corresponding to xj while ηj is the Fourier
variable corresponding to vj. For h ∈ Rd and j = 1, . . . , N , we set
(38) hrj := (0r−1, h, 0j−r) ,
where
0r−1 := (0, . . . , 0) ∈ R(r−1)d .
Lemma 4.4. The N -Schro¨dinger hierarchy (4) is equivalent to the N -Wigner hi-
erarchy
∂tf
N
j +
j∑
i=1
vi · ∇xifNj =
1
N
Tjf
N
j +
N − j
N
Cj+1f
N
j+1 ,
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where fNj is the Wigner function of D
N
j , while Tj and Cj+1 are defined by the
formulas
Tjf
N
j
:
(t, ξ
j
; η
j
) = 12
j∑
l 6=r=1
∫
Rd
dhΦ̂(h)
2 sin ~2 (ηr − ηl) · h
~
fNj
:
(t, ξ
j
+ hrj − hlj ; ηj) ,
Cj+1f
N
j+1
:
(t, ξ
j
; η
j
) =
j∑
r=1
∫
Rd
dhΦ̂(h)
2 sin(~2ηr ·h)
~
fNj+1
:
(t, ξ
j
+ hrj ,−h; ηj , 0) ,
where ·: is the Fourier transform defined by (15) with n = jd or (j + 1)d.
The proof of this lemma is given in Appendix A.
Remark. One recovers the classical BBGKY hierarchy as the formal limit of the
above hierarchy of Wigner equations in the limit as ~→ 0.
One has obviously
Sj(t)fj
:
(ξ
j
; η
j
) = fj
:
(ξ
j
; η
j
− tξ
j
) .
Therefore
Sj(−t)TjSj(t)fNj
:
(ξ
j
; η
j
)
= 12
∑
1≤l 6=r≤j
∫
Rd
dhΦ̂(h)
2 sin (~2 (ηr − ηl + t(ξr − ξl)) · h)
~
×fNj
:
(ξ
j
+ hl − hr; ηj − t(hl − hr)) ,
and
Sj(−t)Cj+1Sj+1(t)fNj+1
:
(ξ
j
; η
j
)
=
j∑
r=1
∫
Rd
dhΦ̂(h)
2 sin (~2 (ηr + tξr) · h)
~
fNj+1
:
(ξ
j
− hr, h; ηj + thr,−th) .
For β′ > β, one has
‖Sj(t)fj‖β ≤ ‖fj‖β′ sup
ξ
j
,η
j
exp
(
−β′
j∑
i=1
(|ξi|+ |ηi − tξi|) + β
j∑
i=1
(|ξi|+ |ηi + tξi|)
)
≤ ‖fj‖β′ exp
(
−(β′ − β)
j∑
i=1
(|ξi|+ |ηi|) + β′|t|
j∑
i=1
|ξi|
)
≤ ‖fj‖β′ ,
provided β
′−β
β′ ≥ |t|, which proves (24).
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Moreover, still with β′ > β,
‖Sj(−t)Cj+1Sj+1(t)fj+1‖β ≤ ‖fj+1‖β′ sup
ξ
j
,η
j
eβ
∑j
i=1(|ξi|+|ηi|)
×
j∑
r=1
∫
Rd
dh|Φ̂(h)||h|(|ηr |+ |tξr|)e−β
′∑j
i=1(|ξi−δr,ih|+|ηi+tδr,ih|)e−β
′(|h|+|th|)
≤ ‖fj+1‖β′(1 + |t|)C0Φ sup
ξ
j
,η
j
j∑
k=1
(|ξk|+ |ηk|)e(β−β
′)
∑j
i=1(|ξi|+|ηi|)
≤ ‖fj+1‖β′ (1 + |t|)C
0
Φ
e(β′ − β) .
The second inequality above uses the triangle inequalities |ηr+ th| ≥ |ηr|− |th| and
|ξr − h| ≥ |ξr| − |h|. This establishes (25).
To prove (26) we use the same type of argument:
‖Sj(−t)TjSj(t)fj‖β ≤ ‖fj‖β′ sup
ξ
j
,η
j
eβ
∑j
i=1(|ξi|+|ηi|) 1
2
∑
1≤r 6=l≤j
∫
Rd
dh|Φ̂(h)||h|
×|ηl − ηr + t(ξl − ξr)|e−β
′∑j
i=1(|ξi+δi,lh−δi,rh|+|ηi−tδi,lh+tδi,rh|)
≤ ‖fj‖β′ sup
ξ
j
,η
j
e(β−β
′)
∑j
i=1(|ξi|+|ηi|)
×(1 + |t|)
∑
1≤r<l≤j
(|ηr |+ |ηk|+ |ξr|+ |ξk|)
∫
Rd
dh|Φ̂(h)|h|e2β′|h|(1+|t|)
≤ ‖fj‖β′j (1 + |t|)C
β′
Φ (t)
e(β′ − β) .

5. Comparison with Hartree
We want now to compare the solution of the N -body Wigner hierarchy to the
solution of the infinite, Hartree hierarchy.
The solution of the Hartree hierarchy with initial condition f in (defined in The-
orem 4.1) will be denoted by fN
H
(t). It can also be constructed exactly as in the
previous section, starting from the string gn given by the formula{
gn(t, t1, . . . , tn) = S(t)S(−tn)CS(tn) . . . S(−t1)CS(t1)f in , n > 0 ,
g0(t) := S(t)f
in ,
where
Cf := {Cj+1fj+1}j≥1 .
Let gNn be the string leading to the N -body Wigner hierarchy, that is{
gNn (t, t1, . . . , tn) := S(t)S(−tn)(TN + CN )S(tn) . . . S(−t1)(TN + CN )S(t1)f in,
gN0 (t) := S(t)f
in ,
where we recall that TN and CN are given by (27).
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Finally we define gHHNn by{
gHHNn (t, t1, . . . , tn) = S(t)S(−tn)CNS(tn) . . . S(−t1)CNS(t1)f in , n > 0 ,
gHHN0 (t) := S(t)f
in .
Notice that g0 = g
HHN
0 = g
N
0 .
5.1. Comparing gNn to g
HHN
n . For each n0 ≥ 1, one has∥∥∥∥∥
∞∑
n=0
∫ t
0
dtn
∫ tn
0
dtn−1· · ·
∫ t2
0
dt1
(
gNn − gHHNn
)
j
(t, t1, . . . , tn)
∥∥∥∥∥
β
≤
∥∥∥∥∥
n0∑
n=1
∫ t
0
dtn
∫ tn
0
dtn−1· · ·
∫ t2
0
dt1
(
gNn − gHHNn
)
j
(t, t1, . . . , tn)
∥∥∥∥∥
β
+R(n0)j ,
where R(n0) is the sum of the norms of the two remainders of the (convergent)
Dyson expansions of gNn and g
HHN
n .
Proceeding as in (34), one finds that the remainder for gNn is estimated by∑
n>n0
∥∥∥∥∫ t
0
dt1
∫ t1
0
dt2· · ·
∫ tn−1
0
dtng
N
n (t, t1, . . . , tn)
∥∥∥∥
α,β
≤
∑
n>n0
(
2(1 + |t|)|t|Cβ′Φ (t)eα
(β′ − β0)
)n
‖f in‖α,β′
≤
∑
n>n0
|t|n
T n
‖f in‖α,β′ = (|t|/T )
n0+1
1− |t|T
‖f in‖α,β′ ,
while the remainder of gHHNn is estimated by∑
n>n0
∥∥∥∥∫ t
0
dt1
∫ t1
0
dt2· · ·
∫ tn−1
0
dtng
HHN
n (t, t1, . . . , tn)
∥∥∥∥
α,β
≤
∑
n>n0
(
(1 + |t|)|t|C0Φeα
(β′ − β0)
)n
‖f in‖α,β′ ≤
∑
n>n0
(
(1 + |t|)|t|CβΦ(t)eα
(β′ − β0)
)n
‖f in‖α,β′
≤
∑
n>n0
|t|n
(2T )n
‖f in‖α,β′ = (|t|/2T )
n0+1
1− |t|2T
‖f in‖α,β′ .
The slight difference between both estimates comes from the term TN in the defi-
nition of gN
n
: see the discussion before (32), together with (28) and (30). Using the
elementary inequality
(39) ‖gj‖β ≤ eαj‖g‖α,β ,
we arrive at the following estimate for the remainder:
(40) R(n0)j ≤ 2e
αj
1− |t|T
( |t|
T
)n0+1
‖f in‖α,β′ .
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In order to estimate the sum up to n0, we expand the string g
N
n (t, t1, . . . , tn) as
(41) gNn (t, t1, . . . , tn) = S(t)
n∑
k=0
∑
σ1,...,σn∈{0,1},
σ1+...+σn=n−k
Oσn(tn) . . . Oσ1 (t1)f
in
where
O0(t) := S(−t)TNS(t) and O1(t) = S(−t)CNS(t) .
Each occurence of σ = 0 in the inner sum contributes to the number of operators
TNs in the expansion, which is precisely k. Notice that the term corresponding to
k = 0 is precisely gHHNn .
For β < β′, we set
βˆk := β + k
β′ − β
n
, k = 0, . . . , n ,
so that
βˆ0 = β , βˆn = β
′ , and βˆk+1 − βˆk = β
′ − β
n
.
One has
(gNn − gHHNn )j(t, t1, . . . , tn)
= S(t)
n∑
k=1
∑
σ1,...,σn∈{0,1}
σ1+...+σn=n−k
(Oσn(tn))j+σn (Oσn−1(tn−1) . . . Oσ1(t1)f
in)j+σn .
(Indeed, as observed above, the contribution of k = 0 is gHHNn .) Using Lemma 4.2
and iterating as in Section 5.1 shows that
‖(gNn −gHHNn )j(t, t1, . . . , tn)‖β ≤
n∑
k=1
∑
σ1,...,σn∈{0,1}
σ1+...+σn=n−k
(
j
N
)1−σn ((1 + |t|)Cβ′Φ (t)
e(β′ − β) n
)
×‖(Oσn−1(tn−1) . . . Oσ1(t1)f in)j+σn‖βˆ1
≤
n∑
k=1
∑
σ1,...,σn∈{0,1}
σ1+...+σn=n−k
(
j
N
)1−σn (j + σn
N
)1−σn−1 ( (1 + |t|)Cβ′Φ (t)
e(β′ − β) n
)2
×‖(Oσn−2(tn−2) . . . Oσ1(t1)f in)j+σn+σn−1‖βˆ2
≤
n∑
k=1
(
j + n
N
)k ∑
σ1,...,σn∈{0,1}
σ1+...+σn=n−k
1

(
(1 + |t|)Cβ′Φ (t)
e(β′ − β) n
)n
‖f inj+σn+σn−1+···+σ1‖β′
≤ eα(j+n)
(
(1 + |t|)Cβ′Φ (t)
e(β′ − β) n
)n n∑
k=1
(
j + n
N
)k (
n
k
)
‖f in‖α,β′
= eαj
(
(1 + |t|)Cβ′Φ (t)eα
e(β′ − β) n
)n((
1 +
j + n
N
)n
− 1
)
‖f in‖α,β′ .
Here we have used the obvious inequalities (39) and σn + σn−1 + · · ·+ σ1 ≤ n, and
the binomial formula for the last equality.
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For 0 ≤ n ≤ n0, the mean value inequality implies that(
1 +
j + n
N
)n
− 1 ≤ n j + n
N
(
1 +
j + n0
N
)n0−1
;
besides
(42)
(
1 +
j + n0
N
)n0−1
= exp
(
(n0 − 1) log
(
1 +
j + n0
N
))
≤ exp
(
(n0 − 1)(j + n0)
N
)
=: cn0 .
Therefore, using again (37),∥∥∥∥∥
n0∑
n=0
∫ t
0
dtn
∫ tn
0
dtn−1· · ·
∫ t2
0
dt1
(
gNn − gHHNn
)
j
(t, t1, . . . , tn))
∥∥∥∥∥
β
≤ cn0eαj
n0∑
n=1
1
n!
(
|t| (1 + |t|)C
β′
Φ (t)e
αn
e(β′ − β)
)n
j + n
N
n‖f in‖α,β′
≤ cn0
eαj
N
∞∑
n=1
(
|t| (1 + |t|)C
β′
Φ (t)e
α
(β′ − β)
)n
(j + n)n‖f in‖α,β′
≤ cn0
eαj
N
(
(j + 1) |t|T
(1− |t|T )2
+
2( |t|T )
2
(1− |t|T )3
)
‖f in‖α,β′
=
|t|
T
eαj
(
cn0
c1
N
)
‖f in‖α,β′ ,
with
(43) c1 :=
j + 1
(1− |t|T )2
+
2|t|/T
(1− |t|T )3
and cn0 defined by (42). Eventually, we arrive at the bound
(44)
∥∥∥∥∥
∞∑
n=0
∫ t
0
dtn
∫ tn
0
dtn−1· · ·
∫ t2
0
dt1
(
gNn − gHHNn
)
j
(t, t1, . . . , tn))
∥∥∥∥∥
β
≤ |t|
T
eαj
(
cn0
c1
N
+
2 (|t|/T )n0
1− |t|T
)
‖f in‖α,β′ .
5.2. Comparing gn and g
HHN
n . We first notice that
(gHHNn (t, t1, . . . , tn))j
= S(t)S(−t1)CNj+1S(t1)S(−t2)CNj+2S(t2) . . . S(−tn)CNj+nS(tn)f inj+n ,
and that the same holds for gn:
(gn(t, t1, . . . , tn))j
= S(t)S(−t1)Cj+1S(t1)S(−t2)Cj+2S(t2) . . . S(−tn)Cj+nS(tn)f inj+n .
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Since CNj+1 = (1 − jN )Cj+1, one has
(gn − gHHNn )j(t, t1, . . . , tn) =
(
1−
n∏
l=1
(
1− j + l
N
))
(gn(t, t1, . . . , tn))j .
As before we truncate the summation at n0, and consider the finite sum
n0∑
n=1
∫ t
0
dtn
∫ tn
0
dtn−1· · ·
∫ t2
0
dt1
(
gn − gHHNn
)
j
(t, t1, . . . , tn) .
For j + n0 ≤ N and n ≤ n0,
1−
n∏
l=1
(
1− j + l
N
)
≤ 1−
(
1− j + n
N
)n
≤ n(j + n)
N
.
Therefore ∥∥∥∥∥
n0∑
n=1
∫ t
0
dtn
∫ tn
0
dtn−1· · ·
∫ t2
0
dt1
(
gn − gHHNn
)
j
(t, t1, . . . , tn)
∥∥∥∥∥
β
≤
n0∑
n=1
∫ t
0
dtn
∫ tn
0
dtn−1· · ·
∫ t2
0
dt1
n(j + n)
N
‖(gn(t, t1, . . . , tn)j‖β
≤
n0∑
n=1
∫ t
0
dtn
∫ tn
0
dtn−1· · ·
∫ t2
0
dt1
n(j + n)
N
eαj‖gn(t, t1, . . . , tn)‖α,β
≤
∞∑
n=1
|t|n
n!
n(j + n)
N
eαj
(
(1 + |t|)C0Φeα
e(β′ − β) n
)n
‖f in‖α,β′
≤
∞∑
n=1
n(j + n)
N
eαj
(
|t|(1 + |t|)Cβ′Φ (t)eα
β′ − β
)n
‖f in‖α,β′
≤ eαj
∞∑
n=1
( |t|
T
)n
n(j + n)
N
‖f in‖α,β′ = e
αj
N
|t|
T
c1‖f in‖α,β′ .
Here we have used (33) and (37) with β < β0, together with the inequality
(1 + |t|)|t|C0Φeα
β′ − β ≤
2(1 + |t|)|t|Cβ′Φ (t)eα
β′ − β0 ≤
|t|
T
,
and the definition (43) of c1.
The remainder for the series expansion giving gn − gHHNn is controlled as in
Section 5.1: see estimate (40). Hence
(45)
∥∥∥∥∥
∞∑
n=0
∫ t
0
dtn
∫ tn
0
dtn−1· · ·
∫ t2
0
dt1
(
gn − gHHNn
)
j
(t, t1, . . . , tn))
∥∥∥∥∥
β
≤ |t|
T
eαj
(
c1
N
+
2 (|t|/T )n0
1− |t|T
)
‖f in‖α,β′ .
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5.3. End of the proof of Theorem 3.2. Choosing now
n0 ≡ n0(N) := [log(N)/ log(T/|t|)] + 1 ,
we see that ( |t|
T
)n0
≤ 1
N
.
Besides
cn0(N) =exp
(
(n0(N)− 1)(j + n0(N))
N
)
≤ exp
(
log(N)((j + 1) log(T/|t|) + log(N))
N(log(T/|t|))2
)
.
Elementary computations show that, for each a > 0, the function
x 7→ x(a+ x)e−x
reaches its maximum on [0,+∞) for
x = x(a) := 1 + 12
(√
a2 + 4− a
)
.
Hence
γ(j, |t|T ) := exp
 (j + 1) log( T|t|)x((j + 1) log( T|t|)) + x((j + 1) log( T|t|))2
ex((j+1) log(
T
|t|
))(log( T|t|))
2

≥ cn0(N) .
Observe that
x(a) = 1 +
1
a
+O
(
1
a3
)
as a→ +∞ .
Hence
ax(a)a+ x(a)2
ex(a)
=
1
e
(
a+ 3 +
4
a
+O
(
1
a2
))
as a→ +∞, and therefore
γ(j, τ) ∼ exp
(
(j + 1) log(1/τ) + 3
e log(τ)2
)
as (j + 1) log(1/τ)→ +∞
uniformly as τ runs through compact subsets of [0, 1).
Let us remark that Theorem 4.1 remains obviously true when the Hartree hier-
archy replaces the BBGKY one. Therefore, defining (F inH )j = (F
in)⊗j , j = 1, . . . ,
so that ‖F in − F inH ‖α,β′ = (e
−α‖F in‖β′)
N+1
1−e−α‖F in‖β′
, we define FNH(t) and FH(t) as the evo-
lutions of F in and F inH by the Hartree hierarchy flow.
We get that ‖FNH(t) − FH(t)‖α,β ≤ (e
−α‖F in‖β′)
N+1
(1− |t|T )(1−e
−α‖F in‖β′ )
≤ e
−α‖F in‖β′
N(1− |t|T )(1−e
−α‖F in‖β′)
(remember that α > log ‖F in‖β′), so that ‖(FNH)j(t)−F (t)⊗j‖β ≤ e
α(j−1)‖F in‖β′
N(1− |t|T )(1−e
−α‖F in‖β′ )
.
Adding (44) and (45) and applying the triangle inequality, we find that∥∥∥∥∥
∞∑
n=0
∫ t
0
dtn
∫ tn
0
dtn−1· · ·
∫ t2
0
dt1
(
gNn − gn
)
j
(t, t1, . . . , tn))
∥∥∥∥∥
β
≤ |t|
T
eαj
N
(
(1 + cn0(N))c1 +
4
1− |t|T
)
‖f in‖α,β′ .
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Therefore (abusing the notation as mentioned in (16)), we arrive at the inequality
(46)
‖FNj (t)− F (t)⊗j‖β ≤ ‖fNj (t)− (fNH(t))j‖β + ‖(F
N
H)j(t)− F (t)⊗j‖β
≤ e
αj
N
|t|
T
(
(1 + cn0)
(
j + 1
(1− |t|T )2
+
2|t|/T
(1 − |t|T )3
)
+
4
1− |t|T
)
‖f in‖α,β′
+‖(FNH)j(t)− F (t)⊗j‖β
≤ e
αj
N
(
(1 + γ(j, t))
(
j + 1
(1− |t|T )2
+
2|t|/T
(1 − |t|T )3
)
+
5
1− |t|T
)
e−α‖f in‖β′
1− e−α‖f in‖β′
=
C(j, |t|/T )
N
eα(j−1)‖f in‖β′
1− e−α‖f in‖β′ ,
where 1 ≤ j ≤ N and
(47) C(j, τ) := (1 + γ(j, τ))
(
j + 1
(1− τ)2 +
2τ
(1− τ)3
)
+
5
1− τ .
In particular
C(j, τ) ∼ j
(1− τ)2
(
1 + exp
(
(j + 1) log(1/τ) + 3
e log(τ)2
))
as j →∞ uniformly as τ runs through compact subsets of [0, 1).
Taking α = log ‖F in‖β′ + log 2 and τ = |t|/T in (46) leads immediately to (17).
It remains to prove (18)-(19). In view of the asymptotic equivalence above for
C(j, τ), one has
C(j, τ) ≤ 2j
(1− τ)2 exp
(
(j + 1) log(1/τ) + 3
e log(τ)2
)
(1 + ǫ(j, τ))
=
2D(τ)j
(1− τ)2 exp
(
j
(
log 2 +
1
e log(1/τ)
))
(1 + ǫ(j, τ))
for τ < 1, where
D(τ) := exp
(
log(1/τ) + 3
e log(τ)2
)
and where ǫ(j, τ)→ 0 as j →∞ uniformly in τ over compact subsets of [0, 1).
Hence, if α′ > α and
(48) 1 ≤ j ≤ logN + log(T/|t|)
α′ + 1/e log(T/|t|)
one has
C(j, |t|/T )
N
|t|
T
eαj ≤ 2D(|t|)
(1− |t|T )2
log(NT/|t|)
α′ + 1/e log(T/|t|)
( |t|
TN
) α′−α
α′+1/(e log(T/|t|))
(1 + ǫ(j, t))
and the right hand side of this last inequality vanishes as j →∞ uniformly in |t|/T
over compact subsets of [0, 1), since D(|t|/T ) is an increasing function of |t|/T .
Taking α = log ‖F in‖β′ + log 2 and α′ = α + log 2 > α with τ = |t|/T leads
immediately to (18)-(19).
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6. Final remarks
Our result, based on the Wigner formalism, holds for a short time only, provided
that both the potential and initial data are smooth enough. However, this regularity
assumption is used exclusively for obtaining estimates that are independent of ~.
If one is willing to give up this requirement, a global in time convergence (under
much less stringent assumptions) can indeed be recovered along the following lines,
in the same spirit as in [22, 1, 18]. In terms of the L1 norm of the Fourier transform
of the Wigner function in the x variable only, it is easy to see that both operators
TN and CN are bounded, with a norm that tends to ∞ as ~ → 0, while S(t) is
isometric. Proceeding as above, we prove the convergence in the mean-field limit,
for a short time which depends only on the size of the norm of f in.
However the procedure can be iterated because uniform bounds (in an arbitrary
finite time interval) on the norm of the solutions can be obtained by means of Hs
(with s > d/2) estimates on the Hartree dynamics.
Moreover, although not needed in the present paper, the following estimate im-
proves on (23), and may be of independent interest:
(49) ‖fN (t)− f in‖α,β ≤ |t|
 ‖f
in‖α,β′
β′−β
3(1+|t|)Cβ
′
Φ (t)e
α
− |t| +
d∑
l=1
‖vlf in‖α,β′
e(β′ − β)
 .
This bound is obtained in the following manner. First, an explicit computation
based on the mean value theorem shows that
‖f in − S(t)f in‖α,β ≤ |t|
e(β′ − β)
d∑
l=1
‖vlf in‖α,β′ .
Notice that the second indices on the norms used in both sides of the inequality
above are different and satisfy β′ > β; observe indeed that
‖∂xjφ‖α,β ≤
‖φ‖α,β′
e(β′ − β) , j = 1, . . . , d,
this inequality is applied to φ = vjf
in. This account for the second term on the
right hand side of (49). The first term on the right hand side of (49) is obtained
by applying the geometric series estimate (34) to
gN (t)− S(t)f in =
∑
n≥1
∫ t
0
dtn
∫ tn
0
dtn−1· · ·
∫ t2
0
dt1gn(t, t1, . . . , tn) .
At variance with (34), the summation here starts with n = 1; hence
‖fN (t)− S(t)f in‖α,β ≤
∞∑
n=1
(
3(1 + |t|)|t|Cβ′Φ (t)eα
(β′ − β0)
)n
‖f in‖α,β′
= ‖f in‖α,β′
3(1+|t|)|t|Cβ
′
Φ (t)e
α
(β′−β0)
1− 3(1+|t|)|t|C
β′
Φ (t)e
α
(β′−β0)
.
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Part 2. Interpolation
7. ~-dependent bound
In this section we give a proof of the convergence of the (marginals of the) N -
body density operator to the (tensor powers of the) solution of the Hartree equation
in trace norm. This result does not require any regularity condition on the two-
body potential but the convergence is nonuniform in the Planck constant. Indeed,
we estimate both terms in the commutator separately and add the corresponding
bounds, without taking into consideration any compensation that might come from
the difference and might lead, after dividing by ~, the desired uniformity in the
Planck constant. This procedure is of course not original and there is a considerable
amount of literature on this subject, starting with the seminal paper of Spohn [21].
The new feature in the analysis below is that we keep track of the dependence in
~ of the rate of convergence so obtained in Theorem 7.1. Indeed, in the next section,
the estimate in Theorem 7.1 is interpolated with the convergence rate obtained in
[10] in order to obtain the uniform in ~ bound stated in Theorem 3.1.
The explicit rate of convergence of the mean-field limit has been discussed in
[20] and [5], among others. For ~ = 1 and an initial condition in the form of a
pure state with appropriate regularity, one can bound the error by CeCt/N (see
[5]). This result involves the formalism of quantum field theory in Fock space with
~ = 1 and semiclassical methods using 1N as a fictitious Planck constant. But it
is not obvious to see how the limiting processes defined by letting the genuine and
the fictitious Planck constants ~ and 1N tend to 0 may affect each other.
On the other hand, iterating the convergence rate obtained from estimating the
BBGKY hierarchy for ~ = 1 over short time intervals leads to a bound that is
much less sharp. It is interesting to compare the result stated in [23] with the
bound obtained in the forthcoming Theorem 7.1 with ~ = 1.
We could not find in the literature a detailed proof of the convergence rate based
on iterating on the short time estimate for the BBGKY hierarchy. However, we
need this convergence rate to track precisely the ~-dependence in the mean-field
limit (N → ∞). Therefore, we shall present the iteration argument on BBGKY
hierarchies in detail, following a strategy used in [19] for a different problem.
Since we seek a trace norm error estimate, it is more convenient to work directly
on density operators rather than with their Wigner functions. Consider the unitary
flow Uj(t) defined on L
2(Rjd) by the formula
i~U˙j(t) := − 12~2∆RjdUj(t) , Uj(0) = IdL2(Rjd) .
Consider next the operator Sj(t) defined on density operators by conjugation with
Uj(t):
Sj(t)F = Uj(t)FUj(−t) .
Obviously, Sj(t) is a linear isometry on L1(L2((Rdj))), the space of trace-class
operators equipped with the trace-norm.
Next, we recall the definition of Cj and Tj given by (6) and (5). For notational
convenience we also denote
(50) C~j :=
Cj
i~
; T ~j :=
Tj
i~
, 1 ≤ j ≤ N .
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Henceforth we denote by FNj (t) the solution of the N -particle BBGKY hierarchy,
and by F (t) the solution of the Hartree equation. Thus Fj(t) = F (t)
⊗j is a solution
of the Hartree hierarchy, and we arrive at the following convergence estimate, which
is obviously not uniform as ~→ 0.
Theorem 7.1. Let Φ ∈ L∞(Rd). For each j ≥ 1, there exists N0(j) ≥ 1 such that
‖FNj (t)− F (t)⊗j‖L1(L2(Rdj)) ≤
2j+1+
16t‖Φ‖L∞
~
N
(
2−1−
16t‖Φ‖L∞
~ log 2
)
for all t ≥ 0 and all N ≥ max
(
N0(j), exp
(
2
16‖Φ‖L∞t
~
+1j
))
.
Proof. We first rephrase (4) and (7) in the following mild form:
(51)
FNj (t) = S(t)F0,j +
∫ t
0
dτ
(
S(t− τ)T
~
j
N
FNj (τ) +
N − j
N
S(t− τ)C~j+1FNj+1(τ)
)
,
and
(52) Fj(t) = S(t)F0,j +
∫ t
0
dτS(t − τ)C~j+1Fj+1(τ) .
Here {F0,j}j≥1 denotes the common initial datum for both sequences, assumed to
be factorized, i.e. F0,j = f
⊗j
0 .
Using the group property S(t) = S(t − t1)S(t1) for all 0 ≤ t1 ≤ t, and splitting
the integral on the right hand side of (52) into two parts as follows:∫ t
0
=
∫ t1
0
+
∫ t
t1
,
we see that
(53)
FNj (t)=S(t−t1)FNj (t1)+
∫ t
t1
dτ
(
S(t−τ)T
~
j
N
FNj (τ)+
N−j
N
S(t−τ)C~j+1FNj+1(τ)
)
,
and
(54) Fj(t) = S(t − t1)Fj(t1) +
∫ t
t1
dτS(t − τ)C~j+1Fj+1(τ) ,
for all t ≥ t1 ≥ 0.
We are interested in bounding the difference
(55) ∆j(t) := F
N
j (t)− Fj(t) ,
which is recast as
(56) ∆j(t) = Rj(t) +
∫ t
t1
dt2S(t− t2)C~j+1∆j+1(t2) ,
where
(57)
Rj(t) := S(t− t1)∆j(t1)
+
1
N
∫ t
t1
dt2S(t − t2)T ~j FNj (t2)−
j
N
∫ t
t1
dt2S(t− t2)C~j+1FNj+1(t2) .
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The following estimates rephrase Lemma 4.2 in the present context. For each
integer j > 0,
‖Sj(t)Fj‖L1 = ‖Fj‖L1 ,(58)
‖C~j+1Fj+1‖L1 ≤
2j‖Φ‖L∞
~
‖Fj+1‖L1 ,(59)
‖T ~j Fj‖L1 ≤
j(j − 1)‖Φ‖L∞
~
‖Fj‖L1 .(60)
The first and the third inequalities are obvious consequences of the definitions. The
second one is an obvious consequence of the fact that the linear map
L1(L2(Rd(j+1))) ∋ K 7→ Kj ∈ L1(L2(Rdj))
satisfies the bound
traceL2(Rdj) |Kj | ≤ traceL2(Rd(j+1)) |K| .
See Lemma 2.1 in [1] for a detailed proof of this (not completely obvious) inequality.
As a consequence
(61) ‖R(t)‖L1 ≤ ‖∆(t1)‖L1 +
3|t− t1|j2‖Φ‖L∞
N~
.
Finally, we infer from (56) and (61) that
(62) ‖∆j(t)‖L1 ≤ ‖∆j(t1)‖L1 +
3j2
16N
+
j
8T~
∫ t
t1
dt2‖∆j+1(t2)‖L1 .
Here
T~ =
~
16‖Φ‖L∞ and 0 ≤ t− t1 ≤ T~ .
Notice that, with this choice, the Dyson expansions associated to the two hierarchies
are absolutely convergent (uniformly in N) for any t ∈ (t1, t1 + T~). However, in
contrast with the previous section, we will not consider the full Dyson series (or
infinite expansion), but only a finite truncation thereof.
Step 1: a truncated dominating series.
Substituting ∆j+1 in the right hand side of (62) by its expression in terms of
∆j+1 given by (62), and iterating n times this operation, we see that
(63)
‖∆j(t)‖L1 ≤
n∑
ℓ=0
1
8ℓ
j(j + 1) · · · (j + ℓ− 1)
ℓ!
(
‖∆j+ℓ(t1)‖L1 +
3(j + ℓ)2
16N
)
+
1
8n
j(j + 1) · · · (j + n− 1)
n!
· 2
≤2j−1
n∑
ℓ=0
1
4ℓ
‖∆j+ℓ(t1)‖L1 +
1
4
2j−1
(j + n)2
N
+
2j
4n
.
for 0 ≤ t− t1 ≤ T~, and for all integer n ≥ 0. Here we have used the identity
2‖Φ‖L∞T
~
=
1
8
,
and the inequality
j(j + 1) · · · (j + ℓ− 1)
ℓ!
=
(
j + ℓ− 1
ℓ
)
≤ 2j−1+ℓ ,
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together with the formula ∑
ℓ≥0
1
4ℓ
=
4
3
.
We also use the obvious bound
‖∆Nj (t)‖L1 ≤ 2 , for all j ≥ 1 and t ≥ 0 ,
in order to bound the last term on the right hand side in (63).
At this point, we split the time interval (0, t) into small intervals of length T~.
Specifically, for k = 1, . . . , [ tT~ ] + 1, we set
Akj := sup
s∈((k−1)T~,kT~]
‖∆j(s)‖L1 .
Defining
(64) ϕ(k,N) := 2−k logN ,
we seek to prove that
(65) Akj ≤ 2j+k−ϕ(k,N) for 1 ≤ j ≤ ϕ(k,N) , N ≥ 2 , k ≥ 1 .
The announced convergence estimate will easily follow from (65).
Step 2: proof of (65)
We prove (65) by induction on k.
For k = 1, we set t1 = 0 and choose n = [ϕ(1, N)] in (63). Since ∆j(0) = 0 for
all j = 1, . . . , N , one has
A1j ≤ 2j−1
(
(j + n)2
4N
+
2
4n
)
≤ 2j−1
(
n2
N
+
2
4n
)
,
so that (65) is satisfied if
n2
N
+
2
4n
≤ 21−n ,
since n − 1 < ϕ(1, N). Here N = e2ϕ(1,N) ≥ e2n, so that (65) is satisfied provided
that
2nn2
e2n
+
2
2n
≤ 2 , for all n ≥ 1 ,
which is implied in turn by the inequality
2n/2n
en
≤ 1 , for all n ≥ 1 .
To check this last inequality, observe that, for each a > 0, one has
sup
x>0
(
xe−ax
)
=
1
ae
,
so that
2n/2n
en
≤ 2
(2− ln 2)e < 1 .
Next we assume that the inequality (65) holds for k − 1. First observe that
‖∆j+ℓ((k − 1)T~)‖L1 ≤ Ak−1j+ℓ
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so that, by choosing t1 = (k − 1)T~ in (63), we see that
(66) Akj ≤ 2j−1
n∑
ℓ=0
1
4ℓ
Ak−1j+ℓ +
1
4
2j−1
(j + n)2
N
+
2j
4n
.
Since (65) holds for k − 1, we conclude that, for 1 ≤ j, n ≤ ϕ(k,N), one has
Akj ≤ 2j−1
n∑
ℓ=0
1
4ℓ
2k−1+j+ℓ−ϕ(k−1,N) +
2j−1(j + n)2
4N
+
2j
4n
≤ 2j−1+k−1+ϕ(k,N)−ϕ(k−1,N)
n∑
ℓ=0
1
2ℓ
+
2j−1(j + n)2
4N
+
2j
4n
≤ 2j+k−1+ϕ(k,N)−ϕ(k−1,N) + 2
j−1(j + n)2
4N
+
2j
4n
,
since ϕ(k − 1, N) = 2ϕ(k,N). Hence
Akj ≤ 12 · 2j+k−ϕ(k,N) +
2j−1(j + n)2
4N
+
2j
4n
if 1 ≤ j, n ≤ ϕ(k,N). It remains to prove the existence of N0(j) such that
N ≥ N0(j)⇒ 2
j−1(j + n)2
4N
+
2j
4n
≤ 12 · 2j+k−ϕ(k,N)
for all k ≥ 1. Equivalently, one seeks to prove the existence of N0(j) such that
N ≥ N0(j)⇒ (j + n)
2
4N
+
2
4n
≤ 2k−ϕ(k,N) ,
for some appropriate choice of n in terms of N and k to be made later.
Observing that
k ≥ 1⇒ 2k−ϕ(k,N) ≥ 21−ϕ(1,N) ,
it is obviously enough to find N0(j) such that
N ≥ N0(j)⇒ (j + n)
2
4N
+
2
4n
≤ 21−ϕ(1,N) .
So far n has been kept arbitrary; choose now n = [ϕ(1, N)], so that
2ϕ(1,N)−1
(
(j + n)2
4N
+
2
4n
)
≤ 2n
(
(j + n)2
4e2n
+
2
4n
)
→ 0
for each j ≥ 1 as n→ +∞. Hence, for each j ≥ 1, there exists n0(j) ≥ 1 such that
n ≥ n0(j)⇒ 2n
(
(j + n)2
4e2n
+
2
4n
)
≤ 1 .
Thus
N ≥ N0(j) := e2n0(j)+2 ⇒
(
(j + n)2
4N
+
2
4n
)
≤ 21−ϕ(1,N) ≤ 2k−ϕ(k,N) .
We conclude that (65) holds for all k ≥ 1.
Step 3: end of the proof of Theorem 7.1.
At this point, we observe that
k = [16‖Φ‖L∞t/~] + 1 ,
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so that
‖∆j(s)‖L1 ≤
2j+1+
16‖Φ‖L∞ t
~
22
−1−
16‖Φ‖L∞ t
~ logN
=
2j+1+
16‖Φ‖L∞ t
~
N2
−1−
16‖Φ‖L∞t
~ log 2
,
provided that N ≥ N0(j) and ϕ(k,N) ≥ j ≥ 1, i.e. logN ≥ 2kj, which is in turn
implied by the condition
logN ≥ 21+ 16‖Φ‖L∞ t~ j .
This completes the proof of Theorem 7.1. 
8. Proof of Theorem 3.1
We begin with the following elementary observation.
Lemma 8.1. For each trace-class operator ρ on L2(Rd), one has
‖W:~[ρ]‖L1(Rd×Rd) ≤ ‖ρ‖L1(L2(Rd)) .
Proof. For z = (q, p) ∈ Rd ×Rd, one has
W
:
~[ρ](z) = (2π~)
−d〈z|ρ|z〉 = (2π~)−d trace(ρ|z〉〈z|) ,
so that
(2π~)d|W:~[ρ](z)| = | trace(ρ|z〉〈z|)| ≤ trace |ρ||z〉〈z|
since |ρ| ± ρ ≥ 0 and |z〉〈z| ≥ 0. Therefore
‖W:~[ρ]‖L1(Rd×Rd) ≤ trace
(
|ρ|(2π~)−d
∫
Rd×Rd
|z〉〈z|dz
)
= ‖ρ‖L1(L2(Rd)) ,
since
(2π~)−d
∫
Rd×Rd
|z〉〈z|dz = OPT
~
[1] = IdL2(Rd) .

Step 1: the two fundamental estimates
Therefore, applying Theorem 7.1 implies that
(67) ‖W:~[FNj (t)]−W:~[F (t)⊗j ]‖L1 ≤ 2
j+1+
16t‖Φ‖L∞
~
N
(
2−
16t‖Φ‖L∞
~
−1 log 2
) ,
for all t ≥ 0 and all N ≥ max
(
N0(j), exp
(
2
16‖Φ‖L∞t
~
+1j
))
.
Assume that F in is a To¨plitz operator. Then one knows from [10] (using formula
(17) of Theorem 2.4 coupled with point (2) of Theorem 2.3) that
(68) distMK,2(W
:
~[F
N
j (t)],W
:
~[F (t)
⊗j ])2 ≤ j
(
2d~+
C
N
)
eΛt + 2jd~ ,
where
Λ := 3 + 4Lip(∇V )2 and C := 8‖∇Φ‖L∞
Λ
,
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while distMK,2 is the Wasserstein distance of exponent 2. We recall that, for each
pair of Borel probability measures on Rd with finite second order moments,
(69) distMK,2(µ, ν) := inf
π∈Π(µ,ν)
√ x
((Rd×Rd)j)2
|z − z′|2π(dzdz′) ,
where Π(µ, ν) is the set of couplings of µ and ν defined before (13) — see chapter
7 in [24].
Step 2: an alternative
Define
(70)
E(N, ~, j, t)
:= min
(
‖W:~[FNj (t)]−W:~[F (t)⊗j ]‖2L1 , distMK,2(W:~[FNj (t)],W:~[F (t)⊗j ])2
)
.
Thus, for all t ≥ 0 and all N ≥ max
(
N0(j), exp
(
2
16‖Φ‖L∞t
~
+1j
))
, one has
(71)
E(N, ~, j, t) ≤ min
 22j+2+ 32t‖Φ‖L∞~
N
(
2−
16t‖Φ‖L∞
~ log 2
) , j
(
2d~+
C
N
)
eΛt + 2jd~

≤ A(N, ~, j, t) + jC
N
eΛt ,
with
(72)

A(N, ~, j, t) := min
 22j+2+ 32t‖Φ‖L∞~
N
(
2−1−
16t‖Φ‖L∞
~ log 2
) , B(~, j, t)
 ,
B(~, j, t) := 2jd~(1 + eΛt) .
Equivalently, the inequality (71) holds if
N ≥ N0(j) and ~ ≥ 16‖Φ‖L
∞t ln 2
log logN − log(2j) =: ~ˆ(N, j, t) .
Observe now that the function t 7→ A(N, ~, j, t) is increasing, since it is the min
of two increasing functions of t. Thus, for each t∗ > 0, each t ∈ [0, t∗], each integer
j ≥ 1 and each N ≥ N0(j) one has the following alternative:
(a) either ~ ≥ ~ˆ(N, j, t), in which case,
E(N, ~, j, t) ≤ A(N, ~, j, t) + jC
N
eΛt ≤ A(N, ~, j, t∗) + jC
N
eΛt
∗
,
(b) or ~ < ~ˆ(N, j, t) and
E(N, ~, j, t) ≤ distMK,2(W:FNj (t),W:F (t)⊗j )2 ≤ B(~, j, t) + jCN eΛt
≤ B(~ˆ(N, j, t∗), j, t∗) + jC
N
eΛt
∗
.
Step 3: the global in ~ inequality
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Since the first and the second arguments in the min on the right hand side of
(70) are respectively decreasing and increasing functions of ~, one has
A(N, ~, j, t∗) ≤ B(~, j, t∗)
∣∣∣∣∣
2
2j+2+
32t∗‖Φ‖L∞
~
N

2− 16t
∗‖Φ‖L∞
~ log 2


=2jd~(1+eΛt∗ )
.
Observe that
22j+2+
32t∗‖Φ‖L∞
~
N
(
2−
16t∗‖Φ‖L∞
~ log 2
) = 2jd~(1 + eΛt∗)
⇔ 2
2j+2+
32t∗‖Φ‖L∞
~
2jd~(1 + eΛt∗)
= N
(
2−
16t∗‖Φ‖L∞
~ log 2
)
⇔
(
22j+2+
32t∗‖Φ‖L∞
~
2jd~(1 + eΛt∗)
)2 16t∗‖Φ‖L∞~ / log 2
= N
is an equation for ~ in terms of N with only one solution ~(N, j, t∗), since the left
hand side of the last equality is a continuous function of ~ decreasing from +∞ to
0 as ~ runs through (0,+∞). Hence
A(N, ~, j, t∗) ≤ B(~(N, j, t∗), j, t∗)
and we conclude from the alternative (a)-(b) above that, for each integer j ≥ 1 and
each t∗ > 0, one has the uniform in ~ bound
(73)
sup
~>0
sup
0≤t≤t∗
E(N, ~, j, t) ≤ max(B(~(N, j, t∗), j, t∗), B(~ˆ(N, j, t∗), j, t∗)) + jC
N
eΛt
∗
.
Step 4: an asymptotic equivalent for ~(N, j, t∗) We find that
logN=
2
16t∗‖Φ‖L∞
~(N,j,t∗)
log 2
((
2j+2+
32t∗‖Φ‖L∞
~(N, j, t∗)
)
log 2−log
(
2jd~(N, j, t∗)(1+eΛt
∗
)
))
,
and therefore
log logN =
16t∗‖Φ‖L∞
~(N, j, t∗)
log 2− log log 2
+ log
((
2j + 2 +
32t∗‖Φ‖L∞
~(N, j, t∗)
)
log 2− log
(
2jd~(N, j, t∗)(1 + eΛt
∗
)
))
.
Hence, in the limit as N →∞ with t∗ and j kept fixed (which implies in particular
that N ≥ N0(j)), one has
~(N, j, t∗) ∼ 16t
∗‖Φ‖L∞ log 2
log logN
∼ ~ˆ(N, j, t∗) .
Since
jC
N
eΛt
∗
= o
(
1
log logN
)
,
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for each t∗, j fixed as N →∞, inequality (73) implies that
(74)
sup
~>0
sup
0≤t≤t∗
E(N, ~, j, t) . B
(
16t∗‖Φ‖L∞ log 2
log logN
, j, t∗
)
=
32jdt∗‖Φ‖L∞(1 + eΛt) log 2
log logN
,
for each t∗, j fixed as N →∞.
The proof of Theorem 3.1 follows from (74) and the following observation.
Lemma 8.2. Let µ and ν be two Borel probability measures absolutely continuous
with respect to the Lebesgue measure. Then
dist1(µ, ν) ≤ inf (‖µ− ν‖L1 , distMK,2(µ, ν)) .
Proof. Let D1(z, z
′) = min (|z − z′|, 1). Obviously D1(z, z′)2 ≤ |z−z′|2 so that, for
each Borel probability measure π,(x
π(dz, dz′)D1(z, z
′)
)2
≤
x
π(dz, dz′)
x
π(dz, dz′)|z − z′|2
=
x
π(dz, dz′)|z − z′|2 .
In particular, specializing the inequality above to couplings of µ, ν implies that
dist1(µ, ν) ≤ distMK,2(µ, ν) .
Consider now the particular coupling π˜ defined as follows:
π˜ :=

µ(z)δ(z − z′) if µ = ν ,
λ(z)δ(z − z′) + (µ(z)− λ(z))(ν(z
′)− λ(z′))
1−
∫
λ(dz′′)
if µ 6= ν ,
where λ = min(µ, ν). (We have abused the notation, and designated the probability
measures µ, ν and their densities with respect to the Lebesgue mesaure by the same
letter.)
Thus
dist1(µ, ν) ≤
∫
π(dz, dz′)min (|z − z′|, 1) ≤ 1−
∫
λ(dz) ≤ ‖µ− ν‖L1 ,
and this completes the proof. 
Appendix A. Proof of Lemma 4.4
Taking the Fourier transform of both sides of (9), we easily arrive at the following
equality:
∂tf
N
:
(t, ξ
N
; η
N
) + ξ
N
· ∇η
N
fN
:
(t, ξ
N
; η
N
)
=
∫
RNd
dhN V̂N (hN )
2 sin (~2ηN · hN )
~
fN
:
(t, ξ
N
+ hN ; ηN ) .
Since
VN (xN ) :=
1
2N
∑
1≤l 6=r≤N
Φ(xl − xr) ,
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one has
V̂N (hN ) =
1
(2π)dN
∫
RdN
VN (xN )e
−ixN ·hNdxN
=
1
2N
N∑
l 6=r=1
Φ̂(hl)δ(hl + hr)
∏
k/∈{l,r}
δ(hk) ,
with hN = (h1, . . . , hN ). Therefore, according to (38),
(75)
∫
RNd
dhN V̂N (hN )
2 sin (~2ηN · hN )
~
fN
:
(t, ξ
N
+ hN ; ηN )
=
1
2N
∑
1≤l 6=r≤N
∫
Rd
dhΦ̂(h)
sin (~2 (ηr − ηl) · h)
~
fN
:
(t, ξ
N
+ hrN − hlN ; ηN ) .
Observe that
fNj
:
(ξ
j
, η
j
) = fN
:
(ξ
j
, 0N−j; ηj , 0N−j),
Moreover∫
RNd
dhN V̂N (hN )
2 sin (~2 (ηj , 0N−j) · hN )
~
fN
:
(t, (ξ
j
, 0N−j)− hN ; (ηj, 0N−j))
=
1
N
Tj
:
fNj
:
(t, ξ
j
; η
j
) +
N − j
N
Cj+1
:
fNj+1
:
(t, ξ
j
; η
j
)
with
(76)
Tj
:
fNj
:
(t, ξ
j
; η
j
) =
1
2
j∑
l 6=r=1
∫
Rd
dhΦ̂(h)
2 sin(~2 (ηr − ηl)·h)
~
fNj
:
(t, ξ
j
+ hrj − hlj ; ηj) ,
and
(77)
Cj+1
:
fNj+1
:
(t, ξ
j
; η
j
)
=
j∑
r=1
∫
Rd
dhΦ̂(h)
2 sin(~2ηr ·h)
~
fNj+1
:
(t, (ξ
j
+ hrj ,−h); (ηj , 0)) .
Indeed the contribution given by l, r ≤ j in (75) is precisely 1N times the right
hand-side of (76) by the fact that hmN = h
m
j if m ≤ j, so that
fN
:
(t, (ξ
j
, 0N−j) + h
l
N − hrN ; ηj , 0N−j) = f
N
j
:
(t, (ξ
j
+ hlj − hrj ; ηj) .
Moreover the contribution given by j < l, r ≤ N in (75) vanishes because ηl, ηr = 0
for η
N
= η
j
+ 0N−j and l, r > j.
The terms 1 ≤ r ≤ j < l ≤ N and 1 ≤ l ≤ j < r ≤ N are the only ones
remaining in the sum (75). The first case will give a contribution to (75) which is
1
2N
∑
1≤r≤j<l≤N
∫
dhΦ̂(h)
2 sin(~2ηr ·h)
~
fN
:
(t, (ξ
j
, 0N−j) + h
r
N − hlj ; ηj , 0N−j) .
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Since (ξ
j
+ 0N−j) + h
r
N − hlN = (ξj + h
r
j , 0N−j)− hlN , one has
fN
:
(t, (ξ
j
+ hrj , 0N−j)− hlN ; ηj , 0N−j) =fN
:
(t, (ξ
j
+ hrj ,−h, 0N−j−1); ηj , 0N−j)
=fNj+1
:
(t, ξ
j
+ hrj ,−h; ηj , 0) .
because fN(t, ·; ·) is symmetric.
Therefore
1
2N
∑
1≤r≤j<l≤N
∫
dhΦ̂(h)
2 sin(~2ηr ·h)
~
fN
:
(t, (ξ
j
, 0N−j) + h
r
N − hlN ; (ηj , 0N−j))
=
N − j
2N
j∑
r=1
Φ̂(h)
2 sin(~2ηr ·h)
~
fNj+1
:
(t, (ξ
j
+ hrj ,−h); (ηj , 0)) .
It is easy to check that the contribution coming from 1 ≤ l ≤ j < r ≤ N in (75)
gives the same expression (as can be seen by using the substitution h 7→ −h), and
the sum of the two gives (77).
Finally we get that equation (9) is equivalent to
(78)
∂tf
N
j
:
(t, ξ
j
, η
j
) + ξ
j
· ∇η
j
fNj
:
(t, ξ
j
, η
j
)
=
N − j
N
Cj+1
:
fNj+1
:
(t, ξ
j
; η
j
) +
1
N
Tj
:
fNj
:
(t, ξ
j
; η
j
) , j = 1 . . .N ,
and the lemma follows from the formulas Tjfj
:
= Tj
:
fj
:
and Cj+1fj+1
:
= Cj+1
:
fj+1
:
after taking the inverse Fourier transform of both sides of (78).
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