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1. INTRODUCTION
We consider the Cauchy problems for the quadratic nonlinear Schr\"odinger equations:
$\{\begin{array}{ll}i\partial_{t}u+\triangle u=u^{2}, t\in \mathbb{R}, x\in \mathbb{R}^{n},u(0, x)=\phi(x) , x\in \mathbb{R}^{n},\end{array}$ (1.1)
where $7/_{ノ}=1$ , 2. We consider the ill-posedness by showing that the continuous dependence
on initial data does not hold in general. There are many results known for the Cauchy
problems. to the nonlinear Schr\"odinger equations. In the case $7\}_{ノ}=1$ , 2, 3, the local well-
posedness in $L^{2}(\mathbb{R}^{n})=H^{0}(\mathbb{R}^{n})$ was shown by $y$ . Tsutsumi [16] (see also Ginibre-Velo [7]
and Kato [9]).
Proposition 1.1 (Ginibre-Velo, Tsutsumi, Kato). Let $7|_{ノ}=1$ , 2, 3. Then for $u_{0}\in L^{2}(\mathbb{R}^{N})$
the initial value problem for (1.1) is time locally wellposed in the class $C([O, T);L^{2}(\mathbb{R}^{N}))$ .
In particular, it is unconditional when $n=1.$
The scaling invariance for the equation is an important factor to nd the threshold
for the well-posedness and the ill-posedness. On the study in the Sobolev spaces $H^{S}(\mathbb{R}^{n})$
with nonnegative regularity $s\geq 0$ , it is possible to obtain the well posedness in the scaling
invariant function spaces. For (1.1), the scaling invariant space is $H^{s_{c}}(\mathbb{R}^{n})$ with $\backslash 9_{\mathcal{C}}:=\frac{n}{2}-2.$
In fact, for the solution $u$ to (1.1), let $u_{\lambda}$ be dened by $u_{\lambda}(t, x)$ $:=\lambda^{2}u(\lambda t, \lambda x)(\lambda>0)$ .
Then, $u_{\lambda}$ is also a solution to (1.1) and we have the following invariance:
$\Vert u_{\lambda}(0)\Vert_{\dot{H}^{s_{\mathcal{C}}}}=\Vert u(0)\Vert_{H^{s_{C}}}$ for any $\lambda>0$ with $\backslash 9_{C}=\frac{7l}{2}-2.$
For the Cauchy problenl (1.1) in the case $n\geq 4$ , the scaling critical regularity $s_{c}= \frac{n}{2}-2$ is
nonnegative and the local well-posedness in $H^{s}(\mathbb{R}^{n})$ with $s\geq s_{c}wa_{\iota}s$ proved by Cazenave-
Weissler [4].
For the negative regularity with scaling invariance, it is generally not clear whether the
Cauchy problems for the nonlinear partial dierential equations is well-posed in general
or not. Indeed, some other nonlinear partial dierential equations, dierent situation can
be observed in some literatures (see for instance Ponce-Sideris [14].
In the case $n=2$ with the negative regularity $9\leq 0$ , Colliander-Delort-Kenig-Stalani [5]
showed the local well-posedness in $H^{s}(\mathbb{R}^{2})$ with $s>-3/4$ . Bejenaru-da Siva [2] improved
the result to show the well-posedness in $H^{s}(\mathbb{R}^{n})with_{9}>-1.$
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Proposition 1.2 (Bejenaru-da Siva). Let $7\}_{\fbox{Error::0x0000}}=2$ and $s>-1$ . For any $u_{0}\in H^{s}(\mathbb{R}^{2})$ the
initial value problem for (1.1) is time locally wellposed in the class $C([O, T);H^{S}(\mathbb{R}^{N}))$ .
We consider the case $s\leq-1$ for two space dimensions to obtain the following theorem
Theorem 1.3. Let $=2$ . For a$ny$ .xed $s\leq-1$ , there exists a se$(1^{ue\uparrow?(}\prime\theta$ of time $\{T_{N}\}_{N}$
with $T_{N}arrow 0(Narrow\infty)$ and an initial data $\{\phi_{N}\}_{N}\subset L^{2}(\mathbb{R}^{2})(N=1,2, \cdots)$ such that the
corresponding sequence of the solution $\{u_{N}\}_{N}\subset C([O, T L^{2}(\mathbb{R}^{2})$ ) to (1.1) with $u_{N}(0)=$
$\phi_{N}$ satises
$\lim_{Narrow\infty}\Vert\phi_{N}\Vert_{H^{S}}arrow 0, \lim_{Narrow\infty}\Vertu_{N}(T_{N})\Vert_{H^{S}}=\infty.$
In the case $7|,$ $=1$ the local well-posedness in $H^{s}(\mathbb{R})(_{\backslash }9>-3/4$ ) was shown by Kenig-
Ponce-Vega [10]. Bejenarn-Tao [3] showed the local well posedness in $H^{s}(\mathbb{R})with_{9}\geq-1$
and the ill-posedness in $H^{S}(\mathbb{R})$ with $s<-1$ . The scaling critical regulal.ity is $9_{c}=-3/2$
and there is a dierence between the critical $1^{\cdot}$egularities for the scaling, and the well-
posedness and the ill-posedness.
Proposition 1.4 (Bejenarn-Tao). Let $\iota=1$ . For any xed $\fbox{Error::0x0000}9\leq-1$ , there exists a
sequence of initial data $\{\phi_{N}\}_{N}\subset L^{2}(\mathbb{R}^{2})(N=1,2, \cdots)$ such that the cowesponding
sequence of $t_{3}he$ solution $\{u_{N}\}_{N}\subset C([0,1];L^{2}(\mathbb{R}^{2}))$ to (1.1) with $u_{N}(0)=\phi_{N}$ satises
$\lim_{Narrow\infty}\Vert\phi_{N}\Vert_{H^{s}}arrow 0, \lim_{Narrow\infty}\backslash \sup_{t\in(0,1)}\Vert u_{N}(t)\Vert_{H^{s}}>C.$
We introduce Besov spaces to specify the ill posedness class by not only the regnlarity
index nor regularity scale in the Sobolev space but a ner index involving the interpolation
space for $n=1.$
Let $\{\psi_{j}\}_{j}$ be the Littlewood-Paley dyadic decomposition of the unity, namely it satises
$\hat{\psi}(\xi)\in C_{0}^{\infty}(\mathbb{R}^{n})$ , $\hat{\psi_{j}}(\xi)=\psi(\frac{\xi}{2j})$ for all $j\in \mathbb{Z},$
$\sum_{j\in \mathbb{Z}}\hat{\psi_{j}}(\xi)\equiv 1$
if $\xi\neq 0.$
Let $\tilde{\psi}\in S(\mathbb{R}^{n})$ satisfy
$\hat{\tilde{\psi}}(\xi)=1-\sum_{j\geq 0}\hat{\psi_{j}}(\xi)$ for $\xi\in \mathbb{R}^{n}.$
Denition 1.5. (the inhomogeneous Besov spaces) For $anys\in \mathbb{R},$ $1\leq\gamma$), $q\leq\infty$ , the
inhomogeneous Besov space $B_{p,q}^{s}(\mathbb{R}^{n})$ is given by
$B_{p,q}^{s}( \mathbb{R}^{n})=\{f\in S^{*};\Vert f\Vert_{B_{p,q}^{s\equiv}}(\Vert\tilde{\psi}*f\Vert_{p}^{q}+\sum_{j\geq 0}2^{sjq}\Vert\psi_{j}*f\Vert_{p}^{q})^{1/q}<\infty\}.$
Theorem 1.6. Let $n=1$ . For any xed $q>2$ , there exists a sequence of time $\{T_{N}\}_{N}$
$\uparrow vithT_{N}arrow 0(Narrow\infty)$ and a sequence of initial data $\{\phi_{N}\}_{N}\subset L^{2}(\mathbb{R})(N=1,2, \cdots)$
such that the corresponding sequence of the solution $\{u_{N}\}_{N}\subset C([O, T);L^{2}(\mathbb{R}))$ to (1.1)
with $u_{N}(0)=\phi_{N}$ satises
$\lim_{Narrow\infty}\Vert\phi_{N}\Vert_{B_{2,q}^{-1}}arrow 0, \lim_{Narrow\infty}\Vert u_{N}(T_{N})\Vert_{B_{2,q}^{-1}}=\infty.$
Remark. As for comparison of our theorem and Proposition 1,4 by Bejenaru-Tao [3],
it is known that
$H^{-1}(\mathbb{R})\subset B_{2,q}^{-1}(\mathbb{R})\subset H^{s}(\mathbb{R})$ if $2<q\leq\infty$ and $s<-1.$
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It is impossible to take the Besov space larger for the well posedness than the Sobolev
space $H^{-1}(\mathbb{R})$ in which the well-posedness was obtained by Bejenaru-Tao [3]. Further-
more, we treat the solutions arbitrary large with small initial data although each norm of
solutions are bounded below by an abosolute constant in the result [3].
Remark. We should note that in Theorem 1.6 and Theorenl l $.3$ the solution $u_{N}$ is
considered in $C([O,\tilde{T}_{N});L^{2}(\mathbb{R}^{n}))$ , where $\tilde{T}_{N}$ is the maximal existence time of the solution
$u_{N}$ , and $T_{N}<\tilde{T}_{N}$ for all $N$ . Note that the sequence in our theorem is choosen to be
satied as $\Vert u_{N}(T_{N})\Vert_{L^{2}}arrow\infty$ a.s $Narrow\infty$ by the $enl|$)edding L $(\mathbb{R}^{n})\subset H^{s}(\mathbb{R}^{n})$ , $B_{2_{\rangle}q}^{-1}(\mathbb{R}^{?})$
$(s\leq-1,2<q\leq\infty)$ . For the nonlinearity $\overline{u}^{2}$ instead of $u^{2}$ , it is possible to obtain
the same results as Theorem 1.3 and Theorem 1.6. For other nonlinearities such as $|u|^{2},$
$|u|\overline{u}$ or $|u|u$ , the threshold of the regularity may be dierent from the above theorems.
Indeed, $H^{0}(\mathbb{R})=L^{2}(\mathbb{R})$ is critical for the gauge invariant nonlinearity $u|u$ (see Kenig-
Ponce-Vega [11]). We refer to [12] for the other results of the local well-posedness and
the ill-posedness.
Remark. We note that the blow-up solutions are not treated in our theorems. In fact,
the norm $\Vert u(T_{N})\Vert_{X}(X=H^{s}(\mathbb{R}^{2})$ with $s\leq-1$ or $B_{2,q}^{-1}(\mathbb{R})$ with $q>2)$ is large bnt is
nite for each $N\in \mathbb{N}$ . Let $u[\phi]$ be solution for initial data $\phi$ , we see the following by our
theorems:
$s\iota)p \Vert u[\phi](t)\Vert_{X}=\infty.$
$\phi\in L^{2}, \Vert\phi\Vert_{X}\leq 1, t\in(0,1)$
Remark. The power of nonlinear term in Theorem 1.3 for two space dimensions
is critical for long or short range scattering. In fact for the nonlinearity $|u|^{p-1}u$ with
gauge invariance, short range scattering was shown for $1+ \frac{2}{n}<p<1+\frac{4}{n}$ by Tsutsumi-
Yajima [17], and nonexistence of short range scattering was shown for $1< \rho\leq 1+\frac{2}{n}$ by
Barab [1]. Also, short range scattering for $u^{2}$ and $\overline{u}^{2}$ was shown by Moriyama Tonegawa-
Tsutsumi [13]. We treat the nonlinearities $u^{2}$ and $\overline{u}^{2}$ only but expect that it can be
possible to classify the nonlinear terms with the critical regularity of the well posedness
and the ill-posedness, and relate to the classication of the long range scattering and the
short range scattering.
Remark. For the nonlinear heat equations:
$\{\begin{array}{l}\partial_{t}u-\triangle u=u^{2}, t\in \mathbb{R}, x\in \mathbb{R}^{n}\rangle u(0, x)=\phi(x) , x\in \mathbb{R}^{n},\end{array}$
it is also possible to obtain the same results as our theorems. Indeed, by replacing $e^{-it|\xi|^{2}}$
for Schr\"odinger equations by $e^{-t|\xi|^{2}}$ for heat equations, we can apply the same proof as
the proof for Schr\"odinger $eq\iota$Jations to obtain the ill posedness in $B_{2,q}^{-1}(\mathbb{R})(2<q\leq\infty)$
and $H^{s}(\mathbb{R}^{2})(.9\leq-1)$ .
In this paper, we consider the case $n=1$ to prove the ill-posedness in $H^{s}(\mathbb{R})$ with
$\backslash 9<-1$ only to show the method of the proof simply. For the detailed proof of Theorem
1.3 and Theorem 1.6, see [8]. In next section, we introduce an asymptotic expansion of
the solution $u$ to (1.1) and a proposition for the justication of the expansion by the use of
modulation spaces. The followings are denition of modulation spaces and its properties.
Denition 1.7. (the modulation spaces) Let $\{\chi_{k}\}_{k\in \mathbb{Z}}$ be a sequence of the Fourier $windo?v$
function that satises
supp $\hat{\chi_{k}}\subset\{\xi\in \mathbb{R}|k-1\leq\xi\leq k+1\},$
$\sum_{k\in \mathbb{Z}}\hat{\chi_{k}}(\xi)\equiv 1.$
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Then, for any $1\leq p,$ $q\leq\infty$ , the modulation space $M_{p,q}(\mathbb{R})$ is dened by
$M_{p,q}(\mathbb{R}):=\{f\in \mathcal{S}'(\mathbb{R})|\Vert f\Vert_{M_{p,q}}:=\Vert\{\Vert\chi_{k}*f\Vert_{L^{p}(R)}\}_{k\in \mathbb{Z}}\Vert_{p_{q}(\mathbb{Z})}<\infty\}.$
Lemma 1.8. [6, 15, 18]
(i) If $1\leq p\leq r\leq\infty.$ $M_{p,1}(\mathbb{R})\subset L^{r}(\mathbb{R}^{n})$ .
(ii) Let $1\leq q\leq\infty.$
$\Vert e^{it\triangle}f\Vert_{M_{2,q}}=\Vert f\Vert_{M_{2,q}}$ . (1.2)
(iii) Let $1\leq p\leq\infty$ . Then, there exists $C_{M}>0$ such that
$\Vert fg\Vert_{M_{p,1}}\leq C_{M}\Vert f\Vert_{M_{p1}}\Vert g\Vert_{M_{p,1}}$ . (1.3)
After the propostion for justication in modulation spaces, we give sequences of initial
data $\{\phi_{N}\}$ , time $\{T_{N}\}$ and solutions $\{u_{N}\}$ which satisfy
$\lim_{Narrow\infty}\Vert\phi_{N}\Vert_{H^{8}}=0, \lim_{Narrow\infty}\Vert u_{N}(T_{N})\Vert_{H^{S}}=\infty$
by the use of the asymptotic expansion.
2. $0$ UTLINED PROOF FOR THEOREM
In the case of $n=1$ , the threshold of the regularity is $-1$ for the well-posedness and
the ill-posedness but the scaling critical regularity is $-3/2$ . Therefore, there is a gap for
these two exponents. On the other hand, in the case of $n=2$ , both of the threshold for
the well posedness and the ill posedness and the scaling critical regularity are $-1$ . We
explain roughly the reason why there is a dierence between $71=1$ and $7l=2$ . For initial
data, let a test function $\phi$ be taken as $\phi$ $:=2^{(-s-\frac{n}{2})N}\psi_{N}$ , where $\psi_{N}$ is the one component
of the Littlewood-Paley decomposition and $|\phi\Vert_{H^{s}}$ is independent of $N$ . By the Duhamel
formula, we consider the solution $u$ satisfying the following integral equation:
$u(t)=e^{it\triangle} \phi-i\int_{0}^{t}e^{i(t-\tau)\triangle}u^{2}d\tau.$
Since the linear part is bounded, we have to consider the nonlinear part for the divergence
of the solution. Then, we approximate the solution by the lineal$\cdot$ part $u\simeq e^{it\triangle}\phi_{N}$ to see
$\Vert\int_{0}^{t}e^{i(t-\tau)\triangle}(e^{i\tau\triangle}\phi)^{2}d\tau\Vert_{H^{s}}\simeq\max\{2^{-2(s+1)N}, 2^{(-(s-\frac{n}{2}+2)N}\}.$
by the direct calculation. Therefore, the nonlinear part of the soh.ition diverges as $Narrow\infty$
if $s<-1$ for $n=1$ and $s< \frac{n}{2}-2$ for $7l_{ノ}\geq 2$ . This divergence occurs from the scaling
dierence between the lower and higher frequency weight $(1+|\xi|^{2})^{s/2}$ in the denition of
inhomogeneous Sobolev spaces $H^{s}(\mathbb{R}^{n})$ . One may think that this diculty divergence can
be avoided if we apply the homogeneous Sobolev space $\dot{H}^{s}(\mathbb{R})$ , however the well-posedness
in the homogeneous space is not be suitable for our problem since $\Vert|\xi|^{s}\Vert_{L^{2}(|\xi|\leq 2J}$ ) $=\infty$
if $n=1$ and $s<- \frac{1}{2}$ . Therefore, we can not expect to obtain the well-posedness with
scaling critical regularity $s_{c}=- \frac{3}{2}$ if the space dimens\`ion is one.
We introduce the asymptotic expansion of the solution (1.1) by some small parameter
$\epsilon>0a$
$u=U_{0}+\epsilon U_{1}+\epsilon^{2}U_{2}+\epsilon^{3}U_{3}+\cdots$ (2.1)
with the initial data
$\phi=\phi_{0}+\epsilon\phi_{1}+\epsilon^{2}\phi_{2}+\cdots$
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If $u$ satises the equation (1.1), we have the followings on the term of order $\epsilon^{k}$ with




respectively. For our proof, we consider the initial data with $\phi_{k}=0$ for all $k\geq 0$ except
for $\phi_{1}$ . Then, the term of order $\epsilon^{k}$ can be reduced as follows:
$\epsilon$ : $\{\begin{array}{l}(i\partial_{t}+\triangle)U_{1}=0,U_{1}(0)=\phi,\end{array}$
$\epsilon^{2}$ : $\{\begin{array}{l}(i\partial_{t}+\triangle)U_{2}=U_{1}U_{1},U_{2}(0)=0,\end{array}$
$\epsilon^{3}$ : $\{\begin{array}{l}(i\partial_{t}+\triangle)U_{3}=(U_{1}U_{2}+U_{2}U_{1}) ,U_{3}(0)=0,\end{array}$
: :
$\epsilon^{k}$ : $\{\begin{array}{l}(i\partial_{t}+\triangle)U_{k}=\sum_{k_{1}+k_{2}=k,k_{1},k_{2}\geq 1}U_{k_{1}}U_{k_{2}},U_{k}(0)=0,\end{array}$ for $k\geq 2.$
Therefore, it is natural to introduce $U_{k}=U_{k}[\phi]$ for $k=1$ , 2, 3, $\cdots$ inductively
$\{\begin{array}{l}U_{1}[\phi](t):=e^{it\Delta}\phi,U_{k}[\phi](t) :=-i\sum_{k_{1}+k_{2}=k,k_{1},k_{2}\geq 1}\int_{0}^{t}e^{i(t-\tau)\triangle}U_{k_{1}}[\phi](\tau)U_{k_{2}}[\phi](\tau)d\tau for any k=2, 3, \cdots\end{array}$
Therefore, we obtain a formal expansion
$u(t)= \sum_{k=1}^{\infty}\epsilon^{k}U_{k}[\phi](t)$ (2.2)
as a solution (1.1) with the initial data $u(O)=\epsilon\phi$ . It is possible to show the following
proposition for justication of this expansion by the use of the linear estimate of the
propagator and the bilinear estimate in modulation spaces.
Proposition 2.1. [8] For any $\phi\in M_{2,1}(\mathbb{R})$ , there exists a small $T>0$ and a unique local
solution $u=u(t, x)$ in $C([O, T);M_{2,1}(\mathbb{R}))$ to (1.1). It satises the following expansion in
$C((0, T);M_{2,1}(\mathbb{R}))$ :
$u(t)= \sum_{k=1}^{\infty}\epsilon^{k}U_{k}[\phi](t)$ , (2.3)
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where $0<\epsilon\leq 1$ and
$\{\begin{array}{l}U_{1}[\phi](t):=e^{it\Delta}\phi,U_{k}[\phi](t) :=-i\sum_{\rangle}\int_{0}^{t}e^{i(t-\tau)\triangle}U_{k_{1}}k_{1}+k_{2}=k, k_{1}k_{2}\geq 1[\phi](\tau)U_{k_{2}}[\phi](\tau)d\tau for any k=2, 3, \cdots\end{array}$
(2.4)
The proof for the ill-posedness in $H^{s}(\mathbb{R})with_{9}<-1$ is based on constructing sequences
of the initial data $\{\phi_{N}\}$ , time $\{T_{N}\}$ and the solution $\{u_{N}\}$ to (1.1) with the initial data
$u_{N}(0)=\phi_{N}$ satisfying
$\phi_{N}arrow 0$ in $H^{s}(\mathbb{R})$ as $Narrow\infty,$
$T_{N}arrow 0$ as $Narrow\infty,$
$||u_{N}(T_{N})\Vert_{H^{S}}arrow\infty$ as $Narrow\infty$ . (2.5)
Let the initial data $\phi_{N}$ satisfy
$\phi_{N}=N(\log N)\mathcal{F}^{-1}[\chi_{N}+\chi_{-N}],$
where $\chi_{N}$ is a characteristic function which sl1pport is $[N-1, N+1]$ . On the linear $pa1^{\backslash }t$
of the solution, we have from $s<-1$
$\Vert\phi_{N}\Vert_{H^{8}}\leq CN^{s}N\log Narrow 0$ as $Narrow\infty$ . (2.6)
We consider the solution $u_{N}$ which is given by
$u_{N}= \sum_{k\geq 1}U_{k}[\phi_{N}].$
It is easy to see that $U_{1}[\phi]arrow 0$ in $H^{s}(\mathbb{R})$ as $Narrow\infty$ by (1.2) and (2.6). On the estimate
of $U_{k}[\phi_{N}](k\geq 2)$ , we use the following proposition in the similar way as that in [8].
Proposition 2.2. (i) Let $t=N^{-2}$ . Then, for $\xi$ with $| \xi|\leq\frac{1}{2}$ , it holds that
$|\overline{U_{2}[\phi_{N}}](t, \xi)|\geq c\{\log N\}^{2}$ (2.7)
(ii) For $k\geq 3$ , it holds that there exists $C_{0}>0$ such that
$\Vert U_{k}[\phi_{N}]\Vert_{M_{2,1}}\leq C_{0}^{k}t^{k-1}N^{k}(\log N)^{k}$ . (2.8)
We show (2.5) by this proposition. We have from the asymptotic expansion of the
solution, the triangle's inequality and the embedding $1M_{2,1}(\mathbb{R})\mapsto L^{2}(\mathbb{R})$
$\Vert u(t)\Vert_{H^{s}}\geq\Vert\hat{u(t)}\Vert_{L^{2}(|\xi|\leq 2^{-1})}$
$\geq\Vert\overline{U_{2}[\phi_{N}}]\Vert_{L^{2}(|\xi|\leq 2^{-1})}-\sum_{k\geq3}\Vert\overline{U_{k}[\phi_{N}}]\Vert_{L^{2}(|\xi|\leq 2^{-1})}$ (2.9)
$\geq\Vert\overline{U_{2}[\phi_{N}}]\Vert_{L^{2}(|\xi|\leq 2)}-1-\sum_{k\geq 3}\Vert U_{k}[\phi_{N}]\Vert_{M_{2,1}}$
Then, for $t=N^{-2}$ , we h\'ave from (2.7), (2.8) and (2.9)
$\Vert u(t)\Vert_{H^{s}}\geq c(\log N)^{2}-\sum_{k\geq 3}C^{k}(N^{-2})^{k-1}N^{k}(\log N)^{k}$
(2.10)
$\geq c(\log N)^{2}-\sum_{k\geq 3}C^{k}N^{-k+2}(\log N)^{k}.$
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If we take $N\gg 1$ , we have from (2.10)
$\Vert u(N^{-2})\Vert_{H^{s}}\geq c(\log N)^{2}arrow\infty$ as $Narrow\infty.$
Therefore, the solution do not depend on initial data continuously in general in the Sobolev
space $H^{s}(\mathbb{R}^{n})$ with $s<-1.$
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