Abstract-This note describes an approach to the reduction of controllers for the normalized coprime factor robustness problem as well as the normalized problem. It is shown that a relative error approximation of a coprime factor representation of any suboptimal controller leads to a stability guarantee and an upper bound on the performance degradation when the reduced order controller is implemented. When the approximation is performed on the controller generator, guaranteed a priori stability and performance bounds are obtained in terms of the synthesis Riccati equation solutions of the normalized control problems.
approximating such controllers is usually treated as an independent problem. The approximation approach is to apply one of the well known model reduction techniques to the controller, and then infer a posteriori the impact of the reduction process on closed-loop stability and performance. While the use of the synthesis Riccati equation solutions has already been suggested [10] , [12] , these ideas have not so far been translated into a method with an underpinning theoretical basis. For the normalized LQG and H1 problems, controller reduction based on balancing with respect to the synthesis Riccati equation solutions are known to work in practice, but no a priori bounds have been provided which justify the method.
This note is a generalization of the controller reduction procedure in [9] where the filtering and control Riccati equation solutions for the normalized LQG problem are shown to be equal to the controllability and observability Gramians of the left and right coprime factorizations of the plant and controller, respectively. The approach is based on solving a normalized LQG problem and then using an a posteriori bound on the H 1 norm of the normalized closed-loop transfer matrix to obtain a condition for closed-loop stability and an upper bound on the performance degradation. A major contribution of [9] is to emphasize the relevance of relative controller reduction to closed-loop controller approximation when the controller is represented in coprime factor form.
Motivated by [9] , model and controller reduction procedures were developed in [5] for multi-objective synthesis problems using linear matrix inequality (LMI) techniques. Guaranteed a priori bounds were obtained using augmented coprime factorizations of the model and controller that utilized the closed-loop Riccati inequalities. These bounds were used to derive conditions on stability and performance degradation similar to the ones developed here.
Related to this work is that in [4] and [8] where the emphasis is on performance preserving controller reduction, rather than bounding the performance degradation resulting from a controller reduction step. The coprime factor controller reduction problem was investigated in [16] where an additive reduction formulation was used to derive a posteriori conditions on the stability and performance degradation of the normalized closed-loop that are tighter than those in [11] . In contrast, our approach demonstrates that if the inverse-weighted balanced truncation technique is used, it is possible to obtain a priori conditions for stability and bounds on the performance degradation.
The notation used is standard and follows that of [17] , except that real rational transfer functions will be represented by boldface letters with the dependence on s mostly suppressed.
II. PRELIMINARIES
In this section, we review the relative error model reduction problem [15] . For a transfer matrix G G G, the relative approximation of G G G is defined asĜ G G = (I + 1)G G G where 1 is the relative error function. This problem is a special case of the frequency-weighted model reduction problem [7] where the model is frequency weighted using its own inverse. In the sequel, we make extensive use of the following result, which is a generalization of the inverse-weighted model reduction method of [15] , and gives a priori error bound for the relative model approximation. 
Suppose that the realization for G G G is inverse-weighted balanced, so that P = Q =diag 1Is ; . . . ; rIs ; r+1Is ; . . . ; N Is =diag(6 1 ; 6 2 ); 1 > 1 11 > N 0 (2) and that it is partitioned compatibly with 6 1 and 6 2 as III. NORMALIZED COPRIME FACTOR H1 CONTROLLER REDUCTION
In this section, we derive guaranteed a priori stability and performance bounds when a normalized coprime factor H1 controller [11] is replaced by a reduced-order approximation.
Let G G G be a given plant and consider the normalized feedback configuration shown in Fig. 1 [11] , [17] . The closed-loop
The next lemma summarizes the solution of the suboptimal problem [11] , [17] . 
Proof: The proof can be found in a slightly different form in [11] .
The A-matrix for 2 01 is obtained from the realization of 2 using (4) and (5) and the fact that A0Y2C 0 C = (I +Y2X2)(A0BB 0 X2)(I + Y 2 X 2 ) 01 [3] . The following result shows that we can perform a relative reduction on a coprime factorization of any -suboptimal controller K K K. It is similar to the one stated by [9] , except that the coprime factorization of G G G is not required. It is also given in a form that allows a feedback interpretation of the relative error function.
Proof: This follows from [9] and the fact that
The effect of relative controller reduction on the closed loop is shown in Fig. 2 . Note that the stability condition and the bound on performance degradations require the evaluation of k1k1. The following result gives an a priori bound on k1k 1 by using the inverse-weighted balanced truncation method of Theorem II.1 on the controller generator 2. Then P = ZY 2 Z 0 and Q = 04 X 2 . Suppose that the realization for 2 is inverse-weighted balanced, so that (2) Proof: The theorem follows from a simple manipulation of (4) and (5) In this section, we derive guaranteed a priori stability and performance bounds when a normalized H1 controller [12] , [13] is replaced by a reduced-order approximation. This is a slightly modified normalized H 1 control problem compared to the one in Section III and is shown in Fig. 3 . (6) where (14) and (15) at the bottom of the next page hold true.
Proof: The proof can be found in [12] , [17] . The realizations for 2;2 01 are obtained from [17] since the normalized problem in Fig. 3 corresponds to a generalized regulator problem 
where J = diag(0I;0). 
Proof: The proof follows from Theorem III.1 on noting that
For the remainder of this section, we assume that > maxf1; opt g. This is not a severe restriction since opt < 1 if and only if G G G is stable and has Hankel norm less than 1 [13] .
The following result gives an a priori bound on k1k1 using the inverse-weighted balanced truncation method of Theorem II.1 on the generator 2 and is similar to Theorem III.2. (17) 2) suppose that the realization for 2 is inverse-weighted balanced, so that (2) holds, and that it is partitioned compatibly with 61 and 6 2 as (10). Then2 in (11) 2) This is a straightforward application of Theorem II.1. Similar to Corollary III.1, we use Theorems III.1 and IV.2 to give a controller reduction procedure with guaranteed a priori stability and performance bounds. 
. First, the bounds that are derived are related to ( + 1) rather than . Second, the a priori bound on k1k1 uses the generalized Gramians P and Q which satisfy the inequalities of Theorem IV.2.
However, in practice, that conservatism does not reflect on the quality of the controller approximation.
Remark IV.2:
It is interesting to note that in the limit ! 1, we have X1 ! X2; Y1 ! Y2 and Z1 ! I [13] . Thus the normalized H 1 control problem reduces to the normalized LQG problem. That is, K K K 11 is the unique stabilizing controller that minimizes k H(G G G; K K K)k 2 . When this controller is approximated using the method given in this section, we can use Theorem IV.1 to write the stability condition as
k1k 2 need to be calculated a posteriori. This can be considered as a justification for the LQG-based balance-and-truncate method of [10] .
If kH(G G G; K K K 11 )k 1 is calculated instead, then (9) shows that the stability condition becomes kH(G G G; K K K11)k1 < 01 and the performance bound becomes
which reproduces the controller reduction results of [9] (see [9, Th. 17] ).
V. EXAMPLE
To demonstrate the effectiveness of the controller reduction procedure we consider synthesizing a reduced-order H 1 controller for the HIMAT vehicle taken from the -Analysis and Synthesis Toolbox [2] . The model consists of two-input, two-output and four states that represents a scaled, linearized plant of a remotely piloted vehicle version of an advanced fighter. We used the same weighting functions for the loop shaping design suggested in [2] . For the normalized coprime factor design case we used = 2:2952
to synthesize a 6-th order H 1 -suboptimal controller which is reduced using several methods and compared to the approach given here and the results are listed in Table I (see [4] and [17] for details of these Tables I and III show that, apart from providing a priori stability and error bounds, the quality of our approximation is at least as good as any of the other techniques. Using the energy propagation concept in-troduced by [14] , and applied to the closed-loop model reduction algorithm of [6] , it can be shown that the eigenvalues of the Gramians used in our controller balancing and truncation have a controller input/output energy interpretation.
VI. CONCLUSION
It is shown that the Gramians (or generalized Gramians) for the normalized controller generator 2 are given in terms of the synthesis Riccati equation solutions. This is exploited to give an a priori upper bound on the relative error when the inverse-balanced truncation technique is used to approximate 2. This approximation induces a relative reduction on the coprime factors of the normalized central controller. Combined with the bound on the relative approximation error, this gives guaranteed a priori bounds on closed-loop stability and performance degradation. A theoretical justification for controller reduction techniques based on balancing with respect to the synthesis Riccati solutions is thus established. The technique also provides an intimate link between the controller synthesis and controller reduction problems.
I. INTRODUCTION
Parameter dependent differential-algebraic equations (DAEs) of the form _ x = f(x; y; ) f : n 2 m 2 p ! n 0 = g(x; y; ) g : n 2 m 2 p ! m (1.1) are widely used to model the dynamics of physical systems, for example, power systems, nonlinear circuits, robotics and so on. It has been shown recently that there are generically three types of codimension one local bifurcation associated with the DAE (1.1), namely saddle-node, Hopf, and the singularity-induced bifurcation (SIB), see [2] and [3] . The last one is a new type of bifurcation and does not occur in usual ordinary differential equation (ODE) systems. Roughly speaking, the SIB refers to a stability change of the DAE (1.1) owing to some eigenvalues of a related linearization fx 0 fyg 01 y gx diverging to infinity when the jacobian g y is singular. One of the important consequences of the SIB is that it leads to relaxation oscillations of singularly perturbed ODEs [3] , [5] .
The SIB was first presented and analyzed by Venkatasubramanian et al. in [2] and [3] . They proved the SIB theorem by the approach of the center manifold theory applied to an ODE associated with the DAE (1.1). The proof is quite complicated so that it was only outlined in [2] and [3] . Beardmore devotes the fourth chapter of his dissertation [1] to a long elementary proof of the SIB theorem.
The aim of this note is to give an improved version, Theorem 1.1, of the SIB theorem and its simple proof. The improved version requires weaker assumptions however has stronger conclusions than that of the original SIB theorem [2, Th. 3, p. 1999 ], see Remark 1.2. We derive the improved version from a decomposition theorem (Theorem 2.1), while the latter easily follows from the implicit function theorem. Therefore, the proof presented here is much shorter and more transparent. In our opinion, the decomposition theorem reveals the nature of the SIB phenomenon quite well and is also interesting in its own right. Now we introduce the improved version of the SIB theorem. Let (x 0 ,
