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Abstract
Deep encoders have been proven to be ef-
fective in improving neural machine transla-
tion (NMT) systems, but training an extremely
deep encoder is time consuming. Moreover,
why deep models help NMT is an open ques-
tion. In this paper, we investigate the be-
havior of a well-tuned deep Transformer sys-
tem. We find that stacking layers is help-
ful in improving the representation ability of
NMT models and adjacent layers perform sim-
ilarly. This inspires us to develop a shallow-
to-deep training method that learns deep mod-
els by stacking shallow models. In this way,
we successfully train a Transformer system
with a 54-layer encoder. Experimental results
on WMT’16 English-German and WMT’14
English-French translation tasks show that it
is 1.4 × faster than training from scratch, and
achieves a BLEU score of 30.33 and 43.29 on
two tasks. The code is publicly available at
https://github.com/libeineu/SDT-Training.
1 Introduction
In recent years, neural models have led to state-
of-the-art results in machine translation (MT)
(Bahdanau et al., 2015; Sutskever et al., 2014).
Many of these systems can broadly be character-
ized as following a multi-layer encoder-decoder
neural network design: both the encoder and de-
coder learn representations of word sequences by
a stack of layers (Vaswani et al., 2017; Wu et al.,
2016; Gehring et al., 2017), building on an inter-
esting line of work in improving such models. The
simplest of these increases the model capacity by
widening the network, whereas more recent work
shows benefits from stacking more layers on the
encoder side. For example, for the popular Trans-
former model (Vaswani et al., 2017), deep systems
have shown promising BLEU improvements by
∗Corresponding author.
either easing the information flow through the
network (Bapna et al., 2018) or constraining the
gradient norm across layers (Zhang et al., 2019;
Xu et al., 2020; Liu et al., 2020). An improved
system can even learn a 35-layer encoder, which
is 5× deeper than that of vanilla Transformer
(Wang et al., 2019).
Although these methods have enabled training
deep neural MT (NMT) models, questions remain
as to the nature of the problem. The main question
here is: why and how deep networks help in NMT.
Note that previous work evaluates these systems in
a black-box manner (i.e., BLEU score). It is thus
natural to study how much a deep NMT system
is able to learn that is different from the shallow
counterpart. Beyond this, training an extremely
deep model is expensive although a narrow-and-
deep network can speed up training (Wang et al.,
2019). For example, it takes us 3× longer time to
train the model when we deepen the network from
6 layers to 48 layers. This might prevent us from
exploiting deeper models in large-scale systems.
In this paper, we explore why deep architectures
work to render learning NMT models more effec-
tively. By investigating the change of the hidden
states in different layers, we find that new repre-
sentations are learned by continually stacking lay-
ers on top of the base model. More stacked lay-
ers lead to a stronger model of representing the
sentence. This particularly makes sense in the
deep NMT scenario because it has been proven
that deep models can benefit from an enriched rep-
resentation (Wang et al., 2019; Wu et al., 2019b;
Wei et al., 2020).
In addition, the finding here inspires us to de-
velop a simple yet efficient method to train a deep
NMT encoder: we train model parameters from
shallow to deep, rather than training the entire
model from scratch. To stabilize training, we de-
sign a sparse linear combination method of con-
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Figure 1: Pre-norm and Post-norm sub-layer architec-
tures.
necting lower-level layers to the top. It makes ef-
ficient pass of information through the deep net-
work but does not require large memory footprint
as in dense networks. We experiment with the
method in a state-of-the-art deep Transformer sys-
tem. Our encoder consists of 48-54 layers, which
is almost the deepest Transformer model used in
NMT. On WMT En-De and En-Fr tasks, it yields
a 1.4× speedup of training, matching the state-of-
the-art on the WMT’16 En-De task.
2 Background
We start with a description of deep Transformer.
In Transformer (Vaswani et al., 2017), the encoder
takes a sequence of words {x1, ..., xn} as input.
The input is first transformed into a sequence of
embeddings {w1 + p1, ..., wn + pn}, where wk
is a word embedding and pk is a positional em-
bedding. Then, the embedding sequence is fed
into a stack of N identical layers. Each layer con-
sists of two stacked sub-layers: a multi-head self-
attention sub-layer and a feed-forward sub-layer.
The decoder shares a similar architecture as the en-
coder but possesses an encoder-decoder attention
sub-layer to capture the mapping between two lan-
guages.
For a deep model, layer normalization networks
and layer-wise connections are needed, follow-
ing the previous work of Bapna et al. (2018) and
Wang et al. (2019).
• Pre-Norm Residual Networks. We make
a residual connection (He et al., 2016) and a
layer normalization unit (Lei Ba et al., 2016)
at the input of each sub-layer. The output of
the sub-layer is defined to be:
si+1 = si + SubLayer(LayerNorm(si))
where si and si+1 are the output of sub-layers
i and i+ 1. See Figure 1 (a) for the architec-
ture of a pre-norm sub-layer. Pre-norm resid-
ual network has been found to be more effi-
cient for back-propagation over a large num-
ber of layers than the post-norm architecture
(Wang et al., 2019; Li et al., 2019).
• Dense Connections. Direct layer connec-
tions can make easy access to distant layers
in the stack (Wang et al., 2018; Bapna et al.,
2018). Let {y1, ..., yN} be the output of
the stacked layers. We define a network
G(y1, ..., yj−1) that reads all layer output vec-
tors prior to layer j and generates a new
vector. Then, G(y1, ..., yj−1) is regarded
as a part of the input of layer j. In this
way, we create direct connections from layers
{1, ..., j − 1} to layer j. For G(·), we choose
a linear model as in (Wang et al., 2019).
3 Why do Deep Models Help?
The Transformer encoder (or decoder) is es-
sentially a representation model (Vaswani et al.,
2017). Given a word sequence, a layer generates
a distributed representation (i.e., yj) for each posi-
tion of the sequence. The representation is a mix-
ture of word+position embedding and context em-
bedding. For a simple implementation, only the
top-most representation (i.e., yN ) is used for down-
stream components of the system. Nevertheless,
the dense connections can make the lower-level
representations directly accessible to the top lay-
ers. Hence, the representation model is actually
encoded by the set of layer outputs {y1, ..., yN}.
For a stronger model, enlarging the size of each
layer can fit the objective function with enough
capacity. For example, Transformer-Big doubles
the layer size of the base model and shows con-
sistent improvements on several MT tasks. But
the number of parameters increases quadratically
with network width, which poses new difficulties
in training such systems and the risk of overfitting.
Alternatively, one can stack layers to strengthen
the model because more layers offer more repre-
sentations for the input sentence. Moreover, top-
level layers can generate refined representations
(Greff et al., 2017) by passing the input vectors
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Figure 2: (a) Similarity of layer i and the input embedding, (b) Similarity of layer i and layer i − 1, and (c)
Inter-Similarity over the validation sequences. Note that 0 represents the embedding layer.
through more linear and non-linear transforma-
tions in different layers.
To study how each layer behaves, we evaluate
the change of the representation vector in the stack.
To do this, we compute the similarity between the
outputs of two layers, as below,
sim(i, j) =
1
n
n∑
l=1
cosine(yi(l), yj(l))
where yi(l) (or yj(l)) is the output of layer i (or j)
for position l of the sequence. sim(i, j) measures
the degree of how close the representation vector
of layer i is to that of layer j.
Figure 2(a) plots sim(i, 0) curves for WMT En-
De systems of different encoder depths. Here
sim(i, 0) measures how similar the output of layer
j is to the input embedding of the encoder. We
see that the similarity keeps going down when we
stack more layers. It indicates that the model can
learn new representations by using more stacked
layers. But the similarity does not converge for
shallow models (e.g., 6-layer and 12-layer en-
coders). It somehow reflects the fact that the shal-
low models “want” more layers to learn something
new. More interestingly, deeper models (e.g., en-
coders of 18 layers or more) make the similarity
converge as the depth increases, showing the ef-
fect of rendering the need of representation learn-
ing fulfilled.
Also, we investigate the similarity between adja-
cent layers for different systems. Figure 2(b) plots
sim(i, i − 1) as a function of layer number, which
begins with sim(2, 1) rather than sim(1, 0)1 for
1Note that (sim(1, 0)) of Figure 2(b) are the same with
better visualization. The results show that adjacent
layers in converged systems have a high similarity.
This agrees with previous work on the similarity of
attention weights among layers (Xiao et al., 2019)
though we study a different issue here. The deeper
the models, the higher the similarity between adja-
cent layers. A natural question is whether we can
initialize the higher layers by reusing the parame-
ters of previous layers during training procedure?
Note that the Transformer model is doing some-
thing like encoding both contextual information
and word information for each position of the se-
quence. Here, we design the Inter-Sim over the
sequence to see how much the representation of a
position holds to encode the sequence. For layer i,
we have
simin(i) =
1
n
n∑
l=1
cosine(yi(l), y¯i)
y¯i =
1
n
n∑
l=1
yi(l)
where y¯i is the mean vector of sequence
{yi(1), ..., yi(n)} and can be seen as the global
representation of the entire sequence. simin(i) is
an indicator of the distance between an individ-
ual representation and the global representation.
Figure 2(c) shows that the representation of a po-
sition tends to be close to the global representa-
tion for higher-level layers. This can be seen as
smoothing the representations over different posi-
tions. A smoothed representation makes the model
more robust and is less sensitive to noisy input.
those in Figure 2(a).
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Figure 3: Shallow-to-deep training process.
This result constitutes evidence that deep models
share more global information over different posi-
tions of the encoder. Hence, it is easier to access
the global representation of the source sequence
for decoder and to generate the translation using a
global context.
4 Shallow-to-Deep Training
Although we are able to train deep models with the
standard methods (Wang et al., 2019), it is obvi-
ously a time consuming task to learn a model with
too many layers. For example, training a 48-layer
system takes us 3× longer time than the 6-layer
baseline. As stated in Section 3, adjacent layers
in a deep network are likely to behave in a simi-
lar fashion. This observation inspires us to train
upper-level layers by reusing the learned param-
eters of lower-level layers. We call this method
shallow-to-deep training (SDT) because we start
with training a shallow model and then train a
deeper model on top of it.
4.1 The Method
Assume that we have an initial modelAwith h lay-
ers that have already been trained. Now we need
to train a new model B with h + g layers (h ≥ g).
Unlike previous work, we do not train all h + g
layers from scratch. Instead,
• We copy the parameters of the first h layers
from A to B.
• We then copy the parameters of the g top-
most layers from A to B.
Model A can be seen as a good starting point
of model B. After initializing of the model, we
p = 1
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Figure 4: Sparse connections between layers.
continue training model B as usual. The training
can converge faster because the model initializa-
tion tends to place the parameters in regions of the
parameter space that generalize well. See Figure 3
for an illustration of the method. In this work, we
use the same step to learn from shallow to deep.
For example, we train a 6-layer model, and then a
12-layer model, and then a 18-layer model, and so
on.
4.2 Sparse Connections between Layers
The efficient pass of information plays an impor-
tant role in training deep models. To this end, one
can create direct connections between layers by
dense networks. They are found to be necessary
to learn strong Transformer systems (Bapna et al.,
2018; Wang et al., 2019; Wu et al., 2019b). How-
ever, an extremely deep model in general results in
a large number of such connections and of course
a heavy system. For example, a 48-layer system
runs 1.87× slower than the system with no use of
dense connections. We cannot even train it using
a batch of 2048 tokens on TITAN V GPUs due
to large memory footprint. Instead, we develop
a method that resembles the merits of layer-wise
connections but is lighter. The idea is pretty sim-
ple: we group every p layers to form a layer block
and make connections between layer blocks. The
connections between blocks are created in the stan-
dard way as used in dense networks (see Section
2). Here p is a parameter to control the connec-
tion density. For example, p = 1 means dense
networks, and p = ∞ means networks with no
layer-wise connections 2. See Figure 4 for exam-
2Residual connections are used by default in this work.
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ple networks with block/layer-wise connections.
4.3 Learning Rate Restart
The design of the learning rate schema is one of
the keys to the success of Transformer. For exam-
ple, Vaswani et al. (2017) designed a method to
warm up training for a number of training steps
and then decrease the learning rate. In this work,
shallow-to-deep training breaks the training pro-
cess because we need to switch to a deeper model
with initialization at some training steps. We
found in our experiments that deep models could
not be trained efficiently in the standard way be-
cause we had a small learning rate for a newly
stacked model in late training steps.
We develop a new method to ensure that the
model can be trained using a proper learning rate
at every point of switching to a deeper model. We
divide the training into a number of stages. Each
of them is associated with a deeper model.
• For the first ω stages, the model is trained
with a linear-warmup learning rate (lr) as de-
scribed in (Vaswani et al., 2017).
lr = d−0.5model · step num ·warmup steps
−1.5
• For each of the following stages, the learning
rate of a newly stacked model declines from
the max-point with an inverse squared root of
the current step.
lr = d−0.5model · step num
−0.5
At the beginning of the stage, we reset the
number of training steps.
Here step num and warmup steps are the cur-
rent training step number and the warmup-step
number. dmodel is the size of the layer output. See
Figure 5 for a comparison of different learning
schemas.
5 Experiments
We report the experimental results on two widely
used benchmarks - WMT’16 English-German (En-
De) and WMT’14 English-French (En-Fr).
5.1 Data
For the En-De task, we used the same prepro-
cessed data with (Vaswani et al., 2017; Ott et al.,
2019; Wang et al., 2019), consisting of approxi-
mate 4.5M tokenized sentence pairs. All sentences
were segmented into sequences of sub-word units
(Sennrich et al., 2016) with 32K merge operations
using a vocabulary shared by source and target
sides. We selected newstest2012+newstest2013 as
validation data and newstest2014 as test data.
For the En-Fr task, we replicated the setup of
Vaswani et al. (2017) with 36M training sentence
pairs from WMT14. We validated the En-Fr sys-
tem on the union set of newstest2012 and new-
stest2013, and tested it on newstest2014. We fil-
tered out sentences of more than 200 words and
generated a shared vocabulary with 40Kmerge op-
erations on both source and target side.
We re-merged sub-word units to form com-
plete words in the final output. For compara-
ble results with previous work (Wu et al., 2016;
Gehring et al., 2017; Vaswani et al., 2017), we
also adopted compound split for En→De. We re-
ported case-sensitive tokenized BLEU scores for
both En-De and En-Fr tasks, and sacrebleu3 scores
for both En-De and En-Fr tasks. The results were
the mean of three times run with different random
seeds.
5.2 Model Settings
Our implementation was based on Fairseq
(Ott et al., 2019). For training, we used Adam op-
timizer (Kingma and Ba, 2015) with β1 = 0.9,
β2 = 0.997, and ǫ = 10
−8. We adopted the
same learning rate schedule as the latest imple-
mentation of Tensor2Tensor4. For deep models,
the learning rate (lr) first increased linearly for
warmup = 8, 000 steps from 1e−7 to 2e−3. Af-
ter warmup, the learning rate decayed proportion-
ally to the inverse square root of the current step.
For our SDT method presented in Section 4, we set
h = g = p = 6 on both the WMT En-De and En-
Fr tasks. For a stronger system, we employed rel-
3BLEU+case.mixed+numrefs.1+smooth.exp+tok.13a
+version.1.2.12
4https://github.com/tensorflow/tensor2tensor
Systems
WMT En-De WMT En-Fr
Params Time Speedup BLEU Sacrebleu Params Time Speedup BLEU Sacrebleu
Vaswani et al. (2017) (Big) 213M N/A N/A 28.40 N/A 222M N/A N/A 41.00 N/A
Shaw et al. (2018) (Big) 210M N/A N/A 29.20 N/A 222M N/A N/A 41.30 N/A
Ott et al. (2018) (Big) 210M N/A N/A 29.30 28.6 222M N/A N/A 43.20 41.4
Wu et al. (2019b) (Big) 270M N/A N/A 29.92 N/A 281M N/A N/A 43.27 N/A
Wang et al. (2019) (Deep) 137M N/A N/A 29.30 N/A N/A N/A N/A N/A N/A
Wei et al. (2020) (Deep) 272M N/A N/A 30.19 N/A N/A N/A N/A N/A N/A
Wei et al. (2020) (Big+Deep) 512M N/A N/A 30.56 N/A N/A N/A N/A N/A N/A
Base (Pre-Norm) 63M 4.79 N/A 27.05 26.0 67M 27.11 N/A 41.00 39.2
Big (Pre-Norm) 210M 36.05 N/A 28.79 27.7 222M 97.51 N/A 42.40 40.6
Deep-24L 118M 8.66 0 28.95 27.8 124M 48.43 0 42.40 40.6
SDT-24L 118M 6.16 28.92% 29.02 27.9 124M 33.81 30.10% 42.42 40.6
Deep-RPR-24L 118M 9.80 0 29.39 28.3 124M 55.32 0 42.67 40.9
SDT-RPR-24L 118M 6.71 31.53% 29.39 28.3 124M 37.59 32.05% 42.69 40.9
Deep-48L 194M 16.38 0 29.44 28.3 199M 90.85 0 42.75 41.0
SDT-48L 194M 10.65 35.02% 29.60 28.5 199M 55.35 39.08% 42.82 41.0
Deep-RPR-48L 194M 19.58 0 30.03 28.8 199M 116.92 0 43.08 41.3
SDT-RPR-48L 194M 11.75 39.98% 30.21 29.0 199M 64.46 44.90% 43.29 41.5
Deep-24L (Big) 437M 37.41 0 29.90 28.7 N/A N/A N/A N/A N/A
SDT-24L (Big) 437M 18.31 47.41% 29.93 28.7 N/A N/A N/A N/A N/A
Deep-RPR-24L (Big) 437M 38.80 0 30.40 29.2 N/A N/A N/A N/A N/A
SDT-RPR-24L (Big) 437M 18.51 52.30% 30.46 29.3 N/A N/A N/A N/A N/A
Table 1: Results of deep models on WMT14 En-De and WMT14 En-Fr tasks by the model parameters [million],
training costs [hours], acceleration rates [%], BLEU scores [%],△ BLEU [%] and Sacrebleu scores [%].
ative position representation (RPR) to strengthen
the position embedding model (Shaw et al., 2018).
We only used the relative key in each layer.
We batched sentence pairs by approximate
length, and limited input/output tokens per
batch to 4, 096/GPU. Following the method of
(Wang et al., 2019), we accumulated every two
steps for a better batching. This resulted in ap-
proximately 56, 000 source and 56, 000 target to-
kens per training batch. The deep models were
updated for 50k steps on the En-De task and 150k
steps on the En-Fr task. All models were trained
on 8 NVIDIA TITAN V GPUs with mix-precision
accelerating. For fair comparison, we trained the
deep Pre-Norm Transformer with the same set-
tings reported in Wang et al. (2019). And all re-
sults are the average of three times running with
different random seeds. We chose different hyper-
parameter settings for the models.
• Base/Deep Model. The hidden layer size
of self-attention was 512, and the size of
feed forward inner-layer was 2, 048. Also,
we used 8 heads for attention. For training,
we set all dropout to 0.1, including residual
dropout, attention dropout, relu dropout. La-
bel smoothing ǫls = 0.1 was applied to en-
hance the generation ability of the model.
• Big Model. We used the same architecture
as Transformer-Base but with a larger hidden
layer size 1, 024, more attention heads (16),
and a larger feed forward inner-layer (4, 096
dimensions). The residual dropout was set to
0.3 for the En-De task and 0.1 for the En-Fr
task. Additionally, the same depth (6) on both
encoder and decoder side with Base model.
For deeper Big model, we only change the
encoder depth.
For evaluation, we averaged the last 5 consec-
utive checkpoints which were saved per training
epoch on all WMT models. For all datasets, the
length penalty was set to 0.6 and the beam size
was set to 4.
5.3 Results
Table 1 summarizes the training cost and the trans-
lation quality on the WMT En-De and En-Fr tasks.
First, we compare deep Transformer systems (Pre-
Norm) with previously reported systems. Deep
Transformer brings substantial improvements than
big counterparts within the same experiment set-
tings5. In addition, our SDT method enables effi-
cient training for deeper networks with no loss in
BLEU. As we can see from Table 1, the systems
trained with the SDT method achieve comparable
5The models of Ott et al. (2018) were trained on 128
GPUS. And Wu et al. (2019b) trained their networks for
800, 000 steps.
Reset-lr Copy-Initialization BLEU
× × 27.33
X × 27.98
× X 29.93
X X 30.21
Table 2: Effect of learning rate schema and copy-
initialization strategy.
Copy-Initialization Interval BLEU
Top only g = 6 29.20
Interpolation g = 6 29.46
g Top-most g = 6 30.21
Table 3: The comparison of our method with other copy
initialization strategies.
or even higher BLEU scores with their baselines,
and the training costs are much less.
Another finding is that systems encoding rel-
ative position representation in the same en-
coder depth outperform their baselines by 0.44 −
0.59 BLEU points on the En-De task, indicat-
ing that relative position representation can further
strengthen deep Transformer. Similarly, it is ob-
served that SDT can also speed up the RPR en-
hanced systems with no loss of translation qual-
ity. The speedup is larger for deeper models that
the SDT method speeds up the training of 48-
layer systems by 35.02% − 39.98%. Surprisingly,
both SDT-48L and SDT-RPR-48L achieve modest
BLEU improvements compared with the baseline.
This indicates that the benefit from enlarging en-
coder depth gradually decreases and our method
alleviates the overfitting problem when the model
is extremely deep.
To further validate the effectiveness of SDT
method, we experimented on 24-layer Big mod-
els. Through Table 1 we see that, it achieves up
to 52.30% speedup and match the performance
with learning from scratch. Note that the training
time of Deep-24L (Big) and Deep-RPR-24L (Big)
are 37.41 and 38.80 hours respectively because the
models were only optimized by 50k steps and they
converged on the validation set. The finding here
is similar with Wang et al. (2019)’s work that deep
encoders can speed up the training process with a
large learning rate. In addition, the BLEU score
of SDT-RPR-24L (Big) is 30.46, which matches
with the state-of-the-art within less parameters and
training cost. Another finding here is the speedup
of SDT training may gets larger when the model
Strategy Interv. Speedup BLEU
g = 3 1 36.7% 29.38
g = 6 2 39.9% 30.21
g = 9 4 42.1% 29.47
g = 6, 9, 12, 15 4 51.8% 29.78
Table 4: BLEU scores [%] vs. speedup of different
stacking strategies during training.
System Speedup BLEU Sacrebleu
Deep-RPR-30L N/A 29.52 28.4
DLCL-RPR-30L ref 30.01 28.9
Sparse-RPR-30L 8.9% 29.90 28.8
SDT-RPR-30L 42.1% 29.95 28.9
SDT-RPR-54L N/A 30.33 29.2
SDT-RPR-60L N/A 30.28 29.1
Table 5: Comparison of DLCL and our work.
architecture gets more complex.
The similar phenomenon is observed in the
WMT En-Fr task, a much larger dataset than that
of the En-De task. The results in Table 1 show the
effectiveness of our SDT method. It accelerates
the training procedure by 44.90% with nearly 0.2
BLEU improvement on a 48-layer RPR system.
The larger the dataset is, the greater the speedup
will be. Note that our 48-layer deep system
matches the state-of-the-art reported in (Ott et al.,
2018; Wu et al., 2019a,b) within 8 GPUs training.
We will furthermore verify whether there is an
another improvement when we switch to a much
larger batching schema. However, due to the large
size of En-Fr dataset, optimizing a 24-layer Big
model is quite time consuming, thus we have not
finished the training yet. The experimental results
can be found in our codebase soon. In addition,
another benifit brought by SDT is that we can effi-
ciently build the ensemble system given an already
optimized model, we will show more details in our
codebase.
6 Analysis
6.1 Ablation Study
In Table 2, we summarize the effect of resetting
the learning rate and copy-initialization strategy in
our SDT method. We choose SDT-RPR-48L as
our baseline due to its strong performance. We
see, first of all, that the copy-initialization plays
an important role in our shallow-to-deep training
process. For example, the BLEU score decreases
dramatically if we stack the model from 6 layers
6 12 18 24 30 36 42 48
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Figure 6: The comparison between learning from
scratch and SDT against different encoder depth.
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Figure 7: Inter and Emb Similarity of Stack-12L.
to 12 layers and initialize the new block by a uni-
form distribution. This can be explained by the
fact that every top-most layers are not sufficiently
converged in stacking. Another observation is that
the reset learning rate can also facilitate the train-
ing, enabling the model to learn fast and bringing
nearly a +0.3 BLEU improvement. Moreover, we
compare different copy-initialization strategies, in-
cluding initializing the new group by copying the
g top-most layers, copying the top-most layer for g
times and inserting the layer right after each exist-
ing layer in the group. From Table 3, we observe
that our copying g top-most strategy achieves best
performance.
Also, we investigate the impact of different
stacking strategies on translation quality and
speedup. Table 4 shows results of the models
trained with different settings of g and training
intervals6. Row 4 denotes the case that we stack
the shallow model in an incremental way. We find
that the stacking strategy and its training interval
make great impacts on both translation quality and
speedup. We need a trade-off to select the “best”
system in different situations. For example, our de-
fault strategy (line 2) obtains the best performance,
and the incremental stacking achieves the biggest
speedup.
6Training interval means the training epoch of each newly
stacking model
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Figure 8: The comparison of Emb Similarity between
Base48 and SDT-48L systems.
System BLEU △BLEU
Pre-Norm-6L 27.05 0
Pre-Norm-12L 28.33 ⇑ 1.28
Stack-12L 28.04 ⇑ 0.99
Reg-6L 27.45 ⇑ 0.40
Table 6: BLEU scores [%] of several systems.
6.2 Comparison with Previous Work
Next, we compare the system Transformer-DLCL
(Wang et al., 2019) with our SDT system. Table
5 shows the BLEU scores of the models trained
with DLCL, sparse connection and SDT based on
RPR, respectively. We see that Sparse-RPR-30L
can achieve comparable performance with DLCL-
RPR-30L using much fewer connections across en-
coder layers. More interestingly, our SDT-RPR-
30L has a comparable BLEU score with DLCL-
RPR-30L, but is 42.1% faster. In addition, we find
that SDT-RPR-54L outperforms SDT-RPR-30L by
0.38 BLEU scores, but much deeper models can-
not gain more benefits. This result indicates that
deeper representation models might suffer from
the overfitting problem.
Another benefit brought by SDT method is that
we can train a deep Transformer model from a pre-
trained model instead of training from scratch. For
example, we can begin training from a pre-trained
24-layer system to progressively obtain a 48-layer
system. The experimental results in Figure 6 ver-
ify our conjecture. Except the advantage of accel-
erating the training, the models trained through the
SDT method can even slightly outperform those
training from scratch at almost all encoder depths.
This enables us to quickly obtain single systems
in different depth from an already trained system,
which is efficient to build ensemble systems, espe-
cially when the training data is extremely large.
6.3 Similarity of Layers
We show that the inter-similarity and emb-
similarity of shallow models fail to converge in
Section 3. Here, we further study the model behav-
ior for different systems. We fix the parameters of
a well-trained Pre-Norm-6L baseline and stack it
into a 12-layer system by copying the top-6 lay-
ers. The dash lines in Figure 7 denote the new
stacked system Stack-12L. We observe that both
inter-similarity and emb-similarity continue to rise
and decline respectively, which exhibit similar
phenomenon with Pre-Norm-12L which is trained
from scratch. And it also outperforms the baseline
by 0.99 BLEU points and is slightly inferior to Pre-
Norm-12L (Table 6). Motivated by this, we design
a regularization (according to Inter-sim) to con-
strain each layer to learn more global information
on Pre-Norm-6L. Experimental results show that
Reg-6L outperforms the baseline by 0.4 BLEU
scores, indicating that a stronger global representa-
tion substantially improves the NMT model. This
confirms our hypothesis in Section 3.
Figure 8 plots the emb-similarity of Base48 and
SDT-48L. The model trained from shallow to deep
behaves similarly with learning from scratch. The
emb-similarity shows the same trend of decreasing
in terms of similarity, and tends to coverage after
layer 48. The results also indicate that our method
can enbale the deep models to learn efficiently.
7 Related Work
In this section, we discuss the related work from
two aspects as follows:
7.1 Deep Network Modeling
In recent years, researchers gradually concen-
trate on building deep networks for Transformer
(Vaswani et al., 2017). Pham et al. (2019) devel-
oped a 48-layer Transformer for speech recog-
nition and adopted the stochastic residual con-
nection to alleviate gradient vanishing/exploding
problem. Bapna et al. (2018) demonstrated the
challenge when training deep encoder models with
vanilla Transformer on NMT task, due to the gra-
dient vanishing or exploding. They also proposed
a transparent attention mechanism to alleviate the
problem. Wang et al. (2019) demonstrated the es-
sential of layer-normalization in each layer and
proposed the dynamic linear combination method
to ease the information flow. Homochronously,
(Wu et al., 2019b) trained a 8-layer Transformer-
Big with three specially designed components.
More recently, Wei et al. (2020) further enhanced
the Transformer-Big up to 18 layers through a mul-
tiscale collaborative framework. In general, short-
ening the path from bottom to top can obtain con-
sistent improvements in the aforementioned stud-
ies. On the other hand, researchers observed
that proper initialization strategies without any
structure adjustment can also ease the optimiza-
tion of Post-Norm Transformer, which highlighted
the importance of careful parameter-initialization
(Zhang et al., 2019; Xu et al., 2020; Huang et al.,
2020).
7.2 Efficient Training Methods
When the model goes deeper, a challenge is the
long training time for model convergence and the
huge GPU cost. To alleviate this issue, several
attempts have been made. Chang et al. (2018)
proposed a multi-level training method by inter-
polating a residual block right after each exist-
ing block to accelerate the training of ResNets in
computer version. Similarly, Gong et al. (2019)
adopted a progressive stacking strategy to trans-
fer the knowledge from a shallow model to a deep
model, thus successfully trained a large-scale pre-
training model BERT (Devlin et al., 2019) at a
faster rate with comparable performance on down-
stream tasks. Unlike previous work, we only copy
parameters of the g top-most layers and employ
sparse connections across each stacking block in
our shallow to deep training method, which has
not been discussed yet in learning deep MT mod-
els.
8 Conclusions
We have investigated the behaviour of the well-
trained deep Transformer models and found that
stacking more layers could improve the representa-
tion ability of NMT systems. Higher layers share
more global information over different positions
and adjacent layers behave similarly. Also, we
have developed a shallow-to-deep training strat-
egy and employ sparse connections across blocks
to ease the optimization. With the help of learn-
ing rate restart and appropriate initialization we
successfully train a 48-layer RPR model by pro-
gressive stacking and achieve a 40% speedup
on both WMT’16 English-German and WMT’14
English-French tasks. Furthermore, our SDT-
RPR-24L (Big) achieves a BLEU score of 30.46
on WMT’16 English-German task, and speeds up
the training by 1.5×.
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