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Hydrogen Jet Diffusion Flames 
Computations using the joint velocity-scalar probability density function (pdf) method 
as well as benchmark quality experimental data for swirling and nonswirling hydro-
gen jet diffusion flames are reported. Previous studies of diffusion flames reported 
in the literature have been limited to nonswirling flames and have had no detailed 
velocity data reported in the developing (near-nozzle) region of the flames. The 
measurements and computations reported herein include velocities (mean and higher 
moments up to fourth order) and temperature (mean and variance) near the burner 
exit and downstream locations up to 26.5 jet diameters. The velocities were measured 
with a three-component laser-Doppler velocimeter (LDV) and the temperature was 
measured using coherent anti-Stokes Raman spectroscopy (CARS). The joint pdf 
method offers significant advantages over conventional methods for computing turbu-
lent reacting flow, and the computed results are in good agreement with data. This 
study serves to present data that can be used for model validation as well as to 
validate further the joint pdf method. 
Introduction 
Although jet diffusion flames have been studied extensively 
and reported in the literature (Magre and Dibble, 1988; Masri 
et al., 1988; Drake, 1988; Bilger, 1989; Chen and Kollmann, 
1992; Barlow and Carter, 1994; Nandula et al , 1994, to name 
only a few), there are voids with respect to two key aspects. 
First, there are no detailed measurements, especially velocity 
measurements, in the developing regions of the flames, and 
second, the flames have been predominantly nonswirling. Swirl 
is widely used in practical combustion systems such as gas 
turbine combustors for flame stabilization and enhancing fuel-
air mixing and combustion intensity. It is necessary that the 
turbulent combustion models be validated in detail in simpler 
flames incorporating the essential features of practical flows 
before they can be used with confidence to design practical 
combustion systems. In the present study, detailed velocity and 
temperature measurements are presented for swirling and non-
swirling hydrogen jet diffusion flames in the developing region 
of the flames (<30 jet diameters in axial distance), and the 
measurements are used to further validate the joint velocity-
scalar pdf method. 
Several previous studies, reviewed by Pope (1990) as well 
as more recent works, have established the pdf method as the 
most suitable method for accurately computing the details of 
the flow and chemistry in complex turbulent reacting flows of 
practical interest. Ongoing work at Allison Engine Company 
has focused on the development and validation of the pdf 
method as the next-generation gas turbine combustor design 
and analysis tool. Unlike in the currently used turbulence mod-
els, the most important processes, namely convection by both 
mean and fluctuating velocities, reaction and turbulence/chem-
istry interactions appear in closed form in the joint velocity-
scalar pdf method and need not be modeled (Pope, 1985). The 
joint pdf method has been applied to a number of reacting 
and nonreacting flows including several premixed and diffusion 
flames (e.g., Anand and Pope, 1987; Tiang et al., 1993; Norris 
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and Pope, 1994), and two and three-dimensional recirculating 
flows (Anand et al., 1990; Haworth and El Tahry, 1991) to 
name only a few. Recently, computations of swirling flows 
with the pdf method were reported by Anand et al. (1993) and 
validated against benchmark data reported by Takahashi et al. 
(1992) for constant-density swirling flows from the same con-
figuration used in the present study. The present computations 
of diffusions flames with the pdf method differ from previous 
computations in that for the first time: (a) swirling diffusion 
flames are being computed and (b) detailed comparison with 
data is made in the developing region of the flame. 
Another notable feature of the measurements reported in this 
study is that the velocity correlations, as in Takahashi et al. 
(1992), are conditional upon the fluid originating from a given 
inlet stream, so errors due to velocity bias are avoided. These 
conditional quantities are readily computed in the pdf method 
without need for additional modeling, and serve as severe tests 
for the method's ability to predict the details of the individual 
streams and the transport processes between the streams. 
Experimental Setup and Techniques 
Figure 1 shows a schematic of the combustor system used. 
It consists of a central fuel tube (9.45 mm inner diameter [D], 
0.2 mm lip thickness, 806 mm length) and a concentric annulus-
air tube (26.92 mm inner diameter) centered in a vertical test 
section (150 X 150 mm square cross section with rounded 
corners, 486 mm length) through which external air is supplied. 
The test section is sided with four quartz windows for optical 
observations and diagnostics. A helical vane swirier unit can 
be placed in the annulus channel 96 mm upstream from the jet 
exit. Swirlers of vane angles 0 deg, 30 deg, and 45 deg were 
used in the present study. 
The three-component LDV system, described in detail by 
Takahashi et al. (1994a), consists of the two segments of three-
beam two-channel optics and two-beam one-channel optics. The 
former utilizes a 514.5 nm line of an argon-ion laser (Spectra 
Physics 171; 15W nominal output) and measures the velocity 
components in the directions of ±45 deg off the jet axis. The 
latter utilizes a 488.0 nm line of the laser and measures the 
tangential velocity component. The overlapping probe volume 
is approximately a 100-/xm-dia sphere. The calculated fringe 
spacing is approximately 3.6 //m. Submicron-size zirconia 
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Fig. 1 Schematic of the swirling jet diffusion flame combustor test 
section 
(Zr02) particles (97 percent < 1 yum) are used as the seed 
particles. A portion of the data was filtered out by the so-called 
n — a method (i.e., velocities whose deviation from the mean 
exceeded n times the standard deviation [a] are eliminated). 
The coefficient n = 4 was employed because preliminary pro-
cessing tests showed that n = 3 cut off some valid data and 
altered high moments considerably. 
LDV measurements were made by seeding one stream at a 
time and completing all the axial and radical scans before seed-
ing the next stream and repeating the scans. All the LDV mea-
surements reported are conditional upon the fluid originating 
from either the jet annulus or the coflow. 
The CARS system, described in detail by Takahashi et al. 
(1994b), consists of a pulsed Nd:YAG laser (Quanta Ray DCR-
2A, 10 ns pulse width, 10 Hz repetition rate), dye laser optics, 
incident and collection optics, a \ m grating spectrometer, and 
an intensified charge-coupled device (CCD) camera (Princeton 
Instruments). The output from the laser is frequency doubled 
(532 nm, ~150 mJ) and divided into four beams of nearly 
equal intensity. Two of these serve as the pump beams, while the 
other two pump a dye laser oscillator and amplifier to provide a 
broadband Stokes beam centered at 607 nm. The Stokes beam 
and the two pump beams are then focused together in a folded 
BOXCARS configuration. The effective probe volume size is 
estimated at approximately 25 /xm in diameter and 250 fj,m in 
length. Typically, 500 CARS signals are acquired at each loca-
tion and processed by a microcomputer. The CARS measure-
ments are based on nitrogen molecules originating in air. Unlike 
seed particles, which follow fluid elements, molecules diffuse 
among different species. Therefore, the CARS data are uncondi-
tional upon the origin of the fluid if they are mixed. In the 
jet-to-annulus fluid boundary zone near the jet exit, the determi-
nation of CARS temperature becomes difficult due to the inter-
ference by nonresonant background emission from hydrogen 
molecules. The accuracy of the temperature measurements is 
estimated to range between 10 percent near room temperature 
and 5 percent near the flame temperature, with the largest contri-
bution to uncertainty from shot-to-shot variation in the Stokes-
laser spectral distribution. 
Computations 
The Joint pdf Method. The pdf method used in the present 
study is the same as that used for the constant-density swirling 
flow study by Anand et al. (1993), except for the addition of 
the thermochemistry and molecular diffusion due to mean scalar 
gradient described later and, obviously, the variability of den-
sity. Only a brief overview is presented here; the reader is 
referred to Anand et al. (1993) for more details. 
In the pdf method, the transport equations for the evolution 
of the joint pdf of velocity, viscous dissipation, and other scalars 
(four in the present study) are modeled and solved using a 
Lagrangian viewpoint. In the pdf transport equation, the terms 
to be modeled are those representing the effects of viscous 
dissipation, the fluctuating pressure gradient, and molecular 
mixing. All other processes are in closed form and need not 
be modeled. The solution is performed by a Monte Carlo 
algorithm. 
In the boundary-layer (parabolic) algorithm used here, the 
joint pdf at each step in the x-direction (axial direction) is 
represented by a large number, N, of notional or modeled parti-
cles. At the axial position x, each particle has the position 
x*(x), velocity U_*(x), the relaxation rate or frequency u*(x), 
and four scalar values/*(x), p * ( / * ) , T*(f*), andc*(x). The 
sca lar /* is the mixture fraction (conserved scalar) used to 
model the thermochemistry. Its value changes due to turbulent 
and molecular mixing and molecular diffusion. The scalars p* 
and T* are density and temperature, respectively, and are de-
rived from / * based on the thermochemistry used. The scalar 
c* is a passive scalar with no source terms (i.e., c* is held 
constant), and is used to tag particles by their jet of origin. 
In the general step from x to x + Ax, each particle evolves 
over a time interval At* given by: 
At" Ax/U, (1) 
The values of velocities, frequency, and mixture fraction vary 
during the time interval according to the following models de-
scribed in greater detail by Anand et al. (1993). The velocities 
evolve according to the modified Langevin model (Pope, 1991), 
which includes the acceleration due to mean pressure gradient 
(l/p*)(d(P)/dxj) and models the effects of the fluctuating 
pressure gradient and viscous dissipation. The model constant 
C0 is set to 3.5 as in Anand et al. (1993) and other previous 
studies (e.g., Pope, 1991). The mean pressure gradients (both 
lateral and axial) are important, especially for swirling flows, 
and are calculated, as described by Anand et al. (1993), from 
the lateral momentum equation and the boundary-layer assump-
tions. An important observation regarding the acceleration due 
to mean pressure gradients is that particles of differing densities 
(e.g., burned and unburned particles) are accelerated by differ-
ent amounts. This is the basis for the ability of the pdf method 
to compute turbulence/chemistry interaction phenomena auto-
matically such as countergradient diffusion (see Anand and 
Pope, 1987) while conventional models require additional spe-
cialized modeling for such phenomena. 
The evolution of the instantaneous turbulence frequency 
uj*(=e*/k where e* is the particle dissipation and k is the un-
weighted mean turbulent kinetic energy) is modeled by the 
stochastic dissipation model (Pope, 1991). The same model 
constants used by Anand et al. (1993), namely Cul = 0.04 and 
C„2 = 0.07, are used in the present study. It should be noted 
that the stochastic model for velocity (Langevin model) uses 
the particle (instantaneous) dissipation rather than a mean dissi-
pation value, thereby incorporating the effect of a range of 
turbulent time scales represented by the pdf of co* rather than 
a single time scale. 
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The turbulent mixing (i.e., turbulent convection) of the mix-
ture fraction ( / *) is in closed form and need not be modeled. 
The molecular mixing is modeled using the improved mixing 
model (Pope, 1982) with the standard model constant Cf = 2.0. 
The molecular diffusion process is represented by Fick's Law. 
Typically, although it is in closed form, molecular diffusion 
due to mean scalar gradient is not explicitly included in the 
computations for high Reynolds number turbulent flows since 
turbulent mixing is dominant. However, in the present study, 
molecular diffusion is explicitly included since the stoichiomet-
ric surface lies at the outer edge of the shear layer (for most 
diffusion flames and especially for hydrogen flames due to the 
low value of the stoichiometric mixture fraction and the high 
diffusivity of hydrogen). In this region, the turbulent intensity 
is low and molecular diffusion plays an important role in the 
radial spread of the flame. The change in / * due to molecular 
diffusion is given by: 
expression, as in Anand et al. (1993), based on the assumption 
of local equilibrium of the turbulence: 
A / * = ^ ^ 
p*r dr ^m (2) 
where (p) and ( / ) are the mean density and mixture fraction 
respectively, and Df is the diffusivity taken as a function of ( / ) 
from Bilger (1982): 
Dt= 0.26 + 257( / ) + 3.5 X 10
8 ( / ) 5 (crrrVs) 
forO =s (/> =s 0.0325; and 
Df = 3.8 - 3.03</> + 27.5(1.0001 - ( / »
1 0 (cm2/s) 
for 0.0325 < ( / ) s l . 0 . 
Means and other correlations are extracted from the solution 
at any desired axial station x by forming sums of particle proper-
ties within spatial bins in the lateral direction (r-direction) and 
fitting cubic fl-splines to these sums. Typically density-
weighted (Favre) means are calculated as is appropriate for 
reacting flows; however, means weighted by any desired quan-
tity can be computed. 
Thermochemistry. Due to the highly reactive nature of the 
fuel used, namely hydrogen, the thermochemistry in the present 
study is described using a fast one-step reaction in equilibrium. 
This allows the modeling of the diffusion flame using a single 
conserved scalar, the mixture fraction that is unity in the hydro-
gen stream and zero in the air streams. The reaction is com-
pletely described by the evolution of the mixture fraction. The 
temperature and density are then functions of mixture fraction 
alone and are determined from the equilibrium composition at 
the given value of/, using the heat of combustion, the specific 
heat at constant pressure (Cp) of the mixture as a function of 
temperature, and the ideal gas law. In the present study the 
equilibrium calculations were performed at different values of 
/prior to the pdf calculations and the values of specific volume 
(inverse of density) and temperature were tabulated for use 
(through linear interpolation) in the pdf calculations. The tables 
consisted of 21 points between / = 0 and the stoichiometric 
value/, = 0.0282 and 51 points between/, and / = 1 to provide 
sufficient accuracy for the pdf calculations. 
Initial Conditions. Initial conditions for the computations 
are prescribed from experimental data. The first measurement 
station x = 1.5 mm (x/D = 0.16) is taken as the initial plane 
for the calculations. The initial velocity pdf is prescribed to be 
joint normal with the mean and covariances taken from linearly 
interpolated experimental data. The initial pdf of relaxation rate 
is taken to be log-normal, i.e., In (w*/( w)) has a normal distribu-
tion with mean and variance — \ and 1, respectively, in accor-
dance with the construction of the model. The initial profile of 
{(J) is derived from experimental data using the following 





d(u)V | (d(w) {W)Y 
dr J \ dr r I 
(3) 
(4) 
and C/x = 0.09. 
The initial profiles of the mean mixture fraction and its vari-
ance (f2) are deduced from the measured mean and variance 
of temperature at the x = 1.5 mm location. The value of ( / ) is 
deduced from the tabulated values of temperature versus mix-
ture fraction and the value of ( / n) is estimated by 
f ,2 
' / / = T 1st (5) 
where T'2 is the measured variance of temperature, and Ts, 
(=2377 K) is the temperature at the stoichiometric mixture 
fraction/,. The pdf of / i s prescribed to be Gaussian with mean 
( / ) and variance (f2). 
Results and Discussion 
Experiments and computations were performed for the four 
cases listed in Table 1. The velocities [/,-, Utt, and Ue are the 
nominal bulk-averaged axial velocities of the fuel jet, annular 
air jet, and the coflowing air stream, respectively. Two of the 
cases are nonswirling and two are swirling. For Case 2, the 
high-velocity nonswirling case, the lip thickness of the fuel tube 
used was 1.2 mm in order to anchor the flame and keep it from 
lifting. For all other cases, the tube walls were chamfered to 
form knife edges at the exit. 
The nominal Reynolds number for the hydrogen jet based on 
Uj and the jet diameter (D) is 2208 for Case 1 and 8830 for 
the others, and the nominal Reynolds number for the annular 
air jet based on Ua and its hydraulic diameter is 8400 for Case 
1 and 33,600 for the others. The swirl numbers for the annular 
jet, calculated from the measured axial and tangential velocities 
at the initial plane, are 0.382 for Case 3 and 0.516 for Case 4. 
To be concise, only sample results from a nonswirling case 
(Case 2) and the two swirling cases in Table 1 will be presented 
here. Case 2 was selected to allow a more direct comparison 
between the nonswirling and swirling cases. Detailed tables and 
plots of the measured data for the four cases are reported in 
Takahashi et al. (1993a, b; 1994a, b, c, d) , and the tabulated 
data are available on diskettes. Measurements have been made 
at axial stations x/D = 0.16 (initial plane), 1.06, 2.65, 5.29, 
7.94, 15.9, and 26.5. Radial profiles of conditional mean veloci-
ties and velocity correlations up to fourth order as well as uncon-
ditional mean and variance of temperature have been reported. 
The notation used to present the results for the velocity com-
ponents is t/ = ( [ / , V, W) = ((U) + u, (V) + v, (W) + w). 
The notation for the temperature results is presented later. The 
Table 1 Flow conditions 









4 1 0 
20 4 0 
20 4 30 
20 4 45 
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measured mean axial velocity on the centerline at x/D = 0.16 
denoted as (U)oc is used to normalize the velocities and the 
temperature at the stoichiometric mixture fraction, Ts, (=2377 
K), is used to normalize temperatures. The values of (U)oc are 
132.8 m/s, 130.3 m/s, and 130.0 m/s for Cases 2, 3, and 4, 
respectively. The radial distance is normalized by the fuel jet 
radius R(=D/2). 
Figure 2 shows the computed conditional and unconditional 
mean axial velocity profiles for the nonswirling case (Case 2) 
compared against measurements at various axial stations. The 
calculations are in good agreement with data. There are differ-
ences in the velocities of the fluids originating from the different 
streams as expected. The annulus air increases its axial velocity 
as it moves toward the central jet, but its axial velocity remains 
lower than that of the central jet. As the jets spread, the profiles 
become flatter and the differences get smaller at the downstream 
locations x/D = 15.9 and x/D = 26.5 (not shown). While the 
unconditional data cannot be deduced from the conditional data 
without additional measurement of the intermittency factor for 
the different streams, unconditional and conditional quantities 
of any order can be extracted from the pdf solution. The uncon-
ditional mean axial velocity in Fig. 2 lies between the condi-
tional values as expected. 









_l | i^~y v I v—" I 
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Fig. 2 Radial profiles of computed conditional and unconditional mean 
axial velocity (lines) compared against data (symbols) for the nonswirling 
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Fig. 3 Computed profiles of Favre-averaged^ mean temperature « T » 
and Reynolds-averaged mean temperature (T) compared against data 
(symbols) for the nonswirling case (Case 2) 
Figure 3 shows the computed profiles of mean temperature 
for Case 2 compared against data. Both the Favre-averaged 
(density-weighted) mean temperature (7") and the Reynolds-
averaged (volume-weighted or spatially averaged) mean tem-
perature denoted by T are shown. The Favre average is lower 
in the flame's outer radial region where there is significant 
probability of both hot products and cold air, since the cold 
air is an order of magnitude denser (1.17 kg/m3 at the inlet 
temperature of 298 K) and contributes more to the average than 
the hot rarer air (0.125 kg/m3 at T„), whereas on the inside of 
the flame the difference is negligible since the densities of cold 
unburned hydrogen (0.082 kg/m3 at the inlet temperature of 298 
K) and the burned products are of the same order of magnitude. 
Clearly, the spatial mean is much closer to the measured data, 
illustrating that the CARS measurement represents a spatial 
average and is not weighted by the mass flow into the measure-
ment volume. This is an important observation and draws atten-
tion to the fact that although Favre averages are conventionally 
used in the computations of variable-density flows, one has to 
be careful to use the appropriate averaging while comparing 
with measurements. On the other hand, if the seeding of the 
flow is uniform, LDV measurements represent Favre means, 
and hence the Favre means are used while comparing velocity 
data. However, the velocity statistics computed using Reynolds 
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averaging were nearly identical to those computed using Favre 
averaging. This indicates that the velocity distributions of the 
high and low-density fluids in the mixture are nearly identical 
at any point in the flow. 
The calculated profiles of (volume averaged) temperature in 
Fig. 3 show that the locations of the temperature peaks are well 
predicted; however, the peak values are lower than the measured 
values in the region between x/D = 2.65 and x/D = ISA. At 
the further downstream locations x/D = 15.9 and x/D = 26.5, 
the calculated temperature is higher than the data at the outer 
radial locations. 
Figure 4 shows the temperature variance for the nonswirling 
case (Case 2). Again, the Reynolds-averaged variance is in 
much better agreement with the data than the Favre average. 
The second peak of temperature variance on the inside (i.e., 
toward the centerline) seen in the calculations corresponds to 
the inner gradient of the temperature peak. Obviously, this is 
the region that lacks nitrogen and the CARS data are either not 
available or the measured temperature variance is expected to 
be low in this region. 
The data as well as the computations in Figs. 2, 3, and 4 
show that the flame lies at the outside edge of the shear layer 
between the fuel jet and the annulus jet as expected due to the 
low value of/,,. 
x/D= 26.5 
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Fig. 4 Computed profiles of Favre-averaged temperature variance 
(<T'2)) and Reynolds-averaged mean temperature (T'2 ) compared 
against data (symbols) for the nonswirling case (Case 2) 
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Fig. 5 Radial profiles of computed conditional mean axial velocity (lines) 
compared against data (symbols) for the 30 deg swirl case (Case 3) 
Results for the 30 deg swirl case (Case 3) will now be 
presented. Figure 5 shows the radial profiles of mean conditional 
axial velocity at different downstream stations in the developing 
region. For clarity of the figure, the calculated unconditional 
velocity is omitted. The spreading of the jet is much faster than 
in Case 2 as a result of the enhanced mixing due to swirl in 
Case 3. The location of the shear layer is at a larger radial 
distance and the width of the shear layer is also larger than for 
the nonswirling case (Fig. 2) , for example at x/D = 7.94. 
Differences between the conditional means from the three 
streams are evident. 
Overall, the computations are in good agreement with the 
data in terms of the trends, locations, and magnitudes of the 
conditional velocities; however, some differences exist. The 
computations show a slightly slower rate of spreading of the 
hydrogen jet than the data. Although the spreading rate in the 
computations could be adjusted by adjusting the constants in 
the Langevin equation and the turbulent frequency equation, 
the differences are not significant enough to undertake such an 
exercise; hence, the constants used in previous studies (e.g., 
Anand et al , 1993) were retained. The data, especially at x/D 
= 2.65 and 5.29, indicate the outer edge of the hydrogen jet 
spreads especially faster than the bulk of the jet. The differences 
between the conditional velocities and the differences between 
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the computations and the data diminish at the downstream loca-
tions xlD = 15.9 and 26.5 (not shown here). 
Figure 6 shows the conditional mean tangential (or swirl) 
velocities for Case 3. The development and decay of the swirl 
in the three streams are well predicted, although the computa-
tions show larger differences between the swirl velocities of the 
different streams than indicated by the data. The computations 
show that the swirl velocities for the initially nonswirling hydro-
gen jet and coflowing stream lag behind those for the annular 
swirling jet as one may expect. 
The calculated Reynolds-averaged mean temperatures T are 
compared against data in Fig. 7. The agreement between that 
computation and the data is better than in Case 2 in terms of 
the magnitude and shape of the temperature peaks. For the 
swirling case (Case 3), the measured temperature peaks are 
lower at corresponding axial stations than in Case 2 (see Fig. 
3) and the profiles show more spreading indicative of enhanced 
turbulent mixing due to swirl. Also, at the corresponding axial 
stations the peaks are located at a slightly larger radial distance 
for Case 3 than for Case 2 due to the centrifugal action of the 
swirl. These observations are consistent with the observations 
made for the mean axial velocity profiles shown in Fig. 5. 
Figure 7 also includes the calculated profiles of f without the 
explicit inclusion of molecular diffusion in the computations. 
• JET FLUID 
• ANNULUS 
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Fig. 6 Radial profiles of computed conditional mean tangential ve-
locity (lines) compared against data (symbols) for the 30 deg swirl 
case (Case 3) 
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Fig. 7 Computed profiles of Reynolds-averaged mean temperature 
with (solid lines) and without (dotted lines) the inclusion of molecular 
diffusion compared against data (symbols) for the 30 deg swirl case 
(Case 3) 
Overall, the inclusion of molecular diffusion improves the 
agreement of the computations with the data. It is interesting 
to note that the computed mean and other velocity statistics 
were nearly the same with or without the inclusion of molecular 
diffusion although the mean temperature profiles (and other 
scalar statistics) changed. This indicates that small changes in 
the local heat release rate do not have a very strong influence 
on the hydrodynamics of the flames studied. 
The measured and calculated temperature variances are 
shown in Fig. 8. The comments regarding the inner peak in the 
computations made in conjunction with Fig. 4 are more clearly 
illustrated in this figure. The magnitudes and shapes of the outer 
peaks are well predicted, although the predictions are slightly 
higher for the downstream locations xlD a 7.94. 
Figures 5-8 show that the peak temperature (i.e., the flame) 
still lies at the outer edge of the shear layer between the jet and 
the annulus flows, but the broadening of the temperature peaks 
show that the flame is spreading into the shear layer more than 
in the nonswirling case. Overall, the computations and data 
(Figs. 5-8) show enhanced mixing and spreading of the flame 
due to swirl compared to Case 2. The computed velocity and 
temperature statistics are in good agreement with the data, and 
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Fig. 8 Computed profiles of Reynolds-averaged temperature vari-
ance (lines) compared against data (symbols) for the 30 deg swirl 
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Fig. 9 Radial profiles of computed conditional mean axial velocity (lines) 
X / D = 5 . 2 9 compared against data (symbols) for the 45 deg swirl case (Case 4) 
sponding radial profiles of the mean axial and tangential veloci-
ties at x/D = 2.65 in Figs. 9 and 10. 
The centrifugal motion, coupled with the volume expansion 
of the annular air in the flame zone, causes the data rate for the 
annulus air seed to be low enough that data cannot be collected 
in a region between the hydrogen jet and the annulus air near 
the nozzle exit. These voids in the data can be noticed in Figs. 
9 and 10 (up to x/D = 2.65 for Case 4) and in Figs. 5 and 6 
(up to x/D = 1.06 for Case 3). The radial velocities in the 
bulk of the annular swirling jet in the nonreacting cases were 
less than 2 m/s and directed inward (Takahashi et al, 1992, 
1993b) and hence did not cause such a problem for LDV mea-
surements. 
Another interesting observation is that although the initial 
swirl velocity is higher for Case 4 than Case 3, the peak swirl 
velocity of the annular air is approximately the same for the 
two cases at xlD - 2.65 as dictated by the conservation of 
the spreading and decay of the mean and swirl velocities are 
well predicted. 
Figures 9, 10, and 11 show the conditional mean axial and 
swirl velocities and the unconditional Reynolds-averaged tem-
perature, respectively, at two axial stations for the 45 deg swirl 
case (Case 4) . The axial and swirl velocity data indicate much 
higher mixing and spreading than the 30 deg swirl case (Case 
3) as expected. The location of the peak temperature (see data 
in Fig. 11) at xlD = 2.65 is at a significantly larger distance 
for Case 4 (r/R ~ 2.5) than for Case 3 (r/R ~ 2.0), while at 
x/D = 7.94 the peak temperature is located at nearly the same 
location (r/R ~ 2.15) for both cases. This indicates that the 
peak flame location expands to a larger radius in the near nozzle 
region for the 45 deg swirl case, but moves back (indeed con-
tracts) to about the same location as for the 30 deg swirl case, 
at the downstream locations. This expansion near the nozzle is 
due to the larger centrifugal force in the higher swirl case forc-
ing both the annular swirling air and the hydrogen jet to a 
larger radius (the volume expansion of the annulus air due to 
combustion induces a radial velocity in the annular jet for all 
the cases). Indeed, the data for mean radial velocities at the 
initial plane (presented in Takahashi et al., 1994c, d) show that 
the outer edge of the hydrogen jet and the bulk of the annulus 
air have outward mean radial velocities of approximately 5 ml 
s for Case 4 and about 2 m/s for Case 3. Evidence of this 
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Fig. 10 Radial profiles of computed conditional mean tangential ve-
locity (lines) compared against data (symbols) for the 45 deg swirl 
case (Case 4) 
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Fig. 11 Computed profiles of Reynolds-averaged mean temperature 
(lines) compared against data (symbols) for the 45 deg swirl case 
(Case 3) 
angular momentum, due to the larger radial movement of the 
annular air in the former case. 
The computations for Case 4 (Figs. 9, 10, and 11) are in 
good agreement with data and predict the jet spreading, the 
decay of the swirl, and the temperature profile well for x/D 
= 7.94 and beyond. There are some significant discrepancies 
between the data and the computations, especially in the mean 
temperature profile for x/D == 2.65. The preceding discussion 
of the strong swirl and radial velocity and the suggestion by 
the data in Fig. 9 that the flow is tending toward recirculation 
indicate that the boundary layer assumptions are seriously vio-
lated in the near-nozzle region and, hence, the calculated radial 
and mean pressure gradients are in error. Therefore, it is not 
reasonable to expect that the boundary layer algorithm will 
accurately calculate the flow in this region. Some evidence of 
this is also seen in Figs. 5 and 6 aXx/D = 1.06, but the problem 
is more severe for the 45 deg swirl case. The large density ratio 
between the fuel/burned gas and the cold air also compounds 
the problem. It is emphasized that the shortcoming is not that 
of the pdf method, but rather it is due to the fact that the 
boundary layer assumptions are not valid under the conditions 
encountered in this region. Elliptic flow calculations with the 
pdf method, such as in Anand et al. (1990), planned for the 
future are expected to give a better agreement in the near-nozzle 
region. 
The temperature and velocity profiles for Case 4 again indi-
cate that the peak temperature location falls at the outer edge 
of the shear layer between the jet and the annulus; however, it 
is more into the shear layer and spreads faster into the shear 
layer than in the two cases presented previously (compare ve-
locity and temperature profiles at x/D = 7.94 for example). 
Higher order turbulence correlations are now presented to 
compare the details of the structure of turbulence computed by 
the pdf method against the data. Correlations of any order, 
including velocity-scalar correlations (not presented here), can 
be extracted from the pdf solution just as velocity correlations 
of any order can be extracted from the LDV data. Figures 12-
15 present sample higher order correlations in the developing 
region of the flame for the 30 deg swirl case (Case 2) . The 
correlations presented are the turbulent kinetic energy (k), the 
turbulent shear stress ({uv}), the triple correlation ((u2v)), and 
the fourth-order correlation ((v4)), respectively. The correla-
tions are in very good agreement with the data in terms of 
magnitudes and trends, and, as in the nonreacting case (Anand 
et al., 1993), show significant differences between the statistics 
of the fluids originating from different streams, especially be-
tween the jet and the annulus fluids. These differences diminish 
as the flow proceeds downstream and the streams mix. It should 
be noted that the conventional second-order closure models 
5.29 
r/R 
Fig. 12 Radial profiles of computed conditional turbulent kinetic en-
ergy (lines) compared against data (symbols) for the 30 deg swirl 
case (Case 3) 
compute only up to the second-order correlations and the third-
order correlations are modeled. Given that the higher order 
correlations are both difficult to measure and compute to a high 
level of accuracy, the good agreement between the data and 
computations observed for all quantities validates the computa-
tions and the data. 
The cases took from approximately 15 minutes (for Case 2) 
to 23 minutes (for Case 4) of CPU time on an IBM RS6000/ 
370 workstation. The nominal number of particles used in the 
simulations was 110,000 and the number of spatial bins used 
(for averaging) was 110. Calculations with 300,000 particles 
yielded nearly identical results. The number of basis functions 
used for the spline fits was 20. 





Fig. 13 Radial profiles of computed conditional turbulent shear 
stress (lines) compared against data (symbols) for the 30 deg swirl 
case (Case 3) 
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Fig. 14 Radial profiles of computed conditional triple correlation 
(u2v) (lines) compared against data (symbols) for the 30 deg swirl 
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Fig. 15 Radial profiles of computed conditional fourth moment <v4> 
(lines) compared against data (symbols) for the 30 deg swirl case 
(Case 3) 
Conclusions 
Computations using the joint velocity-scalar pdf method as 
well as detailed benchmark quality measurements have been 
presented for nonswirling and, for the first time, swirling hydro-
gen jet diffusion flames. The measurements and computations 
reported include velocities (mean and higher moments up to 
fourth order) conditional upon the jet of origin of the fluid 
and temperature (mean and variance) near the burner exit and 
downstream locations up to 26.5 jet diameters. The velocities 
were measured with a three-component LDV and the tempera-
ture was measured using CARS. 
The hydrogen flame, due to the low value of the stoichiomet-
ric mixture fraction for hydrogen/air combustion, is stabilized 
at the outer edge of the shear layer between the hydrogen and 
the surrounding air jet as expected. As the swirl in the air jet 
increases, the location of the peak temperature moves radially 
outward along with the shear layer while still remaining at the 
outer edge of the shear layer. The flame broadens and spreads 
more into the shear layer due to enhanced mixing due to swirl. 
Other relative features of the flames have been studied and 
discussed in detail. 
The computations are in good agreement with data including 
those for fourth-order turbulent correlations, demonstrating and 
further validating the ability of the pdf method to accurately 
compute the details of the flow and the local turbulence struc-
ture. An important finding is that although Favre (density-
weighted) averages are recommended and typically used in 
the computation of reacting flows, the conventional Reynolds 
average is the appropriate average to compare against tempera-
ture data from CARS. 
A relatively simple boundary-layer algorithm with a rela-
tively simple model for thermochemistry used for the com-
putations provided a remarkably good agreement with ve-
locity and temperature data, except very close to the nozzle 
for the high swirl case where the boundary-layer assump-
tions are not likely to be valid. Given the current agreement 
with the data, further complexities in the modeling of the 
thermochemistry such as multistep chemistry, differential 
diffusion of species, and nonunity Lewis number effects 
may not be warranted for the flames studied. The computa-
tions took a maximum of 23 minutes on an IBM RS600G7 
370 workstation. 
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