Composite performance and dependability analysis is gaining importance in the design of complex, fault-tolerant systems. Markov reward models are most commonly used for this purpose. In this paper, an introduction to Markov reward models including solution techniques and application examples is presented. Extensions of Markov reward models to semi-Markov reward models are also mentioned. A brief discussion of how task completion time models and models of queues with breakdowns and repairs relate to Markov reward models is also given.
Introduction
Dependable fault-tolerant computer systems (FTCSs) are designed to continue their operation even in the presence of component or sub-system failures albeit at a reduced performance level. For example in spacecraft flight-control systems, it is essential that computations meet certain real-time constraints so as to avoid catastrophic failures. System outage even for a short period of time cannot be tolerated. Thus it is necessary to design these systems with sufficient redundancy so as to ensure that the performance criteria continue to be met despite faults in certain modules. On the other hand, in transaction processing systems, it is essential that certain throughput and response time requirements be satisfied. Minor interruptions in service, in these cases, are however tolerable.
generating the Markov chains and using efficient methods of storing the large state space, by exploiting the sparsity of the Markov chain generator matrix. Stiffness is caused in the overall model due to the large difference in the rates of occurrence of performance-related events and the rates of the rare, failure-related events. Stiffness leads notice that the failure and repair events are rare, i.e., the rate of occurrence of these events is very small compared with the rates of the performance-related events. Consequently, we can assume that the system attains a (quasi-)steady state with respect to the performance related events between successive occurrences of failure-repair events. Thus, we can compute the performance measures for the system in each of these (quasi-) steady states. The overall system can then be characterized by weighting these quasi-steady state performance measures by the structure state probabilities. This leads to a natural hierarchy of models: a higher level dependability model and a set of lower level performance related models, one for every state in the dependability model.
Several authors have used the latter concept in developing techniques for combined performance and dependability analysis of FTCSs. Early and defining work in this field was done by Beaudry [2] who computed the computational availability until failure for a computer system. Meyer [37, 38] proposed the framework of performability for modeling fault-tolerant systems. All these models can be brought under the broad framework of Markov reward models (MRM) which is the emphasis of this paper.
In Section 2 we present a brief introduction to Markov reward models and the corresponding measures that can be computed. We illustrate these concepts and measures through several examples in Section 3. A brief discussion on the solution methods for MRMs is given in Section 4 and some extensions to the MRM model class are presented in Section 5. In this section we relate Markov reward models to task completion time problems and queues with breakdowns. We also present a brief discussion on generation methods for Markov reward models in Section 6. Some concluding remarks are given in Section 7.
Markov reward models: definition and measures
In this section we present a formal definition of Markov reward models and discuss the measures that can be obtained from them. First, we consider the formal definition of Markov chains.
Let {Z(t), t >/0} represent a homogeneous finite-state continuous time Markov chain (CTMC) with state space Y2. Let N be the number of states in the Markov chain. The generator matrix is given by Q= [qij] where qij, (i~j) represents the transition rate from state i to state j and the diagonal elements qii =--qi = -Ej,iqij. Let Pi(t) be the unconditional probability of the CTMC being in state i at time t, then the row vector P(t) represents the transient state probability vector of the CTMC. The behavior of the CTMC can be described by the following Kolmogorov differential equation:
where /i(t)= d(P(t))/dt and P0 represents the initial probability vector of the CTMC. Let 7r i be the steady-state probability of state i of the CTMC and rr be the steady-state probability vector. In steady state we know that /i(t)= 0. By substituting this in eq. (1) we can derive the following equations for the steady state probabilities: 
which is obtained by integrating eq. 
The above equation can be obtained by taking the limit t ~ o¢ of eq. (3), with z=Ls(oo) and noting that LB(~) = 0. The mean time to absorption MT-I'A is then computed as
Markov chains have been extended by assigning rewards to the states as well as to the transitions [26] . In the former case we speak of ratebased MRMs; in the latter case we speak of impulse-based MRMs. Combinations of the two types are of course also possible. In this paper we restrict ourselves to the former type. Let us now define a reward rate vector r over the states of the CTMC such that a reward rate r i is associated with state i. A reward of ri~" i is accumulated when the sojourn time of the process in state i is ~'i. Let X(t) represent the instantaneous reward rate of the MRM, then X(t)= rz(t). Let 
Y(t)
denote the accumulated reward in the interval [0,t). Then Y(t) is given by: Blake et al. [3] Najjar & Gaudiot [44] Huslende [27] Levy & Wirth [35] Wu [59] Beaudry [2] Ciardo et al. [9] Ciciani & Grassi [12] De Souza & Gail [14] Donatiello & Iyer [15] Goyal & Tantawi [19] Meyer [38] Smith et al. [53] to them. Ciardo et al. [9] extend this method to allow for transient states with zero rewards and also allow the system to be a semi-Markov process. The distribution of the accumulated reward over a finite horizon, ,~'(y, t)= P[Y(t)~<y], on the other hand is difficult to compute, y(y, t) satisfies the equation,
Here ~/*(u, s) is ~(y, t) with the LaplaceStieltjes transform () taken with respect to y followed by a Laplace transform ( * ) taken with respect to t, I is an identity matrix, R= diag[r l, r 2 ..... rN], is a diagonal matrix of reward rates and e is a vector whose entries are all equal to 1. Numerical methods for computing the distribution are presented in [14, 15, 19, 38, 47, 53] . In Table 1 we list different reward based measures that have been computed in the past. Given the MRM framework, the next immediate question that arises is "what are the appropriate reward rate assignments?" The reward rate vector to be assigned depends on whether we are interested in performance, dependability or composite performance and dependability measures. For example, to compute the unreliability of a system, we consider a Markov chain in which all the system failure states are absorbing. We attach a reward rate of 1 to all the down states and zero to all the remaining states. Then E[X(t)] gives the unreliability of the system at time t. By assigning a reward rate of 1 to all the up states and zero to all the down states, E[X(t)] yields the reliability while E[Y(~)] gives the mean time to failure of the system. To compute the availability of the system, define a reward rate vector associating a reward rate of 1 with all the up states and a reward rate of zero with all the down states. The instantaneous availability is given by E[X(t)], the total uptime in the interval [0, t) is given by
E[Y(t)] and the interval availability is 1/tE[Y(t)].
It should be pointed out that reliability and mean time to system failure are meaningful measures only when all the system down states are absorbing states. Conversely, steady-state availability is meaningful only if none of the system states are absorbing states. Instantaneous availability, on the other hand, can be computed in any case. Najjar & Gaudiot [44] Gay & Ketelsen [17] Meyer [37, 38] Grassi et al. [20] Ciciani & Grassi [12] Heimann et al. [25] Trivedi et al. [58] Heimann et al. [25] Trivedi et al. [58] Wu [59] Muppala & Trivedi [41] Muppala et al. [43] Reibman [48] Trivedi et al. [58] Pure performance measures can also be computed using the same framework. For example, if we model the behavior of a queue using the underlying Markov model, the expected number of customers waiting in the queue can be computed by assigning the number of customers at the queue in state i of the Markov model as the reward rate in that state. The expected throughput at the queue can also be computed by assigning the rate of the transition from state i corresponding to the departures from the queue as the reward rate in that state.
If the reward rates are defined to reflect the performance levels of the system in the different configurations, then measures like the expected total amount of work completed in the interval [0, t), the expected throughput of the system with failures and repairs, etc., can be computed. A related approach is to decide the assignment of reward rates based on some performance threshold [35] . We can define the threshold on a performance index and designate all states in which this performance index is below the threshold to be down states (assign a reward rate of zero) and the remaining states as up states (reward state of 1). This approach is well suited for degradable computer systems where, more often than not, the system is not completely unavailable due to failures, but its performance tends to degrade. In Table 2 we list the various performance measures that have been used as reward rates.
Markov reward models: examples
In this section we will look at some examples to illustrate the use of Markov reward models for the composite performance and dependability analysis of computer systems.
A multiprocessor system
We begin with an example given in [58] . Consider a multiprocessor system with n processors. Assume that the failure rate of each processor is 3'. A processor failure is covered with probability c and is not covered with probability ? = 1 -c [6] . Subsequent to a covered failure, the system comes up in a degraded mode after a brief reconfiguration delay while after an uncovered failure, a longer reboot action is required. The reconfiguration times are assumed to be exponentially distributed with mean 1/& the reboot times are exponentially distributed with mean 1/13, and the repair times are exponentially distributed with mean 1/r.
It is assumed that no other event can take place during a reconfiguration or a reboot. The justification for this assumption lies in the fact that in practice the reconfiguration and reboot times are extremely small compared to the time between failures and the repair time. Assume that all failure events are mutually independent, and that a single repair facility is shared by all the processors. We are interested in computing measures based on the steady-state expected reward rate E[X], for this example.
Markov model
The Markov model for this system is shown in Fig. 1 . In state i ~ Sp = {i I1 ~< i ~< n}, the system is up with i processors functioning, and n -i processors waiting for on-line repair. In state x i ~ Src = {xn-i[ i = 0 ..... n -2}, the system is undergoing a reconfiguration from a state with i operational processors to a state with i -1 operational processors. In state Yi E Srb = {Yn-i[ i = 0 ..... n -2}, the system is being rebooted from a state with i operational processors to a state with i -1 operational processors. In state set Sc = {0}, the system is down and waiting for (off-line) repair.
Solving for the steady-state probabilities [58] , we have
Reward assignment
It is assumed that the system is down while a reconfiguration, reboot or an off-line repair is in progress. The Unavailability Us is then computed by assigning a reward rate of 1 to all the down states (Src U Srb U S c) and a reward rate of 0 to all the up sates, i.e. Assume that tasks arriving to the system form a Poisson process with rate h and that the service requirements of tasks are independent, identically distributed according to an exponential distribution with mean 1//z. It is assumed that there is a limited number b of buffers available for queueing the tasks. Tasks arriving when all the buffers are full, are rejected. An M/M/i/b model is used to compute the probability qb(i) of a task being rejected because the buffers are full [22] :
Arriving tasks are always rejected when the system is down. The normalized throughput loss, NTL, defined as the fraction of the jobs rejected, is obtained by assigning a reward rate to each state, equal to the probability that a task is rejected in that state. For the up states, this amounts to assigning a reward rate of qb(i), since the probability that a job is rejected in these states is equal to the probability that all the buffers are full. For all the down states the reward rate is 1, since an arriving job is always rejected when the system is unavailable. Thus, 
NTL = E qb(i)vri + E 7ri + E rri + E "l'gi i eSp i ~Sr,: i ~Srb i ~S e = ~ qb(i)'n'i + U s

Numerical results
We now assign some numerical values and evaluate the model. Let the failure rate y of the processors be 1/6000 failures per hour. The mean time to reboot 1//3 is 5 rain and the mean time to repair a processor 1/r equals 1 h. The reconfiguration is accomplished in mean time 1/6 = 10 s. We assume jobs arrive at a rate of A, where A is varied from 0 to 200 jobs per second. The normalized throughput loss evaluated at A = 0 is equivalent to the unavailability. Each processor has a service rate of p~ = 100 jobs per second. Figure 2 shows the values of the unavailability and normalized throughput loss with the number of processors varying from 1 to 10. The coverage factor c is set to 0.98 and the number of buffers, b, is set to 10. Noting that the difference between the unavailability U S and the normalized through- put loss NTL is only caused by the lack of buffer space (the term E ie Sflb(i)Tr i in Eq. 7), it can be observed that the lack of buffer space is a significant factor in job loss for systems having fewer than 4 processors for small values of A; as A is increased, this factor is apparent for systems across the range of processors.
A multiple-bus multiprocessor system
Das and Bhuyan [13] consider a multiprocessor system using a multiple-bus interconnection. The multiprocessor has M processors, N memories, and B buses where B ~< min(M, N). All the processors and memories are connected to every bus. An arbiter handles the allocation of a bus to a memory having an outstanding request. In this example, we illustrate the use of expected instantaneous reward rate at time t, E[X(t)].
3.Z1. Markov model
Due to the size and complexity of the Markov chain for this example, it is not given in this paper. Interested readers are referred to the original paper [13] . Failure times are assumed to be exponentially distributed with rates Ap, Am, and h b for the processors, memories and buses, respectively. The failure coverage for the example considered is assumed to be 1. The reliability of this system is found by summing the probabilities of being in the nonfailed states, i.e.
R( t ) = Y'~ P(jl,jz,j3)( t ),
where (j'l, j2, j3) represents a state with jl processors, j2 memories and j3 buses functioning.
For the system to be functioning, at least I processors and I memories must be functioning and be able to communicate with each other.
3.2.Z Reward assignment
The performance metric of consideration is available bandwidth. This bandwidth is defined as
for a system with M processors, N memories and B buses. Here a is defined as the probability of having at least one request for memory module i, and q(i) is the probability of having exactly i memory requests in a cycle. For the case of uniform memory accesses (every processor has equal probability of requesting access to every memory) and assuming that each processor generates a request for memory in every cycle, and the number of processors M is equal to the number of memories N, these variables can be computed by a = 1 - (1 -(1/N) and I memories are functional and are able to communicate. From the figures we can notice the degradation both in terms of reliability as well as the bandwidth availability with increase in time.
Numerical Results
Although the reliability plot for I = 8 suggests that the system is quite reliable over the interval of time considered, the degradation in this case is more apparent when we consider the bandwidth availability. The bandwidth availability is reduced by more than 12% of its original value for I = 8 at t = 2000 h.
A hypercube-based multiprocessor system
In this example, we consider a multiprocessor system having an interconnect based on a hypercube topology, adapted from Najjar and Gaudiot [44] . For this example, we compute measures based on the expected instantaneous reward rate E[X(t)] at time t, the expected accumulated reward E[Y(t)] until time t and the distribution of 
Markov model
The Markov chain for the failure process of the multiprocessor system is shown in Fig. 5 . The state of the system is defined as the number of failed nodes or processors for states 0 through D.
The state F is defined to be the failed state. We assume that no more than D failures can occur. This chain gives no indication of the connection topology. The method used to consider the disconnection of the system is to incorporate disconnection probabilities into the coverage factor.
The transition rates of the CTMC in Fig. 5 are defined in terms of the single processor failure rate A as follows:
and
Note that the coverage factor C i is state dependent. It is defined as Ci=c(1-Q(N)(i)), where c is the probability of successful recovery from a failure and Q~N)(i) is the probability of a disconnection occurring at the i th node failure, given that no disconnection had occurred up to the (i-1) st node failure in a system having N = 2 n nodes. The cube dimension is defined by n.
In [44] it is shown that Q(N)(i) can be approximated by considering the probability of a single node disconnection for cubes having dimension n/> 6. The probability of a single node disconnection is given by ' 
0, i <n, N i n, e(N)( i) = nN( N-n-1)i-n i>n. (N-i+ 1)(iN1) '
Reward assignment
For this example we will show plots for the reliability R(t), the normalized computational availability E[CA(t)], the expected number of processor hours E[CW(t)] available until time t, and the complementary distribution of total processor-hours until system failure P[CW(~)>y]. The first three measures are defined by:
The distribution of total processor-hours is determined using the method described in Section 4.
For the four measures shown here the reward rate associated with the failure state, F, is 0. To compute the reliability we associate a reward rate 1 with all other states. This measure gives the probability of being in an up state at time t. For the normalized computational availability we associate a reward rate (N -i)/N with state i(0 ~< i ~< D). This gives a measure of the percentage of total system processing power which is available at time t. A reward rate equal to N-i is associated with state i(0 ~< i ~< D) to compute the expected number of processing hours accumulated by time t, or the distribution thereof. For the reward rate assignments the underlying assumption is that the processing power is proportional to the number of operational processors.
In this example R(t) and E[CA(t)] are instances of the expected instantaneous reward rate E[X(t)] at time t, whereas E[CW(t)] is an instance of the expected accumulated reward E[Y(t)] until time t and P[CW(~)>y]
is an instance of the distribution of accumulated reward until system failure.
Numerical results
For this example, we assume that the probability of successful recovery, c, is 1. The number of node failures before system failure, D, is assumed to be half of the total number of nodes in the system, N. Figure 6 shows the reliability for cubes of dimension 6, 8, and 10. It can be seen that for a fixed A, the cubes of higher dimension have higher reliability at small values of t and lower reliabilities at larger values of t. This indicates that systems with more nodes will have a higher probability of being in a non-failed state shortly after system start-up, but as time goes by, the higher number of nodes will cause a greater chance of system failure. Figure 7 indicates that in terms of normalized computational availability, all systems are very close for smaller values of t at a fixed A. This is the percentage of total computational power for a given system. Again, it is shown that for larger values of t, the greater number of processors will cause a higher probability of being in the system failure state and a lower percentage of total processing power available.
Although R(t) and E[CA(t)] have been fairly similar for hypercube topologies with different cube dimensions, by examining Fig. 8 , it can be observed that in terms of the expected amount of accumulated processor-hours, the larger system shows a significant advantage. Even though we have seen that a greater number of processors gives rise to more probability of failure for larger t, this figure indicates that the amount of work done in the time before failure is significantly higher for larger systems. The advantage of the
E[CA(t)]
(%) larger cube is also quite evident when looking at the complementary distribution of accumulated processor-hours until system failure shown in Fig.  9 . This figure indicates the probability that the total work accumulated by the system before failure (in processor-hours) is greater than y(0 ~< y ~< 700). For example, consider the probability that the total work accumulated by a system before failure will be greater than 100 processor-hours; a system having cube dimension of 6 has a probability close to zero, a system having cube dimension 8 has a probability of around 0.9 and a system of cube dimension 10 has almost 1.0 probability of doing 100 processor-hours worth of work.
Solution techniques for Markov reward models
In this section, we will briefly mention various methods available for solving Markov reward models. If we are interested only in the expected values of the reward-based measures, we need to obtain the state probabilities of the Markov chain. The steady-state probabilities of the Markov chain can be obtained by solving the system of linear eqs. (2) . Direct methods like Gaussian elimination [18, 54] can be applied to solve these equations. However, these methods need fullstorage for the matrix Q and the complexity is O (N 3) where N is the number of states in the Markov chain. Thus it becomes prohibitively expensive to solve large Markov chains using these methods. In these cases, it is preferable to use iterative methods like Gauss-Seidel or Successive Overrelaxation (SOR) [54] for solution. These methods preserve the sparsity of the Q matrix and thus can be used to solve very large models. The iteration equation for SOR can be written as
where 7r i+l is the solution vector at the ith iteration, L is a lower triangular matrix, U is an upper triangular matrix, D is a diagonal matrix such that Q =D-L -U and 0 <oJ ~< 2. Substituting oJ = 1 in the above equation yields the iteration equation for the Gauss-Seidel method. Near optimal assignment of o~ has been discussed in [54] and has been used in [10] .
A related problem is the computation of z using the system of linear eqs. (4) . The discussion about direct and iterative solution methods is also applicable in this case.
The transient state probabilities, P(t) can be obtained by solving the Kolmogorov differential eq. (1). Fully symbolic solution using Laplace transforms is possible only for Markov chains with a small number of states or if the Markov chain has a very regular structure [57] . Semi-symbolic solution of the Markov chains in terms of time t can be obtained via algebraic methods [56] .
However, this algorithm is of O (N 3) complexity, where N is the number of states in the Markov chain, and needs full matrix storage. This method can also be numerically unstable.
Numerical transient solution techniques, on the other hand, can take advantage of the sparsity of the Q matrix to reduce the space and time required for solution, and are numerically stable. We can use methods for solving linear differential equations like Runge-Kutta [49] . For stiff problems, an implicit Runge-Kutta method [36] is useful. Uniformization (also called randomization) [49] is a very useful numerical method based on the subordination of a Markov chain to a Poisson process [23] . In uniformization, the matrix Q is transformed to obtain another matrix Q* = I + Q/q, where q >t max i I qii]. This transformation process is referred to as randomization. Then P(t) is computed as,
The advantage of using uniformization is that a bound on the error due to truncation of the infinite series is known, i.e., we can pre-compute the lower truncation point 1 and the upper truncation point k such that the required error tolerance E is satisfied. Furthermore, since the matrix Q* contains only positive entries, numerical instability is avoided. Uniformization has been recently improved to handle stiff problems [42] .
Solution of eq. (3) to compute L(t) is similar to solving for P(t).
A uniformization based method for solving eq. (3) has been discussed in [50] . For a more detailed discussion of various transient solution methods, the reader is referred to [47] .
To This procedure was first described by Beaudry [2] . The above transformation is not applicable when the reward rate r i associated with a transient state i is zero. Ciardo et al. [9] recently extended Beaudry's method to allow for transient states with zero reward rates.
Finally, as mentioned earlier, the computation of P[Y(t)~<y] is very difficult. Smith et al. [53] describe a method of computing this distribution using numerical inversion of a double Laplace transform. The algorithm is of complexity O(N3). Methods based on uniformization [14] and partial differential equations [46, 47] have also been developed. Methods based on Laguerre transform techniques were presented in [28] .
Markov reward models: extensions and related work
Some extensions to Markov reward models are discussed in Section 5.1. In Section 5.2 we show the relationship between MRMs and task completion time problems and in Section 5.3 we relate MRMs to models of queues with breakdowns.
Semi-Markov and non-homogeneous Markov reward models
Although we have restricted ourselves to Markov reward models in the previous sections of this paper, the concept of reward based modeling can easily be extended to semi-Markovian and non-homogeneous Markovian models. In [9] a semi-Markov reward model as well as methods for computing the distribution of the accumulated reward until absorption was proposed, thus extending the work of Beaudry [2] . Iyer et al. [29] derive Laplace transforms for the distribution of the accumulated reward assuming that the underlying process is semi-Markovian. Kulkarni et al. [32] also use semi-Markov processes in their performability related studies. Pattipati et al. [46] derived linear, hyperbolic partial differential equations describing the evolution of the accumulated reward, allowing the underlying Markov chain to be non-homogeneous and the reward rates to be time-dependent.
The MRMs can be extended to allow for rewards to be associated with the transitions, resulting in impulse-based MRMs. This has been considered in [11, 52] .
The completion time problem
So far we have assumed that whenever a state change occurs in the Markov chain, the reward accumulated until that instant is preserved. We can relax this assumption and consider the possibility where such a state change results in loss of the accumulated reward. These models have been considered in the context of task completion time distributions [7, 31, 32] . Based on the loss behavior, the states of the underlying (semi)-Markov chain are classified into preemptive resume (PRS) and preemptive repeat (PRT) states. The accumulated reward is preserved upon transitions to PRS states whereas it is lost upon transitions to PRT states. When all the states are of PRS type, it has been proved that
where T(x) is the random variable representing the time to completion of a job with work requirement equal to x. Assuming a semiMarkovian server with the reward rates in state i being interpreted as the rate of service of the task being serviced and allowing the transitions among states to be either PRS or PRT type, Kulkarni et al. [32] derive the Laplace-Stieltjes transform E[e-Sr~X)] of the task completion time. Numerical methods for inversion of the transform equations are discussed in [8] . An alternative approach based on phase-type exapansion is presented in [5] . Extension to allow for checkpointing are considered in [16, 33] . Using the completion time analysis as a basis, Nicola et al. [45] and Kulkarni et al. [33] also derive the equations for the mean response time, thus including the effects of queueing delays.
Queues with breakdown
In order to illustrate the connection between queues with breakdown and performability, we consider a finite-buffer M/M/1/m queue with failure and repair of the server. The infinite buffer case was analyzed by Mitrani and Avi-Itzhak [40] . For this queueing system we assume that customers arrive at the queue at the rate A. The service rate of the server is assumed to be/z. The server can fail with rate 3' and is repaired with rate r. Initially we assume that customers arriving while the server is down, are rejected.
First, we will consider the approximation of this queueing system using a two-level Markov reward model. The lower level model will be a 7 @. @ yields the expected throughput with failures and repairs. Now we will compute the throughput using the exact Markov model for the M/M/1/m system with failures and repairs, in order to compare the accuracy of the approximation using an MRM. The overall Markov model for the queueing system is shown in Fig. 11 . This is a very simple Markov model whose steady-state solution is given as pr pc pi
where 6 = 3,/r. The expected throughput of this system can be computed as m ~'r p(1 _pro)
We see that the expected system throughput using an MRM is the same as the throughput computed using the exact model. Finally, let us alter the model and allow for the accumulation of jobs while the server is down. Consequently, the exact Markov model for the system is modified by adding transitions from states (i, 0) to (i+ 1, 0), 0 ~<i <m with rate A. The modified Markov chain is shown in Fig. 12 . It is extremely difficult to obtain the steady-state solution for this Markov chain in closed-form. Thus we resort to numerical methods for obtaining the steady-state probabilities rri, ~. The steady-state throughput for this altered system is then given by,
The subscript a is used to indicate that this measure is for the altered system. We will now consider an approximation for this system using the two-level Markov reward model shown in Fig. 10 . We realize that it is difficult to reflect the effect of the arrivals while the server is down, using a reward rate attached to state 0. One possible approach is to ignore the effect of these arrivals, thereby attaching a reward rate of 0 to state 0. This leads us back to the approximate MRM considered earlier. However, we must realize that the throughput obtained by solving this model will be smaller than the exact throughput, since it ignores the arrivals while the server is down. Thus, we get a lower bound on the throughput of this system as,
Alternatively, since the arrival rate of the customers is A, we could assign a reward rate of X to state 0. However, this reward rate assignment implicitly assumes that arrivals can still occur when the buffer is full, i.e., the system is in state (m, 0) of the exact model. Thus the throughput computed by this model will be larger than the exact throughput. This will result in an upper bound on the exact throughput which is given by
Az
(1 _pm)
,3"
Numerical results
To illustrate this model further, we compute the exact throughput as well as the bounds on the throughput. We assume A = 60 jobs per hour, /z = 120 jobs per hour, 3' = 1/6000 failures per hour and ~-= 1 repair per hour. The corresponding throughput values are shown in Table 3 as a function of m, the number of buffers. We note that as m increases, the upper bound gets closer to the exact value. This is to be expected, because as m increases, the probability of being in state (m, 0) of the exact model decreases and thus the error caused due to assuming an arrival rate of A in that state becomes smaller. In the limit, as m approaches infinity, the upper bound and the exact value will yield the same result. We furthermore note that as m increases, the lower bound diverges from the exact value. This is also to be expected since the larger m is, the more we ignore the effect of job accumulation when the server is down, i.e., the more the throughput that we do not take into account.
Evaluation
The above example illustrates the fact that modeling using MRMs can sometimes lead to inaccurate results. Furthermore, it is difficult to model certain aspects of the state-dependent behavior of systems using MRMs, such as the building up of queues in temporarily unstable situations. We should note however, that the exact model will in general be large and stiff whereas the approximate approach involves solving two smaller and and less stiff models. In many practical applications, generation and solution of an exact model is not feasible. Hence, we need to resort to approximation techniques. 
Conclusions
In this paper we discussed the use of Markov reward models for composite performance and dependability analysis of fault-tolerant computer systems. Markov reward models as well as several interesting measures that can be obtained from them are discussed. The models and measures were illustrated using an interesting set of exampies. Solution methods of MRMs were also briefly discussed. Various extensions of MRMs, such as semi-Markov chains and time-dependent transition rates were also mentioned. The use of MRMs for the composite analysis of performance and dependability of fault-tolerant computer systems was compared to models of queus with breakdowns. In order to use MRMs effectively, tools that help in automatically constructing them from a high-level description are important. Generation techniques for MRMs were briefly mentioned in this paper. We will deal with the gener-
