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Abstract

Frictional, Large-Deformation Poroelastic Flow:
Theory and Experiments
Tyler Lutz
2021
Fluid flow through deformable, porous materials is seemingly ubiquitous in the natural world—spanning length scales from the cellular to the planetary—and offers a
phenomenologically rich setting in which to study the generally nonlinear coupling
between solid- and fluid-mechanics in multiphase materials. As much as we might
like to study such flows in strict isolation from their environment, in this thesis I
argue that properly accounting for forces that arise on the boundaries of such flows is
essential to understanding the behavior of realistic soft porous media flows. Though
quantitative laboratory experiments on uniaxial porous media flow have existed for
over 50 years, I describe here an advance—a novel empirical method for simultaneously measuring the pore pressure profile, medium deformation profile, and the
volume flux—that allows me to close the theoretical edifice. I perform a suite of
experiments studying the flow-compaction of a foam sample in a regime in which
the friction between the sample and boundaries of the experimental cell cannot be
ignored. By opposing the motion of the foam, the wall friction leads to a demonstrable hysteresis in all of the measured quantities, a path-dependence which is difficult
to account for in conventional theoretical models of large-deformation poroelasticity.
Informed by the experimental characterization of the constitutive material properties
of the foam, I develop a particle-based theoretical framework that accounts for both
static and kinetic frictional effects, and I demonstrate that my model quantitatively
captures the full friction-induced phenomenology evinced in my experiments.
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Experimental setup of Beavers et al. [1]. (a). The authors measure flow
rate while altering the driving pressure (b) for three different foams and
compare their measurements (circles) to theoretical fits (solid lines).
Reproduced from [1], which does not report uncertainties for these
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1.3

Parker et al. [2] simultaneously measure the foam height (a) and volume flux (b) as a function of the pressure drop over the foam, with
experimental measurements shown in circles. By using their measured
stress-strain curve in their mathematical model (solid lines), the authors succeed in capturing the volume flux behavior but overestimate
the compression. Artificially “stiffening” the foam by manually altering the stress-strain relationship (dashed lines), the authors are better
able to capture the deformation measurements, but at the expense of
overestimating the volume flux. Reproduced from [2]. The experimental height measurements are reported to be accurate to within ±1%;
the authors [2] do not report the magnitude of the uncertainties in the
dimensionless pressure drop, or dimensionless fluid velocity. The compressed foam height, h, is normalized by its initial height H, while the
pressure drop over the foam, ∆P , is nondimensionalized by the characteristic foam stiffness Λc = 1.33 kPa. The fluid velocity W , finally,
is nondimensionalized by the fluid viscosity µ and the characteristic
permeability Kc = 855 × 10−6 m2 in addition to the aforementioned
quantities.
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Using slightly undersized foam cylinders, Lanir et al. [3] measure foam
strain across the height of the foam for pressure drops from 2.5 - 10
kPa (pluses), which they find to be in good agreement with their their
theoretical predictions (boxes). The authors [3] do not report error
bars on these measurements, but note that the position measurements
are accurate to within 0.02 mm for a foam of initial height 8.80 cm.
They do not attempt to relate these results to the volume flux, as
Parker et al. [2] had done. Reproduced from [3]. . . . . . . . . . . . .
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1.5

Schematic of the experimental setup studied in Hewitt et al.

[4].

Swelled hydrogel beads are held in a rectangular cell; as fluid flows
through the packing of beads, the upper surface of the packing has a
mean height l(t) above the outlet. Fluid flows through the packing
and is collected and weighed using a mass balance. The fluid pressure
is supplied by a hydrostatic head; water is pumped up to a t-junction
held at an adjustable height H above the outlet. The water is allowed
to overflow through the junction if the pressure supplied by the pump
exceeds the desired hydrostatic head. Image reproduced from [4]. . .
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Dimensionless volume flux (first column), medium compaction (middle), and bulk permeability (right). In the first row, experimental results measured after the initial compression cycle are shown for aspect
ratios 0.74 (black), 0.95 (blue), and 1.11 (red) show clear hysteresis
depending on whether the pressure is increasing or decreasing. In the
second row, the authors find good agreement between their theoretical
model (blue dashed lines) and the data from the lowest aspect ratio for
the increasing-pressure leg of the compression cycles (black solid lines).
The dimensionless pressure drop over the packing H is constructed using the elastic modulus, σ ∗ , of the packing, the height H of the overflow
junction (depicted schematically in Fig. 1.5), the fluid density ρ, and
the acceleration due to gravity g. The steady state volume flux Qs is
nondimensionalized by the characteristic permeability, k ∗ , and initial
height, l0 , of the packing in addition to µ and σ ∗ . The dimensionless compaction is given in terms of the steady-state packing height ls
and the initial packing height l0 . Finally, the bulk permeability keff is
nondimensionalized by the characteristic initial permeability k ∗ . The
spread in the curves representing the experimental measurements give
an indication of the reproducibility of the measured quantities across
successive compression cycles. Reproduced from [4]. . . . . . . . . . .

2.1

17

Schematic of the experimental device. Both the Eulerian and Lagrangian vertical coordinates—z and Z, respectively—are referenced
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Configuration at the beginning of an experiment. Visible are: the
pressure transducers and acrylic adaptors linking them to the interior
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By imaging an initially dry foam disk at successive intervals after immersing it in water, we track how the foam diameter evolves during
imbibition. The blue circles represent experimental measurements, obtained by processing images of the foam taken from above with a Sobel
filter to identify the foam edge, and then fitting the edge to a circle
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3.7

Considering only the first few volume flux data points from each of
the fixed-outlet experiments (coloured lines) offers an estimate of the
initial, i.e. undeformed, permeability k0 . The black dashed line corresponds to

µqL
k0 M

=

∆p
M

with k0 ≈ 4 × 10−11 m2 . The p-wave modulus,

taken to be M = 54 kPa as described in more detail in Fig. 3.8, does
not affect this k0 estimate since M appears in the nondimensionalizations of both axes.
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Nondimensionalized Total Deflection aspect ratios 0.8 (blue), 1.2 (red),
and 1.4 (black). The dashed line shows the scaling from linear poroelasticity, to wit

δ
L

≈

∆p
,
2M

estimated on the basis of this data. The

scaling works if we take M = 54 kPa, which we take as the best-fit
value to this data.
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3.16 Displacement profiles reproduced from Fig. 3.15 (red and blue) compared to the profiles (black) attained at the same pressure head but
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3.17 Lagrangian pressure profiles corresponding to the same experiments
as in Fig. 3.13, where we have used the measured deformations to
interpret what the pervadic pressures at the undeformed coordinates
are. Red, orange, and blue circles correspond to the pressure values at
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Pervadic pressure profiles for aspect ratio 0.8. As the driving pressure
head increases, the pressure gradient becomes progressively steeper
near the outlet. The profiles in panel (a) have been normalized in
panel (b) by their respective driving pressures to aid in visualizing
this steepening effect. In both panels, the x-axis shows the Eulerian
distance from the outlet, z. In this coordinate frame, 0 represents
the position of the outlet; the readings below 0 reflect the pressure
drop over the whole foam (i.e. between the cell inlet and at positions
beneath the foam), and hence offer an indication of the magnitude of
the pressure fluctuations over the course of the experiments. The foam
is located at positive distances above the outlet. For clarity, we do not
demarcate here the positions of the foam inlet surfaces.
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1.2. Vertical grey bars demarcate the foam limits. Coloured lines are
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increases, the pressure gradient becomes progressively steeper near the
outlet. The profiles in panel (a) have been normalized in panel (b)
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Nondimensional pressure profiles on a log-linear scale for aspect ratio
1.4. Vertical grey bars demarcate the foam limits. Coloured lines are
cubic smoothing spline fits of the pressure profiles. We present the
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Pressure gradients on a log-linear scale for aspect ratio 0.8. Vertical
grey bars demarcate the foam limits. Grey dots indicate the raw pressure differences averaged over all reporting sensors in regions of overlap,
and the coloured lines show the derivative of our cubic smoothing spline
pressure profile fits. Vertical grey bars demarcate the foam limits. . .
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Pressure gradients on a log-linear scale for aspect ratio 1.2. Grey
dots indicate the raw pressure differences averaged over all reporting
sensors in regions of overlap, and the coloured lines show the derivative
of our cubic spline pressure profile fits. Vertical grey bars demarcate
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4.9

Pressure gradients on a log-linear scale for aspect ratio 1.4. Grey
dots indicate the raw pressure differences averaged over all reporting
sensors in regions of overlap, and the coloured lines show the derivative
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5.1

Steady state porosity φf , dimensionless displacement
0

us
,
L

dimension-

xx
|, and dimensionless pervadic pressure
less effective stress | σM

p
M

for

four different sets of model assumptions at a range of driving pressures
(indicated by the y-intercept of the curves in the bottom row). “Measured Elasticity” refers to the stress-strain relationship obtained by
fitting the increasing-stress hysteresis branch of the measured stressstrain curve of our latex sample, while “Hencky Elasticity” is a convenient theoretical elasticity shown here for the sake of comparison.
“KC Perm.” is the Kozeny-Carman permeability-porosity relationship,
and “Measured Perm.” is a fit to our experimental data (Fig. 4.22a)
assuming a similar form as the KC law, but with exponents chosen
according to a least-squares minimization. To wit, our permeability fit
√

is: k =

2

φ 2√
,
k0 (1−φ)
10

where we have rounded the exponents to the nearest

surd. In all plots, flat horizontal lines occur at zero pressure (no flow)
and the lines become more curved at higher driving pressures. On the
horizontal axes, 0 represents the position of the inlet of the medium
and 1 the position of the outlet; we’ve switched spatial variables to X
rather than Z to emphasize this difference (If L is the initial length of
the foam, L − X = Z). Because there is no imposed mechanical stress
on the foam, the effective stress is set to be uniquely zero at the inlet
X
L

= 0. On the other side, the pervadic pressure is set to zero at the

outlet

X
L

= 1. In each panel, the various lines represent solutions at

different driving pressures. For all of the plotted variables, the solutions are most nearly horizontal at the lowest pressures and become
progressively more curved as the pressure increases.
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Steady state porosity binned by driving pressure for four different models, compared to experimental data at comparable pressures. The
√

permeability model is described by k =

2

φ 2 +m(φ)
√
,
(1−φ) 10

with: m = 0 and

Hencky Elasticity (green), Linear m(φ) and Hencky Elasticity (magenta), m = 0 and Measured Elasticity(blue), Linear m(φ) and Measured Elasticity (purple). The linear m(φ) functions are refinements to
√
2

the first-order fit k =

φ 2√
(1−φ) 10

that achieve a least-squares minimiza-

tion to the average of the measured permeability-porosity curves for
all pressure-profile experiments. Experimental data is shown in grey
dashed lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
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√
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(1−φ) 10

with: m(φ) = 0 and Hencky Elasticity (green), Linear

m(φ) = 5.5φ − 3 and Hencky Elasticity (magenta), m(φ) = 0 and Measured Elasticity(blue), Linear m(φ) = 5.5φ−3 and Measured Elasticity
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√
2
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φ 2√
(1−φ) 10

that achieves a least-squares minimization to the average

of the measured permeability-porosity curves for all pressure-profile
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Chapter 1
Introduction
After first situating poroelasticity within the broader context of reactive porous media flows, this chapter provides a general overview of the phenomenology of largedeformation poroelasticity and motivates the study of uniaxial porous media flows in
particular. I offer a comprehensive review of previous work on this simplified class
of flow geometries, highlighting the open questions to which this thesis project is
addressed. I then outline the contributions of this thesis to extending the results
of previous work and gesture in conclusion towards possible applications in future
research.

1.1

Background and Scientific Context

Reactive porous media flows represent a broad class of flows in which a fluid phase
alters the mechanical behavior or material properties of a solid phase—which then
affects in turn the behavior of the fluid flowing through it [7, 8, 9, 10, 11, 12, 13]. The
specific interactions between the solid and liquid phases may be driven by a range of
different possible physical effects, including phase change [12], chemical dissolution
(or other chemical alteration) of the solid backbone [14], and deposition of particles
or chemical species dissolved or suspended in the liquid on the solid backbone [15].
1

The behavior of the coupling and the evolution of the porous media flow in time
generally depends both on the nature of the interactions between the phases and on
the specific properties of the materials in question—including considerations of wettability [16], buoyancy [17], temperature- or solute concentration-dependent viscosity
[18], the compressibility of either phase [19], etc.—and may be further complicated
by the presence of additional, possibly nonmixing phases in the flow [20].
A course-grained perspective to reactive porous media flows brings into focus a
general set of common themes subtending this vast phenomenological richness, themes
that can facilitate a foundational understanding of the generic behavior of such flows
over long time and length scales. One particularly valuable course-grained notion is
that of permeability, which describes in a pore-averaged sense a medium’s resistance
to flow when subject to a pressure gradient. The simplest relation one can write
down between the fluid flux—that is, the volumetric rate of fluid flow per unit area—
through a segment of porous medium and the fluid pressure drop over the segment is
described by Darcy’s law,
k
Q = − ∇p,
µ

(1.1)

which describes a linear relationship between the fluid flux, Q, and the local gradient
of the pervadic pressure, p, in the medium. The constant of proportionality—the permeability, k—depends on the microscopic features of the pore spaces through which
the fluid flows; in sufficiently simple settings, the dependence of the permeability of
the shape and size of the pores—expressed in terms of such quantities as the tortuosity of the pore space or the medium porosity—can be analytically derived [7]. In
more complex geometries one generally needs to rely on empirical measurements of
the permeability. It should be stated, in any case, that permeability is a natively
coarse-grained, i.e. pore-averaged, concept and is no longer meaningful (or at most
would demand a different interpretation) at length scales smaller than the given pore
size.
2

The permeability in Equation 1.1 can in principle be modified to account for
spatial inhomogeneity or anisotropy by promoting it to a tensor, k → k, the elements
of which may in general depend on space and time [21]. The assumption of linearity
in Darcy’s law does not hold in all possible porous media flows, and Eq. 1.1 may need
to be modified to account for a more complex functional dependence between flow
rate and pressure gradient. In particular, in cases for which boundaries are present
in the region of interest, Darcy’s law is often modified to the Brinkman equation,
k
− η∇2 Q + Q = − ∇p,
µ

(1.2)

where η is a so-called effective viscosity [22]. For high Reynolds number flows, Darcy’s
law is conventionally modified by including terms of higher powers of the volume flux,
leading, for instance, to the Forchheimer equation [21],
k
aQ2 + Q = − ∇p.
µ

(1.3)

Here a is a constant, which is often determined experimentally[1].
Soft porous media flows represent a class of mechanically reactive porous media
flows in which complex dynamics emerge due to flow-driven changes in medium permeability [8]. Fluid flowing through a matrix of a deformable, porous material will
exert viscous stresses on the matrix that cause it to deform. These deformations in
turn generally alter the pore size and geometry as well as the network topology of pore
spaces. In the class of such flows we consider in this thesis, the reciprocal coupling
of the fluid and solid phases is effected primarily through the mechanical response
of the solid phase to viscous stresses imparted by the fluid rather than any chemical
or phase changes—though such effects may also in general be operable as complicating factors. Soft porous media flows not only provide a conceptually straightforward
setting in which to study flow-dependent permeability in such flows generally but

3

also—by virtue of this simplicity—offer insight into a broad array of natural flows in
geophysics and biology involving deformable porous media. These poroelastic effects
play a substantial role in controlling the dynamics of living matter on scales ranging
from cell cytoplasm [23] to the biopolymer network comprising tissue like cartilage
[24] and are important in diverse geophysical settings including hydrogeology [25] and
magma dynamics in the asthenosphere [26, 27].
On sufficiently large time and length scales, even seemingly rigid materials can
appreciably deform as a result of fluid flowing through them. The interplay between
groundwater withdrawal from aquifers and the associated land subsidence, for instance, may exhibit features of poroelastic coupling [28]. Deeper beneath the surface,
poroelastic effects are also implicated in the dynamics of geophysical faults [29, 30], including the anthropogenically triggered earthquakes associated with geothermal heat
pumps, hydraulic fracturing, and wastewater disposal [31, 32]. Poroelastic effects in
the fluid-saturated rocky till over which glaciers slide influence not only the overlying glacial dynamics but also the flooding and drainage of subglacial lakes [33]. On
planetary scales, poroelasticity is also implicated in the tidal heating of the rocky,
water-saturated core of Enceladus [34].
As discussed in greater detail below, materials consisting of cross-linked polymer
chains of an imbibed polymer—so-called hydrogels—have offered a popular setting in
which to investigate poroelastic flows in the lab [4, 35]. These studies are complicated
(or perhaps enriched) by the fact that, while composite porous materials made out of
hydrogels (such as packings of hydrogel beads) may exhibit poroelastic effects on the
length scale of the bulk material, the individual hydrogel constituents of the medium
(for instance, individual hydrogel beads) are themselves poroelastic materials [36].
Such hydrogel systems offer examples of poroelastic coupling operating simultaneously
across length scales, which is a feature of many instances of poroelasticity in the
natural world. Fluid flows through the intercellular matrix of a biological tissues,

4

for instance, are poroelastic both at the level of the bulk tissue and in so far as its
constituent cells may exhibit nonlinear poroelastic coupling. Industrial applications
in which such multiscalar poroelastic dynamics are relevant include modeling flows
through fibrous pulp involved in the process of paper making [37], described in greater
detail below.
The interplay between poroelasticity and sliding friction is particularly relevant
to the lubrication of biological joints and tendons [38, 39] as well as their artificial
analogs in engineered devices [40, 41].
In many applications, the magnitude of the solid deformation is often sufficiently
small that it can be treated as a small parameter about which the equations describing
poroelastic coupling can be linearized, resulting in what amounts to a linear diffusion
equation for the solid deformation [6]. We consider here the limit of large-deformation
poroelastic flows, in which the full nonlinear coupling must be taken into account.
A hallmark of large-deformation poroelasticity is the nonuniform compression of
the porous medium under a driving pressure, as shown in Fig. 1.1. Because stresses
are communicated across the solid backbone, the total stress felt by any given point
in the medium is a nonlocal function of the viscous drag forces imposed at points
throughout the medium. In a steady-state uniaxial flow through a column of foam—
the focus of this dissertation—the net result of these nonlocal effects is a nonuniform
compression of the medium.
In the uniaxial geometry of Fig. 1.1, which depicts a foam compacted by fluid
flow, the largest mechanical stresses are experienced in the regions of the solid matrix
nearest to the outlet, where they not only have to counterbalance the local gradient
in the fluid pressure there but also support the full load of foam above them.
The stress at any given point in the medium is thus a nonlocal function of the fluid
pressure gradients throughout the medium, depending in general on the magnitude of
the gradients both at, and spatially distant to, the given point. Better understanding

5

Figure 1.1: As the driving pressure increases from 0 kPa (left) to 300 kPa (right), the
foam compresses nonuniformly, as indicated by the spacing of the red markers. The
largest compression is visible near the outlet while virtually no compression occurs
at the inlet.
the nature and consequences of this nonlocality is the broader object of this thesis.

1.2

Previous Work

Beavers et al. [1] undertook some of the earliest experimental measurements of a soft
polyurethane foam compressed by uniaxial air flow. They studied the compression
of a foam sample of square cross section in a rectangular duct equipped with a series
of narrow conduits connecting the interior of the duct to a pressure sensor (c.f. Fig.
1.2a). The experiment could be configured to either compress the foam using strictly
the flow of air or apply an additional mechanical stress by way of a movable wire mesh
inset on the inlet end of the foam; subjecting the foam to known mechanical strains
before flowing air through the sample allowed the estimation of the strain-dependent
permeability of the sample.
To model these experiments, the authors [1] posit that in steady state the stress
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(a)

(b)

Figure 1.2: Experimental setup of Beavers et al. [1]. (a). The authors measure flow
rate while altering the driving pressure (b) for three different foams and compare their
measurements (circles) to theoretical fits (solid lines). Reproduced from [1], which
does not report uncertainties for these measurements.
gradient in the solid phase must counterbalance the fluid pressure gradient. Though
they remark in the conclusion that wall friction would need to be accounted for in
this force balance, they neither attempt to measure the friction nor account for it in
their theoretical model.
The authors [1] assume that the local fluid pressure gradient is related to the
area-averaged mass flux through an expanded version of Darcy’s law; they include a
term quadratic in the mass flux (the so-called Forchheimer extension) as well as an
additional constant term to account for the experimental observation that a minimum
pressure drop is required to sustain flow through the medium. In sum, they assume
a relationship between flow and pressure that takes the form

−

dp
µ
c
= −P0 + U + √ ρU 2 ,
dz
k
k

with U the mass flux (i.e. mass flow rate per unit area), z the position along the
foam, k the bulk foam permeability, µ the fluid viscosity, ρ the fluid density, P0 the
7

minimum pressure drop required to drive flow, and c a numerical constant that must
be determined experimentally.
It is important to note here that this (nonlinear) model for the relationship between flow rate and the total pressure drop over the sample describes the bulk response of their foam sample rather than being a local relationship between local
strain and a local permeability. The extensions to Darcy’s law, in other words, represent empirically-motivated terms intended to capture the non-Darcian behavior of
the full length of foam and thus do not suggest a breakdown of Darcy’s law, Eq. 1.1,
at the pore scale.
By integrating the force balance over the full length of the foam, they obtain a
relationship between the mass flux and the total pressure drop over the foam in terms
of, among other things, the constitutive stress-strain relationship of the foam, the
stress-dependent medium permeability, and a constant coefficient of the nonlinear
term in the Forchheimer extension. To quantify the stress-strain relationship, the
authors [1] measured both the foam strains upon application of known stresses and
the stresses exerted by the foam while subject to a fixed applied strain. These two
methods were found to be in good agreement with each other. The authors [1]
estimate the coefficients in the Forchheimer extension of Darcy’s law by subjecting the
foam to known applied mechanical stresses and air flow simultaneously and measuring
the pressure drop over the foam and flow rate. They found that the foam could not
be described by the Forchheimer extension at especially low flow rates, but found the
Forchheimer assumption reasonable at higher flow rates.
Importantly, the mechanical stresses they were able to impose were significantly
lower than the maximum total pressure drops that could be applied in the strictly
flow-compressed experiments; as a consequence, they have to extrapolate the empirically derived Forchheimer coefficients well beyond the stress range at which data
was available. The authors [1] cite this extrapolation as a possible reason for the
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discrepancy between their model predictions and experimental data in plots of flow
rate versus applied pressure drop at high flow rates (c.f. Fig 1.2b).
It could also be that the model itself needed to be modified; rather than trying
to model the bulk volume flux response to pressure, Parker et al. [2] pursue a set
of analogous experiments with the aim of testing a different theoretical model based
instead on a local relationship between the volume flux and the pressure gradient. The
authors constrain a polyurethane foam similar to the one used by Beavers et al. [1]. to
a transparent cylindrical container; markers on the exterior surface of the foam allow
them to visualize the nonuniform compression of the foam and directly measure the
total foam compression. By designing their sample to be slightly narrower than the
width of their experimental cell, the authors [2] minimize the impact of wall friction
on the compression dynamics. The working fluid is an 80:20 glycerin-water mixture,
chosen to achieve high viscous stresses at relatively low flow rates—the viscosity of
the mixture is 40-50 times that of water alone at comparable temperatures.
The authors [2] measured the stress-strain behavior of a sample saturated in the
working fluid; due in part to the high viscosity of the fluid, they needed to wait
4 hours between applying a load to the foam and measuring the strain to ensure
that an equilibrium state had been reached. They measure the strain-dependent
permeability of the foam by subjecting it to known strains and taking a series of flow
rate measurements while gradually increasing the fluid pressure drop over the foam.
Though the overall evolution of flow rate with pressure drop is nonlinear owing to
the eventual nonuniform compression of the foam, the authors are able to perform
linear fits of the flow rate at sufficiently low pressure drops—low enough that the
nonuniform compression has not yet been initiated—and thereby extract an estimate
of the local permeability strain relationship.
As shown in Fig. 1.3, the authors [2] measure the steady-state foam compression
and flow rate at a variety of different pressure drops. To model these results, they de-
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(b)
(a)

Figure 1.3: Parker et al. [2] simultaneously measure the foam height (a) and volume flux (b) as a function of the pressure drop over the foam, with experimental
measurements shown in circles. By using their measured stress-strain curve in their
mathematical model (solid lines), the authors succeed in capturing the volume flux
behavior but overestimate the compression. Artificially “stiffening” the foam by manually altering the stress-strain relationship (dashed lines), the authors are better able
to capture the deformation measurements, but at the expense of overestimating the
volume flux. Reproduced from [2]. The experimental height measurements are reported to be accurate to within ±1%; the authors [2] do not report the magnitude
of the uncertainties in the dimensionless pressure drop, or dimensionless fluid velocity. The compressed foam height, h, is normalized by its initial height H, while the
pressure drop over the foam, ∆P , is nondimensionalized by the characteristic foam
stiffness Λc = 1.33 kPa. The fluid velocity W , finally, is nondimensionalized by the
fluid viscosity µ and the characteristic permeability Kc = 855 × 10−6 m2 in addition
to the aforementioned quantities.
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ploy a small-deformation poroelastic model originally derived by Biot [42]. The model
assumes incompressibility of the two-phase flow, Darcy’s law, and a force balance between the solid stress gradient and fluid pressure gradients in steady state. Using the
empirically determined constitutive relationships to generate numerical predictions
from the model, the authors are able to capture the non-Darcian evolution of flow
rate with increasing pressure drop but significantly overestimate the foam compression. They attribute the discrepancy in the foam height to possible inaccuracies in
the measured stress-strain relationship; but even by adjusting this constitutive relationship to match the compression data, they are unable to simultaneously fit both
the compression and volume flux measurements.
Because they had undersized the foam in order to minimize wall friction, however,
their assumption of truly uniaxial flow likely does not hold; the fluid was likely able
to flow around the foam at a faster rate than through it. Such hydrodynamic “short
circuits” can be reasonably expected to increase the total volume flux through the
foam compared to what would be expected for an experiment in which no such short
circuits occur. It is not surprising then that they are unable to simultaneously fit the
volume flux and deformation using a theoretical model that assumes uniaxial flow.
Though the experimental setup used by Parker et al. [2] would in principle allow
the measurement of local strain in the foam in addition to the total deformation, they
report no such quantitative measurements. Detailed strain measurements along the
length of the sample constitute the core of analogous experiments carried out and
analyzed by Lanir et al. [3].
As in Parker et al. [2], the authors described presently [3] study a cylinder of
polyurethane foam, while they conduct experiments using both water and higherviscosity glycerol. In contrast to the earlier work they slightly oversize the foam
during experiments intended to measure the permeability-stress relationship. This is
done to both prevent any flow around the edges of the foam and fix the foam in the
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cell, preventing any nonuniform compression that might complicate the permeability
measurement. For both the mechanically-driven stress-strain measurements and flowcompression experiments, however, the authors [3] work with an undersized foam,
since in both cases the strain measurements would be strongly influenced by the effect
of wall friction. The authors [3] remark that this choice will negatively impact the
precision of the flow measurements; they concede that the impossibility of choosing
the perfect foam radius for which neither the deformation nor flow measurements will
be influenced by complicating effects (friction and side flow, respectively) motivates
focusing on one type of measurement in particular. This trade-off between accuracy in
the flow and in deformation measurements likely contributed to the failure of Parker
et al. [2] to simultaneously model their flow rate and deformation data, as side flow
arising from their choice of a slightly undersized foam might have posed a significant
complicating factor in their analysis.
Because the undersized foam will complicate the volume flux modelling, Lanir
et al. [3] focused on modelling the steady-state strain measurements in the flow
compaction experiments. Though articulated in a different framework from that of
Parker et al., the authors use an analytic model based on the same basic ingredients:
namely, incompressibility of both the solid and fluid phases, Darcy’s law, force balance
between the pressure and strain gradients at steady state. Working in a Lagrangian
frame, they derive a nonlinear diffusion equation for the evolution of the strain, which
they numerically integrate to arrive at predictions that are in good agreement with
their measured sigmoidal strain distributions for the experiments using glycerol (Fig.
1.4). Though the strain distribution for both the predictions and the data for the
water-driven experiments are also sigmoidal in shape, the authors note a discrepancy
between the two towards the centre of the foam, which they attribute to the correspondingly higher Reynolds number and consequent breakdown of Darcy’s law in the
water experiments.
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Figure 1.4: Using slightly undersized foam cylinders, Lanir et al. [3] measure foam
strain across the height of the foam for pressure drops from 2.5 - 10 kPa (pluses), which
they find to be in good agreement with their their theoretical predictions (boxes). The
authors [3] do not report error bars on these measurements, but note that the position
measurements are accurate to within 0.02 mm for a foam of initial height 8.80 cm.
They do not attempt to relate these results to the volume flux, as Parker et al. [2]
had done. Reproduced from [3].

13

Though unable to measure the pressure gradient in the foam, the authors do
produce a theoretical prediction for the pervadic pressure profile which steepens substantially near the outlet, which they justify by noting the higher strain and correspondingly lower permeability there.
Hewitt et al. [4] venture to revisit the simultaneous flow and deformation measurements of Parker et al. and subject them to a more rigorous quantitative analysis.
By conducting experiments on water flowing through a packing of hydrogel beads (c.f.
Fig. 1.5), the authors manage to minimize the effect of wall friction and thus obviate
questions about the appropriate sample size. They nevertheless observe hysteresis in
both their stress-strain measurements (obtained in situ by placing different loads on
the packing and measuring the strain) and consequently in the flow rate and deformation in the flow-compaction experiments. They attribute these effects not to wall
friction but rather to the different rheological properties of the packing depending
on whether it is subject to increasing or decreasing strain. They note, for instance,
that the gels may partially dewater at high pressures, with possible rearrangements
among the beads providing a further complication.
By tracking a subset of the beads, the authors [4] succeed in measuring the
(nonuniform) local strain during flow compaction. Continually monitoring and recording the flow rate after a step change in the driving pressure allows the authors to study
the time evolution of their experimental system as well.
Though the focus of the study is largely on the steady state, the authors offer a
theoretical model that can in principle also describe the evolution of the medium. As
in the model offered in Lanir et al. [3], their model assumes joint incompressibility
of the two phases, a local Darcy’s law, and stress balance between the solid and fluid
phases. These assumptions enable them to derive a nonlinear advection-diffusion
equation for the evolution of the porosity (in contrast to the strain as in Lanir et al.
[3]).
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Figure 1.5: Schematic of the experimental setup studied in Hewitt et al. [4]. Swelled
hydrogel beads are held in a rectangular cell; as fluid flows through the packing of
beads, the upper surface of the packing has a mean height l(t) above the outlet.
Fluid flows through the packing and is collected and weighed using a mass balance.
The fluid pressure is supplied by a hydrostatic head; water is pumped up to a tjunction held at an adjustable height H above the outlet. The water is allowed to
overflow through the junction if the pressure supplied by the pump exceeds the desired
hydrostatic head. Image reproduced from [4].
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The[4] assume a theoretical form of the stress-strain relationship that is linear for
low strains and eventually diverges as the strain approaches some predefined maximum (which they set to be equal in magnitude to the measured unconstrained void
space). Likewise, rather than deal with the difficulties associated with measuring
permeability in a context in which the medium may deform nonuniformly, they assume a theoretical model for the strain-permeability relationship, namely the KozenyCarman relation,
k(φ) ∝

(φ − φmax )3
,
(1 − φ)2

with a constant of proportionality derived for flow through a packing of monodisperse
spheres. Here φ is the local fluid fraction, or porosity. The authors note that, of
course, the hydrogels will no longer resemble spheres once any appreciable stress is
applied, and thus expect a deviation from this theoretical behavior at high strains.
Numerically integrating their model tuned by these particular constitutive relations, the authors [4] generate theoretical predictions that are in good agreement with
the increasing-strain legs of their hysteretic experimental measurements of volume
flux, total medium compaction, and effective—i.e. bulk—permeability for a range of
different driving pressures. This agreement is shown in Fig. 1.6.
The specific material properties of the hydrogel beads themselves pose challenges
to generalizing these results to more complex flow configurations and comparing them
to the earlier work on foams. The beads themselves—as fluid-saturated cross-linked
polymers—are themselves poroelastic materials [36], which may then require including
additional, pore-scale viscoelastic effects in their model. The authors suggest that the
resulting viscoelastic timescale introduced by this “secondary” poroelasticity may
account for the substantial deviation between the equilibration time scales predicted
by their model and measured in their experiments. Any resulting dewatering of
the beads during the course of the experiment could lead to changes in the local
permeability that would be difficult to model. Moreover, nonaffine rearrangements
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(a)

(b)

Figure 1.6: Dimensionless volume flux (first column), medium compaction (middle),
and bulk permeability (right). In the first row, experimental results measured after
the initial compression cycle are shown for aspect ratios 0.74 (black), 0.95 (blue),
and 1.11 (red) show clear hysteresis depending on whether the pressure is increasing
or decreasing. In the second row, the authors find good agreement between their
theoretical model (blue dashed lines) and the data from the lowest aspect ratio for
the increasing-pressure leg of the compression cycles (black solid lines). The dimensionless pressure drop over the packing H is constructed using the elastic modulus,
σ ∗ , of the packing, the height H of the overflow junction (depicted schematically in
Fig. 1.5), the fluid density ρ, and the acceleration due to gravity g. The steady state
volume flux Qs is nondimensionalized by the characteristic permeability, k ∗ , and initial height, l0 , of the packing in addition to µ and σ ∗ . The dimensionless compaction
is given in terms of the steady-state packing height ls and the initial packing height
l0 . Finally, the bulk permeability keff is nondimensionalized by the characteristic
initial permeability k ∗ . The spread in the curves representing the experimental measurements give an indication of the reproducibility of the measured quantities across
successive compression cycles. Reproduced from [4].
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have been observed in a flow compressed monolayer of hydrogel beads [35] and may
pose a significant further complication in 3D packings.
Though working with materials not subject to these sorts of complications might
simplify the analysis, often one is interested in the behavior of specific porous materials and can not wish away the complications at will. Paterson et al. [43], for instance,
direct their attention to a very particular fibrous porous medium, namely the wood
pulp used in papermaking.
The authors study samples of bleached softwood pulp suspended in water confined
in transparent cylinders of radii from 10-19 cm. In addition to the steady state
dynamics to which the other studies detailed above had been primarily devoted, they
are particularly interested in the time evolution of the system during flow-compaction
of the pulp. Seeding the pulp with small bits of black paper used as tracer particles,
the authors set up a PIV system to monitor the velocity distribution within the
sample during flow-driven compaction experiments.
As in the aforementioned studies, their model again assumes mass conservation,
force balance between the solid and fluid phases (equivalent to neglecting inertial
effects) and Darcy’s law. They assume theoretical forms for both the stress-strain
and permeability-strain constitutive laws, both with free parameters that they can
constrain experimentally. In the low solid fraction limit, they take a theoretical model
for permeability inspired by the asymptotic limit of the permeability analytically
derived for a packing of rigid rods, and they extrapolate this to higher solid fractions
based on various experimental constraints. For the solid constitutive law, they match
a viscoplastic constitutive law at high solid fractions to a power law near the minimum
solid fraction necessary for the medium to be able to sustain compressive stress.
They compare the measured velocity evolution to the predictions of their analytic
framework and find a good qualitative agreement, which gives them confidence that
they’re able to capture the dynamics of the compaction process beyond the steady
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state.
The specific material properties of the wood pulp under consideration by the
authors both complicate the dynamics and thus make it difficult to directly compare
these results to work on other types of porous media. The fibers themselves are hollow,
for instance, which makes them subject to similar dewatering and even small-scale
poroelastic effects as seen in the hydrogel system. At high solid fraction, moreover,
the authors speculate that fluid between fibres in sliding contact with each other
may introduce nonnegligable (and possibly solid-fraction dependent) viscous forces
and ultimately account for the comparatively high solid viscosity observed in the
pulp—which itself then must be modeled as a viscoplastic material.

1.3

Contributions of this Thesis

The experiments undertaken in this thesis expand upon the results described above
in a number of crucial ways. By simultaneously measuring the deformation of a foam
sample, the in situ pore pressure gradient, and flow rate, I am able to measure a local
permeability-strain relationship, which can then be incorporated into an analytic
framework capable of connecting a local Darcy’s law to the markedly non-Darcian
behavior of the bulk sample, i.e. a nonlinear relationship between the volume flux
and total pressure drop over the medium.
Like both Parker et al. [2] and Hewitt et al. [4], we are interested in simultaneously
modelling both the steady state volume flux and deformation with varying driving
pressures; our strategy to do this with respect to the difficulty Lanir et al. identify
of choosing an appropriate sample radius is to opt for an oversized sample. This
choice prevents flow around the foam but amplifies the wall frictional effects, which
we then undertake to model explicitly. The larger motivation for this approach is the
recognition that, though wall friction is indeed a complication, it is also a general
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effect that must be accounted for in a wide array of naturally-occurring deformable
porous media flows, from geophysics through to biological systems.
We perform mechanical compression experiments analogous to those undertaken
in Beavers et al., Parker et al., and Lanir et al. to measure the empirical stress-strain
relationship. Conducting these measurements with foam disks of the same radii as
those used in our flow compaction experiments allows us to first get a handle on the
frictional forces in our experiment without the complications of poroelasticity. The
flow-compaction experiments then provide an alternative means of estimating the
wall friction; using the measured stress-strain relationship to compute the mechanical stress associated with a given measured local strain in the flow-compacted foam,
we find a systematic discrepancy between this mechanical stress and the total fluid
pressure drop ultimately responsible for the compression. We attribute this discrepancy to the wall friction and use it to obtain an estimate of the magnitude of the wall
friction that is in good agreement with estimates derived from fitting the mechanical
compression data to a theoretical model of frictional compression.
Friction plays a crucial role in all of our experiments, and accurately modeling its
effects is a key component of our attempts to model frictional poroelasticity.
In order to be able to claim that friction plays a dominant role in the observed
hysteresis in these sorts of experiments, we avoid the complicated viscous rheologies
presented by the hydrogel and wood pulp systems described above and instead return to using foam as a sample as done in the earliest experiments described above.
By studying a sample of latex foam in particular, we further minimize the effect of
plasticity, which seems to be demonstrably present in the polyurethane foams we
had initially considered. In their stress-strain measurements of a polyurethane foam,
Parker et al. [2] report that only 80% of the equilibrium foam deflection is attained after 4 hours of being subject to an imposed mechanical stress. Our latex, by contrast,
foam reaches an equilibrium stress within minutes of being subject to an imposed
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strain (we did not try applying a fixed stress as Parker et al. [2] do).
This thesis presents the first simultaneous measurements of volume flux, pressure
gradient, and solid deformation in a deformable porous media flow. We show that
both the volume flux and deformation of the medium under flow-compression at
different driving pressures can be quantitatively modeled using a framework that
explicitly accounts for wall friction. Building on the work of Hewitt et al., we tune our
model to the specific constitutive properties of the sample under consideration rather
than rely on theoretical assumptions for the form of these; we access the permeabiliystrain relationship in particular using a novel experimental technique that allows us
to compare the local permeability and strain, and thereby take advantage of the
nonuniform compression of the foam rather than trying to avoid it using low flow
rates, as Lanir et al. recommend.

1.4

Related Studies and Possible Impact on Future Work

We survey here a handful of additional studies that consider the extension of these
uniaxial compaction experiments to different flow geometries and flow conditions.
The intent is to provide a few examples of how the results of this thesis may be
applied and extended rather than a comprehensive survey of possible future work.
In the flow experiments described above, the poroelastic coupling between the fluid
and solid phases of the porous medium is driven by either a fluid pressure gradient or
imposed fluid volume flux. This coupling can also be driven by mechanical compression of a submerged porous medium. Poroelastic effects are technically present in the
“stress-strain” measurements described above, but were not the primary subject of
the analyses. Sobac et al. [44] pursue a different approach and study the poroelastic
relaxation dynamics of a mechanically compressed sample of foam submerged in fluid.

21

The authors constrain the foam to a square cell and submerge it in a bath of
silicone oil. They first slowly compress the foam using a magnetically driven piston,
and then suddenly release the piston, carefully measuring both the resulting foam
strain and vertical stress as the foam relaxes. Pressure transducers connected to the
walls of the cell allow the authors to monitor the pressure in real time at four different
heights along the cell. The cell itself is transparent, and the authors devise a PIV
system to study the velocity profile along the height of the medium as a function of
time.
For large initial deformations, the authors identify a propagating decompaction
front, which they attribute to interaction of the nonlinear solid constitutive relationship with the effects of poroelasticity.
Though the authors do not include the effects of friction in their model, they
note a hysteresis in the stress-strain behavior of their foam. An explicit accounting
of friction and a measurement of permeability-strain along the lines we propose here
could complement the largely qualitative analysis the authors perform and enable
quantitative modelling of such decompaction fronts in realistic experimental settings.
Uniaxial flows are useful in their analytic tractability, but are nevertheless a somewhat contrived setting to make comparison to many real-world flows. MacMinn et al.
[35] study radial flow through a monolayer of hydrogel beads confined between two
rigid plates. Working with a monolayer of beads allows the authors to visualize and
track each bead throughout the course of the experiments, from which they obtain
measurements of the deformation of and strain within the layer.
As the fluid enters the medium from a point source, it excludes the beads from
a region near the source; the authors study the morphology of the interface between
this fluid-filled region and the packing as well as the resulting strain distribution in
the monolayer.
Quantitatively modelling the evolution of the fluid-medium interface and the strain
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distribution within the medium requires precise constraints on the permeability-strain
constitutive relation of the monolayer. A method analogous to the one presented in
this thesis may be of service in determining the constitutive relation for a hydrogel monolayer, which would furnish the necessary mathematical closure condition to
rigorously model such interfacial instabilities. Of course, the permeabilities of materials subject to non-uniaxial compression may in general deviate substantially from
those exhibited under uniaxial compression; the techniques described here for simultaneously measuring pressure, deformation, and fluid flux may nevertheless inform
analogous approaches in more complex geometries.
Though the studies we have surveyed so far consider the flow-driven compaction
of soft porous materials, poroelasticity also governs the stretching of materials as a
result of fluid flow. Because stretching would cause the pores to progressively open
up as the pressure drop is increased rather than compress, we expect such systems
to also exhibit non-Darcian behavior on the level of the bulk material—but in this
case with the volume flux growing superlinearly with the pressure drop rather than
sublinearly as in the geometry considered in this thesis and in the studies detailed
above.
Rosti et al.[45] study a rather different system that nevertheless exhibits a progressive steepening of the flow-pressure drop curve; they undertake numerical investigations of a 2D lattice of soft beads pinned to a rigid grid and demonstrate that the
fluid volume flux through the medium grows faster than linearly with the imposed
fluid pressure head. In this setting, loosely connected chains of neighboring solid vacancies deliberately introduced into the model from the outset progressively develop
into low-permeability conduits for fluid flow; though the overall volumetric solid fraction remains constant in their model, the progressive channelization of the flow with
increased driving pressures allows a larger volume flux at high driving pressures than
one would expect from Darcy’s law.
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Both the experiments and theoretical modelling undertaken in this thesis can be
adapted to study scenarios in which volume flux increases superlinearly with pressure
drop. In our setup—analogous to the polyurethane foam experiments described earlier
in this chapter—one could reverse the direction of the pressure gradient while pinning
the foam to the outlet; the same viscous stresses would now cause the foam to stretch
out along the direction of fluid flow. The results described in this thesis can thus
serve as a foundation upon which such complementary studies may be undertaken.
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Chapter 2
Experimental Method
This chapter describes the design, fabrication, and operation of three separate experimental devices developed in this thesis. I document here not only the particular
choices made in designing the devices but also both the experimentation that went
into making these choices as well as their relation to the broader experimental project.
Section 2.1 details the final device upon which the results presented in subsequent
chapters were obtained. I lay out here the overarching goals of the experimental
project, namely the simultaneous measurement of volume flux, pore pressure gradient,
and solid deformation. Section 2.2 describes an earlier iteration of this device with a
smaller inner diameter; the associated design variations offer an indication of how our
experimental method might be adapted to different cell sizes in future work. Finally,
Section 2.3 presents a version of the device designed to be substantially longer along
the vertical dimension than the other two devices. A longer cell offers the opportunity
to study pressure drops engendered as foam samples freely slide down the cell, offering
experimental constraints on the magnitude of the wall friction.
All of the devices described here were fabricated with the goal of maintaining
both uniaxial flow through the porous media sample and uniaxial compression of the
sample; achieving this effectively one-dimensional flow geometry motivates the theo-
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retical assumption of uniform total volume flux (that is, the phase-averaged volume
flux accounting for the motion of both the solid and fluid constituents of the porous
flow) at all points in the sample. Because we only measure pore pressure at the exterior of the sample, achieving uniaxial flow is a necessary condition for interpreting
our measured pressures as being truly representative of the pervadic pressure in the
interior of the sample. In order to prevent side flow around the sample, we work with
sample radii slightly larger than the inner radii of the respective cells.

2.1

Wide-gauge Cell

The experimental results presented in Chapter 4 make use of a 2 in. inner-diameter
cell, which we settled on after experimenting with a number of different cell geometries
and sizes. This section summarizes the central design features of the cell alongside
the practical motivations for these particular experimental choices.
Fig. 2.1 shows a schematic of the device, while Fig. 2.2 depicts the loaded cell in
operation. The individual components of the device are described in the subsections
below.

2.1.1

Cell

The experimental cell consists of a transparent, cylindrical polycarbonate tube of 5.08
cm inner diameter and 0.32 cm wall thickness, rated to withstand an interior pressure
of 1 MPa.
We insert a machined plastic plug into the inlet, which we hydraulically seal using
PTFE tape applied to the outer surface of the plug. Water enters the cell through
a threaded hole drilled through the centre of the inlet plug; a barbed pipe fitting
screwed into the threaded hole connects the plug to a soft Tygon tube leading to a
pump.

26

Figure 2.1: Schematic of the experimental device. Both the Eulerian and Lagrangian
vertical coordinates—z and Z, respectively—are referenced relative to the foam outlet
face. Using these coordinates we keep track of the position of markers on the foam
during deformation.
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Figure 2.2: Configuration at the beginning of an experiment. Visible are: the pressure transducers and acrylic adaptors linking them to the interior of the cell; the
components of the vertical translation stage; a column of foam marked at discrete
points along its surface for visual tracking.
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In order to hold the inlet fitting in place, we drill a shallow groove into the exterior
surface of the cell, providing a lip upon which to clamp the fitting. The clamps
themselves are fashioned out of two pieces of laser-cut Delrin sheets; one piece fits
into the grove in the exterior wall of the cell, the other straddles the upper surface
of the plastic inlet plug, and the two are screwed together to clamp the plug into the
cell. In the course of experimentation, we load and unload the cell from below, so
the clamps at the inlet are secured firmly in place and designed to be removed only
occasionally for routine maintenance.
As an alternative clamping arrangement, we were also able to fasten the inlet
fittings directly to the outlet fittings using long segments of threaded rod that clamped
the two sets of fittings to each other using wing nuts. By bypassing the grooves in the
cell itself, this arrangement would simplify the manufacturing of future realizations of
the cell. Moreover, since only one set of wing nuts need to be removed to release both
the inlet and outlet fittings, this arrangement would both facilitate the disassembly of
the device for regular maintenance and allow the experimenter to alternate between
top- and bottom-loading the cell as needed. We thus recommend such an arrangement
for future work.
At four points along the length of the cell, narrow (0.34 mm) channels are drilled
through the cell wall, which are connected hydraulically to differential pressure sensors
through acrylic adaptors epoxied to the cell. Because the pressure transducers need
to be replaced periodically, they are not permanently bonded to the acrylic adaptors
but rather made to fit snugly in the adaptor channel. In spite of the relatively high
working pressures, no leaks were observed between properly inserted transducers and
the adaptors.
The diameter of the channel leading into the cell is chosen based upon the pore
geometry of the material under investigation. In principle, narrower channels provide
better spatial resolution of the pressure; the channels should also be sufficiently wide
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Figure 2.3: Close-up photograph of the foam surface. The image represents an area
of foam 2 mm in both height and width.
so as to cover an area of porous material surface containing both pores and solid
skeleton, thereby ensuring sufficient pressure averaging.
Typical pore sizes we observe in our foam are on the order of 0.1 mm. Fig. 2.3
shows a close-up of the foam surface. In order to ensure our pressure readings average
over multiple pores, we have chosen the channel width, 0.3 mm, to be a few multiples
of the typical pore size.

2.1.2

Pressure Transducers and Translation Stage

We deploy manually-calibrated differential pressure transducers (Honeywell 24PCFFA6D),
which measure the cell-interior pressure at fixed positions relative to atmospheric
pressure. Using a 5VDC excitation, Wheatstone bridge strain gauges within the
transducers translate mechanical deformation of the sensor element into an analog
voltage signal, which we convert to a digital signal using an HX711 ADC chip and
read out at 9 Hz to a laptop using an Arduino.
We deploy electronic pressure sensors to measure both the applied pressure head
and the pressure gradient within the foam. The cell geometry is such that the uppermost sensor is never in direct contact with the pore space of the porous medium, and
we thus use it to measure the applied pressure head. The remaining three sensors are
dedicated to measuring the pressure drop at successive locations within the foam.
This measuring strategy implies in turn a calibration strategy: we calibrate the
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(a)

(b)

Figure 2.4: Representative calibration curves for (a) direct calibration against a pressure gauge and (b) determination of linear scaling constants relative to a reference
sensor, p1
uppermost sensor against an independent measurement of fluid pressure—a fluid pressure gauge accurate to within 0.5 psi—and calibrate the remaining three sensors in
terms of their differences to the uppermost reference sensor.
Because we observe the zero-point sensor readings to vary between experiments,
in practice we take a single round of calibration data to determine the (presumably)
constant linear scaling relations between the sensors but measure the zero-point offsets
before each experimental run. In other words, assuming

pi = aij + bij pj | i, j ∈ [1, 4],

(2.1)

(no sums taken), we measure the relative linear scalings between pressure gauges,
bij , once at the beginning of the experimental campaign and the relative zero-point
offsets, aij , at the beginning of each individual experiment. The bij ’s are measured
using a separate device; the sensors are removed from the cell and inserted into a
branch of tubing that terminates in a series of t-junctions, into which the sensors
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are clamped. The branch is sealed off at the end to prevent flow through it, held
horizontally to minimize any hydrostatic differences between the sensors, and finally
subject to a range of fluid pressures supplied by our pump.
The choice of reference gauge—that is, the gauge calibrated with respect to the
independent pressure reading rather than calibrated relative to the other gauges—is
an arbitrary one; we pick gauge # 1 as the reference gauge, i.e. we take j = 1 in Eq.
2.1. Fig. 2.4 demonstrates representative calibration data for this choice of reference
gauge.

2.1.3

Translation Stage

Because the pressure transducers are installed at fixed locations along the cell, a
quasi-continuous series of pressure measurements can be obtained by translating the
porous material along the cell length. We achieve this using a series of outlet stages.
The lower surface of the porous sample material is proximally constrained by a porous,
rigid disk that is free to both rotate and vertically translate within the cell. This rigid
disk rests on a thrust ball bearing, itself mounted on a second rigid, porous disk. This
second disk, in turn, is fixed to one end of a threaded (1.27 mm pitch) metal rod, the
other end of which fits into a threaded hole in the outlet housing, which is clamped to
the cell wall in a manner similar to that described above for the inlet plug. Rotating
the end of the threaded rod outside the cell results in a vertical translation of the
second disk, which is communicated to the first disk through the ball bearing set,
thereby largely removing the rotational component of the otherwise helical motion
so as to minimize torsion in the porous material. We still observe some torsion in
the foam, particularly at the highest driving pressures (c.f. the images in Table 7.1
provided in the Appendix).
All porous disks are fabricated by laser-cutting a 6.7 mm sheet of acetal plastic
(Delrin). The pores in the outlet disk are 3 mm in diameter. In our experiments,
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acetal plastic provides sufficient flexural strength to withstand stresses of up to 350
kPa and sufficient machinability to allow us to cut holes into them, which we do
using a laser cutter. Stiffer experimental samples would require correspondingly stiffer
translation disks, which could easily be cut out by standard machining techniques.

2.1.4

Sample

We use latex foam grown in a continuous extrusion process marketed by KTT Enterprises of Hamden, CT. Latex has the advantage that, in the dry state and without
wall friction, it quickly—on the order of seconds—adjusts to changes in stress. In
contrast, after being subjected to large strains, polyurethane foams may require up
to a minute to fully relax back to their rest state. In the presence of frictional contacts
with the walls, this effect amplifies any hysteresis in the stress-strain curve. In our
experiments, the latex foam takes 30-60 s to adjust to changes in inlet pressure, a
timescale we attribute to the intrinsic poroelastic timescale of the material—the typical compression time when the foam is subjected to flow—combined with the effect
of wall friction. Chapter 5 describes our strategy for analyzing the data in light of
this friction.
We prepare foam samples by cutting circular disks from a 0.51 cm thick sheet of
foam using a steel die cutter made in-house. We stack these disks in columns of the
desired aspect ratio. Clearly, accurate fabrication of the disks is essential; if the radii
are too large, deformation and flow will be dominated by friction, and if too small, by
hydrodynamic shorts through the wall gaps. Either effect can obscure the underlying
poroelastic behavior. In our case, we have erred on the side of larger radii to ensure
no leakage around the sponge, and incorporate the effects of wall friction into the
theoretical analysis and interpretation of the data as described in Chapters 4-6. We
made no attempt to measure the elasticity of an undersized foam column.
In practice the choice of radius was made through careful experimentation; after
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fabricating cutting dyes of different radii, we subjected foam columns of different
widths to successive flow-compression cycles (described in greater detail in Chapter
3). Columns that were much too wide tended to become stuck at the compression
state achieved at the highest pressure applied thus far and wouldn’t move until a
still high driving pressure was applied. Columns that were too narrow, on the other
hand, showed visible signs of side flow—including air bubbles rapidly propagating
along the length of the column. For this 5.08 cm inner diameter cell, a cutting die
of inner diameter 4.87 cm was experimentally found to offer a reasonable amount of
sample mobility with no obvious signs of sideflow. It must be kept in mind that disks
cut from such a die had diameters slightly greater than that of the cell due to the
swelling of the disks during the fluid imbibition step undertaken prior to their use in
experiments.
The narrower inner-diameter devices described below offer an alternative means
of functionally determining the optimal sample radius; by measuring the minimal
pressure drop over a single foam disk that first causes it to move down the cell,
it is possible to pinpoint the minimum disk radius at which frictional effects start
becoming important, which we expect to occur when the disk radius is roughly equal
to that of the cell. We took this approach for the narrower test cell but found it
unfeasible for the wider cell, in which individual disks would rather rotate in place
than translate down the cell.
We cut disks out of thin sheets of foam in order to maintain smooth sides between
the cylinder wall and the foam, which are crucial to preventing hydraulic shortcircuits. Figure 2.5 shows a typical half-inch disk in side profile, giving a sense of how
straight we are able to cut the foam edges. Cutting columns out of thicker sheets
generally leads to tapered sides owing to the compression of the sheet during the
cutting process. In materials whose elastic properties and surface texture would not
be modified by the application of high temperatures, the fabrication of a continuous
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Figure 2.5: A typical half-inch foam disk imaged from the side. The cut sides of the
disk are visible in profile on the left and right sides of the image. By keeping the
cutting die sharp and cutting straight down in to the foam sheet by installing the die
in a drill press (without the drill running), we achieve minimal sidewall taper of all the
cutting methods tried. Some taper seems to be unavoidable due to the compression
of the foam sheet during cutting.
column using methods such as hot-wire cutting may be appropriate.
Working with a stack of foam disks rather than a continuous column poses its own
experimental challenges. Under low driving pressures, nonuniform compression of the
foam can lead to delamination between the disks. Avoiding such delamination sets an
effective lower bound on the inlet pressures at which we can undertake experiments;
in our implementation, we work with pressures above 10 kPa.
After adding permanent ink markers to the surface, we imbibe the foam in water
for five hours to ensure any fluid absorption by the solid backbone takes place well
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Figure 2.6: By imaging an initially dry foam disk at successive intervals after immersing it in water, we track how the foam diameter evolves during imbibition. The
blue circles represent experimental measurements, obtained by processing images of
the foam taken from above with a Sobel filter to identify the foam edge, and then
fitting the edge to a circle to extract the average diameter. The red line is an expot
nential fit to the data, viz. d(t) = ddry + (dwet − ddry )(1 − e− τ ), with initial dry radius
ddry = 1.295 cm and the fully saturated radius dwet = 1.338 cm determined from the
data. The time constant τ = 0.65 hours, or about 39 minutes, was determined by
using it as a free parameter in the fit.
before the experimental trial begins. As demonstrated in Figure 2.6, our foam swells
during imbibition and increases its linear dimensions by about 3.5% over the course
of five hours. The swelling process occurs roughly exponentially in time, with a time
constant of around 39 minutes.
We load the foam disks into the cell one by one in order to minimize any pre-stress
in the foam column. We then reattach the outlet fittings to hydraulically seal the
cell.
To measure the void fraction of the undeformed foam, φ0 , we first weigh a dry
foam disk of known dimensions before quickly imbibing it in room-temperature water
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and weighing the wet disk. By determining the weight of water added to the disk,
we can calculate the amount of volume it occupies within the foam and thus the
foam’s resting void fraction. We perform a quick (i.e. < 10 s) imbibition in order to
exclude the weight of the water absorbed into the solid backbone, the much smaller
void spaces of which we assume do not participate in the bulk poroelastic dynamics
(but which may nevertheless introduce viscous effects as in the hydrogels and hollow
fibres discussed in Chapter 1).
During these measurements, particular care must of course be taken not to subject
the foam to compressive forces while transferring it from the room-temperature bath
to the scale. We observe that the typical pore size of the foam—on the order of 0.1
mm diameter—is sufficiently small to keep the foam saturated with water by capillary
forces alone even as it is removed from the bath. By repeating this procedure, we
arrive at a reproducible void fraction of φ0 = 0.721 ± 0.005, where the error reflects
the spread of the measurements.

2.1.5

Displacement and Volume Flux Measurements

Displacements of the porous medium are measured by imaging markers on the foam
using a DSLR camera. The markers are digitally processed using a particle tracking
algorithm, from which the local foam compression and thus porosity can be calculated. The approach is adapted from a standard particle tracking algorithm[46]. For
materials where fixed markers are not appropriate, the same algorithm can be tuned
to track tracer particles and even individual pores (so long as the pores remain visible
at high strains).
Using our foam, we had some luck tracking pore movement on the basis of highresolution videos of the foam surface (see Fig. 2.7), though the visibility of the pores
diminished substantially under the highest strains achieved. This approach requires
relatively high frame rate videos—we had difficulty matching pores from still images
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Figure 2.7: Individual positions of tracked pores as the foam is subject to a sudden
increase in driving pressure. This data is derived from a high-resolution video of
the compression process, which we then subjected to a particle tracking algorithm
to track the pore positions. Distances are measured in horizontal pixels from the
outlet; this data was taken in an earlier prototype of our experimental cell which was
oriented horizontally. In this figure, we only tracked a portion of the foam near the
inlet.
taken from very different flow states or medium configurations. Because the focus of
our study is primarily on the steady-steady dynamics, however, we opted to track a
limited number of markers rather than individual pores.
The fluid volume flux through the porous medium is measured by collecting the
effluent fluid at the outlet in a basin placed on top of a digital scale. By continuously
measuring and recording the fluid weight throughout the experiment, the instantaneous volume flux is calculated as the derivative of the measured weight multiplied
by the known density of water (the temperature of which is monitored at the inlet to
ensure the density is accurate).
The digital scale is read out in real time using the same Arduino as the pressure
sensors, thereby synchronizing the pressure and volume flux measurements. Of course,
experimenters interested in the evolving dynamics of the foam would need to account
for the lag time associated with the time it takes for the water to fall from within the
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cell to the collection basin—a height that varies depending on how full the collection
basin is, but which in our implementation could be as large as 50 cm. Because we are
interested in steady-state dynamics, however, we did not need to take this lag into
account. Our steady state pressures and volume fluxes are calculated as the average
of the respective readings over a predetermined 30 s measurement window initiated
after the system has reached equilibrium.

2.1.6

Flow Conditioning

The working fluid is water. We start by creating a pressure of 700 kPa using a
centrifugal pump modulated with a roughing valve. The flux is reduced by passing
the fluid through an adjustable pressure-regulating valve to reach a lower constant
inlet pressure prior to entering the cell.
Though we had initially driven the experiment using the pressure supplied by the
tap alone, we found that upstream fluctuations in the supplied pressure had a negative impact on the experiments even using our pressure regulating valve. To minimize
these disruptions, we draw the water from a large basin continually replenished from
the tap. The temperature of the water in the basin is continually monitored. The
motor we use to supply the driving pressure is not itself adjustable, so we use a roughing valve installed at the end of one branch of the feed line to manually decrease the
supplied pressure; water flowing through the roughing valve is directed back into the
supply basin. The roughing valve itself was implemented in order to avoid overloading
the motor when the cell is being driven with especially low driving pressures, which
might otherwise lead to a build-up of pressure near the motor.
The pressure-regulating valve is placed on the branch of the feed line that leads
to the experiment and further decreases the supplied pressure to the desired value
before entering the cell.
In order to prevent jetting as the flow passes from the 0.64 cm inner diameter
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supply line into the 5.08 cm inner diameter cell, we affix a 2.5 cm high porous canister containing 3 mm glass ballotini to the inlet fitting. The inset to Fig. 2.1 shows
a schematic of the canister, which we manufacture by stacking laser-cut acrylic rings
between two porous acrylic end plates with 2.5 mm hexagonal holes laser cut into
them. We fill the canister with the glass beads before attaching the acrylic components to each other and attaching the canister to the cell’s inlet fittings. As the water
passes into the cell through the canister, the beads flatten out the flow from a narrow
jet to one with an axially uniform velocity. Though the canister itself has an intrinsic
hydraulic resistance, we measure the inlet pressure, p0 , immediately after the fluid
passes through the canister and thus do not need to correct for this resistance in our
analysis.
Because the pressure-regulating valve dynamically adjusts to maintain an ostensibly constant pressure in the experimental cell, this particular experimental configuration is not well-suited to study the dynamic response of the porous medium to
sudden changes in inlet pressure, as the regulator response will be inextricably folded
into the porous medium’s behavior. Time-dependent poroelastic behaviors may be
better studied by imposing a constant, adjustable input fluid volume flux rather than
a constant pressure as we do here; at the volume flow rates we use in this 2 in. inner
diameter cell, however, it should be said that maintaining a constant input volume
flux is not trivial.
We make measurements only of steady states, which are achieved within 30-60 s
of changing inlet pressure.
Even without altering the regulator settings, however, both the pressure head and
volume flux are observed to wander modestly (c.f. Fig. 2.8b) as the foam is translated
down the length of the cell during the fixed pressure head experiments. The direction
of the pressure variations in our experiments are consistent with those measured in
the bare regulator(s); the pressure head increases as the volume flux at the outlet
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(a)

(b)

Figure 2.8: Pressure fluctuations observed (a) while drawing different volume fluxes
through the bare regulator(s) and (b) during “fixed pressure” experiments as the foam
is translated vertically along the cell (c.f. Chapter 3). Panel (a) plots down-regulated
pressures from (blue) one regulator and (green) two identical regulators in series. In
(b), line colours correspond to foam aspect Ratios: 0.8 (red), 1.2 (green), 1.4 (cyan).
Overlaid circles indicate how much time the foam was given to equilibrate between
measurement steps: the experiments with black circles were given at least a minute,
and in green less than a minute.
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decreases (c.f Fig. 2.8a). Using multiple pressure regulators in series does not seem
to improve the precision of the pressure regulation. In future experiments, we would
recommend investing in regulators that more precisely maintain a constant pressure
under downstream changes in volume flux.
Because our experiments are intended to measure the steady-state pressure gradient in the foam, variations are of course undesirable. The drift seems to be associated
with the foam not having achieved a steady state as it is translated through the cell;
though the exact mechanism remains unclear, the magnitude of the pressure drift is
substantially diminished in experiments in which the foam is allowed to settle in place
for a full minute before pulling it down to the next position. The feedback between
the foam—which, by compressing under flow, serves in its own right as a kind of
pressure-regulating valve—and the upstream pressure regulating valve is a complex
one, and likely underlies the fact that these pressure modulations are observed to be
enhanced when the foam may not have reached a fully steady state prior to being
translated.

2.1.7

Uncertainty Estimation

Systematic uncertainties in the deformation measurement are dominated by the error
in the identification of the point position, which we estimate at ±0.2 mm. The
pressure sensors are rated to be accurate and reproducible to 1% of the measured
reading once fully calibrated.
The precision in the pressure measurements is limited by our ability to maintain
a constant inlet pressure. We observe typical fluctuations of 5% in the inlet pressure
over the roughly 1-2 hours required to complete an experiment.
Because random errors associated with the stick-slip motion of the foam and the
inlet pressure fluctuations are larger in magnitude than the systematic uncertainties,
we perform repeated trials under identical experimental conditions in order to deduce
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Figure 2.9: The half-inch inner-diameter cell in operation. An additional pair of
pressure transducers are installed on the right side of the cell (and are obscured by
the ruler in this image).
the average behavior of the foam.

2.2

Narrow-gauge Cell

As an initial proof of principle, we produced a working prototype for the cell described
above using many of the same design concepts but with the polycarbonate cell only
0.5 in. in diameter. Figure 2.9 shows a typical photograph of the cell in the course
of an experiment.
The motivation for using the wider cell was to increase the resolution of both the
pressure and deformation measurements without thereby enhancing the relative effect
of friction. As detailed in Chapter 4, for strongly nonlinear deformations we observe
a large fluid pressure drop near the outlet of the foam—sufficiently large that we had
trouble resolving the gradient there in this smaller cell.
Of course, the conduits leading to the pressure sensors cannot be made arbitrarily small; holes smaller than a few tenths of a millimeter are difficult to accurately
fabricate, while at sufficiently small channel radii possible capillary effects (arising
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from e.g. air trapped in the conduit) cannot be ignored. For a fixed channel size, the
spatial resolution of the pressure measurements can be enhanced by increasing the
linear height of the sample, but doing so will also increase the foam surface area in
contact with the cell wall and hence increase the total frictional force felt by the foam.
Symbolically, if Fa is the total applied driving force and Ff is the total frictional force,
the ratio of the two,
Ff
∝ l,
Fa
is proportional to the linear height, l, of the foam column, assuming that Ff is
proportional to the surface area of the foam in contact with the cell wall.
We can, however, offset this increased friction in longer foam columns by simultaneously widening the cell. All the experiments described in this thesis are conducted
by varying either the applied mechanical stress or fluid pressure; the total driving
force on the sample is thus proportional to the area of the sample. Because the frictional force is proportional to surface area and thus scales with the cross-sectional
sample radius, r, but the applied stress scales with the square of this radius, the ratio
of the total frictional force force to the total driving force behaves as
1
Ff
∝ ,
Fa
r
assuming that only the cell radius has been changed. By this argument, linearly
scaling the sample radius and height simultaneously leaves the ratio of the total
frictional force to the total driving force unchanged: l-dependent and r-dependent
effects cancel each other out so long as all linear dimensions are scaled by the same
factor. Another way to write this is
Ff
l
∝
≡ rA ,
Fa
2r
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where rA is the foam aspect ratio. In the experiments described in this thesis, the
friction generally acts to oppose the applied forces (mechanical or flow-driven) as
the foam is being compressed; we can thus write down the net force available for
compression—which is what we are ultimately interested in—as

Fnet ≡ Fa − Ff = Fa (1 − c · rA ),

where c encompasses all of the numerical factors suppressed in the scaling arguments
above. For a fixed applied force, in other words, the total compressive force (we are
not yet worried about its spatial distribution) remains unchanged in magnitude under
a rescaling of all linear dimensions of the experiment.
To relate this to the actual observed foam compression, however, we have to
account for the fact that the effective foam stiffness also changes with the linear
dimensions of the sample. Assuming for simplicity a Hookian (i.e. linear) elastic
constitutive law for the foam, we write

Fnet = −Ku,

with K the spring constant for the sample and u ≡ x − X the displacement of one end
of the foam relative to its starting position (assuming the other end is held fixed).
Because K ∝

r2
l

while the applied force Fa = σr2 for a constant applied stress σ, we

can write the typical foam displacements as

u=

Fnet
l
∝ −σr2 (1 − c rA ) 2 ∝ l,
−K
r

for a fixed σ and rA . The cancellation of the radius ultimately derives from the
assumption that both the applied force and the spring constant scale with the area,
∼ r2 , of the foam. In other words, we expect the relative displacements
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u
l

to depend

only on the applied stress and the aspect ratio of the foam. Uniformly increasing
the linear dimensions of the cell allows us to use a longer sample and thus increase
the spatial resolution along the height of the foam without thereby compromising the
foam compression due to increased friction.
Friction complicates this scaling argument, as both the frictional forces and (in
the flow-driven case) the applied stresses are spatially distributed throughout the
length of the foam in a complicated manner. Moreover, we know our foam eventually
deviates from linear elasticity at high strains. The full frictional model we present in
Chapter 5 could in principle be used to generate more accurate scaling predictions to
inform future experiments.
For our purposes here, it suffices to say that we expect no leading-order change
to the compression of the sample owing to a change in the linear dimensions of
the experiment provided that the experiments are conducted at fixed applied stress
(rather than, say, a fixed imposed volume flux, which would alter the scaling of

Ff
Fa

with the height of the foam).
There is, in any case, a distinct disadvantage of using a larger cell: namely, that
larger cells require more fluid volume to maintain a given driving pressure. This
is the result of two competing effects. Increasing the length of the foam sample
linearly increases its total hydrodynamic resistance (this is true not only for rigid
porous media but is also borne out in the nondimensionalization of the volume flux
in compressible porous media flows, see e.g. [6]). Counteracting this, however, is the
fact that increasing its cross-sectional area—i.e. the square of the radius—increases
the total volumetric flow rate that would need to be provided in order to maintain a
constant inlet pressure.
Uniformly increasing the cell dimensions thus linearly increases the necessary fluid
volume to be supplied at a given driving pressure—doubling the size of the cell along
all dimensions requires providing twice as much fluid volume per unit time in order
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to perform experiments at the same driving pressure. This scaling is a problem
both because typical commercially available pressure regulators generally become
less accurate at high volumetric flow rates (Fig. 2.8) and since providing larger
volumetric flow rates requires more powerful motors. In future experiments, we would
recommend investing in more accurate pressure-regulating valves to sidestep the first
problem—with the caveat of course that all pressure regulating valves stop functioning
optimally at sufficiently high volume flow rates.
The design of the narrower cell is analogous to that of the larger cell with the
exception that the inlet fittings were screwed directly into the cell, the interior surface
of which was threaded and coated in PTFE tape to secure the seal. This arrangement
avoided the complications of clamps and made top-loading the cell more feasible. One
note of caution; after unscrewing and reattaching the inlet fittings multiple times, the
cell began showing visible cracks near the inlet. Though this did not compromise the
seal in the experiments we conducted with this cell, it likely would have if we had used
the cell over longer time spans. This potential pitfall could be avoided by constructing
the cell out of a tube with thicker side walls—ours was on the order of 2 mm.

2.3

Friction Slip Cell

In order to measure the pressure drop across disks of foam in “free fall” down the
cell, we constructed a longer version of the narrow-cross-section cell—roughly 1.5 m
in length—with the pressure sensors evenly distributed along its length rather than
clustered near the outlet. After positioning a disk between two pressure sensors, we
slowly increased the driving pressure until the foam started to move, and we took a
video recording of the disk sliding down the cell. Figure 2.10 shows a typical still
frame of the device as the foam is moving down the cell.
Comparing the maximum pressure drop over the foam disk before it moved to the

47

Figure 2.10: The friction slip cell in operation: the foam disk is moving to the right
under the force of a small fluid pressure drop over it. The pressure drop is measured
using pressure transducers interspersed along the length of the cell.
pressure drop over it as it moved down the cell allowed us to extract an estimate of
the ratio of static to kinetic frictional forces. Though we had originally designed this
cell to give a quantitative measurements of both of these frictional terms directly,
we were not able to carry over these measurements to the larger-radius cell; slight
changes in the radius of the disks will change the wall-normal forces and hence the
frictional forces resulting from a given friction coefficient. Because we used the same
foam material throughout, however, these measurements still constrain the ratio of
the frictional coefficients at any foam radius, i.e. independently of the normal force
N:
N µs
µs
Fs
=
= .
Fk
N µk
µk
The value we obtain for this ratio is 1.3 ± 0.1, which we later use as a parameter in
our theoretical model.
In principle, a correspondingly wider version of this friction slide could be constructed to measure the frictional forces on the samples used in the wider cell. The
reason we did not take this path was a practical one: because all of our disks are of
the same height (to wit, 0.2 in.) there is a minimum cell radius above which a single
disk would rather rotate in the cell under the action of an imposed fluid flow rather
than be pushed down the cell by the flow. Though this is not a problem for stacks of
disks as used in the compression devices described above, it does make studying the
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isolated dynamics of wide and thin disks very difficult. This would not be a problem
if foam samples could be cut from thicker sheets of foam without the problems of
tapering and superficial nonuniformity detailed above. As a shortcut to this, stacked
disks could in principle be carefully glued together (to prevent delamination) and
studied in wider friction slide cells. Special care would have to be taken in this case
to ensure the disks are perfectly collinear prior to being glued together. The glue
itself would need to be applied as near as possible to the edge without actually being
at the edges of the disk faces in order to prevent delamination near the edge of the
stack without altering the surface texture of the foam. Though the glue would alter
both the permeability and the elasticity of the foam, a carefully glued stack of disks
could in principle be fabricated in such a way as to avoid altering the texture of the
surface in contact with the cell wall, which would then allow us to carry out friction
measurements using a wider version of our friction-slide cell.
The complicating effects introduced by gluing disks together, however, are not
trivial to avoid; we thus devised a method to derive estimates of the wall friction
directly from the experiments undertaken in the wider cell.
The added advantage of having such a long cell is that it permits a functional
determination of the optimal cell radius. By placing disks of different radii in the
cell and measuring the minimum pressure drop over them before they begin to move,
we find that this minimal pressure required to drive motion is low and nearly constant for low disk radii and suddenly begins to increase rapidly beyond a particular
critical radius, as demonstrated in Fig. 2.11. We interpret this inflection point as
corresponding to the minimal radius at which the outer surface of the disk is fully in
contact with the cell wall.
Though we used a different approach to find the appropriate disk radius for the
wide cell experiments, fabricating a wide friction slide and performing experiments
along these lines would provide a complementary approach to the radius determina-
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Figure 2.11: Slowly increasing the pressure drop over an individual foam disk free to
move in our 1.27 cm inner-diameter cell, we record the minimum pressure necessary
to cause it to start moving down the cell. We repeat this measurement three times
and report here the average pressure required to drive motion for each disk size.
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tion.
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Chapter 3
Experimental Regimes
We deploy the 2 in. inner-diameter cell in different configurations to make three
distinct sets of experimental measurements:
1. Elastic Deformation under applied mechanical stress.
2. Pressure gradient and deformation profile within the foam subject to flow-driven
compression at a constant driving pressure.
3. Steady-state volume flux and deformation profile of a column of foam compressed by varying driving fluid pressures.
In order to understand effects arising from the height of the foam column, we
repeat the above experiments for three different aspect ratios of foam: 0.8, 1.2, and
1.4.
This chapter discusses each of these three experimental regimes in more detail,
describing the relevant quantities of interest in each and how the respective measurements are made.
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3.1

Elasticity

We measure the mechanical constitutive relation of the foam in situ because we
expect it to be affected by the presence of friction between the foam and the cell
wall. Fixing the bottom outlet plug at a given height, we fill the interior of the cell
with water and mechanically compress the foam from above using a rigid, porous disk
acting as a plunger. By placing the entire cell directly on a digital weight scale and
photographing the foam deformation we measure the foam strain as a function of the
imposed stress. Figure 3.1 shows an example of the strain-dependent bulk elasticity
of the foam column that we obtain in this manner.
We measure the foam compression using a height gauge that measures the position
of the top of the mechanical plunger. The height gauge holds the plunger rigidly
in place, and we clamp the gauge to the lab table to hold it fixed in turn. The
elasticities of the plunger—a wooden dowel atop a porous Delrin disk—and of the cell
components between the foam sample and the weight scale are reasonably assumed
to be negligible compared to that of the foam. Because the measuring plate of the
scale itself moves in response to the applied strain, the intrinsic stress-strain response
of the scale itself needs to be carefully characterized and corrected for in the foam
elasticity measurements.
In practice, we perform the measurement by moving the plunger down to a known
strain and recording the weight registered on the scale. Depending on the amount of
applied stress, we need to wait anywhere between 30-90s for the readings to stabilize
as the foam adjusts to a change in applied stress; we only record the weight after the
readings have thus stabilized. We take measurements at applied stresses ranging up
to 50 kPa; beyond this point, our clamping arrangement to hold the height gauge
became less effective, and the height gauge itself began to move. Future experiments
could overcome this shortcoming using a more rigid space frame to hold the plunger
in place rather than relying on the height gauge itself to supply the applied stress.
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Figure 3.1: Evolution of strain with applied mechanical stress during two compression
cycles. L denotes the initial length of the foam column and l the compressed length.
Upward-pointing triangles denote increasing applied stress, while downward-pointing
triangles indicate decreasing stress. Wall friction contributes to both the overall
hysteresis and the comparative stiffness of the foam at low but increasing stress.
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The data from the two compression cycles in Figure 3.1 cleanly overlap with each
other except at stresses below 5 kPa; the foam only relaxes to 95% of its resting height
after the first compression cycle due to the wall friction and is thus prestressed at
the beginning of the second compression. The fact that the strain data is otherwise
repeatable gives us confidence that the foam does not undergo any irreversible plastic
deformations during the initial compression. This is worth mentioning because the
analogous fact does not hold in the fluid-driven volume flux experiments described
below; both the volume flux and deformation profile from the initial compression
cycle differ from subsequent flow-driven compression cycles.
The spatial locations of the applied stresses differ markedly between the flowdriven and mechanical compression experiments; whereas in the former the applied
stress is distributed throughout the length of the foam, in the latter the applied
stress is localized at the inlet surface of the foam. This difference in applied stress
configuration changes how friction acts on the foam and thus changes how the friction
is expressed in the compression data.
Figure 3.1 exhibits two different effects of friction. Firstly, the fact that the foam
stiffness—the inverse slope of the stress-strain curve—is quite high at stresses below 5
kPa before relaxing to a lower value in the roughly linear elastic regime between 5 and
15 kPa is an expression of the fact that, due to static friction, the low stresses do not
influence the lower fraction of the foam and all of the compression is rendered upon
the top fraction of the foam. In other words, by counteracting the applied stress, the
friction allows for the possibility of a “compression front” that only propagates to the
outlet surface of the foam at sufficiently high applied stresses.
This interpretation is substantiated by Figure 3.2, which shows the position of
three interior points in the foam during the same experiment as that shown in Figure
3.1. The effective “yield stress” regime is more pronounced at the lowest sample point
tracked compared to the highest, as larger applied stresses are necessary to overcome
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Figure 3.2: Motion of 3 test points under mechanical compression. Red: Increasing
applied stress, Blue: Decreasing stress. The stress is applied at 1 on the vertical axis
and 0 represents the position of the outlet.
the intervening wall friction and thus cause the lower portion of the foam to move.
It is important to remark that this yield stress effect emerges from the interaction of
the foam with the cell; in the course of our experimentation with the foam outside
the cell, we found no evidence for an intrinsic yield stress in the foam itself. We will
later use this data to parameterize the effect of friction in our theoretical model.
The second effect of friction is to cause the foam dynamics to differ during compression and relaxation, leading to the overall hysteresis in the foam deflection visible
in Figure 3.1. Because of the friction, as the applied stress is increased the stresses
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(a)

(b)

Figure 3.3: Deformation profiles (a) for mechanical-compression experiments showing
(red) increasing applied stress and (blue) decreasing stress. Each line corresponds to
a single snapshot from within a single experiment. Renormalizing the x axis by the
total measured foam compression for each profile (b) shows a systematic deviation
from the frictionless expectation of strictly linear deformation profiles depending on
whether the pressure is increasing (red) or decreasing (blue).
are consistently higher near the inlet of the foam at all pressures, as the wall friction acts to shield lower portions of the foam from the applied stress. The story is
inverted during the relaxation stage of the compression cycle; retracting the plunger
allows the upper surface of the foam to relax first before the lower reaches of the
column are able to do likewise. Figure 3.3 shows this effect in detail by displaying
the position of every dot in the course of the experiment. Without friction, we would
expect the deformation profiles to be straight lines with slopes that become more flat
(in the variables plotted) as the applied strain increases; this corresponds to uniform
strain throughout the foam. Because of friction the stresses—and consequently the
strains—are nonuniform along the foam: and, in particular, higher near the inlet
during compression and lower there during relaxation.
Without friction, we expect the foam elasticity to fall somewhere between the
ascending and descending legs of the compression cycle. Figure 3.4a shows a fit to
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(a)

(b)

Figure 3.4: Stress strain curves for the mechanical compression experiments, showing
aspect ratios 0.8, 1.2, and 1.6. The mean stress-strain behavior is shown in green in
(a), with the black dashed line showing the inferred linear elasticity at low strains.The
average constitutive relationship (green solid line) between the increasing and decreasing legs of the measured stress-strain data is, to a good approximation, linear at low
strains (black dashed). The corresponding bulk modulus is K = 20 kPa. The full
trajectories for each of the three experiments are shown in panel (b). In both, upward
(downward) pointing triangles denote steps of increasing (decreasing) stress.
the average of the increasing- and decreasing-stress branches alongside the measured
stress strain data at all aspect ratios. The material is linearly elastic up to roughly
10 kPa, above which it begins to stiffen markedly. The full polynomial fit, written in
terms of the void fraction or porosity φ, reads

σ(φ) = 0.2686φ5 − 1.3991φ4 + 1.7535φ3 − 0.7517φ2 + 0.0087φ + 0.0530,

with σ the stress measured in kPa. The connection between porosity and strain is
elaborated in Chapter 5.
As demonstrated in Fig. 3.4b, the largest aspect ratio studied—1.6—relaxes to a
smaller fraction of its resting length compared to the aspect ratios 1.2 and 0.8. We
interpret this as a result of the increased total frictional force acting on the longer
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foam column.

3.2

Volume Flux

Volumetric flow rate describes the total volume flowing through a given horizontal
slice of the experiment per unit time and has units

m3
.
s

Volume flux, on the other

hand, describes the volumetric flow rate divided by the area of the cross-sectional
slice (which in our measurements can be taken to be the outlet surface of the foam),
and hence has units

m
.
s

Because we study steady state behavior, we only measure

the volume flux once the foam matrix itself has stopped moving: the total volume
flux is thus strictly due to the flow of water through the foam, and is constant across
the length of the foam column. For our uniaxial flow geometry, the volume flux also
reflects the speed of fluid flow through the foam.
In our fixed-outlet experiments, the inlet pressure is varied and the foam deformation profile and volume flux are measured as a function of the inlet pressure while
the bottom of the foam sample (the flow outlet) is held in a fixed location.
The inlet pressure is cycled repetitively between zero and some specified maximum
pressure in discrete pressure increments, subjecting the foam to successive compression and decompression. At each pressure setting, the foam is allowed to equilibrate
for 60 s, which is long enough for all measured quantities to reach steady state. Once
steady state is reached, the foam is imaged (yielding the deformation profile) and the
volume flux is measured by collecting and weighing water flowing from the outlet over
a period of 30 s, during which the inlet pressure is measured and averaged. A typical
experiment consists of 5 cycles between 0 to 350 kPa. The maximum stress is an
order of magnitude above the regime of elastic deformation in the foam as indicated
in Fig. 3.1, probing poroelastic dynamics well into the high-strain, nonlinear regime.
To attain similar resolution in this regime, stiffer sample materials than the latex
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foam we use would require correspondingly higher working pressures.
Results from a typical experiment are shown in Fig. 3.5. The decreasing slope
in volume flow rate with increasing inlet pressures shown in Figure 3.5 has also been
observed in flow-compacted hydrogel packings [4] and is a general prediction of the
theory of nonlinear poroelasticity applied to uniaxial flows [6]. As the foam compresses more under higher inlet pressures, the permeabilities, and thus the volume
flux throughout the foam decrease correspondingly. Wall friction likely contributes to
the observed hysteresis: without friction, we expect the foam to experience additional
compression (thus lower permeability) during increasing pressure steps and additional
relaxation during steps of decreasing pressure. In general, constitutive hysteresis in
the foam itself, arising for example from plastic deformation of the solid backbone,
may also play a role; we have, however, no evidence for this in our particular sample
material.
Figure 3.6 shows the volume flux data for the three different aspect ratios for which
experiments were undertaken. By nondimensionalizing this data and comparing the
volume flux evolution at low inlet pressures to the scaling expectation from linear
poroelasticity, to wit

µqL
k0 M

≈

∆p
M

(c.f. [6]), we extract an initial permeability k0 ≈

4 × 10−11 m2 . At sufficiently small initial pressure heads, the foam remains essentially
uncompressed, so its bulk permeability should be very close to the uncompressed
permeability k0 . The scaling argument then follows from writing Darcy’s law as
q =

k0
∆p,
µL

which accounts for the different initial lengths of the foam. Fig. 3.7

shows the experimental measurements for only the first few, increasing-pressure data
points at all three aspect ratios. The differences between the three experiments is
likely a reflection of small differences in the amount of pre-stress in the foam in each
experiment.
Figure 3.8 shows the total foam compression for all three aspect ratios. The foam
column relaxes to 90% of its resting length at an aspect ratio of 0.8 but only to 70% at
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Figure 3.5: Volume flow rates measured holding a 0.8 aspect ratio foam at a fixed
vertical height and varying the inlet pressure from 0 to 320 kPa in five successive
cycles. The upward (downward) pointing triangles represent steps of increasing (decreasing) pressure. These results are qualitatively consistent with those from similar
experiments undertaken with packings of hydrogel beads[4]; the volume flux initially
increases with increasing inlet pressure but eventually saturates.
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(a)

(b)

(c)

(d)

Figure 3.6: Volume fluxes for fixed-outlet experiments, aspect ratios (a) 0.8 in gold,
(b) 1.2 in red, and (c) 1.4 in blue, with all aspect ratios overlaid in panel (d). Upward
(downward) pointing triangles indicate steps of increasing (decreasing) pressure.
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Figure 3.7: Considering only the first few volume flux data points from each of the
fixed-outlet experiments (coloured lines) offers an estimate of the initial, i.e. un= ∆p
with
deformed, permeability k0 . The black dashed line corresponds to kµqL
M
0M
−11
2
k0 ≈ 4 × 10
m . The p-wave modulus, taken to be M = 54 kPa as described
in more detail in Fig. 3.8, does not affect this k0 estimate since M appears in the
nondimensionalizations of both axes.
aspect ratios 1.2 and 1.4. This difference makes sense given that longer samples have
more surface area in contact with the cell and thus have more friction to overcome
during relaxation. The widths of the deflection curves between the compression and
relaxation stages of the cycle also gives an indication of the differing effects of friction
at different aspect ratios. Comparing aspect ratios 1.2 and 1.4, the latter appears to
be less hysteretic than the former in so far as the compression and relaxation stages
seem to more nearly overlap. This is not, however, an indication that the aspect
ratio 1.4 sample has less frictional resistance; the near overlap of these two legs of
the experiment is an expression of the fact that, after the first compression step, the
foam became more or less stuck in a compressed state, and this reduction of mobility
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caused it to generally relax less during the relaxation stage and compact less during
the compression stage.
These experiments allow us to extract estimates of the stiffness of the foam
sample—namely, its oedometric or p-wave modulus, M, where M = K + 43 G is
defined in terms of K and G, the bulk and shear moduli of the solid matrix, respectively —in addition to its undeformed permeability, k0 . For small deformations we
expect the total foam deflection to vary linearly with the pressure head according to
δ
L

≈

∆p
2M

[6]. Measuring the deflection at small pressure heads, then, offers a means

of determining the foam’s p-wave modulus, M.
The fact that the foam exhibits yield stress behavior under mechanical compression as noted above doesn’t directly complicate this argument, since, in the flow driven
case, the forces are applied throughout the foam rather than at a single point and
thus no “deformation front” is seen to arise as it does under mechanical compression.
The presence of friction, nevertheless, can not be ignored here, and likely makes the
foam response stiffer than it really is. We treat the measurement of M made in
3.8 as a rough estimate—and indeed likely an overestimate. Measuring M directly
would require us to measure its shear modulus, which is a measurement we did not
undertake.
Reported here are the steady state deformations; the dynamic behavior of the
foam as it moves towards a steady state, however, also provides information about
the foam’s material properties. In particular, measuring the pressure evolution within
the sponge in real time allows one to estimate the time scale over which the foam
relaxes to steady state after it is subjected to a sudden change in pressure head. The
canonical poroelastic time scale, T =

µL2
,
k0 M

describes the time interval over which

the pervadic pressure changes in response to a sudden upstream change in driving
pressure. The time scale we calculate from the estimates of k0 and M made on the
basis of the low-pressure volume flux and deformation data, respectively, differs from
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Figure 3.8: Nondimensionalized Total Deflection aspect ratios 0.8 (blue), 1.2 (red),
and 1.4 (black). The dashed line shows the scaling from linear poroelasticity, to wit
∆p
δ
≈ 2M
, estimated on the basis of this data. The scaling works if we take M = 54
L
kPa, which we take as the best-fit value to this data.
the typical timescale characterizing the foam compression in our experiments by a
factor of ten to twenty. That is, the experiment takes up to twenty times longer to
compress compared to what we would expect from the theory of frictionless, linear
poroelasticity.
This discrepancy is not, however, surprising; the presence of friction, adds additional “viscous” dynamics and its associated timescale which we expect to lead
to deviations from the frictionless theoretical expectations. These viscous dynamics
arising from wall friction may be further complicated by any internal viscoelasticity
in the foam sample, along the lines of those noted in [4] for the hydrogel system—for
which a substantial discrepancy between the experimental and theoretical timescales
is also reported.
The effect of friction can also be seen in the measured deformation profiles from
65

these experiments—that is, looking at the full dot positions within the foam rather
than just the position of the upper surface. Figure 3.9 shows the deformation profile
for the aspect ratio 0.8 foam at three different stages of a compression cycle—a low but
increasing pressure; the same pressure but in the relaxation leg of the cycle; and at the
highest pressure achieved. The two profiles at 12 kPa differ substantially from each
other; in the increasing-pressure regime, the foam has to overcome frictional resistance
and thus registers less displacement than would be expected without friction. In the
decreasing-pressure regime, on the other hand, the foam is resisting friction during
decompression, and it remains more compressed than during the increasing-pressure
regime at a comparable pressure. If the effect of friction (as well as any potential
viscoplasticity in the sample itself) could be fully eliminated, we would expect the
two curves at 12 kPa to overlap somewhere in the region straddled by the increasingpressure and decreasing-pressure curves in Figure 3.9.
Figure 3.10 shows the analogous data for deformation profiles measured at 40
kPa rather than 12 kPa, where we have plotted in this case the Eulerian positions
of the dots relative to their initial Lagrangian coordinates to offer another view of
the compression. In this experiment, the foam remains virtually stuck in place as
the pressure is decreased from 300 kPa, indicated in the near overlap of the blue and
black curves in the figure. The nonuniform compression of the foam at all of the
driving pressures shown in Figures 3.9-3.10 is reflected in the difference in slope near
the inlet and near the outlet. In both of these plots, uniform compression would be
expressed as straight lines. The fact that the slopes in Fig. 3.9 are all nearly flat
near the inlet and linear in Fig. 3.10 near the inlet are consistent with the rigid body
translation of an undeformed segment of foam, while the change in slope near the
outlet is an expression of higher compression there.
Another way to visualize the nonuniform compression is to plot how pairs of dots
move with respect to each other. Figure 3.11a traces the evolution of top and bottom
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Figure 3.9: Displacement profiles from different stages of the same aspect ratio 0.8 experiment. Each line is obtained from a single snapshot in the course of an experiment,
and the markers in the plot track the position of the dots on the foam. The coloured
lines are measurements from the same driving pressure but at different stages of the
compression cycle: the red curve corresponds to the stage of the experiment during
which the pressure is increasing, and the blue to the stage with decreasing pressure.
Both of these deformation profiles are realized after the first full compression cycle—
that is, after the foam has reached a reproducible hysteresis loop. For comparison,
the highest deformations achieved in the experiment are shown in black. In these
variables, zero slope corresponds to no compression, and large negative slopes to significant compression. On the x-axis, 1 represents the position of the inlet surface and
0 the position of the outlet.
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Figure 3.10: Deformation profiles from different stages of the same aspect ratio 0.8
experiment. Each line is obtained from a single snapshot in the course of an experiment, and the coloured deformation profiles are realized after the first full compression
cycle. In these variables, a small slope indicates large compression, while a slope of 1
corresponds to no compression. The fact that the blue line remains nearly coextensive
with the black reflects the fact that the foam remains stuck in a compressed state as
the pressure is decreased from 300 kPa to 40 kPa. On both axes, 1 represents the
position of the inlet surface, and 0 the position of the outlet.
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dots of the foam over the course of the 5 compression cycles, while Figure 3.11b shows
the analogous dot separations between the bottom most dot and a dot a quarter of the
resting foam length from the outlet. Though the full length of foam only compresses to
65% of its resting length at the highest pressure head, the bottom quarter compresses
to about 40% of its initial length, an expression of nonuniform compression in the foam
column. Because the bottom quarter of the foam has more foam to push up against
during relaxation, it relaxes to only around 65% of its resting length, compared to
90% for the full foam column. Comparing Figs. 3.11a to 3.11b also shows another
interesting effect of the friction; although the highest point in the foam remains fixed
for the majority of the decompression stage and starts moving only rather suddenly
at the lowest pressure head, the lower quarter of the foam immediately starts relaxing
from the highest pressure before also becoming stuck around 225 kPa. The middle
section of the foam, in other words, absorbs some of the strain from the lowest section
and shields the uppermost section of the foam from the relaxation, at least until very
small driving pressures are reached. A similar conclusion obtains from noticing that
the decreasing-pressure deformation profile at 40 kPa in Fig. 3.10 deviates from the
profile at 300 kPa only in the lowermost fraction of the foam while coinciding nearly
everywhere else.
A complicating factor in our experiments is the fact that the experimental clamping arrangement at the outlet has its own intrinsic elasticity, which may account for
the very slight negative slope in Fig. 3.11a during the compression steps. As the
driving pressure decreases, the pressure on the outlet decreases as well, causing it to
relax and push the outlet slightly higher, which registers as a spurious compression
3.11a with decreasing driving pressures. The effect, in any case, is small compared to
the deformation of the foam itself. To accurately correct for this effect would require
precise measurements of the position of the porous outlet stage, which we do not
have; at sufficiently high pressures, foam is sucked into the gap between the outlet
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(a)

(b)

Figure 3.11: Relative motion of test points under flow-driven compression. Red:
increasing pressure, Blue: decreasing stress. This aspect ratio 0.8 foam column has
25 dots in total; (a) plots the relative separation of the top and bottom dots and (b)
shows the separation between the bottom dot and a dot a quarter of the way up the
column.
stage and the cell wall, obscuring the position of the outlet surface.
In addition to using the uppermost pressure sensor to monitor the inlet pressures,
we also have pressure readings from within the foam. Because the position of the foam
outlet is not manually changed in these experiments, these pressure measurements are
made in an Eulerian frame; rather than showing the pressure at a particular material
position in the foam, they describe the pressure at a fixed point in space relative to
the foam outlet. Figure 3.12 shows these Eulerian pressures measured at a point near
the outlet. Interpreting these readings is complicated by the fact that the foam is
simultaneously compressing as the pressure head is changing; this motivates making
the Lagrangian pressure measurements described in the next section. These Eulerian
readings in any case show that there is also hysteresis in the pervadic pressure and
indeed that the hysteresis is particularly pronounced near the outlet.
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(a)

(b)

Figure 3.12: The pervadic pressure measured near the outlet (a) is hysteretic as a
result of the different compression states of the foam during compression and relaxation. As the pressure head increases, both the length of foam above z = 0.32 cm and
the local foam permeabilities decrease. The combination of these two opposing effects
leads to a non-monotonic evolution of the pressure drop over the upper fraction of
the foam (b), i.e. the segment of the foam between the (free) inlet surface and the
point at z = 0.32 cm.
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3.3

Pressure Profile

For these experiments, the inlet pressure is held fixed while the bottom of the foam
sample is moved so that the foam column slides axially along the cell. As it does
so, each of the pressure gauges fixed on the side of the cell samples the pressure at
different closely spaced locations in the column. The deformation profile of the foam
is also measured at each sample position; by explicitly comparing the local pressure
gradient to the deformation gradient, we can ultimately extract a measurement of
the local permeability-porosity relationship, as described in Chapter 4.
Depending on how the foam is situated in the cell, we measure the pressure at a
variety of locations with respect to the foam: above, below, and at locations within it.
Pressure measurements both above and below the foam should be thought of as bulk,
thermodynamic pressures in so far as they are measurements of thermodynamically
representative regions fluid (water above the foam and water/air mixture below). The
measurements within the foam, on the other hand, should be thought of as pervadic
pressures: they are measurements only of the fluid phase of the two-phase porous
medium at a point where the fluid is in equilibrium with the two-phase medium.
The experiments described in this section are undertaken with the aim of measuring
pervadic pressure profiles.
A measurement of the pressure profile is generally performed following a volume
flux measurement after the pressure has been cycled 5 times. To start the pressure
profile measurement, the inlet pressure is increased from 0 to the desired value. With
the inlet pressure fixed, the foam column is translated down the cell in a series of fixed
steps in the direction of the fluid flow to obtain an overlapping set of pressure measurements at various locations within the foam (from the multiple pressure gauges).
Representative examples are shown in Fig. 3.13. In this way, we obtain a profile of
the pervadic pressure across the full length of the sample. The nonlinear change in
pervadic pressure with position along the foam is a consequence of the poroelastic
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coupling.

Figure 3.13: Pore pressures measured as foam columns are translated down the cell.
In (a), a foam column initially 4.1cm long (aspect ratio 0.8) compresses to l ∼ 3.2
cm at an inlet pressure of 41 kPa. In (b), a column initially 6.1 cm long (aspect
ratio 1.2) compresses to l ∼ 4 cm for a inlet pressure of 92 kPa. The different
colours index readings from the four different sensors: lowest (red) to highest (black).
Photographs in the insets show the initial state of the foam (left) under no flow and a
snapshot (right) from midway through the experiment, after the foam has been both
compressed and translated partway down the cell.
To check for repeatability, we periodically reload the cell and carry out a second
experiment under the same experimental parameters. Fig. 3.14 shows the measured
pressure differences between the inlet pressure and a point within the foam during two
pairs of repeated experiments. The close agreement between profiles obtained from
independent but ostensibly identical experiments gives us confidence that the measured pressure profiles are indeed reproducible, while the slight differences between
experiments give an indication of the random error in these measurements.
A key assumption is that the quasi-steady translation does not in itself alter
the flow or foam configuration. The consequence of this is that we interpret the
pressure data as constituting a single pressure profile along the sample. Comparison
of Fig. 3.13 to Fig. 3.15 emboldens this interpretation. The compression in Fig.
3.15 shows that during translation the total foam compression fluctuations remain
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(a)

(b)

Figure 3.14: Pressure profiles from two sets of repeated moving-outlet experiments
run under identical experimental conditions. Different experiments are distinguished
from each other by the colour of the dots.
within 1% of the average value. Here again, the profiles exhibit the characteristic
nonlinear poroelastic effect that the deformation,

du
,
dz

where u ≡ z − Z describes the

displacement, is nonuniform across the foam and is the largest near the outlet (z = 0).
The intrinsic stochasticity of the stick-slip motion of the foam in the cell is the
leading source of random error in the deformation measurements, and is likely responsible for the punctuated structure of the lower pressure (red) curves in Fig. 3.15.
Increasing the inlet pressure (c.f. the blue curves in Fig. 3.15) reduces the relative
effects of friction, resulting in a smoother and more repeatable deformation profile.
How does the compression state of the foam during these moving-outlet experiments compare to the compression during the fixed-outlet experiments described
above? Fig. 3.16 plots the compression states from Fig. 3.15 against the compression
profiles achieved prior to moving the foam down the cell. In both cases, the profiles
deviate modestly in the uppermost fraction of the foam; the upper half of the 0.8
aspect ratio foam, for instance, is slightly less compressed compared to the analogous
segments in the fixed-outlet case. The friction conditions differ between the two sets
of profiles—in one the foam is being pulled down the cell while in the other it is
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Figure 3.15: Overlaid deformation profiles corresponding to the pressure profiles depicted in Figure 3.13, with one profile generated for each measurement height. The
profiles depicted in red are from the same experiment as Figure 3.13a while those in
blue are from the same experiment as Figure 3.13b. The vertical height Z describes
the Lagrangian height—i.e. the position along the undeformed foam relative to the
outlet— and the displacement u describes how far a given material point has moved
relative to its Lagrangian height Z. Both variables are presented in dimensionless
form, normalized by the initial foam length L. The near doubling of inlet pressure
for the experiment in blue compared to that in red results in a smoother deformation
profile as the relative effects of friction are diminished.
simply compressing in place—and it is not obvious that they should coincide.
Given these measurements of the deformation profiles, we can mathematically “undeform” the foam and plot the pressure profiles—which are measured in an Eulerian
frame—in Lagrangian coordinates in order to show the pervadic pressure as a function
of the material coordinates of the undeformed foam. Because the deformations are
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Figure 3.16: Displacement profiles reproduced from Fig. 3.15 (red and blue) compared
to the profiles (black) attained at the same pressure head but before the foam was
moved down the cell.
measured at the respective marker (dot) positions, knowing the corresponding pressures there allows us to directly compare the pressure and deformation at any given
point in the foam, which forms the basis for the permeability-porosity measurements
reported Chapter 4.
For the sake of visual comparison, Figure 3.18 shows the displacements and pressure profiles on the same (Lagrangian) axis. Notable here is that the sudden drop in
pore pressure near the outlet (i.e.

X
L

< 0.2) is not reflected in any noticeable change

in the displacement profile near the outlet. In the aspect ratio 1.2 foam, for instance,
the displacements in the bottom fifth of the foam follow a roughly linear profile—
corresponding to uniform compression within that segment—while the pressure ex-
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(a)

(b)

Figure 3.17: Lagrangian pressure profiles corresponding to the same experiments as
in Fig. 3.13, where we have used the measured deformations to interpret what the
pervadic pressures at the undeformed coordinates are. Red, orange, and blue circles
correspond to the pressure values at the respective lagrangian positions, while the
Eulerian pressure profiles (duplicated from Fig. 3.13) are shown in light blue for
comparison.
hibits a sudden drop starting only around the lower tenth of the foam. A possible
explanation for this is a potential strong nonlinearity in the permeability-porosity
relationship at high strains, in which case a relatively small change in displacement
might lead to a substantial difference in permeability and thus in the pressure gradient. A more likely explanation, however, is that the large pressure drop is due to
effects arising from the geometry of the outlet itself not captured in our simple model
of uniaxial flow. The outlet plate itself has finite-sized holes, which thus breaks our
assumption of strictly uniaxial flow in the segment of foam nearest the outlet. Particularly at high driving pressures, portions of the foam may be sucked in to these holes,
which would lead to complicated internal (i.e. 3-dimensional) compression states in
the foam which are not captured in our 2D displacement measurements of the outer
foam surface. These sorts of potential effects motivate treating the bottom most fraction of the foam as a kind of “boundary layer” subject to dynamics not adequately
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Figure 3.18: Displacement and interpolated pressure profiles for the same two experiments as in Fig. 3.13. Smooth lines show the fit displacement profiles while the
dotted lines show the corresponding pressure profiles.
captured in our uniaxial flow model.
The foam is always moved down the cell in the direction of the flow. Moving
the foam against the direction of flow often causes the foam disks to delaminate (as
corners of the upmost foam disk become pinned to the cell wall), which we seek to
avoid.
Delamination can, however, occur even when the outlet is displaced in the direction
of flow, as shown in images from the p0 = 117 and p0 = 317 kPa experiments for aspect
ratio 1.4—which have comparable total compression despite substantially different
pressure heads. Figure 3.19 puts representative stills from these two experiments
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(a) p0 = 117 kPa

(b) p0 = 317 psi

Figure 3.19: Representative stills from two independent experiments at different pressure heads. The foam disks in (b) have become slightly delaminated—evidenced in
the two dark bands near the inlet—relative to those in (a).
side by side, showing a moderate delamination in the foam disks from the 317 kPa
experiment. Because the the friction coefficient with the cell wall is modified in
the course of the delamination, the deformation profiles from experiments exhibiting
such obvious delamination are no longer comparable to those from purely laminated
experiments; the underlying deformation mechanism is no longer the same. It is
not surprising in this particular case, for instance, that the total deformation in the
317 kPa case is comparable to that in the 117 kPa case, even though we might
naively predict the former to experience more compression than the latter; as the
disks delaminate and curl against the cell walls, they offer more resistance to vertical
motion, leading, in this case, to less total compression than expected as the foam is
translated down the cell.
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Though we might consider excluding such substantially delaminated experiments
from analysis, it is not obvious that more mild delamination imperils our measurements of the flow constitutive relation. We will be interested in Chapter 4 in the
relationship between local deformation and the associated permeability at that point;
as long the point under consideration is not in the immediate vicinity of a delaminated disk, we may still be able to extract useful permeability and pressure gradient
information from it rather than excluding the whole experiment.

80

Chapter 4
Results
This chapter provides a comprehensive survey of the experimental measurements
leading to two central results: estimates of the permeability-strain relationship of
the latex foam used in our study and of the strain-dependent wall friction. We
present pressure profile, volume flux, and deformation measurements from the fixedpressure, moving-outlet experiments and detail the analysis methods used to extract
the pressure gradient within the foam and ultimately a measurement of the local
permeability. Combining local permeability with the strain measurements allows
us to construct an estimate of the strain-dependent permeability of the foam. By
comparing the local fluid pressure drop to the stress gradient we would expect from our
mechanical compression experiments, we observe a discrepancy—the fluid pressure
gradient is being counterbalanced by more than just the stress gradient in the solid
skeleton—which we attribute to wall friction. By measuring this “excess stress” as a
function of height along the column, we obtain an estimate of the frictional force per
unit length along the foam column. For reasons we attribute to the nonzero Poisson
ratio of the foam, we find that this frictional force per unit length depends on the
local strain. Both the friction and permeability of the foam, in other words, seem to
be strain dependent. We use the strain-dependent functional forms of both quantities
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(a)

(b)

Figure 4.1: Pervadic pressure profiles for aspect ratio 0.8. As the driving pressure
head increases, the pressure gradient becomes progressively steeper near the outlet.
The profiles in panel (a) have been normalized in panel (b) by their respective driving
pressures to aid in visualizing this steepening effect. In both panels, the x-axis shows
the Eulerian distance from the outlet, z. In this coordinate frame, 0 represents the
position of the outlet; the readings below 0 reflect the pressure drop over the whole
foam (i.e. between the cell inlet and at positions beneath the foam), and hence offer
an indication of the magnitude of the pressure fluctuations over the course of the
experiments. The foam is located at positive distances above the outlet. For clarity,
we do not demarcate here the positions of the foam inlet surfaces.
presented here as inputs to our theoretical model in Chapter 6.

4.1

Pressure Profile Measurements

Figs. 4.1-4.6 describe pressure profiles measured as we translate foam columns vertically down the cell and past a series of pressure transducers installed in the cell wall
while subjecting the foam to a constant driving fluid pressure.
The pressure falls off faster than exponentially near the outlet, roughly exponentially in the middle section of the foam, and approximately linearly near the upper
free surface.
The pressure profiles shown in Figs. 4.1, 4.3, and 4.5 are composed of read-
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Figure 4.2: Nondimensional pressure profiles on a log-linear scale for aspect ratio
0.8 across a range of driving pressures. Vertical grey bars demarcate the foam limits.
Coloured lines are fits of the pressure profiles performed using a cubic smoothing
spline procedure that simultaneously minimizes both the mean squared error and
a measure of roughness based on the second derivative of the fit function [5]. We
present the results in terms of nondimensional pressure and length scales described
in [6], with k0 = 4 × 10−11 m2 and M = 54 kPa as estimated in Section 3.2 of this
thesis.
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(a)

(b)

Figure 4.3: Pressure profiles for aspect ratio 1.2. As the driving pressure head
increases, the pressure gradient becomes progressively steeper near the outlet. The
profiles in panel (a) have been normalized in panel (b) by their respective driving
pressures to aid in visualizing this steepening effect. In both panels, 0 represents the
position of the outlet; the readings below 0 reflect the pressure drop over the whole
foam (i.e. between the cell inlet and at positions beneath the foam). The foam is
located at positive distances above the outlet. For clarity, we do not demarcate here
the positions of the foam inlet surfaces.

Figure 4.4: Nondimensional pressure profiles on a log-linear scale for aspect ratio
1.2. Vertical grey bars demarcate the foam limits. Coloured lines are cubic smoothing
spline fits of the pressure profiles. We present the results in terms of nondimensional
pressure and length scales described in [6], with k0 = 4 × 10−11 m2 and M = 54 kPa
as estimated in Section 3.2 of this thesis.
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(a)

(b)

Figure 4.5: Pressure profiles for aspect ratio 1.4. As the driving pressure head
increases, the pressure gradient becomes progressively steeper near the outlet. The
profiles in panel (a) have been normalized in panel (b) by their respective driving
pressures to aid in visualizing this steepening effect. In both panels, 0 represents
the position of the outlet; the readings below 0 reflect the pressure drop over the
whole foam (i.e. between the cell inlet and at positions beneath the foam). The foam
is located at positive distances above the outlet. For clarity, we do not demarcate
here the positions of the foam inlet surfaces for each experiment. The purple dots
show profiles from two different experiments conducted under ostensibly identical
experimental conditions.
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Figure 4.6: Nondimensional pressure profiles on a log-linear scale for aspect ratio
1.4. Vertical grey bars demarcate the foam limits. Coloured lines are cubic smoothing
spline fits of the pressure profiles. We present the results in terms of nondimensional
pressure and length scales described in [6], with k0 = 4 × 10−11 m2 and M = 54 kPa
as estimated in Section 3.2 of this thesis.
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ings taken at different times during the experiment with the foam outlet at different
heights. The pressure fluctuations visible below 0 on the x-axes of these plots—i.e.,
beneath the foam itself—reflect fluctuations in the upstream pressure over the course
of the experiments.
Because the pressure gradients are steepest near the outlet and much shallower
elsewhere in the foam, we plot the individual pressure profiles in log scale in Figs. 4.2,
4.4, and 4.6 in order the highlight the behavior of the profiles away from the outlet.
In order to facilitate comparisons to experiments using different sample materials,
we nondimensionalize the length scales in these measurements using the conventional
poroelastic length scale,

µq
,
Mk0

that arises from the theory of poroelasticity [6].

Because we are ultimately interested in measuring the linear pressure gradient,
∇p, we compose the information from the three relevant sensors not by averaging
the raw pressures but rather by averaging the pressure differences between successive
readings across regions of overlapping transducer coverage. As a result of both overall
pressure fluctuations and small variations in the zero points sensors within the course
of an experiment, we expect the raw pressures registered in the sensors to be consistent
with each other when measured at analogous positions in the foam—but not to be
exactly identical. Naively averaging the pressure profiles over regions of overlap in
sensor coverage will thus lead to small kinks in the pressure profiles, which register
as large, spurious peaks in our measured pressure gradient.
Figures 4.7-4.9 display the pressure gradients associated to the pressure profiles
shown in Figures 4.1-4.6. The grey markers indicate the raw pressure gradients computed in the manner described above. We further subject this data to a moving-mean
averaging filter, the results of which are overlaid in coloured lines.
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Figure 4.7: Pressure gradients on a log-linear scale for aspect ratio 0.8. Vertical
grey bars demarcate the foam limits. Grey dots indicate the raw pressure differences
averaged over all reporting sensors in regions of overlap, and the coloured lines show
the derivative of our cubic smoothing spline pressure profile fits. Vertical grey bars
demarcate the foam limits.

Figure 4.8: Pressure gradients on a log-linear scale for aspect ratio 1.2. Grey dots
indicate the raw pressure differences averaged over all reporting sensors in regions of
overlap, and the coloured lines show the derivative of our cubic spline pressure profile
fits. Vertical grey bars demarcate the foam limits.
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Figure 4.9: Pressure gradients on a log-linear scale for aspect ratio 1.4. Grey dots
indicate the raw pressure differences averaged over all reporting sensors in regions
of overlap, and the coloured lines show the derivative of our cubic smoothing spline
pressure profile fits. Vertical grey bars demarcate the foam limits.
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4.1.1

Volume Flux

We present here the volume flux measurements for the moving outlet experiments.
As the foam is translated down the cell, the steady-state volume fluxes should remain
constant provided the assumption holds that foam is in an identical compression
state at each vertical position along the cell. As shown in Fig. 4.10a, we find that
the volume fluxes do fluctuate modestly over the course of the experiments, an effect
we attribute to the difficulty of maintaining a constant driving pressure using our
pressure regulators.
If we posit that Darcy’s law, Eq. 5.11, still holds locally in the foam, it suffices
to measure the volume flux, Q, to determine the permeability, k, at any location
in the foam given the measured ∇p there. Figure 4.10 summarizes the volume flux
measurements over a large range of experiments. Although we lack small-deformation
measurements in the present dataset, the dashed line in Figure 4.10b gives the expected scaling for small deformations,

qLµ
Mk0

≈

p
,
M

obtained in the theory of linear

poroelasticity [6].
By mass conservation and fluid incompressibility, the integrated fluid volume passing through any horizontal slice of foam must equal the total volume flux at the outlet
of the cell, which we measure using a digital scale connected to an Arduino to give
timing data.

4.1.2

Permeability

We first smooth the pressure profiles using a cubic smoothing spline before taking their
derivative along z and computing the permeability, k(z), at every vertical position
as prescribed by a local application of Darcy’s law. These fits are performed using a
procedure that simultaneously minimizes both the mean squared error and a measure
of roughness computed from the second derivative of the fit function [5].
The permeabilities computed from the smoothed pressure profiles are illustrated
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(a)

(b)

Figure 4.10: Total volume fluxes for all moving-foam experiments, with error bars
depicting the full range of pressures and volume fluxed measured in the course of a
single experiment. The relevant data in (a) has been nondimensionalized in (b) to
show the expected collapse for the three different aspect ratios. The p-wave modulus
M = 54 kPa, and initial permeability k0 = 4 × 10−11 m2 , as estimated from the
fixed out let experiments (Section 3.2). The dashed line gives the expected scaling—
qLµ
≈ p, obtained by considering Darcy’s law for an undeformed foam—from the
k0
theory of linear poroelasticity and is relevant only for small pressures.
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Figure 4.11: Permeability calculated from local pressure gradient and volume flux
on a log-linear scale for aspect ratio 0.8. Grey lines indicate the smoothed raw
pressure differences averaged over all reporting sensors in regions of overlap, and
the coloured lines show the permeabilities obtained from our fits. Vertical grey bars
demarcate the foam limits. M = 54 kPa and k0 = 4 × 10−11 m2 are used in the
nondimensionalization.
in Figures 4.11-4.13. The permeabilities decrease substantially near the outlet—0 on
the x-axes—due to the larger compression there. We normalize the permeabilities in
these plots by the k0 = 4 × 10−11 m2 obtained from the volume flux measurements in
the low-pressure regime of the fixed-outlet experiments. The fact that the normalized
permeabilities in these plots generally exceed 1 near the inlet of the foam is an indication that our k0 estimate using the fixed-outlet data is not a good one. We discuss
this discrepancy in more detail in Chapter 7.
In order to arrive at the flow constitutive relation, we will plot these permeabilities
against the corresponding porosities—described in the next section—at each vertical
position in the sponge.
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Figure 4.12: Permeability calculated from local pressure gradient and volume flux
on a log-linear scale for aspect ratio 1.2. Grey lines indicate the smoothed raw
pressure differences averaged over all reporting sensors in regions of overlap, and
the coloured lines show the permeabilities obtained from our fits. Vertical grey bars
demarcate the foam limits. M = 54 kPa and k0 = 4 × 10−11 m2 are used in the
nondimensionalization.

Figure 4.13: Permeability calculated from local pressure gradient and volume flux
on a log-linear scale for aspect ratio 1.4. Grey lines indicate the smoothed raw
pressure differences averaged over all reporting sensors in regions of overlap, and
the coloured lines show the permeabilities obtained from our fits. Vertical grey bars
demarcate the foam limits. M = 54 kPa and k0 = 4 × 10−11 m2 are used in the
nondimensionalization.
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4.1.3

Deformation and Porosity

Tracking the position of markers drawn on the foam surface throughout the course of
the moving-foam experiments allows us to measure deformation profiles and deformation gradients at each vertical position. Figures 4.14-4.16 show, for each experiment,
the mean deformations and deformation gradients averaged over all such positions in
the respective experiment.
As described in more detail in Chapter 5, the porosity describes the local volume
fraction occupied by fluid (rather than solid foam material). If we assume that the
changes in the local fluid fraction are only caused by local deformation, the porosity
is related to the gradient of the displacement u − z − Z by
φ − φ0
du
=
,
dz
1 − φ0

(4.1)

for a given initial porosity φ0 (c.f. Eq. 5.6).
To arrive at the foam porosity, we ultimately need to measure the displacement
gradient, which describes the local deformation. To avoid taking derivatives of already noisy data, we first smooth the displacement profiles; each of the coloured
displacement curves in Figures 4.14a-4.16a are arrived at by first averaging over all
of the displacements measured in any given experiment and then fitting this average
profile to a cubic smoothing spline. The extracted porosities, Figures 4.14b-4.16b,
are calculated directly from the gradient of these deformation profiles.
Linear deformation profiles correspond to foam columns undergoing uniform compression. In our experiments, the deformation profiles are observed to become progressively more curved as the pressure head is increased, an reflection of the fact that
the foam deforms most near the outlet. This nonlinearity becomes more pronounced
at higher driving pressures, but is visible in all of the experiments summarized here.
The height of the deformation profiles constitutes a measure of the total foam de-
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(a)

(b)

Figure 4.14: Average deformation profiles are obtained for each moving-foam experiment with aspect ratio 0.8 (a). The gradients of these curves constrain the porosity,
φ, throughout the foam (b). Coloured lines represent cubic smoothing spline fits to
the data, while the grey lines show the smoothed raw data for comparison. The initial
foam length is denoted as L, while the compressed length is l.

(a)

(b)

Figure 4.15: Average deformation profiles are obtained for each moving-foam experiment with aspect ratio 1.2 (a). The gradients of these curves constrain the porosity,
φ, throughout the foam (b). Coloured lines represent cubic smoothing spline fits to
the data, while the grey lines show the smoothed raw data for comparison. The initial
foam length is denoted as L, while the compressed length is l.
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(a)

(b)

Figure 4.16: Average deformation profiles are obtained for each moving-foam experiment with aspect ratio 1.4 (a). The gradients of these curves constrain the porosity,
φ, throughout the foam (b). Coloured lines represent cubic smoothing spline fits to
the data, while the grey lines show the smoothed raw data for comparison. The initial
foam length is denoted as L, while the compressed length is l.
formation relative to its undeformed length. In the profiles for aspect ratios 0.8 and
1.4, this total fractional deformation is observed to be non-monotonic with increasing
pressure heads; in general we find a significant scatter in the fractional compressions,
as illustrated in 4.17, plotted in nondimensional terms to allow explicit comparison
with our scaling expectations from linear poroelasticity. Although we lack measurements from the low-deformation regime in this particular dataset, our the spread of
deflection measurements from our experiments is at least not inconsistent with the
analogous scalings derived from the fixed outlet data,

δ
L

≈

p
2M

for M = 54 kPa,

where the scaling is taken from the theory of linear poroelasticity [6].

4.2

Friction and Permeability Constitutive Laws

What might we learn by comparing the bulk stress-strain relationship measured in
the mechanical-compression experiments to the local analog in the flow-compaction
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Figure 4.17: Total fractional foam compression for moving-outlet experiments, aspect
ratios 0.8 (red), 1.2 (green), and 1.4 (cyan). The dashed line shows the nondimensional
scaling (viz. M = 54 kPa) obtained from the fixed-outlet experiments for comparison.
As in the fixed outlet experiments (Fig. 3.6), the moving foam compresses to no more
than ∼ 65% of its resting length.
experiments, derived from comparing the deformation profiles (Figs. 4.14-4.16) to
the corresponding fluid-pressure profiles (Figs. 4.7-4.9)?
Figure 4.18 presents a local stress-strain measurement obtained from the pressureprofile experiments. The total pressure drop between the foam inlet and a given point
within the foam represents the total stress that—in the absence of friction at least—
would need to be accommodated by the material strain at that point in the steady
state. In order to ensure mechanical equilibrium, every point in the solid skeleton
needs to support the full load of the foam above it in addition to the local viscous
stress arising from the fluid pressure gradient. Because these local stresses go to zero
in the limit of an infinitesimally narrow sliver of foam, the best estimate of the total
stress experienced at a point, then, is the integral of the pressure gradient between
that given point and the foam inlet—in other words, simply the pressure drop between
the inlet and the given point.
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Figure 4.18: Overlying fluid pressure drop (blue lines) in the moving-outlet experiments at all aspect ratios plotted as a function of local stress calculated from the
deformation profiles. The grey error bars represent the standard deviation across the
different experiments. The bulk stress-strain relationship, obtained from averaging
over the increasing- and decreasing-pressure strains in the mechanical-compression
experiments, is shown in black dashed lines for comparison. Experiments in which
significant delamination was observed are not plotted.
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The pressure profile is measured at the discrete locations of the pressure transducers while the deformation is measured between the markers drawn on the foam; the
locations of these measurements do not generally coincide, so we linearly interpolate
between the two profiles to ensure that we are comparing the relevant variables at the
same points in the foam. We exclude experiments in which significant delamination
between the foam disks was observed and moreover do not plot the data from the
bottom

1
8

of the foam, where the presence of the rigid outlet disk may cause the flow

configuration to deviate from our assumption of strict uniaxial symmetry.
We observe that the local stress-strain estimates uniformly exceed the bulk stressstrain curve. This is not surprising: the assumption we made above that the total
stress that must be accommodated at any point in the foam be equal to the total
fluid pressure drop above it only holds in the strictly frictionless case. In our actual
moving-outlet flow-compression experiments, the foam is always both compressed
and is moved down the cell, causing the frictional forces to act in opposition to
the compression of the foam; friction thus modestly diminishes the amount of load
the foam has to bear by supporting some of the overburden itself. In a frictional
experiment, in other words, the fluid pressure drop above any given point will be
greater than the actual stress it experiences, since some fraction of the pressure drop
will always be counterbalanced by the wall friction.
Interpreting the discrepancy between the local and bulk stress-strain measurements as the result of wall friction offers us then a means to estimate directly from
the data the magnitude of the frictional force.
Fig. 4.19 depicts the magnitude of the “excess stress” we attribute to friction—
namely, the arithmetic difference between the local and bulk stress-strain curves (i.e.
the difference between the blue lines and black dashed curve in Fig. 4.18). The total
excess stress increases as we move deeper into the foam from the inlet; the excess
stress represents the integrated frictional force acting above any given point in the
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(a)

(b)

Figure 4.19: Excess stress—the difference between the measured fluid pressure drop
from the inlet and the mechanical stress estimated from local strain and the bulk
elasticity law measured from the mechanical-compression experiments—plotted as a
function of distance from the inlet in both Eulerian (a) and Lagrangian (b) frames.
The grey error bars represent the standard deviation across the different pressureand (b)
profile experiments. Red lines represent linear fits with slopes of (a) 177 kPa
m
kPa
137 m . We plot here experiments from all aspect ratios and pressure heads for which
the foam was not observed to significantly delaminate. In both panels, the linear fit
was performed to match the average of the experimental data shown in the blue lines
at all positions within the foam. In (b) in particular, the slope of the fit—which
constitutes an estimate of the strain-independent friction coefficient—would need to
be increased to match the experimental data near the outlet. The assumption of
a strain-independent friction coefficient underlying these linear fits is, in any case,
probably not valid, and we improve on it in Fig. 4.20.
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foam. By extracting the average slope of these excess stress curves, then, we obtain a
first-order estimate of the frictional force exerted per unit length; assuming that the
friction scales with the undeformed length of the foam, the estimate we obtain thus is
N
, which corresponds to a force of about 365 m
in our 2 in. inner-diameter
µ̃k ≈ 180 kPa
m

cell, with length measured in an Eulerian frame. Because friction scales with the
surface area in contact with the cell wall, which scales in turn with the cell radius,
these values would need to be scaled appropriately for cells of radii different from the
r = 0.0254 m we used (to wit, by

rnew
)
0.0254

for a new cell radius rnew ).

In addition to these first-order estimates for the frictional force per unit column
height, we can even go one step further and estimate the strain-dependence of the
friction force. The estimates provided in Fig. 4.19 are averages over all aspect ratios
and driving pressures, and thus equivalent distances into the foam will correspond to
very different deformation states between the different experiments. To refine these
estimates, Fig. 4.20a shows the same excess stress variable from Fig. 4.19 but now
in terms of the local stress. The average across experiments (the gray error bars),
offers a hint that the cumulative excess stress may exhibit slightly different behavior
at low stress compared to higher stress: the average slopes in these two regimes seem
to differ slightly (at least, within the rather large spread of the data). This difference
is more cleanly articulated in Figure 4.20b, which plots the (Eulerian) derivative of
the excess stress—our best estimate for the local friction force per unit length, as in
the linear fit in Fig. 4.19a—as a function of the local strain.
Fig. 4.20b constitutes an estimate of the strain-dependent friction per unit length,
) observed
which loosely seems to follow a step function with lower friction (µ̃k ≈ 60 kPa
m
at the lowest strains and significantly higher friction per unit length (µ̃k ≈ 260 kPa
) at
m
the highest strains. However, the excess stress measurement is noisy enough to begin
with, and taking a derivative only makes things worse. Though we can not take
these estimates too seriously given how noisy the data is, this generally sigmoidal
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(a)

(b)

Figure 4.20: Cumulative excess stress (a) accrued above any given point in the
foam, plotted as a function of the strain at that point. By taking the derivative of these curves with respect to the Eulerian coordinate, panel (b) offers an
estimate of the strain-dependent friction per unit length. The grey error bars in
both represent the standard deviation across the different pressure-profile experiments. The red dashed curve in (b) is a step-function
fit to this average, to wit

kPa
200 π
−1
µ̃k () = 60 + π 2 + tan (30( − 0.24)) m for a strain . We plot here experiments from all aspect ratios and pressure heads for which the foam was not observed
to significantly delaminate.
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(a)

(b)

(c)

Figure 4.21: As the applied pressure increases from 0 (left) to 14 kPa (middle), the
foam maintains a poisson ratio approximately equal to zero. Panel (a) shows a strain
of  = 0, (b)  = 0.58, and (c)  = 0.74. With significantly higher applied pressures—
e.g. 220 kPa in the right panel—the foam noticeably bulges outwards, corresponding
to a positive Poisson ratio. The modest concavity visible in the sides of the foam in
(a) is a result of the foam cutting procedure and is not reflective of a negative Poisson
ratio, as the foam is under no stress in this panel.
dependence of the friction on strain will inspire our friction modelling in Chapter 6.
We posit that this strain-dependence of the friction is a consequence of the straindependent Poisson ratio evidenced in Fig. 4.21. At low strains, the Poisson ratio is
essentially zero, but a larger strains, it becomes demonstrably positive, causing the
foam to want to bulge out against the cell wall and hence increasing the wall normal
force and thus the friction.
In addition to extracting estimates for the friction, this same data can be used
to yield an estimate of the permeability-strain constitutive law. Plotting the permeabilities from Figs. 4.11-4.13 against the corresponding strains provides a measure of
the local strain-dependence of the permeability. Fig. 4.22 depicts these permeability
measurements as a function of both local porosity and local strain.
This flow constitutive relation is a necessary input to theoretical models of poroelasticity, and we will also use this measurement to inform our theoretical model.
To produce the measurement in Fig. 4.22, we rely on the fit pressure profiles,
which we linearly interpolate to the fit deformation profiles to match the two up at
corresponding points in the foam. It is worth asking whether our fitting procedure
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(a)

(b)

Figure 4.22: Local permeability plotted as a function of local porosity (a) and strain
(b). The grey error bars represent the standard deviation across the different pressureth
profile experiments. Data from the lower 18 of the foam has been excluded, along with
data from delaminated experiments. We plot here experiments from all aspect ratios
and pressure heads for which the foam was not observed to significantly delaminate.
introduces any systematic uncertainties. As an estimate of these, Fig. 4.23 shows the
same analysis as that shown in Fig. 4.22 but uses the raw pressure and deformation
data rather than the respective fits. To be clear, even Fig. 4.23 is not entirely fit-free
since we still need to do a linear interpolation to collate the pressure and deformation
data.
Comparing the red and grey error bars in Fig. 4.23 suggests that our fitting procedure might be leading to a slight underestimate of the permeability—perhaps a
combination of the fits overestimating the pressure gradient or (more likely) smoothing out and thus underestimating the local strain and thus overestimating the local
porosity. The difference, in any case, is well within the statistical spread of the data,
which is by far the leading source of uncertainty in this measurement.
The spread between experiments does not seem to be systematically related either to the aspect ratio of the foam or the driving pressure, as illustrated in Figure
4.24, which bins the permeability-strain relationships derived for the different moving104

Figure 4.23: Local permeability plotted as a function of local porosity with no fits
taken (blue solid lines). The grey error bars represent the standard deviation across
the different pressure-profile experiments; red error bars are the error bars reproduced
from Fig. 4.22, which were obtained using fits for both the pressure and deformation
measurements. Data from the lower 81 of the foam has been excluded, along with
data from delaminated experiments. Comparing the two sets of error bars suggests
that suggests that our pressure-profile fitting procedure slightly but systematically
underestimates the local permeability.
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Figure 4.24: Permeability-porosity relationships obtained for each individual experiment, binned by driving pressure and coloured by aspect ratio. The grey error bars
show the average relationship obtained for all experiments for comparison. The spread
in the data does not seem to be systematically related to aspect ratio. We note, however, that the deviations from the overall average do seem to be greater at the lowest
and highest pressures, which may be a result of the delamination and foam torsion
which were more likely to occur at these extremes.
outlet experiments by driving pressure.
We attribute this spread between experiments to a number of factors; each experiment used a fresh stack of foam disks, and it is possible that the material properties
varied between them. The experiments, moreover, are themselves subject to stochastic stick-slip effects, a consequence of which is that the local strain may not respond
to a change in global flow rate. This is not in itself a problem—as long as Darcy’s
law holds the local pressure gradient would have to adjust to changes in volume flux
in such a way as to retain the same local permeability—but may lead to situations in
which the strain measured on the exterior surface of the foam is no longer indicative
of the strain at interior points in the foam. An extreme version of this effect leads to
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delamination of the foam disks, in which case the foam surface might appear stuck to
the interior wall of the cell while the interior bulges noticeably downwards. Though
we have excluded egregious cases from these figures, it is possible that more subtle
versions of this breaking of truly uniaxial flow geometry may still be slightly affecting
experiments without demonstrable delamination.
For these reasons, we consider the permeability-porosity constitutive law measurements of Figs. 4.22 -4.23 as ballpark estimates rather than definitive measurements,
which may require carrying out this analysis in a frictionless setting and perhaps
better resolution in the pressure and deformation measurements.
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Chapter 5
Theory of Poroelasticity
This chapter describes two theoretical approaches to modelling the phenomenology
of large-deformation poroelasticity: one continuous and the second discrete. In the
former, I describe the basic assumptions undergirding the framework and show how
these lead to a nonlinear advection diffusion equation for the time evolution of the
porosity. In order to make testable predictions about real uniaxial flows the model
needs to be informed by the constitutive behavior of the sample material: to wit,
the relationship between strain and applied stress and that between permeability
and local strain. I describe a few generic forms of these relationships that are commonly used when concrete measurements of the relevant experimental quantities are
not available. Having described the framework and the relevant empirical inputs, I
show how to use the tuned model to obtain predictions of both the steady-state and
time-evolving behavior of a porous medium under uniaxial flow, utilizing boundary
conditions similar to those in our experiments. I briefly survey the qualitative features
of these predictions and contrast them with the predictions of a linearized version of
the theory.
The continuum theory is formulated under the assumption of no wall friction, but
it does leave room for possible body forces. I describe an approach to modifying the
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framework which treats wall friction as a body force. This approach is inelegant for
two reasons: first, the direction of the frictional “body force” needs to be manually
varied depending on which direction the foam is moving so that it always acts to
oppose this motion. Secondly, because of the difference between static and kinetic
frictional coefficients, the magnitude of the force needs to be modified locally to
account for whether the foam is moving or at rest. Another subtlety here is that,
for segments of the foam that are at rest, friction should only be applied if there is
a net force acting on the segment; if a parcel of foam is in mechanical equilibrium
with neighbouring parcels, introducing an additional frictional force might induce
spurious motion in the parcel when it would otherwise physically stay at rest. None
of these complications are strictly insurmountable, but they do motivate formulating
a discrete picture of the foam in which these rules (or those of any comparable model
of wall friction) can be more straightforwardly implemented on the level of discrete
parcels of porous medium.
In the second section of this chapter, I describe our discretized, particle-based
model of large deformation poroelasticity. I describe in detail our implementation of
the model in numerical simulations and briefly survey our validation that the model
returns physically meaningful results. Though our model allows for the inclusion of
both static and kinetic frictional coefficients, both of these can in principle be set to
zero, which should then allow these numerical simulations to reproduce the results of
the continuum framework. This is indeed the case, and I show the explicit comparison
between the two frameworks for different choices of the material constitutive relations.
In order to develop a sense for how the model behaves under different material
assumptions, I outline its results under a few simple choices of material properties.
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5.1

Continuum Model

While making reference to earlier precedents, this section principally follows the presentation of Lanir et al. [3], Hewitt et al. [4], and MacMinn et al. [6] in describing a
continuum framework for large-deformation poroelasticity in an Eulerian coordinate
system.
We begin by describing the porous medium as a two-phase system consisting of
interpenetrating solid and fluid components. We make no assumption about the size
or shape of the solid components, which could be composed of anything from long,
flexible rods to small, squishy particles. In order to obtain the characteristic effects of
poroelasticity, we assume that the solid components are in sufficient contact with each
other to form a interconnected matrix along which stresses can be communicated; we
assume, in other words, that a well-defined stress-strain constitutive relation can be
written down for the solid phase. Because we are ultimately interested in deformable
porous media, we will generally be considering solid backbones the bulk moduli of
which are either less than or at most comparable to the pressure gradients in the fluid
flow, but this is not a rigid assumption.
No matter the scale at which we look at the porous medium, we can define volumetric phase fractions, φf and φs , describing the fraction of any given (Eulerian) test
volume occupied by fluid or solid, respectively. By construction,

φf + φs = 1.

The former of these quantities goes by the name “porosity,” or occasionally “void
fraction,” and we will use these two terms interchangeably. These quantities are
meaningful at all levels of magnification but are most useful when they are formulated
on the basis of sample volumes that contain sufficient quantities of both solid and
fluid that they are not subject to random phase density fluctuations; when we speak
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of the porosity at a point, for instance, we are not imagining the void fraction at a
geometric point—which will be strictly either 1 or 0 depending on whether we have
landed in a region of fluid or solid—but rather intend to express the phase-averaged
volume fraction in the vicinity of the point. Though it is equally possible to define a
bulk porosity for large volumes of porous medium, we also do not want to define these
quantities on the basis of sample volumes within which the respective phase fractions
systematically vary. For the geometry of uniaxial flow and uniaxial deformation that
we are interested in here, we will describe the porosity as a function only of the
coordinate z, which describes the distance within the foam from the outlet surface.
The horizontally-averaged porosity, i.e. the porosity averaged over a narrow sliver of
porous medium laterally transecting the flow and extending across the full width of
the porous medium, is thus denoted as φf (z).
Of course, the solid fraction itself need not itself be completely free from fluid;
Whether in the hydrogels of Hewitt et al. [4] or in the hollow rods of Paterson et al.
[43], soft materials are often capable of absorbing fluid themselves and could thus be
modelled as porous media in their own right. We will ignore any such complications
in the model here, for which it suffices to impose that the rate of fluid flow within the
solid components be much less than the rate of flow around them—or, in other words,
that the time scale associated with any such absorption process be much greater than
the characteristic poroelastic time scale for the given medium. This remark is relevant
to our own experimental system, which is observed to swell during fluid imbibition
from the dry state on the order of hours.
Though we will work in an Eulerian coordinate framework, described by the vertical lab-frame height into the foam column z, it is useful to keep track of the Lagrangian
or material coordinates of the foam as well, which we denote as Z, the vertical height
into the foam in its undeformed state. Each material segment of foam is assigned a
coordinate Z which does not change as the foam is deformed. We can now describe
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the motion of any point in solid skeleton by its displacement,

u ≡ z − Z.

(5.1)

For porous media in which the local solid fraction depends strictly on the local strain,
the porosity can be related to the gradient of the displacement by the following
argument: if we consider infinitesimal elements, we have by definition

du = dz − dZ.

(5.2)

The void fraction at any point in time can be thought of as the difference between the
void volume of some initial (i.e. Lagrangian, uncompressed) reference parcel, φ0 dZ,
and the amount of that reference volume which has been “lost” due compression, dZ −
dz ≡ −du, all divided by the new (Eulerian, i.e. compressed) volume. Symbolically,
and dropping the subscript φf → φ for simplicity:

φ=

φ0 dZ − (−du)
,
dz

(5.3)

where φ0 refers to the initial porosity of the reference volume. This argument assumes
incompressibility of the solid phase, as a result of which any compression corresponds
to a decrease in the void space only.
The same equation can be obtained by noting that the volume of the solid matrix
must be the same before and after compression, i.e. (1 − φ0 )dZ = (1 − φ)dz, which
can be rearranged to Eq. 5.3.
Substituting for dZ in Eq. 5.3 and rearranging yields:

φ=

φ0 (−du + dz) + (du)
,
dz
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(5.4)

or
φ = φ0 + (1 − φ0 )

du
,
dz

(5.5)

from which
φ − φ0
du
=
.
dz
1 − φ0

(5.6)

As must be the case, when φ = φ0 the displacement gradient becomes zero, corresponding to at most rigid body translation without compression. The relationship
between the displacement gradient and the foam compression is straightforward: for
a foam parcel of initial length L and final length l, the strain, , is simply
L−l
L
dz
=1−
dZ

=

dz
dz − du

−1
du
=1− 1−
,
dz
=1−

where in the second line we took the parcel to be infinitesimal in size. Note that
we have defined  such that compression corresponds to positive strain, which is
in contrast to some conventional definitions for which compression corresponds to
negative strain. Since we are primarily focused on compression in this thesis, we have
made this choice for the sake of clarity and notational parsimony.
Inserting Eq. 5.6 into the expression for  above yields an expression for  in terms
of the porosity:
1 − φ0
1−φ
φ0 − φ
=
.
1−φ

=1−
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(5.7)
(5.8)

This argument is based on local volume conservation during compression, and does
not hold if the phase fractions at any point in the foam may change due to anything
other than local strain, for instance swelling in the course of the experiment, thermal
expansion, or dissolution of the solid skeleton. It also fails if the local phase fractions
change due to nonlocal strain: for instance if, in a fibrous porous medium, a solid rod
is made to protrude into a test volume as a consequence of strain far away from the
test volume itself. We see, however, no evidence of these sorts of complicating effects
in our foam.
We introduce the strain here only as an alternative way of thinking about the
foam deformation from the porosity. The two quantities express the same essential
information, namely how “squished” the foam is at any given point (reflected in
the fact that they are both functions of only

du
).
dz

They package this information

differently, however, and some may find it easier to visualize the foam compression
in terms of strain rather than porosity, for instance. In what follows, we’ve made the
choice to focus on the evolution of the porosity rather than the strain, but we offer
some of the main results in terms of strain as well for the sake of comparison, using
Eq. 5.7 to translate between the two quantities.
We assume that both the solid and fluid phases of our porous medium are independently incompressible. The medium as a whole can, of course, compress, but we
interpret this as a change in the relative phase fractions—compression is equivalent
to increasing the local solid phase fraction, relaxation to decreasing it.
Continuity of an incompressible solid phase reads:
∂φs
+ ∇ · (vs φs ) = 0,
∂t

(5.9)

and analogously for the fluid we have
∂φf
+ ∇ · (vf φf ) = 0,
∂t
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(5.10)

where vf and vs are the fluid and solid velocities, respectively. Both the phase
fractions and velocities are measured at a given point in the Eulerian frame; because
of this, the solid velocity receives contributions from both translation and compression
of the solid matrix, and must thus be thought of in terms of the material derivative
of the solid displacement.
Incompressibility is not a necessary assumption; though we formulate the conservation equations above to ensure the total volume of each phase is preserved, scaling
the phase fractions by the local densities of the respective phases, ρs and ρf , produces
equations that preserve mass rather than volume. These would be the appropriate
equations when one or both phases are compressible.
We take Darcy’s law to be an accurate description of the relationship between
the volumetric fluid flow rate through the solid skeleton, φf (vf − vs ), and the force
driving the fluid flow, which in our geometry is a combination of the fluid pressure
gradient and the weight of the medium. Specifically, we take

φf (vf − vs ) = −

k(φf )
(∇p − ρf g),
µ

(5.11)

where k(φf ) is the porosity-dependent permeability of the solid matrix, µ is the
dynamic viscosity of the fluid, ρf is the fluid density, and g is the acceleration due to
gravity. The evolution of the fluid flow with applied pressure through a rigid porous
medium of fixed porosity generally deviates from linearity at sufficiently high Reynolds
numbers. In our experiments, carried out at room temperature, water flows at the
rate of no more than a few centimeters per second through pores of sub-millimetric
diameter, corresponding to a pore scale Reynolds number of no more than ∼ 1, for
which we still expect to see laminar behavior well described by Darcy’s law. Denoting
the pore length scale as L, the fluid velocity as v, and the kinematic viscosity of water
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at 20 °C as ν, we have symbolically:

Repore =

Lv
10−4 10−2
/
= 1.
ν
10−6

(5.12)

At flow rates significantly higher than those used in our experiments, we would expect
to have flow separation behind the solid elements, which would require a nonlinear
flow law, such as the Forchheimer law described in Chapter 1, instead of a linear
Darcy’s law.
Finally, we take the medium to be in a state of mechanical equilibrium—in other
words that the local gradient in the stress per unit area in the two phase medium is
exactly counterbalanced by the local applied force—which in our case is from gravity,
g, alone. We will later extend this condition to include applied frictional forces as
well. If we neglect inertia, this condition becomes

∇ · σ = −ρg,

(5.13)

where we define ρ = φf ρf +φs ρs as the phase-averaged density and σ as the total force
per unit area borne by the two-phase medium. σ is a combination of the compressive
stress borne by the solid skeleton, σ 0 , and the isotropic fluid pressure, p. Utilizing a
sign convention in which compression corresponds to negative stress,

σ = σ 0 − pI,

(5.14)

where I is the identity matrix, so that we ultimately have
∇ · σ 0 = ∇p − ρg.

(5.15)

Another way to say this is that both phases help bear the applied mechanical load.
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In the absence of applied forces (e.g. gravity), the fluid pressure gradient exactly
counterbalances the gradient of the compressive stress in the solid skeleton, and this
balance is what gives rise to the poromechanical coupling.
Inserting Equation 5.11 into Equation 5.10 gives


k(φf )
∂φf
+ ∇ · vs φf −
(∇p − ρf g) = 0.
∂t
µ

(5.16)

We can further massage this by defining the total volume flux, q, as

q = φf vf + φs vs ,

(5.17)

which, by the continuity equations 5.9-5.10 and our definition of the φ’s as true
phase fractions, is automatically divergenceless, as required by our assumption of
incompressibility. Using again φs + φf = 1 allows us to rewrite Equation 5.17 as

vs = q − φf (vf + vs )
=q+

(5.18)

k(φf )
(∇p − ρf g),
µ

(5.19)

where in the second line we used Eq. 5.11. With this refinement, Eq. 5.16 becomes


∂φf
k(φf )
+ ∇ · qφf − (1 − φf )
(∇p − ρf g) = 0.
∂t
µ

(5.20)

We are ultimately interested in a one-dimensional geometry, for which we can replace

∂σ 0
∂z

→

∂σ 0 ∂φf
∂φf ∂z

in the mechanical equilibrium equation 5.15, where

∂σ 0
∂φf

can be

calculated directly from the stress-strain constitutive relation (using Eq. 5.7 to convert strain to porosity). Inserting equation 5.15 —assuming either ρf ≈ ρs or else
neglecting gravity altogether— with this replacement in 5.20 and further using incompressibility to rearrange, we finally arrive at a nonlinear advection diffusion equation
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for the evolution of the porosity:
∂φf
∂φf
∂
+q
=−
∂t
∂z
∂z




k(φf ) ∂σ 0 ∂φf
(1 − φf )
.
µ ∂φf ∂z

(5.21)

Linearizing Eq. 5.20 for small displacements as described in MacMinn et al. [6]
results in an equation of the form


∂φf
k(φ0 )
− ∇ · (1 − φ0 )
(∇p − ρf g) = 0,
∂t
µ

(5.22)

which, again dropping gravity, becomes a diffusion equation for the porosity in the
one-dimensional case:
∂
∂φ
=−
∂t
∂z




k(φ0 ) ∂σ 0 ∂φ
(1 − φ0 )
.
µ ∂φ ∂z

(5.23)

The presence of the advective term in Eq. 5.21, which is absent in Eq. 5.23, is
ultimately responsible for the distinct phenomenology of large-deformation flows.
To solve either the linear model represented in Eq. 5.23 or the nonlinear model of
Eq. 5.20 for the geometry represented in our experiments, we impose the the following
boundary conditions. We first stipulate that the effective stress be zero at the inlet
surface, σ 0 (z = l) = 0, at every point in time; this corresponds to the statement that
there is no imposed mechanical stress at the inlet surface of the foam. We would need
to modify this condition appropriately to model experiments in which a foam is being
simultaneously mechanically compressed while also being subject to flow. Because
both the strain and thus the porosity are functions of the effective stress through
the stress-strain relationship, this boundary condition also tells us that the strain
must be zero, (z = l) = 0, and the porosity must be equal to the initial porosity,
φ(z = l) = φ0 , at the inlet surface. We additionally impose boundary conditions on
the pressure, viz. that the pore pressure be equal to the driving pressure at the inlet,
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p(z = l) = p0 , and zero at the outlet, p(z = 0) = 0. Finally, in order to pin the outlet
surface of the foam in place, we impose that the displacement at the bottom of the
foam column be zero, u(z = 0) = 0
With this choice of boundary conditions, Eq. 5.20, for instance, can then be numerically integrated to give the time-dependent dynamics of the evolving medium [6].
Steady state solutions are even more straightforward to calculate; taking vs = 0 and
dropping all time derivatives while still imposing the force balance condition allows
us to write the governing equations in a form that can be integrated directly. For
sufficiently simple choices of the material constitutive relations, closed-form results
for the displacement (and thus porosity), pressure, and stress profiles of the foam
can even be analytically calculated. Figure 5.1 plots these profiles calculated for five
different choices of pressure and different combinations of constitutive relations. In all
profiles, we use the boundary conditions corresponding to our experimental geometry,
namely that the pressure is zero at the foam outlet and the effective stress is zero at
the foam inlet—i.e. there is no imposed mechanical stress on the foam. We explicitly
spell out the procedure for computing these curves in Section 5.1.1 below for the case
in which friction is explicitly included in the analytic framework as a body force (that
is, Fig. 5.1 corresponds to the results when friction → 0).
MacMinn et al. [6] analytically derive the pore pressure, porosity, and deformation
profiles predicted by this model for the simple choice of constant permeability and
linear elasticity. We present a comparison of their solutions with our the results of
our discrete model at the end of this chapter.
Because we have not yet accounted for the effect of friction, we do not expect these
profiles to offer adequate fits of the corresponding experimentally measured profiles.
Figs. 5.2-5.3 demonstrate the these comparisons for both the theoretical and measured elasticities and different choices for the permeability-porosity relationship. In
particular, we show comparisons for the best-fit permeability-porosity relationship
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Figure 5.1: Steady state porosity φf , dimensionless displacement uLs , dimensionless
0
p
xx
|, and dimensionless pervadic pressure M
for four different sets
effective stress | σM
of model assumptions at a range of driving pressures (indicated by the y-intercept
of the curves in the bottom row). “Measured Elasticity” refers to the stress-strain
relationship obtained by fitting the increasing-stress hysteresis branch of the measured
stress-strain curve of our latex sample, while “Hencky Elasticity” is a convenient
theoretical elasticity shown here for the sake of comparison. “KC Perm.” is the
Kozeny-Carman permeability-porosity relationship, and “Measured Perm.” is a fit to
our experimental data (Fig. 4.22a) assuming a similar form as the KC law, but with
exponents chosen√ according to a least-squares minimization. To wit, our permeability
2
2

φ √
, where we have rounded the exponents to the nearest surd. In
fit is: k = k0 (1−φ)
10
all plots, flat horizontal lines occur at zero pressure (no flow) and the lines become
more curved at higher driving pressures. On the horizontal axes, 0 represents the
position of the inlet of the medium and 1 the position of the outlet; we’ve switched
spatial variables to X rather than Z to emphasize this difference (If L is the initial
length of the foam, L − X = Z). Because there is no imposed mechanical stress on
the foam, the effective stress is set to be uniquely zero at the inlet X
= 0. On the
L
X
other side, the pervadic pressure is set to zero at the outlet L = 1. In each panel, the
various lines represent solutions at different driving pressures. For all of the plotted
variables, the solutions are most nearly horizontal at the lowest pressures and become
progressively more curved as the pressure increases.
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assuming k(φ) takes the form k ∝

φa
(1−φ)b

and performing a least-squares optimiza-

tion for a and b. Because this assumed form does not perfectly capture the average
permeability-porosity behavior from the experiments, we also show comparisons to
the model results using k ∝

φa +m(φ)
,
(1−φ)b

with m(φ) = cφ + d and c and d are further

optimized to match the experimental average. The point of showing these comparisons for different permeability-porosity relationships is to emphasize the importance
of getting the constitutive laws right; the difference between the solutions with and
without an m(φ) are particularly pronounced when we compute solutions using the
measured elasticity. These differences are interestingly less pronounced for the solutions computed using Hencky elasticity. The strong dependence of the model on the
permeability-porosity constitutive law is also a feature of our discrete model, and we
will explore this dependence in more depth in the next chapter.
Within the rather large experimental spread, the frictionless predictions generated
using the measured elasticity and a simple fit of the permeability-porosity relationship
does an fair job of capturing the qualitative features of the experiments. Particularly
in the plots of the porosity, the model results are significantly closer to the experimental data at higher driving pressures, where we expect the overall effect of the
friction to be diminished relative to the much larger hydrodynamic forces.
These tentative comparisons motivate the formulation of a theoretical model that
accounts for the effect of friction, possibly in addition to trying different permeabilitystrain relationships to better match the experimental data. We describe in the next
section a procedure for accounting for friction as a body force within this continuum
analytic model. This approach, however, neither draws an adequate distinction between static and kinetic friction—which we believe to be operable in our experiments
given our “friction flow” measurements described in Chapter 2—and requires the direction of the frictional body force to be manually changed depending on whether the
foam is compressing or expanding. It is also especially inelegant as a model for our
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Figure 5.2: Steady state porosity binned by driving pressure for four different models,
compared to experimental
data at comparable pressures. The permeability model is
√
2
2 +m(φ)

described by k = φ(1−φ)√10 , with: m = 0 and Hencky Elasticity (green), Linear m(φ)
and Hencky Elasticity (magenta), m = 0 and Measured Elasticity(blue), Linear m(φ)
and Measured Elasticity
(purple). The linear m(φ) functions are refinements to the
√
2
2

φ √
first-order fit k = (1−φ)
that achieve a least-squares minimization to the average of
10
the measured permeability-porosity curves for all pressure-profile experiments. Experimental data is shown in grey dashed lines.
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Figure 5.3: Model foam displacements (coloured lines) binned by driving pressure for
four different models, compared to experimental data (grey dashed
lines) at compara√
2
2 +m(φ)

ble pressures. The permeability model is described by k = φ(1−φ)√10 , with: m(φ) = 0
and Hencky Elasticity (green), Linear m(φ) = 5.5φ − 3 and Hencky Elasticity (magenta), m(φ) = 0 and Measured Elasticity(blue), Linear m(φ) = 5.5φ − 3 and Measured Elasticity
(purple). The linear m(φ) function is a refinement to the first-order
√
2
2

φ √
fit k = (1−φ)
that achieves a least-squares minimization to the average of the mea10
sured permeability-porosity curves for all pressure-profile experiments.
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path-dependent pressure-cycling experiments, as each time sign of the pressure step
is changed, the steady state of the previous pressure head would have to be inserted
as an initial condition in addition to changing the direction of the frictional ”body
force.”
We describe this body-force approach nevertheless, both to offer a framework
that may be applicable to other contexts and to demonstrate how the steady-state
calculations are actually performed in practice. A more appropriate framework in
which to treat the complexities of wall friction is the discretized model we detail in
the final section of this chapter.
To summarize the nonlinear, frictionless continuum model, the full system is described by:





∇·q=0



 porosity evolution
∂φf
∂
k(φf ) ∂σ 0 ∂φf 
∂φf

+q
=−
(1 − φf )

∂t
∂z
∂z
µ ∂φf ∂z

0

σ (z = l) = 0 






p(z = l) = p0 
boundary conditions.


p(z = 0) = 0 





u(z = 0) = 0 
The framework is closed by a choice of the stress-porosity, σ 0 (φ), and permeabilityporosity, k(φ), constitutive laws.

5.1.1

Analytic Steady-State Solutions with Friction

This section describes an approach to including friction as a body force in the continuum model described above.
We consider the flow to be in steady state if the solid matrix is stationary. In this
case, the volume flux comes purely from the fluid motion and is locally set by Darcy’s
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law:
q∗ = −

k(φ) ∂p
,
µ ∂x

(5.24)

where the star indicates the steady-state value. We seek to integrate friction into the
continuum model by considering friction as a body force. We’ll first take a spatially
uniform force µ̃f acting at every point, x, of the medium in the direction opposing
the flow, and can later modify this to µ̃f F(u) for general displacement-dependent
body forces. In particular, the simple choice of F(u) = sign(u) would approximately
determine the sign of the frictional force between a compressed or stretched foam.
We might interpret this µ̃f , the spatially-averaged friction force per unit length, as
somewhere between µ̃s and µ̃k , since the difference between the two is not meaningful
in this context. For the remainder of this chapter we will be using x to denote the
Eulerian position within the foam rather than z.
For force balance, we take
0
∂σxx
∂p
=
+ µ̃f ,
∂x
∂x

(5.25)

thus imposing that the pressure drop is balanced by a combination of the non-isotropic
foam compression and the added frictional body force.
Writing the force balance in this manner implicitly makes the friction force scale
with the Eulerian coordinate x; as the foam compresses the total integrated frictional
force acting on it decreases linearly with the surface area in contact with the wall.
This is not a necessary assumption; because the friction on the foam comes from the
solid phase, as the foam compresses the total area of solid phase in contact with the
wall might reasonably be assumed not to change. To alter the above relationship to
make the frictional force dependent only on the initial length of the foam rather than
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its deformed length, we could instead take µ̃f → µ̃f ∂X
, or equivalently
∂x
0
∂p
∂σxx
=
+ µ̃f
∂x
∂x

recognizing

∂X
∂x

=

∂(x−u)
∂x

= 1−

∂u
.
∂x



∂u
1−
∂x


,

(5.26)

In either case, we subject the system to the

boundary conditions that
p(0) = 0,

(5.27)

p(δ ∗ ) = ∆p,

(5.28)

and

where δ ∗ is the steady-state deflection and ∆p represents the total pressure drop over
the foam. The flow and stress-strain constitutive laws, k(φ) and

0
∂σxx
,
∂φ

respectively,

are inputs to the model and assumed to be known.
We begin by integrating the Darcy condition in x,

Z
−

∗

Z

k(φ) ∂p
dx
µ ∂x
 0

Z
k(φ) ∂σxx
+ µ̃f dx.
=
µ
∂x

q dx =

(5.29)

These are understood as definite integrals, evaluated over the full length of the foam.
The term on the left hand side is trivially integrated because q ∗ , the steady-state
volume flux, is uniform across the foam in the steady state. The first term on the
right can be integrated by performing a simultaneous coordinate transformation on
the integral and a chain rule expansion on the stress partial derivative;
Z

0
k(φ) ∂σxx
dx =
µ ∂x

0
k(φ) ∂σxx
∂φ ∂x
dφ
µ ∂φ ∂x ∂φ
Z
0
k(φ) ∂σxx
=
dφ,
µ ∂φ

Z
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(5.30)

which is straightforwardly integrated in terms of known quantities. The second term
R
µ̃f dx, is not readily evaluated because we do not yet know φ(x).
on the right, k(φ)
µ
To resolve this, we perform the same coordinate substitution as in the first term,
Z

k(φ)
µ̃f dx =
µ

and solve for the Jacobian

∂x
∂φ

Z

k(φ) ∂x
µ̃f
dφ,
µ
∂φ

(5.31)

by performing the coordinate transformation in all

terms of the integrated Darcy condition;
Z
−

q

∗ ∂x

∂φ

Z
dφ =

0
k(φ) ∂σxx
dφ +
µ ∂φ

Z

k(φ) ∂x
µ̃f
dφ,
µ
∂φ

(5.32)

which, upon differentiation in φ and rearranging yields


k(φ)
µ̃f − q ∗
µ



or

0
k(φ) ∂σxx
∂x
=
,
∂φ
µ ∂φ

(5.33)

k(φ) ∂σ 0

xx
∂x
µ
∂φ
,
=
k(φ)
∂φ
∗
µ̃
−
q
f
µ

(5.34)

which is just a function of φ. Knowing this allows us to integrate
Z
−

Z

∗

q dx =

k(φ)
µ



0
∂σxx
+ µ̃f
∂x



dx ≡ I1 (φ, q ∗ )

(5.35)

and
Z
−

∂u ∗
q dx =
∂x

Z

φ − φ0 k(φ)
1 − φ0 µ



0
∂σxx
+ µ̃f
∂x



dx ≡ I2 (φ, q ∗ ),

(5.36)

where we have introduced the I notation as a convenient shorthand for writing the
definite integrals. These two integrals fix x, and u, respectively, in terms of q ∗ , δ ∗ ,
and φ(x = 0). To determine these latter quantities, we proceed as follows:
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1. φ(0) is determined by inverting

0
(φ(0)) − σ ∗ = ∆p − µ̃f (δ ∗ ),
σxx

(5.37)

0
where σ ∗ ≡ σxx
(φ(δ ∗ )) is the applied stress at the inlet of the foam, which in

our flow experiments is zero.
2. Evaluating Equation 5.36 between x = δ ∗ and x = 0—i.e. across the full length
of the foam—and using the boundary condition that u(0) = 0 fixes

δ∗ =

I2 (φ(0), q ∗ ) − I2 (φ(δ ∗ ), q ∗ )
,
µq ∗

(5.38)

which follows from the definition of I2 .
3. Subtracting Equation 5.35 from Equation 5.36, with both integrals evaluated
between x = δ ∗ and x = 0, sets



µq ∗ = I2 (φ(0), q ∗ ) − I2 (φ(δ ∗ ), q ∗ ) − I1 (φ(0), q ∗ ) − I1 (φ(δ ∗ ), q ∗ )

(5.39)

As long as µ̃f 6= 0 and the friction scales with deformed length, these equations
provide implicit conditions on q ∗ , δ ∗ , and φ(0), which thus need to be determined by
numerically solving the system of three equations.
If µ̃f ≥ 0 and the friction only scales with the initial length of the foam column,
Equation 5.37 no longer depends on δ ∗ and can thus be straightforwardly inverted
to determine φ(0). In this scenario, Equation 5.39 also no longer depends on δ ∗ —
recalling that φ(δ ∗ ) is set by σ ∗ —and provides an implicit condition on q ∗ which, once
determined, can be inserted into Equation 5.38 to obtain δ ∗ .
Once q ∗ , δ ∗ , and φ(0) are all known, Equations 5.35 and 5.36 along with the stress
boundary condition at the inlet uniquely determine x and u, respectively, as functions
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of φ, the former of which can then be inverted to obtain φ(x). Inserting this into the
0
0
known σxx
(φ) then fixes σxx
(x).

Though we can thus perform the full analytic calculation of the steady state of the
foam with friction included as a body force, it is less straightforward to determine the
appropriate choice of µ̃f that would allow us to make explicit comparisons with the
experiment. The problem, of course, is that friction is not a simple body force: it is a
complex force condition that varies both in its direction and magnitude depending on
whether and how the foam itself is moving. As soon as µ̃f is made velocity-dependent,
we would be forced to perform the full numerical calculation of the time-dependent
equations of poroelasticity; as long as the static and kinetic friction coefficients are
not precisely equal to each other—and we have reason to believe they aren’t—we
would need to know which sections of the foam are moving at what points in time
(and, for static friction: what the sum of all the non-frictional forces are on any given
stationary segment of foam) in order to determine the appropriate friction condition
to impose.
As an alternative to performing such direct numerical simulations of the governing
equations with friction described as a velocity-dependent body force, we develop
in the next section a molecular dynamics model in which such nontrivial friction
conditions can be more straightforwardly implemented and for which comparisons to
our experiments can be more readily made.

5.2

Discrete Model

We describe here a discrete model of our mechanical compression experiments designed to explicitly account for the effects of both static and kinetic friction. In the
next section, we will generalize this model to account for the effects of fluid flow as
well.

129

Our molecular dynamics framework treats the column as N point masses constrained to one dimension that exert forces on each other according to a tunable
nearest-neighbor interaction, Fijinteract ≡ F(xi − xj ), that depends only on the distance between the masses. For a Hooke’s-law interaction, the j th particle exerts a
force on the ith
F = −λ (ui − uj ) ,

(5.40)

where the displacement, ui ≡ xi − Xi , describes the difference between each particle’s
position, xi , at t > 0 and its position, Xi at t = 0. Note that we are using xi to denote
position rather than zi as in previous sections. The spring constant λ quantifies the
strength of the interaction.
An alternative theoretical elasticity model—Hencky elasticity—describes a linear
relationship not between between stress, σ, and strain, , but instead between the
Kirchhoff stress, τ ≡ Jσ, where J ≡ det F is the determinant of the deformation
gradient tensor F, and the Hencky strain, ln  [47]. We write the nearest-neighbour
interaction corresponding to a bulk Hencky elasticity as
ln
F = −λ

xi −xj
Xi −Xj
xi −xj
Xi −Xj

,

(5.41)

where λ is a constant describing the strength of the interaction. We introduce Hencky
elasticity here as a more realistic theoretical alternative to a simple Hooke’s law interaction, but one which is nevertheless simple enough that it can be integrated
analytically in the continuum model outlined above. In order to show that our frictionless discrete model matches the predictions of the frictionless continuum model,
we will compare the two for different choices of the elastic constitutive law—including
using Hencky elasticity.
Independently of the specific form of the inter-particle interactions, we ensure a
spatially homogeneous elasticity by both using the same spring constant for all nearest
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neighbour pairs and initially situating all neighbouring pairs at a fixed equilibrium
distance,

L
,
N

from each other, with L the initial length of the foam and N the number

of particles used in the model.
In addition to these nearest-neighbour interactions, we impose static and kinetic
frictional forces that scale linearly with the distance between neighbouring particles—
in other words, we impose a frictional force per unit length, consistent with our expectation that the total frictional force should scale with the surface area of the foam
in contact with the cell wall. It is not, however, immediately obvious in which coordinate frame this surface area should be measured in. One could argue, for instance,
that the friction ultimately arises from contacts between the solid components of the
matrix with the wall, and that compressing the foam merely alters the distance between these solid components without altering their total contact area with the wall.
In this scenario, one would want to impose a frictional force that scales with the undeformed or Lagrangian distance between particles. Alternatively, one could reason
that foams are, to a good approximation, fractal objects and hence that the surface
texture doesn’t actually change under rescaling (i.e. under uniaxial compression); in
this case, we would want the friction to scale with the deformed or Eulerian length.
We implement both scenarios in our model in order to compare the two possibilities, and we present results for the latter—friction scaling with deformed or Eulerian
length—in Chapter 6.
In practice, we have shown that our sample has a demonstrably nonzero Poisson
ratio at sufficiently high strains, so we need to be able to implement a strain-dependent
friction force one way or another in order to capture the full dynamics of our foam.
We explore different choices of this strain-dependent friction in the next chapter.
In our framework, we consider both static and kinetic frictional forces acting on
the particles. The former only acts on on a given particle when it is stationary and
P
the sum of pairwise particle-interaction forces on it, Fiinteract ≡ j Fijinteract , is below
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a pre-determined threshold set by the static friction coefficient. The latter applies
only to moving particles. Symbolically, we have, for the ith particle:

Fikinetic


= (Xi − Xi−1 )µ̃k δ


dxi
6= 0 ,
dt

(5.42)

where the delta function, δ, ensures the velocity is nonzero, ui is the particle displacement, and µ̃k is a parameter that describes the frictional force per unit distance
between particles. The delta function notation is understood to return a 1 if the
condition in the brackets holds and 0 otherwise. Algorithmically, these delta functions can realized, for instance, using an if -clause or (for better performance) using
logical indexing. Formally, all of these delta functions can be rewritten as Heaviside



i
i
i
functions, e.g. δ dx
6= 0 → 1 − Θ( dx
) · Θ(− dx
) , with Θ(x) the Heaviside step
dt
dt
dt
function defined to be 0 if x < 0 and 1 if x ≥ 0. We opt here to use the delta
function notation for the sake of clarity. The (Xi − Xi−1 ) ensures the friction scales
appropriately with the undeformed length and can be replaced with (xi − xi−1 ) if it
is instead desired that the friction scale with the deformed length. Likewise,

Fistatic

=




−F interact

for



0

dxi
dt

i

dxi
dt

= 0 and Fiinteract ≤ (Xi − Xi−1 )µ̃s

(5.43)

> 0,

or, equivalently,

Fistatic = −Fiinteract δ

 dx

i

dt



= 0 δ Fiinteract ≤ (ui − ui−1 )µ̃s ,

(5.44)

with µ̃s the static friction force threshold per unit distance. Finally, in addition to
these two frictional forces, we also impose a viscous drag force on each particle that
scales linearly with its velocity;
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(a) Particle i has zero velocity.

(b) Particle i is moving

Figure 5.4: Schematic diagrams showing sample force contributions for two different
cases: (a) a particle (blue) that begins and remains stationary in the subsequent time
step (b) a moving particle. The sum of all forces on the particle is given by Eq. 5.47.
The configuration in (a) applies only if the particle is initially stationary and the sum
of interaction forces is less than (Xi − Xi−1 )µ̃s , otherwise the configuration shown in
(b) holds.

Fidamping = −γ

dxi
.
dt

(5.45)

A reasonable choice of damping coefficient γ ensures the foam is kept in the overdamped limit, corresponding to the observation that no oscillations were observed in
the physical experiment.
The sum of forces on each particle is then:

Fi = Fiinteract + Fistatic + Fikinetic + Fidamping ,

(5.46)

or

Fi =

j
(δi−1

+



j
δi+1
)Fijinteract


dxi
6= 0
dt

+ (Xi − Xi−1 )µ̃k δ



dxi
dxi
interact
− Fi
δ
= 0 δ Fiinteract ≤ (Xi − Xi−1 )µ̃s − γ
. (5.47)
dt
dt

Fig. 5.4 shows force configurations and directions for two hypothetical scenarios.
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These forces drive each particle’s dynamics through Newton’s Second law, viz.

Fi = mi

where we take mi =

M
,
N

d 2 xi
,
dt2

(5.48)

i.e. the total mass divided by the number of particles, to be

equal for all particles.

5.2.1

Simulation Protocol

To begin a simulation, we position each of the N particles at evenly-spaced intervals
on a line, with the spacing corresponding to the equilibrium length dictated by the
chosen force law. In this configuration, the sum of forces on each particle is identically
zero.
We fix the position of the bottom-most particle at the origin, i.e. x0 (t) = 0, at all
times, enforcing no penetration at the outlet. For t > 0, we impose a force of constant
magnitude on the N th particle—corresponding to any mechanical stress applied at the
inlet surface (recall: we are only modelling the mechanical compression experiments
at the moment; to model the flow experiments we will set this imposed mechanical
stress to zero)—and evolve the system in time until the maximum velocity of the
particles goes below a predetermined threshold vmax , i.e. vi < vmax ∀ i ∈ [1, N ]. This
stopping threshold is determined on the basis of two competing considerations: on
one hand, the results should not be dependent on this arbitrary choice of termination
condition, but the condition should also be chosen to minimize the computational cost
of the simulations. As demonstrated in the next chapter, we systematically vary this
termination condition to optimize the computation time without making the results
dependent upon the condition.
To obtain strain-stress curves, we repeat this procedure for a series of imposed
forces, feeding the resting state of the previous trial into the next one as an initial
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condition.
The particle dynamics are determined using a time-synchronized version of the
leapfrog algorithm [48]. In this second-order integration scheme, particle positions are
updated on the basis of their velocity and acceleration at the previous time step, but
the velocities are updated using the average of the accelerations at the present and
immediately preceding time steps. Symbolically, if ai ≡

Fi
m

represents the acceleration

calculated at time step i we take:

xi+1 = xi + vi ∆t + ai (∆t)2

(5.49)

1
vi+1 = vi + (ai + ai+1 )∆t.
2

(5.50)

and

For testing purposes, we can also run the algorithm with fewer particles, and the
corresponding changes to the spring constants are automatically updated. Examples
of validation experiments using two particles are presented below.
Unless we are careful, situations might arise in which the friction forces alone might
spontaneously change the direction in which a particle is traveling, which is plainly
unphysical. In particular, the friction model we use here is not well-formulated if the
static friction coefficient is ever less than the kinetic friction coefficient. Imagine, for
instance, slightly displacing a particle from its equilibrium position by giving it an
extremely small velocity; in the subsequent time step, a kinetic friction force will act
opposite to the direction of motion of the particle, and if the velocity is sufficiently
small, this kinetic friction alone would end up providing a spurious kick in the wrong
direction. The particle would then begin moving in the opposite direction to that of
the initial small velocity perturbation we had given it, as a result of which it might
slightly displace its neighbours and initiate the process all over again in them. In
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such scenarios, the friction acts to amplify small perturbations in the position of
the particle, effectively injecting energy into the system. Of course, friction already
breaks energy conservation in our system, but such an effect would break it in the
wrong direction, adding energy to the particle by amplifying small perturbations. To
avoid this sort of situation, we impose that the static frictional coefficient is always
greater than the kinetic friction coefficient, i.e. the ratio between the two, α, is always
greater than or equal to unity.
By similar arguments, analogous unphysical effects may occur as the particle is
slowing to a stop. To prevent nearly stopped particles from receiving spurious frictional kicks, we impose a halting criterion on each particle that proceeds as follows;
at each time step, we first calculate the sum of nearest-neighbour interaction forces
acting on it and only then factor in the various frictional contributions. If these two
sets of forces—just interaction forces and interaction plus frictional forces—lead to
velocities that differ in sign, we bring the particle to rest in the subsequent time step
at the position it would reach if it accelerated uniformly to the new calculated velocity
but came to rest the instant its velocity became zero. Concretely, for any particle i
for which sign(vi (t + dt)) 6= sign(vi (t)) we take
1
xi (t + dt) = xi (t) + vi (t)(∆t)stopping
2
1 2
dt
,
= xi (t) + vi (t)
2
vi (t) − vi (t + dt)

(5.51)

where vi (t + dt) is understood as the velocity the particle would have had in the
subsequent time step if this condition were not imposed; by construction the actual
vi (t + dt) is set to be identically zero.
The simulation terminates once vi < vmax ∀ i ∈ [1, N ], with vmax being the predetermined stopping threshold, at which point we record the position of all particles.
The distance between the first and last particles is used to calculate the final bulk
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strain, and the particle configuration is used as a starting condition in a subsequent
trial with a different imposed force, allowing us to calculate a full compression cycle
as performed in the experiments.

5.2.2

Model Summary

An implementation of this discrete framework intended to model our mechanical
compression experiments would proceed as follows
1. Input parameters, including the number of particles N , the total mass of the
foam M , the initial foam length L, the stress-strain law and its associated spring
constant λ (or bulk modulus, as appropriate), the damping parameter γ, the
time step dt, and the velocity termination condition vmax are specified.
2. The positions of the N particles are initialized to be evenly spaced, with the
first particle at the origin and the N th at the position x = L. All velocities and
accelerations are initialized to zero, and the time is initialized to zero, t = 0.
3. A force of magnitude F01 is imposed on the N th particle. The force on all particles is calculated using Eq. 5.47, from which the accelerations are calculated
using Newton’s second law. The force on the first particle (i.e. the particle at
the outlet face) is fixed to be zero at all times.
4. As the time step is incremented t → t + dt, the particle positions and velocities
are calculated and updated using the time-synchronized leapfrog algorithm, Eqs.
5.49-5.50.
5. The particle forces are recalculated at the new positions, the time is incremented
again, and the positions and velocities are again updated.
6. This process (i.e. steps 4-5) continues until all particle velocities are below
vmax , at which point the simulation pauses. The final particle positions and
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force distribution is stored in memory.
7. A new force F02 is imposed on the N th particle. The algorithm proceeds again
starting from step 4 with the new imposed force until the termination condition
is achieved. The stored particle positions from the previous force step are taken
as the starting conditions, while all particle velocities are reinitialized to 0.
8. Step 7 repeats for a range of F0i ’s. Once the simulation for the final F0i reaches
the stopping condition, the algorithm terminates.

5.2.3

Model Tuning

The numerical framework is intended to model the results of our physical experiments,
which constrains some of the input parameters. In particular, our experiments flowing
water through a foam plug in a long tube while measuring the pressure drop over it
allows us to constrain the ratio of the static and kinetic friction coefficients:

α≡

µ̃s
= 1.3 ± 0.1,
µ̃k

(5.52)

where for the moment we take µ̃k as a free parameter.
Similarly, the particle masses and elasticity law are derived from empirical measurements. For the latter, because we do not have data on the foam’s stress-strain
relationship outside the experimental cell, we take the average of the increasing and
decreasing branches of its hysteretic stress-strain curve.
Our experimental observations suggest that the foam is in the overdamped limit.
In the underdamped case, inertial effects might cause foam parcels to oscillate, which
we do not observe. It is important to check that this does not also happen in our
model; in extreme cases, underdamping would cause particles to overshoot what would
otherwise be their equilibrium position in an overdamped setting, and the friction may

138

then “bake in” this overshot in the final steady-state result. We show in the next
chapter how the optimal choice of the damping parameter γ is determined by systematically varying γ and analyzing the results for evidence of oscillation (which would
indicate underdamping) or excessive computation time (corresponding to excessive
overdamping).
Once in the overdamped limit, increasing the damping by increasing γ only increases the time for the simulation to converge. Given that the experiment we undertook was in the over-damped limit, we pick a γ sufficiently large to ensure the system
is in an over-damped limit yet small enough to keep the convergence time reasonable.
We then show that further increasing γ does not alter the steady state results.
We impose a termination condition on every simulation that requires the maximum particle velocity and to be below a predetermined value, vmax . As demonstrated
in the next chapter, this forces us to choose γ particularly carefully; unrealistically
large γ’s may cause the termination condition to be fulfilled long before the system
has reached a genuine steady state.
Before running a simulation, these parameters are listed in a configuration file
that the algorithm takes as an input at run time.
Though we will not discuss the results here, we have had success extending the
model to include stochastic effects in the frictional forces. Because the exact shape
of the individual disks slightly differ from each other, one may want to assign slightly
friction coefficients to each disk—for instance, by drawing them from some predetermined distribution. Moreover, one could consider slightly altering the friction coefficients at each time step in order to account for other effects not already included in
the model (for instance fluid pressure fluctuations or, in other systems, even thermal
effects). Our preliminary testing of these extensions suggests that they do not have a
significant impact on the results, which is why we exclude them from the discussion
below; we mention them here only to indicate that they can be straightforwardly
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realized in a numerical framework.

5.2.4

Model Testing and Validation

We undertake a number of tests with just two particles to ensure the model behaves
sensibly. In particular, we check the effects of varying both friction and damping.
We also verify that in the frictionless and undamped case, the particle undergoes
oscillatory motion with a frequency consistent with our expectations for a simple
harmonic oscillator with mass m and spring constant k.
Fig. 5.5 depicts a system of two particles compressed by a single cycle of increasing
and subsequently decreasing mechanical stress, subjected to different kinetic friction
coefficients but with no static friction. As expected, increasing the friction causes
the stress-strain curve to become hysteretic, and indeed by an amount that increases
with the increased kinetic friction. The seeming emergence of a yield stress at zero
strain—a hallmark of static friction—is a consequence of the fact that, as soon as the
particle is made to move, the friction quickly overcomes the low applied stress and
causes it to immediately come to a stop. This no longer happens when the applied
stress significantly exceeds the frictional force. This yield stress is in any case a
numerical fiction; for arguments outlined above, setting the static fiction to zero but
keeping the kinetic friction coefficient nonzero leads to patently unphysical effects in
our model.
Fig. 5.6 demonstrates the effect of including static friction alongside kinetic friction in the model; by varying the ratio of the static to kinetic friction coefficients, α,
we induce stick-slip motion between two particles when one is held fixed and a stress
σ0 is applied between them. For reasons elaborated earlier in this section, the α < 1
limit is not a physical one and generally leads to energy injection into the system
from friction, which should be purely dissipative. The plot nevertheless shows that
the static friction has the expected consequence of causing stick-slip behavior.
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Figure 5.5: Model stress-strain curves for a system of two particles with no static
friction for varying µk . Here γ = 10, α = 0; for reasons elaborated in the text, the
α < 1 regime is not physically meaningful.
We note that this stick-slip motion can be masked if γ is chosen inappropriately.
As noted above, the effect of increasing γ once the system is in the overdamped
regime is to increase the convergence time without materially altering the steady
state solutions. If γ is increased, however, without correspondingly tightening the
convergence condition, the simulation termination condition may be met before the
system has reached a steady state. Fig. 5.7 demonstrates this potential pitfall; the
gold line shows the solution for a completely undamped system—i.e. the convergence
condition is met through the operation of friction alone—which we plot alongside
solutions with increasing amounts of damping.
This damping, which should not have an effect on the steady-state strains, demonstrably causes the simulation to terminate prematurely. This can be avoided by using
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Figure 5.6: Model stress-strain curves for a system of two particles with static and
kinetic friction, varying α. Here γ = 10 and a Hookean force law is used, with a linear
spring constant described by the black dashed line. Stress is applied in increasing
increments for the lines in the upper right of the plot (i.e. above the black dashed
line) and decreasing increments in the lower left (below the black dashed line).

Figure 5.7: Model stress-strain curves for a system of two particles with static and
kinetic friction, varying γ. Here α = 1.33 and the linear force law is described by the
black dashed line.
a more stringent termination condition on the velocities of the particles whenever
γ is increased. It is not always obvious what the appropriate choice of termination
condition is; excessively stringent conditions may just make the calculation less time
efficient. In practice, we also test our solutions for a range of different γ and termi142

nation conditions to ensure they does not alter the end result.
In addition to friction and damping, we verify that the model reproduces simple
Newtonian physics in the absence of these complicating effects. Fig. 5.8 confirms that
the frictionless oscillations are indeed sinusoidal for a linear force law, with frequencies
q
k
scaling.
that exhibit the characteristic m

(a)

(b)

Figure 5.8: Oscillation frequencies extracted from the simulation with no friction or
damping are consistent with standard Newtonian predictions for a simple harmonic
oscillator. (a) A single spring (i.e. two particles) compressed by different constant
forces (bands of coloured circles) with no friction or damping undergoes oscillatory
motion around a fixed equilibrium position determined
by the magnitude of the force
p
),
with
m the particle mass and k
and the spring constant. Black circles show sin( m
k
the spring constant, for visual comparison. (b) Performing a Fourier transform on the
displacement of the particle in time for a fixed compressive force but varying spring
constants allows us to extract the oscillation frequencies at arbitrary k
These checks give us confidence that the system behaves as expected as long as
α > 1 and the system is given sufficient time to converge for a given choice of γ.

5.2.5

Flow Modelling

With a few additions described in this section, our molecular dynamics (MD) model
for the sponge can be generalized to account for the effects of fluid flow.
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Key ingredients in a poroelastic feedback scheme include some appropriate means
of coupling the fluid pressure gradient to stress on the solid matrix, and thus to
solid deformation and flow resistance in turn. Our MD framework gives us access to
both Lagrangian and Eulerian coordinates for the constituent particles of the solid
phase; for simplicity, we work in Lagrangian coordinates for the fluid flow as well,
allowing us to evade the difficulties of working with moving boundaries. In practice,
this decision entails keeping track of the fluid pressure, volume flux, and porosity at
every particle position. We treat the whole medium as having a permeability rather
than just the (infinitesimal) solid particles themselves; for the sake of illustration,
we imagine extending a massless porous mesh between successive particles with a
locally uniform permeability, porosity, and volume flux. Strictly speaking then, our
accounting of void fraction, permeability, and volume flux at position i—symbolically
φfi , ki , and qi , respectively— refer to the values of these quantities at the midpoint
between particles i and i − 1. We record the fluid pressure, pi , at each solid particle
position in contrast. Figure 5.9 shows a schematic of these variable assignments for
a case in which the ith particle has a nonzero velocity.

Figure 5.9: Massless sponges separate neighboring particles and oppose fluid flow.
The pressure drop over the “sponge” immediately to a particle’s left is factored into
that particle’s force balance.
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There exist many theoretical possibilities for characterizing the dependence of
permeability on porosity; for the sake of eventually making comparisons to data, we
take the constitutive relation found to be in best agreement with our experiments,
namely:

√
2

φ2
k(φ)
√ .
=
k0
(1 − φ) 10

(5.53)
a

φ
This fit was obtained by least squared minimization to the Ansatz k(φ) = k0 (1−φ)
b

(inspired by the Kozeny-Carman relationship) taking a and b as free parameters.
Because the initial permeability k0 is poorly constrained by our experimental measurements, we will use it a fitting parameter in the model comparisons presented in
the next chapter.
We treat the flow as incompressible, meaning that the divergence of the phaseaveraged volume flux is zero. Writing

q = φf v f + φs v s ,

(5.54)

∇ · q = 0.

(5.55)

we take

For our discrete realization, this corresponds to

qi = φfi vif + (1 − φfi )vis

(5.56)

qi = qj ≡ Q ∀ i, j ∈ [1, N ],

(5.57)

and

where we have used that φs and φf are true volume fractions and thus φs + φf = 1.
Darcy’s law relates the fluid volume flux through the solid matrix to the pressure
drop over it. In Eulerian coordinates, the relevant velocity to use for calculating the
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flux is vf − vs ; if both phases are moving at the same velocity, the fluid flux through
the solid phase is zero. Darcy’s law then reads

φfi (vif − vis ) = −

k(φfi ) ∆pi
,
µ ∆xi

(5.58)

which we rearrange to
−∆xi µ(Q − vis )
k(φfi )

= ∆pi

(5.59)

using Equations 5.56 and 5.57.
Enforcing that Darcy’s law holds locally determines the pressure profile throughout the sponge. To drive the flow, we impose a constant pressure, pN +1 = P at the inlet and impose that the pressure be zero at the outlet, p0 = 0. Writing ∆pi ≡ pi −pi−1
we have
N
X

∆pj = P.

(5.60)

j=1

Summing both sides of Equation 5.59 then yields
N
X
−∆xj µ(Q − vjs )
j=1

k(φfj )

which fixes
Q=

= P,

∆xj µ s
j=1 k(φf ) vj
j

P−

PN

−

PN

∆xj µ
j=1 k(φf )
j

.

(5.61)

(5.62)

Given P and the full position and velocity distributions of the particles, Equation
5.62 determines the volume flux of the flow, while Darcy’s Law determines in turn
the full pressure profile.
The final ingredient in the model is to couple this pressure drop across the particles
to the solid-phase stress. At every time step, we add

Fiviscous = ∆pi
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(5.63)

to the force accounting of each particle.
The flow algorithm proceeds according to the same procedure as outlined in Section 5.2.2 but with the following adjustments:
1. The pressures at every point and total volume flux are at each time step calculated using Eqs. 5.58 and 5.62, respectively.
2. The viscous drag forces determined from Eq. 5.63 are included in the force
accounting, Eq. 5.47.
3. The pressure at the N th (i.e. inlet) particle is set to P while the imposed stress
there is zero F0 = 0.
4. The pressure of the first (i.e. outlet) particle is set to zero.
5. The algorithm cycles through a range of different imposed pressure drops P
rather than imposed mechanical stresses F0 .

5.3

Model Comparison: Frictionless Flow Compaction

To convince ourselves the discrete flow model produces accurate results, we benchmark it against the solutions from the continuum model. We can only perform this
comparison in the frictionless case, of course, and we ultimately aim to use the discrete
model as a fit to the frictional experimental data.
Figures 5.10-5.12 demonstrate that the frictionless discrete model is in strong
agreement with the predictions of the continuum model for three different choices
of the elasticity law. This convincing agreement emboldens us to use our discrete
model—with friction added back in—as a model for our frictional experimental data.
We explore these experimental comparisons in the next chapter.
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(a)

(b)

(c)

(d)

Figure 5.10: Comparison between Analytic steady-state solutions (solid lines) and
Numerical results (circles) for the same elasticity—Hencky elasticity √with p-wave
2
2

φ √
modulus M—and porosity-permeability relationship, viz. k(φ) = k0 (1−φ)
.
10

148

(a)

(b)

(c)

(d)

Figure 5.11: Comparison between analytic steady-state solutions (solid lines) and
numerical results (circles) with 72 particles for the same elasticity law (the one we
measured in the mechanical √compression experiments) and porosity-permeability re2
2

φ √
lationship, viz. k(φ) = k0 (1−φ)
.
10
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(a)

(b)

(c)

(d)

Figure 5.12: Comparison between analytic steady-state solutions (solid gold lines)
and numerical results (blue circles) with 144 particles for the same linear elasticity
law and assuming a constant permeability k(φ) = k0 .
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Chapter 6
Comparison between Model and
Experiment
Having seen that our 1D, particle-based model accurately captures the predictions
of conventional large-deformation poroelasticity theory, we now insert nonzero static
and kinetic frictional forces into the model in an attempt to capture the hysteretic
behavior of the experimental data. Our empirically-validated model will help us
explore the guiding question of how friction affects the nature and phenomenology of
the poroelastic coupling.
Section 6.1 applies the discrete model—informed by the estimates of the magnitude of wall friction obtained in Section 4.2—to the mechanical compression experiments described in 3.1. We show that the estimates already do a great job of
capturing the bulk stress-strain behavior, and we refine these estimates slightly by
optimizing the model fits treating the friction coefficient as a free parameter.
Leveraging these insights into the nature and magnitude of friction in our experiments, Section 6.2 compares the solutions of our full frictional model to the measurements of the flow-compaction experiments.
In both sets of comparisons, we explore in great detail the sensitivity of our model
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to different choices of the governing parameters, including: the damping term, the
ratio of static and kinetic friction coefficients, the number and mass of the model
particles, and different strain-dependent permeability and friction laws, among others. Most of these are constrained to varying degrees by experimental measurements,
but not all have a meaningful impact on the solutions generated by the model. After identifying the parameters that have a leading-order impact on the behavior of
the model, we try varying these parameters within the bounds of the experimental
uncertainties to identify those that offer the best fit to the experimental data.

6.1

Mechanical Compression

Figure 6.1 compares the experimental stress-strain curves for three internal points in
the foam to the corresponding model predictions for four different choices of µ̃k , the
kinetic friction coefficient per unit length. As we would expect, increasing the friction
in the model increases the amount of hysteresis, and the difference is particularly
pronounced at low (∼10 kPa) stresses. Our estimate from Section 4.2 of µ̃k ≈ 177
kPa/m puts the model well within the range of the experimental spread, though values
of ±30 kPa/m around this remain at least visually consistent with the experimental
data.
What is the effect of altering the other model parameters on the model solutions?
We can begin by checking the impact of the particle mass on these stress-strain curves.
Though we take the foam to be in a regime in which inertial effects are not important,
our model ultimately reduces to integrating Newton’s second law; any dependence of
the solutions on particle mass would be a strong indication that we are are still in the
inertial regime. As Fig. 6.2 demonstrates, however, changing the particle mass by an
order of magnitude above or below the measured value (each dry foam disk weighs
1.54 g, corresponding to 0.128 g/particle for an aspect ratio 1.2 “column” consisting
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(a)

(b)

Figure 6.1: Position of three dots at different positions within the foam plotted as
a function of the applied mechanical stress. Experimental data for aspect ratio 1.2
is shown in black circles, and model solutions in coloured lines for comparison. The
model results are shown for aspect ratio 1.2 with range of constant (i.e. strainindependent) kinetic friction coefficients µ̃k ’s within the range of strain-dependent
friction coefficients estimated in Section 4.2, the error bars of which are reproduced
in (b).
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(a)

(b)

Figure 6.2: Position of three dots at different positions within the foam plotted as a
function of the applied mechanical stress. Experimental data is shown in black circles,
and model solutions in coloured lines for comparison, both for aspect ratio 1.2. The
model results are for µ̃k = 160 span two orders of magnitude in the particle mass:
1.28g (gold), 0.128g (blue), and 0.0128g (red). Panel (b) blows up panel (a) around
σ = 3.2 kPa.
of 144 particles) indicates that we are in the non-inertial regime and shows that our
results are insensitive to any measurement errors in the foam mass. Though our foam
was weighed in the dry state, the fact that it swells upon imbibition indicates that the
solid backbone absorbs water that does not otherwise participate in the poroelastic
dynamics (at least not at short time scales) and would thus need to be accounted for
as “solid” mass. The model results, nevertheless, show that any such complication
would have a negligible impact on our calculated solutions.
A similarly negligible parameter is the ratio of static to kinetic friction coefficients,
which we estimated from experiments as α ≈ 1.3 ± 0.1. Figure 6.3 shows no appreciable change to the calculated solutions for 1 < α < 1.5, again giving us confidence
that any error in our measurement of α will not bias the results.
Because of the feedback between foam compression and the experimental pressure
regulation mechanism (which “droops” with changes to the volume flux), we generally
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(a)

(b)

Figure 6.3: Position of three dots at different positions within the foam plotted as
a function of the applied mechanical stress. Experimental data is shown in black
circles, and model solutions in coloured lines for comparison. The model results are
shown for aspect ratio 1.2 with µ̃k = 180 and span α’s—i.e. the ratio of static
to kinetic frictional coefficients— from: 1 (gold), 1.2 (pink), 1.33 (green), to 1.5
(blue), representing the range consistent with our friction-slide experiments. Panel
(b) blows up panel (a) around σ = 51.2 kPa.
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made no attempt to hit the same driving pressures during successive compression
cycles. This raises the question of whether different pressure protocols—stopping
at more or fewer points in the hysteresis loop, for instance—result in meaningful
differences in the path-dependent solutions. Figure 6.4 addresses this question in the
mechanical compression case by adding in four additional pressure steps into the cycle
(two at 20 kPa and two at 3 kPa: one for each branch of the hysteresis loop). Though
the curves look different in the vicinity of these additional steps (which are of course
better resolved), they do not systematically differ away from them, suggesting that
the number of pressure steps in the compression loop does not meaningfully impact
the end results.

Figure 6.4: Position of three dots at different positions within the foam plotted as
a function of the applied mechanical stress. Experimental data for aspect ratio 0.8
is shown in black circles, and model solutions in coloured lines for comparison. The
model results are shown for aspect ratio 1.2, µ̃k = 160, γ = 2.7, stopping conditions
vmax < 10−3 , and varying the number of steps in the compression cycle from 13 (red)
to 19 (blue).

Prior to computing these solutions, we have to optimize the numerical parameters
including when to terminate the simulation. Figs. 6.5-6.6 demonstrate the effects of
loosening the termination condition and tightening the damping factor, respectively—
both of which should cause the simulation to terminate before a true mechanical
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equilibrium is reached and thus slightly enhancing the hysteresis in both cases.

Figure 6.5: Position of three dots at different positions within the foam plotted as
a function of the applied mechanical stress. Experimental data for aspect ratio 0.8
is shown in black circles, and model solutions in coloured lines for comparison. The
model results are shown for aspect ratio 1.2, µ̃k = 160, γ = 2.74 and stopping
conditions vmax < 10−2 (red) and vmax < 10−3 (blue).

Figure 6.6: Position of three dots at different positions within the foam plotted as
a function of the applied mechanical stress. Experimental data for aspect ratio 0.8
is shown in black circles, and model solutions in coloured lines for comparison. The
model results are shown for aspect ratio 1.2, stopping condition vmax < 5 × 10−2 , and
µ̃k = 180, varying the damping factor γ = 2.2 (red) γ = 4.4 (blue).
Fig. 6.7 finally compares the model solutions for different aspect ratios, demon157

(a)

(b)

Figure 6.7: (a) Position of three dots at different positions within the foam plotted as
a function of the applied mechanical stress. The model solutions are shown in coloured
lines for aspect ratios 0.8 (red), 1.2 (blue), and 1.6 (gold), with experimental data
aspect ratio 1.2 shown in black circles for comparison. (b) Total foam compression in
these same model solutions (lines) and experimental data (triangles). A good fit at
all aspect ratios is provided by µ̃k = 200, shown in the gold line on both panels.
strating that we can the data for all aspect ratios with a single, strain-independent
value of µ̃k .

6.2

Flow Compaction

Our full flow model can be configured to reproduce the full range of experiments we
carried out, including using samples of different aspect ratios as well as the different
flow regimes (both fixed- and moving-outlet) described in Chapter 3.
Figure 6.8 illustrates the foam compression and volume flux using a constant
µ̃k = 180—our first-order estimate from Section 4.2—for the three different aspect
ratios. The constant friction assumption already does an excellent job of fitting
the experimental data for the smallest aspect ratio, capturing the magnitude of the
hysteresis in both the volume flux and deformation, as well as the length the foam
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(a)

(b)

Figure 6.8: Deformation and volume flux comparisons between the experiments
(black) at aspect ratio 0.8 and model solutions for aspect ratios 0.8 (gold), 1.2 (pink),
and 1.4 (green) subjected to a single compression cycle. All points represent steadystate solutions achieved after changing the pressure head. The larger aspect ratio
solutions are presented here to demonstrate that the model behaves as one would
expect under changes to the foam length: viz, that longer foams offer more flow resistance and hence permit a lower volume flux. Interestingly, for our choice of friction
coefficient here the model deformations differ minimally between aspect ratios; we explore more complex friction assumptions later in this section in an attempt to model
the experimental differences in deformation observed at the different aspect ratios.
relaxes to after being returned to zero driving pressure.
Increasing the aspect ratio by nearly a factor of two modestly impairs the foam’s
ability to relax to its resting length once the fluid pressure is restored to zero; the
longest foam relaxes by ∼ 10% less of its resting length at p = 0 than the shortest. The
more dramatic effect of aspect ratio is in the volume flux; throughout the compression
cycle, the longer foams admit a significantly lower steady-state volume flux than the
shorter foam. Both of these consequences of increasing the aspect ratio accord with
our intuitive expectations; longer foams not only have more total surface area—
subjecting them to more friction and thus hindering their ability to relax back to
their resting length—but also have a greater length, which should correspond to a
higher total hydrodynamic resistance and thus a lower volume flux.
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(a)

(b)

Figure 6.9: Model foam compression (a) and volume flux (b) for an aspect ratio 1.2
foam over a range of µ̃k , keeping all other model parameters fixed. In both panels,
the experimental data is shown in black, and the model solutions in coloured lines.
A constant µ̃k seems unlikely to be able to fit this experiment and the mechanical
stress-strain data simultaneously; this motivates exploring more complicated friction
models.
The behavior of the model solutions in Fig. 6.8 at the two higher aspect ratios,
however, does not match the behavior of the respective experiments, in which the
longer foams became effectively stuck in the cell. This mismatch motivates trying a
stricter friction assumption. Figure 6.9 demonstrates the effect of varying the (still)
constant µ̃k over a range of values; increasing the friction causes the model foam to
deform less (as expected), thus allowing it to admit a relatively higher volume flux.
There’s a limit to how high we can increase µ̃k , however, as eventually we will fail to
capture the mechanical stress-strain data.
A better approach to simultaneously fitting the flow- and mechanical-compression
experiments might be to improve on the simplistic assumption of a strain-independent
friction coefficient by instead trying to account for the nonzero Poisson ratio of our
latex foam.
Motivated by the step-function shape of the average friction-strain relationship
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shown in Fig. 4.20b, we find that we can capture both the compression and flow
behavior of the larger aspect ratio foams by allowing the friction coefficient to increase
to a substantially higher value once the local strain exceeds a strain of about 0.24.
Our experimental observation that longer foams essentially become stuck in place in
the cell after the initial compression can be accounted for in the numerical model by
using a strain-dependent friction coefficient. Figure 6.10 demonstrates, as an example
of this, that the aspect ratio 1.4 foam can be convincingly modeled in the numerical
framework using a frictional coefficient that starts at µ̃k ∼ 200 kPa/m for low strains
but increases at the highest strains to nearly a factor of 5 of that.
The fit in Fig. 6.10 was achieved by varying the height of the friction-strain step
function to optimize both the compression and volume flux fits.The functional form
of the step function reads:

µ̃k () = µ̃0k + a

hπ
2

i
+ arctan (b( − c)) .

In order to match the experimental data, we choose b, which describes the width of
the transitional region, to be 30 and c, which sets the position of the midpoint of the
step, to be 0.24. Preliminary tests indicate that the model solutions are relatively
insensitive to these choices for values of b and c reasonably consistent with the experimental measurements. The constant a determines the height of the step function,
i.e. the separation between the friction coefficient at low and high strains, while µ̃0k
represents the value of the friction coefficient at small strains. The fit depicted in
Fig. 6.10 was optimized taking both µ̃0k and a as free parameters.
By applying substantially more friction in this simulation than we had in the
previous ones, the second increasing-friction stage of the hysteresis cycle deviates
significantly from the initial compression step. We plot here the first full compression
cycle in addition to the second compression in order to illustrate this effect, which

161

(a)

(b)

(c)

Figure 6.10: Experimental compression (a) and volume flux (b) in black, compared
to model solutions in red for one and a half compression cycles for an aspect ratio
1.4 foam. The friction-strain relationship used in the model solutions is depicted
in panel (c), with the experimental averages from Fig. 4.20b reproduced in gray
for comparison. Here γ = 3, we use 144 particles, and we stop the simulation at
vmax < 0.0005 m/s.

162

is negligible at lower friction coefficients. These fits are reasonable, but perhaps
less convincing than the constant-friction fits at the lower aspect ratio (e.g. 0.8 in
Fig. 6.8), which is not surprising: friction plays a larger role in the dynamics of the
longer foam columns, and a still more complex frictional model even than the step
function that we have used here may be required to fully capture these dynamics. At
sufficiently large wall friction, the poroelastic effects recede into the background—a
fact that was indeed exploited to great effect by the earlier works cited in Chapter
1 to measure the permeability-strain relationship while minimizing the complicating
effects of poroelasticity. Because our larger goal in this thesis is to understand the
impact of friction on poroelasticity rather than merely the effects of friction alone,
we refrain from indulging in still more complicated friction-strain relationships (or
indeed parameterizations of friction that may depend on something other than local
strain entirely).
We check, in any case, that making the friction a more complicated function of
strain does not introduce additional dimensional parameters into the model, particularly if one is interested in trying still more complicated strain-dependent friction
functions. The model as described in Chapter 5 takes 9 dimensional inputs:
1. foam length, L: [m]
2. foam radius, r: [m]
3. foam mass M : [kg]
4. young’s modulus E: [ skg
2m ]
5. permeability, k0 : [m2 ]
6. fluid dynamic viscosity, µ: pa · s =
7. pressure drop, p0 :

kgm
s2 m 2

kg·m·s
s2 m 2

= [ skg
2m ]
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kg
= [ s·m
]

8. damping, γ:

kgms
s2 m

= [ kg
]
s

9. friction coefficient (per unit length), µ̃k :

kgm
s2 m

= [ kg
]
s2

Because these nine parameters can all be expressed in terms of the three physical
units of length, mass, and time, we expect to find six dimensionless parameters that
together span the nullity of the following dimensional matrix:


0
1 1 0 −1 2 −1 −1 0


M =
1
1
1
0 0 1 1 0 1



0 0 0 −2 0 −1 −2 −1 −2
The columns of the matrix index the 9 dimensional parameters, and the rows
correspond to the physical dimensions of length, mass, and time, respectively.
The Buckingham Π theorem states that the model is characterized by 9 − 3 = 6
dimensionless parameters, corresponding to the nullity of this matrix. One possible
choice of these six independent dimensionless parameters is as follows:
1. Aspect ratio rA ≡

L
2r
k0
r2

2. Permeability over Foam Area
3. Viscosity to damping ratio

Lµ
γ

4. Pressure to friction ratio

Lp0
µ̃k

5. Nondimensional Pressure

E
p0

6.

M µ̃k
γ2

(or

(or equivalently

Lp0 α
)
µ̃s

ME
)
Lµ2

For completeness, we can also include α ≡

µ̃s
,
µ̃k

the ratio between static and kinetic

friction coefficients.
Making the friction coefficient a function of strain µ̃k → µ̃k () does not change
the dimensionality of the coefficient, since the argument of the function—the local
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strain  ≡

L−l
—is
L

itself dimensionless. In other words, we can always write µ̃k () =

µ̃0k f (), with all of the dimensional scaling encapsulated in µ̃0k and f () an arbitrary
dimensionless function. This argument does not hold in general if we made the friction
coefficient an arbitrary function, for instance, of the (dimensional) compressed length,
l, instead of the strain.
Using a similar step function for the strain-dependent friction used to fit the aspect
ratio 1.4 foam still provides a sensible fit to both the bulk volume flux and deformation
data (while of course still significantly exceeding our experimentally estimated straindependent friction coefficient) for the aspect ratio 0.8 foam, as shown in Figure 6.11.
These step-functional friction relations, however, vastly overestimate the friction in
the mechanical compression experiment, as illustrated in Fig. 6.12. Again, this does
not mean it would be impossible to find a friction function that fits all the aspect
ratios of the flow-compression experiments and mechanical compression experiments
simultaneously. After trying a variety of different constant and step-functional µ̃k ()’s,
we have not been able to achieve a simultaneous fit of all experiments for the same
friction function. This could either indicate that the real friction function is more
complicated that the simple functions we have tried or indeed that the actual friction
conditions vary between experiments. Given that we use new foam disks for each
experiment, subtle differences between the foam disks—resulting, for instance, from
slightly different cutting conditions—could very well cause the different experiments
to require different friction coefficients.
The fact that we can fit the mechanical compression experiments and the 0.8
aspect ratio experiment with the same simple friction assumption—a constant µ̃k () =
200 kPa/m—gives us confidence in any case that we have succeeded in capturing the
frictional effects in settings in which the friction is not such a dominant contribution
to the dynamics that the foam becomes stuck in the cell, as it does in the flowcompaction experiments at aspect ratios 1.4 and, to a lesser extent, 1.2. In scenarios

165

(a)

(b)

(c)

Figure 6.11: Experimental compression (a) and volume flux (b) in black, compared
to model solutions for one and a half compression cycles and an aspect ratio 0.8 foam.
The friction-strain relationships used in the model solutions are depicted in panel (c),
with the experimental averages from Fig. 4.20b reproduced in gray for comparison.
Here γ = 3, we use 144 particles, and we stop the simulation at vmax < 0.0005m/s. In
contrast to Fig. 6.10, the curves corresponding to the first and second compressions
coincide at all points except p = 0.
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(a)

(b)

Figure 6.12: Foam compression for aspect ratio 1.2 (a) using the step function µ̃k ’s
depicted in panel (b), with step widths 800 (red), 400 (blue), and 0 (gold) kPa/m.
We used 144 model particles, γ = 3.3, and α = 1.33.
in which friction plays such a large role, it may not even be meaningful to try to devise
a single parameterization of friction to try to model all experiments, given that new
foam samples are used for each experimental run. Inevitable differences in the shape
of the individual disks may hamper any such one-size-fits-all models.
The strain-dependent frictional coefficient is not, however, the only material relationship we have to carefully account for in the model. As noted in Lanir et al., the
choice of the permeability-strain constitutive relation of the sample material has a
significant impact on the results. Figure 6.13 demonstrates this sensitivity by slightly
varying the permeability-strain relationship for an aspect ratio 0.8 foam. In all the
other model solutions presented in this chapter, we have used

k(φ)
k0

√
2

=

φ 2√
,
(1−φ) 10

the best

fit to the measurements described in Section 4.2. Fed into our model, it also does the
best job of capturing the experimental results, as shown in Fig. 6.13. We consider
in Fig. 6.13 a range of permeability laws, all of which take the form

k(φ)
k0

=

φa
(1−φ)b

in analogy to the Kozeny-Carman relationship but for which a and b are simultaneously varied to result in a range of different concavities of the functional form. The
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wide range in volume flux and deformation predictions that result demonstrates how
sensitive the model is to the choice of permeability constitutive law. The particular
effects of the different permeability laws accord with our expectations; increasing the
permeability at a given strain (as in the green lines in Fig. 6.13) generically increases
the total steady-state volume flux permitted through the foam, and this allows it to
achieve larger maximum compression compared to less permeable foams.
In addition to tuning the model with the right choice of permeability and friction
relationships, we need to be sure the solutions reflect fully converged simulations,
as otherwise these results would not be reproducible. Figs. 6.14-6.15 illustrate the
effect of increasing the number of particles used to simulate a given length of foam.
Increasing the total number beyond 144 has a negligible impact on the model solutions
for aspect ratio 0.8, motivating our choice to use that number in the other results
presented here. Of course, the relevant quantity is not the raw number of particles
but the number of simulated particles per unit of physical length. Fig. 6.15 shows
that more particles need to be used for the longer aspect ratio 1.4 foam to guarantee
a convergence of the numerical solutions.
Modifying instead the stringency of stopping condition, as shown in Fig. 6.16,
leads to negligible differences for conditions stricter than terminating at vmax <
0.0005m/s, which is the choice we have taken elsewhere in this section unless otherwise noted. Our use of γ = 3 is motivated in part by Fig. 6.17, which illustrates the
danger of picking a sufficiently small damping factor such that the system is no longer
in the non-inertial regime. Decreasing γ to 1 dramatically changes the nature of the
solution, but increasing it to 5 has a negligible impact. This behavior is consistent
with γ = 3 being in the vicinity of what we might think of as the “critical damping”
for the simulation, below which oscillatory motion occurs—potentially trapping the
system in a different steady state due to friction—and above which the system still
relaxes—just more slowly—to the same steady state as the critically damped case.
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(a)

(b)

(c)

Figure 6.13: Experimental (black) and model (colour) compression and deformation
of an aspect ratio 0.8 foam. The different model solutions correspond to the different
permeability-strain relationships depicted in panel (c). Written
in terms of porosity
√
2
2

φ √
rather than strain, the orange line corresponds to k(φ)
= (1−φ)
and is the perme10
k0
ability law used in all other model solutions presented here. Permeabilities in (c)
are normalized by k0 = 9.4 × 10−11 m2 , which provides the best fit to the volume
flux data using this k(φ) but lies slightly beneath the measured permeability-porosity
relationship shown in the grey error bars in (c). The k(φ) providing the best fit to
the experimental data is the one shown in gold. All permeability constitutive laws
φa
shown here take the form k(φ)
= (1−φ)
b , with the remaining exponents as follows: red
k0
a = 2, b = 2.74; blue a = 2.5, b = 1.8; and green a = 3.6, b = 0.0036.
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(a)

(b)

Figure 6.14: Model foam compression and volume flux for aspect ratio 0.8 using
different numbers of simulated particles, keeping all other model parameters fixed: a
strain-independent µ̃k = 180, γ = 3, α = 1.33.

(a)

(b)

Figure 6.15: Model foam compression and volume flux for aspect ratio 1.4 using
different numbers of simulated particles, keeping all other model parameters fixed: a
strain-independent µ̃k = 180, γ = 4.4, α = 1.33.
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(a)

(b)

Figure 6.16: Model foam compression and volume flux over a range of simulation
termination conditions, keeping all other model parameters fixed: µ̃k = 200, γ = 3,
α = 1.33.
This interpretation is borne out in the simulation times for the three cases; while
both γ = 1 and γ = 5 took nearly 3 × 104 seconds (in real time) to trigger the
termination condition, the γ = 3 case took slightly less than 2×104 , suggesting that it
occupies a local minimum in the time required to reach equilibrium, the characteristic
of a “critically damped” system.
The final numerical parameter that needs to be carefully optimized is the timestep
used in the simulation, dt. Figure 6.18 illustrates that halving the timestep changes
the compression of the model solution by less than 0.0003% and the volume flux by
even less than this, giving us confidence that further halving dt would likely have
equivalently negligible effects on the solutions.

6.3

Pressure and Deformation Profiles

The comparisons presented in the previous two sections focused on the bulk foam
compression and, in the flow-compaction case, the overall volume flux as well. While

171

(a)

(b)

Figure 6.17: Model foam compression and volume flux over a range of damping
factors conditions, keeping all other model parameters fixed: µ̃k = 200 α = 1.33, and
termination condition vmax < 0.0005m/s
.

(a)

(b)

Figure 6.18: A zoomed-in view of the model foam compression and volume flux at
the highest driving pressure, varying dt from 4 × 10−7 (red) to 2 × 10−7 (blue). Here
µ̃k = 200 initially and increases to 1000 kPa/m at the highest strains; α = 1.33,
γ = 3, and the termination condition is vmax < 0.0005m/s.
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(a)

(b)

Figure 6.19: Coloured solid lines show model pressure (a) and displacement (b) profiles for an aspect ratio 0.8 foam translated downwards (i.e. in the direction of the
flow) through 25 measurement steps at 41 kPa. The dashed lines show the analogous
profiles from the fixed-outlet model configuration for comparison for steps of increasing (black) and decreasing (blue) pressure (also 41 kPa). In both cases, we use a
constant µ̃k = 200 kPa/m, 144 particles, α = 1.33, γ = 3 Pa·s/m, and termination
condition vmax < 0.0005 m/s. For the sake of visualization, the height coordinates
are measured with reference the initial outlet height.
these comparisons are useful for offering a sense of the general goodness of fit, we can
also make finer-grained comparisons of the behavior within the foam.
As noted in our discussion of Fig. 3.15, which compares the compression profiles
from fixed and moving outlet experiments at comparable driving pressures, the two
different experimental regimes lead to slightly different compression states in the
actual experiments. Our theoretical model can be easily configured to address the
moving-outlet scenario; Fig. 6.19 shows sample solutions for an aspect ratio 0.8
first compressed to 41 kPa then translated down the cell in 25 steps, with the step
distance between successive steady-state “measurements” equivalent to that used in
the experiment (to wit, 0.05 in.).
The pressure and deformation profiles remain constant over the course of the
translation steps—that is, they of course have to change to adjust to each new outlet
height, but they eventually all reach the same steady state. Interestingly, they’re
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(a)

(b)

Figure 6.20: Experimental pressure (a) and deformation (b) profiles of a 0.8 aspect
ratio foam translated down the cell in a series of steps while held at 41 kPa, compared
to the respective theoretical predictions (the black solid curve in (a) and the dashed
curves in (b)) under similar experimental conditions. For the model, we used a
constant µ̃k = 200 kPa/m.
both also identical to the corresponding increasing pressure profiles in the fixed-outlet
solutions. Both of these facts may rely on the relatively low friction coefficients used
to generate Fig. 6.19; under higher frictional forces (or in an underdamped system),
it may no longer be the case that the different experimental configurations or different
steps within the translation series will lead to the same results.
How do these model profiles compare to our experimental measurements? Figure
6.20 plots the model predictions against the experimental data for an aspect ratio 0.8
foam column translated down the cell in steps of decreasing height while held at 41
kPa.
The model pressure profile does a particularly good job of matching the experimental data. The model displacement gets the qualitative shape of the experimental
data roughly right but significantly overestimates its magnitude, which we should not
be surprised by given that our fit also happens to slightly overestimate the fixed-outlet
compression at 41 kPa (c.f. Fig. 6.17 for instance). A word of caution is in order
for these comparisons though: as is evident from Figs. 4.14-4.16, the deformation
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(a)

(b)

Figure 6.21: Displacement profiles at different stages of the fixed-outlet flowcompaction (a) and mechanical compression (b) experiments. Model solutions are
shown in dashed lines, and the experimental data in solid lines. For the models, we
used a constant µ̃k = 200 kPa/m.
profiles differ rather substantially for experiments at comparable pressure heads. Because each experiment is performed with a fresh stack of foam, slight differences in
surface straightness or disk radius could lead to different friction forces from experiment to experiment (and even differences along the length of a given foam column)
which could lead to significant differences in the foam compression even at exactly
equal driving pressures. Because we make no attempt to extract the optimal friction
coefficient for each individual pressure profile experiment, the best we can do is claim
qualitative agreement between our model and the moving-outlet deformation data.
With more data, one could attempt to compare the averages over many repeated
experiments to the corresponding model predictions.
Though we do not have pressure profile data for the fixed outlet or mechanical
compression experiments, we do measure the deformation profiles in both and can
compare these to the corresponding model solutions. Figure 6.21 shows sample comparisons for the two different experimental regimes, indicating compelling agreement
between the experimental and theoretical profiles. Our model convincingly captures
both the magnitude of the hysteresis in these deformation profiles and the general
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(a)

(b)

Figure 6.22: Compression (a) and volume flux (b) for an aspect ratio 0.8 foam in
fixed outlet experiment (colour) and theory (black). The frictional model solutions
are shown in solid lines, frictionless model solutions in dashed lines. For the models,
we used a constant µ̃k = 200 kPa/m.
shape of the profiles themselves. The flow model still slightly overestimates the total
amount of foam compression at the highest driving pressure, but this could perhaps
be ameliorated by further refining the friction-strain relationship used in our model.
We return in closing to the question that occasioned this work in the first place:
what does friction do to poroelastic phenomenology? Figure 6.22 shows the modelexperiment comparisons for the fixed-outlet aspect ratio 0.8 foam for both the frictional model (with constant friction) and our frictionless discrete model (as shown in
Fig. 5.11). As we might expect, friction resists the compaction of the foam during
the pressure-increasing steps, and the less compressed foam thus admits significantly
more volume flux during this phase of the experiment. The story is reversed during
the decreasing-pressure steps, during which friction keeps the foam more compressed
than it would be without friction, correspondingly decreasing its permeability. Without explicitly modelling the friction, we would be unable to predict the compression
or volume flux at virtually any stage of the experiments.
The optimal parameter values depicted in the frictional model solutions in Fig.
6.22 and their means of determination are summarized below:
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Parameter Name
Static/Kinetic Friction Ratio

Symbol
α≡

Optimized Value

How Determined

1.3

Experimentally

µ̃s
µ̃k

Kinetic Friction Coefficient

µ̃k

200 kPa/m

Fit Parameter

Initial Porosity

φ0

0.72

Experimentally

Initial Permeability

k0

9.4 × 10−11 m2

Fit Parameter

Number of Particles

N

144

Systematically Varying

Particle Mass

mi

0.128 g

Experimentally

Time Step

dt

3 × 10−7 s

Systematically Varying

Termination Condition

vmax

0.0005 m/s

Systematically Varying

Damping Factor

γ

3 Pa·s/m

Systematically Varying

Aspect Ratio

rA

0.8

Experimentally

Foam Length

L

4.06 cm

Experimentally

Cross-Sectional Area

A

0.002 m2

Experimentally

Dynamic Viscosity

µ

1.0518 × 10−3 Pa·s

Experimentally

In addition to these numerical parameters, we recall that the permeability-porosity
(up to a scaling factor k0 ) and strain-porosity constitutive relationships have been
determined experimentally.
To summarize the process by which the fits depicted in Fig. 6.22 were performed:
1. The parameters known from the experiments themselves are input into the
model.
2. Reasonable guesses are made for the two fit parameters, in this case k0 and
µ̃k , on the basis of the experimental results. These should just be order-ofmagnitude estimates for the moment.
3. By systematically varying the numerical parameters N , dt, vmax , and γ, we
determine the values of these parameters such that doubling the respective
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values leads to only negligible differences in the resulting model predictions.
4. The fit parameter µ̃k is first varied in order to match the experimental deformation data.
5. Using this optimized value of µ̃k , the second fit parameter k0 is varied and the
value that best fits the experimental volume flux data is chosen.
6. Having determined the best-fit values of µ̃k and k0 , we again try doubling the
numerical parameters N , dt, vmax , and γ to ensure that the model results are
insensitive to the choice of these parameters. If modifying any of these parameters appreciably changes the model results, we choose numerical parameters for
which this is no longer the case and repeat the process again from step 4.
7. Once we arrive at numerical parameters that do not change the final results, we
report the corresponding k0 and µ̃k as the final best-fit values.
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Chapter 7
Conclusions
Whether in aquifers, glacial till, or biological tissues, flows exhibiting poroelastic
coupling are not generally found in isolation; frictional contacts between the solid
phase and any confining boundaries strongly influence the nature of the coupling.
This recognition of the ubiquity of friction inspires our response to the dilemma
articulated in Lanir et al. between, on one hand, eliminating friction (by e.g. undersizing the sample) but thereby complicating the volume flux behavior and, on the
other, maintaining uniaxial flow but complicating the deformation dynamics with the
inevitable wall friction. This thesis demonstrates that a proper accounting for the
effects of friction in deformable porous media flows can render its complicating effects
accessible to theoretical analysis, allowing us to sidestep the Faustian dilemma of
accurately modelling one aspect of poroelasticity at the inevitable expense of some
other.
We have shown that, during flow compaction, friction acts to artificially “stiffen”
the foam—opposing the compression and thus allowing more fluid flow than a frictionless foam would under similar conditions. In exchange, the friction opposes the
relaxation of the foam once the driving pressure is decreased, causing it to maintain
an artificially low bulk permeability even at relatively low driving pressures.
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In contrast to the hysteresis under mechanical compression, however, the hysteresis
in the flow-compaction experiments is remarkably asymmetric between the increasingand decreasing-pressure stages. In our sample at least, the foam generally remains
stuck in a nearly maximally compressed state until the pressure is returned to a small
fraction of the maximum driving pressure. Though the nonzero Poisson ratio of our
foam likely contributes to this effect—further helping to pin the most compressed
regions of the foam to the walls—we posit that this asymmetry may well be a more
general characteristic of frictional porous media flows, in which the integrated friction
over large region of relatively undeformed foam may help “insulate” the material
stresses concentrated—in our geometry—near the outlet. This is in stark contrast to
the mechanically compressed case, in which the stresses are more evenly distributed
and thus are on average better able to access and thus displace the foam free surface
at the inlet.
Uniaxial porous media flows are still a vast idealization of the complex geometries
and behaviors of natural multiphase flows, but our ability to accurately model the
effect of friction in them brings us one step closer nevertheless to addressing these
complexities in more realistic settings.
Though our particular theoretical model is based on a one-dimensional string
of particles, our demonstration that incorporating both static and kinetic frictional
forces provides a strong fit to the data motivates potentially scaling up such approaches to two- and three-dimensional arrays of elastically-interacting particles in
order to address more complex flow configurations. Without friction, our theoretical
model convincingly reproduces the results of the continuum poroelastic theory, while
adding friction back allows the model to broadly capture the hysteretic behavior of
our experiments. This core result indicates that our theoretical framework has all the
ingredients necessary to model a wide array of more complex poroelastic flows.
Though we have not pursued this approach here, the simple geometry we have
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considered might admit a fruitful analysis of the foam+cell system in analogy to a
viscoelastic material. This approach, motivated by the assumption of strictly uniaxial
compression, would figure the wall friction as an “internal” friction in the material,
and may thus offer an alternative route to arrive at similar results.
Our experimental technique of measuring pressure profiles alongside medium deformation allows the modelling of poroelastic phenomena to be done with minimal ad
hoc assumptions, and could thus be a welcome resource for a wide variety of studies
in more complex flows or flow geometries. The technique can always be improved:
for instance, by using a denser array of pressure sensors, possibly thus avoiding the
sorts of effects that lead to delamination of the foam disks in our implementation.
We posit that such an approach might improve the precision of our measurement of
the permeability-strain constitutive relation and thus potentially also improve our
estimates of the strain-dependent frictional force—which ultimately derive from the
pressure profile measurements.
One physical parameter we were not able to pin down precisely is the initial
permeability, k0 . Our estimate from the initial scaling of volume flux with increasing
driving fluid pressure (e.g. from Fig. 3.6), k0 ≈ 4 × 10−11 m2 , is nearly an order
of magnitude smaller than the maximum permeabilities that can be read off the
local permeability measurements (Figs. 4.11-4.13), which reach as much as 2 × 10−10
m2 (but are on average closer to 1.3 × 10−10 m2 ). Both of these estimates should,
however, be approached with a degree of caution; fitting a straight line to the first few
data points in the volume flux plot will not only be strongly affected by the intrinsic
uncertainties of these data points but will likely also be influenced by any pre-stress
in the foam resulting from how it was loaded in the cell. In the local measurements,
on the other hand, the permeability is determined using the gradient of the pore
pressure—which, as we have already seen, changes minimally near the inlet of the
foam. Our calculation of k ∝

q
∇p

will consequently be subject to uncertainties arising
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from the uncertainties in ∇p, and these will be significantly enhanced in regions
where the nominal value of the pressure gradient is small to begin with. We are
emboldened by the model solutions shown in Fig. 6.13 that we are at least able
to capture the rough functional form of the permeability-strain function though our
experimental measurements. The value of the overall normalization of this function,
k0 , that provides the best fit between the model and the experiments, k0 = 9.4×10−11
m2 , lies between our bulk and local estimates of k0 .
Though our techniques are mainly suited for the case of uniaxial compression, a
device such as ours could be used in conjunction with a more complex experimental
set up in order to initially understand the constitutive relations of a sample material
of interest in a simplified setting.
Our choice of using a latex foam was made primarily out of considerations of
minimizing the plasticity of the sample, but analogous studies would be worth carrying out for materials of non-negligible plasticity, which we expect to enhance the
hysteretic effects we observe. Carrying out experiments on materials with a Poisson ratio more nearly negligible than that of our sample may substantially simplify
the analysis of the frictional contributions. If friction is of less interest as it was in
our study, a number of possibilities exist for reducing its effects that do not rely on
undersizing the foam. One option we had explored initially but ultimately rejected
in the interest of maintaining the precision of the deformation measurements is to
affix vibrating motors to the cell, jostling the foam and thus helping coax it to relax
more, for instance, under decreasing pressure than it might otherwise. We present
this work in the hope that it might empower future research on soft porous media
flows, whether in studying different materials, more complicated flow geometries, or
systems influenced by further complications such as plasticity. The ubiquity of frictional poroelastic flows in the natural world offers ample opportunities to apply and
extend both the measuring techniques and theoretical ideas demonstrated here to a
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broad array of physical settings.
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Appendix
Table 7.1 provides an overview of the pressure-profile experiments undertaken for this
thesis, detailing the aspect ratio and total pressure drop over the foam as well as some
remarks on whether the foam delaminated or twisted in the cell during the course of
the experiment. The left-most picture in each row offers a snapshot at the beginning
of the data-collection phase of the experiment, and the right-most a shot at the end.
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Table 7.1: Pressure-Profile Experiments
Initial

Final

Aspect Ratio 1.4, 200 kPa, Run: 440

Remains laminated, mild torsion

Aspect Ratio 1.4, 200 kPa, Run: 441

Remains laminated, some torsion

Aspect Ratio 1.4, 117 kPa, Run: 442

Remains laminated, some torsion
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Aspect Ratio 1.4, 41 kPa, Run: 443

Mild delamination, no torsion

Aspect Ratio 1.4, 21 kPa, Run: 444

Mild delamination, no torsion

Aspect Ratio 1.4, 317 kPa, Run: 445

Significant delamination and torsion

Aspect Ratio 1.2, 193 kPa, Run: 420

Significant delamination, no torsion

186

Aspect Ratio 1.2, 48 kPa, Run: 421

Mild delamination, no torsion

Aspect Ratio 1.2, 92 kPa, Run: 422

Remains laminated, no torsion

Aspect Ratio 0.8, 124 kPa, Run: 380

Significant delamination, mild torsion
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Aspect Ratio 0.8, 59 kPa, Run: 381

Possible slight delamination, no torsion

Aspect Ratio 0.8, 331 kPa, Run: 382

Remains laminated, significant torsion

Aspect Ratio 0.8, 41 kPa, Run: 383

Mild delamination, slight torsion
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Aspect Ratio 0.8, 24 kPa, Run: 384

Remains laminated, slight torsion

Aspect Ratio 0.8, 24 kPa, Run: 385

Remains laminated, slight torsion
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