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Abstract
From needs to take business decisions emerges Business Intelligence, where the
information is necessary for the companies in it’s competitive strategy.
The problem, is that there are more information, and the computers are too
small to process all the data, before this need arises a new way to process them,
Big Data.
In this project, I will introduce the use of Big Data technologies combining it
with BI (business intelligence), and where we have large amounts of data (with
this, emerge the big need for Big Data) so that users can easily understand the way
how happens with all this information, and then, with this, facilitate the taking of
decisions of a Company (business intelligence).
Resum
A partir de les necessitats de poder prendre decisions empresarials, sorgeix el Busi-
ness Intelligence, on les dades so´n una informacio´ clau per les empreses en la seva
estrate`gia competitiva.
El problema e´s que cada vegada hi han me´s dades, i els ordinadors es queden
petits per a processar una gran quantitat de dades, davant d’aquesta necessitat,
sorgeix una nova forma de processar-les, el Big Data.
En aquest treball farem u´s de les tecnologies del Big Data combinant-ho amb el
BI (business intelligence) , i on tindrem altes quantitats de dades, (on aqu´ı entrara`
la necessitat del Big Data) de manera que l’usuari pugui entendre de la forma
me´s fa`cil, que passa amb tota aquesta informacio´,i aix´ı, poder facilitar la presa de
decisions (business intelligence).
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1 Introduccio´
El projecte
El projecte te´ com a objectiu la realitzacio´ de transformacions a un conjunt de
dades, per tal de poder obtenir uns resultats que ens facilitin la presa de decisions,
per aixo` s’ha necessitat de la combinacio´ de tecnologies com el Big Data i el Business
Inteligence.
Per la part del Big Data, el Hadoop ens ha perme`s realitzar transformacions
mitjanc¸ant funcions de MapReduce, i aix´ı tenir-les llestes per la creacio´ dels Data
Marts en Hive/Impala necessa`ries per l’ana`lisis de les dades.
Mentre que el Kettle ens ha perme`s passar les dades al Postgres i la creacio´ dels
Data Marts, i aix´ı poder veure diferents perspectives a l’hora de la creacio´ dels Data
marts i de veure els avantatges i desavantatges de cada sistema.
Tots aquest processos tenen una finalitat, poder representar les dades d’algu-
na manera perque` el client, o l’usuari li resulti fa`cil extreure informacio´, Pentaho
Business Analytics e´s qui ens facilitara` la representacio´ de totes les dades.
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2 Motivacions i objectius
Des de fa un temps em va cridar l’atencio´ el mo´n del Big Data i l’ana`lisis de
dades. No tenia millor oportunitat per aprendre que realitzant el projecte de final
de grau sobre aquesta mate`ria. En un principi vaig dubtar realitzar un projecte
que segurament no sabria ni per on comenc¸ar, pero` despre´s de veure en Bases de
Dades Avanc¸ades alguna part d’aquestes tecnologies, vaig decidir-me finalment a
realitzar-lo. La meva motivacio´ real era poder aprendre el ma`xim possible del mo´n
del Big Data i del Business Inteligence i intentar tocar lo ma`xim dels dos mons.
En un principi la idea del projecte era extreure informacio´ important de les
trucades de Milano. Poder agafar aquestes dades, transformar-les i visualitzar-
les, pero` fent-ho des de dues perspectives diferents, la del Big Data, fent servir el
Hive/Impala, i des de la perspectiva d’una base de dades normal, com el Postgres,
aix´ı doncs, poder apreciar les seves difere`ncies i fent un benchmarking dels dos
me`todes, utilitzant les eines que proporciona Cloudera per la part del Big Data i
Pentaho per la part del Business Inteligence, aixo` em podria fer veure com seria
un proce´s real dins d’una empresa amb els passos necessaris a partir de la recollida
de dades de diferents departaments a poder veure aquesta informacio´ contenida en
una taula o gra`fic.
Per la part del Big Data treballaria amb una gran quantitat de dades, sent
processades amb el MapReduce, creant les taules des de Hive/Impala i entendre el
seu funcionament, mentre que per la part del Business Inteligence es faria u´s del
data integration i de les aplicacions d’ana`lisi que ofereix pentaho, tot orientat amb
aplicacions Open Source, per l’explotacio´ d’aquestes dades.
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3 Planificacio´
La idea principal com hem explicat en el punt anterior, consisteix en veure les
difere`ncies en la realizacio´ dels Data marts, fent u´s del Hive/Imapala i de taules re-
lacionals amb el Postgres, podent realitzar un benchmarking per veure el rendiment
que do´na cada tecnologia.
Aix´ı doncs, la planificacio´ s’ha dividit en tres etapes: Investigacio´, desenvolupa-
ment del projecte i realitzacio´ de la memo`ria.
La part d’investigacio´ e´s la me´s important ja que gairebe´ la totalitat del projecte,
exceptuant el disseny dels Data Mats, era nova per a mi. Aix´ı doncs, he dedicat
aproximadament me´s d’un mes i mig amb la part d’investigacio´.
Per a la part de desenvolupament del projecte, en un principi, no pensava que
tardaria tant, al final es va allargar me´s del compte, fent que el temps per el desen-
volupament de la memo`ria fos nome´s de dues setmanes, ja que em vaig trobar amb
bastants problemes en el moment d’intentar connectar totes les tecnologies.
Per la realitzacio´ de la memo`ria, tenia pensat fer u´s de tot un me´s pero` no va
ser aix´ı, i aixo` em va suposar dedicar moltes hores les u´ltimes dues setmanes, per
tal de tenir-la enllestida el dia de l’entrega.
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4 Tecnologies i software utilitzat
Per la realitzacio´ del projecte s’han fet servir un conjunt de tecnologies, on la
combinacio´ de totes elles ens han perme`s aconseguir els nostres objectius, en aquest
apartat explicarem totes aquestes tecnologies, d’una forma me´s teo`rica, per aix´ı
poder entendre quina funcio´ te cadascuna dins del treball.
Representacio´ de les tecnologies utilitzades i connexio´ entre elles
4.1 BIG DATA
El Big Data sorgeix a partir de les necessitats de processar un gran conjunt de dades
de forma ra`pida, ja que cada vegada disposem de me´s informacio´, pero` la pote`ncia
dels ordinadors no augmenta a la mateixa velocitat.
Hi ha moltes eines per tractar el Big Data, i una de les me´s importants e´s el
Hadoop, entre d’altres.
Les caracter´ıstiques fonamentals del Big Data es poden resumir en les 4V: Volum,
Veracitat, Velocitat i Varietat.
• Volum : Cada vegada hi ha me´s dades com he mencionat anteriorment, pel que`
hi ha me´s dispositius connectats a internet i me´s informacio´ a extreure, aixo`
ha fet canviar la forma de treballar, el futur no sembla canviar i segurament
les dades seguiran augmentant amb un ritme me´s ra`pid, aix´ı doncs, el Big
Data ens permet treballar amb aquest volum de dades.
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• Veracitat: Si tenim poques dades, la varietat d’aquestes e´s baixa, i la possi-
bilitat de dades de mala qualitat e´s me´s baixa, pero` moltes vegades treballar
amb molt´ıssimes dades i amb tants tipus de dades (varietat) mai podem saber
d’on vindran i lo problema`tiques d’aquestes.
• Velocitat: Simplement treballar amb moltes dades no ens ajudaria sino´ podem
analitzar-les amb certa velocitat, una empresa moltes vegades ha de prendre
decisions lo abans possible, o la ca`rrega de dades dia`ria e´s molt elevada i s’ha
d’analitzar dia`riament, no podem esperar una setmana o un mes a rebre la
informacio´ que necessitem, el Big Data ens ajuda a resoldre aixo` ja que si
tenim una bona infraestructura poder processar les dades, es pot realitzar
ra`pidament.
• Varietat: Moltes vegades les dades ve´nen de diversos llocs, mai es pot saber
com poden venir, en quin format, com estaran estructurades ja que la in-
formacio´ pot venir de sensors, departaments d’una empresa, bases de dades
fins hi tot de informacio´ no estructurada dins de documents, el Big Data ens
permet treballar amb aquestes tipus de dades.
4.1.1 Hadoop
Hadoop e´s un framework per processar les dades en un conjunt de clu´sters.
Hadoop e´s una implementacio´ d’un model desenvolupat per Google anomenat
MapReduce, on es va decidir crear una versio´ OpenSource i va apare`ixer Hadoop.
[3]
Hadoop fa servir un sistema d’arxius anomenats Hadoop Distributed File System
(HDFS), que e´s un sistema d’arxius distribu¨ıts escrits en Java, per tal d’emmagat-
zemar les dades de cada un dels nodes del clu´ster, aquest han estat dissenyats per
gestionar els errors que poden haver-hi durant el processament de les dades.
Existeixen va`ries distribucions de Hadoop, per la realitzacio´ del projecte, s’ha
utilitzat Cloudera, ja que no disposava d’una infraestructura necessa`ria per obtenir
un conjunt de clu´sters, pel que`, he fet servir una ma`quina virtual amb totes les
aplicacions per fer u´s de les caracter´ıstiques del Hadoop.
Hadoop te´ la possibilitat de funcionar de tres formes diferents:
• Standalone: On tindrem 1 proce´s Java que executa tots els dimonis que genera
el Hadoop.
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• Pseudo-Distributed: On cada dimoni del Hadoop e´s executat en un proce´s de
Java diferent.
• Fully-Distributed: E´s quan fem servir un conjunt de clu´sters per l’execucio´
del programa.
La ma`quina virtual de Cloudera funciona de forma pseudo-distribu¨ıda.
Dintre del conjunt de clu´sters trobem dos tipus de ma`quines:
• NameNode: El NameNode e´s ma`ster de tots els DataNode, sempre e´s obliga-
tori comptar almenys amb un NameNode dins del nostre clu´ster, ja que e´s el
que conte´ la informacio´ d’ubicacio´ dels objectes HDFS, i controla els accessos
als altres clients.
• DataNode: Guarda un conjunts de HDFS, i fan les co`pies de dades que els hi
indica el NameNode.
4.1.2 MapReduce
El framework de MapReduce no pot ser utilitzat per abordar tots el problemes de
programacio´ que volem, pero` e´s un bon sistema per processar grans quantitats de
dades, el MapReduce divideix les dades en dues parts, una clau i un valor. Pel
MapReduce haurem de programar dos elements:
• Map: E´s on es realitza el mapeig de les dades, es divideixen, i cada node
executa un conjunt de blocs.
• Reduce: Rep les dades que genera el Map i les va combinant per despre´s
processar-les, aquestes dades van ordenades per clau.
Funcionament MapReduce[6]
El funcionament d’aquests elements funciona gra`cies al Job Tracker i Task Tracker:
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• Job Tracker: S’encarrega de realitzar les feines de MapReduce que envien
els clients. Les feines a realitzar so´n executades pels Task Tracker, pero` el
Job Tracker s’encarrega de saber en quin node del clu´ster estan ubicades les
dades, i controla si l’execucio´ ha sigut correcte, o per lo contrari ha tingut
algun error, i haura` de ser executat per un altre node del clu´ster.
• Task Tracker: Rep les feines a realitzar per el Job Tracker.
Funcionament TaskTracker i Job Tracker[5]
Pel projecte , l’u´s del Hadoop i el MapReduce, ha perme`s realitzar transforma-
cions a les dades per tal d’adaptar-les, i poder relacionar el conjunt de dades i aix´ı
obtenir un datawarehouse amb me´s dimensions, i per poder veure me´s detallada-
ment la informacio´ que nosaltres vol´ıem extreure, com per exemple, poder classificar
millor la localitzacio´ i el temps.
4.1.3 Impala
E´s un motor de consultes SQL realitzat per Cloudera, utilitza la mateixa sintaxis
que Hive, a me´s Impala pot fer u´s de les taules emmagatzemades en Hive , en
un comenc¸ament vaig comenc¸ar a utilitzar el Hive, pero` al fer servir una ma`quina
virtual de Cloudera, vaig tenir problemes en connectar-me al Pentaho, el canvi no
va afectar molt al desenvolupament del treball, ja que el proce´s per afegir i realitzar
les consultes es igual que al Hive, igualment en el clu´ster de la universitat nome´s hi
havia Hive, i alla` vaig fer les mateixes consultes, pero` des de Hive.
Impala esta` dirigit al ana`lisis de dades, per fer funcions de SQL i de business
intelligence, aplicant el paradigma de MapReduce permet fer les consultes d’una
forma molt ra`pida.
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4.2 Business Intelligence
El BI ens permet extreure a partir d’un conjunt de dades, la informacio´ de forma
que sigui me´s fa`cil de ser analitzada, ja que` aixo` permet a les empreses facilitar la
presa de decisions segons els resultats que poden ser obtinguts.
4.2.1 Datawarehouse
En un Data warehouse tenim un conjunt de dades sobre un tema en concret, el
disseny d’un Data warehouse e´s el que determinara` com es mostrara` l’informacio´ a
l’usuari final, aix´ı doncs, e´s la base per a poder entendre els milions de dades que
es pot tenir en una empresa o negoci. Els Data warehouse es poden dividir moltes
vegades en Data mars, que so´n un subconjunt de dades d’un Data warehouse d’una
a`rea especifica. El Data warehouse fa u´s de tres elements importants:
• Taula de fets: E´s la taula central, i e´s on estan els indicadors de negoci, i
on estan situades totes les dades nume`riques del nostre sistema de Business
Intelligence.
• Dimensions: So´n un conjunt de taules que ens determinen com volem agrupar
les dades del nostre Data warehouse.
• Me`triques: So´n els indicadors de negoci quantificables, e´s el que mostrarem.
Taula de fets(taula central) dimensions taules connectades a la taula de fets i
me`triques unitat i preu de tipus estrella.[7]
El disseny del data warehouse pot variar pero` dintre de les me´s rellevants, podem
veure el model estrella, o el model floc de neu:
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• Estrella: Totes les dimensions estan connectades directament a la taula de
fets i nome´s existeix una taula de dimensions per cada dimensio´.
• Floc de neu: Hi ha tantes taules com nivells de dimensions hi ha en cada
dimensio´, e´s a dir, si tenim la dimensio´ data amb any, mes i dia, tindrem una
taula per cada una, la realitzacio´ de la taula e´s me´s complexa.
Data warehouse del tipus floc de neu[7]
Per la realitzacio´ d’aquest treball s’ha fet servir un Data warehouse de tipus estrella.
4.2.2 Pentaho Community
Pentaho e´s un conjunt de programes per a la realitzacio´ de projectes de Business
Intelligence.
Pel desenvolupament del projecte s’ha fet u´s de l’aplicacio´ Pentaho BI de pentaho
Community, la versio´ Open Source de pentaho, servira` per poder connectar-me
directament a Impala i realitzar les consultes necessa`ries per poder mostrar el Data
warehouse.
El propi Pentaho ja te´ instal·lat el Mondrian com el Jpivot. Mondrian e´s un
servidor OLAP que funciona com un JDBC per OLAP fen les connexions i realitzant
les consultes SQL, rep les sol·licituds del Jpivot i realitza les consultes a la base de
dades. El Jpivot ens permet navegar a trave´s dels cups OLAP, per a mostrar la
informacio´ de les taules i gra`fics.
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4.2.3 Data Integration
Tambe´ anomenat Kettle, e´s una altre de les aplicacions que te´ pentaho, i e´s una
eina del tipus ETL (Extract - Transform - Load) que ens serveix per extreure dades
d’un lloc realitzar algunes transformacions i carregar les dades a un altre ubicacio´,
en projectes de Big Data pot tenir moltes utilitats, i permet convertir un tipus de
dades a un altre tipus de dades amb facilitat.
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5 Desenvolupament
El projecte, com fa u´s de multitud de programes i transformacions, primerament
ens pot ajudar veure una visio´ me´s global de les transformacions de les dades, i me´s
endavant explicar el desenvolupament d’aquest.
Com podem veure en la segu¨ent imatge tenim unes dades d’entrada, on les
transformare´, les guardarem en el HDFS de Hadoop, i a partir d’alla` es dividira` en
dos me`todes diferents el pas a postgres amb l’ajut del Kettle, i la creacio´ del Data
marts des de Hive/Impala, per finalment mostrar els resultats amb el Pentaho.
Diagrama de passos amb les altres taules
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El primer pas a realitzar, e´s decidir quina distribucio´ s’utilitzara` pel desenvolu-
pament del projecte, hi ha va`ries, pero` en el meu cas vaig utilitzar les distribucions
de Hortonworks i la de Cloudera.
Logotip Hortonworks [4] Logotip Cloudera[2]
Cadascuna de les distribucions ofereixen una ma`quina virtual que funciona de
manera pseudo-distribu¨ıda per poder realitzar proves, o execucions simulant el fun-
cionament del clu´ster, pero` amb la potencia d’un ordinador.
Podem descarregar la ma`quina virtual de Hortoworks, en el segu¨ent link:
www.hortonworks.com/products/sandbox
Mentre que si volem la distribucio´ de Cloudera, ho podem descarregar segu¨ent
link:
www.cloudera.com/downloads/quickstart_vms/5-7.html
Cadascuna ofereix una interf´ıcie per l’u´s del Hadoop. Hortonworks fa u´s d’Am-
bari i ens permet obrir una ma`quina virtual amb la simulacio´ del clu´ster de Hadoop,
pero` ens deixa realitzar el acce´s des de el mateix sistema operatiu del nostre or-
dinador, es a dir, si el nostre ordinador e´s Windows, obrint la ma`quina virtual i
des de Windows amb un explorador posant la ip correcte (en el meu cas localhost)
pod´ıem accedir a Ambari i fer u´s de les aplicacions Big Data, mentre que Clou-
dera, ens ofereix una ma`quina virtual amb linux, i totes les aplicacions necessa`ries
ja instal·lades. Cloudera en aquest cas fa u´s de la interf´ıcie HUE, a me´s a me´s,
Cloudera em solucionava el problema d’incompatibilitat del Hive amb Pentaho, ja
que Impala e´s propietat de Cloudera, aixo` em va fer decidir fer u´s de la distribucio´
de Cloudera, ja que em venia amb les caracter´ıstiques necessa`ries per comenc¸ar a
treballar.
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Interf´ıcie HUE
Des de Hue podem realitzar va`ries funcions en Big Data, aqu´ı explicarem so-
lament els apartats utilitzats pel projecte, en l’imatge de ’Interf´ıcie HUE’ podem
veure els segu¨ents apartats:
• File Browser: Aqu´ı podem veure totes les dades HDFS que tenim en Hadoop,
per a poder treballar amb elles e´s necessari passar les dades aqu´ı, es poden
passar simplement accedint a dins de la opcio´ ’File Browser’, buscar on vo-
lem deixar les dades, i arrossegar les dades que ens interessen a la carpeta
desitjada, o des d’un terminal, i afegint la segu¨ent instruccio´:
hadoop fs -moveFromLocal [localsrc] [dest´ı]
• Query Editors: On podem accedir al Hive o Impala, i aix´ı poder crear les
taules, o poder realitzar accessos a aquestes mitjanc¸ant sente`ncies HiveQL
(molt similar a SQL).
• Data Browsers: Ens permet veure totes les taules de Hive i crear-les des d’una
forma me´s visual, podem crear taules, bases de dades, i omplir les dades sense
necessitat d’utilitzar sente`ncies HiveQL, mentre que` en ’Query Editors,’ es
tenen que realitzar sente`ncies HiveQL per crear i omplir les taules.
• Job Browser: Podem veure els estats dels Jobs que han estat llanc¸ats, com
evolucionen els Maps i Reduces que s’han generat i altres informacio´ns impor-
tants, que ens pot indicar si hem tingut algun tipus d’error, o quants Maps o
Reduces es generaran.
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5.1 Les Dades
Per a la realitzacio´ d’aquest projecte s’ha fet u´s de les dades que ens proporciona Te-
lecom Italia en el segu¨ent enllac¸ https://dandelion.eu/datamine/open-big-data/,
on hi trobem les trucades realitzades des de Milan, els missatges (sms), i l’u´s de la
xarxa entre altres opcions.
Inicialment, s’ha analitzat aquest conjunt de dades, ja que com veurem me´s enda-
vant, seran necessa`ries algunes transformacions perque` les dades tinguin cohere`ncies
entre elles, i es poguin realitzar els data marts.
Despre´s de ser analitzades, s’ha anat realitzant transformacions amb funcions
MapReduce de la majoria de taules, per tal de tenir-les preparades per a poder
realitzar despre´s diferents data marts.
Finalment les dades han estat passades al Hive/Impala com a taules, per a
posteriorment, generar els data marts.
Milano Grid
Aquestes dades ens proporcionen un id que va relacionat amb una localitzacio´
mitjanc¸ant la combinacio´ de 5 latituds i longituds que representen un quadre.
−→
Conjunt d’ids de les cel·les que representen un squareid a l’esquerre i represen-
tacio´ de les cel·les en el mapa, donat unes latituds i longituds a la dreta
Telecommunications - SMS, Call, Internet - MI
Aqu´ı hi ha la informacio´ relacionada amb les comunicacions de un squareid amb
un pa´ıs, nome´s citare´ els camps i una breu descripcio´ ja que` a la pa`gina web esta`
tota aquesta informacio´.
• Square id: Ens indica el id del square, amb aquesta informacio´ podem relaci-
onar les dades amb el Milano Grid, i cone`ixer les latituds i longituds d’aquest
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squareid.
• Time interval: El temps que ha passat en mil·lisegons des de el dia 1 de gener
de 1970
• Country code: el nu´mero del prefix internacional on es du¨ıa a terme la comu-
nicacio´.
• SMS-in activity: L’activitat dels sms que entra del Country code a un Square
id.
• SMS-out activity: L’activitat dels sms que surt del Square id a un Country
code.
• Call-in activity: L’activitat de trucades que entren del Country code a un
Square id.
• Call-out activity: L’activitat de trucades que surt del Square id a un Country
code.
• Internet traffic activity: L’activitat del tra`nsit d’Internet.
Telecommunications - MI to Provinces
Aquestes dades ens faciliten la comunicacio´ realitzada entre un square id i una
prov´ıncia, els camps so´n els segu¨ents:
• Square id: Ens indica el id del square, amb aquesta informacio´ podem rela-
cionar les dades amb el Milano Grid, i saber les latituds i longituds d’aquest
squareid.
• Province: El nom de la prov´ıncia italiana.
• Time interval: El temps que ha passat en mil·lisegons des de el dia 1 de gener
de 1970
• Square to Province Interaction: Ens indica la interaccio´ entre una Square a
una prov´ıncia .
• Province to Square Interaction: Ens indica la interaccio´ entre una prov´ıncia
a un Square.
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Telecommunications - MI to MI
Les dades donades aqu´ı, e´s la comunicacio´ amb trucades entre dos square id,
aquestes dades so´n les que ocupen me´s de totes, i ni el clu´ster de la universitat
podia processar-les amb un temps suficient com per a obtenir el resultat el mateix
dia, aix´ı que es va tenir que redu¨ır la quantitat de dies que es van voler fer servir,
i al redu¨ır els dies d’aquestes taules, tambe´ es van reduir els dies utilitzats per les
taules de telecommunications i mitoprovinces.
Les dades tenen els segu¨ents camps:
• Square id1: Ens indica el id del square, amb aquesta informacio´ podem rela-
cionar les dades amb el Milano Grid i saber les latituds i longituds d’aquest
squareid.
• Square id2: exactament el mateix que el Square id1, pero` indicant l’altre
square on es realitzara` la comunicacio´.
• Time interval: El temps que ha passat en mil·lisegons des de el dia 1 de gener
de 1970
• Directional Interaction Strength: Ens indica la interaccio´ de trucades entre
els dos squares.
Precipitation - Milano
Aquestes dades simplement ens donen informacio´ de les plujes, les dades eren
poques, pero` com veurem me´s endavant la majoria de transformacions realitzades
anteriorment eren perque` el format de dades d’aquesta taula era diferent.
Les dades tenen els segu¨ents camps:
• TIMESTAMP: Ens do´na el temps actual en format YYYYMMDDHHmm per
aquest motiu, al no estar en mil·lisegons, les dades no eren com les anteriors.
• ID QUADRANT: Ens do´na la informacio´ de la pluja del quadrant, hi ha
quatre quadrants on cadascun hi ha 2500 square id, per aixo`, en els altres
casos s’ha assignat un quadrant als squareid.
• INTENSITY: la intensitat de la pluja, va un valor de 0 a 3.
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• COVERAGE: El percentatge que cobreix la precipitacio´ en el quadrant, e´s un
valor de 0 a 100.
• TYPE: Tipus de precipitacio´, valors entre 0 i 2.
Com he mencionat anteriorment, tota aquesta informacio´ esta` me´s detallada on
es descarreguen les dades.
Milano Weather Station Data
En aquest cas, so´n dues taules juntes on do´na informacio´ a base de sensors en la
ciutat sobre la humitat, l’aire, la temperatura, i altres tipus de sensors que detecten
diferents condicions atmosfe`riques.
Legend dataset:
• Sensor ID: L’identificador del sensor.
• Sensor street name: El nom del carrer on esta` localitzat el sensor.
• Sensor lat: Latitud on esta` ubicat el sensor.
• Sensor long: Longitud on esta` ubicat el sensor.
• Sensor type: Que` e´s el que realment mesura
• UOM: Unitats de mesura
Weather Phenomena:
• Sensor ID: L’identificador del sensor.
• Time instant: El moment en que` ha estat realitzada la medicio´ donant el
temps en el segu¨ent format YYYY/MM/DD HH24:MI
• Measurement: El valor donat pel sensor
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5.2 Transformacions
Aqu´ı explicarem les transformacions que hem realitzat de les dades que s’han pre-
sentat en el tema anterior, i quina forma tindra` la taula resultant despre´s de fer
tots aquests canvis.
5.2.1 Milano Grid
Les dades al descarregar-les, ve´nen en format geojson, i no so´n co`modes per a
treballar-les tal i com les necessitava, la idea consisteix en aconseguir unes dades,
que simplement cada filera fos com una tupla, i cada columna estigui separada per
un punt i coma per tal de poder diferenciar les dades per a poder treballar dins del
Hive/Impala.
Per a realitzar aquesta conversio´, he fet servir el Data Integration que te´
pentaho, aquest programa te´ moltes funcions, i una d’elles consisteix en poder
transformar un geojson a un fitxer .txt, amb les dades identades com nosaltres
volguem.
Per a descarregar-lo, el podem trobar en el segu¨ent enllac¸:
https://sourceforge.net/projects/pentaho/files/Data%20Integration/6.
1/pdi-ce-6.1.0.1-196.zip/download
Per a generar la transformacio´, haurem de seleccionar a dalt a la dreta el boto´
’Transformation’, com podem veure en la ’Imatge 1’, i dintre de la pestan˜a ’Design’
seleccionar el ’JSON Input’ i ’Text file output’.
Data Integration geojson a .txt Imatge 1
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El ’JSON Input’ s’encarregara` d’agafar les dades del geojson, mentre que el ’Text
file output’ es qui generara` el fitxer txt amb les dades identades com nosaltres volem.
Si accedim al ’JSON Input’ podem veure un conjunt de pestanyes amb va`ries
opcions, nosaltres haurem de modificar dues d’elles, com veurem en la imatge de
’Imatge 2’ i ’Imatge 3’.
Imatge 2
Imatge 3
En la ’Imatge2’ dintre de la pestanya File, seleccionarem el fitxer a processar, i
la ’Imatge 3’ dins de Fields indicarem les columnes que hi han dins del geojson i el
path per accedir a elles, les columnes formarien el Cellid i el conjunt de 5 latituds i
longituds on les u´ltimes so´n les mateixes que les primeres, ja que cada cellid e´s un
quadre.
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Per la part de generar el fitxer .txt, sera` necessari realitzar modificacions dins
del Text file output ’Imatge 4’, on s’ha d’indicar on es generara` l’arxiu, i quin tipus
d’arxiu sera`. Dins la pestanya content indicarem en separator com es diferenciaran
cadascuna de les columnes, en el meu cas he utilitzat un punt i coma, pero` podria
haver sigut qualsevol altre cara`cter.
Imatge 4
Despre´s simplement consisteix en unir les dues tasques a realitzar amb una fletxa
per indicar que s’ha de fer primer, i despre´s i quina tasca depe`n de quina.
Carregar una taula a Hive/Impala
Per a poder carregar aquestes dades simplement s’ha de fer un create table amb
HiveSQL, on totes les taules estaran en un fitxer adjunt al PDF per poder veure el
codi, pero` en aquest cas posare´ el codi a crear en aquesta per a explicar una mica
el seu funcionament, la creacio´ de les altres taules e´s exactament igual modificant
els camps.
CREATE TABLE MilanoGrid (suareid BIGINT,x1 Double,y1 Double,x2 Dou-
ble,y2 Double,x3 Double,y3 Double,x4 Double,y4 Double,x5 Double,y5 Double) ROW
FORMAT DELIMITED FIELDS TERMINATED BY ’;’ STORED AS TEXTFILE
TBLPROPERTIES (”skip.header.line.count”=”1”);
E´s important indicar en el create table, que` al carregar les dades cadascuna de les
columnes,per quin cara`cter estara` separat, en aquest cas cada una de les columnes
estaran separades per un punt i coma, mentre que en les altres, seran per tabulacio´.
La ca`rrega de les dades es fara` amb la segu¨ent instruccio´:
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LOAD DATA INPATH ’/user/cloudera/TFG/Output/MilanoGrid.txt’ OVERW-
RITE INTO TABLE milanogrid;
Posant la ruta de on esta` el fitxer generat pel MapReduce, o en aquest cas el
fitxer generat per el Data Integration. En molts casos hi haura` me´s d’un fitxer
en la ruta seleccionada, si les volem carregar totes a l’hora posarien la ruta aix´ı:
’/user/cloudera/TFG/Output/*’
El resultat en Hive/Impala seria el de la taula segu¨ent:
Taula Milanogrid
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5.2.2 Telecommunications - SMS, Call, Internet - MI
Les dades per poder fer-les servir han necessitat d’unes transformacions, al contenir
tantes dades s’ha realitzat un proce´s de MapReduce en el clu´ster de la universitat,
aquest MapReduce principalment modifica el Time interval per tal de passar aquests
mil·lisegons a un format de data del tipus ’YYYY-MM-DD HH:MM:SS’, afegir
tambe´ un camp me´s anomenat quadrant que me´s endavant veurem que e´s, pero`
vindra` assignant segons el Square id donat, i algunes dades venien bu¨ıdes, ja que
per exemple podria passar que d’un time interval a un contry code, no hi hague´s
cap call-in, doncs les taules proporcionades, ens donaven un camp buit, i s’ha hagut
d’omplenar amb valors de ’0’ .
Cadascun dels MapReduces seran proporcionats conjuntament amb aquesta do-
cumentacio´.
Aquestes dades generades s’han passat al Hive/Impala generant la segu¨ent taula:
Taula Telecommunications
5.2.3 Telecommunications - MI to Provinces
En aquest cas, s’ha afegit el camp quadrant, fent la mateixa funcio´ que en les dades
anteriors, i s’ha modificat el Time interval per tal de tenir-ho com ’ YYYY-MM-DD
HH:MM:SS’.
Aquestes dades generades s’han traslladat al Hive generant la segu¨ent taula:
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Taula Mitoprovinces
5.2.4 Telecommunications - MI to MI
Aquest cas es igual al mitoprovinces afegint el camp quadrant, i modificant el Time
interval per tal de tenir-ho com ’YYYY-MM-DD HH:MM:SS’.
Finalment tenim una taula aix´ı al Hive/Impala:
Taula Mitomi
5.2.5 Precipitation - Milano
Aqu´ı s’ha realitzat un MapReduce, simplement per poder passar de YYYYMMDDHHmm
a ’ YYYY-MM-DD HH:MM:SS’ aix´ı, al tenir-ho igual a totes les taules, i no tenir
problemes al passar les dades al Hive/Impala, ni al postgres, ja que me´s endavant
s’haura` de posar en timestamp.
La taula final e´s aix´ı:
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Taula precipitation
5.2.6 Milano Weather Station Data
Les dades modificades per el MapReduce, en aquest cas, es tractava de modificar
la data per deixar-ho igual a les altres taules, YYYY/MM/DD HH24:MI a YYYY-
MM-DD HH:MM:SS.
Les taules finals generades so´n les segu¨ents:
Taula mi meteo legend Taula weather phenomena
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5.3 Disseny Data Marts
En aquesta seccio´ la idea es poder veure el disseny de cadascun dels Data Marts
aix´ı despre´s explicar la creacio´ d’aquests, hi hauran cinc Data Marts, cadascun amb
les seves dimensions com ara veurem.
Precipitation Data Mart
El Data Mart de dimensions es dividira` en quatre taules dimensions, on tenim la
intensitat, el quadrant, el tipus de precipitacio´ i la data, per crear-les principalment.
El disseny definitiu de la taula e´s el segu¨ent:
Precipitation datamart
Telecommunication Data Mart
En aquest cas hi ha tres taules de dimensions times,country i geolocalization,
la primera e´s exactament igual que l’anterior pero` fent refere`ncia a les dates que
te´ guardades, la taula telecommunication, country nome´s ens indicaria el prefixos
internacionals, pero` la geolocalitzacio´ e´s forc¸a diferent, ja que fa refere`ncia a dues
taules telecommunication i milano grid.
El disseny definitiu de la taula e´s el segu¨ent:
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Telecommunication datamart
Mitoprovinces Data Mart
Aqu´ı tenim tres taules de dimensions, una de times, una de prov´ıncies, i una
altre de geolocalization, aquest cas e´s molt similar al de telecommunications.
El disseny definitiu de la taula e´s el segu¨ent:
Mitoprovinces datamart
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Mitomi Data Mart
Aquest Data mart, tindra` tres taules de dimensions una taula times i dos de
geolocalization, en un principi era nome´s utilitzar una taula geolocalization i fer
referencia els dos squares de la mateixa taula, pero` el Pentaho en el moment de
gestionar les dimensions, no permet assignar la mateixa dimensio´ dues vegades a
dos camps diferents.
Mitomi datamart
Weather Data Mart
Aqu´ı tindrem dues taules de dimensions igual que el cas anterior, pero` Weather
Data mart gairebe´ no te dades, en sensor s’ha volgut fer una divisio´ entre la id del
sensor i el tipus del sensor.
Weather datamart
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5.4 Creacio´ de les taules de fets i dimensions Hive/Impala
En aquest apartat explicare´ com ha estat cada una de les creacions dels diferents
data marts utilitzats en el treball, i el desenvolupament d’aquest, al no ser molta
quantitat de codi he decidit posar cada una de les creacions de les dimensions i
taula de fets, amb una breu explicacio´.
Al Hive no fa servir foreing keys directament, encara que per relaciona taules te
que haver-hi una clau u´nica i la creacio´ d’aquestes e´s diferent.
5.4.1 Precipitation Data Mart
Dimensions:
El que he fet ha estat agafar la taula principal de precipitation explicada en el
tema anterior, i fer diferents distinct perque` no m’agafi repetidament les mateixes
dades, per exemple, en intensity va d’un valor de 0 a 3 pero` el 2 pot sortir va`ries
vegades repetidament, el que fem simplement e´s cone`ixer quins elements surten per
tenir-ho com a dimensio´.
create table precipitation datamart.lluvia as SELECT DISTINCT pre.intensity
FROM tfg.precipitationmilano pre;
create table precipitation datamart.geolocalization as SELECT DISTINCT pre.quadrant
FROM tfg.precipitationmilano pre;
create table precipitation datamart.type as SELECT DISTINCT pre.type FROM
tfg.precipitationmilano pre;
Per a la creacio´ de la dimensio´ de ’times’, el que he fet, e´s agafar la data de la
taula precipitation, i el camp timestamp, s’ha dividit les l´ınies amb el format YYYY-
MM-DD HH:MM:SS en any, mes, dia, hora, minut i segons, per aquest motiu es va
realitzar el MapReduce, perque` en el moment de realitzar les dimensions no tingui
cap problema.
create table precipitation datamart.times as SELECT DISTINCT pre.fecha, YE-
AR( pre.fecha ) AS YEAR, MONTH( pre.fecha ) AS MONTH, DAY( pre.fecha )
AS DAY, HOUR( pre.fecha ) AS HOUR, MINUTE( pre.fecha ) AS MINUTE, SE-
COND( pre.fecha ) AS SECOND FROM tfg.precipitationmilano pre
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Taula de Fets:
La creacio´ d’aquesta taula, s’ha fet agafant de la taula principal directament
totes les dades i la data completa per a poder relacionar-la amb la dimensio´ times.
create table precipitation datamart.precipitation as SELECT pre.coverage, pre.quadrant,
pre.fecha, pre.intensity, pre.type from tfg.precipitationmilano pre;
5.4.2 Telecommunication Data Mart
Dimensions:
Es un cas molt similar al anterior excepte per geolocalization ja que les dades
ve´nen de dues taules milanogrid i telecommunications, hem fet un join per a generar
una taula que nome´s contingui els quadrants que surtin en telecommunications
donant la informacio´ de la geolocalization.
create table geolocalization as SELECT DISTINCT t.squareid, t.quadrant, grid.x1,
grid.y1, grid.x2, grid.y2, grid.x3, grid.y3, grid.x4, grid.y4 FROM tfg.milanogrid grid
JOIN tfg.telecommunication t ON t.squareid=grid.id;
create table country as SELECT DISTINCT telecommunication.country code
FROM tfg.telecommunication;
create table times as SELECT DISTINCT t.Time Interval, YEAR( t.Time Interval
) AS YEAR, MONTH( t.Time Interval ) AS MONTH, DAY( t.Time Interval ) AS
DAY, HOUR( t.Time Interval ) AS HOUR, MINUTE( t.Time Interval ) AS MI-
NUTE, SECOND( t.Time Interval ) AS SECOND FROM tfg.telecommunication t
;
Taula de Fets:
La taula de fets, e´s molt ba`sica, ja que nome´s he creat una altre taula igual
a l’original realitzant un select d’aquesta, pero` creant-la dins de telecommunicati-
ons datamart.
create table telecommunications datamart.telecommunication as SELECT t.SquareId,
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t.Time Interval, t.Country code, t.SMS in, t.SMS out , t.Call in , t.Call out , t.Internet traffic
From tfg.telecommunication t;
5.4.3 Mitoprovinces Data Mart
Dimensions:
De les tres dimensions la u´nica mencio´ important altre vegada e´s geolocalization,
ja que s’ha fet servir de geolocalization amb un Joint entre la taula de mitoprovinces
i milanogrid.
create table times as SELECT DISTINCT t.Time Interval, YEAR( t.Time Interval
) AS YEAR, MONTH( t.Time Interval ) AS MONTH, DAY( t.Time Interval ) AS
DAY, HOUR( t.Time Interval ) AS HOUR, MINUTE( t.Time Interval ) AS MI-
NUTE, SECOND( t.Time Interval ) AS SECOND FROM tfg.mitoprovinces t ;
create table provinces as SELECT DISTINCT m.province FROM tfg.mitoprovinces
m;
create table geolocalization as SELECT DISTINCT m.squareid, m.quadrant, grid.x1,
grid.y1, grid.x2, grid.y2, grid.x3, grid.y3, grid.x4, grid.y4 FROM tfg.milanogrid grid
JOIN tfg.mitoprovinces m ON m.squareid=grid.id;
Taula de Fets:
Amb la taula de fets ens quedem amb tot, excepte el quadrant, ja que la infor-
macio´ del quadrant la tenim dins de la dimensio´ de geolocalization.
create table mitoprovinces datamart.mitoprovinces as SELECT m.squareid, m.province,
m.time interval, m.square to province, m.province to square from tfg.mitoprovinces
m;
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5.4.4 Mitomi Data Mart
Dimensions:
Aquest data mart e´s el me´s senzill de tots pero`, e´s el que conte´ me´s dades, pel
que nome´s crearem tres taules de dimensions la de temps, la de geolocalization i la
de geolocalization2, ja que el pentaho no ens deixara` realitzar dues relacions a la
mateixa taula.
create table time as SELECT DISTINCT m.fecha, YEAR( m.fecha ) AS YEAR,
MONTH( m.fecha) AS MONTH, DAY( m.fecha ) AS DAY, HOUR( m.fecha ) AS
HOUR, MINUTE( m.fecha ) AS MINUTE, SECOND( m.fecha ) AS SECOND
FROM tfg.mitomi m;
create table geolocalization as SELECT DISTINCT m.square id1, m.quadrant1,
grid.x1, grid.y1, grid.x2, grid.y2, grid.x3, grid.y3, grid.x4, grid.y4 FROM tfg.milanogrid
grid JOIN tfg.mitomi m ON m.square id1=grid.id;
create table geolocalization2 as SELECT DISTINCT m.square id1, m.quadrant1,
grid.x1, grid.y1, grid.x2, grid.y2, grid.x3, grid.y3, grid.x4, grid.y4 FROM tfg.milanogrid
grid JOIN tfg.mitomi m ON m.square id1=grid.id;
Taula de Fets:
En aquest cas tenim dos camps, que so´n square id1 i square id2 que fan re-
fere`ncia a la mateixa taula de dimensions, aix´ı que les dues es poden dividir en dos
dimensions.
CREATE TABLE mitomi datamart.mitomi as select m.square id1, m.square id2,
m.fecha, m.interaction from tfg.mitomi m;
5.4.5 Weather Data Mart
Dimensions:
En aquest cas tenim dues taules de dimensions, la de temps i la del sensor, la
del sensor podem dividir-ho en dos nivells, el sensor id, i dintre de sensor id es pot
dividir per tipus de sensor segons el que analitzen.
31
create table weather datamart.time as SELECT DISTINCT weather.fecha, YE-
AR(weather.fecha) AS YEAR, MONTH(weather.fecha) AS MONTH, DAY(weather.fecha)
AS DAY, HOUR(weather.fecha) AS HOUR FROM tfg.weather phenomena weather;
create table weather datamart.sensor as SELECT DISTINCT sensorid,sensortype
FROM tfg.sensors weather;
Taula de Fets:
Aqu´ı representarem la suma de mesures, donat un sensor i un instant de temps.
create table weather datamart.weather as (SELECT weather.measurement, weat-
her.fecha, sensors.sensorid from default.weather phenomena weather LEFT JOIN
default.sensors weather sensors ON weather.sensorid = sensors.sensorid);
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5.5 Pas de conversio´ de taules HDFS a Postgres amb Kettle
Aquest pas esta` en un pas mig entre les funcions de MapReduce i el pas a taules de
Hive/Impala, pel que` he transformat les taules mitjanc¸ant el paradigma MapReduce
i utilitzant el Kettle per passar el geojson a un format me´s fa`cil per treballar per la
realitzacio´ del projecte, la idea doncs e´s passar aquests fitxers HDFS a unes taules
Postgres, i despre´s amb aquestes taules realitzar transformacions per tal de generar
les nostres taules amb Kettle.
Aix´ı doncs podem dividir en dues grans parts: el pas de les dades HDFS a
Postgres i creacio´ de Data Marts.
Com podem veure en la imatge segu¨ent, hi ha vuit passos, el primer ’Start’
e´s per on comenc¸ara` l’execucio´ del programa, si volem podem fer que a una hora
determinada i uns dies determinats es realitzi quest Job, en el meu cas no e´s necessari
repetir-lo constantment, ja que les dades no varien en el temps.
Job per la creacio´ de les taules i data marts
El segon pas ’Limpieza tablas’ e´s netejar les taules ba`siques (les que no so´n data
marts), ja que si hi haguessin dades i afeg´ıssim altres, podr´ıem tenir problemes.
El tercer punt ’hdfs to postgres’ cridarem un ’Transformation’ que explicarem
en la segu¨ent seccio´.
En el quart punt tindrem cinc passos, aquest passos es la ca`rrega de cada un
dels data marts.
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5.5.1 HDFS a Postgres
El primer que haurem de realitzar es la connexio´ al Hadoop clu´ster, i despre´s
connectar-nos al postgres, per a poder emplenar cadascuna de les taules.
Primer s’ha de decidir si volem crear un Job o Transformation, al haver selec-
cionat un dels dos ja podrem gestionar les connexions, en la pestanya ’view’ de la
esquerra tindrem les opcions ’Database connections’ i ’Hadoop clusters’ al donar
amb el boto´ dret a una de les dues opcions podem crear les connexions.
Per generar la connexio´ amb el postgres ens apareixera` una finestra com la
segu¨ent:
connexio´ amb el Postgres
Per cada connexio´ creada e´s important determinar la data base a connectar-nos,
i saber les dades per la connexio´, com el user name i el password. Per a la creacio´
de la connexio´ amb el Hadoop clu´ster, sera` necessari tambe´ saber les dades de IP i
ports, aix´ı que e´s important parlar amb l’administrador del Postgres i Hadoop, per
saber quins ports i IPs seran necessaris.
Al tenir tot aixo` llest, es pot comenc¸ar amb la creacio´ dels passos de passar els
HDFS a les taules ba`siques de Postgres:
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Pass HDFS a Postgres
Com es pot observar, s’haura` de crear diferents Hadoop File Input i table output
per cadascuna de les taules, les Hadoop File Input s’encarregara` de recollir les dades
del Hadoop HDFS, i la part del table output emplenara` les taules del Postgres.
Per a poder afegir un Hadoop File Input, anirem a Design que ho trobem a la
part superior a la esquerra del Data Integration, on despre´s ens sortiran un conjunt
de carpetes i haurem de seleccionar Big Data, alla` trobarem el Hadoop File Input.
Pestanya File en Hadoop File Input
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Pestanya Fields en Hadoop File Input
Al obrir el Hadoop File Input, ens apareixera` una finestra amb varies pestanyes,
les me´s rellevants so´n les de les dues imatges anteriors, la pestanya ’File’, ens aparei-
xera` una taula, dins d’aquesta en la filera ’Enviroment’, seleccionarem el clu´ster que
hem configurat al comenc¸ament, el ’file folder’ indicarem a la carpeta dels arxius de
HDFS del clu´ster on pretenem agafar les dades, i en ’Wildcard’ tenim que indicar
el nom del arxiu que volem agafar, si posem com en el meu cas part.* el s´ımbol ’.*’
ens permetra` seleccionar tots els arxius que comenc¸ant amb el nom part, aix´ı que
com la funcio´ MapReduce genera arxius amb noms del tipus part-00000,part-00001
ens carregara` totes les taules.
Seguidament, podem accedir a obrir la pestanya ’Fields’, en aquesta, haurem
d’indicar cadascuna de les columnes de les dades que recollim de dins del Hadoop,
si els arxius HDFS tenen quatre columnes haurem de afegir quatre camps, donant-li
un nom i el tipus de dades que so´n.
Despre´s en ’Design’ haurem d’afegir ’Table output’ i unir amb una fletxa el
’Hadoop File Input’ amb el ’Table output’ i ens permetra` comenc¸ar a modificar
aquesta u´ltima.
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Table output pestanya Database fields
En aquest cas, tenim dues pestanyes ’Main options’ i ’Database fields’ primera-
ment en la part superior haurem d’establir la connexio´ i indicar a quina database
volem realitzar aquesta connexio´, a la part inferior en les pestanyes, en ’Main op-
tions’ en ’Return auto-generated key’ indicarem que hi ha una columna que tindra`
auto-increment i just a sota indicarem quin sera` el camp.
En Database fields, haurem de relacionar els camps de la taula creada en Postgres
amb els camps que hem posat dins del ’Hadoop File Input’ per tal que es carregin
correctament les dades a les taules.
5.5.2 Ca`rrega de data marts
Per la ca`rrega dels data marts, hi ha tres passos a seguir en cada un dels data marts,
la meva explicacio´ anira` dirigida per la ca`rrega de taules del data mart mitomi, per
la creacio´ dels altres data marts e´s molt similar pero` modificant les sente`ncies SQL
que fara`n servir, igualment juntament amb el document vindra`n els arxius ja creats
dels altres data marts.
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Table output pestanya Database fields
Els tres passos a seguir son l’eliminacio´ de les taules actuals en el data mart,
creacio´ de dimensions i creacio´ de la taula de fets que com podem veure en la
imatge anterior, es realitzaran amb un ordre pre-establert, dins de l’eliminacio´ de
les taules actuals. E´s important que la primera taula a eliminar sigui la de taula de
fets, ja que al estar relacionada amb les diferents dimensions, tindrem problemes si
eliminem primer les dimensions.
Neteja data marts
Com observem en la imatge anterior primer haurem d’establir la connexio´ amb la
database on estara` ubicat el data mart, despre´s ens encarregarem d’eliminar totes
les dades de les taules, primer la taula de fets i despre´s la de les dimensions.
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Despre´s de l’eliminacio´ de les taules de fets i dimensions, sera` el moment de
comenc¸ar a carregar les dades en les dimensions.
Creacio´ dimensions
Aqu´ı tenim dos passos a realitzar, una agafar les dades de les taules ba`siques, i
l’altre carregar les dimensions. Com veurem me´s endavant, la dimensio´ de temps
funciona forc¸a diferent a les deme´s, ja que te´ un pas extra, que explicare´ me´s
endevant.
Doncs el que farem aqu´ı es dins d’una ’Transformation’, on tindrem que afegir de
’Design’ un table input i table output per cada dimensio´, on el table input agafara`
les dades de les taules corrents, i el ouput emplenara` les taules de dimensions.
Seleccio´ de les dades necessa`ries per la ca`rrega de tables dimensionals de
geolocalization
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Com podem veure en la imatge anterior, tenim que fer una select de les dades
que necessitem per cada dimensio´, aix´ı que haurem de connectar-nos amb la taula
d’on recollirem les dades, i despre`s farem un Select per a poder generar les dades
que realment ens interessen. Sempre podem comprovar si realment la select esta`
ben realitzada si seleccionem el boto´ ’Preview’ de la zona inferior, i veure quines
dades ha seleccionat o si hi ha algun tipus d’error.
Per a poder carregar les dades en les taules de dimensions, sera` necessari table
output, on haurem de fer el mateix que en la imatge anterior ’Table output pestanya
Database fields’ per a poder relacionar les dades del table input que rep amb les
taules de dimensions creades.
La dimensio´ time funciona d’una forma diferent que la resta, aix´ı que sera` neces-
sari fer un pas intermig entre el table input a taula output, aquest pas sera` afegir
un Calculator.
Calculator
Com realment el que volem en la dimensio´ time es poder agafar les dades de tipus
YYYY-MM-DD HH:MM:SS i dividir-les segons el any,mes,dia,hora i segons la funcio´
Calculator del Kettle ens ajudara` a fer-ho simplement la columna Calculation de
la imatge anterior. Segons els para`metres que escollim, ens permetra` agafar nome´s
el mes el dia la hora, o altres funcions, que per a la realitzacio´ d’aquest projecte
no han sigut necessaris. Despre´s el Calculation passara` aquestes dades al Table
output, amb els noms que hem decidit utilitzar en el Field B.
Amb aixo` ja tindrem la creacio´ de les dimensions de les taules, simplement
modificant els selects i modificant els para`metres segons la taula que necessitem es
podran realitzar les altres dimensions dels altres data marts del projecte.
5.5.3 Ca`rrega de taula de fets
Aquest pas sera` el definitiu per a tenir enllestit el nostre data mart, per a poder-ho
fer, sera` necessari carregar la nostra taula de fets, com la taula de fets depe`n de
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les nostres dimensions, ha de ser l’u´ltim pas a realitzar, que` en cas contrari podem
trobar problemes.
Aquest cas e´s molt similar, al de carregar les dades de les dimensions, pero` he fet
servir una altre funcio´ diferent que el table output, encara que en els dos casos es
podria fer servir el table output o un Insert/update el resultat final sera` el mateix.
Primer sera` necessari afegir un table input, per agafar les dades com en les
dimensions.
Creacio´ taula de fets amb Kettle
Amb les dades agafades de la taula ba`sica amb el ’Table input’ ja podem realitzar
el ’Insert/update’
Taula de fets
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El que hem de fer sera` indicar a quina base de dades ens volem connectar, i
tornar a relacionar les dades d’entrada amb les de sortida.
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5.6 Pentaho Business Analytics Plataform
Despre´s de tenir creats els conjunts de data marts des de Impala/Hive i Postgres,
podem comenc¸ar a representar les dades en taules i gra`fics. Hi ha molt programes
disponibles per la creacio´ d’aquests gra`fics i taules, en concret, pel projecte s’ha
utilitzat Pentaho Business Analytics Plataform.
5.6.1 Instal·lacio´ Pentaho Business Analytics Plataform
Primerament sera` necessari instalar-lo i configurar el programa. Per a descarregar-
lo, podem clicar al segu¨ent enllac¸:
https://sourceforge.net/projects/pentaho/files/Business%20Intelligence%
20Server/6.1/biserver-ce-6.1.0.1-196.zip/download
Al tenir-ho descarregat, per engegar-lo, simplement l’hem de donar a ’startpen-
taho.sh’, on s’encarregara` de carregar el Tomcat i el Pentaho, al tenir-ho desde el
Tomcat, per poder utilizar el Pentaho haurem de posar ’http://localhost:8080/’ en
el navegador. Pero` abans pre`viament, com haurem de poder conectarnos al Hi-
ve o Impala, sera` necessari carregar els drivers del JDBC per a poder realitzar la
connexio´. Per a descarregar els JDBC de Impala ,els podem obtenir del segu¨ent
link:
http://www.cloudera.com/downloads/connectors/impala/jdbc/2-5-5.html
Per descarregar els JDBC de Hive els podem obtenir del segu¨ent vincle:
http://www.cloudera.com/downloads/connectors/hive/jdbc/2-5-4.html
Aquests JDBC s’hauran de col·locar dins la segu¨ent ruta: biserver-ce/tomcat/lib
El problema sorgeix amb el Hive, durant la realitzacio´ del projecte jo vaig comenc¸ar
a realitzar el projecte fent servir Hive, pero` al afegir els JDBC en aquesta ruta el
Tomcat tenia incompatibilitats amb aquests JDBC, pel que no engegava el Pentaho
correctament. Per aixo`, vaig decidir, passar-ho a Impala, ja que el funcionament
era el mateix pero` aquest problema desapareixia. Al poder realitzar les connexions
a Impala, en el meu cas vaig decidir instal·lar un Jpivot me´s actualitzat, des de el
segu¨ent vincle es poden descarregar entre altres coses altres Jpivots:
http://www.pentaho.com/marketplace/
Pel projecte es va fer servir el Pivot4J Analytics. Al tenir-ho descarregat s’haura`
de descomprimir els arxius i afegir-los en la segu¨ent ruta: pentaho-solutions/system,
i reiniciar el Pentaho per a que` es posin en funcionament els JDBC i el Pivot4J.
Finalment, ara ja nome´s s’ha d’iniciar el ’start-pentaho.sh’ i posar en la url del na-
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vegador localhost:8080 (en el meu cas), introduirem Admin com a usuari i password
de contrasenya i s’obrira` el Pentaho, per a comenc¸ar a treballar.
5.6.2 Configuracio´ Data Mart
Primer de tot sera` necessari, realitzar la connexio´ amb el Impala o amb el Postgres,
al tenir els JDBC ja col·locats, els passos seran els mateixos, aix´ı que jo explicare´
com connectar-me amb el Impala.
Primer pas per realitzar la connexio´ amb la Base de Dades
Primer pas per realitzar la connexio´ amb la Base de Dades, haurem de seleccionar
Manage Data Sources, i ens obrira` una finestra com la Imatge anterior, li donarem a
’New Data Source’ i comenc¸arem el proce´s de creacio´ d’una connexio´ per a generar
el data mart.
Segon pas per realitzar la connexio´ amb la Base de Dades
44
El segon pas per a realitzar la connexio´ amb la Base de Dades, ara tenim una nova
finestra (Segon pas)oberta on podrem modificar diferents para`metres indicant Data
Source Name podem posar qualsevol nom, Source Type marcar l’opcio´ data base
table, ja que volem connectar-nos a unes taules, i marcar Reporting and Analysis, ja
que voldrem fer un data mart de tipus estrella. Abans de donar-li a ’next’, haurem
d’especificar els para`metres de connexio´ amb la base de dades del Impala o Postgres,
aix´ı que es tindra` que donar al icona ’+’ que tenim, i ens apareixera` lo segu¨ent:
Connexio´ Impala
Els para`metres sempre ve´nen determinats segons la configuracio´ del clu´ster, en
el meu cas so´n els de la imatge anterior. Ara ja podrem continuar i sera` el moment
de determinar quines seran les taules de fets i dimensions, en l’imatge segu¨ent en
l’apartat Schema s’ha seleccionat la database que s’utilitzara`, i de les taules que
sortien en el quadre de l’esquerra he afegit les que ens interessaven (en aquest cas
totes) al quadre de la dreta, despre´s a sota en ’Fact Table’ sera` necessari indicar
quina e´s la taula de fets.
Connexio´ Impala
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Despre´s de donar-li a ’Next’ veurem l’u´ltima finestra per acabar de configurar
el data mart, en aquest cas, en la left table, s’haura` de seleccionar les dimensions
de la taula de fets, i relacionar-les amb la primary key de les dimensions, aixo` ho
farem en l’apartat de Right Table, cada vegada que fem una relacio´ sera` necessari
seleccionar ’Create Join’ i aix´ı tenir totes les dimensions relacionades amb la taula
de fets. I aqu´ı ja tindrem acabada la part de configuracio´.
Relacio´ de dimensions
5.6.3 Generar una taula i crear diagrames
Ara que ja esta` tot configurat nome´s haurem de mostrar les dades que ens interes-
sen, en el menu´ principal de Pentaho, haurem d’anar a la part superior esquerre,
seleccionar New i Pivot4J View, al seleccionar-ho, ens apareixera` un menu´ amb dues
opcions, pel que haurem de seleccionar el Data Mart configurat en el pas anterior.
Ens apareixera` una finestra com la imatge inferior, a la part esquerre en la seccio´
’Cube Structure’ tindrem les dimensions i les mesures, i a sota ’pivot Structure’
podrem arrossegar les dimensions i mesures que ens interessin, en el meu cas ha estat
les columnes com a els Quadrants (que so´n 4) i com a files, les hores com a dimensio´
i de mesures la comunicacio´ entre ’Square to province’. Al fer-ho automa`ticament
ens generara` dins de ’Query Result’ una taula amb la informacio´ que haguem afegit.
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Taules de les dades des de Pentaho
Ara si seleccionem l’opcio´ ’Char’, pel que` ens desplegara` un menu´ amb els possi-
bles diagrames si seleccionem un, ens generara` un gra`fic com el de la imatge segu¨ent:
Diagrames des de Pentaho
Sempre podem seleccionar altres para`metres, per representar les dades com nos-
altres volem, fins hi tot crear PDFs d’aquestes taules, pero` sempre dependra` de com
volguem les dades nosaltres representades.
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6 Proves i resultats
Conjuntament amb aquesta documentacio´, adjuntare´ unes quantes taules, i gra`fics
on podem veure els resultats realitzats, les combinacions possibles amb pentaho so´n
infinites, aix´ı que explicare´ els resultats d’alguns dels casos.
6.1 Resultat 1
Gra`fics on es representen les comunicacions entre dos quadrants diferents
Com podem veure en la imatge anterior, en el cas del mitomi, i la comunicacio´
entre quadrants, ens apareixen quatre gra`fics circulars, on a sobre de cada gra`fic
apareix un nu´mero, que e´s el quadrant i d’aquest quadrant, la comunicacio´ que hi
ha entre els diferents quatre quadrants. A simple vista, es veu que tot quadrant te´
molta me´s comunicacio´ amb el seu propi quadrant que amb els altres, aix´ı que,es
pot deduir que realment les trucades es realitzen me´s en zones pro`pies, ja que la
majoria d’amics o familiars que pot tenir la gent solen estar en la mateixa zona. Si
volem me´s informacio´ nosaltres podr´ıem arribar a realitzar gra`fics de la comunicacio´
per a squareid, pero` al ser tanta quantitat de dades (hi han 1000 squareid), crec
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que e´s me´s visual fer-ho aix´ı, amb la carpeta conjunta a la documentacio´ es poden
veure les taules amb les dades nume`riques si foren necessa`ries.
Si volem me´s informacio´ nosaltres podr´ıem arribar a realitzar gra`fics de la comu-
nicacio´ per squareid, pero` al ser tanta quantitat de dades (hi han 1000 squareid),
crec que e´s me´s visual fer-ho aix´ı, amb la carpeta conjunta a la documentacio´ poden
veure les taules amb les dades nume`riques si fes falta.
6.2 Resultat 2
Gra`fics on es representen les comunicacions segons el tipus
En aquest cas com podem veure en la imatge anterior tenim sis gra`fics, on cada
gra`fic representa un interval de temps de deu minuts, dintre d’aquests intervals
tenim la informacio´ de call in, call out, sms in, sms out. Igual que el cas anterior
hi ha alguna cosa que destaca, en aquest cas, es pot apreciar que s’envien me´s
missatges (sms) que la realitzacio´ de trucades, sempre tenim que tenir en compte que
telecommunications treballa amb square id i province aix´ı que aquestes dades so´n
amb la comunicacio´ amb l’exterior. Tambe´ podem observar que entre les trucades
que entren i surten, hi ha me´s de sortida, pero` amb aquesta informacio´ no podem
treure una conclusio´ segura de perque` passa aixo`.
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7 Conclusions i treball futur
Despre´s de la realitzacio´ d’aquest projecte, i dels coneixements obtinguts durant
el desenvolupament d’aquest, he pogut cone`ixer l’importa`ncia que hi ha en el mo´n
actual l’u´s del Big Data i del Business Intelligence, ja que` obtenint informacio´ amb
tanta quantitat de dades pot ser gairebe´ impossible, i en el cas que es pugui fer, es
necessitaria molta quantitat de temps. Aix´ı doncs, que el fet de poder amb un simple
boto´ veure gra`fiques, taules i nu´meros d’una forma tant precisa i poder extreure
una conclusio´ ra`pidament, pot ajudar a qualsevol empresa o persona a la presa
de decisions. L’inconvenient de tot aixo`, resideix en la infraestructura necessa`ria
per a poder dur a terme aquest proce´s, i la quantitat de tecnologies simplement
per la necessitat de realitzar un projecte com aquest, ja que no e´s simplement una
tecnologia la necessa`ria per realitzar tot aquest treball, i totes aquestes tecnologies
tenen que estar interconnectades entre elles, amb la problema`tica de que si un dels
passos falla, tot el conjunt deixa de funcionar.
Tot i que hem pogut veure els resultats amb gra`fics de les diferents dades, no
s’ha pogut realitzar el benchmarking que es desitjava des de un comenc¸ament,
ja que algunes parts del projecte s’han allargat me´s del compte, aix´ı que com a
treball futur la realitzacio´ del benchmarking es una de les opcions, a me´s es podria
afegir un proce´s Oozie, per automatitzar me´s el desenvolupament del projecte, i
aix´ı poder iniciar tot amb un sol boto´. Tambe´ es podria millorar la velocitat de les
transformacions utilitzant Spark que actualment te´ una velocitat de proce´s superior
al MapReduce utilitzat en el projecte.
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