Abstract-We describe a scatter and randoms weighted (SRW) iterative PET reconstruction algorithm. The SRW method is based on the estimation of the trues fraction (TF) within the prompts. Once the TF is estimated, it is then incorporated into the weighting component of the system matrix, and the net result is a scatter and randoms weighting in the sensitivity image similar to the attenuation correction weighting. Although using the measured prompts in the TF estimation was demonstrated to achieve the fastest convergence at high statistics, it is not reliable at low counts situations due to the sparse and noisy nature of the measured prompts. Therefore, a mean estimation of the prompts derived from the forward-projection of the reconstructed prompts image was introduced into the TF estimation. A contrast phantom was scanned and the data were reconstructed using the standard and the SRW methods. The contrast vs noise, precision vs accuracy in contrast, absolute error vs number of iterations comparisons, and standard deviation image over different realizations of the same object were evaluated at low counts situations, and it was observed that the SRW method outperforms the standard approaches such as the scatter and randoms data pre-correction and the Ordinary Poisson methods. The image intensity (activity) outside the object can also be minimized using the SRW method. In addition, further improvement in accuracy, precision, convergence, and noise properties can be achieved by further improving the TF and the prompts estimate.
I. INTRODUCTION
n PET imaging, the main function of scatter and randoms corrections is to improve contrast and quantitative accuracy. Both corrections are essential and critically important. Several iterative reconstruction schemes incorporating scatter and randoms corrections have been developed over the years such as the scatter and randoms data pre-correction, the Ordinary Poisson (OP) algorithm [1, 2] , and most recently the Monte Carlo estimation of the scatter system matrix (not including the randoms) [3] . In this work, we propose a scatter and randoms weighted (SRW) iterative reconstruction algorithm which practically incorporates any existing scatter and randoms correction sinograms into the weighting component of the system matrix similar to the attenuation correction weighting. 
II. A PRACTICAL SCATTER AND RANDOMS WEIGHTED SYSTEM

MODEL
The core idea of the SRW method is to estimate the 'trues fraction' (TF) within the prompts. Typically the prompts in PET consist of the trues (t), randoms (r), and the scattered events (s) as given by (1) which can be rearranged to form (2):
where RF is the randoms fraction, and SF is the scatter fraction as given by (3):
The (1-RF) term is thus the non-randoms fraction, (1-SF) is the non-scatter fraction, and the product of the non-randoms and non-scatter fractions is the trues fraction (TF) within the prompts. The system matrix (P ij ) in iterative reconstruction typically consists of 3 parts: a weighting component (W) which accounts for normalization (n i ) and attenuation (a i ) corrections, a geometrical component (G) which correlates the lines-ofresponse (LOR) of the sinograms and the image voxels, and a blurring component (B) for the image space resolution modeling as given by (4):
The 3D Ordered Subsets Expectation Maximization (3D-OSEM) [4] using the OP method is given by (5):
Here, the scatter and randoms correction sinograms are incorporated into the reconstruction task in the forwardprojection step. For the SRW method once the TF is estimated for each LOR, it can then be incorporated into the weighting component of the system matrix similar to the attenuation correction factors. When incorporated into 3D-OSEM, the SRW-OSEM algorithm is given by (6) :
The net result is a scatter and randoms weighting in the sensitivity image as the weighting component (the diagonal matrix) cancels out between the forward and back-projection step. Consequently, the definition of the sensitivity image in the SRW-OSEM becomes the probability of a "true" voxel to be detected everywhere. Potential advantages of the SRW method are outlined below:
1. faster convergence as compared to OP 2. no need to process through the scatter and randoms sinograms for every iteration of the reconstruction thus reducing the storage requirement for the reconstruction task as well as making the computation of the update factors more efficient 3. images can be potentially less noisy similar to the benefit of attenuation and normalization weighted (ANW) reconstruction [5] 4. minimizing the image intensity (activity) outside the object by conditioning the TF using the anatomical information (attenuation sinograms) as guidance while avoiding the singularity issue (i.e. TF = 0) 5. severe bias in the scatter and randoms estimates can be easily identified in the TF sinograms (i.e. using TF as a quality control for the scatter and randoms estimates) 6. practically incorporating any existing scatter and randoms correction sinograms into the sensitivity image without computationally intensive simulations The estimation of TF requires the scatter and randoms sinograms as well as the prompts sinograms. A major concern arises when estimating the TF using the measured prompts at low counts situations since the measured prompts sinograms are sparse and noisy, and therefore, the estimated TF is likely to be inaccurate. To improve the TF estimation, we used the mean estimated prompts derived from forward projection of the reconstructed prompts image followed by rescaling to minimize the difference in overall magnitude as compared to the measured prompts. Examples of TF estimates and the corresponding profiles are shown in Figure 1 . One can observe that the average TF for the uniform area is about 0.8 from the profile with 3.4 billion (3.4B) counts using the measured prompts; however, the TF estimated from 33 million (33M) counts using the measured prompts show a noisy and underestimated profile. On the other hand, the TF obtained from 33M counts using the mean estimated prompts is in close agreement with that estimated from 3.4B counts using the measured prompts. 
III. METHODS
A 6 cm in diameter and 9 cm long cylindrical phantom with a 'cold' Teflon insert, a 'cold' air insert, a 'hot' water insert (each of which is 1.5 cm in diameter and 4 cm long), and a 'warm' water background was scanned on the microPETFocus220. The phantom was filled with a 1.36 mCi injection of a 18 F solution and a hot-to-background ratio of 4 to 1. The phantom was positioned at the center of the field of view and underwent a 6 hour emission scan and an 18 minute transmission scan. Data were acquired in list-mode with a total number of counts of ~3.4 billion, an average count rate of 157.4 kps, and a global RF of 11% (the count rate and RF were chosen to mimic typical conditions encountered in small animal imaging). Data with the entire scan duration were reconstructed using 8 iterations and 9 subsets 3D-OSEM (i) without any scatter and randoms corrections (i.e. prompts recon), (ii) with OP, and (iii) with the proposed SRW method using the measured prompts (SRW_mp) in the estimation of the TF as the first step for the high statistics evaluation. The scatter and randoms corrections were computed using the Single Scatter Simulation (SSS) [6] and the smoothed randoms [7] techniques. The contrasts for the hot insert and the two cold inserts were evaluated as the function of the voxel-noise in the reconstructed images and compared between the 3 methods mentioned above. The list-mode data were then sorted and divided into 10 frames of 3 million counts with similar count rate and RF as compared to the average count rate and the average RF. For the aforementioned low counts frames, the data were reconstructed using (i), (ii), (iv) the SRW method using the mean estimated prompts (SRW_ep) in the TF, and additionally (v) with data pre-corrected for scatter and randoms. As demonstrated in Figure 1 , the TF obtained from the mean estimate of the prompts was identified to be more robust as compared to the measured prompts; therefore, the SRW_mp method was omitted for the low counts evaluations in the result section. Furthermore, the TF obtained using the mean estimated prompts from the 3.4B counts frame with proper rescaling was included into the 3M counts frame reconstruction (i.e. (vi) SRW_summed_ep) to demonstrate that further improvement in accuracy, precision, convergence, and noise properties can be achieved by improving the TF/prompts estimate. A recently developed practical image-space denoising technique: HighlY constrained backPRojection (HYPR) [8] , using the prompts image reconstructed from the 3.4B frame as the composite image, was also applied to the TF estimation process and included in the SRW method (i.e. (vii) SRW_HYPR_ep) for comparison. Note that the same scatter and randoms corrections were used in all the methods mentioned above except (i). Other than the contrast vs noise comparison, the coefficient of variation (COV) of the contrast was evaluated as the function of the bias in contrast (i.e. precision vs accuracy) for all the hot and cold inserts over the 10 frames. The mean absolute error in contrast was also plotted as the function of number of iterations for all methods. Although ideally the reference contrast is 100%, the bias and absolute error were calculated based on the reference contrasts obtained from the frame with the most statistics using SRW_mp (closest to the ideal reference as will be shown in the result section) since the contrasts obtained from the frames with lower statistics should agree with those with higher, and the consistency (both overestimation and underestimation) can be determined. The standard deviation (STD) image across the 10 frames (i.e. 10 realizations) of the same object was computed for all methods, and the image intensity outside the object was also compared between the OP and SRW methods. In summary, the following comparisons were performed:
• Contrast vs Noise • Precision vs Accuracy (i.e. COV vs bias)
• Mean absolute error vs Number of iterations • STD image (figure not shown)
• Image intensity (activity) outside the object (figure not shown) In this work, we used the contrast as the main figure of merit since it is the quantity most influenced by scatter and randoms corrections.
IV. RESULTS AND DISCUSSIONS
The contrast vs noise comparison for the scan with 3.4B counts is depicted in Figure 2a , b, c. One can observe that the OP method improves the contrasts as well as increase in noise as compared to the prompts recon (i.e. no scatter and randoms corrections), while a further improvement in contrasts was observed with the SRW_mp method due to the faster convergence though higher noise was also obtained (compared to the other methods at the same iteration) partly due to the faster convergence but mostly due to the noise in the measured prompts which propagates through the TF estimation to the reconstructed image. Note the different convergence rate between the hot and cold regional contrasts. For the low counts evaluations as shown in Figure 2d -i, one can observe that although the SRW_ep method performs similar in terms of accuracy with slightly worse precision as compared to OP, SRW_summed_ep outperforms all the other methods in all areas. As expected, the SRW_summed_ep method shows faster convergence as well as less noise in the images as compared to the OP method. The noise in the SRW_summed_ep images was observed to be almost identical to that of the prompts recon when the noise in the TF estimate is negligible as compared to the noise in the data as shown in Figure 3 . This also demonstrates that the scatter and randoms corrections do not amplify the noise in the SRW method (where each image voxel is weighted by the overall contribution of the scatter and randoms through the TF in the sensitivity) when the prompts estimate is not noisy, whereas the OP method increases the noise after the inclusion of scatter and randoms corrections in the forward-projection step. The SRW_HYPR_ep method also performs quite well. As compared to OP, SRW_HYPR_ep images show similar accuracy with better precision in contrast values and less noise as well as faster convergence, and its curves fall in between those of the SRW_ep method and SRW_summed_ep method as expected. The STD image comparison shows similar results between the OP and SRW methods with SRW_ep showing slightly higher variation and the prompts image showing the highest variation. The mean values over the ROI's placed in the warm background of the STD images are: 0.0031 for the prompts recon, 0.0029 for the SRW_ep method, and 0.0027 for the other 4 methods. The SRW methods also show less variation outside the object as compared to the rest. For the image intensity (activity) outside the object, one can observe that the image reconstructed with OP contains more counts outside the object (~5 times more in average) as compared to the SRW method.
V. FUTURE WORKS
Future works for the propose method include further optimization of the TF/prompts estimate for various sizes of objects as well as incorporation of additional correction terms, such as cascade gamma correction [9] [10] for non-standard PET nuclides and LSO background estimates for specific PET scanners, into the TF estimation. In addition, the SRW method can be extended to 4D-PET reconstruction [11] by estimating the TF from the 4D prompts image.
