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Improvements on Visual Servoing From Spherical
Targets Using a Spherical Projection Model
Romeo Tatsambon Fomena, Member, IEEE, and François Chaumette, Member, IEEE
Abstract—This paper is concerned with improvements to visual
feature modeling using a spherical projection model. Three spher-
ical targets are considered: a sphere, a sphere marked with a tan-
gent vector to a point on its surface, and a sphere marked with two
points on its surface. A new minimal and decoupled set of visual
features is proposed for each target using any central catadioptric
camera. Using the proposed set for a sphere, a classical control law
is proved to be globally asymptotically stable in the presence of
modeling errors and locally asymptotically stable in the presence
of calibration errors, considering that perspective and paracata-
dioptric cameras were used. Simulation and experimental results
with perspective, paracatadioptric, and fish-eye cameras validate
the proposed theoretical results.
Index Terms—Central catadioptric systems, spherical projec-
tion, visual servoing.
I. INTRODUCTION
V ISUAL servoing consists of using data provided bya vision sensor to control the motion of a dynamic
system [1]. A vision sensor provides a large spectrum of
potential visual features. However, if no planning strategy is
developed, the use of some visual features as input of the control
scheme may lead to stability problems if the displacement that
the robot has to achieve is very large [2]. For this reason, we
need to design ideal visual features for visual servoing. Ideally,
satisfaction of the following criteria is expected: local and—as
far as possible—global stability of the system, robustness to
calibration and modeling errors, nonsingularity, local mimima
avoidance, satisfactory trajectory of the system and of the
features in the image, and, finally, a maximal decoupled and
linear link (the ultimate goal) between the visual features and
the degrees of freedom (DOFs) taken into account.
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France (e-mail: rtatsamb@irisa.fr).
F. Chaumette is with INRIA Rennes-Bretagne Atlantique, IRISA, 35042
Rennes Cedex, France (e-mail: chaumett@irisa.fr).
This paper has supplementary downloadable multimedia material available at
http://ieeexplore.ieee.org provided by the author. This material includes a video,
Tatsambon_Chaumette_video_TRO.avi. The video is an mpeg4 format and is
playable using QuickTime, RealPlayer, or Microsoft Windows Media Player.
The size of the video is not specified. Contact rtatsamb@irisa.fr for further
questions about this work.
Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TRO.2009.2022425
Several methods have been proposed to approach an ideal
system behavior. These methods are usually classified into 3-D,
hybrid, and 2-D visual servoings. In 3-D visual servoing, fea-
tures in the 3-D Cartesian space are used as inputs to the control
scheme [3]. Those features are obtained from the relative pose
of the object with respect to (w.r.t.) the camera. This pose can
be recovered using the geometric model of the object [4], [5].
Pose estimation is the key issue of this approach, since small
amount of image noise could lead to large errors in the pose
estimation. When the pose is correctly estimated, this class of
visual servoing is known to provide adequate system motion
in the Cartesian space either in the moving camera frame or
in a fixed frame [6]. In the latter case, the fact that there is no
control in the image might cause visual servoing to fail, since vi-
sual measurements used for pose estimation can leave the field
of view (FOV). Using coordinates of several 3-D points that
are selected on the target can potentially keep the target in the
FOV [7].
Another solution to the problem of ideal features modeling
is to use hybrid methods that combine 3-D and 2-D data. This
solution has been exploited in 2-1/2-D visual servoing, where a
decoupled control scheme with no singularity in the whole task
space and tolerating a coarsely calibrated system has been de-
signed [8]. However, there are some drawbacks to this method:
It is more sensitive to image noise (like 3-D visual servoing)
than 2-D visual servoing, which uses directly features extracted
in the image as control inputs.
In fact, 2-D visual servoing is appealing because of its robust-
ness to camera calibration errors [9] and to image noise. It is well
known that by using only simple 2-D data, such as image-point
coordinates, there is no control over the system motion in the
Cartesian space, and possible singularities or local minima may
be reached, thus leading to a limited convergence domain [2].
This is one of the reasons why a lot of work has been (and is still
being) done to improve the system behavior using only 2-D data.
For a satisfactory motion of the system in the Cartesian space,
the z-axis translational and rotational motions can be decoupled
from the other DOFs through a partitioned approach [10]. An-
other option for the decoupling of the optical axis motions is
to use cylindrical coordinates [11]. A generic and intuitive rep-
resentation of the image of a target can be obtained using 2-D
moments. Recently, moment invariants theory has been used to
determine specific combinations of 2-D moments whose inter-
action with the system presents linear and decoupling properties
when planar objects are considered [12].
All the previously mentioned studies are based on a perspec-
tive projection model. Other models are, however, also suitable.
For instance, a spherical projection model has already been used
in [13] and [14]. Considering as a target a sphere marked with a
1552-3098/$26.00 © 2009 IEEE
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tangent vector to a point on its surface (which we refer to as CC
target), this model has also been used in [15] to propose a set
of features based on a diffeomorphism. This diffeomorphism
has been coupled with navigation functions in [15] to design
a global controller in a well-defined domain while taking into
account occlusions and an FOV boundary.
In this paper, the CC target is revisited, and the diffeomor-
phism proposed in [15] is improved to decouple the orientation
control from the camera translation control. The obtained decou-
pling allows significant improvements on the system behavior
using a simple control law, i.e., in this paper, we have not con-
sidered high-level control strategies, such as navigation func-
tions [16] or path-planning techniques [17], to take into account
constraints, such as the visibility constraint or the avoidance of
occlusion, joint limits, and singularities. This could, of course,
be done in future work.
We also consider a more realistic target that is composed of
a sphere marked with two points on its surface (which we refer
to as special sphere). Indeed, from a practical point of view, the
special sphere is more natural than the CC target. In addition,
the special sphere can be used as an alternative passive target for
spacecraft autonomous docking, as it has been done with three
spheres in [18].
In the next section, we first consider a simple sphere as a
target for which we propose a new minimal set of three inde-
pendent features. The interaction matrix related to those fea-
tures is maximally decoupled and presents a linear link between
the visual features and the camera translational velocities. In
Section III, this set is shown to be general in the sense that it can
be computed from the image of a sphere on any central catadiop-
tric system. Due to their large FOV, visual servoing with such a
sensor is indeed appealing, while the interaction matrix of fea-
tures extracted in their image plane is usually complex [19], [20].
For paracatadioptric systems, the general set of features is not
always suitable because these features mostly draw a straight-
line trajectory in the image space that may cross the dead angle
in the center of the image of such cameras. Therefore, a spe-
cific set is designed for such cameras using cylindrical coordi-
nates of the general set. For both sets of features (general and
specific), a theoretical analysis of the stability and the robust-
ness of a classical control law w.r.t. modeling error is given in
Section IV. In addition, the effects of camera calibration er-
rors are analyzed with regard to perspective and paracatadiop-
tric cameras. We then consider the CC target and the special
sphere in Section V. For these two targets, we design a new
minimal set of six visual features to control the 6 DOFs of
the system. For the CC target, the new set is compared with
the previous set, as proposed in [15]. In Section VI, we vali-
date the theoretical results obtained for each considered target
in simulations and on real experiments with perspective, para-
catadioptric, and fish-eye cameras. Finally, in Section VII, we
discuss the position of our method w.r.t. classical visual servoing
approaches.
II. VISUAL FEATURES DESIGN
In this section, a spherical projection model is used to design
a new set of three independent features for visual servoing from
Fig. 1. Spherical projection of a sphere.
spheres. We first present the spherical projection of a sphere,
and then, we select a new minimal set of three visual features.
A. Spherical Projection of a Sphere
Let Fc = (C, i, j,k) be the center of projection frame, and
Sp (C,1) be the unit sphere of center C. In addition, let S(O,R)
be a sphere of radius R and center O, and let O be the vector
coordinates of O in Fc (see Fig. 1). The spherical projection
of S(O,R) on Sp (C,1) is a dome hat [15]. This dome hat can be
characterized by the contour δ of its base. We now determine the
analytical form of δ. The equation that defines S(O,R) is given
by
‖M − O‖2 − R2 = 0 (1)
where M is the vector coordinates of a point M ∈ S(O,R).
Let ms = πs(M)= M/‖M‖ be the spherical projection of M.
Multiplying (1) by 1/‖M‖2 gives∥∥∥∥ms − 1‖M‖O
∥∥∥∥2 − R2‖M‖2 = 0 (2)





ms + 1 = 0 (3)
where K2O = ‖O‖2 − R2 . The contour δ is such that the dis-
criminant of (3) is equal to 0 [only one solution exists for (3)]
(Oms)2 − K2O = 0. (4)
Since δ is in front of the projection center, we obtain from (4)
the equation of the plane P that supports δ (see Fig. 1)
Oms = KO . (5)
To sum up, δ is the intersection of the unit sphere Sp (C,1) and




Oms = KO .
(6)
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Fig. 2. Central catadioptric image of a sphere. (a) Perspective projection (ϕ =
1, ξ = 0). (b) General case.
The contour δ is, therefore, a circle from which it is easier to
extract ideal visual features than from the ellipse observed on
the image plane of a perspective camera [see Fig. 2(a)] or of an
omnidirectional camera [see Fig. 2(b)].
B. Visual Features Selection
We recall that the interaction matrix Lf related to a set of
features f ∈ Rn is defined such that ḟ = Lf vc , where vc =
(v,ω) ∈ se(3) is the instantaneous camera velocity [21], v and
ω are the translational and the rotational velocities of the camera,
respectively, and se(3)  R3 × R3 is the Lie algebra of the Lie
group of displacements SE(3).
Second-order 2-D moments have been used previously to de-
sign a set of three features for visual servoing from spheres [21].
However, the corresponding interaction matrix is highly coupled
and nonlinear. The set sr = (r,os) has been recently proposed
in [15], where r= R/‖O‖ is the radius of δ and os = O/‖O‖
is the dome hat summit (see Fig. 1). However, this set is not
minimal since three parameters are sufficient to characterize the









Since ‖os‖= 1, it is easy to show the one-to-one mapping be-
tween s and sr . On one hand, we can note that s is a pure
2-D feature set, since s= (1/r)os is directly obtained from the
spherical image. On the other hand, s= (1/R)O is also a pure
3-D visual feature set, since it is nothing but the coordinates of
a 3-D point up to a constant scalar value. The set s has many
advantageous characteristics: Its interaction matrix Ls is sim-
ple, maximally decoupled, and always of full rank 3 as soon as
R = 0 and R = +∞, which means there is no singularity in the






where [s]× is the skew matrix related to s. In addition to the
decoupling property, Ls presents the same dynamic (1/R) in the
translational velocities. Since R is a constant, there is a linear
link between the visual features and the camera translational
velocities. We can also see that s presents the passivity property
[14] (i.e., ‖s‖ is independent of the rotational velocity).
The only unknown 3-D parameter in Ls is the constant R.
In practice, R̂ (an estimated value of R) is used instead. In
Section IV, we will analyze the stability and the robustness of a
simple control law w.r.t. error on the estimation R̂.
We now present the computation of s from the image plane
of any central catadioptric system.
III. APPLICATION TO CENTRAL CATADIOPTRIC SYSTEMS
A central catadioptric system consists of a couple (camera,
mirror) that has a single viewpoint [23]. In this section, we first
present the analytical form of the image of the sphere on any
central catadioptric system. Then, we show how to compute
s from this analytical form using 2-D moments. Finally, we
present a specific set of features for cameras that have a dead
angle in the center of their FOV.
A. Equation of the Catadioptric Image of a Sphere
Let (ϕ, ξ) be the mirror parameters of a central catadioptric
system. The catadioptric image of a sphere is an ellipse. Image
formation can be decomposed in two steps [see Fig. 2(b)] while
we consider the unified model proposed in [24]. This model is
also valid for perspective projection, which is a particular case of
central catadioptric projection with ξ= 0 and ϕ= 1, as shown
in Fig. 2(a). Let Fv be the sensor frame (V, i, j,k). Note that C
is the unique viewpoint of the system.
The first step is the spherical projection of S(O,R), which has











msxOx + msyOy + mszOz = KO
(9)
where ms = (msx,msy ,msz ), and O= (Ox,Oy ,Oz ). The
second step is the perspective projection of δ onto the image








where m = (mx,my ) is the vector coordinates of the image of















2 = 0. (11b)






y + 2k2mxmy + 2k3mx + 2k4my + k5 = 0
(12)
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with



























Oz − ξ (KO + ξOz )
)





O2z − 2ξOz (KO +ξOz ) .
B. Visual Feature Computation
Now, we present the computation of s= (sx, sy , sz ),
which is defined in (7) using the ellipse moments
µ= (gx, gy , n20 , n11 , n02) measured on the catadioptric image
plane. More precisely, g= (gx, gy ) is the coordinates of the
center of gravity of the ellipse, and n20 , n11 , and n02 are the
normalized centered moments of order 2. After some computa-
tions presented in [25], we obtain from (12)
sx =
gxh2√
h2 + (1 − ξ2)
sy =
gyh2√











It is possible to demonstrate that h2(µ) is continuous even when
gx = gy = 0, in which case, h2(µ)= 1/4n20 .
In the case of paracatadioptric systems (where ξ = 1, which
corresponds to the coupling of a parabolic mirror with an ortho-

















h21 + (1 − ξ2)
(






h2 + (1 − ξ2). Note that, for the classical per-











To conclude, the set s is general in the sense that it can be
computed from the image of a sphere on any central catadioptric
system. As we will see in Section VI-D4, it can also be obtained
from fish-eye cameras, even if such sensors do not satisfy the
unique viewpoint constraint [26].
From (13), we can note that sx and sy are almost linearly
linked to gx and gy . Consequently, the ellipse center will almost
draw a straight-line trajectory in the image plane of any cata-
dioptric system using the simple control law used in Section IV.
This is not always suitable for paracatadioptric cameras since
there is a dead angle in the center of their image (see Fig. 3). For
Fig. 3. Coordinate system dependence of the feature motion.
this reason, we present now a specific set that is more suitable
for such cameras.
C. Visual Features for Omnidirectional Cameras
We propose to use the cylindrical coordinates of s that will
prevent the loss of the target in the dead angle by enforcing
a circular feature motion (see Fig. 3). The new specific visual




θ = arctan ( sysx ).
(17)
In addition to the better features motion in the image, it is
important to note that the feature ρ can never be 0 on a paracata-
dioptric image plane since the region where the target is visible
does not include the center of the image. Thus, θ is always
defined.
The interaction matrix related to sp is given by
Lsp =
−c/R −s/R 0 ssz −csz 0s/(ρR) −c/(ρR) 0 csz /ρ ssz /ρ −1
0 0 −1/R −ρs ρc 0
 (18)
where c= cos θ, and s= sin θ. From this interaction matrix,
we can see that sz is the only feature that is sensitive to the
z-translation, while θ is the only feature related to the rotation
around the optical axis. This constrains the features motion
to avoid the dead angle. Once again, the only unknown 3-D
parameter in Lsp is the constant R. As mentioned before, an
estimated value R̂ of R is used in practice. In the next section,
the robustness domain of a classical control law in the presence
of error on the estimation R̂ will be given.
IV. STABILITY ANALYSIS
In this section, we analyze separately the stability to modeling
errors and to calibration errors. Considering either the general
features s or the specific features sp , a necessary-and-sufficient
condition is given for the stability w.r.t. modeling error. In addi-
tion, the influence of the camera calibration errors is analyzed,
and a necessary-and-sufficient condition is given for the local
stability using perspective and paracatadioptric cameras.
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Fig. 4. Visual servoing closed loop.
Let us first consider the set s using a central catadioptric
camera. We use the classical control law
vc = −λL̂s
+
(s − s∗) (19)
where vc is the camera velocity sent to the low-level robot
controller, λ is a positive gain, and L̂s
+
is the pseudoinverse of
an approximation of Ls .
Fig. 4 describes the visual servoing closed-loop system. For
a catadioptric system with mirror parameter (ϕ, ξ), the pixel-to-












pxpy (ϕ − ξ)2
, n02 =
np02
p2y (ϕ − ξ)2
(20)
where u0 , v0 , px , py , ϕ, and ξ are the sensor intrinsic parameters
(and we recall that ϕ = 1, ξ = 0 for a classical perspective
camera). From Fig. 4, we can see that there are three potential
sources of errors in the system: modeling error arising from the
approximation of R, calibration errors affecting the pixel-to-
meter conversion, and image processing errors.
A. Stability to Modeling Error
As is usually done for classical stability analysis (but in [15]
where navigation functions are designed to take into account the
visibility of the target), we assume that the features can always
be computed, which means the sphere is always in the FOV, and
that there is no joint limits problems, which would make the
realization of the control law impossible.
Assuming that we have neither image processing errors nor





















where r= 1/‖s‖. Since rank Ls = 3 in the whole task space,
a sufficient condition for the global asymptotic stability
(GAS) is LsL̂s
+
> 0. The eigenvalues of the symmetric ma-
trix LsL̂s
+
can be computed and are given by R̂/R and










> 0 ⇐⇒ R̂ > 0.
Therefore, the system is GAS if R̂ > 0, which is also a nec-
essary condition. Indeed, if R̂ ≤ 0 then LsL̂s
+
≤ 0. Conse-
quently, the system would diverge by choosing R̂ < 0.
It is also possible to show that control law (19) is GAS using
sp if and only if R̂ > 0 [27]. Therefore, considering either s
or sp , the robustness domain w.r.t. modeling error is extremely
large, i.e., R̂ ∈ ]0,+∞[. From a practical point of view, a rough
estimate of R will thus be sufficient.
B. Stability to Calibration Errors
In this section, the stability to calibration errors is presented
using s for perspective cameras and sp for paracatadioptric
cameras. As usual, we consider that the desired, initial, and
current images have been acquired with the same camera.
1) Perspective Cameras: Let us consider only calibration



















where r̂ = 1/‖ŝ‖. The nonlinearity of (22) makes it complicated
to analyze the GAS. The analysis is simplified by considering
the local stability (i.e., for s = s∗) and by linearizing E around
s∗= (0, 0, sz ).
















dsz = (pxdpx + pydpy )sz /k






02 , from which we deduce
E∗ =
 1 0 αu00 1 αv0
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where ∆u0 = û0 − u0 ,∆v0 = v̂0 − v0 ,∆px = p̂x − px, and























By computing the eigenvalues γi of Ls∗L̂s∗
+
E∗, it is possi-
ble to show that a sufficient condition to ensure Re(γi) > 0 is
p̂x > 0 and p̂y > 0 [25]. This condition is also necessary since
if p̂x ≤ 0 or p̂y ≤ 0, the system diverges.
2) Paracatadioptric Cameras (ξ= 1): On paracatadioptric
systems, the intrinsic parameters are given by (u0 , v0 , f, f),
where f is related to the focal length of the mirror on the x-
direction and y-direction, as it is generally assumed for such
sensors [28]. Considering calibration errors using (18), we have
ė = −λLsp L̂sp
+
Ee (24)
































R2 , ĉ= cos θ̂, and ŝ= sin θ̂.
Once again, due to the nonlinearity of the closed-loop system
(24), we will only study the local stability at the desired position













from which we deduce
E∗ =
 1 0 αu00 1 αv0
−αu0 /2 0 1 + αf

with αu0 = −∆u0/f, αv0 = −∆v0/f , and αf = ∆f/f .
Let us consider the error only on the focal length f (i.e.,
∆u0 = 0 and ∆v0 = 0) and the linearization of L̂s∗p
+
(i.e.,
ĉ= cos θ̂∗= 1 and ŝ= sin θ̂∗= θ̂∗), the eigenvalues γi of
Ls∗p L̂s∗p
+










(double eigenvalue) and (f + ∆f)/f . Not surprisingly, a
sufficient condition for the local stability is f̂ > 0. Of course,
this is also a necessary condition.
V. CONTROL OF THE SIX DOFS
In the previous part of the paper, we have considered the
image of a sphere that induces only three constraints. We are now
interested in controlling the six DOFs, and for that, the CC target
is first revisited, i.e., the original set of features is described, and
Fig. 5. Spherical projection of targets. (a) CC target. (b) Special sphere.
then a new minimal set of six features that improves the system
behavior is designed. Second, it is proved that the new minimal
set can also be used for visual servoing w.r.t. a special sphere.
A. CC Target
1) Previous Approach: As in [15], let us mark the sphere
S(O,R) with a tangent vector a13 = P1P3 to a feature point P1
on its surface. We obtain the CC target, where OP1 ⊥ P1P3
[see Fig. 5(a)].
The set of seven features proposed in [15] is given by
scc = (r,os , ζ), where ζ is equivalent to the θu representation
(here, θ is the angle of rotation and u is the unitary axis of rota-
tion) of the rotation matrix VV∗−1 , and matrix V= [v1 v2 v3 ]
is built as follows [15]:





Φv1 (πs(P3) − πs(P1))
‖Φv1 (πs(P3) − πs(P1))‖
v3 = v1 × v2
(25)
with Φv1 = I3 − v1v1 . More precisely, v2 is a tangent vector
to Sp (C,1) at the point vector v1 . Matrix V∗ is built similarly
using the desired position of P1 and P3 on the unit sphere.








(I3 − osos ) [os ]×
− 1
Rβ
(αv1v3 − v2v3 + v3v2 ) −I3
 (26)
where α and β are scalar functions of r, os , v1 , and v2 .
The key point of the original approach proposed in [15] is the
definition of a diffeomorphism that maps a visible subset of the
target pose p= (cto , cRo) to the image features scc . However,
the set scc is not minimal and its interaction matrix Lscc presents
a coupling between its orientation and translation terms (note
the first term in the third row of Lscc ). The following section
presents a new set of features that overcomes the two problems
mentioned earlier.
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2) New Approach: We propose to use the minimal set of
six features sn = (s, θu) in which s has been defined by (7),
and θu is computed from the relative orientation c∗Rc of the
current camera frame w.r.t. the desired camera frame. Indeed, the
orientation cRo = [r1 r2 r3 ] of the CC target w.r.t. the camera
can be recovered using the diffeomorphism proposed in [15].







in which Lω is given by [8]









where sinc(x)= sin x/x. The orientation control using θu is
completely decoupled from the translational motions, which
was not the case when using ζ. In addition, Lsn is an upper
block triangular square matrix. As will be shown in Section V-D,
it allows to simplify the stability analysis. Finally, let us men-
tion that features scc and sn can easily be computed on any
central catadioptric system using the image of P1 and P3 and
the equations given in Section III-B.
B. Special Sphere
A special sphere is obtained by gluing two feature points P1
and P2 on its surface. Fig. 5(b) presents the spherical projection
of a special sphere.
Once again, the three features s that characterize the im-
age of S(O,R) can be used to control the camera position.
The camera orientation can be controlled by using features θu
that are selected from c∗Rc . We now show how to determine
cRo = [r1 r2 r3 ].
Features vector P1P2 is defined such that
a12 = P1P2 = λ1r3 + λ2r2 (29)
where (λ1 , λ2) ∈ R2 . As shown in Fig. 5(b), the feature point




(cto − P1) (30)
where (1/R)P1 = (‖P1‖/R)p1s . It is possible to compute
‖P1‖/R by applying the cosine rule to the triangle (C,P1 ,O) in
Fc [15]. We obtain the second-degree equation in ‖P1‖, which
is given by
‖P1‖2 + ‖O‖2 − 2‖P1‖‖O‖ cos φ1 = R2 (31)





cos φ1 + σ
√
r2 − sin2 φ1
)
(32)
where σ= ±1, from which it is easy to deduce ‖P1‖/R. The
solution with σ= −1 is chosen due to the visibility condition
defined in [15].
At this point, we can conclude that r3 can be computed from
the image of the special sphere. Indeed, since cto/R is equal to
s, we obtain from (30) and (32)




where K1 = cos φ1 −
√








where K2 = cos φ2 −
√
r2 − sin2 φ2 , with φ2 = osp2s . It is,






(P2 − P1) (35)




























from which we easily deduce r2 . Finally, we have r1 = r2 × r3
that gives us cRo . The desired orientation matrix c∗Ro can be
obtained using the same calculation steps as for cRo .
To conclude, it is possible to compute the partial pose
(cto/R, θu) of the special sphere and, therefore, to compute
the set of six features sn = (s, θu) from the image of a special
sphere.
C. Discussion
From the set sn = (s, θu), we can design another set (st , θu),
which fully decouples the control of the translation from the
camera rotational motions. Indeed, if we use









Let c∗tc be the relative position of the current camera frame w.r.t.
the desired camera frame. We can note that st = (1/R)c∗tc ,
which corresponds to a classical 3-D visual servoing method
(up to a scale factor) where there is no control of the target
in the image [6]. In addition, there is no more a linear rela-
tionship between the visual features for translation st and the
camera translational velocities v. Therefore, we prefer the set
sn = (s, θu), which is linearly linked w.r.t. vc [see (27)] while
enabling a partial control of the target in the image, as discussed
in Section III-B.
Finally, it is important to note that when either P1 , P3 , or
P2 is occluded or out of the camera FOV, feature θu can no
longer be computed. It is also the case if either p1s = p3s or
p1s = p2s [see (25) and (36)].
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D. Stability Analysis of Modeling Error
As before, we use the classical control law given by (19).
We suppose that all special marks of each target are visible and
assume that OP1 ⊥ P1P3 for the CC target. In this case, the
new set sn can be computed and the interaction matrix Lsn is of
full rank six. In the ideal case, where the radius R is known, it is
clear that the classical control law (19) is GAS since the closed-
loop system equation is given by ė = −λe. Similarly, as for
s (see Section IV-A), incorporating an error on the estimation
of R does not affect the set sn [which is directly computed
in the image from os , r, p1s , and p2s , as shown by (13)–(15),
(33), and (37)], which leads to the following closed-loop system
equation:
ė = −λLsn L̂sn
−1
e (40)









The local asymptotic stability is obtained if and only if the eigen-













from which we easily deduce the triple eigenvalues R̂/R and 1.
Finally, we get that the system is locally asymptotically stable,
even in the presence of modeling errors if and only if R̂ > 0.
Even if the robustness domain is theoretically limited near the
desired pose, the convergence domain is very large in practice,
as will be shown in Section VI-D2.
VI. RESULTS
In this section, we begin with the results concerning a simple
spherical target: First, the new general set s is validated on a
real robotic system equipped with a perspective camera. Second,
we validate this set using a paracatadioptric system. Third, we
show in simulation that, for some configurations, this general set
draws a highly undesirable straight-line trajectory in the image
plane of paracatadioptric cameras. In addition, we validate in
simulation the new set sp specific to such cameras. Fourth, we
prove, in both random simulations and experimental results on
a perspective camera, that the new set designed to control the
six DOFs using the CC target is better than the set proposed
in [15]. Finally, results obtained for controlling the six DOFs
using the special sphere are presented with perspective and fish-
eye cameras.
A. Experimental Results With a Perspective Camera
These experiments have been carried out with a conventional
perspective camera mounted on the end-effector of a 6-DOF
robotic system. The experiments consist of a centering task.
The target is a 2 cm radius ping-pong ball. Using such a simple
Fig. 6. (a) Initial image. (b) Final image.
Fig. 7. Ideal case. (a) s error. (b) Computed camera velocities (in meters per
second and in radians per second). (c) Camera trajectory (in meters) in the
Cartesian space.
object allows us to easily compute the ellipse moments µ at
video rate with no image processing problems. The variable s∗
has been selected as (0, 0, τ ∗), where τ ∗ allows us to define
the depth between the camera and the ball. Fig. 6 shows the
initial and the final images used for each experiment. For all the
experiments, the same gain λ = 0.5 has been used.
1) Ideal Case: In order to validate the selected visual fea-
tures, we first consider the ideal case where we have correct
camera calibration values and R̂= R. Indeed, when R̂= R, we
should have a perfect system behavior, since LsL̂s
+
= I3 . As
expected, a pure exponential decrease of the error on the visual
features can be observed in Fig. 7(a), and the camera velocities
also decrease exponentially [see Fig. 7(b)]. Finally, the camera
trajectory in the Cartesian space is almost a pure straight line
in this experiment [see Fig. 7(c)], since the rotational velocities
are small [see Fig. 7(b)], due to the fact that the camera is rela-
tively far away from the target. We can also note that no noise
appears at all on the presented plots, which will be true for all
the experiments presented in this paper. This is due in part to the
well-contrasted images, but probably also to the use of image
moments to compute the features.
2) Modeling Error: The GAS to modeling error has been
proved in this paper. We have validated this proof with two ex-
periments. The results in the case where R̂= 10R and R̂= 0.1R
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Fig. 8. Modeling error R̂ = 10R. (a) s error. (b) Computed camera velocities
(in meters per second and in radians per second).
Fig. 9. Modeling error R̂ = 0.1R. (a) s error. (b) Computed camera velocities
(in meters per second and in radians per second).
are depicted, respectively, in Figs. 8 and 9. We can note that in
both cases the system converges. Fig. 8(b) shows a high speed on
the translational velocities, while Fig. 9(b) shows a low speed on
the same components. Indeed, from (19) [where L̂s
+
is defined













When R̂ tends to +∞, (42) tends to{
v = ∞
ω = λr2 [s]× (s − s∗)
which explains the fast convergence observed in Fig. 8 (50
iterations) when R̂= 10R. When R̂ tends to 0, from (42), we
can get that v and ω tend to 0. This explains the slow convergence
observed in Fig. 9 (500 iterations) when R̂= 0.1R. In practice,
the behavior could be easily improved by using a higher gain
λ to deal with under-approximation of R̂ and by saturating vc
when needed (to deal with an over-approximation of R̂).
3) Calibration Errors: Finally, we validate the results ob-
tained for the stability analysis w.r.t. calibration errors. The nec-
essary and sufficient condition p̂x > 0 and p̂y > 0 is validated
by introducing the following errors on the camera intrinsic pa-
rameters: 35%px ,−47%py ,−25%u0 , and 57%v0 . The obtained
results are shown in Fig. 10. Once again, the system converges
(while only local stability has been demonstrated). The rapid
decrease of the error on sy compared with the other features is
simply due to the biggest error introduced on py . Of course, we
have observed that if p̂x ≤ 0 or p̂y ≤ 0, the system diverges, but
this is not surprising.
Fig. 10. Calibration errors. (a) s error. (b) Computed camera velocities (in
meters per second and in radians per second).
Fig. 11. (a) Initial image. (b) Final image.
Fig. 12. Ideal case. (a) s error. (b) Computed camera velocities (in meters per
second and in radians per second).
B. Experimental Results With Paracatadioptric Cameras
The following experiments have been carried out with a para-
catadioptric camera mounted on the end-effector of a 6-DOF
robotic system. This type of camera corresponds to a central
catadioptric system with ξ= 1. The target is a 4 cm radius
polystyrene white ball. Fig. 11 depicts the initial and the de-
sired images used for each experiment. For all the experiments,
the same gain λ= 0.1 has been used.
1) Ideal Case: It corresponds to the case where we have
R̂= R and exact camera calibration values. As expected, a
pure exponential decrease of the error on the visual features
can be observed in Fig. 12(a), and the camera velocities also
decrease exponentially [see Fig. 12(b)]. The first part of the
attached video illustrates this case.
2) Modeling Error: The stability w.r.t. modeling error using
s has been formally proved. For paracatadioptric systems, we
have validated this proof with one experiment. The results in the
case where R̂= 5R is depicted in Fig. 13. The same comments
as in Section VI-A2 can be made.
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Fig. 13. Modeling error R̂ = 5R. (a) s error. (b) Computed camera velocities
(in meters per second and in radians per second).
Fig. 14. Ideal case. (a) sp error. (b) Computed camera velocities (in meters
per second and in radians per second). (c) Image-plane trajectories (in meters)
of the center of gravity of the sphere image.
C. Simulation Results With Paracatadioptric Cameras
In this section, it is shown that for the general features s, the
motion in the image is not always suitable with paracatadioptric
cameras, particularly when the initial position and desired po-
sition in the image space are each other’s mirror image. In
addition, the features sp specific to paracatadioptric systems are
validated.
We consider the case where we have R̂= R and correct cam-
era calibration values. In this case, we have Lsp L̂sp
+
= I3 , and
thus a perfect system behavior. Fig. 14(a) plots the features
error trajectory, while Fig. 14(b) shows the camera velocities.
The image-plane trajectory of the center of gravity of the sphere
image is drawn in Fig. 14(c). In this figure, we can see that the
general features s generate a straight line passing through the
center of the image, which means that in case of a real sensor,
the target would get lost in the dead angle. As can be seen in
Fig. 14(c), using the new features sp leads to a circular tra-
jectory, as expected, which means that with a real sensor, it is
possible to constrain ρ to avoid the dead angle.
Other simulation results in the presence of modeling and
calibration errors can be found in [27].
TABLE 1
EMPIRICAL COMPARISON
Fig. 15. CC target. (a) Initial image. (b) Desired image.
D. Control of the Six DOFs Using Special Targets
In this section, we validate the choice of visual features pro-
posed in Section V through simulations and experimental results
obtained on a 6-DOF robotic system equipped with either per-
spective or fish-eye cameras. First, we use the CC target to
compare the two sets scc = (r,os , ζ) and sn = ((1/r)os , θu).
Second, we use a special sphere and the set sn , whereby the
robustness of the classical control law (19) w.r.t. both model-
ing and calibration errors is validated on a perspective camera.
Third, we use a nonspherical decoration balloon to validate the
robustness of the control law to shape-modeling error using sn .
Finally, we use a special soccer ball and a fish-eye camera to
validate the robustness w.r.t. camera modeling errors using the
set sn .
1) CC Target—Previous Set Versus New Set:
a) Simulation results: Here, the two sets are empirically
compared. The method of comparison consists of analyzing the
system behavior between a fixed desired pose and 100 randomly
chosen initial poses. In some cases, the initial pose was near the
visibility boundaries.
Table I summarizes the result. The simple control law (19) has
failed almost half the time using scc although it has succeeded
all the time using sn . The high percentage failure using scc
is due to the coupling between the orientation control and the
translation control (see the first term in the third row of Lscc )
that leads to a large side motion of the camera (see Fig. 16(a) as
a typical example) and, thus, causes feature pointP1 to leave the
camera FOV. For the 51 successful cases using scc , the average
length path of the camera using scc is 88%, which is greater
than the mean 0.56 m obtained using sn . Finally, this result also
shows an empirically large convergence domain of control law
(19) using sn .
b) Experimental results: The CC target is a white soccer
ball of 9.5 cm radius. Fig. 15 depicts the initial and desired
images used for each experiment. The same gain λ= 0.1 has
been used.
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Fig. 16. Six DOFs control using the CC target. (a) Camera trajectory (in
meters) in the Cartesian space. (b) Dome hat summit os trajectory (in meters) in
the image. (c) Special mark P1 trajectory (in meters) in the image. (d) Special
mark P3 trajectory (in meters) in the image.
Fig. 17. Ideal case. (a) scc error. (b) sn error. (c) and (d) Computed camera
velocities (in meters per second and in radians per second) using scc and sn .
We first consider the exact value of the sphere radius and
correct camera calibration values. In this case, the camera and
feature trajectories are shown in Fig. 16. As expected, we can
see that, either in the image plane or in the Cartesian space, the
trajectories using sn are shorter than the one using scc . This
result confirms those obtained in simulation.
In addition, and as expected, the new set sn also provides
an exponential decrease of the camera rotational velocities with
fewer overshoots in the translational velocities [compare Fig.
17(c) and (d)]. The first shot of the second part of the attached
video illustrates the differences between scc and sn .
2) Special Sphere—Modeling and Calibration Errors: Us-
ing a special sphere, we verify the stability of the classical
control law using the new set sn w.r.t. to both modeling and cal-
ibration errors. The target is a white soccer ball of radius 9.5 cm
Fig. 18. Robustness w.r.t. both modeling and calibration errors. (a) Initial
image. (b) Desired image. (c) (s, θu) error. (d) Computed camera velocities (in
meters per second and in radians per second).
Fig. 19. Application to a decoration balloon. (a) Initial image. (b) Desired
image. (c) (s, θu) error. (d) Computed camera velocities (in meters per second
and in radians per second).
marked with points P1 and P2 on its surface. Here, we consider
the case where R̂= 2R and introduce the following errors on
the camera intrinsic parameters: −25%px , 25%py , −47%u0 ,
and 20%v0 . Fig. 18 plots the obtained results, where we can see
that the system converges.
3) Application to a Decoration Balloon: Here, we validate
the robustness of the control law to strong modeling errors. The
target is a white nonspherical decoration balloon marked with a
flower picture in black. Fig. 19(a) and (b) shows the initial and
desired images of the target. Taking advantage of the stability
to modeling error, we used an approximated radius of 6.5 cm.
In addition, the special marks P1 and P3 have been selected
as the center of gravity of two leaves on the flower picture.
Fig. 19(c) and (d) plots the results where we can see that the
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Fig. 20. New approach applied to a special soccer ball using a fish-eye camera.
(a) Initial image. (b) Desired image. (c) (s, θu) error. (d) Computed camera
velocities (in meters per second and in radians per second).
system converges. The last shot of the second part of the attached
video illustrates this application.
4) Application to a Special Soccer Ball: We finally validate
the robustness of the control w.r.t. camera modeling errors using
the new set sn . The target is a white soccer ball of radius 9.5 cm
marked with points P1 and P2 on its surface. We use a fish-eye
camera [see Fig. 20(a) and (b)]. Although this omnidirectional
sensor is not a central catadioptric system, it is possible to map a
fish-eye image on a sphere using an adequate projection model
[30], and we can see that the system converges [see Fig. 20(c)
and (d)].
VII. DISCUSSION
This section tries to position our method w.r.t. classical ap-
proaches. On one hand, it is clear that it is a pure 2-D visual
servoing, since the visual features are directly computed in the
single current image from image moments and the image of two
points (as well as, to be complete, from the camera intrinsic pa-
rameters). On the other hand, it is also clear that our method is
almost a pure 3-D visual servoing, since the visual features rep-
resent nothing but the pose up to a constant scalar factor as for
the translation, which is exactly similar to a scheme presented
in [31] called hybrid visual servoing. Finally, our method could
easily become a pure 3-D visual servoing by just multiplying
the first three components of the features by the value of the
radius of the sphere (or an approximated value of this radius).
The control law output would be exactly the same, since the ra-
dius would disappear from the interaction matrix. We are thus in
the same situation as the method proposed in [32] that is based
on straight lines and simultaneously gathers 2-D and 3-D infor-
mation. From this short analysis, we conclude that the standard
classification of visual servoing is clearly outdated.
VIII. CONCLUSION
In this paper, improvements on modeling features for visual
servoing using a spherical projection model have been proposed.
Three different spherical targets have been considered: a sim-
ple sphere, the CC target, and a special sphere. For each of
these targets, a new minimal set of visual features has been
designed, which are decoupled and nearly linear linked to the
sensor velocities; they can be computed on any central cata-
dioptric image plane using 2-D moments. In addition, these sets
draw adequate trajectories both in the image and in the Carte-
sian space. For each newly proposed set of features, a classical
control law has been analytically proved to be asymptotically
stable w.r.t. modeling error. The effects of camera calibration
errors have been analyzed for spheres using perspective and
paracatadioptric sensors. The obtained theoretical results have
been confirmed through simulation and experimental results
with either perspective, paracatadioptric, or fish-eye cameras
mounted on a 6-DOF robotic system. As future works, it would
be interesting to explicitly take into account the visibility of the
marks of the special sphere, as well as joint limits constraints,
to define a global convergence domain. For this, navigation
functions [15], [16] or path-planning techniques [17] could be
designed.
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uate degree from École Nationale Supérieure de
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