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Abstract
We improve the quantitative estimate of the convergence in Trotter’s approximation theorem and obtain
a representation of the resolvent operators in terms of iterates of linear operators on its whole domain. In
the context of the standard simplex we give some estimates for functions of class C2,α which considerably
improve some previous estimates and allow one to establish a partial inverse result.
c⃝ 2010 Elsevier Inc. All rights reserved.
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1. Introduction and quantitative estimates
Trotter’s approximation theorem [14, Theorem 5.1] has been used by different authors in the
approximation of the solution of an assigned evolution problem by means of iterates of suitable
approximation processes (see [3] for more details and further references).
In the last years the interest to this subject has been considerably increased by some results on
the rate of convergence of the iterates to the associated semigroup. In this respect some results
have been established in [11,12] for particular classes of functions and assume the growth bound
of the limit semigroup to be equal to 0. More recently, in [5], we have stated a more general
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result giving better estimates together with some applications to all functions of class C2,α . In
this paper we establish a lemma which improves some constants in the quantitative estimate of
Trotter’s theorem. This improvement is necessary in order to obtain a quantitative estimate on
the whole domain of the resolvent operator (see Remark 1.5), whose description in terms of
iterates has been recently obtained in [2]. In the setting of the classical Bernstein operators on
the standard simplex our estimates are established for all functions of class C2,α and the order of
convergence established in [5] is considerably improved. Our estimates are optimal in the sense
that a partial converse result is also established.
The following improvement of [13, Lemma III.5.1, p. 89] is essential for our estimates.
Lemma 1.1. Let L : E → E be a linear operator on a Banach space E and assume that there
exist M > 0 and N ≥ 1 such that ‖Lk‖ ≤ M N k for every k ≥ 1. Then for every u ∈ E and
k ≥ 1 we have
‖ek(L−I )u − Lku‖ ≤ M

N k−1

2k
π
+ e
k(N−1) − N k
N − 1

‖Lu − u‖ (1)
(if N = 1 we take the limit as N ↓ 1).
Proof. Let N > 1; if 0 ≤ i < k, we have N k−N iN−1 =
∑k−1
j=i N j ≤ (k − i)N k−1 and
‖Lku − L i u‖ =
k−1
j=i
‖L j (Lu − u)‖ ≤ M ‖Lu − u‖
k−1
j=i
N j
= M N
k − N i
N − 1 ‖Lu − u‖.
Similarly ‖Lku − L i u‖ ≤ M N i−N kN−1 ‖Lu − u‖ if 0 ≤ k < i .
Therefore, using
∑k−1
i=0
ki
i ! (k − i) = k k
k
k! , we have
‖ek(L−I )u − Lku‖ =
e−k ∞−
i=0
ki
i ! (L
i u − Lku)

≤ e−k

k−1
i=0
ki
i ! ‖L
i u − Lku‖ +
∞−
i=k+1
ki
i ! ‖L
i u − Lku‖

≤ M e
−k
N − 1

2
k−1
i=0
ki
i ! (N
k − N i )+
∞−
i=0
ki
i ! (N
i − N k)

‖Lu − u‖
= M e−k

2
k−1
i=0
ki
i !
N k − N i
N − 1 +
1
N − 1 (e
Nk − N kek)

‖Lu − u‖
≤ M e−k

2
k−1
i=0
ki
i ! (k − i)N
k−1 + e
Nk − N kek
N − 1

‖Lu − u‖
= M e−k

2N k−1k k
k
k! +
eNk − N kek
N − 1

‖Lu − u‖.
M. Campiti, C. Tacelli / Journal of Approximation Theory 162 (2010) 2303–2316 2305
Applying the Stirling formula k! = √2πk kk e−k eθk/(12k), 0 ≤ θk ≤ 1, we obtain
‖ek(L−I )u − Lku‖ ≤ Me−k

2N k−1k k
k
√
2πkkke−k
+ e
Nk − N kek
N − 1

‖Lu − u‖. 
Besides the applications to resolvent operators, the preceding lemma allows us to state the
following result which improves [5, Theorem 1.1].
Theorem 1.2. Let (Ln)n≥1 be a sequence of bounded linear operators on a Banach space E and
assume that there exist M ≥ 1 and ω ≥ 0 such that
‖Lkn‖ ≤ M eω k/n, n, k ≥ 1. (2)
Moreover, assume that D is a dense subspace of E and A : D → E is a linear operator such
that limn→+∞ n(Lnu−u) = Au for every u ∈ D and (λ− A)(D) is dense in E for some λ > ω.
Then the closure of (A, D) generates a C0-semigroup (T (t))t≥0 on E satisfying ‖T (t)‖ ≤
M eω t for every t ≥ 0.
Moreover for every t ≥ 0 and for every increasing sequence (k(n))n≥1 of positive integers
and u ∈ {v ∈ D | T (s)v ∈ D f or every 0 ≤ s ≤ t}, we haveT (t)u − Lk(n)n u (3)
≤ M exp(ω eω/n t)
∫ t
0
exp(−ωeω/ns)‖(n(Ln − I )− A)T (s)u‖ds
+ M

exp(ω eω/n tn) |k(n)− nt | +

2k(n)
π
eω k(n)/n
+ ω k(n)
n
exp

ω eω/n
k(n)
n

‖Lnu − u‖ (4)
where tn := sup{t, k(n)/n}.
Proof. The proof follows the same line of [5, Theorem 1.1]. Indeed, we consider the linear
bounded operator An := n(Ln − I ) and the uniformly continuous semigroup Sn(t) := et An ; as
in [5, (1.6)], we consider an increasing sequence (k(n))n≥1 of positive integers and u ∈ D and
we writeT (t)u − Lk(n)n u ≤ ‖T (t)u − Sn(t)u‖ + Sn(t)u − Sn k(n)n

u

+
Sn k(n)n

u − Lk(n)n u
 . (5)
The second and the third term can be estimated as in the proof of [5, Theorem 1.1] using
Lemma 1.1 instead of [13, Lemma III.5.1, p. 89].
As regards the first term we have
T (t)u − Sn(t)u =
∫ t
0
d
dt
Sn(t − s)T (s)uds
=
∫ t
0
Sn(t − s)(A − An)T (s)uds
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and from [5, (1.5)] and the inequality ex − 1 ≤ xex , x ≥ 0, we have
‖T (t)u − Sn(t)‖ ≤ M
∫ t
0
en(t−s)(eω/n−1)‖(A − An)T (s)u‖ds
≤ M
∫ t
0
eω(t−s)eω/n‖(A − An)T (s)u‖ds
= Meωteω/n
∫ t
0
e−sωeω/n‖(A − An)T (s)u‖ds. 
Remark 1.3. If in Theorem 1.2 we add the following assumption
‖(n(Ln − I )− A)T (t)u‖ ≤ eωtψn(u) (6)
where ψn(u) is any sequence of seminorms defined in D and converging to 0, Eq. (3) becomesT (t)u − Lk(n)n u ≤ M t exp(ω eω/n t)ψn(u)+ M exp(ω eω/n tn) |k(n)− nt |
+

2k(n)
π
eω k(n)/n + ω k(n)
n
exp

ω eω/n
k(n)
n

‖Lnu − u‖. (7)
Indeed the integral in the first term of the right-hand side of Eq. (3) becomes∫ t
0
exp(−ωew/ns)‖(n(Ln − I )− A)T (s)u‖ds
≤
∫ t
0
exp(ωs(1− eω/n))ψn(u)ds ≤ tψn(u).
We point out that condition (6) is satisfied if the operators Ln commute each other, i.e. Ln Lm =
Lm Ln for every n,m ≥ 1, or they commute with the limit semigroup T (t) i.e. LnT (t) = T (t)Ln .
In these cases we can take ψn(u) = M‖(n(Ln − I ) − A)u‖; indeed we have ‖(n(Ln − I ) −
A)T (t)u‖ = ‖T (t)(n(Ln − I )− A)u‖ ≤ Meωt‖(n(Ln − I )− A)u‖.
Finally if we take k(n) = [nt], we have tn = t and |[nt] − nt | ≤ 1. Hence estimate (7) yieldsT (t)u − L [nt]n u ≤ M t exp(ω eω/n t) ψn(u)+ M

exp(ω eω/n t)
+

2nt
π
eω t + ω t exp ω eω/n t ‖Lnu − u‖.  (8)
The next result is concerned with the approximation of the resolvent operator of the closure of
(A, D), which will be denoted by R(λ, A) for every λ ∈ C such that Re λ > ω.
If E is a real Banach space we consider the complexification Ec ∼ E × E defined as usual
by setting (α+ iβ)u := (αu, βu) for every α, β ∈ R and u ∈ E ; in this case the operator Ln can
be regarded as acting on Ec by setting L(u, v) = (L(u), L(v)) for every u, v ∈ E .
Now, for every n ≥ 1 we define the linear operator Mλ,n : Ec → Ec as follows
Mλ,nu :=
∫ +∞
0
e−λ t L [n t]n u dt, u ∈ Ec.
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Theorem 1.4. Consider the same hypotheses of Theorem 1.2 and assume that (6) holds. Then
for every n ≥ 1, λ ∈ C such that Re λ > ω eω/n and u ∈ D, we have
‖R(λ, A)u − Mλ,nu‖ ≤ M
(Re λ− ω eω/n)2 ψn(u)+ M

1
Re λ− ω eω/n
+
√
n√
2 (Re λ− ω)3/2 +
ω
(Re λ− ω eω/n)2

‖Lnu − u‖. (9)
In particular, the sequence (Mλ,nu)n≥1 converges to R(λ, A)u if ‖Lnu − u‖ = o(1/√n) as
n →+∞.
Proof. Let λ ∈ C such that Re λ > ω eω/n . Using the integral representation of the resolvent
operator (see e.g. [8, Theorem II.1.10, (i), p. 55]) and taking into account (8) and the elementary
properties of the gamma function, for every n ≥ 1 and u ∈ D we have
‖R(λ, A)u − Mλ,nu‖ ≤
∫ +∞
0
e−Re λ t‖T (t)u − L [nt]n u‖ dt
≤ M ψn(u)
∫ +∞
0
t exp((ωeω/n − Re λ) t) dt
+ M ‖Lnu − u‖
∫ +∞
0
exp((ωeω/n − Re λ) t) dt
+ M ‖Lnu − u‖

2n
π
∫ +∞
0
√
t exp((ω − Re λ)t) dt
+ M ‖Lnu − u‖ω
∫ +∞
0
t exp((ωeω/n − Re λ) t) dt
= M
(Re λ− ω eω/n)2 ψn(u)+
M
Re λ− ω eω/n ‖Lnu − u‖
+ M
√
n√
2 (Re λ− ω)3/2 ‖Lnu − u‖ +
Mω
(Re λ− ω eω/n)2 ‖Lnu − u‖.
Finally, since (2) implies ‖Mλ,n‖ ≤ MRe−ω for all n, the last part is a consequence of the density
of D and the fact that estimate (9) implies that the sequence (Mλ,nu)n≥1 converges to R(λ, A)u
for every u ∈ D. 
Remark 1.5. We point out that estimate (9) holds whenever Re λ > ω if n > ω/ log(Re λ/ω).
This is a consequence of the improvement of [13, Lemma III.5.1, p. 89] which requires the
stronger condition Re λ > 2ω.
2. Estimates in C2,α-spaces
The aim of this section is the application of Theorems 1.2–1.4 to some classical sequences
of linear operators connected with some second-order differential operators. Since a quantitative
estimate in the Voronoskaja’s formula is always required, we begin with a useful result which
provides such an estimate in a general context.
We consider the class C2,α(K ) of twice differentiable functions with α-Ho¨lder continuous
second-order derivatives on a convex subset K of Rd . Our general quantitative estimate will be
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given in terms of the α-Ho¨lder constant
L f ′′ := sup
x,y∈K
x≠y
1
|x − y|α | f
′′(x)− f ′′(y)|, (10)
where | · | denotes the Euclidean norm. This result can be easily applied to a wide range of linear
operators evaluating them at the functions (pri − xi ), (pri − xi )(pr j − x j ), i, j = 1, . . . , d ,
which are directly related to the coefficients of the differential operator associated with the
Voronovskaja’s formula, and at the function (pri − xi )2(pr j − x j )2 which affects the rate of
convergence.
Theorem 2.1. Let L : C(K ) → C(K ) be a linear positive operator and define the differential
operator
AL f (x) := 12
d−
i, j=1
∂2 f
∂xi ∂x j
(x) L((pri − xi )(pr j − x j ))(x)
+
d−
i=1
∂ f
∂xi
(x) L(pri − xi )(x), (11)
f ∈ C2(K ), x ∈ K . Then, for every x ∈ K and f ∈ C2,α(K ) we have
|L( f )(x)− f (x)−AL(x)| ≤ | f (x)| |L1(x)− 1| + L f
′′
2

L(|id− x |2)(x)
α/2
× ((L(|id− x |2)(x))2L(1)(x)+ L(|id− x |4)(x))1/2. (12)
Proof. Let f ∈ C2,α(K ) and x = (x1, . . . , xd) ∈ K and denote by ψx : K → R the real function
defined by ψx (y) := |y − x | whenever y ∈ K . If y = (y1, . . . , yd) ∈ K , there exists ξ(y) in the
segment joining x and y such that
f (y)− f (x) =
d−
i=1
∂ f
∂xi
(x) (yi − xi )+ 12
d−
i, j=1
∂2 f
∂xi ∂x j
(x) (yi − xi )(y j − x j )
+ 1
2
d−
i, j=1

∂2 f
∂xi ∂x j
(ξ(y))− ∂
2 f
∂xi ∂x j
(x)

(yi − xi )(y j − x j ).
Applying L evaluated at the point x , we get
L( f )(x)− f (x)+ f (x)− f (x) · L(1)(x)
=
d−
i=1
∂ f
∂xi
(x) L(pri − xi )+
1
2
d−
i, j=1
∂2 f
∂xi ∂x j
(x) L((pri − xi )(pr j − x j ))(x)
+ 1
2
d−
i, j=1
L

∂2 f
∂xi ∂x j
◦ ξ − ∂
2 f
∂xi ∂x j
(x)

(pri − xi )(pr j − x j )

(x).
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Taking into account that L is positive we can write
|L( f )(x)− f (x)−AL f (x)| ≤ | f (x)||L1(x)− 1| + 12
d−
i, j=1
L

∂2 f
∂xi ∂x j
◦ ξ
− ∂
2 f
∂xi ∂x j
(x)

(pri − xi )(pr j − x j )

(x). (13)
Since f ∈ C2,α(Kd) we can estimate the last term as follows (see (10))
d−
i, j=1
 ∂2 f∂xi ∂x j (ξ(y))− ∂
2 f
∂xi ∂x j
(x)
 ≤ L f ′′ |y − x |α.
Moreover, using the inequalities |(yi − xi )(y j − x j )| ≤ |y − x |2 from (13) we get
|L( f )(x)− f (x)−AL f (x)| ≤ | f (x)||L1(x)− 1| + L f
′′
2
L

ψ2+αx

(x).
At this point using the Cauchy–Schwartz inequality (see, e.g., [3, Section 1.2, p. 21]) we obtain
|L( f )(x)− f (x)−AL f (x)| ≤ | f (x)||L1(x)− 1| + L f
′′
2

L(ψ2x )(x)

L(ψ2+2αx )(x).
Observe that for every δ > 0, we have ψx (y)2+2α ≤ (δ2 + ψx (y)4δ2 )δ2α; indeed if |y − x | ≤ δ
we obviously have |y − x |2+2α ≤ δ2+2α and otherwise if |y − x | > δ then 1 ≤ ( |y−x |
δ
)2−2α and
|y − x |2+2α ≤ |y − x |2+2α( |y−x |
δ
)2−2α = |y−x |4
δ2
δ2α . Therefore
|L( f )(x)− f (x)−AL f (x)| ≤ | f (x)||L1(x)− 1|
+ L f ′′
2

L(ψ2x )(x)

δ2α

δ2L(1)(x)+ 1
δ2
L(ψ4x )(x)

= | f (x)||L1(x)− 1| + L f ′′
2
δα

δ2L(ψ2x )(x)L(1)(x)+
L(ψ2x )(x)
δ2
L(ψ4x )(x),
and choosing δ2 = L(ψ2x )(x) we obtain (12). 
In concrete applications we have a sequence of linear operators (Ln)n∈N, and a sequence
of positive real numbers (hn)n∈N converging to zero, such that the operator An = ALn/hn
converges to a second-order differential operator
A f (x) :=
d−
i, j
ai, j (x)Di, j f (x)+
d−
i=1
bi (x)Di f (x)
where ai, j = limn→∞ 12
Ln((pri−xi )(pr j−x j ))(x)
hn
and bi = limn→∞ Ln(pri−xi )(x)hn are bounded, pos-
itive, continuous functions on
◦
K . The link between Ln and A is given by a Voronovskaja-type
formula, for every x ∈ K and f ∈ C2(K ),
lim
n→∞
Ln f (x)− f (x)
hn
= A f (x). (14)
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Remark 2.2. From Theorem 2.1 we have the following quantitative estimate of (14), for every
f ∈ C2,α(K ), Ln f (x)− f (x)hn − A f (x)
 ≤ |An f (x)− A f (x)| + | f (x)|  Ln1(x)− 1hn

+ L f ′′
2

Ln(|id− x |2)(x)
α/2
×

(Ln(|id− x |2)(x))2
h2n
L(1)(x)+ Ln(|id− x |
4)(x)
h2n
1/2
.  (15)
3. Applications to Bernstein operators
In this section we consider the particular case of the standard simplex of Rd
Kd :=

x = (x1, . . . , xd) ∈ Rd | x1, . . . , xd ≥ 0,
d−
k=1
xk ≤ 1

and the classical sequences of multi-dimensional Bernstein operators on Kd
Bn f (x1, . . . , xd) :=
−
h1+···+hd≤n
n!
h0! h1! . . . hd ! x
h0
0 x
h1
1 . . . x
hd
d f

h1
n
, . . . ,
hd
n

,
where x0 := 1− x1 − · · · − xd and h0 := n − h1 − · · · − hd .
Consider the differential operator A : C2(Kd)→ C(Kd) defined by
A f (x) =
d−
i, j=1
xi (δi j − x j )
2
∂2 f
∂xi ∂x j
(x). (16)
It is well-known that the closure of (A,C2(Kd)) generates a C0-semigroup of positive contrac-
tions on C(Kd) and that C2(Kd) is a core for this closure and limn→+∞ n(Bn f − f ) = A f for
every f ∈ C2(Kd) (see e.g. [3, Theorem 6.2.6, p. 436] or also [9]).
Taking L = Bn in (11) we get the differential operator
ABn f (x) :=
1
2
d−
i, j=1
∂2 f
∂xi ∂x j
(x) Bn((pri − xi )(pr j − x j ))(x)+
d−
i=1
∂ f
∂xi
(x) Bn(pri − xi ),
and in order to apply Theorem 2.1 we need to evaluate the operator Bn at the function |id− x |4.
Proposition 3.1. For every x ∈ Kd , we have
Bn(|id− x |4)(x) = 1
n2

ψ(x)2 + 2
d−
i, j=1
x2i (δi, j − x j )2

+ 1
n3

d−
i, j=1
xi x j (xi + x j
− 3xi x j )+
d−
i=1
xi (1− 2xi )2 − ψ(x)2 − 2
d−
i, j=1
x2i (δi, j − x j )2

, (17)
where ψ(x) =∑di=1 xi (1− xi ).
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Proof. We have Bn(|id − x |4)(x) = ∑di, j=1 Bn((pri − xi )2(pr j − x j )2)(x); in order to com-
pute Bn((pri − xi )2(pr j − x j )2)(x) we use the representation of the central moments given
in [10, Theorem 2.1] and [1] and obtain
Bn((pri − xi )(pr j − x j ))(x) =
1
n2
(xi (1− xi )x j (1− x j )+ 2x2i (δi, j − x j )2)
+ 1
n3
(xi x j (xi + x j − 3xi x j )+ δi, j xi (1− 2xi )2
− xi (1− xi )x j (1− x j )− 2x2i (δi, j − x j )2). 
Remark 3.2. We have
|Bn(|id− x |4)(x)| ≤ 1
n2

ψ(x)2 + 2
d−
i, j=1
x2i (δi, j − x j )2

+ 3
n3
. (18)
Indeed since x ∈ Kd , we have 0 ≤∑di=1 x2i ≤ 1 and (1− 2xi )2 ≤ 1 and therefore
d−
i, j=1
xi x j (xi + x j − 3xi x j )+
d−
i=1
xi (1− 2xi )2 − ψ(x)2 − 2
d−
i, j=1
x2i (δi, j − x j )2
≤ 2
d−
i, j=1
xi x
2
j +
d−
i=1
xi (1− 2xi )2 ≤ 2
d−
i=1
xi
d−
j=1
x2i +
d−
i=1
xi ≤ 3.
Using the above inequalities, (18) directly follows from (17). 
Now we can establish a quantitative version of the Voronovskaja’s formula for the Bernstein
operators in the space C2,α([0, 1]).
Theorem 3.3. Consider the Bernstein operators on C(Kd) and the differential operator (16).
Then, for every f ∈ C2,α(Kd) and x ∈ Kd we have
|n(Bn( f )(x)− f (x))− A f (x)| ≤ L f ′′

1
2
− 1
2d
+ 3
4n
1/2 
ψ(x)
n
α/2
if d > 1 and
|n(Bn( f )(x)− f (x))− A f (x)| ≤ L f ′′

1
16
+ 3
4n
1/2 
ψ(x)
n
α/2
if d = 1, where ψ(x) =∑di=1 xi (1− xi ).
Proof. Recalling that, for every i, j = 1, . . . , d ,
Bn1 = 1, Bnpri = pri , Bn(pri pr j ) = pri pr j +
1
n
pri (δi j − pr j ),
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we have Bn(pri − xi )(x) = 0 and Bn((pri − xi )(pr j − x j ))(x) = xi (δi j−x j )n and therefore
nABn f = A f and Bn(|id− x |2)(x) = 1n
∑n
i=1 xi (1− xi ) = 1nψ(x). From (15) and (18) we have
|n(Bn( f )(x)− f (x))− A f (x)|
≤ L f ′′
2
1
nα/2
(ψ(x))α/2n

ψ(x)2
n2
+ Bn((id− x)4)(x)
1/2
= L f ′′
2
1
nα/2
(ψ(x))α/2n

2
n2
ψ(x)2 + 2
n2
d−
i, j=1
x2i (δi, j − x j )2 +
3
n3
1/2
≤ L f ′′
2
1
nα/2
(ψ(x))α/2

2

ψ(x)2 +
d−
i, j=1
x2i (δi, j − x j )2

+ 3
n
1/2
.
The function g(x) = ψ(x)2 +∑di, j=1 x2i (δi, j − x j )2 attains its maximum in Kd at the point
x = (1/d, . . . , 1/d) if d > 1 and at x = 1/2 if d = 1; then
g(x) =

d−
i=1
1
d

1− 1
d
2
+
d−
i=1

1
d
2 
1− 1
d
2
+
−
i≠ j

1
d
4
=

1− 1
d
2
+ 1
d

1− 1
d
2
+ d(d − 1)
d4
= 1− 1
d
if d > 1 and g(x) = 1/8 if d = 1. Therefore
|n(Bn( f )(x)− f (x))− A f (x)| ≤ L f
′′
2
1
nα/2
(ψ(x))α/2

2

1− 1
d

+ 3
n
1/2
if d > 1 and
|n(Bn( f )(x)− f (x))− A f (x)| ≤ L f
′′
2
1
nα/2
(ψ(x))α/2

1
4
+ 3
n
1/2
if d = 1. 
Remark 3.4. Taking into account that ψ(x) ≤ 1− 1d if d > 1 and ψ(x) ≤ 14 if d = 1, for every
n > 1 we have for f ∈ C2,α(Kd)
‖n(Bn( f )− f )− A f ‖ ≤ L f
′′
nα/2
. 
It is well known that the closure of the differential operator A generates a strongly continuous
semigroup T (t) that maps Cm(Kd) into Cm(Kd) and moreover (see [9])
‖T (t) f ‖Cm (Kd ) ≤ ‖ f ‖Cm (Kd ).
Hence, from the classical interpolation theory, C2,α(Kd) is an intermediate space between
C2(Kd) and C3(Kd) and therefore T (t) maps C2,α(Kd) into itself and ‖T (t) f ‖C2+α(Kd ) ≤‖ f ‖C2+α(Kd ), 0 < α < 1, and then
‖(n(Bn − I )− A)T (t) f ‖ ≤ L(T (t) f )
′′
nα/2
≤ L f ′′
nα/2
. (19)
The following result is a consequence of Theorems 1.2–1.4 and Remark 1.3 by means of (19).
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Theorem 3.5. Consider the Bernstein operators on C(Kd) and the differential operator (16).
Then, the closure of (A,C2(Kd)) generates a C0-semigroup (T (t))t≥0 on C(Kd) such that, for
every t ≥ 0, (k(n))n≥1 sequence of positive integers and f ∈ C2,α(Kd), we have
‖T (t) f − Bk(n)n f ‖ ≤
L f ′′ t
nα/2
+
k(n)n − t
+

2
π
√
k(n)
n
 
‖A f ‖ + L f ′′
nα/2

, (20)
and in particular, taking k(n) = [nt],
‖T (t) f − B[nt]n f ‖ ≤
L f ′′ t
nα/2
+ 1√
n

1√
n
+

2t
π
 
‖A f ‖ + L f ′′
nα/2

. (21)
Moreover, for every λ ∈ C such that Re λ > 0 and n ≥ 1, consider the operator Bλ,n : C(Kd)→
C(Kd) defined by
Bλ,n f :=
∫ +∞
0
e−λ t B[n t]n f dt, f ∈ C(K ).
If R(λ, A) denotes the resolvent operator of the closure of (A,C2(Kd)), for every n > 1 and
f ∈ C2,α(Kd) we have
‖R(λ, A) f − Bλ,n f ‖ ≤ 1
(Re λ)2
L f ′′
nα/2
+ 1√
n Re λ

1√
n
+ 1√
2 Re λ
 
‖A f ‖ + L f ′′
nα/2

. (22)
4. A partial converse result
We consider the one dimensional setting. The difference operator∆h( f, x) is defined as usual
by ∆h( f, x) := f (x + h)− f (x) for h ≥ 0, and if r ≥ 2, the r -th order difference operator ∆rh
is obtained as the r -fold composition of ∆h with itself. Moreover, if f ∈ C([a, b]), we consider
the classical modulus of continuity of f defined by
ω( f, δ) := sup
0≤h≤δ
‖∆h( f, ·)‖[a,b−h], 0 ≤ δ ≤ b − a,
and, if r ≥ 2, the r -th order modulus of smoothness given by
ωr ( f, δ) := sup
0≤h≤δ
‖∆rh( f, ·)‖[a,b−rh], 0 ≤ δ ≤
b − a
r
.
If 0 < α ≤ 1, we denote by Lipα the set of all functions f ∈ C([a, b]) for which there
exists M > 0 such that ω( f, δ) ≤ Mδα , i.e. Lipα is the Lipschitz α-class. If 0 < α ≤ 2 we
denote by Lip∗ α the set of all functions f ∈ C([a, b]) for which there exists M > 0 such
that ω2( f, δ) ≤ Mδα . It is noteworthy that if 0 < α < 1 the class Lip∗ α and Lipα coincide
(see [6, p. 6 (1.3.5)]).
Proposition 4.1. Consider the Bernstein operators on C([0, 1]) and the differential
operator (16). Let f ∈ C2([0, 1]) and assume that there exist constants C > 0 and α ∈]0, 1[
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such that
‖n(Bn f − f )− A f ‖ ≤ C
nα/2
. (23)
Then f ∈ C2,αloc (0, 1).
Proof. First we explicitly evaluate the differential operator (16) which, in our situation, becomes
A f (x) = x(1− x) f ′′(x)/2. Now let f ∈ C2,αloc ([0, 1]); since f ∈ C2([0, 1]), for every x ∈ [0, 1]
and y ∈ [0, 1], there exists ξ(y) in the segment joining x and y such that
f (y)− f (x) = f ′(x) (y − x)+ 1
2
f ′′(x) (y − x)2 + η(y, x) (y − x)2, (24)
where η(t, x) := 12 ( f ′′(ξ(t))− f ′′(x)). Then we can write
Bn( f )(x)− f (x) = f ′(x)Bn(id− x)(x)+ 12 f
′′(x)Bn(id− x)2(x)
+ Bn((id− x)2η(id, x))(x).
Taking into account that Bn(id − x)(x) = 0 and Bn(id − x)2(x) = x(1−x)n we have Bn( f )(x)−
f (x) = 1n A f (x)+ Bn((id− x)2η(id, x))(x) and from (23) it follows that
|Bn((id− x)2η(id, x))(x)| ≤ Cn
1
nα/2
. (25)
Now, we consider the polynomials of Butzer [4], defined recursively by
Bn,0 := Bn, (2r − 1)Bn,r = 2r B2n,r−1 − Bn,r−1.
A result of Ditzian [7] states that
‖Bn,r ( f )− f ‖ = O

1
nβ/2

⇐⇒ ‖ϕβ∆2rh f ‖[rh,1−rh] = O(hβ) (26)
for β < 2r and ϕ2(x) := x(1− x).
If we set gx (y) := (y − x)2η(y, x) and take r = 2 we get
Bn,2 = 83 B4n − 2B2n +
1
3
Bn
and from (25) it follows that ‖Bn,2(gx )‖ = O( 1n1+α/2 ). Therefore we take β = 2+ α in (26) and
for every δ > 2h we obtain the existence of C = C(δ) > 0 such that
|∆4h gx (y)| ≤ Ch2+α, y ∈ [δ, 1− δ]. (27)
Now, evaluating ∆4h gx (y) at the point y = x , we have
∆4h gx (x) = gx (x + 4h)− 4gx (x + 3h)+ 6gx (x + 2h)− 4gx (x + h)+ gx (x).
From (24), for every s ≥ 0
gx (x + s) = f (x + s)− f (x)− f ′(x)(x + s − x)− 12 f
′′(x)(x + s − x)2
= f (x + s)− f (x)− f ′(x)s − 1
2
f ′′(x)s2,
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and consequently
∆4h gx (x) = f (x + 4h)− 4 f (x + 3h)+ 6 f (x + 2h)− 4 f (x + h)
− f (x)(1− 4+ 6− 4)− f ′(x)h(4− 12+ 12− 4)
− 1
2
f ′′(x)h2(16− 36+ 24− 4)
= ∆4h f (x).
Now we evaluate the 4-th order finite-difference of f in terms of the second-order derivative
of f ,
∆4h f (x) =
∫ h
0
∆3h f
′(x + t)dt =
∫ h
0
∫ h
0
∆2h f
′′(x + t + s)dsdt
= h2∆2h f ′′(x + ξ(x)) (28)
where ξ(x) ∈ [x, x + 2h]. Finally we consider the function ζ(x) := x + ξ(x) for x ∈ [δ, 1− δ];
we have that ζ(δ) ≤ δ+2h and 1−δ ≤ ζ(1−δ), and therefore ζ−1([δ+2h, 1−δ]) ⊂ [δ, 1−δ].
Consequently, since ζ is continuous, for every h ≥ 0 and z ∈ [δ + 2h, 1 − δ] we can take
x ∈ [δ, 1− δ] such that ζ(x) = x + ξ(x) = z, and from (27) and (28) we geth2∆2h f ′′(z) = |∆4h gx (x)| ≤ Ch2+α, z ∈ [δ + 2h, 1− δ].
Since δ > 2h, we get
|∆2h f ′′|[2δ,1−δ] = O(hα).
The last expression yields ω2( f, h) ≤ Chα , i.e. f ′′ ∈ Lip∗(α) locally in (0, 1). Since 0 < α < 1,
we conclude that f ′′ is in Lip(α) too. 
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