We use the single-cluster Monte Carlo update algorithm to simulate the Ising model on two-dimensional Poissonian random lattices with up to 80 000 sites which are linked together according to the Voronoi/Delaunay prescription. In one set of simulations we use reweighting techniques and nite-size scaling analysis to investigate the critical properties of the model in the very vicinity of the phase transition. In the other set of simulations we study the approach to criticality in the disordered phase, making use of improved estimators for measurements. From both sets of simulations we obtain clear evidence that the critical exponents agree with the exactly known exponents for regular lattices, i.e., that (lattice) universality holds for the two-dimensional Ising model.
The slope of the linear least-squares t yields = = 1:7503(59). The speci c heat in the disordered phase near the critical coupling K c . The semi-log plot in (a) demonstrates the consistency of our data with a logarithmic scaling behavior. The solid straight line shows a corresponding least-squares t. In (b) the data and t displayed in (a) are replotted in a log-log representation. Here a straight line would correspond to a power-law behavior.
I. Introduction
Physically the concept of random lattices plays an important role in an idealized description of the statistical geometry of random packings of particles 1{3]. A prominent example is the crystallization process in liquids, and many statistical properties of random lattices have been studied in this context 4]. From a more technical point of view, random lattices provide a convenient tool to discretize space without introducing any kind of anisotropy 5]. In the past few years this desirable property of random lattices has been exploited in a great variety of elds. The applications range from quantum eld theory or quantum gravity 5{7], the statistical mechanics of strings or membranes 8], to the solution of Laplace's equation in the context of di usion limited aggregation 9], or the study of growth models for sandpiles 10], to mention a few. The preserved rotational, or more generally Poincar e, invariance suggests that eld theories or spin systems de ned on random lattices should reach the continuum or in nite volume limit faster than on regular lattices. An implicit assumption in this approach is that the concept of (lattice) universality, which is known to be true for spin systems on di erent regular lattices, carries over to random lattices. By this, one means that a system de ned on di erent lattice discretizations should exhibit the same qualitative behavior once the physical length scale is much larger than the average lattice spacing. Even though this assumption appears very natural, previous numerical work 11, 12] on random lattices could only give weak evidence that it applies in this case as well. In fact, in view of the equivalence of a random lattice system to a regular lattice system with impurity bonds derived a long time ago 13], the universality assumption might appear less trivial than naively expected 14]. In particular for the two-dimensional Ising model, according to the Harris criterion 15], random disorder is marginally important since the critical exponent of the speci c heat is = 0. It should be noted, however, that in the random lattice case the equivalent distribution of impurity bonds exhibits complicated correlations, which makes the theoretical analysis even more subtle.
To investigate this point numerically, Espriu et al. 12] performed Monte Carlo (MC) simulations of the Ising model on a two-dimensional Poissonian random lattice with N = 10 000 sites, linked together according to the Voronoi/Delaunay prescription 1{4]. Analyzing their data in the high-and low-temperature phase they obtained weak evidence that the critical exponents for the random lattice system agree with the regular Onsager values 16], which we have summarized for the reader's convenience in Table 1 . Using a local Metropolis update algorithm as in Ref. 12] , it would be very time consuming to obtain a signi cant improvement, especially in the vicinity of the phase transition where critical slowing down is a severe problem 17]. In the meantime much more e cient update algorithms have been discovered 18{20] which overcome this problem. Together with improved methods of data analysis 21] this now allows to simulate the model also at criticality with high precision and to study its nite-size scaling (FSS) behavior 22]. In this paper, we thus present and analyze two sets of extensive simulations of the Ising model on two-dimensional Poissonian random lattices of Voronoi/Delaunay type, varying in size from 5 000 to 80 000 sites. In the rst set of simulations we concentrate on the very vicinity of the transition point and apply FSS techniques 22] to extract the critical coupling K c 1=k B T c , and the exponents , = , = , and = 23]. The second set of data consists of simulations in the disordered phase for a random lattice of size 40 000 sites. Here we focus on the approach to criticality of the susceptibility and the speci c heat, which yield independent estimates of K c , and of the critical exponents and .
To achieve the desired accuracy of the data in reasonable computer time we have applied the single-cluster algorithm 19] to update the spins. In the FSS region we further made extensively use of the reweighting technique 21], and in the disordered phase we took advantage of the fact that the average cluster size is an improved estimator for the susceptibility.
The paper is divided as follows. In Sec. II, we brie y describe the numerical construction of the random lattice and give a few simulation details. In Sec. III, we present a nite-size scaling analysis of our simulations near the transition point. Section IV is devoted to a discussion of our results in the disordered phase, and in Sec. V we close with a brief summary and a 3 few concluding remarks.
II. The model and simulation techniques
A. Random lattice construction and properties: In constructing the random lattices we followed closely the method described by Friedberg and Ren 7] . At rst we draw N random sites distributed uniformly in a unit square, thereby generating a so-called Poissonian distribution. For alternative distributions discussed in the literature see, e.g., Refs. 9, 24] . To link these sites according to the Voronoi/Delaunay prescription, we start by picking one site at random, locate its nearest neighbor and store this link along with its direction. Next a third site is searched for in a counter clock-wise sense by drawing a family of circles that pass through the rst two sites and are centered on their bisector. Once the rst triangle is completed this procedure continues with the same steps until all sites are linked. Some care must be exercised when approaching the boundaries of the lattice to ensure the periodic boundary conditions. To implement the nearest-neighbor search e ciently we subdivided the unit square into smaller boxes. The optimal box size is determined by two con icting requirements. On the one hand, the box size should be large enough to ensure that nearest neighbors will be located with high probability in the same box or at least in the eight surrounding boxes. On the other hand, to minimize the time needed for testing all sites in a box, the box size should be as small as possible. We only performed a \trial and error" optimization based on heuristic arguments, but in any case the complexity of the lattice construction is reduced in this way from order N 2 to order N.
To test our random lattice construction we have measured the average link length h`i, and the (normalized) distribution of coordination numbers P (q), which can be compared with the exact results given in Refs. 2, 25] . Our results for three di erent realizations with N = 10 000 sites and one with N = 80 000 sites are collected in Table 2 . Notice that for N = 80 000 a single site with coordination number q = 14 would give P (14) = 0:0000125. Compared with the exact number we thus expect this to happen on the average only every 4th realization. Similarly, a site with q = 15 should occur only every 40th realization of a N = 80 000 lattice. The average coordination number q was always exactly six, as it should be for periodic 
where K = J=k B T > 0 is the inverse temperature in natural units, and hiji denotes nearest-neighbor links of our two-dimensional random lattices with periodic boundary conditions. In (1) For the rst set of simulations at criticality we generated random lattices with N = 5 000; 10 000; 20 000; 40 000, and 80 000 sites. For later use we adopt the notation for regular lattices and de ne a linear lattice size L by L = p N. To investigate the dependence of thermal averages on di erent realizations for xed N, we considered three randomly chosen realizations for N = 5 000 and 10 000, and two for N = 20 000, respectively. All runs were performed at K 0 = 0:263, the estimate of K c as obtained by Espriu et al. 12] . From 50 000 to 150 000 clusters were discarded to reach equilibrium from an initially completely disordered state, and a further 4 10 6 clusters were generated for measurements. Every 10th cluster the energy per spin, Table 3 . We see that the integrated autocorrelation times of the measurements of e and are of the order of^ e 0:8 1:3 and^ 0:7 0:9. Since completely uncorrelated data would give^ = 0:5, our sample thus e ectively consists of about 200 000 uncorrelated measurements. While this properly characterizes the statistics of our simulations, the numbers for^ of a single-cluster simulation are not yet well suited for a 7 comparison with other update algorithms or even single-cluster simulations on regular lattices. To get a comparative work-estimate, the usual procedure 19] is to convert the^ by multiplying with a factor f = 10hjCji=N ( 3 in our case) to a scale where measurements are taken after every spin has been ipped once (similar to, e.g., Metropolis simulations). In our case, however, the measured^ 's are too small to justify this simple rescaling procedure, since non-linearities caused by the discreteness of MC time would lead to quite severe overestimates. This follows by observing that A(k) is in general a convex function and that^ can be interpreted as the trapezoidal approximation of the area under this curve. Increasing the interval between measurements by a factor of 5 or 10, say, corresponds to measuring only every 5th or 10th point of the curve one would get by taking measurements every iteration. If at the scale of the less frequent measurements^ 1, then the trapezoidal approximation becomes obviously poor and overestimates the true area. To see this more explicitly we adopt the usual assumption that the autocorrelation function can be written as a sum of exponentials, A(k) = P n a n exp( k=^ n ), with exponential autocorrelation times^ n and amplitudes a n satisfying P n a n = A(0) = 1. Each exponential contributes tô a term 1 2 a n coth(1=2^ n ) = a n^ n 1+1=12^ 2 n +: : :]. While the^ n do get simply rescaled when changing the measurement interval, the nonlinear relationship with^ clearly shows that such a simple procedure cannot work for integrated autocorrelation times of the order unity.
To circumvent this problem we used the following method. We rst performed ts to the Ansatz A(k) = a exp( k=^ 0 )+(1 a) exp( k=^ 1 ), and then used this function to sum the integrated autocorrelation time at interpolated k values of spacing k = 0:1. Finally we converted these numbers to the usual \Metropolis" scale. For one realization each of the N = 5 000; 10 000, and 20 000 lattices we have repeated the runs with measurements taken after every cluster ip. This amounts to performing ten times more measurements and thus computing the interpolated values of A(k) directly. On the basis of these tests we are quite sure that the interpolation method gives only small overestimates of the order 1 2% for the energy and about 5% for the susceptibility, respectively.
To conclude this discussion, when aiming at an accurate determination of autocorrelation times with small systematic errors, it is advantageous to perform many measurements per^ . The accuracy of static quantities, however, is hardly improved by more frequent, but strongly correlated measurements.
In fact, taking into account the time spent for the measurements, it is usually even more e cient to adjust the interval between measurements such that 1.
The numbers in Table 3 obtained in this way are very similar to results for the regular square (sq) lattice 26, 27] . If we t the data for the three largest lattices to a power law, / L z , we obtain e = 0:62(6)L 0:27 (2) , and = 1:2(2)L 0:07(2) , respectively. Of course, we have not enough data points and our lattices are too small to exclude other scaling forms. In particular, we get also very good ts to a logarithmic scaling, = a + b ln L, as claimed for the sq lattice 26, 27, 33] , but even ts to a linear scaling, = a+bL, are satisfactory. Explicitly we obtain from the logarithmic ts e = 1:0(3) + 0:68 (5) 
and studied the ( nite lattice) magnetizations at their points of in ection,
hjmjij inf . These points follow from the maxima of dhjmji=dK, which can be conveniently computed by using the uctuation formula dhjmji dK = hjmjihEi hjmjEi: 
We further looked at the maxima of the speci c heat,
and at the minima of the energetic fourth-order parameter V L (K) = 1 he 4 i 3he 2 i 2 : (8) Note that this ratio is usually considered only at rst-order phase transitions 37]. As will be demonstrated below, however, it carries useful information at a continuous phase transition as well.
In the simulations in the disordered phase we concentrated on the approach to criticality of the speci c heat and the susceptibility, as de ned in (3) or, since hmi = 0, more properly as (K) = K Nhm 2 i:
For the latter de nition an improved estimator is available 26], being simply the average cluster size, imp (K) = KhjCji: (10) III. Results in the nite-size scaling region
In this section we describe the analysis of our data near criticality, using reweighting is very close to the exact critical coupling ln(3)=4 = 0:27465 : : : of the regular triangular lattice whose coordination number is also q = 6. The (rough) error estimate in (11) should also re ect the uctuations caused by the di erent random lattice realizations for xed N, which in our case are much bigger than the statistical errors.
For the same reason, the estimates of U in Table 4 show stronger uctuations than our statistics would suggest. Taking the average over all lattice sizes and replicas at our estimate of the critical point, K c = 0:2630, we obtain U = 0:6123 0:0025: (12) The corresponding values at K = K c 0:0002 and K = K c + 0:0002 are U = 0:6054(25) and U = 0:6183(28), so that taking into account the uncertainties in K c the error bar in (12) should probably be increased to 0:0070. This then would be consistent with an average over the ve lower entries in Table 4 , which gives U = 0:6176(60). Our value for U is practically indistinguishable from MC estimates for the regular sq lattice which are U = 0:615(10) 38] and U = 0:611 (1) 33]. This good agreement may be taken as a rst indication of lattice universality. (27) We have tried all of these possibilities, but not all gave sensitive results in our case. The errors on U 0 L at xed K = K c are clearly dominated by the replica uctuations. Without further simulations to increase the replica statistics it is then impossible to obtain reliable ts. The second, self-consistent method turned out to be much more suited for our problem. With the simplest choice of the maxima of U 0 L , however, we run into the problem that they lie too far away from our simulation point, thus allowing no safe reweighting. Choosing as sequence of K-values the locations of the speci c-heat or susceptibility maxima, K C max (L) or K 0 max (L) (see Table 5 below), or the in ection points of the magnetization, K hjmji inf (L) (see Table 6 below), we obtain the ts shown in Fig. 2 . The quality of the ts, however, is relatively poor.
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We therefore used nally yet another approach which is based on the e ective exponents
Our results for e are again collected in Table 4 and plotted as open circles in Fig. 3 , where the x-axis corresponds to the 38 possible combinations of L and L 0 . We see that within the error bars all entries are compatible with = 1. The average over all entries gives = 1:008 0:022 (e ective 's); (17) where the error estimate is the standard deviation of the e . If we take only the 9 crossing points of the N = 80 000 lattice with all other lattices into account ( lled circles in Fig. 3 ), then we obtain = 1:0043 0:0036 (e ective 's):
We can thus conclude that our estimates of the exponent for random lattices are fully consistent (at a 0.5% level) with the exact regular lattice value of = 1. Assuming = 1, we can use the asymptotic FSS behavior of the pseudotransition points, e.g., K C max (L) = K c + aL 1= , to obtain further estimates 13 of the critical coupling K c from linear ts in 1=L. Our results from ts to the data (see Tables 5 and 6 
Our results for K 0 max and 0 max are collected in Table 5 , and the 0 max are plotted vs L on a log-log scale in Fig. 4 . The straight line t shown in Fig. 4 gives = = 1:7503 0:0059; (23) with an amplitude A = 0:02491(67), and a goodness-of-t parameter 39] Q = 0:035. This is again in excellent agreement with the exact value for the two-dimensional Ising model on a regular lattice, = = 1:75. Even though the Q value of the t is quite low, we do not see in Fig. 4 any trend with increasing lattice size. In fact, if we discard the data for N = 5000, the t yields = = 1:7468(91) with Q = 0:015, and if we further discard the data for N = 10000, we obtain = = 1:735(19) with Q = 0:005. Constrained ts with = = 1:75 held xed at its theoretical value, are equally acceptable and yield for the amplitude A = 0:024938(45) with Q = 0:071, or, discarding the N = 5000 data, A = 0:024952(59) with Q = 0:037. We can thus conclude that universality also holds as far as = is concerned.
Notice that in these ts (whether linear or not) it does not matter whether we t over all 10 data points or rst compute the weighted replica averages for N = 5000; 10000 and 20000 and then t over 5 data points. It is easy to show 40] that the results must be identically the same, apart from the Q values. Here and in the following we always quote the Q value for rst computing the replica averages. (11) C. Magnetization and = : The standard way to extract the exponent ratio = is to consider the FSS of the magnetization at K c ,
hjmji(K c ) / L = : (24) We tried this also here, but due to the replica uctuations the resulting scaling curve was di cult to analyze. As a solution to this problem we decided to study the scaling behavior of hjmji at the point of in ection, i.e.,
at the point where dhjmji=dK is maximal. Since these points should scale as usual, (K hjmji inf K c )L 1= tL 1= = const, we expect
hjmjij inf = L = f(tL 1= ) / L = ; (25) and, since a derivative with respect to K picks up a factor L 1= from the argument of the scaling function f, dhjmji
Consequently, the scaling of the maxima of the logarithmic derivatives (5) and (6) should be given by d lnhjmji dK j max = dhjmji=dK hjmji j max / L 1= ; (27) 15 (12) 124.1(6.7) 0.2564 (12) 211 (13) (83) 576(137) 0.2606 (12) 972 (276) and d lnhm 2 i dK j max = dhm 2 i=dK hm 2 i j max / L 1= ; (28) thus providing another means to estimate the correlation length exponent .
Our data for these quantities is given in Table 6 . The scaling of hjmji at the in ection point is shown in the log-log plot of Finally, using the maxima of the logarithmic derivatives (5) and (6) we obtain two further estimates for . From the linear ts in the log-log plots shown in Fig. 7 D. Speci c heat and = : We now turn to the speci c heat which is usually the most di cult quantity to analyze. The reason is that, compared to the susceptibility, the critical divergence is much weaker and regular background terms become important. Recalling our result 1 and assuming hyperscaling to be valid for the random lattice as well, we expect = 2 d 0, as for a regular lattice. The corresponding FSS prediction is then
The semi-log plot in Fig. 8 clearly demonstrates that our data in Table 5 is consistent with this prediction. A linear t through all data points gives B 0 = 0:346(52) and B 1 = 0:391(12) with Q = 0:84. It should be remarked, however, that the con rmation of = 0(log) is not really conclusive. Due to the small range over which C max varies we can t the data also with a simple power-law Ansatz C max / L = , yielding = = 0:1824(53) with Q = 0:93; see Fig. 8 . Discarding rst only the data points for N = 5000 and then also those for N = 10000, we obtain = = 0:180(10) with Q = 0:83 and = = 0:168(27) with Q = 0:72, respectively. There is thus a small downward trend, but our data is obviously also consistent with a power-law Ansatz. We also tried a non-linear three-parameter t to the more reasonable Ansatz C max = b 0 + b 1 L = . As a result we then obtain an exponent ratio = = 0:17(16) consistent with zero, but the errors on all three parameters are much too large to draw a rm conclusion from such a t.
To convince ourselves that these problems are not a special property of random lattices, we have compared our results with similar ts for the Ising model on a regular sq lattice, employing its known analytical solution for L L lattices with periodic boundary conditions 41]. The results for K C max and C max for various L are collected in Table 7 is also known analytically, B 3 has not been worked out explicitly. Using all data in Table 7 and keeping the parameters B 0 , B 1 , and B 2 xed at their theoretical values, we estimate numerically B 3 2. If we try to t the regular lattice data for L = 80; : : :; 280 to a power law L = (which is de nitely wrong in this case), we obtain = = 0:1941, i.e., a value of roughly the same size as for the corresponding random lattice t. 
In the FSS region the energy hei 1:9 varies very little. As a function of K we thus expect to see a minimum in V L at roughly the point where the speci c heat C is maximal. As can be seen in Table 5 this is indeed the case. Assuming the usual scaling behavior of K VL min and = 1, we obtain from a linear t K c = 0:26329 (40) 
IV. Results in the disordered phase
To supplement the FSS analyzes near criticality we have performed further simulations in the disordered phase. Here we concentrated on the approach to criticality of the susceptibility and the speci c heat. Most data were obtained from one random lattice with N = 40 000 sites in the inverse temperature range K = 0:22 : : :0:26; see Table 8 . The quoted autocorrelation times refer to the scale at which the measurements are taken. If this is converted to a Metropolis scale (with the unit of time set to N spin ips) by multiplying with a factor f = 10hjCji=N, we obtain e 1 2 and 0:07 (apart from the point at K = 0:260).
A. Susceptibilities and exponent :
To analyze the data for the susceptibilities in Table 8 we have assumed the leading singular behavior as K c is approached, = A(K c K) ; (36) 19 (40) and performed non-linear three-parameter ts. On the one hand, this requires K values that are su ciently far away from K c to guarantee negligible nite-size e ects. On the other hand, they should be su ciently near to K c to avoid con uent and analytical correction terms in (36) , which are di cult to deal with numerically 42]. Both conditions are non-universal and can only be satis ed self-consistently, relying on the goodness of the ts. Alternatively, one may rewrite the Ansatz (36) as a function of temperature T , or one can consider =K instead of . In e ect this in uences the importance of the analytic correction term and thus the range of K-or T -values over which the simple Ansatz with only the leading singularity can be applied. Our results of goodness-of-t tests for these di erent possibilities can be summarized as follows. If we consider =K = Nhm 2 i, imp =K = hjCji, or 0 =K (as in most previous works), then ts to A(K c K) are self-consistent in an interval K 2 (0:22; 0:25). The data at K = 0:26 clearly display nite-size e ects. The inclusion of the data at K = 0:22 seems marginal in the sense that the goodness Q of the ts (or, equivalently, their chi-squared 2 ) is still acceptable, but worse than for ts omitting these data. For this reason we give in Table 9 the results for both tting ranges, corresponding to 4 and 3 degrees of freedom (DOF), respectively. We see that all estimates for K c are compatible with our FSS values of K c 0:2630. As expected the most precise values result from ts to the improved susceptibility, imp =K = hjCji. Table 9 : Results of non-linear three-parameter ts of the susceptibility data in Table 8 The results for obtained from ts to imp =K = hjCji overestimate this value by about 3 . Thus, taking the error estimates at face value, these results are only barely consistent with 7=4. Since in absolute terms, however, the deviation is only about 1:6%, we have not tried to improve the statistical consistency by doing a more re ned error analysis (with correlation e ects between parameters taken more properly into account), which usually tends to increase the error bars.
Notice nally that also hjmji can be used to extract the exponent , even Here we have also tried to include further data from two additional runs at K = 0:252 and K = 0:254 on a lattice with 80 000 sites; see Table 10 . For the susceptibility analysis we had to discard this data since, due to the very small error bars on the 's, the susceptibility ts are much more sensitive. If the N = 80 000 data was taken into account, the goodness-of-t parameter Q decreased by about two or even several orders of magnitude for ts to 0 and or to the more accurate imp , respectively. In this data we thus saw either nite-size e ects or, more likely, replica uctuations, or a combination of both. The values for K c are compatible with, but considerably less accurate than our previous estimates which all gave approximately K c = 0:2630. In the semi-log plot of Fig. 11(a) 
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The Fig. 11(b) shows the same data and the t in a log-log representation. Here a pure power law would result in a straight line. Even though this is obviously not the case at K c = 0:2630, ts to a pure power-law Ansatz, C / (K c K) , with K c as a free parameter are still acceptable (Q = 0:26, for K 2 0:220; 0:254]). The parameters, however, then take \unreasonable" values, K c = 0:305(18) and = 1:7(5), and the error bars are very large. We also tried to include a constant background term by performing ts to the Ansatz C = a 0 a 1 (K c K) , with K c held xed at values around 0:2630. This yields consistent with zero, = 0:13(9), albeit again with the drawback of huge error bars on all three parameters. Similar to the FSS analysis in Sec. III, also here we cannot really exclude a possible power-law scaling of the speci c heat with an exponent 6 = 0. We obtain, however, a perfectly consistent picture if we assume logarithmic scaling, that is a value of = 0.
V. Concluding remarks
We have performed a fairly detailed analysis of single-cluster Monte Carlo simulations of the Ising model on two-dimensional Poissonian random lattices of Voronoi/Delaunay type. In the rst set of simulations at criticality we have applied nite-size scaling methods to various quantities to extract the critical exponents of this model. At rst sight our use of di erent quantities to estimate the same exponent might appear redundant, since the various estimates are, of course, not independent in a statistical sense. Their consistency, however, gives con dence that corrections to the asymptotic scaling behavior are very small and can safely be neglected. Direct analyses of thermodynamic measurements of the susceptibility in the disordered phase yield compatible results. From both types of simulations the results for the critical exponent of the speci c heat are not really conclusive, but certainly consistent with = 0, i.e., with a logarithmic scaling behavior. On the other hand, from our estimates for the exponents , = , = , and , we obtain strong evidence that the Ising model on two-dimensional random lattices behaves qualitatively as on regular lattices, i.e, that (lattice) universality holds for this model. 
