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Classification Ensembles?
Yijun Bian, and Huanhuan Chen, Senior Member, IEEE
Abstract—Ensembles, as a widely used and effective technique
in the machine learning community, succeed within a key
element—“diversity.” The relationship between diversity and
generalization, unfortunately, is not entirely understood and
remains an open research issue. To reveal the effect of diversity
on the generalization of classification ensembles, we investigate
three issues on diversity, i.e., the measurement of diversity, the
relationship between the proposed diversity and generalization
error, and the utilization of this relationship for ensemble
pruning. In the diversity measurement, we measure diversity
by error decomposition inspired by regression ensembles, which
decomposes the error of classification ensembles into accuracy
and diversity. Then we formulate the relationship between
the measured diversity and ensemble performance through the
theorem of margin and generalization, and observe that the gen-
eralization error is reduced effectively only when the measured
diversity is increased in a few specific ranges, while in other
ranges larger diversity is less beneficial to increase generalization
of an ensemble. Besides, we propose a pruning method based
on diversity management to utilize this relationship, which
could increase diversity appropriately and shrink the size of
the ensemble with non-decreasing performance. The experiments
validate the effectiveness of this proposed relationship between
the proposed diversity and the ensemble generalization error.
Index Terms—ensemble learning, diversity, ensemble pruning,
error decomposition.
I. INTRODUCTION
Ensemble learning has attracted plenty of research attention
in the machine learning community thanks to its remarkable
potential [1], and it has been widely used in many real-world
applications such as object detection, object recognition, and
object tracking [2]–[5]. Rather than relying on one single
model, an ensemble is a set of learned models that make
decisions collectively. It is widely accepted that an ensemble
usually generalizes better than one single model [6]–[9].
Dietterich [10] stated that an ensemble of classifiers succeeded
in better accuracy if and only if its individual members are
accurate and diverse. One classifier is accurate if its error
rate is better than random guessing on new instances. Two
classifiers are diverse if they make different errors in new
instances. The diversity of an ensemble usually decreases
with the increasing of accuracies of its members [11]. Thus,
how to handle the trade-off between accuracy and diversity
appropriately is a crucial issue in ensemble learning.
Unfortunately, there is still no consensus in the community
on the definition or measurement for diversity, unlike the
precise accuracy. Existing ensemble methods create different
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classifiers implicitly or heuristically by manipulating input
data, input features, or output targets. Similarly, diversity could
be measured in either the input space (i.e., instance features)
or the output space (i.e., classification results) [9]. Existing
diversity measures are various, yet none of them show the
superiority over each other [12]. They are generally divided
into pairwise and non-pairwise diversity measures [13]. Lots
of previous work made an effort to seek the role of diversity
in ensemble learning [14]–[17]. In regression ensembles, the
diversity is defined based on the error decomposition [18], in
which the error of regression ensembles is split into the accu-
racy term and diversity term. The classic Ambiguity Decom-
position [18] and Bias-Variance-Covariance decomposition
[19] are two commonly used error decomposition schemes.
However, both of them are only suitable for regression tasks
with the square loss.
Inspired by error decomposition of regression ensembles,
we propose a measure of diversity using error decomposition
for classification ensembles with the 0/1 error function firstly,
where the error of classification ensembles is split into two
terms: accuracy and diversity. Like regression ensembles,
the diversity term measures the difference among members
of classification ensembles. Secondly, we propose the rela-
tionship between the proposed diversity and generalization
using the proposed diversity measure based on [20], [21].
By taking bagging and AdaBoost as examples of ensemble
methods, experiments are conducted to validate the proposed
relationship by varying the diversity in bagging and AdaBoost.
Thirdly, we propose an ensemble pruning method named as
Ensemble Pruning based on Diversity (EPBD), which uti-
lizes the proposed relationship between the proposed diversity
and generalization to improve the ensemble’s generalization.
Moreover, empirical results are presented to validate the
effectiveness of EPBD. The contributions in this paper are
three-fold:
• A diversity measure in classification ensembles is pro-
posed to quantify the difference among ensemble mem-
bers based on the error decomposition in classification
ensembles, with the benefits to conduct theoretical anal-
yses about its properties.
• The theoretical analyses on the relationship between the
proposed diversity measure and the generalization of the
ensemble is investigated, which demonstrates that diver-
sity has different impacts to the ensemble generalization
in different regions.
• An ensemble pruning method, i.e., EPBD, is proposed to
select a subset of the original ensemble by utilizing the
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theoretical relationship between the proposed diversity
and the ensemble generalization error.
The rest of this paper is organized as follows. The re-
lated work is summarized in Section II. And then, the core
investigations are presented in Section III, answering three
issues about diversity: (1) the measurement of diversity and
its corresponding properties in Section III-A and III-B; (2) the
relationship between the proposed diversity and generalization
error of ensembles in Section III-C; (3) the utilization of
this relationship about diversity in Section III-D. Finally, the
empirical results are presented in Section IV, followed by the
conclusion in Section V.
II. RELATED WORK
Diversity is considered intuitively as the difference among
individual members in an ensemble, with several alternative
names as dependence, orthogonality or complementarity [1],
[13]. In this section, we introduce existing methods to gen-
erate diverse individual classifiers. Then we describe existing
methods to measure diversity in ensemble learning. Finally,
we summarize some research about the crucial role diversity
plays in ensemble learning.
A. Diversity Generation
Most ensemble methods attempt to generate diverse classi-
fiers implicitly or heuristically by manipulating the input data
or features, while few of them manipulate output targets [10],
[16]. For example, bagging [22] and Boosting (including many
variants) [23]–[25] manipulate input data to promote diversity
by choosing different subsets of the training data during train-
ing; Random forest [26] manipulates subsets of input data or
features to create diversity and gives competitive results; Rota-
tion forest [27] applies principal component analysis (PCA) on
each subset as an improved method. Moreover, neural network
(NN) ensembles also create diversity using different initial
weights, different architectures of the networks, and different
learning algorithms.
B. Diversity Measures
Diversity can be measured in either the input space or the
output space [9]. Most work focuses on output diversity [12],
[15], [28]–[30] while only few focuses on input diversity [31].
Existing diversity measures are generally divided into pairwise
and non-pairwise diversity measures [13]. Based on the coin-
cident errors between pairs of individual classifiers, pairwise
diversity represents the behavior if both of them predict an
instance identically or disagree with each other. In this case,
the overall diversity is the average of all possible pairs [9].
Pairwise diversity includes Q-statistic [32], κ-statistic [33],
disagreement measure [34], [35], correlation coefficient [36],
and double-fault [37]. In contrast, non-pairwise diversity di-
rectly measures a set of classifiers using the variance, entropy,
or the proportion of individual classifiers that fail on randomly
chosen instances [9]. It includes interrater agreement [38],
Kohavi-Wolpert variance [39], the entropy of the votes [40],
[41], the difficulty index [13], [42], the generalized diver-
sity [43], and the coincident failure diversity [43]. Apart
from those, two other measures exist and do not fall into
the categories above. One is the correlation penalty function,
proposed by Liu and Yao [44] in their negative correlation
learning (NCL) [45]. It measures the diversity of each member
against the entire ensemble. The other is ambiguity, which
measures the average offset of each member against the entire
ensemble output [46].
C. The Role that Diversity Plays
Although the crucial role of diversity has been widely
accepted, few researchers can tell how diversity works exactly
in ensemble methods. In the last decade or so, Brown [14]
claimed that from an information-theoretic perspective, di-
versity within an ensemble did exist on numerous levels
of interaction between the classifiers. This work inspired
Zhou and Li [15] to propose that the mutual information
should be maximized to minimize the prediction error of an
ensemble from the view of multi-information. Subsequently,
Yu et al. [16] claimed that the diversity among individual
learners in a pairwise manner, used in their diversity regu-
larized machine (DRM), could reduce the hypothesis space
complexity, which implied that controlling diversity played the
role of regularization in ensemble methods. Recently, Jiang et
al. [17] extended the classic Ambiguity Decomposition from
regression problems to classification problems and proved
several fundamental properties of the Ambiguity term.
III. METHODOLOGY
In this section, we formally study the measure of diver-
sity using error decomposition of classification ensembles
and derive proper theoretical analyses from quantifying and
characterizing the relationship between the proposed diversity
and generalization performance of the entire ensemble. Based
on the results of the analyses, an ensemble pruning method is
proposed to construct a pruned sub-ensemble effectively.
We first introduce the necessary notations used in this
paper. Let vectors be denoted by bold lowercase letters (e.g.,
x = (x1, ..., xk)) as an instance with k-tuples of real numbers
describing features, and scalars denoted by italic lowercase
letters (e.g., y) as labels. Random variables, (vector) spaces,
and subsets of these vector spaces are denoted by sans serif
uppercase letters (e.g., X), calligraphic uppercase letters (e.g.,
X ), and roman uppercase letters (e.g., W ), respectively. Sets
of vectors are denoted by roman uppercase letters (e.g., S)
consisting of some instances with their corresponding labels;
individual classifiers/learners are denoted by functions (e.g.,
f(·)) as the output results of one classifier. The symbols
P,E, I, and R denote the probability measure, the expectation
of a random variable, the indicator function, and the real space,
respectively. The notation (x, y) ∈ S is formally defined by
(x, y) ∈ S ⇔ ∃i ∈ {1, ..., |S|} : (xi, yi) = (x, y) for clarity.
A. Measuring Diversity in Classification Ensembles using
Error Decomposition
The analysis is built in the PAC (probably approximately
correct) framework [47] that one learning task D corresponds
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to a probability distribution over the input-output space X×Y .
An instance from D is represented as (x, y) , where x ∈ Rk
is a vector representing features and y is a scalar as a
label. Suppose this classification task is to use an ensemble
that comprises several individual classifiers to approximate a
function ftrue : X 7→ Y , and F = {f1, ..., f|F |} denotes
the set of these individual classifiers. The predictions of the
individual classifiers are combined in the spirit of weighted
averaging and plurality voting1, that is, the output of an
ensemble is defined as:
fens(x) = sgn
(∑
f∈F
c · f(x)
)
, (1)
where c is the coefficient corresponding to the individual
classifier f . And
∑
f∈F c · f(x) = 0 indicates that there is a
tie in the combination.
In this work, we focus on binary classification problems
that means Y = {−1,+1}, but these theoretical results could
be expanded to multi-classification problems. Assume that
there is a training set S with several instances (x, y) . For
one single arbitrary instance x ∈ S , y denotes the target
output of this instance, and f(x) is the actual output of the
individual classifier f ∈ F . Notice that y and f(x) satisfy that
y, f(x) ∈ Y . If the actual output of the individual classifier is
correct according to the target output, obviously f(x)·y = +1 ,
otherwise f(x) · y = −1 , where this term is defined as the
margin of this classifier on the instance,
margin(f,x) = f(x) · y . (2)
As the original error decomposition in regression [18], [48],
[49] uses the square loss as the loss function that is not suitable
for classification, we employ the 0/1 error function to adopt
the idea of error decomposition for regression ensembles. For
classification problems, the error function of a classifier f at
a single arbitrary instance x is defined as
Err(f(x) · y) =

1 , if f(x)y = −1 ;
0.5 , if f(x)y = 0 ;
0 , if f(x)y = 1 ,
(3)
which is also the discretization of hinge loss function and
holds that Err(f(x)y) = − 12 (f(x)y− 1) . Therefore, inspired
by the work of [17], [48], we present the following error
decomposition for classification ensembles.
Theorem 1 (Error decomposition for classification ensem-
bles). Assume that we are dealing with binary classifica-
tion problems. Individual classifiers in an ensemble F =
{f1, ..., f|F |} have been trained and are combined by weighted
plurality voting fens = sgn
(∑
f∈F c · f(x)
)
with
∑
f∈F c =
1In plurality voting, each individual classifier votes for a class and the
class label receiving the most number of votes is regarded as the output of
the ensemble. If there is a tie, the Err function, Eq. (7) gives zero for binary
classification.
1 . Then for the 0/1 error function, the loss function of the
ensemble can be decomposed into
Err(fens(x)y) =
∑
f∈F
c · Err(f(x)y)
−1
2
(
margin(fens,x)−
∑
f∈F
c ·margin(f,x)
)
.
(4)
Computing the expectation in the instance space yields de-
composition of the generalization error as follows,
G¯ = A¯− D¯ , (5)
where
G¯ =ES(Err(fens(x)y)) , (6a)
A¯ =
∑
f∈F
c ·ES(Err(f(x)y)) , (6b)
D¯ =
1
2
ES(margin(fens,x))− 1
2
∑
f∈F
c ·ES(margin(f,x)) , (6c)
with ES(·) representing the expectation in the instance space.
Proof. For one single arbitrary instance x , the error of an
ensemble is defined as
Err(fens(x) · y) = Err
(
sgn
(∑
f∈F
c · f(x)
)
· y
)
. (7)
According to the error decomposition of regression ensembles,
the difference between ensemble error and the average error
of individual classifiers is
Err(fens(x) · y)−
∑
f∈F
c · Err(f(x) · y)
=
∑
f∈F
c ·
(
Err(fens(x) · y)− Err
(
f(x) · y))
=− y
2
∑
f∈F
c · (fens(x)− f(x)) , (8)
and the error decomposition could be rewritten as
Err(fens(x)y) =
∑
f∈F
c ·Err(f(x)y)− 1
2
∑
f∈F
c
(
fens(x)−f(x)
)
y .
(9)
The first term,
∑
f∈F c ·Err(f(x)y) , is the weighted average
loss of the individuals. The second term is defined as the
diversity term which measures the difference between fens(x)
and individual classifiers, and it could be rewritten as
1
2
∑
f∈F
c
(
fens(x)− f(x)
)
y
=
1
2
∑
f∈F
c
(
margin(fens,x)−margin(f,x)
)
. (10)
Note that this term is corresponding to one specific instance
x, defined as
div(fens,x) =
1
2
margin(fens,x)− 1
2
∑
f∈F
c ·margin(f,x) . (11)
And then we obtain the form of the error decomposition for
one single instance x as in Eq. (4). Finally, computing the
expectation over this instance space will yield the form of the
error decomposition for this overall instance set as in Eq. (5).
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Up to now, the diversity measure in Eq. (11) is proposed
based on the error decomposition for classification ensem-
bles, which would serve as the independent variable in the
relationship between the proposed diversity and ensemble
performance in Section III-C. Before that, the properties of the
proposed diversity will be investigated in the next subsection.
B. Properties of G¯, A¯, D¯
In this section, we analyze G¯, A¯, D¯ in Eq. (5) of Theorem 1
to further explore the properties of these three terms.
Corollary 2 (G¯ , A¯ , D¯ only depend on div(fens,x)). Assume
that we are dealing with binary classification problems. In-
dividual classifiers in an ensemble F = {f1, ..., f|F |} have
been trained and are combined by weighted plurality voting
fens = sgn(
∑
f∈F c · f(x)) with
∑
f∈F c = 1 . Then the
generalization error G¯, accuracy A¯ and diversity D¯ of this
ensemble are all dependent on div(fens,x) , that is,
G¯ =
1
2
(1−ES(sgn(λ− 2 div(fens,x)))) , (12a)
A¯ =
1
2
(1−ES(λ− 2 div(fens,x))) , (12b)
D¯ =ES(div(fens,x)) , (12c)
where
λ =

1 , if div(fens,x) ∈ (0, 12 ) ;
0 , if div(fens,x) = 0 ;
−1 , if div(fens,x) ∈ (− 12 , 0) .
(13)
Proof. The error of one individual classifier is
Err(f(x)y) = −1
2
(f(x)y − 1) = −1
2
(margin(f,x)− 1) , (14)
as described previously, therefore, according to Theorem 1,
we could obtain that
G¯ =
1
2
(1−ES(margin(fens,x))) , (15a)
A¯ =
1
2
(
1−ES
(∑
f∈F
c ·margin(f,x)
))
, (15b)
D¯ =
1
2
∑
f∈F
c ·ES(margin(fens,x)−margin(f,x)) . (15c)
On the other side, according to Eq. (11), we could obtain that
div(fens,x)
=
1
2
sgn
(∑
f∈F
c · f(x)
)
y − 1
2
∑
f∈F
c ·margin(f,x)
=
1
2
sgn
(∑
f∈F
c ·margin(f,x)
)
− 1
2
∑
f∈F
c ·margin(f,x) , (16)
then define that
margin(fens,x)=ˆ
∑
f∈F
c ·margin(f,x) , (17)
and consequently obtain that for clarity,
margin(fens,x) = λ− 2 div(fens,x) , (18)
where λ is defined in Eq. (13). Finally, we could obtain that
Eq. (12a)–(12c) as described in Corollary 2.
C. Relationship Between Diversity and Ensemble Performance
The relationship between diversity and generalization in the
literature remains an open question. Some researchers, such as
Kuncheva and Whitaker [13], hold doubts about the usefulness
of diversity measures in building classification ensembles
in real-life pattern recognition problems. In contrast, some
researchers hold the view as well that diversity among the
members of a team of classifiers is a crucial issue in classi-
fiers’ combination [29]. They are two contradicting views, so,
weirdly, both of them have some supporting experimental re-
sults in some cases. For instances, some empirical results [13]
showed less correlation between diversity and generalization
error by varying the diversity in the ensemble. Meanwhile,
some experiments [16] showed precisely the opposite results.
Hence, to clarify of this issue, whether or not diversity
affects the performance of generalization, becomes particularly
essential. Herbrich and Graepel [20], [21] presented that
the relationship between generalization and margin did exist.
Based on their work and the relationship between the proposed
diversity and margin, we propose the relationship between the
proposed diversity and generalization in the PAC framework,
as shown in Figure 1.
Given the input/feature space X , the output/label space
Y , and the training set S as described above, any instance
(x, y) ∼ (X,Y) ∈ (X ,Y) in S is drawn independent and
identically distributed (i.i.d.) according to a certain unknown
probability measure PY|XPX , and we only consider linear
classifiers as classification ensembles just like fens(·) in
Eq. (1),
F = {x 7→ sgn(〈c, φ(x)〉) | c ∈ C} , (19)
where φ(x) = [f1(x), ..., f|F |(x)]T and c = [c1, ..., c|F |]T .
Notice that
∑
f∈F c = 1 leads to a one-to-one correspondence
of hypotheses fens(x, c) ∈ F to their parameters c ∈ C .
Assume that the existence of a “true” hypothesis c∗ ∈ C
labeling the data, leading to a PAC-likelihood,
PY|X=x(y) = I(y = sgn(〈c∗, φ(x)〉)) . (20)
There exists a version space V (S) ⊆ C because of the
existence of c∗ ,
V (S) = {c ∈ C | ∀(x, y) ∈ S , sgn(〈c, φ(x)〉) = y} . (21)
The true risk R(c) of consistent hypotheses c ∈ V (S) is
R(c) = EXY[I(sgn(〈c, φ(X)〉) 6= Y)] , (22)
and a concept of the margin γ(c) of an ensemble c is
introduced [20], [21] as
γ(c) = min
(x,y)∈S
y〈c, φ(x)〉 , (23)
since all ensemble classifiers c ∈ V (S) are indistinguishable
in terms of error rate on the given training set S . Herbrich and
Graepel [21] presented that the generalization error R(c) of
an ensemble was bounded from above in terms of the margin
γ(c), as shown in Lemma 3.
Lemma 3 (Relationship between margin and generaliza-
tion [21]). For any probability measures PX such as
PX(‖φ(x)‖ 6 δ) = 1 and for any ξ ∈ (0, 1] , with probability
at least (1−ξ) over the random draw of the training instances
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Margin: margin(c,x) in Eq. (2)Diversity: div(c,x) in Eq. (11)
The Proposed Measurement of Diversity
Estimated Risk: Rˆ(c) in Eq. (25)
Generalization Error: R(c) in Eq. (22)
Based on Lemma 3
[20], [21]
The Proposed Theorem 4
(Relationship Between Them)
Fig. 1. Illustration for the motivation of the relationship between the proposed diversity and ensemble performance based on [20], [21].
Herbrich and Graepel [20], [21] proposed the relationship between margin and generalization (in Lemma 3). Besides, the proposed diversity
in Eq. (11) is related to the margin. In this case, we could propose the relationship between the proposed diversity and ensemble performance
(in Theorem 4). Note that the arrow from A to B means that B is related to A, where arrows in solid lines represent direct relations and
that in the dotted line represents the indirect relation.
S ∈ (X ,Y)|S| , for any arbitrary consistent ensemble classifier
c ∈ V (S) with a positive margin γ(c) > √32δ2/|S| , the
generalization error R(c) could be bounded from above as
following,
R(c) 6 2|S|
(
κ(c) log2
(
8e|S|
κ(c)
)
log2(32|S|) + log2
(
2|S|
ξ
))
,
(24)
where κ(c) =
⌈(
8δ
γ(c)
)2⌉
.
Subsequently, inspired by the relationship between margin
γ(c) and generalization error R as in Lemma 3 [21], we
present the following relationship between the proposed diver-
sity and generalization. It is worth mentioning that the margin
γ(c) could be linked with the proposed diversity div(fens,x)
in Eq. (11), which exactly inspired us to pursue the relationship
between the proposed diversity and the generalization risk. To
simplify the analysis, we only consider the most important
item in Eq. (24), i.e., κ(c) log2
( 8e|S|
κ(c)
)
, described as Rˆ(c) .
Theorem 4 (Relationship between the proposed diversity and
generalization). For any probability measures PX such as
PX(‖φ(x)‖ 6 δ) = 1 and for any ξ ∈ (0, 1] , the random
draw of the training instances S ∈ (X ,Y)|S| is given with
probability ε by noise disturbance. Then for any arbitrary
consistent ensemble classifier c ∈ V (S) , with probability at
least (1 − ξ) , the variation tendency of the upper bound of
generalization error R(c) is the same as that of Rˆ(c) , that
is,
Rˆ(c) =
(
8δ
γ(c)
)2
log2
(
8e|S|
(
γ(c)
8δ
)2)
, (25)
γ(c) = min
(x,y)∈S
(1− 2ε)(λ− 2 div(fens,x)) , (26)
where
λ =

1 , if div(fens,x) ∈ (0, 12 ) ;
0 , if div(fens,x) = 0 ;
−1 , if div(fens,x) ∈ (− 12 , 0) .
(27)
Proof. Due to the existence of noise in real data, for any
arbitrary instance x in S , let z be the observed label of this
instance, and let y be the true unknown label corresponding.
Thus, the error rate of the training set S is recorded as
P(z 6= y |x ∈ S)=ˆε , and the error of a classifier f is
recorded as P(f(x) 6= z |x ∈ S)=ˆθ . Since the training set
is affected by noise and other factors, we believe that θ > ε .
Then we use the observable z to estimate the value of y, i.e.,
yˆ = (1−ε)z+ε(−z) = (1−2ε)z . Thus, for a given training set
S = {(xi, zi) | i = 1, ..., |S|} , individual classifiers are trained
to constitute an ensemble, i.e., the set F = {f1, ..., f|F |} . The
margin of one individual classifier fj on the instance xi is
margin(fj ,xi) = fj(xi)zi . (28)
Describe margin(fens,xi) as in Eq. (17), and then according
to Eq. (18) the margin of the ensemble is obtained
γ(c) = min
16i6|S|
(1− 2ε)(λ− 2 div(fens,xi)) , (29)
based on Eq. (23), which is mainly reflecting the difference
among different members of the ensemble, i.e., diversity. Let
x∗ be the very instance where the ensemble reaches the
minimum of the margin γ(c) , that is,
γ(c) = (1− 2ε)(λ− 2 div(fens,x∗)) , (30)
then κ(c) is obtained based on Eq. (24). To simplify the
analysis, we only consider the most important item in Eq. (24),
i.e., κ(c) log2
( 8e|S|
κ(c)
)
, described as Rˆ(c) , i.e.,
Rˆ(c)=ˆκ(c) log2
(
8e|S|
κ(c)
)
≈
(
8δ
(1− 2ε)(λ− 2 div(fens,x∗))
)2
· log2
(
8e|S|
(
(1− 2ε)(λ− 2 div(fens,x∗))
8δ
)2)
,
(31)
with the same variation tendency as R(c) .
According to Theorem 4, the generalization error of the
ensemble could be quantified by the diversity. Eq. (31) re-
flects the relationship of individual classifiers div(fens,x∗) ∈
(− 12 , 12 ) and the performance of generalization error of the en-
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Fig. 2. Illustration of the estimator of generalization error and its first derivative, impacted by our proposed measure of diversity. Notice that
these endpoints (q4, q5 and q6) in this figure refer to those points on the horizontal axis with the same abscissas correspondingly in fact. In
this graph, parameters’ values are specialized as follows: δ = 1, ε = 0.01, |S| = 200. (a) Relationship between diversity and the ensemble
generalization. (b) Relationship between diversity and the first derivative of generalization.
semble R(c) . Therefore, the first and the second derivative2 of
the estimated risk Rˆ(c) could be obtained by doing derivation
of Rˆ(c) on div(fens,x∗),, i.e.,
Rˆ′ =4
(
8δ
1− 2ε
)2
1
(λ− 2 div(fens,x∗))3
· log2
(
8|S|
(
(1− 2ε)(λ− 2 div(fens,x∗))
8δ
)2)
, (32)
Rˆ′′ =
8
ln 2
(
8δ
1− 2ε
)2
1
(λ− 2 div(fens,x∗))4
·
(
3 ln
(
8|S|
(
(1− 2ε)(λ− 2 div(fens,x∗))
8δ
)2)
− 2
)
.
(33)
We are already aware that div(fens,x∗) ∈ (− 12 , 12 ) . Thus, the
graph of the upper bound of the generalization error Rˆ(c) is
symmetrical about the vertical axis, as shown in Figure 2. And
then we take div(fens,x∗) ∈ (0, 12 ) for example to analyze the
effect of diversity on the generalization error in the ensemble.
As the relationship between the proposed diversity
div(fens,x
∗) and the generalization error Rˆ(c) in the ensem-
ble is Eq. (31), the monotonicity and concavity of function
could be analyzed based on its first derivative and second
derivative. On the positive abscissa axis, let q1, q3 be the left
endpoint and the right endpoint of the range, respectively.
The function inflexion q2 is found by making Rˆ′(c) = 0 ,
also remarked as q4 . Thus the monotone increasing interval
is (q1, q2) , and the monotone diminishing interval is (q2, q3) .
Then the stagnation point of the first derivative q5 is found by
making Rˆ′′(c) = 0 , to analyze the concavity of the function
Rˆ(c) ; the stagnation point of the second derivative q6 is found
2The first derivative of a function f(x), written as f ′(x), is the slope of the
tangent line to the function at the point x. To put this in non-graphical terms,
the first derivative tells us whether a function is increasing or decreasing, and
by how much it is increasing or decreasing. The second derivative of a function
is the derivative of the derivative of that function, written as f ′′(x). While
the first derivative can tell us if the function is increasing or decreasing, the
second derivative tells us if the first derivative is increasing or decreasing [50].
by making Rˆ′′′(c) = 0 , to analyze the concavity of the
function Rˆ′(c) . Their values are
q1 = ε , q3 =
1
2
(
1− ε
1− 2ε
)
, (34a)
q4 = q2 =
1
2
(
1− δ
1− 2ε
√
8
|S|
)
, (34b)
q5 =
1
2
(
1− δ
1− 2ε
√
8
|S|e
2
3
)
, (34c)
q6 =
1
2
(
1− δ
1− 2ε
√
8
|S|e
7
6
)
, (34d)
where an implied condition exists, i.e.,
ε 6 δ
1− 2ε
√
8
|S| 6 1− 2ε . (35)
Note that q1 < q2 < q3 and q6 < q5 < q4 = q2 . Then the
domain of diversity div(fens,x∗) could be divided into eight
intervals, as shown in Table I. Up to now, we could analyze
TABLE I
MONOTONE INTERVALS. THE FIRST COLUMN IS DIVERSITY
div(fens,x
∗). THE SECOND AND THE THIRD COLUMNS ARE THE
ESTIMATED RISK Rˆ(c) AND ITS FIRST DERIVATIVE,
RESPECTIVELY. NOTE THAT THE ESTIMATED RISK REFLECTS THE
GENERALIZATION ERROR R(c) OF THE ENSEMBLE fens . THE
FOURTH AND THE FIFTH COLUMNS ARE THE VARIATION OF THE
ESTIMATED RISK Rˆ(c) AND THAT OF ITS FIRST DERIVATIVE,
RESPECTIVELY.
div(fens,x
∗) Rˆ(c) Rˆ′(c) ∆Rˆ ∆Rˆ′
(−q3,−q2) ↗ convex ↘ concave smaller larger
(−q2,−q5) ↘ convex ↘ concave smaller larger
(−q5,−q6) ↘ concave ↗ concave larger larger
(−q6,−q1) ↘ concave ↗ convex larger smaller
(q1, q6) ↗ concave ↗ concave larger larger
(q6, q5) ↗ concave ↗ convex larger smaller
(q5, q2) ↗ convex ↘ convex smaller smaller
(q2, q3) ↘ convex ↘ convex smaller smaller
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in detail the effect of diversity on generalization error within
different intervals.
(1) When div(fens,x∗) = 0 in this paper, we only consider
two cases: “all individual classifiers give the right result
of the instance x∗’s label;” “all individual classifiers give
the wrong result of the instance x∗’s label.” We do not
consider the situation of a tie.
(2) In real situations, div(fens,x∗) is negative in most
cases which means “the ensemble classifier has mis-
classified the instance that corresponds to the selected
div(fens,x
∗).” Notice that in the finite experiments,
when the value of |S| satisfies Eq. (35), it is rare that
div(fens,x
∗) is larger than zero. If div(fens,x∗) < 0 ,
increasing diversity will improve the ensemble’s perfor-
mance, which is the reason why we should increase
diversity in that case.
(3) When div(fens,x∗) is located in the positive abscissa
axis, the ensemble classifies the corresponding instance
correctly. In the range near zero, individual classifiers
that classify the instance correctly take great advantage,
and the closer div(fens,x∗) is to zero, the greater their
advantage is. In the range near 1/2 , individual classifiers
that classify the instance correctly take a small advantage,
and the closer div(fens,x∗) is to 1/2 , the smaller their ad-
vantage is. In this case, diversity needs to be decreased to
increase the generalization performance of the ensemble,
with the basic idea of keeping the ensemble classifying the
corresponding instance correctly. In summary, increasing
diversity will reduce the advantage of the individuals that
classify the instance correctly, which should be avoided.
(4) When div(fens,x∗) is located in the negative axis, the
ensemble classifies the instance incorrectly. Similar results
could be analogized.
Based on these analyses, the relationship between the proposed
diversity and generalization error varies when diversity lays in
different ranges. Generally speaking, there are two specific
ranges that need to be paid attention to particularly, i.e.,
(−q5,−q6) and (−q6,−q1) , according to Table I. In these
two ranges, more diversity would lead to better generalization,
which is why it is necessary to increase div(fens,x∗) to get a
more effective ensemble classifier. However, in other ranges,
more diversity will not lead to better generalization, so the
ensemble could remain the same to continue the learning
process.
D. Ensemble Pruning based on Diversity
Inspired by the relationship between the proposed diversity
and generalization of classification ensembles, we propose an
ensemble pruning method, named as “Ensemble Pruning based
on Diversity (EPBD),” presented in Algorithm 1. It aims to
prune an ensemble with rare performance degradation, with the
basic idea of utilizing diversity and accuracy simultaneously.
The inputs of this method are: (i) a training set S of valid
data instances, (ii) a set F of trained individual classifiers,
i.e., the original set of classifiers to constitute an ensemble
classifier in Eq. (1), (iii) the ratio α which means the individual
classifiers in the pruned sub-ensemble are chosen in a ratio
Algorithm 1 Ensemble Pruning based on Diversity, EPBD
Input: A training set S = {(x1, y1), ..., (x|S|, y|S|)} ,
an original ensemble F = {f1, ..., f|F |} ,
the threshold µ , and the trade-off parameter β .
Output: The pruned sub-ensemble H ⊂ F .
1: H = ∅.
2: repeat
3: Search for the specific data instance (x, y) which satisfies the
search criterion Eq. (30).
4: Sort classifiers in F that classify this instance correctly in
ascending order according to generalization performance.
5: Pick out the first one f(·) in the previous step, add it to H ,
and remove it from F .
6: until The termination condition is met.
of α(%) from the original ensemble, and (iv) the trade-off
parameter β is used to balance accuracy and diversity. Notice
that the coefficient c corresponding to the individual f is set
to 1/|F | for simplicity here. The output of this method is the
set of classifiers H composing the pruned sub-ensemble after
pruning, which is initially set to ∅. This algorithm terminates
when the number of H reaches the number of a pruned sub-
ensemble classifier, i.e., α|F |, or when it cannot pick up
an individual classifier in F that satisfies the corresponding
condition (i.e., all individual classifiers in F misclassify the
corresponding instance).
The objective of this method is to obtain a pruned sub-
ensemble whose performance approaches as optimal as possi-
ble. As shown in Algorithm 1, it firstly picks out an individual
classifier whose diversity and accuracy are as high as possible,
raising diversity in line 3 and increasing accuracy in line 4.
Specifically, the sorting principle we use in line 4 is mainly
based on accuracy plus β times div(fens,x) in Eq. (30). Then
it puts the selected individual classifier into the candidate
classifier set H , as shown in line 5. Subsequently, it follows
a cycle to select the classifiers in F repeatedly until the
termination conditions are met.
E. Complexity Analysis of EPBD
In this subsection, we give the complexity analysis of the
proposed EPBD. According to the Algorithm 1, the computa-
tional complexity of EPBD is analyzed as follows:
• Firstly, the complexity of line 3 is O(jm + m logm)
where j = n−i+1, and n,m are the number of individual
classifiers and instances, respectively, when i ∈ {1, ..., k}.
Note that k is the size of the pruned sub-ensemble.
• Secondly, the complexity of line 4 is O(j log j) where
j = n− i+ 1 when i ∈ {1, ..., k}.
• Thirdly, the complexity of line 5 is O(1).
Therefore, the overall computational complexity of EPBD is
O(∑nj=n−k+1(jm+m logm+j log j)) which is O(mk(n−
k−1
2 ) +mk logm+
∑n
i=n−k+1(i log i)
)
.
IV. EXPERIMENTS
In this section, we elaborate our experiments to evaluate
the proposed relationship between the proposed diversity and
generalization performance of ensemble classifiers and the
proposed algorithm. The data sets we use includes one image
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TABLE II
COMPARISON OF THE STATE-OF-THE-ART PRUNING METHODS WITH EPBD USING BAGGING TO PRODUCE AN ENSEMBLE WITH LMS AS
INDIVIDUAL CLASSIFIERS. THE COLUMN NAMED AS “ENSEM” IS THE CORRESPONDING RESULTS FOR THE ENTIRE ENSEMBLE WITHOUT
PRUNING. THE BEST ACCURACY WITH LOWER STANDARD DEVIATION IS INDICATED WITH BOLD FONTS FOR EACH DATA SET (ROW).
Data set Ensem ES KL KP OO DREP SEP PEP GMA LCS EPBD
card 75.77±6.14 75.18±6.02 77.81±5.90 74.16±5.13 77.96±6.31 79.27±5.60 75.04±6.89 77.96±4.83 74.31±6.66‡ 73.58±5.71 77.52±6.64
heart 82.59±4.06 82.96±4.01 82.96±4.97 83.33±2.27 82.96±1.55 82.96±3.04 83.70±3.56 82.22±2.11 81.48±2.93 81.85±3.31 83.33±2.93
ringnorm 77.38±0.88 77.09±0.66 77.12±0.87 77.34±0.96 77.36±0.83 76.86±0.65‡ 77.57±0.97 77.35±0.90 77.27±0.70 77.19±0.92 77.46±0.75
spam 89.79±1.32 89.73±1.01 89.75±1.26 89.40±1.05 89.36±1.06 90.03±0.90 89.68±1.24 90.01±1.13 89.62±1.21 89.51±1.17 89.58±1.02
waveform 88.27±1.14 88.31±1.13 88.39±1.15 88.33±1.23 88.45±1.16 88.31±1.16 88.29±1.20 88.37±1.08 88.29±1.07 88.29±1.06 88.33±1.10
wisconsin 96.74±1.24 96.74±1.12 96.74±1.44 96.59±1.35 96.59±1.86 96.44±1.10 96.59±0.99 96.74±1.35 96.74±1.12 96.74±0.84 96.74±0.84
credit 75.99±0.65‡ 75.18±1.00‡ 69.96±3.46‡ 67.62±14.58 77.27±0.36 77.81±0.11† 75.93±1.17‡ 76.95±1.19 74.90±3.56 76.65±0.76 77.45±0.25
landsat 96.28±0.36 96.30±0.32 96.25±0.36 96.30±0.30 96.31±0.36 96.13±0.32‡ 96.28±0.27 96.25±0.31 96.27±0.29 96.31±0.28 96.30±0.42
ecoli 91.21±3.92 88.79±3.65 87.88±4.15‡ 81.82±7.03‡ 89.39±6.52 92.73±4.20 90.61±3.92 91.52±4.49 84.55±8.73 87.58±8.40 90.91±4.42
mammo graphic 82.40±2.03 81.67±3.11 81.98±2.38 81.15±2.93 81.77±1.91 82.60±2.13 81.77±2.83 82.60±1.41 81.15±1.70 81.98±1.25 81.88±2.13
segmentation 28.18±0.36‡ 91.00±2.27 91.13±2.31 91.17±1.84 91.39±2.01 89.87±3.91 91.13±2.31 91.26±2.23 90.95±2.04 90.95±2.11‡ 91.30±2.09
sensor (2d) 62.62±1.42 62.55±1.37‡ 62.53±1.72 62.44±1.54 62.99±1.27 61.58±1.36‡ 62.75±1.55 63.06±1.64 62.55±1.79 62.57±1.37 63.13±1.17
sensor (4d) 62.99±1.79‡ 62.91±1.96‡ 62.90±2.10‡ 62.86±1.84‡ 63.56±2.10 62.40±1.96‡ 63.08±1.87‡ 63.43±1.92 63.12±1.96‡ 63.06±2.08‡ 63.59±2.14
waveform 85.65±1.57 85.53±1.59 85.35±1.66 85.65±1.84 85.55±1.15 84.84±2.03 85.53±1.47 85.87±1.09 85.45±1.46 85.19±1.26 85.83±1.32
waveform noise 85.53±1.17 85.51±1.67 85.15±1.10‡ 85.39±1.27 85.11±0.92 84.60±1.41 85.13±1.36 85.41±1.51 85.57±1.14 85.39±1.34 85.63±1.15
t-test (W/T/L) 3/17/0 4/16/0 4/16/0 2/18/0 0/20/0 4/15/1 2/18/0 0/20/0 3/17/0 3/17/0 —
Average Rank 5.53 6.60 6.73 7.50 4.80 6.97 6.00 3.77 7.63 7.20 3.27
1 The reported results are the average test accuracy (%) of each method and the corresponding standard deviation under 5-fold cross-validation on each data set.
2 By two-tailed paired t-test at 5% significance level, ‡ and † denote that the performance of EPBD is superior to and inferior to that of the comparative method,
respectively.
3 The last two rows show the results of t-test and average rank, respectively. The “W/T/L” in t-test indicates that EPBD is superior to, not significantly different
from, or inferior to the corresponding comparative methods. The average rank is calculated according to the Friedman test [51].
TABLE III
COMPARISON OF THE SPACE COST BETWEEN EPBD AND OTHER METHODS THAN CANNOT FIX THE SIZE OF PRUNED SUB-ENSEMBLES,
USING BAGGING TO CONSTRUCT CLASSIFICATION ENSEMBLES. NOTE THAT EPBD COULD GUARANTEE THAT THE SIZE OF THE PRUNED
SUB-ENSEMBLE IS NO MORE THAN THE UP LIMIT OF THAT, BASED ON THE PRUNING RATE. THE BEST PERFORMANCE (HIGHER
ACCURACY WITH LOWER STANDARD DEVIATION) WITH ITS CORRESPONDING SIZE OF THE PRUNED SUB-ENSEMBLE IS INDICATED WITH
BOLD FONTS FOR EACH DATA SET (ROW).
Data set Test Accuracy (%) / Size of Pruned Sub-EnsemblesOO DREP SEP PEP LCS EPBD
landsat 97.60±0.23 9.80±1.30 95.89±0.43‡ 1.00±0.00 97.51±0.47 9.00±2.35 97.51±0.10 11.00±0.71 97.42±0.52 9.00±0.00 97.53±0.19 6.80±1.64
mammo graphic 79.90±1.75‡ 9.60±1.82 80.31±1.62 1.20±0.45 79.58±1.49 10.00±1.22 80.10±1.82 7.40±1.67 80.31±1.96 9.00±0.00 80.52±2.07 6.00±1.00
sensor (24d) 90.34±1.03 10.40±1.34 90.14±0.80 1.00±0.00 90.25±0.84 9.00±3.32 90.34±1.13 9.00±2.00 90.03±0.67‡ 9.00±0.00 90.50±0.85 7.60±0.89
waveform 88.07±0.56 10.20±1.64 87.97±0.35 1.00±0.00 88.13±0.80 9.40±2.61 88.07±0.62 8.60±2.07 88.01±0.95 9.00±0.00 88.19±0.72 6.60±1.14
ringnorm 77.36±0.83 11.40±1.14 76.86±0.65‡ 1.00±0.00 77.57±0.97 6.80±2.28 77.35±0.90 6.80±1.79 77.19±0.92 9.00±0.00 77.46±0.75 6.40±0.55
landsat 96.31±0.36 10.60±1.14 96.13±0.32‡ 1.00±0.00 96.28±0.27 9.40±1.34 96.25±0.31 6.60±1.95 96.31±0.28 9.00±0.00 96.30±0.42 6.40±1.34
madelon 54.35±2.53 11.00±2.00 53.92±2.42 1.00±0.00 54.50±2.18‡ 9.00±2.55 54.46±2.12‡ 11.80±1.64 55.04±2.82 9.20±0.45 55.15±2.49 8.40±0.89
credit 74.23±0.61 10.80±1.10 70.91±0.22‡ 1.00±0.00 73.79±0.63 8.60±1.67 74.50±0.30 21.00±0.00 73.84±0.40 9.00±0.00 74.76±0.65 5.80±0.45
t-test (W/T/L) 1/7/0 4/4/0 1/7/0 1/7/0 1/7/0 —
Average Rank 3.06 5.44 3.56 3.56 3.88 1.50
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Fig. 3. Relationship of error rate and estimated risk in Eq. (25)
calculated based on diversity in Eq. (11) for binary classification. (a)
Using bagging with NBs as individual classifiers. (b) Using bagging
with LMs as individual classifiers.
data set with 12, 500 pictures (Dogs vs Cats3) and 28 data sets
3http://www.kaggle.com/c/dogs-vs-cats
from UCI repository4 [52]. Standard 5-fold cross-validation is
used in these experiments, i.e., in each iteration, the entire data
set is split into two parts, with 80% as the training set and 20%
as the test set. Bagging [22] and AdaBoost [25], [53] are used
to constitute an ensemble classifier on various kinds of indi-
vidual classifiers including decision trees (DT), naive Bayesian
(NB) classifiers, k-nearest neighbors (KNN) classifiers, linear
model (LM) classifiers, and linear SVMs (LSVM). We evalu-
ate the proposed relationship between the proposed diversity
and ensemble performance using scatter diagrams with their
correlation. Besides, to evaluate our proposed pruning method
EPBD, the baselines we considered are a variety of ranking-
based methods, namely Early Stopping (ES), KL-divergence
pruning (KL), Kappa pruning (KP) [54], orientation ordering
pruning (OO) [55], and diversity regularized ensemble pruning
(DREP) [29] as well as optimization-based methods, namely
single-objective ensemble pruning (SEP), and Pareto ensem-
4http://archive.ics.uci.edu/ml/datasets.html
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TABLE IV
COMPARISON OF THE SPACE COST BETWEEN EPBD AND OTHER METHODS THAN CANNOT FIX THE SIZE OF PRUNED SUB-ENSEMBLES,
USING ADABOOST TO CONSTRUCT CLASSIFICATION ENSEMBLES. NOTE THAT EPBD COULD GUARANTEE THAT THE SIZE OF THE
PRUNED SUB-ENSEMBLE IS NO MORE THAN THE UP LIMIT OF THAT, BASED ON THE PRUNING RATE. THE BEST PERFORMANCE (HIGHER
ACCURACY WITH LOWER STANDARD DEVIATION) WITH ITS CORRESPONDING SIZE OF THE PRUNED SUB-ENSEMBLE IS INDICATED WITH
BOLD FONTS FOR EACH DATA SET (ROW).
Data set Test Accuracy (%) / Size of Pruned Sub-EnsemblesOO DREP SEP PEP LCS EPBD
madelon 60.46±2.49 9.60±1.14 64.73±2.01 1.00±0.00 55.92±1.76 9.40±0.89 60.08±2.39 12.60±3.29 63.73±3.88 9.00±0.00 61.92±4.14 9.00±0.00
waveform noise 83.70±1.88 8.80±1.30 79.70±1.82‡ 1.00±0.00 82.64±1.01 10.80±1.92 83.54±0.93 10.40±2.61 84.68±1.17 9.00±0.00 84.32±1.29 9.00±0.00
spam 83.87±2.97 5.20±1.30 85.40±2.90 1.00±0.00 80.28±5.43 10.60±0.89 71.49±29.28 4.60±2.97 29.36±9.07‡ 9.20±0.45 83.94±2.85 9.00±0.00
iono 92.29±2.78 8.00±0.71 92.86±2.47 1.00±0.00 91.14±5.19 10.80±2.28 88.86±4.33 3.60±2.61 32.86±28.12‡ 9.20±0.45 92.86±2.47 6.40±2.07
waveform 88.07±1.12 1.80±0.45 88.07±1.12 1.00±0.00 84.20±9.24 8.80±3.03 84.62±8.31 3.00±1.41 60.70±15.69‡ 9.00±0.00 88.07±1.12 7.20±0.84
ringnorm 76.27±1.61 9.20±0.45 76.27±1.61 1.00±0.00 63.07±2.40‡ 9.40±2.61 76.27±1.61 2.00±0.00 72.32±8.79 9.00±0.00 76.27±1.61 9.00±0.00
sonar 74.15±9.85 10.20±1.48 70.73±6.90‡ 1.00±0.00 73.66±7.19 8.80±1.79 77.07±7.24 10.80±1.10 76.59±4.43 9.00±0.00 77.56±6.07 8.80±0.45
wilt 97.46±0.71 11.80±0.84 97.48±0.88 1.40±0.89 97.08±0.38‡ 8.00±3.16 97.46±0.57 10.00±1.41 97.54±0.62 9.40±0.55 97.58±0.62 9.00±0.00
ecoli 63.33±5.29‡ 10.40±1.14 64.24±8.41 1.00±0.00 62.73±6.21 11.40±1.52 67.27±8.34 10.00±1.00 64.55±7.55 9.00±0.00 67.27±6.83 9.00±0.00
t-test (W/T/L) 1/8/0 2/7/0 2/7/0 0/9/0 3/6/0 —
Average Rank 3.44 3.00 5.22 3.72 3.78 1.83
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Fig. 4. Relationship of diversity and ensemble performance in
Theorem 4, using bagging with DTs as individual classifiers for
binary classification. (a) Relationship between the proposed diversity
and error rate of the ensemble. (b) Relationship between the proposed
diversity and the estimated risk in Eq. (25).
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Fig. 5. Relationship of diversity and ensemble performance in
Theorem 4, using AdaBoost with LMs as individual classifiers for
binary classification. (a) Relationship between the proposed diversity
and error rate of the ensemble. (b) Relationship between the proposed
diversity and the estimated risk in Eq. (25).
ble pruning (PEP) [56]. Moreover, we adopt two methods
from diversity maximization via composable coresets [57]
and change them slightly to make them suitable for pruning
problems, namely the Gonzalez’s algorithm (GMA) and local
search algorithm (LCS). An ensemble is trained and pruned
on the training set and then tested on the test set. It is worth
mentioning that several methods (such as OO, DREP, SEP,
PEP, and LCS) cannot fix the number of classifiers after
ensemble pruning, while others could do that by giving a
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Fig. 6. Comparison of the state-of-the-art methods with EPBD on
the test accuracy. (a) Friedman test chart (non-overlapping means
significant difference) [51]. (b) The aggregated rank for each method
(the smaller the better) [56].
pruning rate that is the up limit of the percentage of those
discarded individual classifiers in the original ensemble. Those
methods that cannot fix the size of the pruned sub-ensemble
might lead to increase or reduce the size of pruned sub-
ensembles and affect their space cost.
A. Validating the Relationship Between the Proposed Diversity
and Ensemble Performance
In this subsection, experiments are conducted to verify the
proposed relationship between the proposed diversity and gen-
eralization performance of ensemble classifiers (Theorem 4).
Before that, we need to verify the ensemble performance’s re-
lationship with the estimated risk. The experimental results are
reported in Figure 3, including different individual classifiers.
In each experiment, estimated risk was calculated by Eq. (25),
based on the proposed diversity by Eq. (11). The correlation
between estimated risk and real error rate was calculated, as
annotations shown in Figures 3(a)–3(b), presenting a high level
of correlation between them. Besides, experimental results
reported in Figures 4–5 indicate that the relationship between
the proposed diversity and ensemble performance in Theo-
rem 4 is faithful. Along with the increase of diversity, the
ensemble performance would be on an “upward-downward-
upward-downward” trend in Figures 4(a) and 5(a), which
coincides with the analyses in Section III-C. Therefore, we
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Fig. 7. Comparison of the space cost between EPBD and other methods that cannot fix the size of pruned sub-ensembles. Although EPBD
cannot fix the number of individual classifiers in the pruned sub-ensemble, it could guarantee that the size of the pruned sub-ensemble is no
more than the up limit of that, based on the pruning rate. (a–d) Using bagging with DTs, SVMs, LSVMs, and KNNs as individual classifiers,
respectively. (e–h) Using AdaBoost with DTs, SVMs, LSVMs, and KNNs as individual classifiers, respectively.
could utilize the proposed relationship between the proposed
diversity and generalization error to guide our understanding
of diversity, and this relationship is a good start to dig the real
role of diversity in ensemble learning.
B. Comparison Between EPBD and the State-of-the-art En-
semble Pruning Methods
In this subsection, we compare the performance of various
ensemble pruning methods, including ES, KL, KP, OO, DREP,
SEP, PEP, GMA, and LCS with the proposed EPBD method.
Experimental results reported in Table II contain the average
test accuracy of each method and the corresponding standard
deviation under 5-fold cross-validation on each data set. Each
row (data set) in Table II compares the classification accuracy
using bagging with the same type of individual classifiers, in-
dicating results with higher accuracy and lower standard devi-
ation by bold fonts. Besides, the significance of the difference
in the accuracy performance between two methods is examined
by two-tailed paired t-test at 5% significance level to tell if two
ensemble pruning methods have significantly different results.
Two methods end in a tie if there is no significant statistical
difference; otherwise, one with higher values of accuracy will
win. The performance of each method is reported in the last
row of Table II, compared with EPBD in terms of the number
of data sets that EPBD has won, tied, or lost, respectively.
We may notice that sometimes OO or PEP might achieve
the best results instead of our EPBD. However, both of them
cannot fix the number of classifiers after ensemble pruning
like EPBD does, leading to keep more individual classifiers
than we desire in most situations. Therefore, sometimes they
may achieve better results than EPBD yet without significant
difference. Meanwhile, it could be inferred that EPBD could
achieve competitive results even though it only keeps fewer
individual classifiers, which means that the principle we used
to guide the pruning process is effectual and that utilizing our
proposed relationship is reasonable. Figure 6(a) shows that
EPBD could achieve competitive results as OO and PEP, and
EPBD has significant superiority over other compared pruning
methods. Figure 6(b) presents the aggregated rank for each
method, describing the similar conclusions to Figure 6(a).
C. Comparison of Space Cost Between EPBD and Methods
that Cannot Fix the Size of Pruned Sub-Ensembles
In this subsection, we compare the accuracy and the space
cost between EPBD with methods that cannot fix the size
of pruned sub-ensembles, such as OO, DREP, SEP, PEP, and
LCS. Experimental results are reported in Tables III–IV and
Figure 7. As shown in Figure 7, DREP only keeps one of
the individual classifiers that is not an ensemble at all in
most cases; OO, SEP, and PEP usually generate pruned sub-
ensembles with a larger size than the up limit of that; the
size of pruned sub-ensembles generated by LCS is relatively
steady around the up limit of that. Besides, although EPBD
cannot fix the number of individual classifiers in the pruned
sub-ensemble, it could guarantee that the size of the pruned
sub-ensemble is no more than the up limit of that, based on
the pruning rate. Therefore, we could conclude that EPBD
could run as expected to generate a comparable ensemble
performance with a smaller size to the original ensemble.
V. CONCLUSION
This paper has investigated and utilized diversity in clas-
sification ensembles, and it made the following contributions
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to the ensemble learning community. First of all, inspired by
the regression ensembles, this paper proposed the measure
of diversity utilizing the error decomposition for classifier
ensembles, which broke the error of classification ensembles
into two terms: the accuracy and the diversity terms. The
empirical results have confirmed that “div” is a distinct
diversity measure. Secondly, we have theoretically investi-
gated the relationship between the proposed diversity and
generalization of the ensemble through the bound between
margin and generalization. These theoretical analyses solve
an open question in ensemble area to some extent, i.e., when
does diversity help the generalization of ensembles? Based on
the analyses, the relationship between the proposed diversity
and generalization error varies when diversity is in different
ranges. In some ranges, more diversity could lead to better
generalization, while in other ranges, more diversity is not
beneficial to the generalization based on the bound analyses.
Thirdly, in order to validate and employ the relationship
of diversity to improve the performance of ensembles, we
have proposed EPBD that can prune an ensemble without
much performance degradation. Although this generalization
bound could be loose, our work provides a direction and one
theoretical attempt to reveal the impacts of the diversity to the
generalization. Our future work is to generalize the proposed
methodology to the multi-classification problems.
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