ABSTRACT Subcutaneous veins should be accurately segmented to satisfy the emerging demands in biometrics-based identity recognition, automated intravenous injection, and vascular surgical navigation. This paper proposes a novel segmentation method for extracting vascular vein structures from near-infrared images based on multiple feature classification. First, the isotropic undecimated wavelet transform in combination with the Hessian function is used to enhance the visibility of vascular structures. An approximated vascular structure is extracted by multiple-scale features based on the enhanced image. The establishment of the mapping relationship between the sketch image and source image spaces is assisted by mending and fitting procedures. Vascular features are also extracted from the enhanced contour image by a matched filter. Furthermore, the image can be classified into vascular, skin, and blurred regions by a K-means algorithm. The final vascular segmentation outcome is a refined structure. Segmentation results demonstrated that the proposed method is robust for subcutaneous vein images with different blur scales, where the completeness and smoothness of the extracted vein structure are retained. The proposed method is accurate and completely automatic, with potential applications in biometric feature recognition and intravenous injection.
I. INTRODUCTION
Subcutaneous vein imaging [1] - [3] has recently been intensively studied because of its important applications, including biometric feature recognition, intravenous injection, and vascular surgery. With the development in spectroscopic imaging technology, the infrared spectrum [4] - [6] has been proven considerably effective in capturing superficial subcutaneous veins. Infrared light penetrates the human skin, and the infrared image shows different spectral characteristics of blood flow and other tissues. Consequently, the superficial blood flow can be effectively visualized by identifying different spectrum responses. The infrared imaging technique uses infrared light to capture the superficial blood flow, which is less radioactive, hazardous, and convenient compared with X-ray or ultrasound [6] . This imaging technique can be utilized in intravenous injection for patients with relatively deep or thin veins, especially children and elderly people. Obese and wounded patients display similar visibility issues, which cause difficulty in vein injection. Moreover, the subcutaneous vein pattern is distinct for each individual, and it shows no significant change with aging. Thus, the imaging technique can be utilized for identity recognition of humans.
Generally, the recommended infrared spectrum for vein imaging falls within the wavelength range of 800-1100 nm, with two main classes: near-infrared imaging and far-infrared imaging. The near-infrared imaging technique is slightly affected with environmental radiation factors of different light sources; its imaging quality is high, and the equipment is inexpensive. By contrast, the far-infrared imaging technique is vulnerable to the interference of environmental factors, such as temperature and perspiration [6] . The near-infrared imaging system can be grouped into transmission and reflection systems according to different optical radiation methods. In the transmission system, the light source and imaging plane are placed in opposite directions beside the human body. The transmitted light partially penetrates human tissues, and a portion of distinguishable spectral responses caused by dynamic blood flow can be reflected on the imaging plane.
However, such imaging methods strictly require that the illumination intensity is proportional to the human tissue thickness, which varies with different thicknesses of the skin and with age. The captured image may present uneven gray scale distributions for different penetration depths of human tissues [7] . In the reflection system, the light source and imaging plane are located at the same side of the human body; a charge-coupled device camera captures the reflection light at the imaging plane that is reflected from the human tissues [8] . To visualize vein patterns at 3.8 mm beneath the dorsal skin, the transmission power of the reflection-based system should be adjusted, such that it is slightly intense for health and safety considerations. Given that the light source is close to the human skin, the captured image presents a grayscale distribution. In practice, the reflection system configuration is a remarkable suitable imaging technique for capturing subcutaneous veins under the dorsal skin of hands and arms.
Subcutaneous veins generally show low contrast and poor image quality considering their special imaging property. The accurate vascular segmentation technique in nearinfrared images is still the most challenging task worldwide. Huang et al. [9] introduced the simple linear iterative clustering method to partition the image into small subimage blocks; vessel segmentation is achieved by utilizing the Niblack thresholding method [10] . Hu et al. [11] proposed a local thresholding method based on the morphological information that is extracted from the infrared image, in which the average gray scale expansion and corrosion images are utilized as basis for adaptive threshold processing. The local thresholding methods achieve vessel segmentation according to the local intensity distribution, thereby revealing vessels with low contrast. These methods can be performed rapidly, but they only consider the local intensity distribution. In addition, complete vascular structures are rarely considered. Thus, the segmentation results are sensitive to noise, especially for small vessels with low contrast.
Miura et al. [12] proposed the ridge-based estimation method called repeated line tracking for vein structure tracking. First, this method randomly uses a series of seeds in the image; the vascular structures can be iteratively obtained by detecting vessels with similar properties. Liu et al. [13] estimated the vascular diameter from approximated segmentation results to refine the segmentation result by introducing the recursive least squares algorithm. Yu et al. [14] combined the Hessian matrix and a matched filter to enhance the vascular structure. Direction vectors on the image are first extracted by the Hessian matrix and subsequently utilized to construct a matching template. When the entire image is convolved with the templates, the tubular structure can be enhanced, and pseudoedges are removed. Sakthivel [15] proposed a multichannel Gabor filter for vascular structure enhancement. This method first enhances the contrast of vessels with different direction vectors and different diameters by the Gabor filter; the computed multiple scales of a vessel image are combined to obtain the final enhanced vessel image. In addition, the image direction field [15] , deformable model [16] , curve extraction [17] , [18] , and active contour [19] methods are also utilized for vascular segmentation. Generally, feature-based methods should extract many distinct features for accurate vessel extraction in the infrared image. Template-based methods should include different template scales for extraction of vessels with different sizes.
Given that near-infrared images for subcutaneous veins constantly display obscure vein contours and low-quality image, an optimized segmentation algorithm that can accurately segment subcutaneous veins with respect to the characteristics of near-infrared imaging should be constructed. The present work mainly aims to develop a high-speed and powerful segmentation framework for accurate extraction of subcutaneous veins from near-infrared images. In this paper, a novel multiple feature extraction and classification method is proposed for accurate subcutaneous venous segmentation. This study first enhances the image by using the isotropic undecimated wavelet transform (IUWT) [20] , [21] . The direction vectors of the enhanced image are obtained by a multiscale Hessian operator. These vectors are also utilized to calculate the multiple-scale image, likelihood image, initial segmentation boundary, and directional image. Subsequently, the estimated initial segmentation boundary of veins is utilized to track the separated venous segments. Given that the venous branches generally exhibit low contrast, the segmented venous branches are combined with their direction vectors to estimate the branching point. The different venous branches are labeled and fixed collectively by branch fitting and normal directional adjustment. To determine the centerline and vascular boundaries accurately, the curvilinear shape of the venous branch is transformed into a straight rectangular template. The centerline and diameter of the transformed vessels can be calculated by the second-order Gaussian MFR estimation. Finally, the K-means classification method is utilized to classify the image into the vessel, boundary, or background region.
The major contributions of our study are as follows:
• A novel subcutaneous vein segmentation framework is proposed to extract subcutaneous veins from nearinfrared images accurately.
• Multiscale structure information is introduced to improve the segmentation results rather than intensity information, especially for images with high noise and low contrast.
• Four characteristic graphs are calculated for computational efficiency and accuracy, which satisfy the realtime requirement.
II. OUR METHOD
This study aims to segment the vascular structure from near infrared images of the back of the hand. The proposed method is composed of four main parts: vessel enhancement, vascular feature based initial segmentation, vascular branches measurement, and branched feature clustering. The flowchart of the algorithm is shown in Fig. 1 . In the vessel enhancement part, the enhanced image is obtained by IUWT. Then based on the enhanced vessel image, four feature maps are generated including venous scale image, vessel likelihood image, initial venous segmentation image, and venous directional image. Thereafter, the multiple features are employed to vascular branches measurement and branched feature clustering parts to further refine the vessel segmentation results.
A. VESSEL ENHANCEMENT
Essentially, the near infrared image can be divided into three main parts: background, skin, and veins. As the venous region is mixed with the skin, we first apply the Niblack thresholding method [10] to exclude the background from the skin and venous areas, thereby constraining the segmentation area to a smaller range. Let I 0 represent the venous image. The segmentation threshold TB can be calculated by the following equation:
where mean(·) and std(·) represent the mean and standard deviation, respectively, of the operators of the image; b is the constant coefficient associated with the illumination condition of the image. The coarse thresholding separates the human tissues from the background. Given the presence of noise and the discontinuous intensity distribution, global thresholding may induce a large number of cavities in the segmented human tissues and the background. To preserve the completeness of the segmented tissues, this study considers the morphological opening-and-closing operation to realize hole filling. A median filter is chosen to minimize noise and smoothen the tissue region. The abovementioned processing procedures formulate a mask image that contains skin and veins. The boundary region of the mask image is extended with one more pixel according to its symmetric structures to facilitate the following convolution calculation [22] . Based on the formulated mask region of tissues, this study applies the isotropic undecimated wavelet transform (IUWT) algorithm [20] to enhance small vascular structures. Briefly, the IUWT is composed of two procedures: wavelet decomposition and image reconstruction. The wavelet decomposition aims to extract the subtle detailed features with different scales, and the reconstruction procedure is designed to combine the detected small features. For the near -infrared image, the illumination distribution is featured with low frequency, as opposed to the noise distribution. Therefore, the IUWT algorithm with median filter can perform inhomogeneous compensation of the infrared illumination and improve the signal to noise ratio. Let f 0 represent the input image; the i th level of image C i can be denoted as:
where h i is the kernel function with components being homogeneous and independent. The zero kernel is a 5 × The i th wavelet image w i is denoted as w i+1 = C i − C i+1 . According to the wavelet theory [20] , [21] , [23] , we have
w i . The procedure of image reconstruction is a combination of the decomposed multiple levels of kernel images. The enhanced vascular features can be represented as a set of vessel features with the enhancing scalar of β 1 to β 2 ; the reconstructed vasculature can be denoted by
The calculated results of the IUWT algorithm on a subcutaneous blood vessel image are presented in Fig. 2 . Fig. 2(a) is the original infrared image of the back of the hand. 
B. VASCULAR FEATURE MEASUREMENT AND INITIAL SEGMENTATION
Based on the enhanced image, this study utilizes the eigenvalue and eigenvector decomposition of the Hessian matrix to realize the initial segmentation of vascular structures. Let I (x 0 + δx 0 , σ ) represent the intensity distribution of the local region x 0 via the Gaussian filter; when applied, the Taylor series expansion gives:
where ∇ 0,σ and H 0,σ represent the gradient and the Hessian matrices, respectively. Therefore, the second order characteristic of the image can be represented by the Hessian matrix. By introducing the multi-scale spatial property of Gaussian functions, the second partial derivative of the local image can be calculated as:
where γ is the scale normalization factor. When γ = 2, G (·) is the two dimensional Gaussian function. The Hessian matrix of a point p(u, v) of the image can be calculated as:
Frangi's analysis [24] indicates that the eigenvalue and eigenvector of the Hessian matrix have a strong correlation with tubular structures in the image. Suppose λ 1 and λ 2 are the two eigenvalues of the Hessian matrix, and v 1 and v 2 represent the corresponding eigenvectors. When both eigenvalues satisfy the conditions |λ 1 | ≈ 0 and |λ 1 | |λ 2 |, the local image features tube structures. If λ 2 > 0, the tubular structure appears dark; otherwise, it presents a light color. The vessels in the processed subcutaneous vein image are dark colored; thus, the detected vascular area should satisfy λ 2 > 0 accordingly. Under such conditions, the eigenvectors v 1 and v 2 correspond to the tangent and normal directions, respectively, of the vascular structure.
To enhance image contrast of the subcutaneous vein, this study adopts the measurement function proposed by Zhou et al. [25] to detect the tubular structure and suppress the block noise. In this function, the similarity measure of the vessel is a function of the scaling factor, σ k , which is defined as:
where t 1 is the filtering factor. The similarity function V of the vessel can also be extended to a multiple scale space, which is described as:
where σ min and σ max are the minimum and maximum Gaussian kernel factors, respectively, of the Hessian matrix, which decides the width of the vascular structures.
The application of the abovementioned multiple scale transformation to the image processed by IUWT produces the vascular similarity image V P of the subcutaneous vein. In addition, the eigenvector v 1 and the optimal scaling factor σ t that drives the λ k 2 σ k to the maximum value can be computed and illustrated in the forms of eigenvectors and the scaling diagrams. Further improvement on the segmentation accuracy requires coarse and fine segmentations. The coarse segmentation is achieved based on the multiple thresholds selected from the eigenvalue diagram of λ 2 , where the vessel region satisfies λ 2 > √ t 2 π σ k for a multiple scaling factor of σ k . Therefore, the coarse segmentation result can be estimated by:
where t 2 is the threshold parameter of the coarse segmentation. Fig. 3 demonstrates the feature extraction and initial segmentation results. Fig. 3(a) shows noticeable disconnections in the venous structure at the branches and the tip of the vessel caused by the coarse segmentation. Compared with the feature image of Frangi's method in Fig. 3(c) , the feature image of the proposed method in Fig. 3(b) is much more informative especially at the regions of the branches and tips. In addition, the dimensions of the wide vessel in the scale image of Fig. 3(d) are large, whereas Fig. 3 (e) and (f) suggest that the scale of the thin vessel becomes small, according to the direction map of the vein. The results indicate that the direction feature can still be distinguished in the disconnected region of Fig. 3(a) .
Given that the thresholding process usually ignores the local specificity, the coarse segmentation extracts most of the large vascular structures but is insensitive to the smaller structures. Consequently, the fine segmentation process further refines the vascular structures by introducing the normal direction, scaling factor, and local similarities of the vasculatures.
C. VASCULAR BRANCHES MEASUREMENT
The proposed fine vascular segmentation and measurement procedures include four major parts: branch extraction, branch mending, branch interpolation and branch mapping.
1) BRANCH EXTRACTION
This study introduces the tracking strategies for the parameter estimation and branch labeling of the vascular structure. First, based on the abovementioned segmented vascular boundary, the skeleton is obtained by morphology -thinning procedures of the segmented binary image. The centerline features are defined as the start and end points of the vascular branch, which are extracted according to the connection relationship between their neighboring points. As seen in Fig. 4(a) , the neighboring points of the centerline point p0 are labeled p1 to p8 in clockwise order. The branching point, middle point, and terminal point can be classified according to a jump number of 0 and 0. If the jump number is 1, the point can be defined as a terminal point. If the jump number is 2, the point is a middle point. While if the jump number is larger than 2, the point is defined as a bifurcation point. The jump number is 0 for the bifurcation point and the terminal point, whereas the starting point has a jump number of 1.
Once the starting and terminal points are determined, the vascular segment can be defined by the connection relationship between the extracted centerline points. Generally, the multiple tracking directions start from the bifurcation point. The tracking procedure usually starts along a randomly generated direction and the tracking paths are labeled. In Fig. 4(b) , the blue and gray regions represent the centerline of the vessel. The next expected point is obviously dependent on the direction vector between the current and previous samples on the centerline, and the expected centerline point is supposed to fall in the red-colored region in Fig. 4(b) . In this figure, the order of pixel calculation is prioritized from the smallest indexing number. As demonstrated in Fig. 4(b) , if candidate points with the same level of priority are present in the fourth and eighth adjacent regions, the four adjacent points will yield a higher level of priority. Finally, if each of the feature points is only traversed once, the centerline point can be labeled as an independent feature point between the terminal points for each branch.
2) BRANCH MENDING
In the subcutaneous venous image, the contrast of the vessels near the junction area is usually weaker than that of the branches, thereby causing structural discontinuity. In the diagram of the vascular normal direction, the connectivity can be clearly identified. Consequently, after the vascular extraction process, this study utilizes the information of direction vectors to mend the vascular branches.
Let P (end) represent the terminal points of a vascular branch where end is the index of the samples within the branch. Let P cur and P last represent the current moving point and the last reference point. Initially, we have P cur = P (end) and P last = P (end − 1). The mending process can be realized by the following procedure:
(1) The direction angle θ 1 between the normal directions of P last and P cur is calculated. θ 1 is compared with the direction angle θ 2 of P cur in the direction diagram.
If the difference between θ 1 and θ 2 is larger than 90 • , θ 2 is updated by θ 2 = θ 2 + π ; otherwise, θ 2 remains unchanged. (2) Let P last = P cur , the current point P cur moves a step size of L with the direction angle θ 2 , such that P cur = P cur + L · θ 2 . (3) For an iteration distance less than S max , if the mending point P cur intersects with another vessel segment, the traversed points are sequentially added to the vessel segment. Otherwise, one -third of the extended node points is reserved, and the mending process proceeds in another terminal point. Note that the step size L is very important for determining the mending accuracy. If the step size is too large, the extension vessel will move across the coarse segmentation region with unmatched connections; if the step size is too small, the extended vessel is most likely to deviate from the true vessel as the interference of noise. Fig. 5 provides the mending results appended to the direction diagram, where the rectangular region demonstrates vessel segments with obvious structural deficiencies. From the direction diagram, the connection relationship can be clearly identified. Therefore, the direction diagram can be utilized to navigate the mending process of the vascular segments.
3) BRANCHES INTERPOLATION AND FITTING
After the mending process, the sampling points of the vascular centerline are not uniformly distributed. Consequently, interpolation between the centerline points is imperative to obtain uniformly distributed centerline points. In addition, the direction vectors obtained by the Hessian operator usually have large variations with the true vascular distribution in the region of bifurcation, which may significantly influence the centerline extraction. To obtain uniformly distributed centerline points and accurate direction vectors, this study introduces the least squares approximation of the natural cubic splines to interpolate and fit the vascular segment. To obtain equal interval sampling points, the centerline points are resampled by defining a constant step size from the starting point of the interpolated centerline.
4) BRANCH MAPPING
To measure the width of the vessel segments accurately at each sampling point, this study projects the bending tubular structure (BTS) to the template of a straight tubular structure (STS), such that the centerline of the BTS exactly matches the symmetric center of the STS. Meanwhile, the gray intensity inside the STS is uniformly sampled from the BTS. The mapping relationship between the BTS and STS can be utilized to estimate accurately the diameter of the vascular segments.
Let (x i , y i ) represent the ith centerline point on the vessel segment. The coordinate of the sampling point (x, y) in the direction perpendicular to the vascular centerline can be defined as: where j is the sampling distance, r is the pixel number of vascular radius, and θ is the angle of tangential direction of the centerline. Although θ and θ ±π represent the same image plane, cos θ and sin θ have different signs in the calculation.
Once the tangential direction of the initial sampling point is computed, the angle of the rest of the sampling can be calculated by the following equations:
where θ i represents the direction angle of the i th sampling point.
Once the transformation coordinate and direction vector are obtained, the intensity distribution of the normalized tubular structure can be calculated. The transformed image contains the whole vascular structure; this image is defined as the vessel sketch image in this study. Fig. 6 provides an example of the tubular structure normalization procedure. Fig. 6(a) gives the enhanced results of the IUWT procedures superimposed on the selected curved tubular structure. Fig. 6(b) provides the amplified view of the selected tubular structure, whereas Fig. 6(c) gives the normalized tubular structure in the vessel sketch image. In the vessel sketch image, the vascular image is transformed from an irregular curved structure to a structure in the vertical direction, where the cross-section of the vessel segment is completely in the horizontal direction. Given that the centerline is strictly symmetric with respect to the center of the vascular segment, the normalized tubular structure can be utilized to calculate accurately the diameter of the vascular segment.
D. BRANCHED FEATURE EXTRACTION AND CLUSTERING
The vessel sketch image contains abundant information on the vascular structure, which can be utilized to extract and cluster the vascular boundary with weak intensity distribution. Therefore, we introduce the unsupervised K-means clustering algorithm for the vascular detection and boundary extraction. In this study, two types of features are extracted for the classification, including the similarity measure defined by the Hessian matrix and the second order feature determined by the Gaussian matched filter. Fig. 7 gives the intermediate results the vessel boundary detection processes.
The features of the similarity measures on surfaces are obtained by normalizing the intensity distribution of the vessel sketch image, as illustrated in Fig. 7(f) . The second order feature is extracted in the IUWT image, for which the intensity distributions are mapped into a straight tubular structure space. Given that the vessel is mapped along the vertical direction in the vessel sketch image, a template can be constructed by introducing the second order Gaussian distribution in the horizontal direction, which is utilized to fit the intensity distribution of the vascular structure. Let l y represent the vertical length of the template; the template can be defined as:
where σ x is the standard deviation of the Gaussian function that demonstrates the width of the vessel. Fig. 7 shows the feature extraction and classification results. Fig. 7(a) is an image block of the original subcutaneous vein, and Fig. 7(b) shows the transformed vessel sketch image of Fig. 7(a) . The gray scale distribution along the normal direction of the vessel in Fig. 7(b) is non-uniform. Consequently, accurate feature extraction of such an image is extremely difficult. Henceforth, this study normalizes the gray scale distribution in each row of the vessel sketch image. Fig. 7(c) shows that the gray distribution of the vascular structure is effectively enhanced, and the vessel is uniformly distributed in the center of the image. Therefore, a secondorder Gaussian mask is introduced to Fig. 7(c) , and the result can be found in Fig. 7(d) . The vascular structure is effectively enhanced and the boundaries of the vessel can be clearly visualized.
The vessel segmentation process from Fig. 7(d) or (f) is a binary classification problem. To determine the gray distribution of the vessel, this study introduces the K-means algorithm to group each pixel of the vessel image into three major classes: the vessel, the boundary region, and the background. In Fig. 7(g) , the red, blue, and green dots represent the pixels classified as vessel, boundary region, and background, respectively. Fig. 7(h) demonstrates the final segmentation results of the vessels corresponding to Fig. 7(a) . The black, white, and gray regions represent the segmented background, vessel, and boundary regions, respectively. The vessel and boundaries are effectively segmented from the background by the proposed clustering method.
E. VESSEL REFINEMENT
Once the classification result is obtained, the segmented vessels are re-projected onto the original image space. During the coordinate mapping, the interpolation procedure may produce some noise and independent vacant blocks or pixels. Therefore, this study introduces a morphological closed operation to repair the small vacant regions. The larger vacant blocks are removed by deciding the connective relationship of the region. The denoised result is fused with the rough segmentation result to obtain accurate segmentation results.
F. PARAMETERS SETTING
The method involves multiple parameters to control the segmentation process. However, due to our specially designed imaging device [27] , there is little difference in the imaging perspective among the subcutaneous vein photos. On the other hand, the vein photos are infrared imaged with a specific infrared light source, so they are also less affected by ambient light. Based on the relatively stable imaging environment as described above, we can get a series of parameter settings that can be applied to all kinds of images obtained by the imaging system, so as to realize the automatic segmentation of the subcutaneous vein.
where b = 3 is the constant coefficient associated to the coarse thresholding separates the human tissues from the background. γ = 2 is the scale normalization factor representing for two dimensional Gaussian function. [3, 7] are the spatial scale of Hessian matrix, which are determined by the width of the vessel (In our imaging system, the width of the blood vessels is usually between 6 and 14 pixels). t 1 = 1/2 is the threshold factor of similarity function and this value ensures that the vessel likelihood image retains most of the vascular structure while also significantly filtering out nonvascular areas. t 2 = 2 is the threshold factor for the coarse segmentation from the vessel likelihood image. In order to ensure the correct direction of branch mending, the step size and the maximum number of steps are set to L = 3 , S max = 10 in the branch mending process. In addition, K-means is sensitive to the initialization. A precise initialization of clustering centers can accelerate the clustering process, while randomly selecting clustering centers will make the clustering results converge to the local optimal solution. Therefore, the initialization is not randomly given, but based on the distribution of the eigenvectors of the vessel. The initial cluster centers of the background area, the blur area and the vessel area are respectively selected as (0, 0.3), (0.3, 0.5), and (0.5, 1.0) . 
III. EXPERIMENTAL RESULTS
To evaluate the performance of the proposed method, a series of low -contrast subcutaneous vein images with predefined imaging parameters are generated, for which the centerlines and diameters of the veins are predetermined. Consequently, the proposed method can be effectively quantified. Moreover, a series of subcutaneous veins are captured by an industrial camera (DH-HV1351UM-ML) with infrared light of 850 nm [27] - [29] to evaluate the proposed algorithm. The algorithm was implemented with the C++ programming language under the windows platform, and the experiments were carried out on a desktop computer with an i7-2600 processor and 16 GB memory.
A. SIMULATION DATA
Generally, the contrast of real near-infrared vein images is low and the boundary of the vein accordingly has high noise and is difficult to identify. To quantify the performance of the proposed method, the infrared image of a hand is simulated based on the imaging principle of infrared imaging. The predesigned vascular structure is fused with the simulated skin image according to the image feature of subcutaneous veins. The structures of the vessel, including the centerline, width, and normal direction, are exactly known; thus, the simulated vascular image can be utilized to quantify the segmentation accuracy.
In this study, the infrared image of the hand is simulated by integrating the illumination pattern and random Gaussian noise. First, a hand mask is defined by extracting the outline of the hand, which is blurred by a Gaussian filter with comparative large kernels in a method similar to the work presented by Marin [7] (Fig. 8(a) ). The vessel structure is defined by freehand sketching and simultaneously adjusting the line width. The intensity distribution of the vessel is controlled by two principles: (a) The brightness of the vessel is gradually attenuated from the centerline to the edge. (b) The larger vessel is brighter and clearer than the small vessel. To satisfy the features, the present study utilizes the distance transform (DT) algorithm to calculate the distance between the current voxel to its closest border, which can be defined as the distance map. The gray level of each voxel can be calculated by GL = Max (DT ) − DT . To guarantee the smoothness of the gray distribution, this study introduces a Gaussian distribution to control the opacity of the gray distribution to obtain:
where ω is a constant ratio to control the contrast of the pixel; σ is the standard deviation of the Gaussian distribution that can be calculated by σ = tMax (DT ); t is the fuzzy degree of the vascular boundary. Fig. 8 shows the simulation results with respect to different parameters of ω and σ . Fig. 8(a) shows the simulated illumination image. Fig. 8(b) is the simulated vascular structure, whereas Fig. 8(c) is the vascular structure with gray adjustment. Fig. 8(d) is a magnified view corresponding to Fig. 8(c) . Table 1 . By analyzing the statistic parameters, including the sensitivity (Se), specificity (Sp), positive predictive value (Ppv), negative predictive value (Npv), and accuracy (Acc), the segmentation result can be effectively evaluated. The evaluation parameters are calculated by TP, TN, FN, and FP as:
where Se represents the segmentation ratio of the correct vessel classification; Sp represents the correct classification ratio of the background; Ppv represents the ratio of the segmented true vessel; Npv represents the ratio of the segmented background. The statistic parameters Se, Sp, Ppv, and Npv can evaluate the performance of the proposed method based on different aspects; a single parameter cannot demonstrate the effect. Meanwhile, ACC combines the four parameters and to provide an objective and synthetic evaluation of the proposed segmentation method.
Based on the evaluation method, this study compares the proposed method with the traditional Gaussian matched filter (GMF) [26] , Frangi's method [24] , Line detector based segmentation method (Lineoperator) [30] , and Combination of shifted filter responses (Cosfire) [31] for the segmentation of the simulated subcutaneous images. All the comparison methods are tuned to the optimal parameter settings referring to the related papers, and the preprocessing procedures are also configured according to the method's requirements. Meanwhile, all methods are post-processed by using the morphological refinement method presented in this paper in order to fairly compare the final results.
For these experiments, 10 groups of simulated images are generated with different parameters of ω = {0.1, 0.2} and t = {0.5, 1.0}; the images have different contrast and edge sharpness. Table 2 lists the segmentation accuracies of the proposed method and the other four methods on four groups of simulated images. Fig. 9 gives the corresponding segmentation results. For vessels with high contrast and clear boundaries (ω = 0.2, t = 1.0), all five methods can obtain high segmentation accuracies. In the results, less noise is present and the segmentation vessel structure is completely obtained. However, for vessels with blurred boundaries (ω = 0.2, t = 0.5), the segmentation accuracies for all the five methods decrease. Moreover, the segmentation accuracy for Frangi's method decreases by 26.3%, for which the vascular structure is incomplete. Meanwhile, GMF, Lineoperator and Cosfire over-segment the vascular structure. The proposed method retain higher segmentation accuracies. For images with low contrast and clear boundaries (ω = 0.1, t = 1.0), the segmented vascular structure is still incomplete for Frangi's method. The result of GMF, Lineoperator and Cosfire show more obvious interference by some noise at the region of boundaries. For our method, the vessel is accurately segmented with the highest accuracy. For images with both low contrast and edge sharpness (ω = 0.1, t = 0.5), the segmentation ability for all five methods obviously decrease. However, Frangi's method can preserve fewer vascular structures according to the Se. Although most of the vascular structures are segmented by GMF, Lineoperator and Cosfire according to the Ppv, a large amount of noise is present with the segmentation results, which leads to the obvious decrease of Acc. Refering to the comprehensive evaluation index Acc, the highest segmentation accuracy can be obtained by the proposed method.
Overall, under different degrees of fuzzy processing of the subcutaneous image, the propose method can obtain accurate segmentation results with high robustness. When the image contrast is higher, the algorithm can obtain a complete structure of the subcutaneous vessels. Meanwhile, when the vessel is seriously degenerated, the proposed method can still accurately obtain a part of the vascular structures. The proposed method can be utilized to segment subcutaneous veins from images with a large degree of change in the contrast and low edge sharpness of the vessels.
B. REAL DATA
To further investigate the effectiveness of the segmentation method, 50 real subcutaneous images are acquired by an industrial camera (DH-HV1351UM-ML) that produces infrared light at 850 nm with a resolution of 1.3 million pixels. Fig. 10 and Fig. 11 illustrate the segmentation results of two groups of the subcutaneous images. All the five methods can segment most of the vascular structures from the subcutaneous images. However, at the low-contrast regions and bifurcating regions indicated by the red arrows in Fig. 10(g) and Fig. 11(g) , the segmentation results of the GMF, Frangi's and Cosfire methods lost some parts of the vascular structures leading to vascular discontinuities. Conversely, the results of Lineoperator method maintain the continuity of the blood vessels, but the segmentation of the blood vessel edges is not smooth. As shown in Fig. 10(f) and Fig. 11(f) , the proposed segmentation method is very robust for differentiating vessels and noise from the low-contrast subcutaneous vein image. Although some discontinuities still occur, it could be connected by the proposed structure mending procedure as Fig. 10(g) and Fig. 11(g ). It should be pointed out that this mending method is based on the multiple features proposed in this paper and therefore cannot simply be applied to other methods as a post-processing procedure. In terms of the segmentation ability of subtle structure and vascular boundary, the proposed method performs better than the other four method by considering the local features and the direction vectors of the vessels. Fig. 12 demonstrates more samples of the segmentation results by the proposed method. For different subcutaneous vein images, the proposed method can segment most of the vascular structures with high accuracy. The proposed method still can accurately segment the corresponding structures even for some partial vasculatures with very low contrast. 
C. RUNTIME EVALUATION
We report the efficiency of the proposed method compared with the state-of-the-art methods, i.e., GMF [26] , Frangi [24] , Lineoperator [30] and Cosfire [31] . All the algorithms were implemented with the C++ programming language under the windows platform on a desktop computer with an i7-2600 processor and 16 GB memory. Table 3 shows the average runtime for each subcutaneous vein image with 1.3 million pixels. It can be clearly seen that, the proposed method is little slower than Frangi's method but much more efficient than the other methods, and it demonstrates the proposed method is with high speed in subcutaneous vein image segmentation.
IV. CONCLUSION
We proposed a novel segmentation method for extracting vascular structures from low-contrast subcutaneous vein images. The skin of the hand is segmented from the background and utilized as a mask to reduce the valid region of the segmentation procedure. The IUWT is combined with the Hessian function and utilized to enhance the vascular structures. According to the enhanced image, the direction vector is combined with multiple-scale features to obtain approximate segmentation result for vascular structure. The mapping relationship between the sketch image and source image spaces is obtained by mending and fitting procedures. The enhanced contour image and the similarity of the image to the vascular contour are obtained based on the mapping relationship. Subsequently, the vascular features are extracted from the enhanced contour image by the matched filter to establish the 2D eigenvector with vascular likelihood image. For the normalized and nonlinear results of each scale vascular feature, the image can be classified into vascular, skin, and blur regions by using the K-means algorithm. Finally, the vascular segmentation results are obtained by coordinate inverse mapping.
A series of experiments is designed to evaluate the performance of the proposed method. Simulated data indicated the accuracy of the segmented centerline. The method is also robust for extraction of subcutaneous vein images with different blur scales. For real images of subcutaneous veins, in addition to the accurate segmentation results of highcontrast vascular images, the proposed method completes the incomplete vascular structure in the blur region to achieve integrated and smooth segmentation results. Given the good performance in segmentation experiments, the novel subcutaneous vein segmentation method for near-infrared images improves the robustness and accuracy of automatic vascular segmentation. This method can be further applied to subcutaneous vein-based biometric feature recognition and intravenous injection. 
