A content-based image retrieval (CBIR) system using the features extracted from a video clip is proposed in this paper. The proposed CBIR system is directly applied to access a fish database collected and managed by the Institute of Zoology, Academia Sinica, Taiwan. The major contribution of this work is three-fold: (1) the proposed query-by-video-content scheme can overcome the problems caused by non-rigid motions, serious deformations, and partial occlusions of target objects; (2) the proposed scheme can tolerate different imaging environments; (3) the proposed representation scheme is invariant to translation, scaling, and rotation. Experimental results have confirmed the effectiveness of the proposed CBIR system.
INTRODUCTION
Content-based image retrieval (CBIR) has become an active research area in recent years [1] [2] [3] [4] [5] [6] [7] [8] [9] . Since the number of digital images from a broad range of sources is growing rapidly, an efficient technique that can be applied to find target images within seconds is urgently required. Using content-based techniques, a user can present the content of interest as a query. The content may be color, texture, shape, or the spatial layout of a target image. Images that exhibit "perceptual similarity" with the query can be found in the repertory. Some readily available commercial systems for this purpose include QBIC (Query By Image Content), Virage, RetrievalWare, and so on. There are also some good systems that have been developed by academic researchers, such as Photobook, WebSEEk, Netra, MARS (Multimedia Analysis and Retrieval System), and so on. Detailed surveys on CBIR systems can be found in [1] [2] [3] [4] [5] [6] [7] [8] [9] .
Among the different types of image contents, the shape feature usually plays an important role due to its relatively unique property. Humans can easily identify an object via its rough shape. This property makes the shape feature very popular in numerous CBIR systems. Generally speaking, shape-based retrieval systems can be categorized into two classes, depending on the types of features used to describe shapes. They are either region-based or contour-based systems [10] . In region-based systems, two shapes are considered similar if they have similar spatial distributions of pixels. In contour-based systems, on the other hand, two shapes are considered similar if they have similar silhouettes. A number of works that used shape as the feature can be found in [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . The Photobook system [11, 12] utilizes the finite element method to solve point correspondence and matching problems. The similarity between two distinct shapes is derived by computing the deformation energy. Another famous system that is worth mentioning is IBM's QBIC system [13] [14] [15] [16] [17] . The QBIC system adopts some global features, including area, circularity, eccentricity, major axis orientation, and moment invariants, to represent a shape boundary. The similarity between a query and each database image is calculated based on a weighted Euclidean distance in a multi-dimensional feature space. Since global features are very sensitive to the local variation of a given shape, a representation based on global features may result in unsatisfactory retrieval. To overcome this problem, Huang and Huang [18] proposed using the junction points and curvature extrema of a sketched object as feature points. In [19] , Grosky and Lu proposed using 8-neighbor chain codes to represent a shape boundary. In this method, the similarity between two shapes can be defined by the length of a shift-window and the longest q-generalized common substrings of their corresponding strings.
In this paper, we propose a new CBIR system that can be directly applied to access a fish database collected and managed by the Institute of Zoology, Academia Sinica, Taiwan. The proposed CBIR system adopts completely different features as the basis for matching. The features are extracted from a sequence of images instead of a single image. In a conventional CBIR system, a user may query an image database using features extracted from a single image. The query-by-a-single-image scheme may suffer from a number of problems in the retrieval process. These problems include the following: (1) The imaging condition for a query image is not identical to that of database images. In this case, features extracted from the same target may be completely different. (2) Since a fish may swim in a non-rigid manner, and may sometimes turn at an extreme angle, it is difficult to characterize a fish using only one view. In order to tackle the above-mentioned problems, we decided to use features extracted from an image sequence to make the retrieval process more reliable. The proposed CBIR system is composed of two processes, including a model database construction process and a matching process. During the model database construction process, the foreground portion of every database image is first segmented from the background and then represented as a sequence of vertices ordered clockwise along its boundary. The boundary length is then normalized so that the scale problem can be overcome. In order to represent a fish, the fish boundary is smoothed gradually by Gaussian functions, and the corresponding curvature scale space (CSS) image is then created. The CSS image contains several arches representing the locations of curvature zero crossings (i.e., inflection points) on the smoothed fish boundary. Maxima points on the arches which form a feature vector are extracted, regularized, and stored in the database.
During the matching process, a user can choose an image sequence of a fish to query its detailed information. Each image in an image sequence is processed in the same way as we did to process a database image. However, because the pose of the fish may change from image to image, due to movement, fish images may be classified into three types, including left, right, and front (or rear) view images. We retain images having left and right views as those with valid poses during the matching process. The images that happen to be the front (or rear) views are considered useless and discarded. Finally, the c-means algorithm is executed, and the average maxima points are derived from a video clip. The average maxima points are used as a representative feature vector for making a comparison with those of each database image. Database images that are similar to the contents of the image sequence are then retrieved and displayed according to their matching scores. The proposed CBIR system is illustrated in detail in Fig. 1 . The advantages of the proposed CBIR system are its invariance to translation, scaling, and rotation during the matching process. Moreover, the problems caused by non-rigid fish motion, serious deformations, and partial occlusions can be overcome. The rest of this paper is organized as follows. Section 2 describes the model database construction process in detail. Section 3 details how the matching process is designed and executed. Section 4 presents the experimental results. Conclusions are drawn in section 5.
MODEL DATABASE CONSTRUCTION PROCESS
This section will describe the processes needed to construct a model database. These processes include foreground/background separation, CSS-based representation, and regularization. They are, respectively, described in sections 2.1, 2.2, and 2.3.
Foreground/Background Separation
The foreground/background separation problem is ill-posed because it is by its nature a segmentation problem. In our early work on foreground/background separation [21] , we assumed that a fish in an image is always captured by a mouse and located at the center part. Therefore, we can select 25-30 pixels from the upper-left portion of a bounding rectangle and assume that these pixels will form a Gaussian distribution. Using the mean and standard deviation of this distribution as the bases for deriving the thresholds, we may start a region growing process. If the difference between the gray level or color of a pixel and the mean value does not exceed two times of the standard deviation, we may consider this pixel as a background pixel; otherwise, it is a foreground pixel. We are able to separate correctly about 80% of fish images of this kind.
After the separation process, a simple boundary tracing method is used so that the fish can be represented as a sequence of points ordered clockwise along its boundary. To normalize the boundary length and eliminate the scale problem during the matching process, the fish boundary is re-sampled into 250 points with equal distances.
CSS-Based Representation
A good representation scheme is required to characterize the silhouette of a separated fish; it should be sufficiently compact while still preserving shape characteristics at various semantic levels [23] . In [24, 25] , Witkin proposed a scale-space approach to determining spread parameters for smoothing a given signal. Gaussian convolution at gradually increasing spread parameters is first applied to the signal. Then, zero crossings in the second derivatives of the smoothed signal are plotted in the fingerprint (i.e., the CSS image), which characterizes the behavior of zero crossings in the signal as the spread parameter increases. Based on the above-mentioned scale-space approach, Abbasi et al. [22] proposed a CSS image representation scheme for shape similarity retrieval. A CSS image contains several arches representing the behavior of curvature zero crossings on a smoothed silhouette. The maxima points on these arches can be extracted and used as a feature vector to represent the shape. In what follows, we will introduce the CSS-based representation scheme that can be used to describe a closed silhouette.
denote a shape boundary, where u is the arc length (in points) and n is the number of points on the boundary. The curvature function, k(u), of the shape boundary is defined as [21] [ ] 2
where
a simple method is applied that uses finite differences to approximate the differentiation as follows [26] : Fig. 2 shows how the curvature function is computed using finite differences. Fig. 2(a) is a shape boundary with 417 points, where "•" indicates the starting point from which the curvature is computed clockwise. Although the shape boundary looks smooth, there exist false local convexities and concavities along the digitized curve, as shown in Fig. 2(b) ; the computed curvature values are very ragged, as shown in Fig. 2(c) . As a result, detecting zero crossings based on a curve described by the curvature function becomes a very difficult task.
To overcome the above problem, we first convolve x(u) and y(u) with a 1D Gaussian function and then compute the curvature function. Let X(u, σ) be the convolution of x(u) with a 1D Gaussian function g(u, σ), where
Here, m and σ denote the mean and the spread parameter, respectively. Let X(u, σ) denote the convolution of x(u) with g(u, σ). Then we have
where "*" denotes the convolution operation with respect to u, and µ is a dummy vari-
denote, respectively, the first and second partial derivatives of X(u,σ) with respect to u. Since the Gaussian function is differentiable, ) ,
can be derived as follows [21] :
The partial derivatives ) , ( and ) , (
can be derived in the same way. Therefore, the smoothed curvature function, denoted as K(u, σ), at the value of σ (the spread parameter)
can be computed as follows [21] :
The positive and negative values of K(u, σ) indicate the convexity and concavity, respectively. If the value of K is equal to zero, its corresponding boundary point is called a zero crossing. The number and locations of zero crossings on the shape boundary depends on the value of σ. As σ increases, the shape boundary shrinks and becomes smoother, and the number of zero crossings decreases. When σ is sufficiently large, the shape boundary becomes a convex hull, and zero crossings no more exist.
If we plot the locations of zero crossings in the u − K − σ space as σ increases, a 3D CSS illustration can be generated. Figs. 3(a) and 3(b) show a fish and its corresponding 3D CSS illustration, respectively. In our experiments, σ was initialized as 1, and at each level, σ was increased by 0.1. The projection of a 3D CSS illustration on the u − σ plane is known as a CSS image, as shown in Fig. 3(c) . The arches in a CSS image reflect the changes of convexities, concavities, and zero crossings on the smoothed shape boundary.
The intersections of a horizontal line (i.e., y = σ) and the arches in a CSS image indicate the locations of zero crossings on a smoothed shape boundary. The zero crossings are displayed in red. Between two neighboring zero crossings, the green and blue intervals indicate the corresponding convex and concave curves, respectively. As a shape boundary gets smoother and smoother, the neighboring zero crossings may get closer to each other and form a complete arch in the CSS image. The location where the two zero crossings meets indicates the maximum point of this arch. On the other hand, the height of an arch reflects the depth and width of the corresponding convex (or concave) curve on the shape boundary. The deeper or wider the convex (or concave curve) is, the larger the magnitude of the maximum point.
Regularization of a Representation
Recall that the boundary length of a fish is always adjusted to 250 points. Therefore, our fish representation scheme is invariant to translation and scaling. However, there are
y=σ two potential problems that may severely affect the performance of our approach. First, the representation may be totally different if the starting point is different. Second, a shallow concavity may generate a false maximum point, thus influence the accuracy.
To tackle the above problems, some steps have to be taken. In this paper, we propose a new method to uniquely determine a starting point. The direction toward where the fish moves can also be detected. As the value of σ increases, the fish boundary changes from fine resolution to coarse resolution gradually. When σ is sufficiently large, the shape boundary becomes a convex hull, and all zero crossings vanish. Fig. 4 shows three fish boundaries which correspond to σ = 2.5, 20, and 40, respectively. It is obvious that the fish boundary degenerates into a "quasi-ellipse" at σ = 40, as shown in Fig. 4(c) .
The curve corresponds to K(u, 40), a non-negative function, and contains only two local maxima. The boundary point located at the first local maximum corresponds to the fish tail, whereas the boundary point located at the second local maximum corresponds to the fish head. Between the two boundary points, the upper curve corresponds to the fish back, and the lower curve corresponds to the fish belly. Although the fish may swing its tail fin to move forward, we have found that the relative position of the fish head and tail is kept insensitive to updates in the CSS image, as shown in Fig. 5 . The white and gray arrows indicate the positions of fish head and tail, respectively. Assume that σ 0 is the smallest σ at which all zero crossings vanish from the CSS image. We use σ i = 1.25σ 0 to smooth the curvature function and obtain a degenerated boundary. The boundary point with the second curvature maximum (i.e., the fish head) can be regarded as the starting point. This point also indicates the direction toward which the fish moves. Figs. 6(a) and 6(b) show the CSS image of a fish and its curvature function at σ i , i.e., K(u, σ i ). The curvature function contains two local maxima, corresponding to the fish tail and head, respectively. Fig.   6 (c) shows the fish boundary at σ i . When the starting point of a fish boundary is determined, its representation can be shifted in a circular manner as follows: Assume that the u-th boundary point, where 1 < u ≤ 250, corresponds to the second local maximum (i.e., the fish head). The maxima points between u and 250 are shifted to the left and fall into the interval between 1 and 251 − u, whereas those located between 1 and u − 1 are shifted to the right and fall into the interval between 252 − u and 250. After the circular shift, the new representation can overcome the rotation problem, as shown in Fig. 7 .
A shallow concavity is a very wide, but not deep, concave (or convex) curve on a shape boundary. A deep shallow concavity may create a very high arch in a CSS image. It is well known that this situation will create a false maximum point. Therefore, if a raw representation is used during the matching process, a shallow concavity may be matched with a deep one. The problem of shallow concavities can be overcome by adjusting the heights of maxima points within arches [27] .
MATCHING PROCESS
In this section, we shall explain in detail how the matching process is executed. In section 3.1, we shall present how our CSS-based model can be used to describe a moving fish. Then, in section 3.2, we shall describe how the proposed CSS-based model can be used to perform matching. 
CSS-Based Motion Model
In this section, we shall describe a CSS-based motion model for a fish to be built. We shall use the rectangular object shown in Fig. 8(a) to explain the model. For the rectangular object shown in Fig. 8(a) , 232 boundary points are needed to describe its shape.
After Gaussian convolution is performed at σ = 35, the shape boundary of the object degenerates into an ellipse, as shown in Fig. 8(b) . The horizontal and vertical lines indicate the long and short axes of the ellipse, respectively. Moreover, the curvature function contains two local maxima (u = 68, 182) and two local minima (u = 10, 125), as shown in Fig. 8(c) . The two local maxima indicate the long axis of the ellipse, while the two local minima indicate the short axis. Before the object rotates around its vertical axis, its corresponding projection area is maximal. When the object rotates 90 degrees, its corresponding projection area becomes minimal. When the object rotates 180 or 360 degrees, σ u (arc length) its corresponding projection area reaches the maximum again. Fig. 9 shows a number of projections obtained from different angles of rotation. Recall that we only collect fish whose length is at least twice its width. Therefore, the bounding parallelogram of a fish can always be assumed to be a rectangle. After Gaussian convolution is conducted at a specific value of σ, the fish boundary may degenerate into a quasi-ellipse. Suppose we are observing a moving fish, which may swing its tail fin to move forward or turn around. When the fish is recorded in an image sequence, its poses in the images are all different. For example, Fig. 10 shows three different fish poses. When swimming toward to our left, the fish is in left view, as shown in Fig. 10(a) . The fish boundary degenerates to a quasi-ellipse at σ i , and the curvature function contains only two local maxima. However, when turning around, the fish is in front (or rear) view, as shown in Figs. 10(b) and 10(c) . The fish boundary may suffer serious deformation or be occluded by other parts of the fish. Therefore, the fish boundary does not degenerate into a quasi-ellipse at σ i , and the curvature function contains more than two motion models for a moving fish, as shown in Fig. 11 . The fish two motion models for a moving fish, as shown in Fig. 11 . The fish poses are classified into three types, namely left, right, and front (or rear) views. To formalize this, let P be the number of local maxima in the curvature function after Gaussian convolution is performed at σ i . The value of P can be used to determine a fish pose as follows: If P = 2, the fish is in left or right view, whereas if P > 2, the fish is in front (or rear) view. It is clear that the fish with side view is easier to recognize than that in front (or rear) view. 
CSS-Based Matching
Assume that there is a sequence of k images of a moving fish that are in left view. After the CSS image creation process is performed, we can obtain k sets of maxima points. Let S j be the j-th set of maxima points, where 1 ≤ j ≤ k, and let n j be the number of maxima points in S j . We have 
Step 2. For each set of maxima points, classify each point into one of the c classes according to the minimum distance criterion.
Step 3. For each class, a new center can be obtained by averaging the maxima points that are classified into the class (in Step 2). Let Z ave be the set of average class centers. If Z ave ≠ Z then set Z = Z ave and go to Step 2.
Stop.
In this study, the average class centers will be used as the representative maxima points for the sequence of k images during the matching process. Note that if a sequence of images of a fish are with right view, their maxima points should be horizontally flipped in advance because we assume that the default view is left view.
The process of matching an unknown image sequence (i.e., the query) with each database image is executed by comparing the average class centers with maxima points of the fish. Let S be the set of maxima points for a fish in the database. Each maxima point in S is classified into one of the c classes based on the minimum distance criterion. The matching score is defined as the sum of the Euclidean distance from each maxima point to its nearest class center. The smaller the matching score is, the more similar the fish described by the image sequence is to the fish in the database.
EXPERIMENTAL RESULTS
In the experiments, we used a fish image database in Taiwan that contains 2000 fish species as the underlying database. Note that we only collected fish whose length was at least twice large its width. In addition, only left views (headed toward the left) were used as database images. The test image sequence was obtained from Discovery Channel Video KDV-4063 [28] , which introduces the ecological environment of tiger sharks. The number of frames (images) in the sequence was 30, each of which was sampled from the video every 0.2 seconds. Fig. 12 shows the 30 test images, which were numbered 0-29 from left to right and top to bottom. Fig. 13 shows the results after executing our foreground/background separation algorithm [21] .
Based on the poses extracted from the tiger shark, the test images can be classified into three types, including "move leftward" (Nos. 0-3), "turn around" (Nos. [4] [5] [6] [7] [8] [9] [10] [11] [12] , and "move rightward" (Nos. 13-29). Fig. 14 shows the classification results for the 30 test images. According to the value of P, the test sequence could be divided into three subsequences, namely, Nos. 0-3, Nos. 4-12, and Nos. 13-29. If P = 2, the tiger shark was in left or right view; therefore, the images of Nos. 0-3 and Nos. 13-29 were reserved for matching. If P > 2, the tiger shark was in front (or rear) view; therefore, the images of Nos. 4-12 were discarded. According to the relative positions of two curvature maxima, we could determine the direction toward which the tiger shark was moving.
We now had two image subsequences with the side view, namely, Nos. 0-3 (left view) and Nos. 13-29 (right view). For each image in a sequence, we generated its corresponding CSS image and then extracted maxima points from it. The maxima points were then regularized through circular shift and height adjustment. For all the images in a sequence, we computed their average maxima points using the c-means algorithm. Fig.  15 shows how side views were converted into a representative feature vector using the c-means algorithm. Fig. 16 shows the retrieval results for the provided sequence. The retrieved fish images are displayed in descending order based on the degree of similarity from left to right and top to bottom. Users can click each retrieved fish image for getting further textual descriptions. According to the above experimental results, it is obvious that our approach is indeed a superb one.
CONCLUSIONS
A content-based image retrieval (CBIR) system based on features extracted from a video clip has been proposed in this paper. The proposed system has been tested using a fish database collected in Taiwan. The contribution of this work is three-fold. First, our query by video content scheme can overcome problems caused by non-rigid fish motion, serious deformations, and partial occlusion. Second, our query scheme can overcome problems caused by varying imaging conditions. Third, our CSS-based representation scheme is invariant to translation, scaling, and rotation. Experimental results strongly supported the above-mentioned claims. 
