Affine point processes are a class of simple point processes with self-and mutuallyexciting properties, and they have found applications in many areas. In this paper, we obtain large-time asymptotic expansions in large deviations and refined central limit theorem for affine point processes, using the framework of mod-φ convergence. Our results extend the large-time limit theorems in [Zhang et al. 2015 . Math. Oper. Res. 40(4), 797-819]. The resulting explicit approximations for large deviation probabilities and tail expectations can be used as an alternative to importance sampling Monte Carlo simulations. We carry out numerical studies to illustrate our results, and present applications in credit risk analysis. t log P(V (t) ≥ Rt) for R being a suitably
Introduction
Affine point processes, as described in [16] , are versatile Markovian models used to capture the "clustering" feature of event arrivals. The intensity of an affine point process is an affine function of an affine jump diffusion in the sense of [14] . The Poisson process and Markovian Hawkes processes ( [24] ) are special cases of affine point processes. This family of point processes is tractable as their characteristic functions have an exponential-affine form, i.e., they are exponentials of affine functions of the state vector, and the coefficients of these affine functions generally solve certain ordinary differential equations (ODEs); see e.g. [14, 16] . The components of affine point processes are self-and mutually-exciting, hence they (and the special case Markovian Hawkes processes) have become popular models in applications where occurrences of events exhibit clustering. Examples include finance and economics ( [1, 6, 16, 25] ), social networks ( [18, 34] ), queueing ( [10, 19, 30] ) and many others.
In a recent work, Zhang et al. [36] analyzed the large-time asymptotics of affine point processes. Specifically, they consider a multi-dimensional affine point process (L 1 , . . . , L n ), and they establish a central limit theorem and a large deviation principle for V (t) := n i=1 L i (t) as t → ∞. The large deviations result in [36] is of logarithmic asymptotics type, i.e., they obtained the limit I(R) := − lim t→∞ large number. Relying on the large deviations result, they developed an asymptotically optimal importance sampling algorithm to estimate small tail probabilities P(V (t) ≥ Rt).
In this paper, we derive explicit asymptotic expansions of large deviation probabilities P(V (t) ≥ Rt) and tail expectations E g(V (t) − Rt) · 1 V (t)≥Rt for a wide class of realvalued functions g as t → ∞. See Theorem 4. Such results improve the logarithmic-scale large deviations asymptotics in [36] . By truncating the asymptotic expansions, we can develop explicit approximations for large deviation probabilities and tail expectations for affine point processes. These approximations can be useful when exact computations or numerical inversion methods have difficulties, e.g., when the ODEs governing the transform of an affine point process do not have closed-form solutions, and the probability of the event {V (t) ≥ Rt} is very small. Our numerical studies and applications in credit risk analysis (see Section 6) illustrate that these analytical approximations can be faster to evaluate than importance sampling simulations in [36] , and they can perform quite well. So these approximations can potentially provide alternatives to Monte Carlo simulation which is computer resource extensive.
Deriving asymptotic expansions of large deviation probabilities and tail conditional expectations for affine point processes in the large-time regime is a difficult problem, mainly because such point processes have complex self-and mutually-exciting dependence structures, and also we aim to obtain asymptotic expansions beyond the logarithmic asymptotics. In the literature, asymptotic expansions for large deviation probabilities date back to [3, 9] , where they derived expansions for tail probabilities of sums of independent and identically distributed (i.i.d) random variables, which can be applied to Poisson processes. See also [12, 33] . These asymptotic expansions go beyond the logarithmic asymptotics known as the large deviation principle in [35] , also known as the Donsker-Varadhan type large deviations. Beyond the i.i.d case, there are some very general and relatively easyto-check conditions to guarantee the large deviation principle, e.g., Gärtner-Ellis theorem, which is used in [36] to obtain the large deviation principle for affine point processes. Nevertheless, there are not many general results for asymptotic expansions beyond the logarithmic asymptotics. Chaganty and Sethuraman [7] extended the Gärtner-Ellis theorem and obtained a more refined large deviations result, the so-called strong large deviation, but their results do not contain higher-order expansions. See also [28] . While some prior work (see e.g. [5, 26, 37] and the references therein) have studied large deviations of certain point processes, they also do not obtain asymptotic expansions. Higher-order large deviations expansions are only known for some special models, see e.g. [4] .
To overcome this difficulty, in this paper we develop a new approach that is based on the mod-φ convergence theory studied recently in the probability literature, see e.g. [11, 27, 31] . In particular, the authors of [31] used the framework of mod-φ convergence to obtain precise estimates of P(X n ∈ t n B) for large t n where B is a Borel set, instead of the usual estimates for the rate of exponential decay 1 n log P(X n ∈ t n B), for quite general sequences of random variables (X n ) n∈N . This framework allows one to obtain precise large deviations, and refined central limit theorems together for (X n ) n∈N if one can verify that (X n ) n∈N converges in the mod-φ sense where φ is an infinitely divisible distribution. The convergence speed determines the order of asymptotic expansions of the deviation probabilities P(X n ∈ t n B). See Section 4 for a short introduction and further details.
Specifically, our approach is as follows. First, we extend and sharpen the results in [31] for quite general sequence of random variables. See Propositions 8 and 11. The paper [31] focused on asymptotic expansions of deviation probabilities, and we extend their results to obtain asymptotic expansions of tail expectations in the context of mod-φ convergence. In addition, in the case when φ is non-lattice distributed, the paper [31] obtained expansions of deviation probabilities of zeroth order. With additional assumptions, we obtain high order expansions of deviation probabilities and tail expectations, by some delicate applications of Esseen's smoothing inequality, Laplace's method and Faà di Bruno's formula (see Appendix C). These results hold for quite general sequence of random variables, so they are of independent interest and can be useful in other applications, e.g. establish limit theorems for other stochastic processes.
Second, we prove that for affine point processes, the sequence of random variables (V (t)) t>0 converges mod-φ exponentially fast as t → ∞, see Theorem 13. This step is also nontrivial as one needs to identify the infinitely divisible distribution φ, establish the exponential convergence and characterize the limiting function. Our proof relies on the measure-change technique in [36] and a careful analysis of the affine structure of the point process as well as the ODEs governing the transform of an affine point process.
With these two steps, we can then apply the general extended results in the first step to (V (t)) t>0 , and obtain explicit asymptotic expansions of large deviation probabilities and tail expectations for affine point processes. Moreover, from [31] , the mod-φ convergence of (V (t)) t>0 we establish also implies a refined central limit theorem for affine point processes (see Theorem 5), which extends the central limit theorem in [36] . While we have limited the discussions to affine point processes in this paper due to their analytical tractability, we remark that the tools developed here can be potentially used in other settings.
The rest of the paper is organized as follows. Section 2 introduces affine point processes and existing large-time asymptotics results in [36] . Section 3 presents our main results. In Section 4, we review the mod-φ convergence framework in [31] and present related new results for quite general sequence of random variables. In Section 5, we establish the mod-φ convergence of (V (t)) t>0 and prove the main results in Section 3. Section 6 presents numerical studies and financial applications of our theoretical results. Finally, proofs of other technical results and the computations of expansion coefficients for affine point processes are collected in the Appendix.
Affine point processes and existing results
To make the paper self-contained, we follow [36] to introduce affine point processes in this section and review their results on large-time asymptotics of such point processes.
We fix a complete probability space (Ω, P, F) and a filtration {F t : t ≥ 0} satisfying the usual conditions of right continuity and completeness (see, e.g. [29] ). We write R d + = {y ∈ R d : y i ≥ 0, i = 1, . . . , d}. Let W = (W (t) : t ≥ 0) be a standard d-dimensional Brownian motion. Let X = (X 1 , . . . , X d ) be an affine jump diffusion satisfying the stochastic differential equation:
with X(0) = x 0 , where the drift and volatility functions are given by
Here γ i ∈ R d and N i (dt, dz) is a random counting measure on [0, ∞)×R + with compensator measure Λ i (X(t))dtϕ i (dz), where ϕ i is a probability measure on R + and
We use Z i to denote a random variable having distribution ϕ i . An n−dimensional affine point process L = (L 1 , . . . , L n ) is given by
We note that the term n i=1 γ i R + zN i (dt, dz) in (2.1) introduces self-and mutual-excitation into L. Without this term, such effects are absent. Examples of affine point processes will be illustrated in Section 6.
The study [36] obtained the large-time asymptotics (See Theorems 2 and 3 below) of
We aim to sharpen their results. To this end, we follow [36] to impose the following assumption throughout the paper. We use the following notations: A I,J = (A ij : i ∈ I, j ∈ J) for a matrix A and two index sets I and J, A T denotes the transpose, and Id(i) denotes a matrix with all entries equal to 0 except the i-th diagonal entry, which is 1.
Assumption 1. (I) There exist index sets I = {1, . . . , m} and J = {m + 1, . . . , d} such that (1) a is a symmetric positive semi-definite matrix with a I,I = 0.
(2) α i is symmetric positive semi-definite and α i I,
4) β I,J = 0 and β I,I has nonpositive off-diagonal elements.
This assumption on the parameters (α, a, b, β, λ, κ, γ) of the SDE in (2.1) essentially ensures that the affine point process is properly defined and X(·) in (2.1) is ergodic. We refer the readers to [36] for further discussions on this assumption.
We next summarize two main mathematical results in [36] . The first result is a central limit theorem for V (t) as t → ∞.
in distribution, where
The second result is a large deviation principle for V (t) as t → ∞.
Theorem 3 (Theorem 2 in [36] ). Assume R > r and sup{θ ∈ R : E[e θZ i ] < ∞} > 0 for each i = 1, . . . , n. Under Assumption 1, we have
where I(R) = sup θ∈R {θR − η(θ)}, and
where u * (θ) : R → R n is the implicit function defined as the unique solution branch with u * (0) = 0 of the system of nonlinear equations:
Note that there exists some θ c > 0 so that u * (θ) and η(θ) in Theorem 3 above are well-defined for any θ ≤ θ c . For the definition of θ c and related discussions, we refer to Section 4.3 in [36] .
Before we present our results, we remark that [36] also considered the limit theorems for weighted combinations of L i (t) and the left tail of V (t) as t → ∞. For the simplicity of the presentation, in this paper we restrict our discussions on the refining the above two results (Theorems 2 and 3) only, although similar refinements can be also obtained for weighted combinations of L i (t) and the left tail of V (t).
Main results: refined large-time asymptotics
In this section, we present our main results on refinements of large-time asymptotics of affine point processes. Recall that for two real-valued functions f 1 , f 2 , we write f 1 = O(f 2 ) as t → ∞ if there are constants c 1 and c 2 > 0 such that |f 1 (t)| ≤ c 1 |f 2 (t)| whenever t > c 2 . We write
Our first result is a precise large deviation for V (t) for t goes to infinity, which extends Theorem 3 (Theorem 2 in [36] ). Recall the quantities r, I(R), η given in Theorem 3. (1) If the random variables n i=1 n i j=1 Z ij , where n i ∈ N ∪ {0} and Z ij are i.i.d. distributed as Z i , are supported on bN ∪ {0} for some parameter b > 0, then there exist constants (c k ) ∞ k=0 such that for Rt ∈ bN, as t → ∞,
where v is any positive integer. More generally, assume g : R + → R satisfies |g(x)| ≤ aeh x for someh < h andā > 0, then there exist constants (ĉ k ) ∞ k=0 such that for any
where v is any positive integer. In addition, assume that g : R + → R admits the expansion g(x) = ∞ k=0 g k x k+∆ , where ∆ ∈ [0, 1) and there exist someā > 0 and 0 <h < h, such that g k ≤āh k k! for every k ∈ N, then there exist constants (d k ) ∞ k=0 such that as t → ∞,
The coefficients (c k ,ĉ k , d k ,d k ) ∞ k=0 in the above result have explicit formulas (see Propositions 8 and 11, and Appendix B), and can be numerically computed. Hence, based on Theorem 4, we can develop approximations for large deviation tail probabilities and tail expectations for V (t) by truncations of the asymptotic expansions. Numerical results on the quality of approximations will be illustrated in Section 6.
Our next result is a refined central limit theorem (CLT) for V (t), which improves Theorem 2 (i.e. Theorem 1 in [36] ) under a stronger assumption.
Theorem 5 (Refined CLT). Let y = o(t 1/6 ). Assume the random variable V (t) is either lattice distributed or it has a non-lattice law that is absolutely continuous with respect to Lebesgue measure. Under the same assumptions as in Theorem 3, we have as t → ∞,
where r and σ are given in Theorem 2.
To prove Theorems 4 and 5, we use an approach that is based on the mod-φ convergence framework which we discuss in the next section. The stronger assumption needed in Theorem 5 is required in using this approach. On the other hand, in [36] , one needs extra effort to prove the large deviation principle in addition to the central limit theorem, while the mod-φ convergence provides a unified approach to establish both precise large deviations and refined CLT. We give the details of the proofs of Theorems 4 and 5 in Section 5.
Mod-φ convergence framework and some new results
In this section, we briefly review the mod-φ convergence framework in [31] , and present some related new results (Propositions 8 and 11) for quite general sequence of random variables. These new results extend the results on precise estimates of large deviations probabilities in [31] , and they are of independent interest.
We first recall the definition of mod-φ convergence, where one considers a renormalization of the characteristic functions of random variables. Let (X n ) n∈N be a sequence of real-valued random variables and E[e zXn ] exist in a strip S (c,d) := {z ∈ C : c < R(z) < d}, with c < d being extended real numbers, (i.e. we allow c = −∞ and d = +∞) and R(z) denotes the real part of z ∈ C.
Definition 6 (Definition 1.1 in [31] ). We say that (X n ) n∈N converges mod-φ on S (c,d) with parameters (t n ) n∈N and the limiting function ψ, if there exists a non-constant infinitely divisible distribution φ with R e zx φ(dx) = e η(z) , which is well defined on S (c,d) , and an analytic function ψ(z) that does not vanish on the real part of S (c,d) such that as n → ∞, we have t n → +∞, and e −tnη(z) · E e zXn → ψ(z), locally uniformly in z ∈ S (c,d) .
(4.1)
In addition, we say that (X n ) n∈N converges mod-φ at speed O((t n ) −v ) (respectively, exponentially fast) if the difference of the two sides of Equation (4.1) is uniformly bounded by
An informal interpretation of the convergence in (4.1) is that X n can be represented as the sum of t n independent copies of the (non-constant) infinitely divisible distribution φ plus a perturbation encoded in the limiting function ψ. Note in the above definition, we have slightly abused the notation by using the same notation η (as in Sections 2 and 3 for affine point processes) here in the general setting.
The mod-φ convergence framework allows one to obtain precise estimates for tail probabilities and one needs to consider two separate cases: lattice distributed φ, and non-lattice distributed φ. We next review the results in [31] and present our new results for these two cases. To facilitate the presentation, we write
This set S n appears whenever we apply Faà di Bruno's formula (see Lemma 17 in Appendix C.2) for derivatives of composite functions for n ≥ 1, and whenever S 0 appears, we simply consider the 0-th order derivative.
Lattice case
We first discuss the case where φ is lattice distributed. For a given x, define h (with a slight abuse of notations) and F (x) by
The following result from [31] yields an expansion for the tail probabilities when φ has a lattice distribution, which generalizes the Buhadur-Rao theorem for sums of i.i.d random variables in large deviations theory [3, 12] . Without loss of generality, as in [31] , we assume that X n 's and the infinite divisible distribution φ both take values in Z and Z is the minimal lattice for φ.
with parameters (t n ) n∈N and the limiting function ψ. Then for x ∈ (η ′ (0), η ′ (d)) and t n x ∈ N, we have as n → ∞,
can be computed as follows:
where S n is defined in (4.2).
We extend the above theorem to obtain precise estimates of tail expectations. The proof of the following result is given in the appendix. Proposition 8. Suppose the assumptions in Theorem 7 hold. In addition, assume g :
where h and F are defined in (4.3). Here,ĉ 0 = ∞ k=0 g(k)e −kh · ψ(h), and (ĉ k ) v−1 k=1 can be computed using g and the higher order derivatives of η and ψ at h:
Remark 9. From the above two results, one can readily find that
We will use and compute these coefficients in numerical experiments in Section 6.
Non-lattice case
We next discuss the case where φ is non-lattice distributed. We first present the result from [31] .
Theorem 10 (Theorem 4.3. [31] ). Suppose φ is non-lattice, and (X n ) n∈N converges mod-φ with parameters (t n ) n∈N and the limiting function ψ on a band
In Proposition 11 below, we sharpen the above result and extend it to obtain precise estimates for tail expectations under additional assumptions. The proof relies on some delicate applications of Esseen's smoothing inequality, Laplace's method and Faà di Bruno's formula which is given in the appendix.
(i) We have as t n → ∞,
Here, (d k ) v−1 k=0 are given by
where S ℓ is defined in (4.2) and (a k ) ∞ k=0 is defined recursively as:
and (·) i is the Pochhammer symbol 3 .
(ii) Furthermore, assume that g : R + → R admits the expansion g(x) = ∞ k=0 g k x k+∆ where ∆ ∈ [0, 1) and there exist someā > 0 and 0 <h < h so that g k ≤āh k k! for every k ∈ N. Then we have
Remark 12. From Part (i) of the above result, one can find that d 0 = ψ(h) h , and
Similarly, from Part (ii) of the above result, one can check that when g(x) = x γ for γ ≥ 0, we haved
Mod-φ convergence for affine point processes and proofs of results in Section 3
In this section, we prove the main results in Section 3. The key step is to establish the mod-φ convergence of the sequence of random variables (V (t)) t>0 in (2.2). We summarize the result below in Section 5.1 and present its proof in Section 5.3.
Mod
Recall from Theorem 3 that η(θ) and u * (θ) are well defined for a real number θ ≤ θ c with θ c > 0. One can naturally extends their definitions to a complex number θ ∈ C with the real part R(θ) ≤ θ c , so that they fit in the mod-φ convergence framework (Definition 6) which deals with characteristic functions.
Theorem 13. The sequence of random variables (V (t)) t>0 converges mod-φ exponentially fast as t → ∞ along any lattice with limiting function ψ, where e η(θ) = R e θx φ(dx),
and ψ is analytic for R(θ) < θ c . Here,
is a scalar function, where A(t; θ, δ) = (A 1 (t; θ, δ), · · · , A n (t; θ, δ)) is a matrix function, with A(0; θ, δ) = −δ, B(0; θ, δ) = 0 and
for j = 1, 2, . . . , n, where β * is defined in (5.8) .
Several remarks are in order. First, the infinite divisible distribution φ will be identified and given in Section 5.3.2. Second, note that (V (t)) t>0 is a continuous-time process, so to be consistent with Definition 6, we have stated the mod-φ convergence of V (t) along any lattice (i.e. t = b * n for any b * > 0 and n ∈ N with n → ∞) in the above result. Finally, we use the notation B(∞; θ, u * (θ)) in (5.1) to denote lim t→∞ B(t; θ, u * (θ)) which will be shown to exist in the proof in Section 5.3.
Relying on Theorem 13, we are ready to prove the results in Section 3 in the next section.
Proofs of Theorems 4 and 5 in Section 3
Proof. We first prove Theorem 4. For Part (1) , without loss of generality, assume that the random variables in the set 4 Then one can readily see that V (t) takes values in N ∪ {0}. In addition, it will be clear from Section 5.3.2 that the infinite divisible distribution φ in Theorem 13 also takes values in N ∪ {0}. Hence to expand P(V (t) ≥ Rt), we can assume Rt ∈ N, and define X n = V ( 1 R n) and t n = 1 R n to apply the mod-φ convergence theory. Then, Part (1) of Theorem 4 directly follows from Theorem 13, Theorem 7 and Proposition 8. Similarly, Part (2) of Theorem 4 follows from Theorem 13, Proposition 11 and Theorem A in [23] which allows one to extend the convergence along any lattice (i.e. t = b * n for any b * > 0 and n ∈ N with n → ∞ so that we can define X n = V (b * n) and t n = b * n to apply the mod-φ convergence theory) to any t → ∞.
We next prove Theorems 5. It follows from Theorems 3.9 and 4.8 in [31] , and Theorem 13 that for y = o(t 1/6 ), as t → ∞,
To compute (u * ) ′ (0) and (u * ) ′′ (0), we can use (2.4) and find that
Then it is straightforward to verify that η ′ (0) = r and η ′′ (0) = σ 2 , where r, σ 2 are given in Theorem 2. Hence, the conclusion follows.
Proof of Theorem 13
We prove Theorem 13 in this section. By Definition 6, it suffices to show
where K is a compact subset of the strip S (0,θc) for some θ c > 0, 5 and C K ,C K > 0 are two constants.
We present the proofs of (i) and (ii) in the next two sections. Before we proceed, we recall from [36] that they introduced Q * θ , the equivalent probability measure induced by the martingale M *
, such that for given
By Girsanov's theorem, under the measure Q * θ , the process X is still affine and satisfies the SDE in (2.1) with parameters (α, a, b, β * , λ * , κ * , γ), and measure ϕ * i , where
and R(θ) ≤ θ c . We will use these facts in the proofs of (i) and (ii).
Locally Uniform Convergence at Exponential Speed in (5.4)
In this section, we prove (5.4). First, we infer from (5.5) that with
where the random vector X(∞) follows the stationary distribution of X(·) under the measure Q * θ , and the second equality follows from the ergodicity of X(·), see Proposition 11 in [36] .
We next compute the right hand side of (5.10) and show it is exactly ψ given in (5.1). We can compute that v(t,
satisfies the Kolmogorov equation, which is a partial integro-differential equation in our context:
with the initial condition v(0, x) = e −δ T x . Since the process X is still affine under the measure Q * θ , one can readily obtain that v(t, x) = e A(t;θ,δ) T x+B(t;θ,δ) ,
where A(t; θ, δ) and B(t; θ, δ) are given in (5.3) and (5.2) respectively. By ergodicity of X(·), we know that E Q * θ e −u * (θ) T X(∞) X(0) = x 0 is independent of the initial position x 0 and thus A(∞; θ, u * (θ)) = 0 and we conclude that
It remains to show the convergence in (5.10) is exponentially fast in t and locally uniformly in θ. By (5.11), we need to show e A(t;θ,u * (θ)) T x 0 +B(t;θ,u * (θ))+u * (θ) T x 0 converges exponentially fast to e B(∞;θ,u * (θ))+u * (θ) T x 0 . So it suffices to show that A(t; θ, u * (θ)) T x 0 + B(t; θ, u * (θ)) → B(∞; θ, u * (θ)), exponentially fast in t → ∞ locally uniformly in θ.
Since A(t; δ) → 0 as t → ∞, for sufficiently large t, we can infer from (5.3) that
where ǫ i,j > 0 is sufficiently small, R(A j ) and Im(A j ) take the real and imaginary parts of A j . Thus, for sufficiently large t, we have
where Z * = (Z * i ) with the random variable Z * i following the distribution ϕ * i (dz), and we have used (5.7)and (5.9). Since the matrix (β * ) T − (κ * ) T E[γZ * ] T is positive stable (see the proof of Proposition 11 in [36] ), we deduce that A(t; θ, u * (θ)) → 0 exponentially fast in t, which together with (5.2) implies that B(t; θ, u * (θ)) → B(∞; θ, u * (θ)) also exponentially fast in t. The convergence holds locally uniformly in θ, and thus we have proved the desired result.
Infinite divisibility
In this section, we prove that for η(·) given in (2.3), we have e η(θ) = E[e θY ] for some infinitely divisible, non-constant random variable Y . Recall from (2.3) that
(5.12)
It suffices to show that we can find two independent random variables Y 1 and Y 2 such that
We first show (5.13) . Let L i (X(0), λ, a, b; t) and V (X(0), λ, a, b; t) denote the process L i (t) and V (t) respectively with emphasis on its dependence on X(0), λ, a and b. Note that by the definition of u * (θ) in Equation (2.4), u * (θ) is independent of the parameters X(0), λ, a and b. Now if a, b = 0 and λ = 0 6 , then it follows from Equation (5.12) that η(θ) = 0. In addition, when a = 0, b = 0 and λ = 0, we get from the definition of B in Equation (5.2) and the initial condition B(0; θ, δ) = 0 that B(∞; θ, u * (θ)) = 0. Then with θ in the strip S (0,θc) , we obtain for given deterministic X(0), lim t→∞ E e θV (X(0),0,0,0;t) = lim t→∞ E e θV (X(0),0,0,0;t) e −η(θ)t = e u * (θ) T X(0)+B(∞;θ,u * (θ)) = e u * (θ) T X(0) < ∞, (5.15) where the second equality follows from the results in Section 5.3.1. Moreover, since V (·, 0, 0, 0; t) is monotone in t, we then infer from Fatou's lemma that for real valued
Hence, the random variable V (·, 0, 0, 0; ∞) := lim t→∞ V (·, 0, 0, 0; t) < ∞ with probability one, so is L i (·, 0, 0, 0; ∞) := lim t→∞ L i (·, 0, 0, 0; t), 1 ≤ i ≤ n. In addition, we obtain that for θ in the strip S (0,θc) ,
where we have used (5.15) and the dominated convergence theorem. Now we define
Then from Equation (5.16), we get Equation (5.13).
To establish (5.14), we define
where Y j 2 are independent and
Here Z j,k has the same distribution as Z j and Z j,k are i.i.d., independent of X j,k where X j,k are i.i.d. and distributed as n i=1 L i (γ j Z j , 0, 0, 0; ∞) and finally N λ j is a Poisson random variable with mean λ j and independent of Z j,k and X j,k . Then, from Equation (5.16), we get
whereẐ j is an independent copy of Z j . This verifies Equation (5.14) . Hence, we have defined a random variable Y = Y 1 + Y 2 so that E[e θY ] = e η(θ) . To see that Y is infinitely divisible, we can write it as i.i.d. m copies of the same random variable with parameters b replaced by b/m and λ replaced by λ/m. That is, we can define
This completes the proof of the infinite divisibility of Y . Finally, let us show that Y is lattice distributed if and only if the random variables in the set
are supported on bN ∪ {0} for some b > 0. First, we prove the 'if' part. If the random variables in Z are supported on bN ∪ {0} for some b > 0, then so is each Z ij and by the definition of Y above, Y is lattice distributed. Next, we prove the 'only if' part. If Y is lattice distributed, then Y is supported on a + bZ for some a ∈ R and b > 0. By the definition of Y above, we infer that each random variable in Z is also supported on a + bZ. Therefore, Z ij is also supported on a + bZ. If Z ij = a + bz ij for some z ij ∈ Z, then Z i1 + Z i2 = 2a + b(z i1 + z i2 ) also belongs to a + bZ, which implies that a ∈ bZ, and hence we can take a = 0. Finally, if each Z ij is supported on bZ, then so are the random variables in the set Z.
Applications and numerical experiments
Our theoretical results can be potentially useful in applications where affine point processes are relevant models to capture the clustering or self-and mutually-exciting effects and one is interested in large deviation probabilities or tail expectations. In this section, we illustrate the application of our results (Theorem 4) to credit risk analysis and present numerical studies.
Financial application: credit risk analysis
We consider credit risk assessment of synthetic CDO (Collateralized Debt Obligations) tranches. See e.g. [13, 15, 20] for background. Following [20] , we consider a stylized synthetic CDO which is made up of a portfolio of n single-name credit default swaps with notional 1 and maturity T that usually ranges from six months to ten years. The constituent credit default swaps are referenced on bonds issued by rated firms. When a bond issuer defaults, the portfolio incurs a loss associated with the default event.
The risk of loss on the reference portfolio is divided into tranches of increasing seniority. Losses will first affect the "equity" or "first loss" tranche, next the "mezzanine" tranche(s), finally the "senior" and then the "super-senior" tranches. Specifically, each tranche is specified by an attachment point K A and a detachment point K D > K A that determine the amount of portfolio loss, and correspondingly the number of defaults, the tranche can absorb. Mathematically, write L(t) for the cumulative portfolio loss up to time t, then the tranche loss U (t) is given by
That is, the tranche starts to suffer losses when the cumulative portfolio loss L(·) exceeds the attachment point K A , and the tranche would be wiped out if the loss exceeds K D . In general, senior and super-senior tranches may have a low probability to suffer losses. See e.g. [13, 15, 20] .
As each tranche has a different degree of credit exposure, it has its own credit rating at issuance. Standard and Poor's ratings are based on the tranche (real-world) default probability given by P(L(T ) > K A ), and Moody's ratings are based on the (real-world) expected tranche loss E(U (T )) at maturity T . These quantities are important as investors often rely on the credit ratings of tranches for investment and risk management purposes in structured finance markets.
To compute the tranche default probability or the expected loss, one needs a model for the distribution of the portfolio loss L(T ). There are several different classes of models in the literature 7 . We follow the approach of [2, 20] and consider using an one-dimensional affine point process to directly model the aggregate portfolio loss L(·) to capture the empirical feature of default contagion, that is, the default of one firm can trigger the default of other related firms. Specifically, as an illustrative example, we assume that under the real-world probability measure, the default events arrive according to the intensity λ(·) given by
where γ ≥ 0 and τ i is the random default timing of i−th event. Equivalently,
where λ(0) = 1 and L(t) = 0.5N (t). (6.2)
Here N (t) counts the total number of defaults in the portfolio up to time t, and each default generates a fixed loss 50%. In this model, the initial default rate is one default on average per year. When defaults occur in the portfolio, the default intensity λ(t) jumps up by 0.5γ at each default event, and then decays with speed one. The parameter γ indicates the level of default clustering as a large γ leads to significant default contagion. To address concerns about possible model or parameter misspecification, we will consider three different cases for γ (with γ = 0.04, 0.2 and 1) in the numerical experiments. We focus on computing P(L(T ) ≥ K) and E[(L(T ) − K) + ] for this one-dimensional affine point process L, where K = xT . These two quantities are approximately the default probability and the expected loss for a super-senior tranche with attachment point K, for a large well-diversified portfolio 8 .
We now present a set of representative numerical results in Tables 1-3 for common maturity points T = 1, 3, 5, 7, 10 years. The 20-and 30-year results are also reported for illustrations. We compare the results from first order approximations and those from Monte Carlo simulations. The first order approximations refer to truncating the asymptotic series in (3.1) and (3.2) to retain the first two terms. When computing the expansion coefficients, we need to numerically solve ODEs (see e.g. Theorem 13) and we use Runge-Kutta methods. We do not report numerical results from zeroth order approximations as the errors are not small. For the simulations, as plain Monte Carlo is very slow in computing small probabilities and tail expectations, we use the importance sampling algorithm in [21] with sample size 500k. The computations are performed using Python on a Mac computer with Processor 1.4 GHz Intel Core i5.
We find with weak or intermediate level of default clustering (with γ = 0.04 in Table 1 or γ = 0.2 in Table 2 ), our first order approximations for the default probability and the expected loss can be quite accurate for large maturity T , e.g. T = 10 years. These analytical approximations are much faster to evaluate than Monte Carlo simulation via importance sampling, and they perform numerically stable. Hence, these approximations can provide alternatives in these scenarios to simulation which is computer resource extensive.
On the other hand, with significant default clustering (γ = 1), the first order approximations do not perform well for realistic maturities T ≤ 10 years, see Table 3 . The intuitive reason is that significant default clustering shift the probability mass of the loss L(T ) to the right tail, so the default probability is not very small (compared with the model with a low γ for a fixed K = xT ) and it is not in the large deviation regime. In this case, in order for the first order approximation to produce reasonably accurate results, we need to increase the maturity T to, say, 200-years which is not realistic.
A natural question is whether higher order approximations can produce better results, say, for γ = 1. To address this question, we present in Table 4 the numerical results using second order approximations, i.e. we retain the first three terms in the asymptotic expansions in (3.1) and (3.2) . As one can read from this table and Table 3 , second order approximations do not lead to more accurate results than first order approximations. This is not surprising. An asymptotic series is usually a non-convergent series. There is no general rule for selecting the "right" order of the truncation in developing approximations, and adding additional higher order terms does not necessarily improve the approximation (see e.g. [17] Remark. The intensity model (6.1) is highly stylized for the purpose of illustrating the application of our theoretical results. It does not take into account that firms are exposed to observable and latent systematic economic factors as in [2] . However, it captures default contagion which is found to be a significant source for default clustering. In (6.1), before any firm defaults, the "baseline intensity" of default arrivals is constant one per year. In practice, this baseline intensity may not be constant, especially over a long horizon. Let us briefly discuss the extension to the non-homogeneous (deterministic) baseline intensity. If we have a non-constant deterministic baseline intensity v(t), i.e., λ(t) = v(t) + 0.5γ · 0<T i ≤t exp(−(t − τ i ))), then the affine structure of the point process model is still preserved. When v(t) converges to a constant sufficiently fast as t → ∞, then the results we derive in this paper will still hold. On the other hand, if v(t) converges very slowly to a constant or when v(t) is not asymptotically constant as t → ∞, then we may not have the desired convergence speed in the mod-φ convergence, and the mod-φ convergence method will no longer be applicable in these cases, and it is out of the scope of the present paper to study these cases.
Two additional test cases
We also illustrate the performance of our approximations (from Theorem 4) for two test cases on three-dimensional affine point processes where the parameters are taken from [36] . Both lattice and non-lattice cases will be studied. The model specification of the three-dimensional affine point process (L 1 , L 2 , L 3 ) is as follows. The components of X = (X 1 , X 2 , X 3 ) satisfy
In both test cases below, β = (β 1 , β 2 , β 3 ) = (2, 2.1, 2.2), b = (6, 6.1, 6.2), σ = (0.5, 0.6, 0.7), γ = (0.2, 0.3, 0.4), κ = (1, 1.1, 1.2), λ = (0, 0, 0). The two test cases differ only in the distribution of Z i . In the first test case, Z i is assumed to be constant one for each i; In the second test case 2, Z i is assumed to follow an exponential distribution with mean one.
In Tables 5 and 6 , we report the results of the first order approximations for P(V (t) ≥ xt) and E[(V (t) − xt) + ] for different values of x and t for the two test cases, where V (t) = 3 i=1 L i (t). We can observe that the relative errors for the first order approximations compared with Monte Carlo simulations (via importance sampling) become small when t becomes large. Table 5 : First order approximations are compared with simulations using importance sampling (IS) when Z i ≡ 1 for i = 1, 2, 3. P stands for P(V (t) ≥ xt) and E stands for Table 6 : First order approximations are compared with simulations using importance sampling (IS) when Z i is exponentially distributed with mean one for i = 1, 2, 3. P stands for P(V (t) ≥ xt) and E stands for E[(V (t) − xt) + ] with V (t) =
A Proofs of Propositions 8 and 11
This appendix collects the proofs of Propositions 8 and 11.
A.1 Proof of Proposition 8
Proof. We follow the proof of Theorem 3.4. (Theorem 7 in our paper) and Remark 3.7 in [31] . Before we proceed, since we assume that |g(x)| ≤āeh x for someh < h andā > 0, we have
where we recall that E[e zXn ] exists on S (c,d) . Moreover, since we assume that |g(x)| ≤āeh x for someh < h andā > 0, we can check thatĉ k whose definition involves the summation of g(q)e −qh (−q) m over q from 0 to ∞ is well-defined. Next, let us define:
Since we assume that |g(x)| ≤āeh x for someh < h andā > 0, H n (w) is well-defined. By Taylor expansion, we define β j (w) via the expansion:
Following the proof of Theorem 3.4. and Remark 3.7. in [31] , we can readily obtain
We next compute the coefficientsĉ k . As β j (w) is defined via the expansion of g n (w), we proceed to expand the three terms in (A.1).
(1) First, we expand the term ∞ k=0 g(k)e −kh e −k iw √ tnη ′′ (h) . We can compute that
(2) Next, as ψ is analytic, we expand the term ψ h +
(3) Finally, let us expand the term e
where we can compute thatf (0) = 0 and for every j ∈ N,
which implies that by Faà di Bruno's formula (see Appendix C.
2)
Hence,
Hence, by (1), (2) and (3), we conclude that
By the property of standard normal random variable, we have
is even, and 0 if m is odd. Hence, we obtain from (A.2) the formula ofĉ k given in (4.4) . The proof is therefore complete.
A.2 Proof of Proposition 11
To prove Proposition 11, it suffices to prove Part (ii). Before we proceed to the proof, let us first show that E[g(X n − t n x)1 Xn≥tnx ] andd k are well-defined and finite. Since we assume that g(x) = ∞ k=0 g k x k+∆ , where ∆ ∈ [0, 1) and g k ≤āh k k! for someā > 0 and 0 <h < h for every k ∈ N, we infer that g(x) ≤āeh x x ∆ for any x ≥ 0, and hence there exist somē a 0 > 0 andh <h 0 < h such that g(x) ≤ā 0 eh 0 x for any x ≥ 0. Therefore
where we recall that E[e zXn ] exists on S (c,d) . Moreover, we assume that g(x) = ∞ k=0 g k x k+∆ , where ∆ ∈ [0, 1) and g k ≤āh k k! for someā > 0 and 0 < h < h for every k ∈ N, we can check thatd k whose definition involves the summation of g q Γ(k+∆+q+(m 1 +···+m ℓ )−m+1) h ∆+q+1 over q from 0 to ∞ is well-defined. We next introduce a lemma. It calculates certain Gaussian integrals which will be used in our computations in proving Proposition 11. The proof of this lemma will be deferred to the end of this section.
Lemma 14. Fix any s ≥ 0. We have as t n → ∞,
where (a k ) ∞ k=0 are determined recursively as:
where (·) i is the Pochhammer symbol.
We are now ready to prove Proposition 11 below. By the expansion g(z) = ∞ k=0 g k z ∆+k , it suffices to show our results for g(z) = z γ for every γ ≥ 0. Fix h where η ′ (h) = x. As in Lemma 4.7 of [31] , we denoteX n as the random variable which follows the law Q(dy) = e hy φ Xn (h) P(X n ∈ dy). Denote F n (·) the cumulative distribution function of the random variablẽ
Then as in the proof of Theorem 4.3 in [31] , one can readily compute that
where we used integration by parts in the last equality. Suppose we can find G n (x) =
x −∞ g n (y)dy, such that
with Q j (y) being polynomials of order j in y. Then we obtain from (A.4) that
To calculate and approximate the integral in (A.7), in view of the expression of g n (·) in (A.6), it suffices to note that 
(A.8)
It then follows from (A.7) and the fact that ψ n (h) converges to ψ(h) with speed O(t −v n ) locally uniformly that for g(x) = x γ , we have the expansion of the form
To complete the proof, it remains to find the function G n (·) so that (A.5) holds and identify the coefficientsd k in the above expansion. This will be done in the next section.
It is known that
where H k (y) are Hermite polynomials given by
Therefore, by (A.11), (A.12) and z = iζ, the inverse Fourier transform of g * n (·) is given by
(A.14)
We will show later that for G n (x) =
x −∞ g n (y)dy with g n (·) given in (A.14), we have
By using the expansion for Hermite polynomials in (A.13), one can readily express g n (·) in the form of (A.6). Then similar arguments in (A.7)-(A.8) yield that
fixed. By taking T = M t and we can compute that
Since φ is non-lattice with R e zx φ(dx) = e η(z) , by Lemma 4.9. in [31] , we obtain
Then it follows that
which goes to zero faster than any power of t n . Finally, the term δt 1/2 n ≤|ζ|≤M t k/2 n |g * n (ζ)|dζ in (A.16) can be estimated similarly. Therefore, we deduce from (A.15) that for large t n ,
The proof is hence complete.
A.2.2 Proof of Lemma 14
Proof of Lemma 14. For any s ≥ 0, it is readily seen that
For large t n , we can apply the Laplace's method (see Lemma 18 in Appendix C.3) to estimate the above integral. To this end, we use the notation in Lemma 18, and we set p(y) = 1 2 (y + 1) 2 , q(y) = y s , and a = 0, b = ∞ and λ = h 2 t n η ′′ (h). We can compute that
which implies that µ = 1. Since q(y) = y s , we have σ = s + 1. Moreover, v = p(y) − p(0) = y + 1 2
and (a k ) ∞ k=0 are determined from:
Hence, as t n → ∞,
Finally, we can compute that
which implies that for y → 0 + ,
where (·) i is the Pochhammer symbol. This implies that
Hence, the conclusion follows.
B Computations of expansion coefficients for affine point processes
In this section, we computeĉ k andd k for affine point processes. Their general formulas are given in Propositions 8 and 11. It is clear that these coefficients depend on the derivatives of η and ψ at h. Recall that for affine point processes, the function ψ(·) is given in (5.1), η(·) is given in (2.3) , and the real number h is defined by η ′ (h) = R. We next discuss how to compute high order derivatives for functions ψ and η that are associated with affine point processes.
B.1 Computations of ψ (k) (θ)
From (5.1), we have ψ(θ) = e u * (θ) T x 0 +B(∞;θ,u * (θ)) . By applying Faà di Bruno's formula (see Section C.2), we get the k−th derivative of ψ is given by
Hence, it suffices for us to compute the derivatives d j dθ j B(∞; θ, u * (θ)) which will be presented in Section B.3, and the derivatives of u * (θ) with respect to θ (up to order k), which will be presented in Section B.4.
B.2 Computations of η (k) (θ)
We recall from (2.3) that
For any k ≥ 1, by Leibnitz formula, we can compute the k−th derivative of η:
and by Faà di Bruno's formula,
which yields that
Hence, to find the k−th derivative of η, we need to compute the derivatives of u * (θ) with respect to θ (up to order k), which we present in Section B.4.
B.3 Computations of
By applying multivariate Faà di Bruno's formula and using the notations in Appendix C.2, we have
We first compute ∂ j ∂θ j B(∞; θ, u * (θ)). Recall from Theorem 13 that,
where for notational simplicity, we write A := A(t; θ, δ) = (A 1 (t; θ, δ), · · · , A n (t; θ, δ)), with A(0; θ, δ) = −δ and
for j = 1, 2, . . . , n, where β * = β I,I − diag(α 1 11 u * 1 (θ), . . . , α m mm u * m (θ)) 0 β J,I β J,J .
By Applying Leibnitz formula, we get ∂ j ∂θ j B(∞; θ, δ)
and by further applying the univariate Faà di Bruno's formula (see Appendix C.2), we get ∂ j ∂θ j B(∞; θ, δ)
Moreover, for any 1 ≤ j ≤ n, 
C Smoothing inequality, Faà di Bruno's formula and Laplace's Method
For completeness, this section collects three known results that are used in our proofs. 
C.1 Esseen's smoothing inequality
for |ν| > 0, and
In addition, if µ = (µ 1 , . . . , µ d ) and ν = (ν 1 , . . . , ν d ) are both in (N ∪ {0}) d , we write µ ≺ ν provided one of the following holds: (i) |µ| < ν|; (ii) |µ| = |ν| and µ 1 < ν 1 or (iii) |µ| = |ν|, µ 1 = ν 1 , . . . , µ k = ν k and µ k+1 < ν k+1 for some 1 ≤ k < d.
Let ν = (ν 1 , . . . , ν d ) = (0, . . . , 0), Setting h ν = D ν x h(x), f λ = D λ y f (y), where y = (g 1 (x), . . . , g m (x)) and ν, λ ∈ (N ∪ {0}) d , and g µ = (D µ x g 1 (x), . . . , D µ x g m (x)). Then, the multivariate Faà di Bruno's formula is given as follows.
Lemma 16 (Multivariate Faà di Bruno's formula, cf. (2.4) in [8] ).
where p(ν, λ) = (k 1 , . . . , k |ν| ; ℓ 1 , . . . , ℓ |ν| ) : for some 1 ≤ s ≤ |ν|, k i = 0 and ℓ i = 0 for 1 ≤ i ≤ |ν| − s; |k i | > 0 for |ν| − s + 1 ≤ i ≤ |ν|;
and 0 ≺ ℓ |ν|−s+1 ≺ · · · ≺ ℓ |ν| are such that
In the above formula, the vectors k are m−dimensional, the vectors ℓ are d−dimensional, and we always set 0 0 = 1.
For the special case d = m = 1, we have the one-dimensional Faà di Bruno's formula, which has a more explicit expression:
Lemma 17 (Univariate Faà di Bruno's formula).
d n dx n f (g(x)) = Sn n! m 1 !1! m 1 m 2 !2! m 2 · · · m n !n! mn · f (m 1 +···+mn) (g(x)) · n j=1 g (j) (x) m j , where the sum is over the set S n consisting of all the n-tuples of non-negative integers (m 1 , . . . , m n ) satisfying the following constraint:
1 · m 1 + 2 · m 2 + 3 · m 3 + · · · + n · m n = n.
C.3 Laplace's Method
Laplace's Method is useful in estimating integrals of the form I(λ) = b a e −λp(t) q(t)dt as λ → ∞. For two functions f 1 , f 2 , we write f 1 (λ) ∼ f 2 (λ) if f 1 (λ)/f 2 (λ) tends to unity as λ → ∞. The following result can be found in e.g. [32, Section 3.7].
Lemma 18 (Laplace's Method). Suppose that
(1) p(t) > p(a) for t ∈ (a, b) and the minimum of p(t) is only approached at t = a.
(2) p ′ (t), q ′ (t) are continuous in a neighborhood of t = a except possibly at t = a.
