Modeling has recently seen a tremendous increase in interest in the field of NLP with the advent of transfer learning and the shift in focus from rule-based and predictive models (supervised learning) to generative or unsupervised models to solve the long-standing problems in NLP like Information Extraction or Question Answering. While this shift has worked greatly for languages lacking in inflectional morphology, such as English, challenges still arise when trying to build similar systems for morphologically-rich languages, since their individual words shift forms in context more often [8] . In this paper we investigate the extent to which these new unsupervised or generative techniques can serve to alleviate the type-token ratio disparity in morphologically rich languages. We apply an off-the-shelf neural language modeling library [20] to the newly introduced [9] task of unsupervised inflection generation in the nominal domain of three morphologically rich languages: Romanian, German, and Finnish. We show that this neural language model architecture can successfully generate the full inflection table of nouns without needing any pre-training on large, wikipedia-sized corpora, as long as the model is shown enough inflection examples. In fact, our experiments show that pre-training hinders the generation performance.
Introduction
Modeling variability, or the certain pattern a variable follows in context, is one of the major goals of Statistical Machine Learning and Data Science. In Artificial Intelligence, the notion whose variability researchers attempt to account for or simulate is the assumed concept of human intelligence. Within Natural Language Processing (NLP), where the variable scrutinized is language, this goal can surface into many different tasks, depending at which level of the language the analysis is being carried out. When we 1 focus our attention at the word level, as researchers within Computational Morphology have done, we notice a clear distinction between languages that have a high stem variance, meaning that the same word (stem) will shift its form often in the context of different sentences, or low stem variance, where a word will appear in the same form in most contexts. The ones with high stem variance, like Romanian, French, or German, have been dubbed languages with rich inflectional morphology ( [11] , [12] , [10] ), while languages with low variance, like English, are considered to have a poor inflectional morphology. This distinction has made applying machine learning algorithms to NLP tasks like Named Entity Recognition for languages like English much easier than for languages like French or German [19] , where a base form (uninflected, dictionary form) of a word can go through many phonological transformations (apophonies) when they merge with affixes (sub-word character clusters) denoting gender, person, number, case, definiteness to reflect the context (inflection) they are being used in. While great progress in text classification, information extraction, or language understanding tasks has been made through language modeling with deep neural networks and transfer learning [3] , [4] , these models still suffer when the background information needed for the task is out of vocabulary or rarely occurring and require fine-tuning on labeled datasets [17] . Tables 1 and 2 show the stem alternations occurring in Romanian and German nouns respectively as opposed to English nouns which incur no shifts in the stem. The ending of the stem and beginning of the contextual marker (inflectional affix) is marked with a hyphen. Note that although Romanian and German both are rich in inflectional morphology they do not share the same contexts for which alternation occurs. Specifically, Romanian nouns do not sift from Nominative to Accusative or from Genitive to Dative, unlike German, but they do shift depending on whether they are being marked for definiteness, a notion that in English is marked by the presence of determiners (i.e. the). 
Over the last 10 years, there have been extensive efforts within the field of NLP to apply supervised learning to predict which inflectional class (morphological paradigm) words fall into: [11] , [12] , [10] , [13] , [2] , [8] . However, attempting to generate all inflected forms of a word from its base form in a fully unsupervised manner, given no explicit information of the existing paradigms of a language, has only very recently been studied for the verbal domain of a few morpholog- ically rich languages [9] . We would like to pursue this investigation further and see to what extent it works in the more variable nominal domain. Our interest in the task of unsupervised inflection generation introduced in [9] was sparked by the application of neural generative models to the related task of morphological reinflection ( [14] , [1] , [21] ) and by the recent availability of morphological datasets coming from Wikitionary [13] and the SIGMORPHON shared tasks [7] .
We make use of the same attention-based recurrent neural architecture [20] applied in [9] , which has become a popular plug-and-play text generation tool outside of the academic community 2 and investigate the best practices and limitations to generating the paradigm of a noun given only its uninflected (dictionary) form and being trained in a fully unsupervised fashion. While [9] report state-of-the-art results for Romanian verb generation and show their models to require no fine-tuning, we show that in fact fine-tuning hinders the ability of the model to generate any inflection list. This comes as an argument against the pretrained and fine-tuned strategy advocated in the past few years by the transfer learning community within NLP ( [17] , [3] , [4] ). We invite the NLP community to further test other neural models with this training scheme.
While the German and Finnish datasets contained no direct (labeled) information about inflectional class, for Romanian we were able to attain the labeled dataset introduced in [8] which associates the dictionary form of a noun (nominative-accusative singular indefinite form) with a number from 0 to 20 representing the inflectional class label which they identified based on various linguistic works ( [5] , [16] ) and which was successfully predicted by their proposed model using only character ngrams of the base form. This label is supposed to encode the pattern of inflectional endings the noun receives as well as the pattern of alternations the stem goes through during inflection. The experiments in [9] show that making use of this label (by conditioning the language model) leads to lower generation performance so we did not carry this line of research over to the nominal domain.
TextGenRNN Architecture
We adapt the character-level language model textgenrnn developed in [20, 15] , whose architecture is reviewed here for completeness.
Input sequences to the model are strings of up to T characters. Each character in an input sequence is first translated into a 100-D embedding-vector. These are then fed through two bi-directional 128-unit LSTM layers. Next, the outputs of the embedding and both LSTM layers are concatenated and fed into an attention layer which weights the most important temporal features and averages them together. Note that this skip-connects the embedding and first LSTM layer to the attention layer, which helps alleviate vanishing gradients. Finally, the output of the attention layer is routed through a fully-connected MLP layer with output dimension equal to the number of possible characters.
Generation Experiments
The first set of experiments investigated the generation of full inflection given the dictionary form of the noun. Specifically, we wanted to see if the model could generate all forms of a noun in one go, given only the uninflected (dictionary) form. For Romanian this would be the nominative-accusative singular indefinite form (N-Acc.sg.indef in Table 1 ), whereas for German and Finnish this would be the nominative singular. To this end, the training datasets were arranged such that each row contained this base form of the noun, which is the first form to appear in dictionaries, followed by all the inflected forms resulted from combining case (nominative, genitive, accusative, and dative for German; nominative-accusative, genitive-dative for Romanian; 14 for Finnish), number (i.e. singular, plural) and definiteness.
Each form in the training set was separated by a comma and a space and written on the same line. The test sets were formatted the same. For German and Finnish, we consolidated the training and development sets together and used the test set for generation. For the Romanian set, since we also had access to the inflectional class for each base form, we split the 30k examples in train and test sets, making sure that both sets maintained the same distribution based on this inflectional class. During the generation phase, the trained language model is given the uninflected form from the test set as the value for the prefix parameter in the generate function of the textgenrnn model. If the forms generated by the model match exactly with the test set forms, then the corresponding entry in the test set is counted as having been correctly generated.
The experiments were carried out with different training parameters. We trained the three language models for 14 epochs and different values for the max length parameter which determines how many tokens (characters) are taken as context during training. Since the Romanian models performed less accurately than the German and Finish ones in the nominal domain but also than Span-ish and Finnish in the verbal domain according to our previous study [9] , we investigated if pre-training of the model with the Romanian EuroParl corpus [18] and fine-tuning it over the morphological corpus helped boost generation accuracy for the verbal model. We also tested the influence of the number of tokens to consider before predicting the next one by changing max length from 40 characters (default value) to 90, chosen based on the distribution of lengths in the training corpora for Romanian 2 and German 3. Interestingly, the Finnish corpus had a much larger character length average than the other two languages since it has considerably more cases (14 vs. 4) . We decided to set the max length parameter to 100 for Finnish. A final variable we investigated in our ablation experiments was the number of forms in each training example. Specifically, we wanted to see if, beside the number of characters we told the language model to look at when learning to predict the next character sequence, we also indirectly conditioned the model to "understand" that it needs to generate a different amount of forms than the norm for certain words. Indeed, unlike the German and the Finnish datasets, whose examples consistently had 8 and 30 forms respectively, the Romanian noun dataset contained certain nouns which had both male and female variants and therefore the same base form would lead to more than 8 inflected forms. We tested the extent to which this architecture is able to learn, without explicit labeling of the dataset, so still in a fully unsupervised manner, the distinction between those nouns who get more than 8 forms by training two separate version of the model: one on the available Romanian nouns, another just on the part of the dataset containing nouns with only 8 forms. 
Results
Unlike the verbal experiments [9] , we first see that our language models for the Finnish as well as the German noun corpus are not able to reach performance anywhere close to the state-of-the-art [1] . In fact, the Finnish is only able to produce the entire list of 30 inflected forms for only 5 nouns in the test corpus and the German one for 18. We identify two reasons for this. The first one is related to the order of magnitude greater stem variance in comparison to the size of the datasets. Specifically, the Finnish noun train set contains around 6k examples, which is close to the 7k Finish verb train set, but every noun has 30 inflected forms, unlike the 6 forms for Finnish verbs. For German, the noun dataset is even smaller than the Spanish verbal dataset (2k for 8 noun forms versus 3.5k for 6 verbal forms). Clearly, the variance is too high for the language model to learn anything about the affixation patterns. Another thing it fails to learn is that it needs to generate exactly 30 forms for Finnish and 8 for German. The second reason for the failure of the model has to do with Finnish being an agglutinative language, which means that the type of stem alternations triggered during inflection (affixation) does not lead to a character cluster in the stem to be replaced with another, close in size, rather it grows in size.
For Romanian, we report the accuracy of generating the full sequence of inflected forms for the test set containing exclusively nouns with 8 forms and the set containing all nouns by training two separate models. As we can see, indirectly giving the language model the information that all generated examples should have 8 forms by never showing it examples with less or more forms (the Nominal 8 models) leads to just a percentage point improvement. This is in line with the German and Finnish models either predicting too many or too little forms. The deviation is however greatly improved on the Romanian dataset, which makes us conclude that it is an issue related with size of the training since the Romanian one is around 30k. We also see that increasing the max length from 40 to 90 does not seem to help the system significantly and that training it for longer (from 14 to 28 epochs) leads the model to overfit to regular nouns and therefore generate poorer quality inflection tables (generation accuracy for the 8 form model drops 2% points from 14 to 28 epochs).
We also include the results from previous work for reference, although these models are either fully supervised or semi-supervised and use quite a lot of extensive pre-training. In contrast, our models use no supervision such as tags related to the context in which each generated form needs to appear (person, number).
In another set of experiments, we pre-trained textgenrnn on the Romanian EuroParl corpus for 14 epochs and then fine-tuned the model for another 14 epochs using our Romanian inflectional training set described above. We then proceeded to generate inflected forms by calling the generate function with the prefix parameter set to the uninflected infinitive forms from the test set. We observed that no inflected form was generated in this setting. Instead, the model would generate chunks of text similar in style and word choice to the pre-training EuroParl corpus, suggesting that the fine-tuning corpus was too different in style and too small to impact the pre-trained model in any way. Below we reproduce one such example, where the value for the prefix parameter was inputed as abandona (to abandon). 
Conclusions
In this paper, we've shown that the method introduced in [9] of generating in a fully unsupervised manner full inflections using neural language models implemented in an off-the-shelf artificial deep recurrent neural network architecture works well in the nominal domain of morphologically rich languages. which for Romanian and Finnish is larger. in order to generate full inflections for verbs in the morphologically-rich Romanian, Spanish, and Finnish, introducing the task of unsupervised inflection generation. We showed that even when the training dataset is small for deep learning standards and without any supervision, we can achieve accuracy close to the state of the art for Finish and Spanish and we surpass previous state-of-the-art for Romanian. Our generation results with the pre-trained EuroParl models also suggest that if the fine-tuning corpus is substantially different (in number of examples and structure) from the pre-training corpus (EuroParl vs. inflection lists), the generated text will maintain the structure of the larger corpus, used in initial training. This goes against the current assumption in transfer learning which maintains that language models are unsupervised multi-task learners which can be successfully used for a new task with minimal need for fine-tuning [4] .
