Many environmental, genetic, and epigenetic factors are known to affect the frequency and positioning of meiotic crossovers (COs). Suppression of COs by large, cytologically visible inversions and translocations has long been recognized, but relatively little is known about how smaller structural variants (SVs) affect COs. To examine fine-scale determinants of the CO landscape, including SVs, we used a rapid, cost-effective method for high-throughput sequencing to generate a precise map of .17,000 COs between the Col-0 and Ler-0 accessions of Arabidopsis thaliana. COs were generally suppressed in regions with SVs, but this effect did not depend on the size of the variant region, and was only marginally affected by the variant type. CO suppression did not extend far beyond the SV borders and CO rates were slightly elevated in the flanking regions. Disease resistance gene clusters, which often exist as SVs, exhibited high CO rates at some loci, but there was a tendency toward depressed CO rates at loci where large structural differences exist between the two parents. Our high-density map also revealed in fine detail how CO positioning relates to genetic (DNA motifs) and epigenetic (chromatin structure) features of the genome. We conclude that suppression of COs occurs over a narrow region spanning large-and small-scale SVs, representing an influence on the CO landscape in addition to sequence and epigenetic variation along chromosomes.
of chromosome structure, such as an inverted segment, would suppress CO formation in the heterozygous state (Sturtevant 1921) . He later confirmed that a region of chromosome III in Drosophila melanogaster that exhibited CO suppression in the heterozygous state did indeed contain an inversion (Sturtevant 1926) . Such inverted regions can encompass many genes, with the consequence that alleles in the inverted segment are passed down as a single nonrecombining locus. When genes that are linked in such a way confer a particularly advantageous trait as a single unit, they form a supergene (Schwander et al. 2014 ; Thompson and Jiggins 2014; Charlesworth 2016 ), a concept that had its origins in Dobzhansky's work and was formalized by Mather (1950) . A notable example from the animal kingdom comes from ruff birds (Philomachus pugnax), where an inversion has trapped 125 genes in a nonrecombining haplotype, creating a supergene that governs both ornamental plumage and mating/ social behaviors (Küpper et al. 2016) . Another inversionbased supergene underlies wing pattern morphology and mimicry in butterflies (Joron et al. 2011) . In plants, a chromosomal inversion is responsible for variation in life-history strategies, and adaptation to temperature and precipitation in yellow monkeyflowers (Lowry and Willis 2010; Oneal et al. 2014) . Inversions are not the only type of chromosomal rearrangement resulting in CO suppression. Dobzhansky first observed reduced crossing over near interchromosomal translocations in D. melanogaster (Dobzhansky 1931) , and this has been observed in other species (McKim et al. 1988; Herickhoff et al. 1993) . Interestingly, some translocations can enhance recombination in "intervals" flanking the breakpoint (Sybenga 1970) .
Smaller-scale structural variants (SVs) of different types have also been implicated in the suppression of meiotic recombination. For example, a 70-kb transposition on Arabidopsis thaliana chromosome 3 showed extreme local suppression of recombination at the excision site in an F 2 cross between accessions BG-5 and Kro-0 (Alhajturki et al. 2018) . This type of rearrangement creates an insertion/deletion (indel) polymorphism at both the original locus and the new location. It is therefore expected that other types of indels would also show local CO suppression. Indeed, transgene arrays in the order of dozens of kilobases induced local CO suppression in the nematode Caenorhabditis elegans (Hammarlund et al. 2005) . In mouse, the cooccurrence of a small insertion (824 bp) and a small deletion (703 bp) was associated with a local reduction in the CO rate (Hsu et al. 2000) .
Despite a large body of literature supporting a role for structural variation in determining CO positioning, there has been little systematic investigation of whether the size or the type of variant has a differential impact on the local CO rate. In Drosophila interspecies crosses, suppression of meiotic COs can extend for .1 Mb outside the borders of inversions (Kulathinal et al. 2009; Stevison et al. 2011) . However, it is unclear how far beyond the variant borders the effects of CO suppression can extend in other species or for other types of SVs. In this study, we developed a new fast and cost-effective protocol for the preparation of Illumina genomic DNA sequencing libraries (Illumina, San Diego, CA) . With this method, we sequenced the genomes of nearly 2000 F 2 individuals from a cross between the A. thaliana accessions Col-0 and Ler-0 (hereafter referred to as Col and Ler). After including previously published sequence data for additional F 2 recombinants from this cross (Choi et al. 2016; Underwood et al. 2018) , we generated a set of .17,000 COs at high resolution (median interval size: 1102 bp) and examined them in the context of the precise knowledge of SVs available from high-quality reference genome sequences for these two accessions. We then compared the relationship between COs and SVs to other known influences on recombination rate.
Materials and Methods

Plant growth and DNA extraction
Col qrt1-2 CEN3 420 (Melamed-Bessudo et al. 2005; Francis et al. 2007) 3 Ler F 2 seeds (Ziolkowski et al. 2015) were stratified for 4-7 days at 4°before sowing on soil in 40-pot trays. A portion of the seeds (400) had been subjected to screening for a lack of COs in the 420 CO reporter region on chromosome 3 (Melamed-Bessudo et al. 2005) . Plants were cultivated in a greenhouse supplemented with additional light, and covered with a plastic dome for the first week of growth to promote germination and establishment. Leaf samples (0.5-1 cm long) were taken from plants between 4 and 8 weeks of age, collected in polypropylene tubes in a 96-well rack, and frozen at 280°until DNA extraction.
To extract DNA, the frozen leaf samples were ground using a TissueLyser (QIAGEN, Valencia, CA) with steel beads. A volume of 500 ml of DNA Extraction Buffer (200 mM Tris-HCl, 25 mM EDTA, 1% SDS, and 80 mg/ml RNase A) was added to the frozen powder and the tubes were mixed by gentle inversion before incubation at 37°for 1 hr. The tubes were centrifuged at 3000 3 g for 5 min and a volume of 400 ml of the supernatant was transferred to each well of a 96-deepwell plate containing 130 ml of potassium acetate solution (5 M potassium acetate and 7% Tween-20); this and the following steps were performed with the aid of a Tecan Freedom EVO 150 liquid handling robot (Tecan, Männedorf, Switzerland) fitted with an eight-channel liquid handler (LiHa), a 96-channel multi-channel arm (MCA), and a gripper. Plates were covered with an adhesive seal and mixed gently by inversion, before incubation for 10 min on ice and centrifugation for 5 min at 3000 3 g. A volume of 400 ml of the supernatant was transferred to a fresh 96-deep-well plate containing 400 ml of SeraPure solid-phase reverse immobilization (SPRI) beads (Rowan et al. 2017 ) and mixed several times by pipetting using a Tecan liquid-handling robot, before incubation for 5 min at room temperature to allow the DNA to bind to the beads. The plate was placed on a magnetic plate stand, and the supernatant was removed and discarded after all of the beads had been drawn to the magnet (5 min). The beads were washed three times with 900 ml of 80% EtOH. After the last wash, all traces of EtOH were removed and the beads were left to dry at room temperature for 5 min. The DNA was eluted from the beads in 100 ml of 10 mM Tris-HCl (pH 8) mixed for 1 min using a plate vortex mixer, and incubated overnight at 4°. The plates were placed on a magnet for 5 min until the samples were clear of beads, and the DNA solutions were transferred to a 96-well PCR plate and stored at 220°until library preparation.
Library preparation and sequencing using the Nextera Low Input, Transposase Enabled protocol DNA samples were first quantified using the Quant-It kit (Thermo Fisher Scientific, Waltham, MA) with a Tecan Infinite M200 PRO fluorescence microplate reader (Tecan) and the Tecan Magellan analysis software. The samples were normalized to 2 ng/ml using a Tecan liquid-handling robot. After normalization, a subset of samples from each plate was quantified using a Qubit 2.0 fluorometer with the double-stranded DNA high-sensitivity assay kit to verify the concentration and assess the variability among samples. If the concentrations were on average 2 ng/ml with less than twofold variation among samples, then all samples in a plate were diluted uniformly to 0.25-0.5 ng/ml. Otherwise, the normalization was repeated. Once the samples were at 0.25-0.5 ng/ml, then 2 ml of DNA per sample were transferred to a fresh plate and mixed with 2.1 ml water, 0.82 ml DNA template:tagmentation (TD) buffer, and 0.08 ml TD enzyme from the Illumina Nextera 24-sample kit (catalog number FC-121-1030). Note that the TD enzyme and TD buffer are now sold separately by the manufacturer (catalog numbers 15027865 and 15027866) by special request, and the kit used to prepare these libraries has been discontinued. Plates were sealed with a Microseal B adhesive plate seal (Bio-Rad, Hercules, CA) and incubated for 10 min at 55°. After allowing the plates to cool to room temperature, the tagmented DNA was amplified by PCR using the KAPA2G Robust PCR kit (Sigma [Sigma Chemical], St. Louis, MO) using the GC buffer, along with 0.2 mM each of custom P5 and P7 indexing primers (Supplemental Material, File S1) using the following cycling conditions: 72°for 3 min, 95°for 1 min, 14 cycles of 95°for 10 sec, 65°for 20 sec, and 72°for 3 min.
Following PCR, a 5-ml sample of each library was mixed with 15 ml of 10 mM Tris-HCl (pH 8) and 5 ml of 63 loading dye, and analyzed by electrophoresis using a 2% agarose gel at 140 V for 15 min to evaluate library success and size distribution. Samples were then pooled by mixing 3 ml of each library into a single tube using a Tecan liquid-handling robot. Note that the indexing oligos in File S1 allow for 576 unique combinations of P5 and P7 indices, but additional oligos can be easily designed if higher levels of multiplexing are desired.
Size selection was performed on 100 ml of the 96-sample pool by adding 160 ml of Serapure SPRI beads (Rowan et al. 2017) , which had been diluted to 0.63 strength with water, and incubating for 5 min at room temperature before placing in a magnetic 1.5-ml tube stand for 5 min. A volume of 250 ml of the supernatant was transferred to a fresh tube and 700 ml of 80% EtOH were added to the tube containing the beads (bead fraction 1). A volume of 30 ml full-strength Serapure SPRI beads was added to the supernatant and incubated for 5 min at room temperature, and then for 5 min in a magnetic 1.5-ml tube stand before transferring 280 ml of the supernatant to a fresh tube. A volume of 700 ml of 80% EtOH was added to the beads that remained after this transfer (bead fraction 2). A volume of 112 ml full-strength Serapure SPRI beads was added to the supernatant and incubated for 5 min at room temperature, and for 5 min in a magnetic 1.5-ml tube stand before removing and discarding the supernatant. A volume of 700 ml of 80% EtOH was added to the beads that remained after this transfer (bead fraction 3), and the tubes were incubated for $30 sec before removing the EtOH from all bead fractions and doing a second wash with 700 ml of 80% EtOH. After $30 sec in the second EtOH wash, all EtOH was removed from the tubes. A flash spin was performed to collect any remaining EtOH at the bottom of the tube, which was removed with a pipette. The bead samples were left to dry at room temperature for 5 min or until no EtOH remained.
The libraries for each of the three bead fractions were eluted in 26 ml of 10 mM Tris-HCl and incubated in a standard tube rack for 5 min. The tubes were then transferred back to the magnetic rack and 25 ml of the eluted libraries for each fraction were transferred to a fresh tube after all of the beads had been drawn to the magnet. Each of the three size fractions was analyzed on a Bioanalyzer to determine the size ranges and select the appropriate fraction for Illumina sequencing (often bead fraction 3, which contained 300-500-bp fragments). Samples were sequenced to an estimated depth of 1-23 average whole-genome coverage on an Illumina HiSeq 3000 instrument.
Sequence analysis and CO localization
The raw reads for all 1920 sequenced samples were demultiplexed and evaluated for quality using MultiQC v. 0.9.dev0 (Ewels et al. 2016) , before adapter trimming and quality filtering using Trimmomatic v. 0.36 (Bolger et al. 2014) and sickle (https://github.com/najoshi/sickle). The reads were then aligned to the A. thaliana Col reference genome (TAIR10) with the Burrows-Wheeler Aligner (Li and Durbin 2009 ) v. 0.6.2 using the bwa aln algorithm with default parameters, but specifying a maximum of 10 mismatches. Demultiplexed raw reads for an additional 192 wild-type Col 3 Ler F 2 samples were downloaded from http://www. ebi.ac.uk/arrayexpress/experiments/E-MTAB-4657/samples/ and for an additional 171 Col 3 Ler F 2 samples from http:// www.ebi.ac.uk/arrayexpress/experiments/E-MTAB-5476/ samples/, and subjected to the same methods of quality filtering and alignment. Paired-end reads were aligned independently, then merged using sampe with the default parameters and specifying a maximum insert size of 500 bp.
SAMtools v.1.2 and BCFtools v.1.2 ) were used to obtain read count data for variant positions to generate the input files for the Trained Individual GenomE Reconstruction (TIGER) CO analysis pipeline (Rowan et al. 2015) . A set of 545,481 total variants, including singlenucleotide polymorphisms (SNPs) and small (1-3 bp) indel polymorphisms based on assembly comparisons between Ler and Col, was filtered to SNPs only to generate the "complete" marker file (519,525 positions). The intersection between this and a set of 291,973 high-quality Col/Ler SNPs based on short-read data (kindly provided by Korbinian Schneeberger, Max Planck Institute for Plant Breeding Research, Cologne) yielded a final set of 237,288 SNPs as the "corrected" marker file.
Using this set as the input for TIGER, breakpoints were predicted on each sample independently, with the biparental mode setting and default parameters (Rowan et al. 2015) . Briefly, genotypes were called for individual high-quality marker positions with the TIGER Basecaller module, and the sequence of genotypes along the chromosomes was reconstructed for each individual sample with the TIGER Hidden Markov Model, using a sample-specific error probability model generated from a b-binomial model, with which we inferred the underlying genotype probability based on the allele frequency distributions. Final recombination breakpoint resolution was refined by gathering information from additional markers (the complete marker set described above) around the breakpoints. Refined breakpoint data files for all individuals were concatenated into a single text file for downstream analysis in R. Individuals with ,0.0253 coverage, with excessive breakpoints, without breakpoints, or with extended marker blocks where the allele frequency was not 0, 0.5, or 1 were removed from further analysis.
For downstream analysis, a CO interval was designated as the region in between the last marker of one genotype and the first marker of the new genotype. CO positions were estimated as the midpoint between the positions of these two markers. CO positions that appeared to be double COs ,500 kb apart were removed as likely false positives.
We obtained the positions and annotations of Col/Ler SVs from a high-quality Ler genome assembly (Zapata et al. 2016) . The positions and annotations for disease resistance genes [including nucleotide-binding site leucine-rich repeat proteins (NLRs)] for Col were obtained from Choi et al. (2016) , and we performed a comparative analysis with Ler annotations (kindly provided by Korbinian Schneeberger, Max Planck Institute for Plant Breeding Research, Cologne) to determine NLR copy number variation and SVs. The DNase I-hypersensitive (DNase I HS) hotspot data for 7-day-old seedlings (Sullivan et al. 2014) were downloaded from http://plantregulome.org/. SPO11-1-oligo and micrococcal nuclease sequencing (MNase-seq) data were obtained from Choi et al. (2016 Choi et al. ( , 2018 . Roger Deal and Marco Bajkic kindly provided raw Assay for Transposase Accessible Chromatin sequencing (ATAC-seq) data from Maher et al. (2018) , and the data generated from meristem tissue was used in our analyses.
Statistical analysis of CO intervals and CO positions was performed using the R software environment (R Core Team 2017). Centromeres were defined as chromosome 1: 13,700,000-15,900,000; chromosome 2: 2,450,000-5,500,000; chromosome 3: 11,300,000-14,300,000; chromosome 4: 1,800,000-5,150,000; and chromosome5: 11,000,000-13,350,000 to include the regions previously defined by markers (Copenhaver et al. 1999; Arabidopsis Genome Initiative 2000) . Overlaps between CO intervals and the regions of SVs, NLR loci, SPO11-1-oligo hotspots, and ATAC-seq sites were analyzed with regioneR (Gel et al. 2016) . Additional plots were prepared using ggplot2 (http:// ftp.auckland.ac.nz/software/CRAN/src/contrib/Descriptions/ ggplot.html). Gene ontology (GO) enrichment in "CO deserts" was performed using PANTHER version 14.1 (http:// pantherdb.org/). COs and SVs were grouped into 10-kb fixed windows and compared to DNA methylation data for the same genomic windows. Motif enrichment analyses were performed with Multiple Em for Motif Elicitation (MEME) (Bailey et al. 2009 ) after subsetting the CO data to 500 and 1000 randomly selected COs per chromosome to achieve a feasible runtime. Parameters for MEME were set to search for motifs of lengths 2-10 bp with zero or one occurrence per sequence.
Data availability
Raw read data include all 1920 individuals (including those that were later filtered out as described above) and can be found under ArrayExpress accession number E-MTAB-8165. The oligos used for the Nextera-based library preparation are available in File S1, and the full list of CO intervals and midpoints is in File S2. File S3 is a list of genes in the regions identified by 50-kb sliding window analysis with the top 5% highest CO frequencies. File S4 is a list of genes in the 95th length percentile for regions without COs in our data set. File S5 is an annotated list of NLR loci with a comparison of locus structure between Col and Ler. Supplemental material available at FigShare: https://doi.org/10.25386/genetics. 9733838.
Results
Development and validation of the Nextera Low Input, Transposase Enabled protocol
We developed a fast and inexpensive library preparation protocol-Nextera Low Input, Transposase Enabled (Nextera LITE)-derived from the Illumina Nextera 24-sample reagent kit. Briefly, this protocol relies on dilution of the kit components, small reaction volumes, an optimal TD enzyme ratio, and optimized PCR amplification. For A. thaliana, we obtained fragment sizes suitable for the Illumina platform using 0.5-1 ng of DNA per 0.08 ml of TD enzyme (see Materials and Methods). Tagmented DNA fragments were directly amplified and dual-indexed in a PCR reaction without an intervening clean-up step, requiring ,2 hr from start to finish and a reagent cost of $2.00-2.50 per library ( Figure  S1 ). We used a liquid-handling robot for several steps, but the entire protocol can also be easily performed by hand.
Generating a high-density genome-wide CO map
The average read depth per library gave 1-23 genome-wide coverage per individual ( Figure S2 ). Of the 1920 Col 3 Ler F 2 sequenced individuals, 95% had sufficient data quality and coverage ($0.0253 mean coverage of reads with quality scores $ 25) to call COs. We added data from 363 previously analyzed Col 3 Ler F 2 individuals (Choi et al. 2016; Underwood et al. 2018 ) that were produced using another library preparation method (Rowan et al. 2015 (Rowan et al. , 2017 with slightly higher average coverage. After processing and error correction for the entire data set (see Materials and Methods), we identified 17,077 COs in 2182 individuals (File S2). We observed a mean of 7.8 COs per individual, which was consistent with previous estimates from Col 3 Ler and other crosses (Higgins et al. 2011; Salomé et al. 2012; Wijnker et al. 2013; Rowan et al. 2015) . The median resolution for CO intervals-the distance between the closest scorable markers-was 1102 bp, and three quarters of all CO positions could be estimated within an interval of 3 kb or less ( Figure  S3 ). We used the midpoints between flanking markers as estimates for CO positions in downstream analyses. In our data set, the genetic distances in specific regions that had been previously inferred by scoring recombination between fluorescent reporter genes in Col 3 Ler hybrids (Ziolkowski et al. 2015) were within 35% of the previously reported cM/Mb values, with the exception of a subtelomeric region on chromosome 2, which was 50% lower (Table S1 ). Since the recombination rate in this subtelomeric region is much higher in male than in female meiosis (Giraut et al. 2011) , it is likely that this difference reflects measurement of both male and female meioses in our F 2 population, while the distances estimated with fluorescent pollen markers reflect CO rates in male meiosis only (Ziolkowski et al. 2015) . The distribution of CO rates in 200-kb windows along each of the five chromosomes was similar to what has been previously published for the species in general (Salomé et al. 2012 ) and for Col 3 Ler crosses specifically Choi et al. 2016) , averaging 3.2 cM/Mb, with the highest rates in the pericentromeric regions and lowest rates in the centromeres ( Figure 1A) .
To find regions with exceptionally high CO rates, we performed a sliding window analysis using 50-kb windows with 10-kb steps. Roughly 15% of the windows had CO rates that were more than about twice the genome-wide mean (.6 cM/Mb). We selected the windows with the top 5% of CO rates for further analysis. The 50-kb window with the highest rate had a CO rate of nearly 28 cM/Mb (nearly 10 times the genome-wide average), and the mean in the top 5% of windows was 11.8 cM/Mb. After merging the overlapping windows in this set we obtained 133 "hotspot regions" with a mean length of 95,714 bp and mean CO rate of 9.3 cM/Mb (File S3). GO term enrichment analysis revealed no significantly enriched categories using false discovery rate (FDR) correction, and only marginal enrichment for genes encoding transcription factors and DNA-binding proteins after Bonferroni correction (data not shown). The closest CO to each of the telomeres was most often tens of kilobases away, with the exception of those in the subtelomeres of chromosomes 4 and 5, which had COs only a few hundred to a few thousand base pairs away.
The frequencies of COs per chromosome for all five chromosomes ( Figure 1B) were similar to what has been reported previously (Salomé et al. 2012) . The mean number of COs per chromosome pair ranged from 1.3 to 1.9 (Table 1) and was positively correlated with chromosome length ( Figure  S4 , R 2 = 0.96), agreeing with previous reports (Giraut et al. 2011; Salomé et al. 2012) . To analyze COs that must have occurred on the same chromosome, we identified chromosome pairs with two or three COs ( Figure 1C ). Such double COs could only be unambiguously inferred when the sequence of genotype blocks was Col-Het-Col or Ler-Het-Ler, and they therefore represent only a subset of all double COs. Using this approach, we found a total of 684 double COs with a mean inter-CO distance of 9,736,657 bp ( Figure 1C and Figure S5A ), which was significantly greater than the expected mean of 8,908,199 bp for a matched set of random double COs (P = 4.4 3 10 25 , Mann-Whitney U-test), consistent with CO interference. We measured the strength of CO interference by fitting a g distribution to the data and obtaining the value of the shape parameter ( Figure 1C ). The shape value was 2.8 for the entire data set and varied from 2.6 to 4.1 among chromosomes ( Figure S5B ), reflecting moderate interference (as a value of 1 would indicate no interference). The frequency of double COs was highest for the longest chromosomes, 1 and 5, which together accounted for 70% of all double COs that we could score (Table 1) .
The effects of inversions on CO positions
Our dense CO data set allowed us to examine in detail how SVs of different sizes affect local CO positioning. We first focused on the large paracentric inversion on chromosome 4 (Fransz et al. 2000 (Fransz et al. , 2016 Zapata et al. 2016) , relying on the flanking markers to establish whether a CO had occurred inside the inversion, since markers inside of SVs were filtered out during TIGER analysis. We did not find any COs within this 1.2-Mb inversion (Figure 2A ), compared with 162 expected COs in this region when a random distribution of COs was simulated ( Table 2 ). The closest upstream CO occurred 5425 bp from the left border and the closest downstream CO was just 1245 bp from the right border, even though it was located at the edge of the centromere. The CO rate in the 200-kb region upstream of the border was considerably higher (4.6 cM/Mb) than the genome-wide average rate of 3.0 cM/Mb and lower (0.57 cM/Mb) in the 200-kb region downstream. The low CO rate in the downstream region is likely explained by its proximity to the centromere.
We also did not find any COs inside another large (170 kb) paracentric inversion on chromosome 3. Flanking COs were located relatively close, within 10 kb on either side of the inversion breakpoints ( Figure S6 ). The 200-kb upstream and downstream regions of this 170 kb inversion had CO frequencies of 8.0 and 5.0 cM/Mb.
To examine CO patterns more broadly, we looked at the overlap between CO intervals and 47 inversions of different sizes (range: 115-1,178,806 bp and median: 2221 bp; (Zapata et al. 2016) . Because COs inside paracentric inversions lead to the formation of dicentric and acentric products (McClintock 1931 (McClintock , 1933 , which may be lost or lead to aneuploidy, COs inside paracentric inversions are expected to produce fewer viable offspring. A total of 13 inversions overlapped with CO intervals, which was significantly lower than expected by chance (P = 2 3 10 24 , established with 5000 permutations). To further assess the impact of inversions on CO positions at a local scale, we excluded the centromeric regions where effects of inversions would be masked by the inherently low recombination rate. In a final set of 38 noncentromeric inversions and 16,776 genome-wide COs, we found only five events where the midpoint CO estimate was within an inversion, which was significantly different from 216 internal COs when a random distribution was simulated (P = 4 3 10 23 , Mann-Whitney U-test). Moreover, the CO intervals spanning these five inversions were 13 kb on average, meaning that the resolution of these CO positions was much lower than the median CO resolution of the data set. Thus, it is likely that these COs occurred outside of the inversion boundaries. There was no effect (R 2 = 6 3 10 24 , P = 0.89) of inversion size on the distance to the nearest CO ( Figure 2B ) and the mean distance of an inversion breakpoint to the closest CO midpoint was 4752 6 957 bp (mean 6 SEM), which was significantly greater than the mean distance when a random CO distribution was simulated (2276 6 430 bp, P = 7 3 10 23 , Mann-Whitney U-test).
The mean CO rate in the 200 kb up-and downstream of the inversions (3.8 6 0.26) was significantly higher (P = 0.03, Student's t-test) than the rates in a random comparison (3.2 6 0.08). The observed CO rates in the flanking 200-kb regions of inversions (Figure 2 , C and D) did not depend on inversion size (R 2 = 0.013, P = 0.49). We conclude that COs are suppressed within inversions of all sizes, but that this suppression does not extend far beyond the inversion borders (,10 kb).
The effects of other SVs on CO positions
To determine whether the observed effects of inversions on COs are also seen with other SV types, we compared locations of COs in relation to insertions, deletions, tandem copy number variants (CNVs), transpositions, and translocations (Zapata et al. 2016) . For all SV types except tandem CNVs, the overlap between CO intervals and the regions containing SVs was significantly lower than expected by chance (Table  S2) . When looking at CO positions, only transpositions and translocations had fewer internal COs and an increased distance to the nearest CO than expected from a matched random distribution of COs (Table 2) . The distance to the nearest CO for all SV types was not affected by the SV length ( Figure S7 ). CO rates in the flanking 50-, 100-, or 200-kb regions-up-and downstream of all SVs-were higher than both the observed genome-wide average and a matched random distribution of COs ( Figure 2E , Table 2, Figure S8, and  Table S3 ), and independent of the size of the variant region ( Figure S9 ). We conclude that there is a general trend of local suppression of COs within SVs of different types and lengths, which occasionally extends several kilobases beyond the SV borders. 
COs, DSBs, and SVs
Meiotic COs occur through repair of programmed DSBs generated by SPO11 complexes during prophase I of meiosis (Szostak et al. 1983; Keeney et al. 1997; de Massy 2013) . We therefore sought to examine whether suppression of COs around SVs was associated with reduced DSB formation in those regions. Meiotic DSBs have been mapped in A. thaliana via purification and sequencing of SPO11-1-oligonucleotides, which mark DSB sites . These data were used to define 5914 SPO11-1-oligo hotspots , which we compared with CO positions and the locations of SVs throughout the genome ( Figure 3A) . As expected, the overlap between SPO11-1-oligo hotspots and CO intervals was significantly greater than random ( Figure  3B , P = 2 3 10 23 after 5000 permutations). Importantly, the overlap between SPO11-1-oligos and SVs was not significantly different from that expected by chance, indicating that the initiation of COs is not different inside and outside of SVs ( Figure 3C , P = 0.09 after 5000 permutations). The density of SPO11-1-oligo hotspots and COs was also positively correlated in 200-kb windows across the genome ( Figure 3D , R 2 = 0.34, P , 2 3 10 216 ). Over one-half of all COs (53%) were within 5 kb of a SPO11-1-oligo hotspot ( Figure 3E ). Previous work established a relationship between low nucleosome occupancy and elevated levels of SPO11-1-oligonucleotides . Consistent with this, we observed that CO midpoints were associated with reduced nucleosome occupancy, measured via MNase-seq (Choi et al. 2016) , and elevated SPO11-1-oligonucleotides (Figure 3 , F and G). Taken together, these results suggest that suppression of COs around SVs occurs downstream of DSB formation.
Regions devoid of COs (CO deserts)
With our ultra-dense CO data, we were able to identify large regions of the genome where CO occurrence was much lower than expected by chance. The median distance between all COs was 2610 bp and .80% of the COs were spaced within 10 kb of another CO in the data set. We selected the largest 5% of inter-CO distances (minimum 25,563 bp and maximum 1,419,083 bp, n = 839) and investigated these CO deserts to uncover genomic features that are associated with suppressed CO formation. We expected that these regions would correspond to SVs, but the overlap between CO deserts and all SVs was not significantly different from that expected by chance (P = 0.1 after 5000 permutations, Figure   S10A ). While only 6.3% of CO deserts were located within centromeres, these were among the longest CO deserts (top 2%). CO deserts were significantly enriched for DNA methylation at CG sites even when centromeres were excluded ( Figure S10B , P , 2.2 3 10 216 with Student's t-test or Mann-Whitney U-test). Although SVs were not more likely to be found in CO deserts, they were significantly enriched for CG DNA methylation (Figure S10C, 2.2 3 10 216 with Student's t-test or Mann-Whitney U-test). Although there were protein-coding genes in CO deserts (File S4), GO term enrichment revealed no significantly overrepresented categories in these regions after correction for multiple hypothesis testing either by FDR or Bonferroni. We conclude that CG DNA methylation is associated with CO suppression in SVs, transposable elements, and some regions of the genome that contain protein-coding genes.
COs and NLR gene clusters
Since COs reshuffle existing genetic diversity, they represent an important mechanism for generating alleles with new functions. This is especially important for NLR genes involved in disease resistance, as COs have been implicated in the generation of new resistance specificities in plants (Richter et al. 1995; Parniske et al. 1997; McDowell et al. 1998; Noël et al. 1999) . Many NLR genes in the A. thaliana genome are found in clusters that exhibit structural variation, which may locally suppress CO formation ( . Indeed, a previous study showed that NLR genes in Col 3 Ler hybrids had variable CO rates, with some genes overlapping CO hotspots while others, including those with a high degree of structural variation, were CO coldspots (Choi et al. 2016 ). The dense CO data set generated in the current study enabled a deeper examination of the patterns of COs within and around NLR genes, and other genes involved in defense and immunity. The number of overlaps between CO intervals and NLR genes, or other defense genes, was not significantly different from that expected by chance (P = 0.23, 5000 permutations, Figure S11 ). Considering CO positions, we found that 55 of 197 defense-related genes (28%) contained one or more CO, which was not significantly different from randomized positions (P = 0.06, Wilcoxon test). However, the mean distance from defense gene locus borders to the nearest CO was 7107 bp, which was significantly further away than expected from a random CO distribution (2212 bp, P = 7.510 26 , Wilcoxon test). CO rates in the flanking 200 kb up-and downstream were slightly, but not significantly, elevated.
We categorized NLRs by their locus structure ( Figure 4A ), and found CO hotspots and coldspots among genes of all locus types. Singleton NLR genes, and those in loci with inverted and tandem repeat structures, trended toward higher proportions of CO coincidence compared with complex and tandem inverted locus structures ( Figure 4B and Table 3 ).
When Col and Ler have the same NLR locus structure ( Figure  4C and File S5), the CO rates are generally higher than in NLR loci where the two parents differ in their structure ( Figure 4D ). However, the number of overlaps between NLR genes and CO intervals is not significantly different between the two classes ( Figure S11, B and C) .
COs trended toward being more prevalent in loci with only one or two genes ( Figure 4E ), especially when both Col and Ler had the same number of copies in a locus ( Figure S12 ), but this was not statistically significant compared with a random CO distribution (P = 0.24, chi square test). COs showed a general trend toward exhibiting higher levels in Toll/interleukin-1 receptor (TIR) domain NLRs, coiled-coil domain NLRs, and those with only nucleotide-binding domains than in other categories of NLR genes ( Figure 4F and Table S5 ), but this was also not statistically significant (P = 0.66, Fisher's exact test). There was no correlation between historical recombination rates among Eurasian accessions (Choi et al. 2016 ) and CO rates within NLR genes among Col 3 Ler F 2 individuals ( Figure 4G ). Locations of CO positions in a focal set of NLR genes that were shown to have high CO rates ( Figure S13 ) were generally consistent with a previous study (Choi et al. 2016) .
COs, chromatin, and sequence features
COs tend to be associated with several hallmarks of open chromatin in plants, including low levels of DNA methylation, high levels of histone H3 lysine 4 methylation (H3K4me3), and low nucleosome density (Liu et al. 2009; Yelina et al. 2012; Marand et al. 2017; Choi et al. 2018) . COs have been found to be enriched close to the 59 and 39 flanking regions of genes, at transcription start sites, cis-regulatory regions, and regions where the histone variant H2A.Z has been deposited (Choi et al. 2013; Wijnker et al. 2013; Marand et al. 2017) , which is consistent with our finding that COs were likely to be in nucleosome-depleted and SPO11-1-oligo-enriched regions of the genome (Figure 3, G and H) . Therefore, we also expected to observe that COs would overlap with DNase I HS sites and ATAC-seq sites, which are two independent indicators of regions of open chromatin/cis-regulatory elements (Sullivan et al. 2014; Maher et al. 2018) . We found that our CO intervals showed a significant overlap with DNase I HS sites ( Figure 5A ). Of 17,077 CO midpoints, Figure 5B) , with a median distance of 558 bp to the nearest DNase I HS site. In comparison, 95% of a random set of COs were within 42 kb of a DNase I HS site and the median distance was 1 kb. Results were similar for ATACseq sites, where 95% of COs were within 6.5 kb of an ATAC-seq site ( Figure S14 ), compared with 95% of a matched set of random COs occurring within 39 kb of an ATAC-seq site. Our data set also allowed us to reexamine the question of whether recombination is itself mutagenic and would therefore be associated with genomic polymorphism (Cao et al. 2011; Long et al. 2013; Yang et al. 2015; Ziolkowski et al. 2015) . However, we also note that divergence between homologs suppresses recombination (George and Alani 2012; Liu et al. 2012; Chakraborty and Alani 2016) , as we observed within SVs (Figure 2 ). Thus, one might expect that these two opposing forces would lead to differences in the correlation between SNPs and COs over evolutionary time. We found that the pericentromeres are regions of relatively high SNP and CO density for the Col/Ler cross, despite also containing higher levels of heterochromatin ( Figure 5C and Figure S15A ; Yelina et al. 2012; Choi et al. 2013 Choi et al. , 2018 Underwood et al. 2018) . The densities of Col/Ler SNPs and COs among all 200-kb windows across the genome showed a moderate, but statistically significant, positive correlation (R 2 = 0.21, Figure 5D ), similar to that reported previously (Fernandes et al. 2018; Serra et al. 2018 ). In addition, the pericentromeres have been previously shown to have a general AT sequence bias (Wijnker et al. 2013) . At the fine scale, several DNA sequence motifs have been associated with COs in Col 3 Ler crosses, including a poly(A/T) motif, a CTT/GAA repeat (Choi et al. 2013; Wijnker et al. 2013; Shilo et al. 2015) , and a CCN repeat (Shilo et al. 2015) . Therefore, we used MEME to identify motifs in the 500 bp up-and downstream of COs in random subsets of 500 and 1000 COs per chromosome. We found all three of these motifs ( Figure 5E ) in our CO data, plus a fourth motif (CT repeat). The poly(A) and CTT/GAA repeat motifs were the most common; nearly 90% of COs were within 500 bp of one or the other of these repeats (Table 4 and Table S5 ), while the CCN and CT repeat motifs were found in a minor fraction of the analyzed COs. Taken together, these data indicate that COs between Col and Ler are strongly associated with these four sequence motifs.
Discussion
We employed a low-cost rapid genomic DNA library preparation protocol to sequence the genomes of .1800 F 2 hybrid individuals from a cross between two commonly used A. thaliana accessions, and to map COs at a very high density and precision. The availability of high-quality reference genomes for each of these accessions (Arabidopsis Genome Initiative 2000; Lamesch et al. 2012; Zapata et al. 2016) enabled a detailed analysis of the effects of SVs on CO formation, and a fine-scale examination of COs in relation to other sequence and chromatin features.
An improved method for genomic DNA library construction
Our library preparation method had a success rate of 95% when processing hundreds of samples in ,3 hr. Furthermore, at a cost of $2.50 per sample, this method is, as of writing this manuscript, highly cost-effective and compares favorably in terms of speed with similar protocols (Baym et al. 2015; Pisupati et al. 2017) . A version of this protocol could also be used with homemade Tn5 transposome and buffer (Hennig et al. 2018) . Combining the COs determined from 1829 F 2 hybrid genomes with previously published CO data for the same cross (Choi et al. 2016; Underwood et al. 2018) , we obtained a final data set of 17,077 COs. From extracted DNA to final CO data, a genetic map could be built in 1.5 weeks for hundreds of samples using this combination of library preparation and CO calling with TIGER analysis (Rowan et al. 2015) .
Genome-wide CO distribution
The pattern of CO rates along the chromosomes (Figure 1 ) was in agreement with previously reported genome-wide CO data generated for A. thaliana with a variety of approaches (Giraut et al. 2011; Salomé et al. 2012; Yelina et al. 2012; Wijnker et al. 2013) . Although plants, different from mammals (Tiemann-Boege et al. 2005; Paigen et al. 2008; Paigen and Petkov 2010) , lack focused and narrow (1-2 kb) CO hotspots, CO rates vary along chromosomes with a broad distribution. We were able to identify 133 regions of the genome with exceptionally high CO rates (.3 times the genomewide average cM/Mb) and CO desert regions without any COs among .2000 F 2 individuals (Files S3 and S4). Hence, substantial variation in CO frequency is observed throughout the A. thaliana genome.
Insights into the mechanism for CO suppression inside SVs
Given the high density of COs in our data set, we were able to examine the relationship between COs and multiple types of (File S4) based on Col locus structure. (C) CO rates for NLR loci with similar structure in Col and Ler. (D) CO rates for NLR loci that differ in structure between Col and Ler. (E) CO rates for all NLR loci as a function of copy number at the locus for Col (see Figure S12 for Col/Ler differences). (F) CO rates for NLR loci based on Col annotation. (G) CO rates in NLR genes in our Col 3 Ler F 2 population compared with the historical recombination rate across Eurasian accessions. All boxplots (B-F) display the median, and the first and third quantiles. CNL, coiled-coil domain NLR; CO, crossover; NB-ARC, proteins containing only the nucleotide binding site domain termed ARC for its presence in APAF1, NLRs, and CED-4; NB-LRR, NLR-like proteins containing only the nucleotide-binding site and leucine-rich repeat domains; NLR, nucleotide-binding site leucine-rich repeat; TIR-NBS, NLR-like proteins containing only a TIR domain and nucelotidebinding site; TNL, TIR domain NLR.
SVs in fine detail. Observed COs were suppressed inside inversions and transpositions, and were slightly elevated in the flanking regions of all SV types (Figure 2 , Table 2 , Figure  S8 , Table S2 , and Table S3 ). One interpretation for the elevated flanking CO rates is that the lack of COs inside the SVs is compensated by additional COs in the flanking regions. However, such a simple scenario would predict that larger SVs would have higher flanking CO rates, which is not what we observed ( Figure S9) . A more likely explanation is that SVs occur more often in regions that are already prone to high rates of recombination, as recombination is a mechanism for generating SVs (George and Alani 2012; Liu et al. 2012) . In other words, COs in the vicinity of SVs are not increased because of SVs, but SVs are more likely to occur in regions with elevated CO rates. For inversions and translocations, the suppression of COs within the variant regions tends to extend moderately beyond the borders of the variant regions, as the distance to the nearest CO is slightly further than expected under a random distribution (Table 2) , although this was not correlated with SV length ( Figure S7 ). This is in contrast to Drosophila interspecific crosses, where suppression of recombination extends over 2 Mb beyond the boundaries of inversions of different sizes (Kulathinal et al. 2009; Stevison et al. 2011) . Below, we discuss five possible mechanisms explaining why COs are less likely to occur inside of SVs: (1) DSB formation in variant regions is reduced; (2) reduced sequence similarity means that there is no substrate for recombinational repair; (3) COs that form within SVs create inviable gametes and thus cannot appear in progeny; (4) variant regions are physically prevented from interacting with the homologous chromosome by the structure and organization of the meiotic axis, and/or the synaptonemal complex (SC); and (5) DNA methylation suppresses COs in SVs. Below, we consider these alternative explanations in more detail.
1. DSB formation in variant regions is reduced. SPO11-1oligo hotspots are as common in SVs as outside SVs (Figure 3 ), suggesting that meiotic DSBs that occur in these regions are repaired as NCOs if the homologous chromosome is used, or they are repaired using the sister chromatid. A caveat is that SPO11-1-oligo hotspots were mapped only in Col homozygotes , and there is a possibility that these hotspots are distributed differently in Ler and/or Col/Ler F 1 hybrids. A recent study of inversion heterozygotes in D. melanogaster crosses suggested that the DSB number is similar in such regions, but that they are preferentially repaired as NCOs (Crown et al. 2018 ). While we cannot rule out a role for suppression of COs by prevention of DSBs within SVs in A. thaliana, it is likely not a major contributing factor. 2. Reduced sequence similarity means that there is no substrate for recombinational repair. SV types differ in their level of sequence divergence. In the case of inversions, sequence identity between the two chromosomes means that pairing is possible, but the portion of the chromosome containing the inversion must be looped so that the region is in the same orientation on both homologs. Indel polymorphisms and transpositions have no direct counterpart on the other chromosome, but the indel sequence could contain repetitive elements that occur at nearby nonallelic loci and provide a substrate for homologous recombination. Tandem CNVs should provide sufficient homology for recombination. Because inversions and tandem CNVs have homology, but exhibit reduced CO rates, this may suggest that a lack of homology alone is not sufficient to explain suppressed COs in these regions. 3. COs that form within SVs create inviable gametes and thus cannot appear in progeny. Although inversion loops would facilitate the alignment of homologous regions, a CO that occurs through this process is expected to generate a dicentric bridge and an acentric chromosome. This could potentially lead to inviable gametes due to aneuploidy and explain why COs in inversions are not observed in F 2 progeny. A previous cytological examination of male meiotic prophase I in Col 3 Ler hybrids did not reveal inversion loops, and dicentric bridges were rarely observed in anaphase I (Ji 2014), but it is possible that this study did not have the power to assess whether the frequency of these events was lower than expected given the recombination rate. In hybrids of wild and domesticated maize hybrids that were heterozygous for a 50-Mb inversion, only 7 of 167 male meiocytes showed dicentric bridges, and pollen viability and seed set were normal (Fang et al. 2012) . This suggests that there are mechanisms to prevent COs that would generate defective gametes (at least in the case of inversions), but that the frequency of deleterious COs in SVs in gametes needs to be assessed before a conclusion can be reached. 4. Variant regions are physically prevented from interacting with the homologous chromosome by the structure and organization of the meiotic axis, and/or the SC, or the spatiotemporal aspects of its formation. COs occur within a highly organized protein-DNA structure known as the SC, consisting of a central element flanked by two lateral elements (Zickler and Kleckner 1999) . This structure of this complex is highly conserved across a broad taxonomic range and functions to hold homologous chromosomes in proximity (synapsis) during CO formation. Recombination is thought to occur between the homologs within the SC central element, where proteins that facilitate the repair of DSBs in favor of a CO outcome, such as MLH1, are recruited (Bogdanov et al. 2007) . For each homolog, the rest of the chromosome that is not participating in crossing over is organized as chromatin loops tethered to the central and lateral elements, known as tetheredloop/axis architecture (Blat et al. 2002) . It is possible that the portions of the chromosomes that contain SVs are prevented from interacting with the central element and the homologous chromosome. This might explain why, in some cases, the distance to the nearest CO was slightly further away than expected by chance. In A. thaliana, ZYP1, an important component of axis formation, is localized to a few foci along the chromosomes during the leptopene stage of meiosis. These foci extend and coalesce during zygotene to result in a continuous linear signal (Higgins et al. 2005; Sanchez-Moran et al. 2007 ). This suggests a slight asynchrony in the timing of synapsis and axis formation, which has been found to be even more pronounced in other plant species such as barley (Higgins et al. 2012) . It is therefore possible that the timing of synapsis in regions containing SVs may affect the repair outcome. During meiosis in Col 3 Ler hybrids, the region containing the paracentric inversion on chromosome 4 remains asynapsed at pachtyene (Ji 2014) . Future research, aimed toward obtaining fine-scale organization of the DNA sequences bound to the SC and more detailed examination of the spatiotemporal aspects of synapsis, will help clarify whether the formation and structure of the SC contribute to the suppression of COs in SVs. 5. Possible mechanism: DNA methylation prevents COs from occurring in SVs. The level of CG DNA methylation was higher in 10-kb windows that overlapped with SVs in our analysis than in 10-kb windows that did not overlap SVs ( Figure S10C ). We also found that regions surrounding SVs had elevated CO rates ( Figure 2E ). We propose that newly arising SVs are likely to occur via recombination, which, once generated, have a probability of becoming methylated. If DNA methylation in SVs prevents COs that are otherwise deleterious from occurring, then this could select for methylation around SVs. The mechanism by which DNA methylation prevents crossing over could act through organization of the SC (as proposed in point 4 above) or through other mechanisms, such as the promotion of non-CO DNA repair pathways.
Other DNA sequence features associated with COs With this dense CO data set, we defined a more nuanced and detailed picture of CO distribution in relation to NLR and other defense genes (Choi et al. 2016) , chromatin accessibility (Liu et al. 2009; Choi et al. 2013; Shilo et al. 2015; Yelina et al. 2015; Marand et al. 2017) , and DNA sequence motifs (Choi et al. 2013; Wijnker et al. 2013; Shilo et al. 2015) at the fine scale. Recombination plays an important role in generating sequence diversity in NLR genes over evolutionary time (Parniske et al. 1997; Noël et al. 1999; Parniske and Jones 1999; Sun et al. 2001; Wulff et al. 2004) , and it can alter resistance specificities in experimental crosses either by generating chimeric genes (Collins et al. 1999) or by altering locus copy number (Chin et al. 2001) . Thus, it might be expected that CO rates in NLR genes would be higher than average. However, when examining NLR genes genome-wide in an experimental cross, NLR genes were found to be equally likely to be CO hotspots or coldspots, and this was in some cases related to variation in locus architecture (Choi et al. 2016) . Roughly one-half of the NLR genes in the A. thaliana genome exist in clusters with one or more paralogs (Meyers et al. 2003) . In this study, we found that tandem and inverted duplications, and singleton NLR genes, had the highest proportion of genes overlapping COs ( Figure 4D and Table 3 ). The proportion of genes with COs was generally lower for loci that differed in structure between Col and Ler. Complex loci, defined as having at least four paralogs, only featured COs when Col and Ler had the same locus structure. CO proportions and rates were highest in loci where Col and Ler both had either only one or only two NLR gene copies. Recombination can therefore not only generate diversity in NLR genes that may alter resistance specificity, but it may also generate structural variation that suppresses recombination over time, potentially leading to resistance supergenes where several disease resistance specificities are inherited together via linkage. This would also protect newly emerged NLR genes that have not yet required a function from elimination, as long as there is a positively selected gene in such a cluster. Methylation of H3K4me3, a hallmark of actively transcribed genes, is positively associated with COs in plants (Yelina et al. 2012 Marand et al. 2017) , while dense DNA methylation, an indicator of repressed chromatin state, is negatively associated with COs (Yelina et al. 2012 Rodgers-Melnick et al. 2015; Marand et al. 2017) . Chromatin accessibility, as determined by DNase I hypersensitivity, is positively associated with COs in potato (Marand et al. 2017 ) and maize (Rodgers-Melnick et al. 2015) . Consistently, we also found COs to be highly associated with DNase I hypersensitivity ( Figure 5, A and B) and with another measure of chromatin accessibility-ATAC-seq sites ( Figure S14 ). Three previously described CO-associated sequence motifs, poly(A), CTT, and CCN repeats (Wijnker et al. 2013; Yelina et al. 2015; Melamed-Bessudo et al. 2016 )-are found in regions of open chromatin (Shilo et al. 2015) . At least one of these motifs, in addition to a CT repeat, was present within 1 kb of nearly all COs that were examined ( Figure 5E and Table 4 ).
Conclusions
The ultradense catalog of COs in this study has extended and refined our knowledge of various factors that influence the position and frequency of COs along A. thaliana chromosomes. We found that all types and sizes of SVs can affect local CO positioning, not only the large-scale rearrangements of the type that have been more extensively studied in the past. Since the suppressive effect of smaller SVs does not spread far beyond the borders, only SVs that are large enough to contain multiple genes are expected to have the potential to create supergenes containing blocks of jointly inherited favorable alleles.
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