A magic state's fidelity can be superior to the operations that created
  it by Li, Ying
A magic state’s fidelity can be superior to the operations that created it
Ying Li1
1Department of Materials, University of Oxford, Parks Road, Oxford OX1 3PH, United Kingdom
(Dated: October 8, 2018)
The leading approach to fault tolerant quantum computing requires a continual supply of magic
states. When a new magic state is first encoded, its initial fidelity will be too poor for use in the
computation. This necessitates a resource-intensive distillation process that occupies the majority of
the computer’s hardware; creating magic states with a high initial fidelity minimises this cost and is
therefore crucial for practical quantum computing. Here we present the surprising and encouraging
result that raw magic states can have a fidelity significantly better than that of the two-qubit
gate operations used to construct them. Our protocol exploits post-selection without significantly
slowing the rate of generation and tolerates finite error rates in initialisations, measurements and
single-qubit gates. This approach may dramatically reduce the size of the hardware needed for a
given quantum computing task.
I. INTRODUCTION
Fault tolerant quantum computing involves encoding
one or more logical qubit(s) into a plurality of physi-
cal qubits and performing measurements on those phys-
ical qubits to detect and control error rates. A profound
drawback of all such encodings is it is impossible to uni-
tarily implement a universal set of operations on the log-
ical qubits (i.e. gates) without risking the amplification
of existing errors [1]. However we must of course achieve
a universal set of operations in order to perform general
quantum computing.
This problem can be circumvented a number of ways
to perform quantum computation fault-tolerantly. Uni-
versality can be achieved by allowing a limited amplifi-
cation of noise [2] or introducing additional redundancy
into the code [3–5]. These approaches make considerable
sacrifices and are not expected to tolerate as much noise
as high-threshold codes, for instance the surface code [6–
10]. Alternatively one can exploit the fact that, while
the high-threshold codes do not support a complete set
of fault-tolerant operations directly on our logical qubits,
we can perform a more limited set of operations.
For example, in the surface code we can perform a
CNOT gate between two encoded logical qubits simply
by performing CNOTs between each physical qubit in one
logical qubit and the corresponding physical qubit in an-
other logical qubit. Such a procedure is called transver-
sal. We can also perform certain other gates transver-
sally, but crucially there are operations which we cannot
achieve in this way, for example the pi/8 gate. While
these allowed operations do give us the ability to perform
limited computations, unfortunately they do not take us
beyond the algorithms that can efficiently performed on
a classical computer. Therefore we need some means of
upgrading the limited set of computations to a universal
set, while retaining fault tolerance.
The solution for achieving universality with the surface
code is the use of magic states. Suppose that we have a
logical qubit L encoded in a surface code composed of
hundreds of physical qubits. We wish to perform a pi/8
gate on L in a way that is fault tolerant. Now suppose
that we are given a second ancillary logical qubit A, this
time in the magic state |0〉+ eipi/4|1〉. If we now perform
a CNOT controlled by A targeted on L, and then mea-
sure out L in the computational basis (which we can do
transversally), then the input state on L will be trans-
ferred to A with the pi/8 gate applied [11]. Given a free
supply of magic states, we could consume them as-needed
and thus upgrade our machine to perform full universal
computing.
The question then becomes, how can we create a sup-
ply of magic states for our computer given that they are
precisely the states which we cannot reach by fault tol-
erant operations on simple states (like logical zero). An
answer is to go ahead and create ‘raw’ magic states as
well as we can, recognising that they will contain errors
at an unacceptable level, and then distil those states un-
til they are acceptable [12]. Distillation involves taking a
large number of raw magic states and deriving a smaller
number of improved states, and then repeating this as
necessary until the target fidelity is reached. Crucially,
this process can be performed using only the limited set
of allowed fault tolerant operations. However the pro-
cess is costly in resources and the cost depends on the fi-
delity of the initial magic states. Consequently the distil-
lation process may occupy the majority of the machine’s
hardware (in Ref. [13] it is estimated that implement-
ing Shor’s algorithm would require a machine with over
90% of qubits dedicated to magic state distillation). To
minimise the hardware cost, one could think of either
designing more efficient distillation algorithms [1, 14–18]
or simply improving the initial fidelity of encoded magic
states.
In this paper, we describe a highly efficient protocol for
creating ‘raw’ magic states in the surface code. As with
previous authors, we take a single physical qubit in the
desired magic state, and then perform a procedure that
yields the same state in an encoded form. There are many
such protocols for encoding a state into various topologi-
cal codes. The basic idea is to grow the magic state from
the physical-qubit level to the full-size-encoding level by
increasing the code distance [7, 10, 19, 20]. Similar ideas
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2can be used to encode entanglement into quantum net-
works [21–23] or unknown states into various topological
codes [24].
The aim of our new protocol is to minimise the noise
in the ‘raw’ encoded magic state before any distillation
is performed. Such noise is potentially induced by any
imperfect operation in the encoding circuit. We begin
by considering the case that the error rate for single-
qubit operations is far lower than the two-qubit errors.
We note that this is indeed the case in many real imple-
mentations; even in the system with the highest fidelity
ever reported for a two-qubit gate, i.e. 99.9% between
two trapped ions [25], the fidelity of single ion opera-
tions has been reported [26] at far higher levels, reach-
ing 99.9999%. In our new protocol, under this practical
condition we find that the infidelity in the encoded
magic state is less than half the infidelity of even
a single CNOT gate. This is despite the fact that a
large number of such gates are involved in the creation
of the magic state. More specifically: When single-qubit
operations are perfect and two-qubit gate noise is depo-
larizing, the rate of logical errors on the encoded magic
state pL ∼ (0.4)p2, where p2 is the error rate of CNOT
gates, i.e. two-qubit gates. This observation is verified
by numerical simulations. Presently we will also con-
sider the effect of single-qubit noise, and we find that the
logical error rate is still below the two-qubit error rate
after switching on weak single-qubit noise. We use post-
selection to suppress logical errors, but importantly the
cost of doing so is modest: the success rate ∼ 60% when
p2 = 0.1% and single-qubit operations are perfect (and
it becomes more deterministic as error rates fall).
II. PROTOCOL
The protocol has two phases. In the first phase, the
magic state initialised on a single physical qubit is en-
coded into the surface code with distance d1. In this
stage, post selection is used to reduce the logical error
rate. In the second phase, the code distance is enlarged
from d1 to d2, the target code distance, to complete the
encoding. From then on, the logical qubit is protected
by correcting errors with normal syndrome detection and
pairing algorithms of surface code [16]. The detailed pro-
tocol reads:
• The whole lattice of the distance-d2 surface code is
divided into five sets (Fig. 1): the top-left corner
itself, two triangular areas (I and II), and two areas
(III and IV) with trapezoidal shapes. The top-left
corner, area-I, and area-II form the lattice of the
distance-d1 surface code.
• First phase:
1. A magic state is initialised on the data qubit at the
top-left corner of the lattice (magic-state qubit);
data qubits in area-I (area-II) are initialised in the
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FIG. 1: Schematic of the protocol for encoding a magic
state into the surface code with high fidelity. Circles represent
data qubits; red squares (or triangles) with solid perimeter
represent X stabilisers; and green squares (or triangles) with
dashed perimeter represent Z stabilisers. See the main text
for details.
state |+〉 (|0〉); data qubits in area-III and area-IV
are not included in the first phase.
2. Stabiliser measurements are performed on the lat-
tice of the distance-d1 surface code for two full
rounds, each involving both X and Z stabilizer
measurements. Circuits of stabiliser measurements
in the first phase are shown in Fig. 2, where the or-
der of CNOT gates is designed to minimise logical
errors (selecting the correct order proves to be vital
to achieving a high fidelity result).
3. Error syndromes (as we define later) are detected
from outcomes of stabiliser measurements. In the
event that an error syndrome is found, the magic
state is discarded, and all data qubits are reini-
tialised according to Step-1.
• Second phase:
4. If no error syndrome is detected in the first phase,
data qubits in area-III (area-IV) are initialised in
the state |+〉 (|0〉).
5. Stabiliser measurements are performed on the en-
tire lattice of the distance-d2 surface code with any
valid circuits (i.e. CNOT gates can be arranged in
any convenient order that leads to valid stabilizer
measurements) for one full round to complete the
encoding. Regardless of whether error syndromes
are found, the encoded magic state proceeds for fur-
ther error correction, employing pairing algorithms
and state distillation etc.
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FIG. 2: Circuits of stabiliser measurements in the first phase. X and Z stabilisers are measured with circuits in (a) and
(b), respectively. The ancillary qubit is always initialised in the state |0〉 and measured in the computational basis. Optimal
sequence for the CNOT gates is shown in (c). Each full round of stabiliser measurements is completed in a total of 9 steps.
Except the magic-state qubit, all other qubits on the
left (top) side of the lattice (Fig. 1) are initialised in the
state |+〉 (|0〉). Hence, the logical qubit is an eigenstate
of αXL+βYL+γZL with the eigenvalue +1 if the magic-
state qubit is initialised as an eigenstate of αX+βY +γZ
with the eigenvalue +1. Here, XL =
∏
i∈left sideXi,
ZL =
∏
i∈top side Zi, and YL = iXd1Zd1 are Pauli opera-
tors of the logical qubit, which commute with stabiliser
measurements and are conserved quantities. Therefore,
the logical qubit is now in the magic state which was pre-
viously represented by the lone physical qubit in the top
left.
An error syndrome is an event indicating errors. With-
out error, outcomes of stabiliser measurements coincide
with the initialisation pattern: in the first phase, val-
ues of X stabilisers in area-I and Z stabilisers in area-II
(stabilisers with slash lines in Fig. 1) are all +1; simi-
larly, in the second phase, values of X stabilisers in area-
I and area-III and Z stabilisers in area-II and area-IV
are also +1. Without error, the outcome of a stabiliser
in later measurements is always the same as it is in the
first-round measurement. Therefore, in the first phase
two types of events are recognised as error syndromes:
mismatches i) between the initialisation pattern and the
first round of stabiliser measurements and ii) between
the first and second rounds of stabiliser measurements.
Error syndromes in the second phase and following sta-
biliser measurements are similar.
Optimal circuits of stabiliser measurements (Fig. 2) in
the first phase are obtained by minimising logical errors
on the encoded magic state. Generally, a stabiliser mea-
surement includes an ancillary qubit and four (or three)
CNOT gates between the ancillary qubit and relevant
data qubits. Classifying CNOT gates by stabilisers and
their orientations, there are eight sets of CNOT gates in
each full round of stabiliser measurements. After search-
ing in all valid stabiliser-measurement circuits restricted
to those implementing each set of CNOT gates in parallel,
we find that the logical error rate ranges from ∼ 2p2/5
to ∼ 4p2/3 depending on ordering. The circuit shown
in Fig. 2 is one of the circuits providing the minimised
logical errors. Given this optimal circuit we then allow
for finite error rates in other operations besides the two-
qubit CNOT gates; the consequences are described in the
following section.
III. RESULTS
Operations on physical qubits which are included in
our protocol are: initialisation in the state |0〉; measure-
ment in the computational basis (|0〉 and |1〉); single-
qubit gates; and CNOT gate. We assume a qubit may
be initialised in the incorrect state |1〉 with the probabil-
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FIG. 3: Error rate of the logical qubit encoded in the sur-
face code with distance d2. We have taken d1 = 7 as an
example. The logical error rate pL converges to the analyt-
ical limit 2p2/5 when the two-qubit error rate p2 . 0.1%.
This result is obtained by assuming single-qubit operations
are perfect, i.e. pI, pM , p1 = 0. Logical errors are detected af-
ter performing d2 rounds of full-size stabiliser measurements
(including the one in the second phase) and correcting errors
with Edmonds’s minimum weight matching algorithm [27],
so that short error chains are sufficiently considered in our
simulations. In the second phase, we have used stabiliser-
measurement circuits proposed in Ref. [10].
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FIG. 4: Logical error rate with (a) single-qubit errors
pI, pM, p1 = p2/10 and (b) single-qubit errors pI, pM, p1 = p2.
With these 10% (100%) single-qubit errors, the logical error
rate converges to 2p2/3 (46p2/15) consistent with Eq. (1).
ity pI; the measurement may report an incorrect outcome
with the probability pM; and each single-qubit gate and
CNOT gate (i.e. two-qubit gate) may induce an error
with the probability p1 and p2 respectively. A noisy gate
is modelled as a perfect gate followed by single-qubit de-
polarizing noise for single-qubit gates and two-qubit de-
polarizing noise for the CNOT gate [8].
The logical qubit is sensitive to noise when the code
distance is small and more stable when the code dis-
tance is larger. Therefore, most of logical errors occur
in the first phase. Utilizing post selection and optimised
stabilizer-measurement circuits, errors in the first phase
are well suppressed. With the depolarizing error model,
the rate of logical errors on the encoded magic state is:
pL =
2
5p2 + 2pI +
2
3p1 +O(p
2). (1)
Initialisation errors on the magic-state qubit and the
next data qubit on the same horizontal line (second data
qubit) can cause logical errors occurring with the proba-
bility 2pI. The single-qubit gate for rotating the magic-
state qubit to the magic state may induce a logical er-
ror with the probability 2p1/3. CNOT gates in the first
round of stabiliser measurements may also induce logi-
cal errors. There are 6 kinds of CNOT-gate errors that
can result in logical errors, and each of them occurs with
the probability p2/15. These errors are [Zc], [XcXt] and
[YcXt] induced by the CNOT gate on the magic-state
qubit for measuring the Z stabiliser, [ZcZt] induced by
the CNOT gate on the magic-state qubit for measuring
the X stabiliser, and [XcXt] and [YcXt] induced by the
CNOT gate on the second data qubit for measuring the
Z stabiliser. Here, c and t respectively denote the con-
trol and target qubits in corresponding CNOT gates. All
other errors do not cause logical errors solely hence con-
tribute to the logical error rate in second order.
This analytical result is verified by numerical simula-
tions, example curves are shown in Fig. (4) where we take
d1 = 7 as an example. In general, a larger d1 implies
a higher fidelity but also a smaller success probability.
By choosing d1 = 7, we find that logical errors are well
suppressed and at the same time the success probability
is still high. When single-qubit operations are perfect
(pI, pM, p1 = 0), the logical error rate converges to 2p2/5
as shown in Fig. 3. After switching on all single-qubit
noise to 10%, i.e. pI, pM, p1 = p2/10, the logical error rate
increases to 2p2/3 as shown in Fig. 4(a). Thus the logi-
cal error rate remains lower than the physical two-qubit
error rate even when other error sources are present at
a finite level (and indeed in many physical implementa-
tions there is more than an order of magnitude separating
the two-qubit and single-qubit error rates). Ultimately
however if all forms of single-qubit operation suffer error
rates equal to the two-qubit error rate, then logical er-
ror rate does exceed this common physical error rate and
reaches 46p2/15 [see Fig. 4(b)].
With d1 = 7 and two-qubit error rate p2 = 0.1%,
the first phase succeeds with a probability in the range
0.38 ∼ 0.59 depending on the rate of single-qubit errors.
However, by adaptive use of hardware resources the pro-
tocol’s effective success rate is much higher: For practical
quantum computation, the target surface code usually
has a large distance ∼ 20. If we choose d2 = 21, the en-
tire lattice can be divided into 9 copies of d1 lattice, hence
the first phase can be attempted in parallel, and the rate
of obtaining at least one success is ∼ 1− (0.5)9 ' 0.998.
Although the successful copy may not be the one located
at the top-left corner, we still can enlarge the code dis-
tance from d1 to d2 by adapting the initialisation pattern
in the second phase. Because Eq. (1) is only determined
by the first phase, the overall fidelity will not be affected
significantly.
Finally as an aside we note that the protocol described
here can also be used to encode magic states to a punc-
tured surface code [10].
5IV. CONCLUSIONS
We have proposed a new protocol for encoding magic
states into the surface code with high-fidelity. Remark-
ably, we find that the optimal gate sequence results in
noise on the encoded magic state which is lower than
half of the noise induced by a single physical CNOT gate.
Compared with the previous protocol [20], logical errors
due to two-qubit noise are reduced by about a factor of
ten. This can profoundly reduce the size of the hardware
needed for quantum computing: For example with the
15-to-1 distillation protocol [12] the logical error rate can
be reduced from pin for input magic states to pout = 35p3in
(for small pin) for the output magic state for each round
of distillation, i.e. the advantage of our protocol is then a
factor of 103n after n rounds of distillations. We can ex-
pect that this will reduce the required number of rounds
by one (as, for example, if p2 = 0.1% and the target er-
ror rate of the distillation is anywhere between 10−15 and
10−24). The hardware requirements can then be reduced
by a factor of 15. Given the anticipated expense and com-
plexity of quantum computing devices, we believe this is
an important and very encouraging result.
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