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Control by time delayed feedback near
a Hopf bifurcation point
S. Verduyn Lunel and B. de Wolff
Abstract. In this paper we study the stabilization of rotating waves using
time delayed feedback control. It is our aim to put some recent results in a
broader context by discussing two different methods to determine the stability
of the target periodic orbit in the controlled system: 1) by directly studying
the Floquet multipliers and 2) by use of the Hopf bifurcation theorem. We also
propose an extension of the Pyragas control scheme for which the controlled
system becomes a functional differential equation of neutral type. Using the
observation that we are able to determine the direction of bifurcation by a
relatively simple calculation of the root tendency, we find stability conditions
for the periodic orbit as a solution of the neutral type equation.
Stabilization of motion is a subject of interest in applications, where one often
wishes the observed motion to be stable. Pyragas control [13], a form of time–
delayed feedback control, provides a method to stabilize unstable periodic solutions
of ordinary differential equations which has been sucessfully implemented in exper-
imental set-ups [11, 6]. It can also be used to stabilize rotating waves in lasers
[3] and in coupled networks [1]. To be able to apply Pyragas control in physi-
cal applications, one is of course interested for which strength of the control term
stability can be achieved. Furthermore, in physical set-ups it is also relevant to
have knowledge of the overall dynamics of the controlled system. Since by applying
Pyragas control we turn a finite dimensional system into an infinite dimensional
system, one expects the dynamics of the system to change singificantly. Therefore,
the controlled system is an interesting object of study in itself [5].
Various variations to the Pyragas control scheme have been proposed as well.
For example, in [14] the control term contains an infinite number of delay terms
in which each delay is chosen to be a multiple of the period of the target periodic
orbit; and in [10] the control matrix is chosen to be non–autonomous.
In this article we continue an analysis started in [5] and apply Pyragas control
to the differential equation
z˙(t) = (λ+ i)z(t) + (1 + iγ) |z(t)|2 z(t)(0.1)
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2 S. VERDUYN LUNEL AND B. DE WOLFF
where λ, γ ∈ R are parameters and z : R → C. Solutions of the form A(x, t) =
z(t)eiαx of the Ginzburg–Landau equation
∂A
∂t
(x, t) = (λ+ i)
∂2
∂x2
A(x, t) + (1 + iγ) |A(x, t)|2A(x, t), x ∈ R, t ≥ 0
reduce, after rescaling, to solutions of (0.1) [16]. Equation (0.1) can be used to
model a range of physical phenomena, and arises as a model for Stuart-Landau
oscillators [9, 15] and laser dynamics [3].
A useful property of (0.1) is that we can explicitly find a periodic solution and
that we can analytically determine its stability. Indeed, for λ < 0, system (0.1) has
a periodic solution given by
z(t) =
√−λei(1−γλ)t(0.2)
with period T = 2pi/(1 − γλ). For γλ < 1, (0.2) is unstable as a solution of (0.1)
(see Section 1). For the controlled system we write
z˙(t) = (λ+ i)z(t) + (1 + iγ) |z(t)|2 z(t)−Keiβ [z(t)− z(t− τ)](0.3)
with K ∈ R, τ ≥ 0 and β ∈ [0, pi]. The controlled system is designed such that for
τ = T = 2pi/(1− γλ), the function (0.2) is still a solution of (0.3).
In [4], the periodic solution (0.2) of (0.1) was used as a counterexample to
the claim that periodic orbits with an odd number of Floquet multipliers outside
the unit circle cannot be stabilized using Pyragas control. In [5], the bifurcation
diagram of the controlled system (0.3) was studied in more detail, and it was shown
that the stability of (0.2) as a solution of (0.3) can be determined using the Hopf
bifurcation theorem. In fact, it was shown that the periodic solution (0.2) of the
system (0.3) emmanates from a Hopf bifurcation. By using the direction of the
Hopf bifurcation (i.e. whether the Hopf bifurcation is sub– or supercritical), one is
then able, for λ near the bifurcation point and given γ, to find conditions on the
parameters K,β that ensure that the periodic orbit (0.2) is stable as a solution of
(0.3).
In Sections 1–4, we place the results from [5] in a broader context using the
theory developed for delay equations in [2] and, in particular discuss and compare
different methods to determine the stability of (0.2) as a solution of (0.3). We start
by exploring the dynamics of the uncontrolled system (0.1) in Section 1. In Section
2 we give necessary conditions for (0.2) to be stable as a solution of (0.3) by direct
investigation of the Floquet multipliers. As a different approach to determine the
stability of (0.2) as a solution of (0.3), we use – inspired by [5] – the Hopf bifurcation
theorem. In Section 3 we approach the bifurcation point over a different curve in the
parameter plane than was done in [5]. This enables us to give stability conditions
for a wider range of parameter values. We choose the curve through parameter
plane in such a way that we a priori know for which points on the curve a periodic
solution exists. A relatively simple calculation of the root tendency of the roots of
the characterstic equation then directly yields the direction of the bifurcation. In
Section 4, we give a direct proof of the result from [5] using the explicit closed–form
formula’s to determine the direction of the Hopf bifurcation developed in [2].
In Section 5 we propose a variation to the Pyragas control scheme for which
the controlled system becomes a functional differential equation of neutral type.
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We apply the proposed control scheme to the system (0.1) and use the methods
developed in Section 3 to determine the stability of the target periodic orbit.
1. Dynamics of the uncontrolled system
Before studying the dynamics of the uncontrolled systems, we make some re-
marks on terminology used throughout the article.
Definition 1.1. Let r > 0, S = C([−r, 0],Rn) equipped with the norm
‖φ‖∞ = supθ∈[−r,0] |φ(θ)|. Let F : S → Rn. Let us study the retarded functional
differential equation
x˙(t) = F (xt) t ≥ 0(1.1)
where xt(θ) = x(t + θ) for θ ∈ [−r, 0]. Denote by T (t) the semi–flow associated
to (1.1). Let x0 be an equilibrium of (1.1). Then we say that x0 is stable if
it is asymptotically stable, i.e. the following two conditions are satisfied: 1) For
every  > 0 there exists a δ > 0 such that if ‖φ− x0‖∞ < δ for φ ∈ S, then
‖T (t)φ− x0‖∞ <  for all t ≥ 0. 2) There exists a b > 0 such that if ‖φ− x0‖ < b
for φ ∈ S, then limt→∞ ‖T (t)φ− x0‖∞ = 0. We say that x0 is unstable if it is
asymptotically unstable.
Note that we do not require exponential stability. However, when we determine
that a fixed point is stable by establishing that all the associated eigenvalues are in
the left half of the complex plane, exponential stability automatically follows.
To study the uncontrolled system (0.1), we can take the real and imaginary
parts and view (0.1) as a system on R2 given by(
x˙(t)
y˙(t)
)
=
(
λ −1
1 λ
)(
x(t)
y(t)
)
+ (x2(t) + y2(t))
(
1 −γ
γ 1
)(
x(t)
y(t)
)
(1.2)
Note that (x, y) = (0, 0) is an equilibrium of this system, and the linearization of
(1.2) can be used to determine its stability.
Lemma 1.2. If λ < 0, the equilibrium (x, y) = (0, 0) of (1.2) is stable. If λ > 0,
the equilibrium (x, y) = (0, 0) of (1.2) is unstable.
Proof. Linearzing the system (1.2) around the zero solution gives:(
x˙(t)
y˙(t)
)
=
(
λ −1
1 λ
)(
x(t)
y(t)
)
(1.3)
The eigenvalues of the matrix in the RHS of (1.3) are given by µ± = λ ± i. This
shows that the equilibrium point (x, y) = (0, 0) is stable for λ < 0 and unstable for
λ > 0. 
We recall that a Hopf bifurcation of an equilibrium occurs if we have exactly
one pair of non–zero roots at the imaginary axis, and that this pair of roots crosses
the axis with non–zero speed as we vary the parameters. Indeed, in the case of
(1.2) we see that for λ = 0, the eigenvalues µ± cross the imaginary axis at non–zero
speed, since ddλRe (µ±(λ)) = 1 6= 0. Thus, we find that for λ = 0 a Hopf bifurcation
of the origin of system (0.1) takes place. The Hopf bifurcation theorem now implies
that for parameter values λ near the bifurcation point λ = 0, an unique periodic
solution of (1.2) exists.
It turns out that we can explicitly compute this periodic solution of (1.2).
By substituting z(t) = r(t)eiφ(t) into (0.1) with r(t), φ(t) ∈ R, we find that for
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λ < 0 a periodic solution of (0.1) is given by (0.2). Using that we know for which
parameter values λ a periodic orbit exists, we can easily determine whether the
Hopf bifurcation is sub– or supercritical. This is summarized for retarded functional
differential equations in the following theorem.
Theorem 1.3. Let us study the system
x˙(t) = F (λ, xt)(1.4)
where r > 0, λ ∈ R, F : C([−r, 0],Rn)× R→ Rn satisfies F (0, λ) = 0 for all λ ∈ R
and xt is defined as xt(θ) = x(t+ θ) for θ ∈ [−r, 0]. Let us assume that for λ = λ0
a Hopf bifurcation of the origin of system (1.4) takes place. Let us write ∆(µ, λ)
for the characteristic equation of the linearization of (1.4). Denote by µ0 = µ0(λ)
the root of the characteristic equation ∆(µ0(λ), λ) = 0 that satisfies µ0(λ0) = iω0
for some ω0 ∈ R. Furthermore, let us assume that for λ < λ0, a periodic solution
xλ of the system (1.4) exists. Then we find that the Hopf bifurcation is subcritical
if Re (µ0(λ)) < 0 for λ < λ0 in a neighbourhood of λ0; the Hopf bifurcation is
supercritical if Re (µ0(λ)) > 0 for λ < λ0 in a neighbourhood of λ0.
Proof. Since by assumption for λ = λ0 a Hopf bifurcation of the origin of
system (1.4) takes place, we find by the Hopf bifurcation theorem (see for example
[8] for the Hopf bifurcation theorem for retarded functional differential equations)
that an unique periodic solution of (1.4) exists for parameters λ near the bifurcation
point λ = λ0. Since xλ is a periodic solution of (1.4) for λ < λ0, we conclude that
this periodic solution arises from the Hopf bifurcation at λ = λ0.
If now Re (µ0(λ)) < 0 for λ < λ0 in a neighbourhood of λ0, we find that the
periodic solution arising from the Hopf bifurcation exists for parameter values λ
for which µ0(λ) is in the left half of the complex plane. This implies that the Hopf
bifurcation is subcritical. Similarly, if Re (µ0(λ)) > 0 for λ < λ0 in a neighbourhood
of λ0, we find that the periodic solution arising from the Hopf bifurcation exists for
parameters λ for which µ0(λ) is in the right half of the complex plane. This implies
that the Hopf bifurcation is supercritical. 
Since in the case of system (0.1) a periodic solution exists for λ < 0, combining
Lemma 1.2 with Lemma 1.3 yields the following corollary:
Corollary 1.4. The Hopf bifurcation at λ = 0 of system (0.1) is subcritical
and the periodic solution (0.2) of (0.1) is unstable for parameters λ < 0 near the
bifurcation point λ = 0.
We see that the Hopf bifurcation theorem gives us information on the stability
of the periodic solution (0.2) of (0.1) for parameters in λ < 0 in a neighbourhood
of the bifurcation point λ = 0.
For general parameters λ < 0, the stability of the periodic orbit (0.2) of (0.1)
is determined by its Floquet multipliers.
Lemma 1.5. Let λ < 0. Then the periodic solution (0.2) of (0.1) is stable if
γλ > 1 and unstable if γλ < 1.
Proof. In order to compute the Floquet multipliers, we first compute the lin-
ear variational equation. As it turns out that the linear variational equation is
autonomous, the computation of the Floquet multipliers is then relatively straight-
forward.
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As in [5], we write small deviations around the periodic solution (0.2) as
z(t) = Rpe
iωpt[1 + r(t) + iφ(t)](1.5)
with r(t), φ(t) ∈ R and where Rp =
√−λ denote the radius and τp = 1 − γλ the
angular frequence of (0.2). For (1.5) to be a solution of (0.1), we should have that
(1.6)
iωpRpe
iωpt (1 + r(t) + iφ(t))) +Rpe
iωpt
(
r˙(t) + iφ˙(t)
)
= (λ+ i)Rpe
iωpt (1 + r(t) + iφ(t))
+ (1 + iγ)R3pe
iωpt |1 + r(t) + iφ(t)|2 (1 + r(t) + iφ(t))
Up to first order, this expression reduces to
(1.7)
iωpRpe
iωpt(1 + r(t) + iφ(t)) +Rpe
iωpt
(
r˙(t) + iφ˙(t)
)
= (λ+ i)Rpe
iωpt(1 + r(t) + iφ(t)) + (1 + iγ)R3pe
iωpt(1 + 3r(t) + iφ(t))
Using that (0.2) is a solution of (0.1), we arrive at
iωpRpe
iωpt = (λ+ i)Rpe
iωpt + (1 + iγ)R3pe
iωpt
Cancelling out factors Rpe
iωpt on both sides of (1.7), we have
iωp(r(t) + iφ(t)) + r˙(t) + iφ˙(t) = (λ+ i)(r(t) + iφ(t)) + (1 + iγ)R
2
p(3r(t) + iφ(t))
Using that R2p = −λ and ωp = 1− γλ, leads to the linear variational equation
r˙(t) + iφ˙ = −2λr(t)− 2iγλr(t)(1.8)
Taking real and imaginary parts, the linear system on R2 is given by(
r˙(t)
φ˙(t)
)
=
( −2λ 0
−2γλ 0
)(
r(t)
φ(t)
)
(1.9)
Put
A =
( −2λ 0
−2γλ 0
)
.
The Floquet multipliers of eq: linear variational equation ODE are given by
λi = e
λiT i = 1, 2
where λ1, λ2 are the eigenvalues of A and T =
2pi
1−γλ the minimal period of the
periodic solution (0.2). The eigenvalues of A are given by λ1 = 0, λ2 = −2λ;
therefore µ1 = 1 (the trivial Floquet multiplier) and
µ2 = e
−2λ 2pi1−γλ
Since the periodic orbit exists for λ < 0, we conclude that the periodic orbit (0.2)
of (0.1) is stable if γλ > 1 and unstable if γλ < 1. 
We now note that the results of Lemma 1.5 are consistent with Corollary 1.4. If
γ ≥ 0, Lemma 1.5 implies that the periodic solution (0.2) of (0.1) is unstable for all
λ < 0. If γ < 0, we find that (0.2) is unstable as a solution of (0.1) for 1γ < λ < 0
and stable for λ < 1γ . In particular, we always find that (0.2) is unstable as a
solution of (0.1) for λ < 0 in a neighbourhood of λ = 0, as asserted by Corollary
1.4.
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2. Floquet multipliers in the controlled system
In Section 1, we used Floquet theory to determine the stability of the periodic
solution (0.2) as a solution of the ODE (0.1). As we have seen in Lemma 1.5, the
linear variational equation becomes autonomous in this case, and the computation
of the Floquet multipliers reduces to the calculation of eigenvalues of a 2×2–matrix.
In this section we use Floquet theory to gain information on the stability of (0.2)
as a solution of the delay equation (0.3). We again find that the linear variational
equation is autonomous, but the computation of the Floquet multipliers is more
involved, because the characteristic matrix function now becomes transcendental.
We will first present a necessary condition for (0.2) to be stable as a solution of
(0.3), and then, in Sections 3 and 4, we use the Hopf bifurcation theorem to show
that for λ < 0 small, this condition is also sufficient.
Lemma 2.1. Let us consider the system (0.3) with γλ < 0. A necessary condi-
tion for (0.2) to be stable as a solution of (0.3), is that
1 + τK(cosβ + γ sinβ) < 0
with τ = 2pi1−γλ the minimal period of (0.2).
Proof. We start by determining the linear variational equation of (0.3) around
the periodic solution (0.2) by writing small deviations around the solution (0.2) as
in (1.5).
We note that we go from system (0.1) to system (0.3) by adding the linear
term Keiβ [z(t)− z(t− τ)]. Using that we already determined the linearization of
system (1.6) around the periodic solution (0.2) in the proof of Lemma 1.5, we find
that the linearization of system (0.3) around the solution (0.2) satisfies
r˙(t) + iφ˙(t) = −2λr(t)− 2iγλφ(t)−Keiβ [r(t) + iφ(t)− r(t− τ)− iφ(t− τ)]
where τ = 2pi1−γλ is the period of the solution (0.2). Taking real and imaginary parts,
we see that the linear variational equation of system (0.3) around the solution (0.2)
is given by(
r˙(t)
φ˙(t)
)
=
( −2λ 0
−2λγ 0
)(
r(t)
φ(t)
)
−K
(
cosβ − sinβ
sinβ cosβ
)(
r(t)− r(t− τ)
φ(t)− φ(t− τ)
)
(2.1)
Note that the linear variational equation is autonomous. Therefore, the Floquet
exponents are given by the roots of the characteristic equation corresponding to
(2.1). The characteristic function reads
(2.2)
det ∆(µ) = (µ+ 2λ+K cosβ(1− e−µτ ) (µ+K cosβ(1− e−µτ ))
+
(
2λγ +K sinβ(1− e−µτ ))K sinβ(1− e−µτ )
Observe that we have indeed a trivial Floquet multiplier, as predicted by Floquet
theory, since det ∆(0) = 0 for all values of λ, γ,K, β.
Let us now consider the stability of (0.2) as a solution of (0.3) in the parameter
plane H = {(λ,K) | λ < 0,K ∈ R} and fix a point (λ0,K0) ∈ H. For K = 0;
system (0.3) reduces to (0.1) and Lemma 1.5 gives that for (λ,K) = (λ0, 0) we have
exactly one Floquet exponent in the right half of the complex plane.
If a Floquet exponent moves from the right to the left half of the complex
plane or vice versa, it should cross the imaginary axis [8] If the Floquet exponent
crosses the imaginary axis at the point iω with ω 6= 0, then the number of Floquet
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exponents in the right half of the complex plane changes by two, since if ∆(iω) = 0,
then also ∆(−iω) = 0.
Now let us move from (λ0, 0) to the point (λ0,K0) and suppose that we do
not cross a point (λ0,K
′) such that for λ = λ0,K = K ′, µ = 0 is a non–trivial
solution of (2.2), then the previous remarks imply that on the way from (λ0, 0)
to (λ0,K0) the number of Floquet exponents can only change by an even number;
since for (λ0, 0) the number of Floquet exponent is one, this gives that for (λ0,K0)
the number of Floquet exponents in the right half of the complex plane is odd.
Since the number of Floquet multipliers in the right half of the complex plane is
always non–negative, we see that it is at least one. Therefore, the periodic solution
(0.2) of (0.3) is unstable voor (λ,K) = (λ0,K0). Thus, we find that a necessary
condition for (0.2) to be stable as a solution of (0.3) for (λ,K) = (λ0,K0) is that
on the way from (λ0, 0) to (λ0,K0) we cross a point such that µ = 0 is a non–trivial
solution of (2.2).
It holds that µ = 0 is a non–trivial root of det ∆(µ) = 0 if and only if
(det ∆(µ))/µ = 0. Using (2.2) gives that
det ∆(µ)
µ
= µ+ 2K cosβ(1− e−µτ ) + 2λ+ 2λK cosβ 1− e
−µτ
µ
+K2
(1− e−µτ )2
µ
+ 2λγK sinβ
1− e−µτ
µ
Combining this with
1− e−µτ
µ
= τp +O(µ)
gives that µ = 0 is a non–trivial root of det ∆(µ) = 0 if and only if
2λ(1 + τK(cosβ + γ sinβ)) = 0.
For λ < 0, we now find that µ = 0 is a non–trivial root of det ∆(µ) = 0 if and only
if 1 + 2τK(cosβ + γ sinβ) = 0.
We note that the equation 1 + 2τK(cosβ + γ sinβ) = 0 defines a curve ` in
the parameter plane H. Let (λ0,K0) be as above; since for K = 0 we have that
1 + 2piK(cosβ + γ sinβ) = 1 > 0, we cross the curve ` on the way from (λ0, 0)
to (λ0,K0) if and only if 1 + τK(cosβ + γ sinβ) < 0 for (λ,K) = (λ0,K0). This
proves the lemma. 
3. Hopf bifurcation and stability conditions
In the previous section, we used Floquet theory to determine necessary con-
ditions for the periodic orbit (0.2) of (0.3) to be stable. In this section, we use –
inspired by [4] and [5] – the Hopf bifurcation theorem to find sufficient conditions
for the periodic orbit (0.2) to be stable as a solution of (0.3) for parameter values
near the bifurcation point. In particular, we find conditions for which the periodic
solution (0.2) of (0.3) arises from a Hopf bifurcation. Using that a Hopf bifurcation
is either subcritical (an unstable periodic orbit arises for parameter values where
the fixed point is stable) or supercritical (a stable periodic orbit arises for parameter
values where the fixed point is unstable), we then determine for which parameter
values (0.2) is (un)stable as a solution of (0.3).
We note that in the Hopf bifurcation theorem (see Theorem 3.3 below), the
parameters are varied along a curve in parameter space. In order to apply the Hopf
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Figure 1. The Hopf bifurcation point (λ, τ) = (0, 2pi) approached
over the extended Pyragas curve.
bifurcation theorem to system (0.3), we should therefore choose a one-dimensional
curve through the parameter space to approach the bifurcation point. There are,
of course, different ways to do this and different curves of approach will give us
different information on the behaviour of the controlled system. In this section, the
choice of curve is motivated by the fact that we know a priori for which parameter
values in the (λ, τ)–plane a periodic solution exists.
Following [5], we introduce the following definitions:
Definition 3.1. We define the Pyragas curve as the curve in (λ, τ)-parameter
space given by the graph of τ(λ) = 2pi1−γλ with λ in the domain (−∞, 0)\{ 1γ }.
We note that for parameter values on the Pyragas curve, (0.2) is a solution of
(0.3).
Definition 3.2. We define the extended Pyragas curve as the curve in (λ, τ)-
parameter space given by the graph of τ(λ) = 2pi1−γλ with λ in the domain (−∞, 1γ )
if γ > 0 and λ in the domain (− 1γ ,∞) if γ < 0.
In this section, we approach the point (λ, τ) = (0, 2pi) over the extended Pyragas
curve. We show that, under certain conditions on parameter values, we find a Hopf
bifurcation of the origin for (λ, τ) = (0, 2pi). Uniqueness of the periodic orbit arising
from the Hopf bifurcation now directly guarantees that the periodic orbit (0.2) of
(0.3) arises from a Hopf bifurcation for parameter values near the bifurcation point.
We first state Theorem X.2.7 and Theorem X.3.9 from [2] on the Hopf bifur-
cation for differential delay equations.
Theorem 3.3 (Occurence of a Hopf bifurcation). Let us consider the differen-
tial delay equation{
x˙(t) = A(µ)x(t) +B(µ)x(t− τ) + g(xt, µ) for t ≥ 0
x(t) = φ(t) for − τ ≤ t ≤ 0(3.1)
where µ is a scalar parameter, xt ∈ C([−τ, 0],Rn) is defined as xt(θ) = x(t + θ),
A(µ), B(µ) are n × n-matrices, µ 7→ A(µ), µ 7→ B(µ) are smooth maps, g :
C([−τ, 0],Rn) × R → Rn is at least C2, g(0, µ) = D1g(0, µ) for all µ and φ ∈
C([−τ, 0],Rn). Denote the characteristic function of (3.1) by ∆(λ, µ). Assume that
there exists an ω0 ∈ R\{0} and a µ0 ∈ R such that ∆(iω0, µ0) = 0. Let p, q ∈ Cn
satisfy
∆(iω0, µ0)p = 0, ∆(iω0, µ0)
T q = 0, qD1∆(iω0, µ0)p = 1(3.2)
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If Re (q ·D2∆(iω0, µ0)p) < 0, iω0 is a simple root of ∆(z, µ0) and no other roots of
∆(z, µ0) belong to iω0Z, a Hopf bifurcation of the origin of (3.1) occurs.
We remark that the condition that Re (q ·D2∆(iω0, µ0)p) < 0 ensures that the
eigenvalue on the imaginary axis that exists for µ = µ0, moves to the right half of
the complex plane if we vary µ.
Theorem 3.4 (Direction of the Hopf bifurcation). Let us study the system
(3.1) with A,B, g, p, q, µ0 and ω0 as in Theorem 3.3. If we introduce
µ2 =
Re (c)
Re (q ·D2∆(iω0, µ0)p)(3.3)
with
(3.4)
c =
1
2
q ·D31g(0, µ0)(φ, φ, φ) + q ·D21g(0, µ0)(e0.∆(0, µ0)−1D21g(0, µ0)(φ, φ), φ)
+
1
2
q ·D21g(0, µ0)(e2iω0.∆(2iω0, µ0)−1D21g(0, µ0)(φ, φ), φ)
then for µ2 < 0, the Hopf bifurcation is subcritical; for µ2 > 0, the Hopf bifurcation
is supercritical.
In order to apply Theorem 3.3 and 3.4 to system (0.3), we first note that system
(0.3) is equivalent to the following system on R2:
(3.5)
(
x˙1(t)
x˙2(t)
)
=
(
λ−K cosβ −1 +K sinβ
1−K sinβ λ−K cosβ
)(
x1(t)
x2(t)
)
+
(
x1(t), x2(t)
)(x1(t)
x2(t)
)(
1 −γ
γ 1
)(
x1(t)
x2(t)
)
+K
(
cosβ − sinβ
sinβ cosβ
)(
x1(t− τ)
x2(t− τ)
)
The characteristic matrix of the linearization around zero is given by
∆(µ, λ, τ) = µI −
(
λ−K cosβ −1 +K sinβ
1−K sinβ λ−K cosβ
)
−Ke−µτ
(
cosβ − sinβ
sinβ cosβ
)
.
(3.6)
The non–linear term in (3.5), can be given by the function g : C([−τ, 0],R2)×R→
R2 given by
g(xt, λ) = 〈xt(0), xt(0)〉Cxt(0) with C =
(
1 −γ
γ 1
)
.(3.7)
An application of Theorem 3.3 yields the following result.
Theorem 3.5. Consider the system (0.3). Assume
1 + 2piKeiβ 6= 0(3.8)
If
1 + 2piK [cosβ + γ sinβ] > 0(3.9)
then we find a Hopf bifurcation at (λ, τ) = (0, 2pi) if we approach the point (λ, τ) =
(0, 2pi) over the extended Pyrags curve from the left.
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If
1 + 2piK [cosβ + γ sinβ] < 0(3.10)
then we find a Hopf bifurcation at (λ, τ) = (0, 2pi) if we approach the point (λ, τ) =
(0, 2pi) over the extended Pyragas curve from the right.
Proof. We note that for (λ, τ) = (0, 2pi), µ = i is a root of the characteristic
equation det ∆(z) =, where ∆(z) is given by (3.6). Using this fact in combination
with the definition of p, q as in Theorem 3.3, we find that
p =
(
1
−i
)
, q = α
(
1
i
)
(3.11)
The normalization factor α ∈ C in (3.11) should be chosen such that
q ·D1∆(iω, λ)p = 1(3.12)
(see (3.2)). Using (3.6), we note that
D1∆(i, 0, 2pi) = I +Kτe
−i2pi
(
cosβ − sinβ
sinβ cosβ
)
= I +Kτ
(
cosβ − sinβ
sinβ cosβ
)
Thus we find that
q ·D1∆(iω, λ)p = α
(
(1, i)
(
1
−i
)
+Kτ(1, i)
(
cosβ − sinβ
sinβ cosβ
)(
1
−i
))
= 2α
(
1 +Kτeiβ
)
Condition (3.12) therefore yields
α =
1
2(1 +Kτeiβ)
.(3.13)
If we approach the point (λ, τ) = (0, 2pi) over the extended Pyragas curve from
the left, we can parametrize the path by
(λ(θ), τ(θ)) =
(
θ,
2pi
1− γθ
)
, θ ∈ R\
{
1
γ
}
.(3.14)
Using (3.6), we find that, for parameter values on this curve, the characteristic
matrix is given by
∆(µ, θ) = µI −
(
θ −K cosβ −1 +K sinβ
1−K sinβ θ −K cosβ
)
−Ke−µτ(θ)
(
cosβ − sinβ
sinβ cosβ
)
.
We are interested in the Hopf bifurcation at (λ, τ) = (0, 2pi). We note that the path
parametrized by (3.14) reaches this point for θ = 0. We find that
D2∆(i, 0) = − d
dθ
∣∣∣∣
θ=0
(
θ −K cosβ −1 +K sinβ
1−K sinβ θ −K cosβ
)
−Ke−iτ(0)
(
cosβ − sinβ
sinβ cosβ
)(
−i dτ
dθ
∣∣∣∣
θ=0
)
= −I + 2piiKγ
(
cosβ − sinβ
sinβ cosβ
)
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We note that
q
(
cosβ − sinβ
sinβ cosβ
)
p = α(1, i)
(
cosβ − sinβ
sinβ cosβ
)(
1
−i
)
= α(1, i)
(
cosβ + i sinβ
sinβ − i cosβ
)
= 2α(cosβ + i sinβ) = 2αeiβ
Since α is given by (3.13), we find that
q ·D2∆(i, 0)p = −2α+ 4piiKγαeiβ = −1 + 2piiγKe
iβ
1 +Kτeiβ
which gives
Re (q ·D2∆(i, 0)p) = −1 + 2piK(cosβ + γ sinβ)|1 +K2pieiβ |2
We conclude that if (3.9) holds, we have that Re (q · D2∆(i, 0)p) < 0. Condition
(3.8) ensures that µ = i has multiplicity one as a root of ∆(µ, 0) and one easily
verifies that µ = i is the only root of ∆(µ, 0) of the form iZ. Therefore if (3.8) –
(3.9) hold, we obtain a Hopf bifurcation if we approach the point (λ, τ) = (0, 2pi)
over the extended Pyragas curve from left.
Similarly, if we approach the point (λ, τ) = (0, 2pi) over the extended Pyragas
curve from the right, we parametrize the path by (3.14) by replacing θ 7→ −θ.
Denote by ∆˜ the characteristic matrix of system (0.3) for parameter values (λ, τ)
on this path. A similar analysis then shows that
Re (q ·D∆˜2(i, 0)p) = 1 + 2piK(cosβ + γ sinβ)|1 +K2pieiβ |2
Thus, Re (q · D∆˜2(i, 0)p) < 0 if (3.10) is satisfied. Therefore, if (3.10) and (3.8)
hold, we find a Hopf bifurcation at (λ, τ) = (0, 2pi) if we approach this point over
the extended Pyragas curve from the right. 
Now that we have derived conditions for a Hopf bifurcation in the origin to
occur, we determine the direction of the bifurcation using Theorem 3.4. As outlined
before, the direction of the Hopf bifurcation will give us conditions for (0.2) to be
(un)stable as a solution of (0.3).
Theorem 3.6. If we approach the Hopf bifurcation point (λ, τ) = (0, 2pi) over
the extended Pyragas curve from the left, the value of µ2 as defined in Theorem 3.4
is given by
µ2 = −4
If we approach the Hopf bifurcation point (λ, τ) = (0, 2pi) over the extended Pyragas
curve from the right, the value of µ2 as defined in Theorem 3.4 is given by
µ2 = 4
Proof. Computing the derivative of (3.7) gives (see [17] for more details):
D21g(0, λ) = 0 for all λ ∈ R(3.15)
D31g(φ, λ)(f1, f2, f3) =
∑
σ∈S3
〈
fσ(1)(0), fσ(2)(0)
〉
Cfσ(3)(0)(3.16)
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for all φ, f1, f2, f3 ∈ C
(
[−τ, 0],R2). Here, S3 denotes the permutation group of
three objects. Using this, we find that
c =
1
2
q ·D31g(0, λ)(φ, φ, φ) + 0 + 0
=
1
2
q ·
(
2 〈φ(0), φ(0)〉Cφ(0) + 2
〈
φ(0), φ(0)
〉
Cφ(0) + 2
〈
φ(0), φ(0)
〉
Cφ(0)
)
= q · (〈p, p〉Cp+ 〈p, p〉Cp+ 〈p, p〉Cp)
=
4(1 + iγ)
1 +Kτeiβ
.
Taking real parts yields
Re c =
4(1 +Kτ (cos(β − φ) + γ sinβ)
|1 +Kτeiβ |2
.
Let us now approach the point (λ, τ) = (0, 2pi) over the extended Pyragas curve
from the left. We find as in the proof of Lemma 3.5 that
Re (q ·∆2(i, 0)p) = −1 + 2piK(cosβ + γ sinβ)|1 +K2pieiβ |2
.
It follows that µ2 = −4.
Similarly, if we approach the point (λ, τ) = (0, 2pi) over the extended Pyragas
curve from the right, we find as in the proof of Lemma 3.5 that
Re (q ·∆2(i, 0)p) = 1 + 2piK(cosβ + γ sinβ)|1 +K2pieiβ |2
.
Combining this with the value of Re c, we find that µ2 = 4. 
We are now able to determine for which parameter values (0.2) is (un)stable as
a solution of (0.3).
Corollary 3.7. Let 1 + 2piKeiβ 6= 0. If
1 + 2piK [cosβ + γ sinβ] > 0(3.17)
then for small λ, (0.2) is an unstable periodic solution of (0.3). Furthermore, if for
λ = 0, τ = 2pi no roots of the characterstic equation det ∆(µ) = 0 with ∆(µ) as in
(3.6) are in the right half of the complex plane and
1 + 2piK [cosβ + γ sinβ] < 0(3.18)
then for small λ, (0.2) is a stable periodic solution of (0.3).
Proof. If (3.17) is satisfied, then Lemma 3.5 shows that we find a Hopf bi-
furcation at the point (λ, τ) = (0, 2pi) if we approach this point over the extended
Pyragas curve from the left. Combining Lemma 3.6 with Theorem 3.4, we find that
this Hopf bifurcation is subcritical. Thus, there exists an unstable periodic solution
for parameter values (λ, τ) on the (extended) Pyragas curve to the left of the point
(0, 2pi). By the Hopf bifurcation theorem, the periodic solution for these parameter
values is unique. By definition of the Pyragas curve, (0.2) is a periodic solution of
(0.3) for (λ, τ) near (0, 2pi), i.e. this is the periodic solution generated by the Hopf
bifurcation. We conclude that for (λ, τ) on the Pyragas curve near (0, 2pi), (0.2) is
an unstable periodic solution of (0.3).
If (3.18) is satisfied, we have by Lemma 3.5 that we find a Hopf bifurcation
at the point (λ, τ) = (0, 2pi) if we approach this point over the extended Pyragas
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curve from the right. Combining Lemma 3.6 with Theorem 3.4, we find that this
Hopf bifurcation is supercritical.
Therefore, we find an unique, stable periodic solution of (0.3) for (λ, τ) on the
Pyragas curve near (0, 2pi). Since (0.2) is a periodic solution of (0.3) for (λ, τ) on
the Pyragas curve, we conclude that for (λ, τ) on the Pyragas curve near (0, 2pi),
this solution is in fact stable if for λ = 0, τ = 2pi no roots of the characterstic
equation are in the right half of the complex plane. 
Recall that in Section 1 we determined the direction of Hopf bifurcation when
we vary λ. A similar approach can be followed for the controlled system (0.3) to
give an alternative proof of Corollary 3.7 using Lemma 1.3.
Proof. (of Corollary 3.7) The characteristic function corresponding to the
linearization of (0.3) around z = 0 is given by
∆(µ) = µ− (λ+ i) +Keiβ [1− e−µτ ](3.19)
We recall from the proof of Lemma 3.5 that for λ = 0, µ = i is a root of (3.19) and
that there are no other roots on the imaginary axis. Furthermore, if 1+2piKeiβ 6= 0,
then µ = i has multiplicity one as a solution of ∆(µ) = 0. Therefore, if µ = i crosses
the imaginary axis with non–zero speed as we cross the point (λ, τ) = (0, 2pi) over
the Pyragas curve, a Hopf bifurcation of the origin occurs for λ = 0.
Parametrize the Pyragas curve as in (3.14) and, for small θ, µ = µ(θ) for the
root satisfying ∆(µ(θ)) = 0 for λ = λ(θ), and τ = τ(θ) as in (3.14) with µ(0) = i.
Differentiation of (3.19) gives that
0 =
dµ
dθ
∣∣∣∣
θ=0
− 1 +Keiβ
(
dµ
dθ
∣∣∣∣
θ=0
2pi + 2piγi
)
which we can rewrite as
dµ
dθ
∣∣∣∣
θ=0
(
1 + 2piKeiβ
)
= 1− 2piγiKeiβ
which gives
dµ
dθ
∣∣∣∣
θ=0
=
1
|1 + 2piKeiβ |2
(
1− 2piγiKeiβ) (1 + 2piKe−iβ)
=
1
|1 + 2piKeiβ |2
(
1 + 2piKe−iβ − 2piγiKeiβ − 4pi2γK2i)
Taking real parts yields
dReµ
dθ
∣∣∣∣
θ=0
= Re
dµ
dθ
∣∣∣∣
θ=0
=
1
|1 + 2piKeiβ |2
(1 + 2piK cosβ + 2piγK sinβ)
In particular, if 1 + 2piK(cosβ + γ sinβ) 6= 0, then the root µ = i that exists for
(λ, τ) = (0, 2pi) crosses the imaginary axis with non–zero speed as we cross the point
(λ, τ) = (0, 2pi) over the Pyragas curve. This shows that there is a Hopf bifurcation
at the origin. An application of Lemma 1.3 now yields the result. 
We remark that this alternative proof of Corollary 3.7 exploits the fact that the
extended Pyragas curve is defined in such a way that we a priori know for which
points on the curve a periodic solution of the system (0.3) exists. We will us this
observation again in Section 5 when we introduce a variation of Pyragas control
scheme to system (0.1).
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Figure 2. Approaching the Hopf bifurcation points parallel to
the λ-axis.
4. Hopf bifurcation and dynamics of the controlled system
In the previous section, we approached the Hopf bifurcation point (λ, τ) =
(0, 2pi) over the extended Pyragas curve. As remarked before, there are of course
many different ways to approach this bifurcation point. In this section, we approach
the bifurcation point parallel to the λ-axis, as was done in [5]. This again enables
us to determine stability conditions for (0.2) as a solution of (0.3) and gives us
more insight in the dynamics of the controlled system.
Using Theorem 3.3, we can determine conditions for a Hopf bifurcation of
system (0.3) to occur if we vary λ and leave all the other parameters fixed. We
state the following Lemma without proof:
Lemma 4.1. Let us consider the system (0.3) where we leave all parameters but
λ fixed. Let (λ, τ) 6= (0, 0) be such that
λ = K [cosβ − cos(β − φ)](4.1)
τ =
φ
1−K [sinβ − sin(β − φ)](4.2)
for some φ ∈ R\{0}. Furthermore, assume that
1 +Kτei(β−φ) 6= 0(4.3)
1 +Kτ cos(β − φ) > 0(4.4)
Then a Hopf bifurcation of the origin of system (0.3) occurs.
As in [5], we define the Hopf bifurcation curve as the curve in (λ, τ)-parameter
space parametrized by (4.1)–(4.2) for φ ∈ R. We note that the Pyragas curve (see
Definition 3.1) ends on the Hopf bifurcation point at (λ, τ) = (0, 2pi). We can now
try to choose the parameters in such a way that the periodic solution (0.2) of (0.3)
emmanates from a supercritical Hopf bifurcation; then (0.2) is a stable solution of
(0.3) for parameter values near the bifurcation point.
In [5], the direction of the Hopf bifurcation was determined using a normal
form reduction. Here, we rederive this result directly as an application of Theorem
3.4.
Theorem 4.2. Let (λ, τ) be a point on the Hopf bifurcation curve and let φ ∈
R\{0} satisfy (4.1)-(4.2). If λ varies while all other parameters remain fixed, then
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the value of µ2 as defined in (3.3) is given by
µ2 = −4(1 +Kτ (cos(β − φ) + γ sin(β − φ))
1 +Kτ cos(β − φ)(4.5)
Proof. We first calculate p, q as defined in (3.2). Set
A =
(
λ−K cosβ −1 +K sinβ
1−K sinβ λ−K cosβ
)
, B = K
(
cosβ − sinβ
sinβ cosβ
)
(4.6)
We recall that if (λ, τ) lies on the Hopf bifurcation curve, then there exsists an
ω ∈ R satisfying φ = ωτ such that ∆(iω, λ) = 0. By definition, p ∈ C2 satisfies
∆(iω, λ, τ)p = 0 (see (3.2)). A similar computation as in the proof of Lemma 3.5
yields
p =
(
1
−i
)
, q =
1
2(1 +Kτei(β−φ))
(
1
i
)
.
Using (3.6), we obtain
D2∆(iω0, λ, τ) = −I
which gives
q ·D2∆(iω0, λ)p = −q · p
= − 1
1 +Kτei(β−φ)
.
Taking the real part yields
Re (q ·D2∆(iω0, λ)p) = −1 +Kτ cos(β − φ)∣∣1 +Kτei(β−φ)∣∣2
Using (3.15) – (3.16), we can now explicitly compute c:
c =
1
2
q ·D31g(0, λ)(φ, φ, φ) + 0 + 0
=
1
2
q ·
(
2 〈φ(0), φ(0)〉Cφ(0) + 2
〈
φ(0), φ(0)
〉
Cφ(0) + 2
〈
φ(0), φ(0)
〉
Cφ(0)
)
= q · (〈p, p〉Cp+ 〈p, p〉Cp+ 〈p, p〉Cp)
=
4(1 + iγ)
1 +Kτei(β−φ)
Thus we find
Re c =
4(1 +Kτ (cos(β − φ) + γ sin(β − φ))∣∣1 +Kτei(β−φ)∣∣2 .
Using the definition of µ2 as in Theorem 3.4, we arrive at equation (4.5). This
completes the proof. 
We are also able to determine the direction of the Hopf bifurcation for param-
eter values (λ, τ) for which a Hopf bifurcation of the origin of system (0.3) occurs;
cf. eq. (8) in [5].
Corollary 4.3. Let (λ, τ) be such that a Hopf bifurcation of the origin of
system (0.3) occurs, i.e., let the conditions of Theorem 4.1 be satisfied for some
φ ∈ R\{0}. If
1 +Kτ [cos(β − φ) + γ sin(β − φ)] > 0(4.7)
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then the Hopf bifurcation at (λ, τ) is subcritical. If
1 +Kτ [cos(β − φ) + γ sin(β − φ)] < 0(4.8)
the Hopf bifurcation at (λ, τ) is supercritical.
Proof. If the conditions of Theorem 4.1 are satisfied, then (4.4) holds and
1 +Kτ cos(β − φ) > 0.
Combining this inequality with Theorem 4.2, we find that µ2 < 0 if (4.7) holds.
Using Theorem 3.4 this shows that the Hopf bifurcation is subcritical. Similarly,
if (4.8) holds, then µ2 > 0 and again by Theorem 3.4 the Hopf bifurcation is
supercritical. 
We can determine the orientation of the Pyragas curve with respect to the Hopf
bifurcation curve at the point (λ, τ) = (0, 2pi) by computing the slopes of the curves
at (λ, τ) = (0, 2pi). Combining this with the direction of the Hopf bifurcation curve,
we are able to give conditions for (0.2) to be (un)stable as a solution of (0.3). If the
Hopf bifurcation at (λ, τ) = (0, 2pi) is subcritical and the Pyragas curve is locally
to the left of the Hopf bifurcation curve, we expect the periodic solution (0.2), that
exists for parameter values on the Pyragas curve, to arise from the Hopf bifurcation
and therefore be unstable. By an analogous argument, we find that the solution
(0.2) of (0.3) is stable if the Hopf bifurcation at (λ, τ) = (0, 2pi) is supercritical and
the Pyragas curve is locally to the right of the Hopf bifurcation curve. Following
[5], this leads to the following Corollary:
Corollary 4.4. Let the parameters K,β, γ be such that a Hopf bifurcation of
system (0.3) occurs for (λ, τ) = (0, 2pi), i.e. let
1 + 2piKeiβ 6= 0(4.9)
1 + 2piK cosβ > 0(4.10)
If 1 + 2piK [cosβ + γ sinβ] < 0 and the Pyragas curve is locally to the right of the
Hopf bifurcation curve, then the periodic solution (0.2) of (0.3) is stable for small
λ. If 1 + 2piK [cosβ + γ sinβ] > 0 and the Pyragas curve is locally to the left of
the Hopf bifurcation curve, then the periodic solution (0.2) of (0.3) is unstable for
small λ.
As we have seen in Sections 3 – 4, applying the Hopf bifurcation theorem with
respect to different curves yields different results. Comparing Corollary 4.4 with
Corollary 3.7, we see that Corollary 3.7 gives us weaker conditions for (0.2) to
be (un)stable as a solution of (0.3) for small λ. In particular, we can drop the
condition (4.10) and we no longer have to take the orientation of the Pyragas curve
with respect to the Hopf bifurcation curve into account. Using Corollary 3.7, we
are therefore able to determine upon the (in)stability of the periodic solution (0.2)
of (0.3) for a wider range of parameter values than if we use Corollary 4.3.
The approach we have used in Section 4 gives more insight in the dynamics of
the controlled system (0.3). If 1 +Kτ [cosβ + γ sinβ] > 0, then (4.7) holds for φ in
a small neighbourhood of 2pi. Applying Corollary 4.3, we find that for parameter
values (λ, τ) in a neighbourhood of (λ, τ) = (0, 2pi) to the left of the Hopf bifurcation
curve, a periodic orbit exists. Similarly, if 1 + Kτ [cosβ + γ sinβ] < 0, a periodic
orbit exists for all parameter values (λ, τ) in a neighbourhood of (λ, τ) = (0, 2pi)
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to the right of the Hopf bifurcation curve. We conclude that by applying Pyragas
control, a new set of periodic orbits is created, see also [12].
5. A variation in control term
In previous sections, we discussed three different methods to determine the
stability of periodic orbit (0.2) of system (0.3). In this section, we return to the
general problem of Pyragas control. Let us study the system
x˙(t) = f(x(t)), x(0) = x0(5.1)
with f : Rn → Rn. Let us assume that an unstable periodic solution u(t) of this
system exists; denote its period by T . In the Pyragas control scheme, we add a
term to the system (5.1) in such a way that the periodic solution u(t) is a also a
solution of the controlled system. Usually, we write for the controlled system
x˙(t) = f(x(t)) +K [x(t)− x(t− T )](5.2)
There are, however, variations to this scheme possible. We remark that u(t) is also
a periodic solution of the system
x˙(t) = f(x(t)) +K1 [x(t)− x(t− T )] +K2 [x˙(t)− x˙(t− T )](5.3)
We can investigate for which values of K1,K2 the solution u(t) of (5.3) is stable,
and how these values of K1,K2 compare to the values of K for which u(t) is stable
as a solution to (5.2).
Applying the type of control given in (5.3) yields the system
(5.4)
z˙(t) = (λ+ i)z(t) + (1 + iγ) |z(t)|2 z(t)−K1eiβ1 [z(t)− z(t− τ)]
−K2eiβ2 [z˙(t)− z˙(t− τ)]
which we be rewritten as
(5.5)
z˙(t)− K2e
iβ2
1 +K2eiβ2
z˙(t− τ) = 1
1 +K2eiβ2
(
(λ+ i)z(t) + (1 + iγ) |z(t)|2 z(t)
)
− K1e
iβ1
1 +K2eiβ2
[z(t)− z(t− τ)] .
We note that (5.5) is a neutral functional differential equation. Neutral functional
differential equations have very different properties from retarded functional dif-
ferential equations. For example, for retarded functional differential equations the
solution operator T (t) is compact for t ≥ r (where r denotes the delay of the
system), but for neutral functional differential equations this property does in gen-
eral not hold. Also, if we fix α, β ∈ R, then for neutral functional differential
equations we can have an infinite number of roots of the characteristic equation
in a strip {z ∈ C | α ≤ z ≤ β}. This cannot occur of retarded functional differ-
ential equations. Since we can have an infinite number of eigenvalues in a strip
{z ∈ C | α ≤ z ≤ β}, it can also occur that all the eigenvalues are in the left half of
the complex plane, but the eigenvalues get arbritrary close to the imaginary axis.
In this case, it is possible that all eigenvalues are in the left half of the complex
plane, but the fixed point of the equation is not stable. However, if we have a
so–called spectral gap, i.e. there exists a γ < 0 such that all the eigenvalues are in
the set {z ∈ C | Re z < γ}, then stability of the fixed point is guaranteed. In the
case of a spectral gap, we can use the same methods as in the retarded case to find
a Hopf bifurcation theorem for neutral equations.
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Lemma 5.1. Let K1,K2, β1, β2 be such that for λ = 0, there exists a γ < 0 such
that all roots, expect the root µ = i, of (5.7) are in the set {z ∈ C | Re z < γ}. If
1 + 2piK1 (cos(β1) + γ sin(β1))− 2piK2 (sin(β2)− γ cos(β2)) > 0
then the periodic solution (0.2) of (5.4) that exists for λ < 0 is unstable for small
λ < 0. If
1 + 2piK1 (cos(β1) + γ sin(β1))− 2piK2 (sin(β2)− γ cos(β2)) < 0(5.6)
the periodic solution (0.2) of (5.4) that exists for λ < 0 is stable for small λ < 0.
Proof. We note that the characteristic equation corresponding to the lin-
earization of (5.4) around z = 0 is given by
∆(µ) = µ− (λ+ i) +K1eiβ1(1− e−µτ ) +K2eiβ2µ(1− e−µτ )(5.7)
We have that ∆(i) = 0 for λ = 0 and τ = 2pi. We determine whether the root
µ = i moves in our out of the right half of the complex plane if approach the point
(λ, τ) = (0, 2pi) over the extended Pyragas curve from the left.
Parametrize the extended Pyragas curve as in (3.14). For θ near 0, write
µ = µ(θ) satisfying ∆(µ(θ)) = 0 for λ = λ(θ) and τ = τ(θ) with µ(0) = i. Then
differentation of (5.7) with respect to θ yields
0 =
dµ
dθ
∣∣∣∣
θ=0
− 1 +K1eiβ1e−µ(0)τ(0)
(
µ(θ)
dτ
dθ
∣∣∣∣
θ=0
+
dµ
dθ
∣∣∣∣
θ=0
τ(0)
)
+K2e
iβ2
dµ
dθ
∣∣∣∣
θ=0
(1− e−µ(0)τ(0)) +K2eiβ2µ(0)
(
µ(0)
dτ
dθ
∣∣∣∣
θ=0
+
dµ
dθ
∣∣∣∣
θ=0
τ(0)
)
=
dµ
dθ
∣∣∣∣
θ=0
− 1 +K1eiβ1
(
2piiγ + 2pi
dµ
dθ
∣∣∣∣
θ=0
)
+K2e
iβ2i
(
2piiγ + 2pi
dµ
dθ
∣∣∣∣
θ=0
)
which can be rewritten as
dµ
dθ
∣∣∣∣
θ=0
(
1 + 2piK1e
iβ1 + 2piiK2e
iβ2
)
= 1− 2piγiK1eiβ1 + 2piγK2eiβ2 .
With a = 1 + 2piK1e
iβ1 + 2piiK2e
iβ2 this gives
dµ
dθ
∣∣∣∣
θ=0
=
1
|a|2
(
1− 2piγiK1eiβ1 + 2piγK2eiβ2
) (
1 + 2piK1e
−iβ1 − 2piiK2e−iβ2
)
=
1
|a|2
(
1 + 2piK1e
−iβ1 − 2piK2ie−iβ2 − 2piγiK1eiβ1 − 4pi2γiK21
− K1K24pi2γei(β1−β2) + 2piγK2eiβ2 + 4pi2γK1K2ei(β2−β1) − 4pi2γiK22
)
.
After taking the real part we arrive at
Re
dµ
dθ
∣∣∣∣
θ=0
=
dReµ
dθ
∣∣∣∣
θ=0
= 1 + 2piK1 cosβ1 − 2piK2 sinβ2 + 2piγK1 sinβ1 + 2piγK2 cosβ2
= 1 + 2piK1 (cosβ1 + γ sinβ1)− 2piK2(sinβ2 − γ cosβ2).
If 1 + 2piK1 (cosβ1 + γ sinβ1) − 2piK2(sinβ2 − γ cosβ2) 6= 0 and for λ = 0 all
the roots of (5.7) except µ = i are in the left half of the complex plane, then
the conditions of the Hopf bifurcation theorem for neutral functional differential
equations are satisfied. An application of Lemma 1.3 now yields the result. 
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Let us study the case γ = −10, β1 = β2 = pi4 . In order to apply Lemma 5.1 we
are interested in values of K1,K2 such that there exists a γ < 0 such that all roots,
expect the root µ = i, of (5.7) are in the set {z ∈ C | Re z < γ}. We note that if∣∣∣∣ K2eiβ21 +K2eiβ2
∣∣∣∣ < 1(5.8)
(i.e. we have a stable D–operator), then this condition is automatically satisfied.
Now let us choose K1 close to zero; using DDEBiftool, we find that for K2 = 0 and
some (fixed) K1 small, the characterstic equation (5.7) has no roots in the right
half of the complex plane. Since for the case K2 = 0, (5.4) reduces to a retarded
equation, we automatically have a spectral gap in this case. One can proof that a
root of (5.7) must cross the imaginary axis to move form the left to the right half
of the complex plane. Using this, one can draw a stability chart to show that for
points inside the region whose boundary is parametrized by
(5.9)
K1 =
1
2 sin(ωpi)
(1− ω) cos(ωpi − β)
K2 =
1
2ω sin(ωpi)
(1− ω) sin(ωpi − β)
with ω ∈ (0, 2) no roots of (5.7) are in the right half of the complex plane (the
region enclosed by the curve in Figure 3a). Thus, if we K1,K2 are inside the region
enclosed by the curve in Figure 3a and the condition (5.8) is satisfied, we have a
spectral gap. If then also (5.6) is satisfied, we can apply Lemma 5.1 to find that
the periodic solution (0.2) of (5.4) is stable for small λ < 0 (see Figure 3a).
We can of course also choose β1 6= β2: see Figure 3b for the case where we have
chosen γ = −10, β1 = −pi4 and β2 = 3pi4 .
1
0.0 0.5 1.0 1.5
-1.5
-1.0
-0.5
0.0
K1
K
2
(a) Curve parametrized by (5.9) for
ω ∈ (0, 2) with β = pi
4
, γ = −10.
The shaded region inside indicates
the region where both the condi-
tions (5.6) and (5.8) are satisfied.
1
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0.0
0.5
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K
2
1
(b) For the case γ = −10, β1 =
−pi
4
, β2 =
3
4
pi, we have no roots in
the right half of the complex plane
for (K1,K2) inside the curve (region
1). The shaded region inside indi-
cates the region where both the con-
ditions (5.6) and (5.8) are satisfied.
Now that we have determined stability conditions for (0.2) to be stable as a
solution of (5.4), a number of questions arise naturally. For the specific example
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discussed here, one is interested how the range of values of λ for which the periodic
orbit (0.2) is (un)stable as a solution of (5.4) compares to the range of values of λ
for which (0.2) is (un)stable as a solution of (0.3). Furthermore, if (0.2) is stable
as a solution of both (5.4) and (0.3), it is also interesting to study how the basin
of attraction in both situations compare. More generally, one would like to apply
the control scheme (5.3) to various systems or consider different control schemes
including a ‘neutral term’. We hope to return to these questions in the future.
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