Abstract -We consider a relay channel where a relay helps the transmission of messages from one sender to one receiver. The relay is considered not only as a sender that helps the message transmission but as a wire-tapper who can obtain some knowledge about the transmitted messages. In this paper we study the coding problem of the relay channel under the situation that some of transmitted messages are confidential to the relay. A security of such confidential messages is measured by the conditional entropy. We derive an explicit inner bound of the capacity region characterized with the set of transmission rates for which messages are reliably transmitted and the security of confidential messages is larger than a prescribed level.
I. INTRODUCTION
The security of communication systems can be studied from a information theoretical viewpoint by regarding them as a kind of cryptosystem in which some messages transmitted through communication channel should be confidential to anyone except for authorized receivers. The security of a communication system was first studied by Shannon [l] from a standpoint of information theory. He discussed a theoretical model of cryptosystems using the framework of classical one way noiseless channels and derived some conditions for secure communication. Subsequently, the security of communication systems based on the framework of broadcast channels were studied by Wyner [2] and Csiszsr and Korner [3] . In recent years
Maurer [4] , Ahlswede and Csiszar [5] , [6] , Csiszar and Narayan [7] , and Venkatesan and Anantharam [8] studied the problem of public key agreements under the framework of multi-terminal channel coding systems. Various types of multiterminal channel networks have been investigated so far in the field of multiuser information theory. In those networks some kind of confidentiality of information transmitted through channels is sometimes required from the standpoint of information security. In this case it is of importance to analyze the security of communication from a viewpoint of multiuser information theory.
In this paper we discuss the security of communication for a relay channel, where a relay helps the transmission of messages from a sender to a receiver. In the relay channel the relay is considered not only as a sender who helps the transmission of messages but as a wiretapper who can learn something about the transmitted messages. The coding theorem for the relay channel was first established by Cover and El Gama1 [9] . By carefully checking their coding scheme used for the proof of the direct coding theorem, we can see that in their scheme the relay helps the transmission of messages by learning all of them. Hence, this coding scheme is not adequate when some messages should be confidential to the relay.
In this paper we study the security of communication for the relay channel under the situation that some of transmitted messages are confidential to the relay. We call this system the relay channel with confidential messages, which we briefly say the RCC. In the RCC, a sender wishes to transmit two different types of message. One is a message called the common message which is sent to the receiver and the relay. The other is a message called the private message which is sent only to the receiver and is confidential to the relay as much as possible. In this paper the knowledge that the relay gets about private messages is measured by the conditional entropy of private messages conditioned by channel outputs that the relay observes. A capacity region is defined by the set of transmission rates for which common and private messages are transmitted with arbitrary small error probabilities and the security of private message measured by the conditional entropy per transmission is larger than a prescribed level. We establish a direct coding theorem for the RCC by deriving an inner bound of the capacity region.
RELAY CHANNEL WITH CONFIDENTIAL MESSAGES
Let 2'1, X2, y , y1 be finite sets. The relay channel dealt with in this paper is defined by a discrete memoryless channel specified with the following stochastic matrix:
Let X I be a random variable taking values in X I and . . , yli 1) that the relay previously obtained as channel outputs. (9) where I( W , 11 is a cardinality of the set W,. The set that consists of all admissible rate triple is denoted by C R , ?~, which is called the capacity region of the RCC.
MAIN RESULTS
To state the result for an inner bound of the capacity region of the RCC, let P the set of all the random triples (U, X I , X2) that satisfy the following.
Conditionl: A random pair ( X 1 , X z ) takes values in X I x X2 and an auxiliary random variable U takes values in finite set U . Those random variables satisfy I 1 ll<Il Xl x xz II + 3 , (10) 
Re < I ( X l ; Y I u X z ) I ( X l ; K I u X z ) . (15)
Then we have the following theorem.
The above theorem is proved by a combination of two coding techniques. One is the method that Csiszdr and Korner [3] used for deriving an inner bound of the capacity regions of the broadcast channel with confidential messages and the other is the method that Cover and El Gamal [9] developed for deriving a lower bound of the capacity of the relay channel. We omit the detai1,of the proof. An explicit outer region of the capacity region has not been derived yet.
According to Cover and El Gamal [9] , the capacity of the relay channels is not found except for some special classes of relay channels called physically degraded relay channel, reversely degraded relay channel, relay channel with feedback and deterministic relay channel. It also seems very difficult to find an explicit capacity region of the general RCC. IV. SECRECY CAPACITY OF THE RCC In this section we derive an explicit inner bound of the secrecy capacity region by using an explicit inner bound Ci, derived in the previous section. Based on information theoretical quantities appearing in the form of the inner bound Gin, we illustrate a relation of three quantities of information on messages trasmitted through channel in Figure 2 . Two are information bits contained in private and common messages and the other is information bits that the relay can know about those two messages. In Figure 2 , the part (U) + (b) corresponds to the information bits transmitted by the private message, the part (c) corresponds to the information bits transmitted by the common message. The part (b) indicates information bits that the relay can know about the private message and the part (a) indicates information bits that the relay can not know about the private messages.
The secrecy capacity region C, for the RCC is defined by Then, using the result of Theoreml, we obtain the following result on the inner bound of C,.
Corollary 1 Cs,in c C, .
For the RCC, we can define the region in which the private message has the maximum security level to the relay. Let C, , be the region by letting R, = 0 in the capacity region of the RCC. The secrecy capacity C, is defined by Typical shape of the region C , , and the secrecy capacity C, is shown in Figure 3 .
Next we derive an lower bound of the secrecy capacity of the RCC. To this end set 
