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Abstract
Every (left) linear function on a subspace of a finite-dimensional vector space
over a (skew) field can be extended to a (left) linear function on the whole
space. This paper explores the extent to what this basic fact of linear algebra
is applicable to more general structures. Semifields with a similar property
imposed on linear functions are called (left) exact, and we present a complete
description of such semifields. Namely, we show that a semifield S is left exact
if and only if S is either a skew field or an idempotent semiring.
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1. Introduction
A set S equipped with two binary operations + and · is called a semiring
if the following conditions are satisfied: (i) (R,+) is a commutative monoid,
(ii) (R, ·) is a monoid, (iii) multiplication distributes over addition from both
sides, and (iv) the additive identity 0 satisfies 0x = x0 = 0, for any x ∈ R.
In other words, semirings differ from rings by the fact that their elements are
not required to have additive inverses. We denote the multiplicative identity
by 1, and we assume that 0 6= 1. The set Sn becomes a free left semimodule
if we define the operations (s1, . . . , sn)→ (λs1, . . . , λsn) for all λ ∈ S.
A considerable amount of recent work [10, 12, 13] is devoted to the concept
of so-called exactness, which gives a characterization of semirings that behave
nicely with respect to basic linear algebraic properties. Namely, a semiring
S is called left exact if, for every finitely generated left semimodule L ⊆ Sn
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and every left S-linear function ϕ : L → S, there is a left S-linear function
ϕ0 : S
n → S that coincides with ϕ on L. This property becomes a standard
result of linear algebra if S is a division ring, so we can conclude that division
rings are left exact. The concept of right exactness can be defined dually,
and the semirings that are both left and right exact are called simply exact.
Therefore, the division rings are the first examples of exact semirings. Let
us also point out that, in the case of rings, the exactness is equivalent to the
property known as FP-injectivity, see [3, 5, 12].
In this paper, we continue studying the semirings in which all the non-
zero elements have multiplicative inverses. Such objects form an important
class of semirings and are known as semifields. Various examples of semifields
arise in different applications, and they include the division rings, the semir-
ing of nonnegative reals [14], the tropical semiring [9], the binary Boolean
algebra [8], and many others. The aim of our paper is to give a complete
characterization of those semifields that are exact.
Theorem 1.1. Let S be a semifield. Then S is left exact if and only if
(1) S is a division ring, or
(2) we have 1 + 1 = 1 in S.
By symmetry, the conclusion of the theorem holds for right exactness as
well. In particular, we get that a semifield is left exact if and only if it is right
exact. As a corollary of Theorem 1.1, we get the previously known fact that
the tropical semiring T = (R∪{∞},min,+) is exact. As far as I can see, the
exactness of T follows from Theorem 5.3 of [6], and I would like to thank the
reviewer for pointing my attention to that paper. Corollary 40 in [2] contains
a generalization of this result to the class of complete idempotent reflexive
semirings. The subsequent paper [13] contains the exactness proofs for other
related semirings, including T = (R ∪ {+∞,−∞},min,+). Another proof
that T is exact is contained in the paper [5], where the authors do also prove
that an additively cancellative semifield is exact if and only if it is a field.
Our paper is structured as follows. In Section 2, we obtain a useful
characterization of exactness resembling some of the results in [13]. We use
this characterization (Theorem 2.1) to prove the ’only if’ part of Theorem 1.1.
In Section 3, we get an improved version of Theorem 2.1 which is valid for
semifields. In Section 4, we employ the developed technique and complete
the proof of Theorem 1.1. In Section 5, we discuss the perspectives of further
work and point out several intriguing open questions.
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2. Another characterization of exactness
Let us begin with some notational conventions. We will denote matrices
and vectors over a semiring S by bold letters. We denote byAi andA
j the ith
row and jth column of a matrix A, and by Aji the entry at the intersection of
the ith row and jth column. By E we denote the unit matrices, that is, square
matrices with ones on the diagonal and zeros everywhere else. In particular,
Ei, E
i stand for the ith unit row and column vectors, respectively. Every d×n
matrix induces the function S1×d → S1×n defined as u → uA. We denote
the image of this operator by left imA, and the kernel of this operator as
left kerA. In other words, left kerA is the set of all pairs (u,v) ∈ S1×d×S1×d
such that uA = vA. The right image and right kernel ofA are defined dually
in a natural way. In particular, we define right imA as the set of all vectors
in Sd×1 that can be written as Aw with some w ∈ Sn×1. We proceed with a
characterization of exactness that looks very similar to Theorem 3.2 in [13]
and to Lemma 3.3 in [5]. Therefore, the following result cannot be called
’new’, and we provide the proof just for the sake of completeness.
Theorem 2.1. Let S be a semiring. The following are equivalent:
(E1) S is left exact;
(E2) for any A ∈ Sd×n, b ∈ Sd×1, the condition left kerA ⊆ left kerb implies
b ∈ right imA.
Proof. Assume (E1) is true, and let A ∈ Sd×n, b ∈ Sd×1 be such that
left kerA ⊆ left kerb. (2.1)
We define the mapping ϕ : left imA→ S by
ϕ
(
d∑
i=1
λiAi
)
=
d∑
i=1
λibi,
which is well defined because of (2.1). Since ϕ is left S-linear, we can use
the exactness of S and obtain a left S-linear mapping ψ : Sn → S such that
ψ | left imA = ϕ. Denoting αi := ψ(Ei), we get
bi = ϕ(Ai) = ψ
(
n∑
j=1
A
j
iEj
)
=
n∑
j=1
A
j
iαj,
which implies b ∈ right imA and proves (E2).
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Now we assume that (E2) is true, and we consider a finitely generated
left semimodule L ⊆ Sn and a left S-linear function ϕ : L → S. We can
write L = left imA for some matrix A, and we define the vector b ∈ Sd×1
by the formula bi = ϕ(Ai). (Here, the dimension d is the number of rows
of A, or, equivalently, the number of generators of L.) The equation (2.1)
is true because ϕ is well defined, so (E2) implies b ∈ right imA. Therefore,
we have b =
∑
j A
jαj for some α1, . . . , αn ∈ S, and then ψ(x1, . . . , xn) =
x1α1 + . . . + xnαn is a mapping from S
n to S that coincides with ϕ on R.
We see that S is left exact, so (E1) is true.
Let us present an application of Theorem 2.1. The following corollary
presents a rather powerful condition that holds in all exact rings. This result
seems to be new.
Corollary 2.2. Any left exact semiring contains an element e such that
1 + 1 + e = 1.
Proof. We consider the matrices
A =
(
0 1
1 1
)
, b =
(
1 + 1
1
)
,
and we apply Theorem 2.1. The condition (E2) shows that either b ∈
right imA or left kerA * left kerb. Let us treat these two cases separately.
Case 1. If b ∈ right imA, then there are x1, x2 ∈ S such that x2 = 1 + 1
and x1 + x2 = 1. We get x1 + 1+ 1 = x1 + x2 = 1, which implies the desired
conclusion.
Case 2. If left kerA * left kerb, then there are vectors u,v ∈ S1×2 such
that uA = vA and
ub 6= vb. (2.2)
The former condition shows that u2 = v2, u1 + u2 = v1 + v2, so we get
u1 + u1 + u2 = u1 + v1 + v2 = u1 + v1 + u2 = v1 + v1 + v2, (2.3)
which is a contradiction. In fact, the left-hand side of (2.2) coincides with
the left-hand side of (2.3), and the right-hand side of (2.2) coincides with the
right-hand side of (2.3). Therefore, Case 2 is not an option, and the proof is
complete.
Corollary 2.3. Any left exact semifield is either a ring or satisfies 1+1 = 1.
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Proof. Let e be the element as in Corollary 2.2. We get
(1 + e)2 = 1 + e + e+ e2 = 1 + e(1 + 1 + e) = 1 + e,
so that 1 + e = 0 or 1 + e = 1. The former condition would imply that we
have a ring, and the latter one shows that 1 + 1 + e = 1 + 1 or 1 + 1 = 1
again by Corollary 2.2.
3. A semifield version of Theorem 2.1
In this section we sharpen the condition (E2) in Theorem 2.1 under the
additional assumption that S is a semifield. Recall that a matrix C ∈ Sn×n
is invertible if there exists a matrix C−1 such that CC−1 = C−1C = E.
Observation 3.1. Let C ∈ Sd×d, D ∈ Sn×n be invertible matrices, and let
A ∈ Sd×n, b ∈ Sd×1 be arbitrary. Then
(1) left kerA ⊆ left kerb if and only if left kerCAD ⊆ left kerCb,
(2) b ∈ right imA if and only if Cb ∈ right imCAD.
Proof. Let us assume (u,v) ∈ left kerA \ left kerb, which means that uA =
vA, ub 6= vb. We define u′ = uC−1, v′ = vC−1, and we get
u′CAD = uC−1CAD = uAD = vAD = vC−1CAD = v′CAD,
u′Cb = uC−1Cb = ub 6= vb = vC−1Cb = v′Cb,
which means that (u′,v′) ∈ left kerCAD \ left kerCb. This proves the ’only
if’ direction of (1), and the ’if’ direction follows as well by symmetry.
To prove (2), we note that a vector w satisfies Aw = b if and only if the
vector w′ = D−1w satisfies CADw′ = Cb.
Let us say that a matrix is column-stochastic if the sum of elements in
every column equals one. A semiring S is called zero-sum free if a + b = 0
implies a = b = 0 for all a, b ∈ S. We are ready to show that, in the case of
zero-sum-free semifields, Theorem 2.1 remains true if we restrict the possible
choices of A by column-stochastic matrices and the choices of b by vectors
whose coordinates are zeros and ones.
Corollary 3.2. Let S be a zero-sum free semifield. Then the condition (E2)
in Theorem 2.1 is equivalent to the following:
(E2’) for any column-stochastic matrixA ∈ Sd×n and any vector b ∈ {0, 1}d×1,
the condition left kerA ⊆ left kerb implies b ∈ right imA.
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Proof. It is trivial that (E2) implies (E2’). To prove the opposite direc-
tion, assume that (E2) is not true. Then there are A ∈ Sd×n, b ∈ Sd×1
such that left kerA ⊆ left kerb and b /∈ right imA. The removal of zero
columns of A does not change these properties, so we can assume that ev-
ery column of A contains at least one non-zero entry. We define βi = bi if
bi 6= 0 and βi = 1 otherwise, and we set C to be the diagonal matrix with
β1, . . . , βd on the diagonal. Further, we define αj as the sum of the entries
of the jth column of C−1A. Since the semifield is zero-sum-free, the αj’s
are non-zero, so we get an invertible matrix D if we put α1, . . . , αn on the
diagonal and zeros everywhere else. Now we see that the matrix C−1AD−1
is stochastic, the vector C−1b consists of zeros and ones, and the conditions
left kerC−1AD−1 ⊆ left kerC−1b and C−1b /∈ right imC−1AD−1 hold by
Observation 3.1. This shows that (E2’) is not true.
4. Idempotent semifields are exact
In this section we complete the proof of Theorem 1.1. Namely, we show
that any semifield satisfying 1 + 1 = 1 is necessarily left exact. In general, a
semiring in which 1 + 1 = 1 (or, equivalently, x + x = x for all x) is called
idempotent. A natural (and very well known) ordering on an idempotent
semiring is given as x > y if and only if x+ y = x. It is easy to see that the
relation > is a partial order compatible with the operations. In other words,
the following result is true, see [4] for details.
Observation 4.1. Let S be an idempotent semiring and p, q, r, s ∈ S. Then
(1) p > p;
(2) If p > q, q > r, then p > r;
(3) If p > q, q > p, then p = q;
(4) If p > r, q > s, then p+ q > r + s and pq > rs.
We will write p > q if p > q and p 6= q. If p 6= p+ q, then we write q 
 p.
The set of matrices or vectors over S is still an idempotent semigroup with
respect to addition, so these relations are applicable to matrices and vectors.
Another obvious property of idempotent semirings is that they are zero-sum
free.
Observation 4.2. Let S be an idempotent semiring and p, q ∈ S. If p+ q =
0, then p = q = 0.
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Observation 4.3. Let S be an idempotent semifield containing at least three
elements. Then there is an element λ such that λ 
 1.
Proof. Choose an arbitrary a /∈ {0, 1}. If a 
 1, then we are done, and
otherwise we have 1 + a = 1. This implies a−1 + 1 = a−1, so we can take
λ = a−1.
Before we proceed, we recall that a matrix A is called column-stochastic
if the sum of elements in every column of A equals one. A matrix is row-
stochastic if its transpose is column-stochastic.
Lemma 4.4. Let S be an idempotent semifield containing at least three
elements. Let A ∈ Sd×n be a column-stochastic matrix that is not row-
stochastic. Then there is a vector Λ 
 (1, . . . , 1) ∈ S1×d such that ΛA =
(1, . . . , 1).
Proof. We have
d∑
i=1
n∑
j=1
A
j
i = 1 + . . .+ 1 = 1,
so that αi :=
∑n
j=1A
j
i 6 1. If αi = 0 for some i, then the ith row ofA consists
of zeros by Observation 4.2; in this case, we define Λ as the vector whose
coordinates are ones except the ith coordinate which is equal to the element
λ as in Observation 4.3. We have Λ 
 (1, . . . , 1) and ΛA = (1, . . . , 1)A;
since A is column-stochastic, we get (1, . . . , 1)A = (1, . . . , 1) and complete
the proof in our special case.
Now we assume that all of the αi’s are non-zero, and we define Λ ∈ S
1×d
with Λi being the inverse of αi. As said above, αi 6 1, so that Λ
i > 1
by the item (4) of Observation 4.1. Also, the assumption of the theorem
states that A is not row-stochastic, which implies Λ > (1, . . . , 1). Since A is
column-stochastic, we have (1, . . . , 1)A = (1, . . . , 1), and using the item (4)
of Observation 4.1, we get
ΛA > (1, . . . , 1)A = (1, . . . , 1). (4.1)
Further, we get
n∑
j=1
d∑
i=1
ΛiAji =
d∑
i=1
Λiαi = 1 + . . .+ 1 = 1,
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which shows that
d∑
i=1
ΛiAji 6 1 (4.2)
for all j. Putting the inequalities (4.1) and (4.2) together and using the item
(3) of Observation 4.1, we get ΛA = (1, . . . , 1).
Lemma 4.5. Let S be an idempotent semifield containing at least three ele-
ments. Let A ∈ Sd×n be a column-stochastic matrix and b ∈ {0, 1}d×1 be a
vector outside right imA. Then there are vectors u,v such that uA = vA
and ub 6= vb.
Proof. Assume b contains k ones. We can assume without loss of generality
that the first k coordinates of b are ones, and we write
A =
(
Pk×(n−m) Qk×m
R(d−k)×(n−m) O(d−k)×m
)
, b =
(
Jk×1
O(d−k)×1
)
,
where J is a k × 1 vectors of ones, the O’s are zero matrices of relevant
sizes, and R has no zero column. Note that k 6= 0 and Q is not a row-
stochastic matrix because otherwise we would have b ∈ right imA. However,
the equalities k = d, m = 0, m = n are possible, and they correspond to
some blocks of the above matrices being empty.
By Lemma 4.4, there is a vector Λ 
 (1, . . . , 1) ∈ S1×k such that ΛQ =
(1, . . . , 1). (If k = d or m = n, this completes the proof immediately. If m =
0, that is, if Q is empty, then we choose a vector Λ 
 (1, . . . , 1) arbitrarily.)
Let p ∈ S be the sum of all entries of the matrices P and ΛP plus one; let
r equal one plus the sum of the inverses of all non-zero entries of R. We set
M = (pr, . . . , pr) ∈ S1×(d−k), and we get MR > (p, . . . , p) ∈ S1×(m−n). This
means that MR is greater than or equal to any row of P and ΛP , so we get
(1, . . . , 1|M)A = (MR|1, . . . , 1) = (Λ|M)A,
(1, . . . , 1|M)b = 1 
 Λ1 + . . .+ Λk = (Λ|M)b,
which completes the proof.
Theorem 4.6. Every idempotent semifield is left exact.
Proof. Lemma 4.5 shows that an idempotent semifield S possesses the prop-
erty (E2’) as in Corollary 3.2 whenever S has at least three elements. There-
fore, we can apply Theorem 2.1 to see that every such S is left exact.
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If S contains 0 and 1 only, then the definitions allow us to identify S
uniquely as the binary Boolean semiring B. The exactness of B can be
proved by a routine application of Theorem 2.1. Alternatively, one can get
this result by applying a deeper one, Theorem 6.5 in [13].
The proof of Theorem 1.1 is now complete. In fact, Corollary 2.3 proves
the ’only if’ direction, and the ’if’ direction follows from Theorem 4.6 and
basic results of linear algebra which imply that any division ring is exact.
5. A discussion and further work
We gave the complete characterization of semifields that are exact, but we
do not know how to generalize this result to the case of arbitrary semirings.
The arXiv version of this paper ([11]) contained several questions regarding
such characterizations, but later it turned out that several of these questions
have already been answered. In particular, as Tran Giang Nam pointed
out to the author, the solution to Problem 5.1 in [11] is negative. Namely,
Example 4.16 and Theorem 4.18 in [1] give an example of an exact semiring
that cannot be represented as a direct sum of a ring and an idempotent
semiring. Nam also noticed that the semiring B3 as in Example 3.7 of [1] is
selective and exact but is not a semifield, which solves Problem 5.2 in [11].
Several interesting examples of idempotent semirings were examined in [12]
by Wilding. Given a monoid M , he defines the semiring BM = (2M ,∪, ·),
where two subsets A,B ⊆ M are multiplied as AB = {ab|a ∈ A, b ∈ B}.
Wilding proves that BM is exact if M is a group, and asks if the converse of
this statement is true. Our approach is not sufficient to answer this question,
and we believe that its resolution would lead to a significant step towards
the classification of exactness in the idempotent case.
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