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Chapter 1
Introduction
1.1 What is this course about?
In quantum field theory (QFT) courses one learns about weakly coupled field
theories, such as quantum electrodynamics and perturbative QCD. Their main tool
are the Feynman diagrams, provided an increasing set of phenomena appearing as
one expands the path integral in an increasing power of the coupling. It schemati-
cally looks like a perturbative series
Amplitude(p) =
∑
n
(αs)
nCn(p) (1.1)
where αs ≡ g2/4pi is assumed to be small enough to make series convergent in some
“practical sense”1. The coefficients Cn are calculated functions of the kinematical
parameters, for example of momenta of in and out-going quanta. This approach was
created in 1950’s in quantum electrodynamics, with the coupling e2/~c = 1/137 1
being a natural small parameter.
These lectures are about nonperturbative phenomena, in QCD and similar theo-
ries. So let me start commenting on the meaning of this term. The word “nonper-
turbative” in the book’s title is unfortunately used in literature in several different
meanings. The weakest of them is a situation in which the perturbative series (in
the coupling) are re-summed: but we will not discuss that this semester. We will
adopt much stronger meaning of the term: nonperturbative phenomena are those
invisible2 in the perturbative context. What it means is exemplified by a function of
the coupling like this
exp
(− const
αs
)(∑
n
(αs)
nBn
)
(1.2)
1While these series are known to be divergent or asymptotic, several its terms approach certain
limit at sufficiently small αs, before divergent away from it in higher order. General issues related
with perturbative series we will discuss in connection to the so called transseries later.
2Strickly speaking, they are visible via the so called Dyson phenomena explaining why the per-
turbative series are asymptotic (badly divergent) series.
9
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10 Introduction
Attempting to expand it in powers of the coupling one finds that all coefficients of its
Taylor expansion are zero. The exponential term and the perturbative series build
on it are derived by the semiclassical methods, which we will study. All perturbative
and exponential terms together form the so called transseries. Relations between
coefficients Bn and Cn, if exist, are called resurgence.
The main cause of non-perturbative phenomena is the existence in QCD of the
topological solitons made of strong (∼ 1/g) gluonic fields. More specifically, like
some ancient version of cosmology, this course will be “standing on three whales”:
(i) instantons and their constituents, instanton-dyons
(ii) magnetic monopoles
(iii) confining electric flux tubes, or QCD strings
As interesting as those objects are by themselves, as some mathematical curiosi-
ties, we will be mostly interested in “what they can do to help us to understand
the world around us”, to mention a standard textbook-style sentence. Therefore,
let me mention on the onset why we are going to study them.
Monopoles undergo Bose-Einstein condensation below some temperature Tc.
Their condensate expells the color-electric field into confining electric flux tubes.
That is why Tc is called the deconfinement temperature: above it the matter is
quark-gluon plasma (QGP).
Instantons open the direct path to use semiclassical approximation in the QFT
context, but they are most important for their non-trivial interaction with light
quarks. If present in large enough density, they form the so called quark condensate
〈q¯q〉 6= 0
in the vacuum we leave in. This makes near-massless u, d, s quarks look like objects
with an effective mass ∼ 400MeV . So instantons are responsible for most of the
mass of the nucleon (and thus ourselves): this alone means that they deserve to be
studied. Quark condensate “melts” at T > Tχ, the so called temperature of the
chiral symmetry restoration. In QCD with physical quarks both are close
Tχ ≈ Tc ≈ 155MeV
but this seems to be occasional: some deformations of QCD split them, and even
make them of different transition order.
Certain properties of hadronic amplitudes and spectrum lead to the idea that
quarks in the QCD vacuum are connected by the QCD strings. Studies of effec-
tive string description led to creation of the String Theory: but we will not go in
this direction in this course. Instead we will discuss their structure, interactions
and in general their role in strong interaction physics. The main applications we
will consider are inter-quark confining potentials, closely related to Pomerons and
Reggeons, the somewhat mysterious objects which seemed to emerged in 1960’s
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What is this course about? 11
from hadronic scattering experiments. We will of course have a look at modern
lattice and experimental data, as well as some modern derivation of the Pomeron
amplitude.
Let un now return to “perturbative” phenomena, for a moment. A re-summation
of certain sequence of diagrams can lead to properties of new quasiparticles, collec-
tive excitations etc. Even more advance theory can be based on the renormaliza-
tion group: the calculations may start in weak coupling, and lead to fixed points.
They may also indicate coupling flow to strong coupling, and explain existence of
qualitatively new phases of the theory. A classic example is the BCS theory of
superconductivity: weak phonon-induced attraction between electrons get stronger
near the Fermi surface, till finally it become strong enough to form Cooper pairs.
“QCD-like gauge theories” we will discuss also posess the asymptotic freedom
phenomenon. In the UV (high momenta, small distances) the coupling is weak
g(p→∞)→ 0. To one-loop accuracy their coupling “runs” according to
8pi2
g2(p)
= (
11Nc
3
− 2Nf
3
)log(
p
ΛQCD
) (1.3)
The coefficient in the r.h.s. b = ( 11Nc3 − 2Nf3 ) (known as the first one-loop coefficient
of the beta function) depends on the number of colors Nc and light quark flavors
Nf . It will always be positive in this course, so the number of fermions would be
limited 11Nc − 2Nf > 0.
Substitution of this expression into perturbative series one gets series in inverse
power of log(p), small at large p2. Since log is not a very strong function, one would
need to reach rather far in momentum scale, compared to the basic scale ΛQCD ≈
1/fm ∼ 0.2GeV to make coupling rather weak. To give an idea, αs(100GeV ) ≈
0.11 and αs(1GeV ) ≈ 1/3.
Now we return to non-perturbative phenomena. Substituting it into the expo-
nential function mentioned above, one obtains some powers of the momenta
exp
[− C 8pi2
g2(p)
]
=
[ΛQCD
p
]C·b
(1.4)
So, one may reformulate our definition of the non-perturbative effects as those
depending on the relevant momentum scale as its inverse powers. Furthermore, one
might expect that those powers would be some integers: and indeed, one expects
such effects to be present, they go under the term “infrared renormalons” and have
large literature devoted to them. Nevertheless, the origin of those effects remains
rather obscure, and will not be discussed.
Instead, we will focus on the topological non-perturbative effects induced by topo-
logical solitons of various kind. Unlike small perturbative fields – photon or gluon
waves – they by no means are small perturbations around “classical vacuum”, the
zero fields. Their masses or actions in the weak coupling are large O(1/g2). Ac-
count for such effects complement/generalize the perturbative series to the so called
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trans-series.
The main analytic method to be used are semiclassical approximation, in var-
ious settings. In this lectures we will compare the results with what is obtained in
numerical simulations of the gauge theories, which is “based on first principles of
the theory” and by definition include all effects, perturbative and non-perturbative.
Needless to say, the ultimate judge in physics is experiment, to which we will refer
whenever possible.
1.2 Confinement
This phenomenon, more precisely called color-electric confinement, is perhaps the
most complicated non-perturbative phenomenon. In this section we introduce sev-
eral ways in which its presence, or absence (called deconfinement) at high temper-
ature/densities, can be defined and studied.
In a qualitative form, its definition can be that no object with color-electric
charge (such as quarks or gluons, or any combination of them with nonzero charge)
appears in physical spectrum. However, to prove it in theory or in practice is rather
hard, so many other definitions are used.
In pure gauge SU(Nc) theories deconfinement transition is related with breaking
of certain well defined symmetry, called center symmetry. Therefore the transition
is a phase transition with a well defined order parameter. So we will start with the
corresponding explanations and lattice data in subsection 1.2.1.
Another manifestation of confinement is formation of flux tubes between quarks,
and related linear confining potential V (r) = σr. In [Wilson, 1974] this idea was
reformulated for lattice studies, requiring that the so called Wilson loop have ex-
pectation value decreasing as an exponent of its area if the area is large
〈W (largeC)〉 ∼ exp[−σTArea(C)] (1.5)
Discussion of this statement will be done in subsection 1.2.2.
Another interesting definition of confinement is related with Bose-Einstein con-
densation (BEC) of magnetic monopoles. The introduction of this idea is given
below, with much more detailed discussion of it in chapter devoted to magnetic
monopoles. Let me here only mention that BEC can be detected in a number of
ways, with certain specially constructed order parameters. However, those param-
eters are nonlocal ones, and it is not clear where they do or do not show up as a
singularity of the free energy.
Confinement can be associated with existence of the electric flux tubes with a
nonzero tension. We will discuss those in chapter devoted to QCD flux tubes. This
“operational definition” is not in fact correct: it has been theoretically argued and
recently observed on the lattice that the electric flux tubes can in fact exist even in
the deconfined phase.
Finally, the so called Hagedorn phenomenon – a divergence of the partition
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funciton of hadronic matter – can also serve as an (approximate) indicator of the
deconfinement transition.
1.2.1 Polyakov lines
The Polyakov line [Polyakov, 1977] is defined as a similar integral as in W , but over
the Euclidean time τ defined on a circle with circumference β = ~/T
Pˆ = Pexp((i
∫
C
dx4A4), P =
1
Nc
TrP (1.6)
The hat indicate matrix: since A is hermitian, Pˆ is unitary matrix ∈ U(Nc). On
the lattice Pˆ can be seen as a product of link variables ΠC(U) and the product
should be done over the same circular contour C. The corresponding integrals
in mathematics are known as “holonomies”. Periodicity of A in time makes this
quantity gauge invariant.
Example in the simplest group SU(2) - two color QCD we will often discussed.
Assuming Pˆ is diagonal, it has the form diag(eiφ, e−iφ) where the phase is
φ = (1/T )A34(1/2) = piν
where 1/2 is from the fact that color generator is τˆa/2 and we introduced a new
parameter 2piTν = A34 for the average field strength. Then the trace is
P = cos(piν)
So, trivial holonomy value ν = 0 corresponds to P = 1, while the confining value is
ν = 1/2 at which P = 0.
The physical meaning of VAV of P is the quark free energy,
< P >= exp(−Fq/T )
In the confining phase of pure gauge theories < P >= 0 (which corresponds to
infinitely heavy point quark), while deconfinement means that it is finite < P > 6= 0.
Lattice data on it in QCD are shown in Fig.1.1. In pure gauge theories the VEV
of P is stricly zero.
1.2.2 Wilson lines and vortices
Using the language of color charges – in particular very heavy external quarks – one
explains absence of colored states by the existence of color-electric flux tubes. As
shown in Fig.1.2, it has a non-zero tension – energy per length– and thus creates
a linear potential between charges. In QCD with light quarks, those string can be
broken if its length is sufficient for production of two heavy-light mesons.
Ken Wilson in mid-1970’s played key role in formulation of the non-perturbative
definition of QCD-like theories on the lattice. He also promoted the statement about
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Fig. 1.1 Lattice data on the average value of the renormalized Polyakov line, as a function of the
temperature T in QCD. Different points correspond to different lattice actions. Two vertical lines
indicate location of the critical point, following from studies of the thermodynamical observables.
Fig. 1.2 A sketch of a heavy-heavy evolution, from small distances (bottom) to broken flux tube
and formation of two heavy-light meson excitations (top)
a linear potential to a more abstract mathematical form: the VEV of the Wilson
line
W = TrPexp(i
∫
C
dxµAµ)
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over some contour C of sufficiently large size with (the matrix valued) color gauge
field. Pexp means product of exponents along a given contour C. Its VEV should
behave as follows
< W >= e−σ∗Area
the Area means to be of a surface inclosed by the contour C. If it is a rectangular
contour T ∗ L in 0-1 plane, it is indeed corresponds to the area = T ∗ L and
σ is identified with the string tension. This statement is known as the so called
Wilson’s confinement criterium. The main achievement of the very first numerical
lattice studies, by M.Creutz in 1980, were demonstration of the area law, both in
the strong and weak coupling settings.
What kind of gauge field configurations may lead to such “area law”? This
question lead to attention to the configurations with a nontrivial topology, known as
vortices. Quantized vortices in liquid helium and superconductors are well known,
and they are characterized by the fact that integral
∫
C
dxµAµ over any contour keep
the same value.
The center Zn ∈ SU(N) is defined as the set of elements with commute with
each group member: those are
zn = e
i2pi nN
Note that (zn)
N = 1. In the simplest non-Abelian group with N = 2 , there are
two elements z0 = 1, z1 = −1 with squares equal to 1.
In the gauge theory people looked at the so called center vortices for which
the circulation integral around them is Zn. Let us in particular focus on z1 = −1
element in the N = 2 case: each time such vortex pierces the Wilson line, there is
a sign change. Note that in 4 dimension linkage of the 2-d Wilson line with the 2-d
vortex line history is a topological concept. Note also, that since one thinks about
W in 0-1 plane, the 2-d vortex should be extended in the dual 2-3 plane.
Now, if there is a certain ensemble of center vortices, the area law follows.
Suppose their locations is random and n of them are linked with smaller Wilson
line with area A. The probability to have n piercing it is
P (n) = CnN (
A
L2
)n(1− A
L2
)N−n
and
W =
∑
n
(−1)nPn = (1− 2A
L2
)N →(N,L→∞,ρ=N/L2=fixed)= e−2ρA
The argument in this form is due to Engelhardt, Reinhardt et al. (1998).)
If it is sufficiently dense, as lattice studies had shown, one obtains nearly all
experimental value of the string tension σ. Removing center vortices from lattice
gauge field configurations leads to zero string tension: thus the so called “domi-
nance” of center vortices claimed.
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More details about the center vortices as the origin of confinement can be found
in “The confinement problem in lattice gauge theory”, J.Greensite, Prog. Part.
Nucl. Phys. 51 (2003) 1, hep-lat/0301023.
P
~x
⌧ = x4
Fig. 1.3 The Polyakov line P (~x) on the lattice. The upper and lower planes are identified due to
periodicity of τ = x4.
1.2.3 Hadronic matter at T < Tc and the Hagedorn phenomenon
Thermodynamics is normally derived from a statistical sum over physical excited
states of the system
Z = e−F (T )/T =
∑
n
exp(−En/T ) =
∫
d3pV
(2pi)3
dMρ(M)exp(−
√
p2 +M2/T )
where we introduced the spectral density of hadronic masses. Confinement in QCD-
like theories is often stated as the absence of all colored states form the physical
spectrum. All excited states are colorless hadrons: mesons q¯q , baryons qqq, recently
found q¯q¯qq tetraquarks (with heavy quarks), etc.
The chiral symmetry is the property of the theories with massless quarks.
Crudely speaking, it means that the left and right-handed polarizations of the quark
fields are independent of each other and can be rotated separately. One may wander
how the small quark masses in QCD Lagrangian can be seen in a hadronic frame-
work. In fact they can: via massless pions, the Goldstone modes of spontaneously
broken chiral symmetry .
One may also wander if the phenomenon of the deconfinement can be really ex-
pressed in hadronic framework. Yes it can: via the so called Hagedorn phenomenon.
Hagedorn noticed that the spectral density of hadronic masses grows very rapidly,
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approximately exponentially
ρ(M) ∼ eM/TH
and as a result when T approaches TH the statistical sum Z diverges due to prolif-
eration of many states.
Fig. 1.4 A sketch of a meson structure at low T (left) and high T (right), with a string excitation.
The reason why ρ(M) grows so fast is very nontrivial. Already in 1960’s hadronic
phenomenology – the Regge trajectories and Veneziano scattering amplitudes –
suggested that there are so called QCD strings or flux tubes, connecting the quarks.
The strings have much more states (configurations) than particles possible can have,
illustrated in Fig.1.4.
(Attempts to create effective theory of the QCD strings of course later lead to
the appearance of the string theory, which with time switched to much larger space-
time dimensions and claimed a high title of “theory of everything” including gravity.
Nobody has a clue if this is or is not true.)
1.3 Particle-monopoles, including the real time (Minkowskian)
applications
Dirac [Dirac, 1931] explained how magnetic charges may coexists with quantum
mechanics3 it can happen when the electric and magnetic charges satisfy a partic-
ular relation, which makes singular lines between monopoles – the Dirac strings –
invisible.
G. t’Hooft and Polyakov discovered monopole solution in Non-Abelian gauge
theories with scalars [’t Hooft, 1974; Polyakov, 1974] Existence of monopoles were
used in famous formulation of confinement, due to [Nambu, 1974; Mandelstam,
1976; ’t Hooft, 1978a]. They argued that if the monopole density is large enough
for their Bose-Einstein condensation, the resulting “dual superconductor” will expel
electric color field via Meissner effect, creating electric flux tubes.
Let me just say that those were identified on the lattice, their spatial correlations
and paths in time xm(τ) recorded. It was indeed observe that these monopoles
3Which was just 4 years old then!
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rotate around the flux tubes, producing solenoidal “magnetic current” needed to
stabilize the flux tubes. Their paths are indeed such as to indicate Bose-Einstein
condensation at T < Tc.
Elimination of monopoles from lattice configurations also kills confinement: thus
there are also papers on “monopole dominance” in the confinement problem.
Note that since magnetic monopoles are the 3-d topological objects, they are
“particles”. Although lattice simulations can only work with an Euclidean (imagi-
nary) time, nothing prevents one to use monopoles in real-time applications. Such
applications included studies of the quark and gluon scatterings on monopoles,
significantly contributing to small value of kinetic coefficient (viscosity) of Quark-
Gluon plasma. Recently there were identified contribution of the monopoles to jet
quenching.
1.4 Instantons and its constituents, the instanton-dyons
Finally, non-Abelian gauge theories also have some 4-d solitons with nontrivial
topology, known as instantons [Belavin et al., 1975]. They do not explain confine-
ment, as their fields falls too quickly to generate a Wilson’s area law.
But they induce important effects associated with light quarks. Intantons have
fermionic zero modes, solutions of the Dirac eqn in such fields with the zero r.h.s.
γµ(i∂µ + gAµ)ψ = 0
Because the contribution for a gauge field configuration to the partition function
is proportional to the determinant of the Dirac operator, naively zero eigenvalues
mean that instantons cannot appear in the ensemble.
This is indeed true for a single instanton, however if there is an ensemble of them
– the so called instanton liquid – it is possible. The phenomenon can be described
as a collectivization of these fermionic zero modes into the so called Zero Mode Zone
(ZMZ) of quasi-zero Dirac eigenstates.
If the instanton density is sufficiently large, ZMZ has states arbitrary close to
zero, which forms the so called quark condensate. The ZMZ has been observed on
the lattice and indeed shown to be made of linear superposition of zero modes of the
individual instantons. Removing ZMZ – which constitutes only about 10−4 of all
fermionic states – leads to effective restoration of the chiral symmetry, and change
in hadronic masses by large amount, typically 20 − 50 percents. This is also true
for the nucleons, which mass is also that of all of us and of the whole visible matter
– so it is a very important effect.
We will also discuss several other instanton-induced effects. One of them is
pairing not in the q¯q channel, producing chiral symmetry breaking, but in the
diquark qq channel, leading to color superconductivity. The celebrated Seiberg-
Witten solution of N=2 supersymmetric gluodynamics is mostly a series of all order
instanton effects, derived by the explicit calculation of all instanton amplitudes by
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Fig. 1.5 short and long loops in the fermionic determinant
N.Nekrasov in 2002.
Decreasing the temperature below 2Tc one finds a nontrivial average value of
the Polyakov line < P > 6= 1 , indicating that an expectation value of the gauge
potential is nonzero < A4 >= v 6= 0. This calls for re-defining the boundary
condition of A4 at infinity, for all solitons including instantons. That lead to 1998
discovery (by Kraan and van Baal, Lee and Li) that nonzero v splits instantons
into Nc (number of colors) constituents, the selfdual instanton-dyons
4 . Since these
objects have nonzero electric and magnetic charges and source Abelian (diagonal)
massless gluons, the corresponding ensemble is an “instanton-dyon plasma”, with
long-range Coulomb-like forces between constituents. By tradition the selfdual ones
are called M with charges (e,m) = (+,+) and L with charges (e,m) = (−,−), the
anti-selfdual antidyons are called M¯ , (e,m) = (+,−) and L¯, (e,m) = (−,+).
Diakonov and collaborators emphasized that, unlike the (topologically pro-
tected) instantons, the dyons interact directly with the holonomy field. They sug-
gested that since such dyon (anti-dyon) become denser at low temperature, their
back reaction may overcome perturbative holonomy potential and drive it to its
confining value, leading to vanishing of the mean Polyakov line, or confinement.
In order to study instanton-dyon plasma one needs to know the dyon-antidyon
interaction. This was recently acheieved by Larse and myself, and several works
has studied the instanton-dyon plasma, both analytically in the mean field approx-
imation, and numerically, by a direct simulation.
It has indeed been confirmed, that instanton dyons in gauge theory lead to con-
fining phase, provided their density is large enough. In QCD-like theories with light
4 They are called “instanton-monopoles” by Unsal et al, and are similar but not identical to
“instanton quarks” discussed by Zhitnitsky et al.
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quarks both deconfinement and chiral restoration transition happen at about the
same dyon density. More recent studies focused on QCD deformations by fermion
phases, which were found to modify both phase transitions drastically.
1.5 Interrelation of various topology manifestations and the gen-
eralized phase diagrams
The objective of this course can be defined as derivation of effective theories based
on topological objects.
Various topological objects present in gauge field configurations are all inter-
related. For example, intersection of two center vortices where they disappear are
the monopoles: two fluxes with angle pi each make one with flux 2pi known as the
Dirac string, ending on a magnetic monopole. Monopole paths may end at the
instanton. So, elimination of center vortices eliminates monopoles, and elimination
of the monopoles eliminates instanton-dyons.
If so, which objects should we study most? My answer is – from the top down,
the instantons first – is based on the following arguments. The instantons and their
constituents have noticieable action large compared to ~: therefor their effective
theory based on semiclassical approximation can be self-consistenly constructed.
Furthermore, this effective theory has the form of “classical statistical mechan-
ics”, with integration over certain collective coordinates (positions of the instanton-
dyons). For monopoles their effective theory would include path integral over their
path, corresponding to “quantum manybody theory”. For vortices one would need
an analog of “quantum string theory”, integrating over all of their worldsheets:
attempts to reformulate gauge theory as such were made, but basically abandoned.
Note however, that even in the absence of consistent theory, one can still study
effects of these objects qualitatively. Probing QFT’s in various conditions produce
difference response in its different versions, and comparing to phenomenology (real
and lattice experiments) one may identified the best – if not unique – explanations.
This is what we will do in this course a lot.
Infinitesimal probes with various quantum numbers excite corresponding ele-
mentary excitations. In QCD those are hadrons – mesons and baryons.
Yet we will not be interested that much in hadronic spectroscopy. We will focus
on the study of the “vacuum structure”. Generally speaking, those are revealed
by a multitude of the vacuum correlation functions, with varios local or nonlocal
operators. Yet their detailed discussion will take us too far.
What we will discuss are vacuum expectation values (VEVs) of various fields
or field combinations, known as “condensates”. For example, we will discuss in
detail how and under which conditions a nonzero VEV of the scalar bilinear of the
quark field < q¯q >6= 0 known as the quark condensate, can be formed, or whether
it can coexist with color superconductivity in which another bilinear condensate
< qq > 6= 0.
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Let me at the onset specific strategy we will follow. The vacuum state, with
its condensates and strong coupling effects, is very complicated. To understand it
gradually, it is convenient to start with high T setting, in which non-perturbative
phenomena are power-suppressed. Monopoles and instantons appear as rare individ-
ual excitations. With decreasing scale T the coupling grows, and non-perturbative
phenomena increase their presence, till finally they get dominant and completely
reshape the statistical ensemble, creating the world we live in. Therefore we will
focus at deconfinement and chiral transitions.
1.6 Which quantum field theories will we discuss?
The main focus of this book is understanding of non-perturbative physical phenom-
ena occurring in the Standard Model (SM). Unlike many other QFT’s invented and
studied, it has an obvious distinction of describing the real world. SM consists of
two quite different parts:
(i) the electroweak one based on SU(2) non-Abelian gauge theory plus quarks,
leptons and “Higgs” scalar;
(ii) Quantum Chromodynamics (QCD) describing strong interactions and based on
non-Abelian gauge theory with the SU(3) color group and quarks.
The electroweak theory is in a weak coupling regime, and therefore most of its
nonperturbative/topological effects are hard to address experimentally. In QCD
the charge is “running” (changes rapidly) as a function of momentum scale con-
sidered, from weak to rather strong coupling regime. Therefore the nonperturba-
tive/topological effects appear in it in full glory, and those we will mostly focus
on.
In order to understand these effects better, it would be desirable to consider
wider set of theories and various settings of those, with following the modifications
of all the effects considered as a function of certain “external” parameters.
The most obvious parameter is the number of colors Nc of the gauge group, and
this is the first parameter of the theory which we will change whenever it is useful
to do so. In some cases we will use the smallest value of it, Nc = 2, and in some
case we would discuss the opposite limit of large Nc →∞.
Much less obvious is the parameter θ, in a CP-odd gauge theories with θ( ~E ~B)
term in the Lagrangian. We will also discuss in some cases the so called deformed
QCD, with added (gauge invariant) terms containing powers of the Polyakov loop:
this will be needed to affect the confinement phenomenon.
Furthermore, one can consider the non-Abelian gauge theories possessing various
fermions, different from the quarks we have in the real world QCD.
Let us first remind that six known quark flavors are naturally divided in SM as
follows. The electroweak sector split them in three dublets (ud), (cs), (tb).
In QCD we instead split them into three light (uds) and three heavy (cbt) ones.
Putting the masses of three light to zero one finds the chiral symmetry SU(3)L ×
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SU(3)R for left and right-handed polarizations. Expansion in light quark masses is
known as chiral perturbation theory.
Putting the masses of three heavy quarks to infinity mq → ∞ one finds the
heavy quark symmetry [Shuryak, 1982a; Isgur and Wise, 1989], and expansion in
1/mq is known as heavy quark effective theory.
Of course, one can add more quarks to QCD, for example change the number of
light quark flavors to arbitrary integer Nf , f = u, d, s, ....
Another deformation or the quark fields to be considered is related with their pe-
riodicity on the Matsubara circle (in Euclidean time). The quarks, being fermions,
are antiperiodic on this circle. If they assumed to be periodic they effectively be-
come bosons: this setting is used if one would like to preserve the supersymmetry5.
More generally, we will also use arbitrary periodicity phases, which also can be
different for each flavor, θf . So these quarks would have intermediate statistics. As
we will see, the deconfinement and chiral symmetry restoration phase transition are
sensitive to the value of these phases, revealing the topological objects which cause
them.
While in this book we will not focus on supersymmetry as such, we will not use
special notations such as the notion of the superspace. Yet, from time to time, we
will discuss some supersymmetric theories, as those provide valuable – often analyt-
ically derived – expressions, the analog of which in non-supersymmetric theories are
unavailable. Standard notations used for the number of supersymmetries are given
by calligraphic N . To be specific, we will discuss the N=1 super-gluodynamics
in connection with the first application in chapter on the instanton-dyons: in this
theory the calculation of the gluino condensate resolved some long-standing puzzle.
It would be impossible not to mention many fascinating aspects of the N=2
(twice-supersymmetric Yang-Mills theory, two gluinoes, one scalar), also known as
Seiberg-Witten theory, especially in connection with the issues of electric-magnetic
duality in chapter 1.6. Some minimal information about it is therefore given in
Appendix. Conformal N=4 theory (4 gluinos, 6 scalars) leads to many more fasci-
nating features, which we will partly cover in the next chapter and Appendix.
Completing this brief overview of the space of theories to be discussed it is
necessary to introduce also the concept of duality. This term means that the same
physics can be described by different QFTs or settings.
The most famous of them is the electric-magnetic duality. The renormalization
group (RG) flow changes the gauge coupling g(p) from small (at large momenta,
UV) to strong coupling (at small momenta, IR). But according to Dirac condition
the magnetic coupling is inverse to g, so in the IR one may think of the gauge
theories floating into some weakly coupled “magnetic theories”.
Another famous duality is the AdS/CFT correspondence, connecting certain
5For this to be the case one also would need either to change the color quark representation from
the fundamental to adjoint one, in which case those will be called gluino′s and the number of
the types of those will be denoted by Na; or introduce fundamental scalars or squarks.
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gauge theories to string theory in higher dimensions, via the so called holographic
correspondence. While it did lead to a whole brunch of models, collectively known
as AdS/QCD, describing many aspects of QCD. However, since we do not system-
atically cover string theory, we will live most of those developments outside of this
book, and introduce it only briefly in Appendix and only use it when necessary.
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Chapter 2
Monopoles
“One would be surprised if Nature had made no use of it.” Dirac
2.1 Magnetic monopoles in electrodynamics
Not discussing the origin of electricity and magnetism in antiquity, let me jump to
pre-Maxwellian XIX century, in which it was clearly stated that electric charge can
be divided into positive and negative charges, while the magnets, if cut, still produce
only dipoles, with the so called north and south poles. In other words, it was stated
that it is experimentally impossible to separate pure magnetic charges. And, in
well known subsequent developments which lead to Maxwellian electrodynamics,
magnetism is ascribed to motion of the electric charges. Yet by the end of that era
some – notably J.J.Thomson and H.Poincare – were discussing utility of the notion
of the existence of some hypothetical particles with a magnetic charge.
Development of quantum mechanics brought in an issue of quantization. At
that stage the greatest impetus to the whole problem has been provided by Dirac,
in [Dirac, 1931] and subsequent works. He argued that the equation ~∇ ~B = 0 can
be consistent with magnetic charges if there are singular lines – the Dirac strings
– supplying the magnetic flux from outside. And, under special Dirac quantization
condition, the Dirac strings can be made invisible! Dirac stressed that this condition
seems to be the only known reason explaining why all electric charges are quantized.
An introductory review on electromagnetic magnetic monopoles is e.g. that by
Milton [Milton, 2006], for an in-depth source on monopoles in non-Abelian theories
one may consult the book by Shnir [Shnir, 2005b]. Multiple searches for QED
magnetic monopoles has produced no candidates. An argument why this can be
the case follows from the Dirac condition itself. Since the electric fine structure
constant1 α = e2 ≈ 1/137 1 is very small, the magnetic one should be very large
1This section is written in QED notations in which the Coulomb field is ~E = e~r/r3. In QCD
notations, to be used elsewhere, the field and charge normalization changes, so that ~E = e~r/4pir3
25
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Fig. 2.1 The magnetic monopole with the Dirac string (thick line) carried the ingoing magnetic
flux, equal to the total flux carried out by Coulomb-like field (thin lines with arrows). The circle
around the Dirac string is a path of an electron e moving around it.
g2 ∼ 137  1: perhaps at such strong magnetic coupling any separation of the
charges is problematic.
The gauge field configuration with a Dirac string is sketched in Fig.2.1 above.
What one would like to obtain is a Coulomb-like magnetic field
~B = g
~r
r3
= ~∇× ~A (2.1)
from some vector potential configuration. Here is one which does so
~A = g
(
sin(φ)
1 + cos(θ)
rsin(θ)
,−cos(φ)1 + cos(θ)
rsin(θ)
, 0
)
(2.2)
where r, φ, θ are spherical coordinates. Note that for a half-line θ = 0 the numerator
is 2, and thus the ~A is singular, but for a half-line θ = pi it is zero of higher degree
and it is in fact zero. More general form of the Dirac potential is
~A =
g
r
[~r × ~n]
r − (~r~n) (2.3)
where now ~n is an unit vector directed in any direction we like.
The question however remains whether the Dirac string is or is not visible in any
physical experiment. The answer to that goes back to the so called Aharonov-Bohm
effect [Aharonov and Bohm, 1959]. An electron making some closed loop C around
the string will pick up a phase phase = e
∫
C
Aµdxµ. For some thin solenoid
2 this
2 The AB effect has even been observed for quantized vortices in a superconductor, in spite of the
fact that quantization mean periodic wave function of the condensate. That is possible because
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phase can take any value, and be observable, even if the electron is never allowed
into the region where ~B 6= 0. Plugging in the Dirac potential, one finds that the
phase is
phase = 4pieg
In order the Dirac string be invisible, the phase needs to be 2pin, and so one thus
needs to enforce the following Dirac quantization condition3
eg =
n
2
(2.4)
Fig. 2.2 J.J.Thomson: static electric and magnetic charges create a rotating field, as indicated
by the rotating Pointing vector ~S = [ ~E × ~B].
There exists also another instructive way toward understanding the Dirac condi-
tion. In 1904, J. J. Thomson4 observed that even static (non-moving) charges, elec-
tric e and magnetic g create a rotating electromagnetic field. Indeed, two Coulomb
fields from such charges meet at a generic point meet at some angle (see Fig.2.2)
and thus create a nonzero Pointing vector
~S = [ ~E × ~B] 6= 0
circling around the line connecting two charges. Thus, the field is rotating, even
while the charges themselves are not moving!
If one or all charges are allowed to move, the existence of the field angular
momentum dramatically changes their trajectories, since only the total angular
momentum – of the particles and the field – is conserved. We will discuss those
the Cooper pairs of the condensate has electric charge 2e: so if their loop results in an “invisible
phase” 2pin, a single electron gets half of the phase pin which is visible for odd n.
3Note that in the sections below, with different normalization of the field and couplings, the extra
factor 1/4pi will appea in the l.h.s.
4J. J. Thomson was recipient of the 1906 Nobel Prize in Physics, for measuring the charge-to-mass
ratio of the electron, effectively discovering the first elementary particle known. His other high
distinction was that seven (!) of his students, including his son, also became Nobel Prize winners.
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changes later in the book: for now it is enough to say that this observation would
be the key to understanding of properties of the Quark-Gluon Plasma.
In quantum context, the angular momentum carried by the field must be quan-
tized, as usual, to an integer times ~. The consequences of that are explained in
the following exercise:
Exercise: calculate the angular momentum J and show that its quantization
just mentioned lead to the Dirac quantization condition of the charges.
2.2 The non-Abelian gauge fields and t’Hooft-Polyakov monopole
The solution, found independently by [’t Hooft, 1974] and [Polyakov, 1974] , imple-
ments these ideas in the setting with non-Abelian gauge theory. What is however
required for success of the program, is an ingredient (which QCD-like theories do
not possess), namely a scalar field in the adjoint color representation φ.
Here is the Lagrangian of the so called Georgi-Glashow (GG) model
L = −1
4
(Gaµν)
2 +
1
2
(Dµφ)
2 − λ
4
(φ2 − v2)2 (2.5)
a direct descendant of Ginzburg-Landau free energy of a superconductor. It differs
from the electroweak sector of the standard model, the Weinberg-Salam model,
exactly by the fact that φ has adjoint color representation. Nonzero VEV, shown
as v, provides different “Higgsing” of the gauge fields: their mass is proportional to
the commutator of their color generator with that of the VEV. In this model the
SU(Nc) color group into its Nc − 1 diagonal subgroups.
The simplest case (we will only discuss) is the Nc = 2 gauge theory. The
corresponding algebra has 3 generators TA, A = 1, 2, 3. Since we will be dealing
with Nc = 2 QCD also, some explanation of the notations on color representations
are in order.
In the Nc = 2 QCD we will be dealing with quarks, which are in fundamental
(or spinor) representation of the SU(2) group. This means that quark color indices
run over a = 1, 2 and color generators are TA = τA/2, where τA are three Pauli
matrices familiar from quantum mechanics description of spin5.
In the GG model the scalar is in adjoint (or vector) representation. This means
that scalar color indices run over a = 1, 2, 3. The color matrices are then given
directly by group structure tensor, which in this group is simply (TA)bc = Abc.
Let us take the nonzero VEV to be along the diagonal, so < φ3 >= v. Then
two gauge bosons (W+,−) get nonzero masses, while the boson number 3 (neutral
“photon”) remains massless6: this field is called a “photon”.
5 This is not surprising, since there is a relation between the SU(2) and rotational O(3) groups.
6The Georgi-Glashow model was designed to avoid existence of the Z boson, then unknown.
Experiments eventually had shown that it is the Weinberg-Salam version, with fundamental
representation of the scalar, which describes the weak interactions of quarks and leptons: it is
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Since there is such a drastic difference between those components, one may
like to introduce a special notations for the Abelian-projected fields (without color
indices) .
Aµ = A
a
µφˆ
a, φˆa =
φa
|φa| (2.6)
where we introduced a unit vector indicated by a hat. In order to define also the
Abelian field strength, the field definition should not be just the usual Abelian
expression based on Aµ because it should be supplemented by a term canceling
possible derivatives of the Higgs color direction. The definition is
Fµν = ∂µAν − ∂νAµ − 1
e
abcφˆ
a∂µφˆ
b∂ν φˆ
c. (2.7)
This last term is of course zero for constant Higgs field. Furthermore, in fact it
vanishes for all topologically trivial configurations of φa(x): it will be nonzero for
topologically nontrivial ones, and the possibility to have a gauge in which there is
no Dirac string is based on this observation.
The magnetic current can now be defined from the definitions given above
kµ = ∂ν ˜Fµν = 
µνρσabc∂νφ
a∂ρφ
b∂σφ
c(
1
2v3e
) (2.8)
Here and in many occasions below, we will use tilde for 4-d dual field, given by
application of the 4-index epsilon tensor7.
Unlike the usual Nether currents, this magnetic current kµ is conserved by def-
inition, without any underlying symmetry . The integral of its density is known
in mathematics as the Brouwer degree. As any other topological quantity, it gives
in appropriate normalization an integer, which defined topologically distinct Higgs
field.
How it may happen is clear from an example, of a “hedgehog”-like field8
φa(r →∞)→ v r
a
r
(2.9)
in which the “needles” go radially: the magnetic charge for it is
g =
∫
d3xk0 =
4pi
e
(2.10)
now known as The Standard Model. Glashow was still, quite correctly, awarded the Nobel Prize.
7Note that magnetic field is dual to electric one, and “selfdual” fields we will be discussing later
have equal electric and magnetic fields.
8The relation between such field configuration and this cute animal – unfortunately absent in
America – has appeared for the first time (to my knowledge) in the Polyakov’s paper.
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Fig. 2.3 Classical solutions K(ξ) and H(ξ) for the ’t Hooft Polyakov monopole at λ = 0 (the
BPS limit) and λ = 1
Let us now look for a solution consistent with that asymptotical trend, in terms
of two spherically symmetric functions
φa =
ra
er2
H(ver); Aan = amn
ra
er2
[1−K(ver)]; Aa0 = 0 (2.11)
When those are plugged back into the expression for the Hamiltonian one finds the
following expression for the monopole mass
E =
4piv
e
∫ ∞
0
dξ
ξ2
[ξ2K˙2 + (1/2)(ξH˙ −H)2
+(1/2)(K2 − 1)2 +K2H2 + λ
4e2
(H2 − ξ2)2] (2.12)
Here we rescaled the radial coordinate ξ = evr and the derivative over ξ is denoted
by a dot. This expression can be minimized by variational methods. The equations
obtained can be viewed as corresponding to some classical motion in the K,H plane
of a particle, with ξ being the time. The standard way to get equations of motion
is as described in Classical Mechanics courses.
The boundary conditions at small r correspond to H → 0 and K → 1 as then
the Higgs field is smooth in spite of the “hedgehog” direction. At large distances
H → ξ and Higgs becomes of the magnitude v, while K → 0.
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At large distance only Abelan part of the field survives, as it is massless. The
obtained soliton happen to be a Dirac monopole, with the magnetic charge
g =
4pi
e
(2.13)
Note that it is indeed consistent with the Dirac Quantization condition. In fact we
prefer to write it later in a more symmetric form, using electric and magnetic “fine
structure constants”, namely( g2
4pi
)( e2
4pi
)
= αeαm = 1 (2.14)
which are then inverse to each other.
The solution for the EOM can generally be obtained numerically. Two of them
are shown in Fig.2.3 taken from Ref. [Shnir, 2005b]. On general grounds, the
monopole mass can be written as
M =
4piv
e
f(
λ
e2
) (2.15)
with smooth function f depending on the ration of two dimensionless couplings of
the GG model. Some of its values are f(0) = 1 and f(1) = 1.787.
The special case λ = 0, in which scalar has no potential at all 9 , is the so called
Bogomolny-Prasad-Zommerfeld (BPS) limit. In this limit both profile functions are
simplified and known analytically
K =
ξ
sinh(ξ)
, H =
ξ
tanh(ξ)
− 1 (2.16)
Exercise: Using this definition of the BPS functions, calculate the Abelian
(2.7) magnetic field for the BPS monopole. Observe the difference in r dependence
between the color-diagonal and non-diagonal components.
Classical monopole solution has 4 symmetries: Three of them is a shift in the
monopole position, and one is a gauge rotation U = exp(iατ3) which leaves scalar’s
VEV unchanged. When quantum corrections are added to classical fields A→ Acl+
a, one finds that quadratic Lagrangian part O(a2) has 4 zero modes, corresponding
to 4 directions in Hilbert space of all possible deformations a in which the action
remains unchanged. Those zero modes, generated by symmetries, create significant
problems in semiclassical theory: they should be taken out before calculation of
quantum corrections. We will study that using the example of instantons later.
Solutions with the integer monopole number M > 1 obviously have 4M zero
modes. The corresponding collective coordinate keep the same simple meanings
when one speaks about well separated monopoles, but the situation changes when
9At this point one invariably asks: if there is no potential and thus no minimum of it, how one
can select the scalar VEV v? The answer is: all values of v is in this case possible. This means
in the BPS limit all nonequivalent vacua with different v values may occur: there is no way to
say which one is better than the other.
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they overlap. The shapes of the solutions with M > 1 and the metric of the
collective coordinates turned out to be a very nontrivial problem, involving high-
power mathematics. For example, the M = 2 solution deforms from two monopoles
into a doughnut, and for larger M there appear even more exotic shapes. The
4-dimensional “moduli space” of relative collective coordinates called M2, known
as Atiyah-Hitchin manifold, has explicitly written metrics and very nontrivial ge-
ometry. Manton has further introduced a notion of “slow motion” in moduli space
along its geodesics, in nice analogy to motion in general relativity. However, we will
not have time to discuss those beautiful results. For a pedagogical introduction of
them the interested reader can consult [Shnir, 2005b]. Some key elements of it we
will discuss later, in connection to selfdual gauge fields in connection to instantons.
Two-monopole configurations, bound by fermions, will be discussed in chapter ??
in connection to the so called “unusual confinement” issue.
2.3 Polyakov’s confinement in three dimensions
This section belongs to this chapter only partly, since in it the monopole solution is
not used as a particle, having paths in 4d, but as an instanton (or pseudo-particle,
as Polyakov calls it) of the 3-dimensional setting. Still, it is a very famous applica-
tion, from classic Polyakov’s paper [Polyakov, 1977]10, touching on the confinement
problem we will discuss a lot later.
The part of this paper we discuss here is a chapter on Georgi-Glashow (GG)
model, which, after Higgsing, is renamed as “compact QED”. The monopole is the
solution to YM equations of motion we discussed in the monopole chapter. Now
we however will not discuss particle-monopoles in (1+3)dimensional space-time, as
before, but consider this solution to be the instanton in Euclidean 3-d space.
Recall that generic GG model has two couplings, the gauge one e and the Higgs
selfcoupling called λ. The classical action for a set of monopoles is
S =
MW
e2
(
λ
e2
)
∑
a
q2a +
pi
2e2
∑
a6=b
qaqb
|xa − xb| (2.17)
where MW is the mass of the non-diagonal gluons, called W by analogy to weak in-
teraction bosons, and ( λe2 ) is the monopole mass. (Recall that for generic couplings
it can only be calculated numerically.)
The main term is the magnetic Coulomb interaction term, so the manybody
problem one needs to solve is that of the 3d Coulomb gas, with the partition function
10 In fact this 1977 paper starts with instantons in the double well quantum-mechanical problem,
which we discussed at the beginning of the book, and ends with acknowledgement to Gribov
who suggested tunneling interpretation of them. Needless to say, as it appeared, I read and
re-read it dozens of times since then.
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of the type
Z =
∑ ξN
N !
∫
(Πid
3xi)e
− pi
2e2
∑
a 6=b
qaqb
|xa−xb| (2.18)
where fugacity ξ ∼ exp(−MWe2 ( λe2 ) is exponentially small when the monopole action
is large, in weak coupling.
Polyakov uses standard mean field (or Debye) approximation, introducing a
scalar field χ coupled to charges∫
dχe−
pie2
2
∫
(∂χ)2
∑
N
∑
qa=±1
ξN
N !
∫
(Πid
3xi)e
i
∑
qaχ(xa) (2.19)
The physical meaning of χ is of course a gauge potential coupled to the charges.
Note however, that since the charges are magnetic ones, the gauge potential is
“dual” to Aµ, its gradients are not the electric but magnetic field.
Note that taking Gaussian integral in χ will return us to the original Coulomb
gas. Instead we will keep χ as is, sum over two types of charges∑
qa=±1
ei
∑
qaχ(xa) = 2cos(χ(xa))
and exponentiate the series in monopoles.
Z ∼
∫
Dχe−
pie2
2
∫
d3x[(∂χ)2− 4ξ
pie2
cos(χ)] (2.20)
Expanding the cosine one finds that the (exponentially small!) coefficient in
front of it is basically the mass squared of the field χ.
Now, the magnetic potential (and thus field) was the last massless field left
after HIggsing: now it is also gapped. Polyakov showed that the usual criteria of
confinement – like the area law of the Wilson loop – hold, and so 3d GG theory
is confining. Let me add that the mean field criterium is that there are many
particles in the Debye cloud nM−3  1: it is satisfied in weak coupling because M
is exponentially small.
Polyakov then goes on to the 4-d instantons, only to find that their interaction
law is not Coulombic (1/r2 in 4d) but 1/r4 or short-range. Thus no Debye screening
and no confinement by the same mechanism11.
2.4 Electric-magnetic duality
The term “duality” generally means that the same theory may have very different
effective descriptions, depending on the dynamical regime in question. For example,
11I remember how disappointed he was. Four years later I came to see him and told that his instan-
tons beautifully solve another famous QCD problem, the chiral symmetry breaking. Polyakov’s
answer was “but I have not invented them for that”.
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QCD – a theory of colored quarks and gluons – has a dual low-energy description
in terms of the so called chiral effective Lagrangian, describing interaction of the
lightest particles – the pions and other Goldstone mesons.
Electric-magnetic duality is basically a similar question: depending which par-
ticles are the lightest one, effective low-energy description should use appropriate
degrees of freedom. Above we discussed magnetic monopoles in a weak coupling
regime e2/4pi  1, in which they are heavy solitons with a large mass M ∼ v/e2.
The previous section defined ’t Hooft-Polyakov monopole as a classical solution.
The reader perhaps expect that we will now develop a semiclassical theory of them,
with small fluctuations around classical solutions included in 1,2, 3 etc number of
loops, like we did in the previous chapter for quantum mechanical extreme paths.
And indeed, one can do so: we will in particularly return to the issue of fermions
coupled to the monopoles in one-loop approximation below.
Let us however for now focus on the following question: since the coupling “runs”
as a function of scale, becoming stronger as momentum scale decreases, one may
ask what happens with the monopoles when e2/4pi ∼ 1 or even become large?
Due to classic work [Seiberg and Witten, 1994a] we know what happens with
monopoles in the N=2 supersymmetric theories (pure gauge or with quark-squark
multiplets. They were able to make a “quantum leap” over all such steps, to exact
results. Not only those include any number of loops in perturbation theory, but any
number of instantons as well. We will not discuss how they figured out the answer
– for this one has to read their original paper – but simply present the results.
The theory in question is the simplest supersymmetric theory which needs to
include a complex scalar field in the adjoint representation, like the Georgi-Glashow
model discussed above. The N=2 gluodynamics or super-Yang-Mills (SYM) theory
has gluons (spin 1), two real gluinoes λ, χ (spin 1/2), and a complex scalar (spin 0)
which we will call a. Each of them has two degrees of freedom, thus 4 bosonic and
4 fermionic ones.
The N=2 QCD is a theory with additional matter supermultiplets of structure
ψf , φf with spin 1/2 and 0, respectively. We will callNf the number of Dirac quarks,
as in QCD, or 2Nf Majorana ones. The coupling renormalization in these
theories is done only via the one-loop beta function, with the one-loop coefficient
of the beta function equal to12
b = 2Nc −Nf (2.21)
while in the two-loop and higher orders all coefficients of the beta function are
zeroes. We will only consider the simplest case with two colors Nc = 2. Note
further that if Nf = 4, this version of supersymmetric QCD has zero beta function,
and is therefore a scale-invariant (in fact conformal) theory: we will however not
12Note that unlike the same coefficient for non-sypersymmetric theories, it is strictly integer. The
explanation for that is given in the instanton chapter where it will be explicitly derived, see the
section on NSVZ beta function.
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discuss it.
Let us return to the basic supersymmetric gluodynamics, Nf = 0, Nc = 2 or
N=2 SYM. The only complex scalar of this theory may have a nonzero VEV,
denoted by some complex number v = 〈φ〉. Supersymmetry require that there is
no potential, and thus one has the BPS limit we discussed already. The set of all
possible v fills a complex plane, which is in general called the moduli space of all
possible vacua of the theory. A schematic plot of this space is given in Fig.2.4.
Im(v)
Re(v)
magneticdyonic
electric
Fig. 2.4 The map of the moduli space according to Seiberg-Witten solution.
One can also use another variable
u =< tr(φ)2 > (2.22)
independent of the particular direction of the VEV.
The setting allows for monopoles, as the scalar is in the adjoint color represen-
taion. Supersymmetry does not allow any self-interaction potential for scalars, so
(in Georgi-Glashow notations) the coupling λ = 0, so that the monopoles are auto-
matically in the BPS limit (for which we gave above the explicit classical solution).
Supersymmetry also require that for any value of v the vacuum energy remains
zero: thus there is a whole manyfold of non-equivalent vacua, known as moduli
space, labeled by a complex number v. All properties of the system are expressed
as derivatives of one fundamental holomorphic function F (u), in particularly the
effective charge and the theta angle are combined into a variable τ which is given
by its second derivative
τ(u) =
θ
2pi
+
4pii
e2(u)
=
∂2F (u)
∂u2
(2.23)
We will return to the exact form of this function later, in connection with its
instanton-based description.
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The map of the moduli space is skematically given in Fig.2.4 There are three
distinct patches on the v plane:
(i) at large values of v →∞ there is a “perturbative patch” , in which the coupling
e2(v)/4pi  1 is weak. It is dominated by electric particles – gluons, gluinoes and
higgses – with small masses O(ev), which determine the beta function. Monopoles
have large masses 4piv/e2(v) there, and can be treated semiclassically.
(ii) a “magnetic patch” around the v = Λ point, in which the coupling is infinitely
strong e2 → ∞, the monopole mass goes to zero as well as the magnetic charge
g ∼ 1/e→ 0.
(iii) a “dyonic patch” around the v = −Λ point, in which a dyon (particle with
electric and magnetic charges both being 1) gets massless.
Let us, for definiteness, follow development along the real axes, from right to left.
At large |v| the coupling is weak e2(v)/4pi  1 and the effective “electric” theory
resembles electroweak sector of the standard model. The lightest particles are gauge
bosons (W’s) and their superpartners, with small masses induced by Higgsing ∼ ev.
The intermediate region, indicated by an oval on the plot, both the electric and
magnetic couplings are O(1) and thus comparable. Physics here is very complicated.
For example, non-BPS bound states appear and disappear there, both electric,
magnetic and dyonic. Positronium-like bound state of a monopole with anti-dyon,
with magnetic charge zero and electric charge one, can mix with electric states:
so the classification of even the lowest excitations gets quite complicated. What
is however remarkable is that, unlike in the case of non-supersymmetric theories,
supersymmetry prevent any phase transitions on the oval. Exact solution tells us
how gradual RG flow of the charge leads to a smooth transition.
Reaching the “magnetic” patches on the plot, one finds that the lightest degrees
of freedom are now monopoles. Obviously here they cannot be treated by semiclas-
sical approach anymore: but one can easily formulate “dual” magnetic theory of
them, Abelian supersymmetric electrodynamics. The beta function is that region
is indeed in agreement with such weakly coupled magnetic theory , and it has the
opposite sign, as indeed required by the Dirac condition.
We will now terminate our discussion of the N=2 supersymmetric theories13 and
return to the real world where (so far?) supersymmetry is absent.
The topic will be qualitative map of the phase diagram of the QCD-like theories
with finite temperature and chemical potential following the so called “magnetic
scenario” [Liao and Shuryak, 2007] aiming at the description of quark-gluon plasma
(QGP) near the phase boundary. The arguments of this paper are based on two very
generic “pillars”: (i) the direction of the RG flow and (ii) the Dirac quantization
condition. Their combination require the “magnetic coupling” (denoted by g in this
chapter) to run in the direction opposite to e, thus becoming weak in the IR.
In Fig.2.5 from that paper one finds the schematic phase diagram on a (“com-
13We will return to it few times later. In this chapter we will discussion how fermions are bound
to monopoles.
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Fig. 2.5 A schematic phase diagram on a (“compactified”) plane of temperature and baryonic
chemical potential T −µ. The (blue) shaded region shows “magnetically dominated” region g < e,
which includes the e-confined hadronic phase as well as “postconfined” part of the QGP domain.
Light region includes “electrically dominated” part of QGP and also color superconductivity (CS)
region, which has electrically-charged diquark condensates and therefore obviously m-confined.
The dashed line called the “e=g line” is the line of electric-magnetic equilibrium. The solid lines
indicate true phase transitions, while the dash-dotted line is a deconfinement cross-over line.
pactified”) plane of temperature and baryonic chemical potential T−µ. It resembles
upper right part of the plot Fig.2.4 in that along its periphery the electric coupling
is weak and theory is “e-dominated”. Its physics is weakly coupled QGP, or wQGP
for short, describe by the QCD perturbation theory.
The near-circular line marked “e = g line” is analogous to the oval in Fig.2.4:
here electric and magnetic quasiparticles become of comparable mass, their inter-
actions are all strong, and no simple effective description of it is possible. We now
know from heavy ion experiments that in this region QGP is a near-perfect fluid,
with small mean free path of all constituents, also known as sQGP. We will discuss
its phenomenology a bit later.
The main difference between the supersymmetric world (and Fig.2.4) with the
real one (and Fig.2.5) is that in the latter case there are phase transitions. The blue
shaded region is the region of confinement. On the plot it is called “m-dominated”
since in this phase the color-electric field is expelled, into the flux tubes.
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2.5 Lattice monopoles in QCD-like theories
QCD-like theories have gauge fields and fermions, but there are no adjoint scalars.
Therefore, stricktly speaking there are no ’t Hooft-Polyakov magnetic monopoles
available in those theories.
Yet both the pure gauge theory or QCD certainly do possess some quantities
which are in adjoint color representation. One option out is to use A4 (the 4-th
component of the adjoint vector field) instead of a scalar. At non-zero temperature
Lorentz symmetry is broken anyway, and, as already mentioned in the Introduc-
tion , it does have a nonzero VEV (Polyakov loops). This option leads to the so
called instanton-dyons, which we will discuss later in a separate chapter. How-
ever, this option would not work outside the Euclidean theory: attempts to return
to Minkowski time would also transform A4 → iA4 which would ruin a would-be
monopole solution.
Another option is to perform lattice simulations with the gauge field, and then
look for magnetic monopoles in the configurations of the ensemble. A motivation
for that, e.g. following from the example of the N=2 supersymmetric gauge theory,
is that in the infrared the effective theory should be something resembling magnetic
Abelian Higgs model. ’t Hooft in particularly argued, that trying to identify physical
degrees of freedom from pure gauge ones, one would inevitably locate monopole-like
singularities on the lattice. We already know that Dirac strings are not observable:
but their endpoints are, as 3-cubes in which suddenly magnetic flux appears14.
Suppose we select some “composite” (not present in the Lagrangian) adjoint
quantity X gauge transforming like
X(x)− > U(x)X(x)U−1(X)
(Examples: a Polyakov line Pˆ , or some component of the field strength like F ij12, or
quark bilinear ψ¯iψj but not Aijµ as its gauge transform is different.) One can go
to a gauge in which X is diagonal. This separates non-diagonal “charged” gluons
from diagonal “neutral photons”. (We already discussed this for the Polyakov line
before.)
The operator X is local and its eigenvalues depend on the point xµ. ’t Hooft
argued that the locations at which these eigenvalues cross lead to singularities of this
gauge fixing procedure, characteristic for the monopoles. The procedure depends
on our (rather un-restricted) selection of X.
Separating the gauge field into diagonal “photonic” and non-diagonal “W” fields
(with notation reminding the Georgi-Glashow model)
Aµ = aµ +Wµ (2.24)
one can further define the so called maximal abelian gauge (MAG) in which the local
14In one talk I depicted monopoles as some dogs on a leash. While the leash was declared unphys-
ical and invisible, the corresponding collars at its end remained!
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gauge rotations are chosen in such a way as to maximize the following functional
FMAG =
∑
µ,n
ReTr[Uµ(n)τ
3U+µ (n)τ
3] (2.25)
This gauge is widely used by lattice practitioners. Another widely used option is
the so called “Polyakov gauge” 15 in which local value of the Polyakov line is used
to define the Abelian subgroup.
Looking at the “abelian-projected” part of the field strength (calculated from aµ
without the commutator) one indeed finds what is known as “lattice monopoles”.
Some 3-cubes have abelian magnetic fluxes through its surface, and those cubes
make continuous paths in 4-d. The dimensionless density of monopoles in the SU(2)
pure gauge theory at finite temperatures is shown in Fig.2.6 from [D’Alessandro and
D’Elia, 2008]. As expected, the dimensionless density is small at high density but
grows rapidly toward Tc. However the best fit to these data are not the inverse
power16 but the inverse power of the log
ρ(T )
T 3
∼ 1
log
(
T/Tc
)2
The question is whether such lattice monopoles do or do not reflect properties of
some real excitations of the system. In fact lattice monopoles – elementary cubes of
size a3 with a magnetic flux through their surface – are nothing but the endpoints
of the Dirac strings. Obviously the Dirac string themselves are gauge artifacts,
in different gauges they can go in different directions etc. In the continuum limit
a → 0 physical monopoles are expected to have finite size, and the question is
whether lattice singular monopoles do or do not correlate with the physical ones.
It was shown by [Laursen and Schierholz, 1988] that the lattice monopoles do
correlate strongly with such gauge-invariant quantities as squared magnetic field
and action. The lattice monopoles do rotate around electric flux tubes, creating the
magnetic “coil” stabilizing them [Koma et al., 2003]. Eliminating abelian-projected
monopoles from lattice configurations does kill confinement [Suzuki et al., 2009],
while keeping only monopoles produce nearly all string tension.
We will not follow these arguments here, but switch to another argument, by
[Liao and Shuryak, 2008b], that lattice monopoles are real physical objects: they
do display correlations expected for Coulombic magnetic plasmas. And, last but
not least, we will see that they do respect the famous Dirac condition!
In Fig.2.7(left) from [Liao and Shuryak, 2008b] one see two examples of the
monopole-monopole and monopole-antimonopole correlators, as a function of dis-
tance between them, calculated from paths of the lattice monopoles by D’Alessandro
15 Note however that the Polyakov line is a function of 3-d coordinate, while the maximal abelian
gauge is defined locally for each link in 4d.
16This suggests that the effective action of a monopole is not O(1/g2) but rather O(log(1/g2)), in
good agreement with the Poisson duality discussion in section ??.
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FIG. 3. ρ(T )/T 3 as a function of T/Tc. Data have been obtained on a 48
3 × Lt lattice, with
variable Lt and at β = 2.75 (first 9 points), and variable β at Lt = 4 (last 10 points).
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FIG. 4.
√
(ρ(T )/T 3 versus log(T/Tc). The data are the same reported in Fig. 3. The linear
dependence is manifest.
14
Fig. 2.6 The normalized monopole density ρ/T 3 for the SU(2) pure gauge theory as a function
of the temperature, in units of the critical temperature T/Tc, above the deconfinement transition.
and D’Elia [D’Alessandro and D’Elia, 2008]. Positive correlation for monopole-
antimonopole correspond to attraction, and negative ones for monopole-monopole
pair to repulsion. The shape of the correlator is exactly what one expects in a
Coulomb plasma of charges. The dashed lines are fits to the part of the correlators
where the effect is small and can be treated by a linearized Debye theory: such fits
produce values of the effective magnetic coupling g2/4pi = αm.
In Fig.2.7(right) from [Liao and Shuryak, 2008b] the fitted couplings are plotted
versus the temperature. As one can see, they indeed run opposite to the asymptotic
freedom, becoming stronger at high T . Furthermore, its reflection (the bottom of the
plot) is in qualitative agreement with the perturbative asymptotic freedom formula.
As one can also realize from these plots, by T = Tc magnetic coupling decreases
only to become αm ≈ 1, not yet small. This means that the magnetic component
of sQGP is also a liquid – the title of [Liao and Shuryak, 2008b]. If it would be
otherwise, monopoles would have large mean free paths, in contradiction to heavy
ion data!
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Fig. 2.7 (Left) Monopole-antimonopole (the upper two curves) and monopole-monopole (the
lower two curves) correlators at T = 1.1Tc (red long dashed) and 3.8Tc (blue dot dashed): points
with error bars are lattice data, the dashed lines are used for fits of the coupling strength. (Right)
The magnetic coupling g (on Log10 scale) versus T/Tc fitted from the monopole-antimonopole
(boxes with solid blue curve) and monopole-monopole (triangles with dashed blue curve) correla-
tors. Their inverse, the corresponding to αe = e2/4pi from the Dirac condition, are shown as stars
with solid red curve and diamonds with dashed red curve respectively, together with an asymptotic
freedom (green dotted) curve
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Chapter 3
Monopole ensembles
So far we discussed a single monopole solution: now is the time to consider inter-
acting monopoles and statistical ensembles of them. This is a complicated subject,
and we will approach it in steps, considering: • classical systems made of increasing
number of charges and monopoles;
• classical plasmas made of many charges and monopoles;
• jet quenching and charge-monopole scattering;
• quantum-mechanical charge-monopole scattering ;
• gluon-monopole scattering ;
• kinetic properties of the dual plasmas using the obtained cross sections;
• quantum Coulomb Bose gas, with Bose-Einstein condensation (BEC) ;
At this point few comments on the term “plasma” and other terminology to
be used. Plasma, by definition, is a matter made of particles with a long-range
interaction. It is mostly used for electromagnetic plasmas made of ionized atoms,
or quark-gluon plasma in which long-range forces are due to gluon exchange. Since
monopoles have Coulomb-type Abelian tails, and since they come with all signs
(mono and anti-mono) available, their ensemble fits this definition as well.
Furthermore, we will mostly discuss what we will call a “dual plasma”, which
includes both charges and monopoles. As we will see, their mutual interaction is not
Coulomb-like, but appears due to Lorentz forces. While they do not change energy
of the particle, they change direction of motion. Therefore they are not important
for thermodynamics of the dual plasmas, but are central for understanding of their
kinetics.
Classical plasmas have one key parameter
Γ =
〈V 〉
T
(3.1)
characterizing the ratio of the potential and kinetic energies.
If it is small, Γ  1, the potential is a perturbation, those are called weakly
coupled plasmas, and their properties are adequately described by the linearized
43
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Fig. 3.1 Trajectory of a monopole in static electric Coulomb field
Debye theory. QGP at high temperatures is an example of this kind.
If Γ ∼ 1 to about 103, the matter is strongly coupled liquid, and if it is even
larger, it makes “ionic solids”. The usual salt NaCl is an example of the latter
type. QGP near Tc is a dual plasma with two gamma parameters – electric and
magnetic – both in the range 1..10. It is thus an example of strongly coupled plasma
in a liquid phase.
3.1 Classical charge-monopole dynamics
Let us start with a very old (19th century) problem in classical electrodynamics:
an electrically charged particle with charge e is moving in the magnetic field of a
static monopole with magnetic coupling g. Classically, one does not need the vector
potential, thus many subtleties are absent. The interaction is simply given by the
Lorentz force
m~¨r = −eg [~˙r × ~ˆr]
r2
(3.2)
where × indicates the vector product and ~ˆr ≡ ~r/r is the unit vector along the line
connecting both charges. It is worth noticing that only the product of the couplings
(eg) appears.
Furthermore, the cross product of the magnetic field of the monopole and electric
field of the charge leads to a nonzero Poynting vector, which rotates around ~r:
thus, the field itself has a nonzero angular momentum. The total conserved angular
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momentum for this problem has two parts
~J = m[~r × ~˙r] + eg~ˆr. (3.3)
The traditional potential scattering only has the first part: therefore, in that case,
the motion entirely takes place in the so-called “reaction plane” normal to ~J . In
the charge-monopole problem, however, the second term restricts the motion to the
so-called Poincare cone: its half-opening angle pi/2− ξ being
sin(ξ) =
eg
J
. (3.4)
Only at large J (large impact parameter scattering) the angle ξ is small and thus
the cone opens up, approaching the scattering plane.
Following Ref. [Boulware et al., 1976], one can project the motion on the cone
to a planar motion, by introducing
~R =
1
cos(ξ)
[~r − Jˆ(~r · Jˆ)] (3.5)
where the first scale factor is introduced to keep the same length for both vectors
~R2 = ~r 2. Now, two integrals of motion are
~J = m~R× ~˙R (3.6)
E =
m~˙R2
2
− (eg)
2
2mR2
(3.7)
and the problem seems to be reduced to the motion of a particle of mass m in an
inverse-square potential. The scattering angle ∆ψ for this planar problem can be
readily found: it is the variation of ψ as R goes from ∞ to its minimum b and back
to ∞
∆ψ = pi
(
1
cos ξ
− 1
)
= pi
(√
1 +
( eg
mvb
)2
− 1
)
. (3.8)
Note that at large b (small ξ) we have ∆ψ ∼ 1/b2, as expected for the inverse-square
potential. Yet this is not the scattering angle of the original problem, because one
has to project the motion back to the Poincare´ cone. The true scattering angle –
namely the angle between the initial and final velocities – is cos θ = −(vˆi · vˆf ). By
relating velocities on the plane and on the cone one can find it to be(
cos
θ
2
)2
= (cos ξ)2
(
sin
pi
2 cos ξ
)2
. (3.9)
Thus for distant scattering – small ξ – one gets θ ≈ 2ξ = 2eg/(mvb), which is much
larger than ∆ψ ∼ 1/b2. The important lesson that we learn from these formulae is
that the small scattering angle is given by the opening angle of the cone, rather than
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the scattering angle in the planar, inverse-square effective potential. Calculating the
cross section by dσ = 2pibdb one finds that, at small angles, it is
dσ
dΩ
=
(
2eg
mv
)2
1
θ4
, (3.10)
similar to the Rutherford scattering of two charges. The difference (apart from
different charges) is also the additional second power of velocity, originating from
the Lorentz force.
Fig. 3.2 Trajectory of monopole motion in a static electric dipole field (with charges at ±1zˆ) as
(left panel)projected on x-y plane and (right panel)projected on R-z plane (R =
√
x2 + y2.
3.2 Monopole motion in the field of several charges
Liao (my grad student at a time) and myself [Liao and Shuryak, 2007] started by
investigating curios few-body motion. Suppose we take two static electric charges,
e and −e, and put a monopole into this field. We found that it can be trapped
between them, bouncing from one to the other on a surface which consists of two
smoothly connected Poincare cones with ends on two charges1. Needless to say, the
same happens in a dual settings, with two static monopoles and a charge bouncing
between them2.
1So to say, charges can play ping-pong with monopole, without even moving!
2Note that this last setting is very similar to famous invention by one of my teachers G.I.Budker,
the magnetic bottle, in which the magnetic monopole is substituted by a coil with a current. This
December 5, 2018 1:30 WSPC/Book Trim Size for 9.75in x 6.5in all-together
Strongly coupled QGP as a “dual” plasma 47
Fig. 3.3 A monopole moving in a set of 8 electric charges, with alternating signs. Left picture
shows the setting and right is an example of the monopole path, obtained by numerically solving
classical equation of motion.
Our next configuration, shown in Fig.3.3(a) is called “a grain of salt”, it consists
of 8 charges located at the corners of 3-d cube, with alternating plus and minus
charges. It was found that a monopole can get out of such “cage”, but with difficulty,
suffering multiple collision with the charges at cube corners, see a typical path in
Fig.3.3(b). It happens again, due to focusing mechanism due to Lorentz force just
described3.
3.3 Strongly coupled QGP as a “dual” plasma
Discovery that QGP is a “perfect liquid”, with extremely small viscosity had lead
to significant interest in strongly coupled systems in general. (It is even now referred
to as strong QGP or sQGP for short in literature.) We will now show that electric-
magnetic duality, emphasizing the RG flow and transition from weakly coupled
electric theory in UV to mixed strongly coupled electric-magnetic sectors around
Tc, can reproduce the observed unusually high collision rate (small mean free path
or small viscosity).
The first one now can be characterized as a mainstream, but it does not belong
to these lectures as it requires a lot of backgrownd knowledge which the advance
undegrad/beginning graduate students do not generally have. The second one, on
the contrary, is rather accessible and pedagogically fruitful, and so I decided to
include it here.
device traps an electron and is used a lot in plasma research.
3I would say the monopole behaves as a proverbial drunkard who cannot go home because there
are several lumpposts on the street, with which it mysteriously collides all the time.
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In very general terms, we are going to dicuss the behavior of quantum systems
containing both electrically and magnetically charged particles. Before we do so,
we will start with classical behavior first, and start with few particles.
Classical molecular dynamics studies of the “dual plasmas” have been performed
by [Liao and Shuryak, 2007]. What this means is that we took few hundred charges,
both electric and magnetic, both with positive and negative charges to keep matter
neutral, and solve numerically EOM for all of them. Details are in the original
paper: the output are calculation of the diffusion constant and viscosity, from the
corresponding “Kubo formulae”. Qualitative conclusion is that each electric charge
is trapped by a cell of magnetic ones around, and each magnetic charge by electric
ones, as described above. Lorentz nature of forces between them does decrease
particle (diffusion) and momentum (viscosity) transport by a lot!
3.4 Jet quenching due to jet-monopole scattering
The story started by observation [Shuryak, 2002] that while theories of jet quenching
theory of radiative jet quenching [Baier et al., 1996] did explained the overall mag-
nitude of jet quenching, it failed to describe the ellipticity parameter v2(p) defined
by
Ep
dN
d3p
= f(p)
[
1 + 2v2(p)cos(2φ)
]
(3.11)
by a large factor, well beyond the experimental accuracy. This issue remained a
puzzle till relatively recently: to explain it one needed the monopoles!
It was suggested by [Liao and Shuryak, 2009] that the puzzle can be explained if
the jet quenching be strongly enhanced in the near-Tc matter. Fig.3.4 qualitatively
explain the idea. The left plot shows the naive standard picture stemming from the
assumption that the so called jet quenching parameter
qˆ ≡ 〈Q
2〉
length
, (3.12)
the mean squared transverse momentum kick accumulated by a jet along certain
length of propagation in matter, is simply proportional to matter density. If so, the
central darker region, indicated higher density, of the almond-shape excited sys-
tem created in non-central heavy ion collisions, would dominate the jet quenching.
However, this darker region is nearly azimuthally symmetric and contribute little
to v2(p).
But if the assumption that quenching is proportional to the density qˆ ∼ n is
wrong, one may find the way out of a puzzle. For example, if “by the eyes of the
jet” quenching strength is modified, e.g. as indicated at the right pictre of Fig.3.4,
then one finds large azimuthal dependence and v2(p) consistent with experimentally
observed values.
December 5, 2018 1:30 WSPC/Book Trim Size for 9.75in x 6.5in all-together
Jet quenching due to jet-monopole scattering 49
Fig. 3.4 The almond-shape excited system created in non-central heavy ion collisions: see text
foe explanation
But why relatively dilute periphery of the fireball can produce more kicks on the
jet than its central denser part? Studies of its possible origin led to jet-monopole
scatterings. Recall Fig.2.6, which shows that the monopole density is large only in
the vicinity of Tc, not in very hot plasma!
For detailed discussion of jet quenching see [Xu et al., 2016; Ramamurti and
Shuryak, 2018b], and we only illustrate the points by two plots from this paper
Fig.3.5. The upper plot shows the so called jet quenching parameter qˆ normalized
to T 3. The parameter has dimension of the density of scatterers, to which it is
supposed to be proportional. Its normalization to T 3 means that we are looking at
the effective number of degrees of freedom.
The blue line at the bottom of it corresponds to the perturbative QGP: the
effective number of degrees of freedom is constant at high T and it decreases near
Tc, being basically proportional to the VEV of the Polyakov line. Red lines with a
peak at certain temperature near Tc are empirical models which include scattering
on the monopoles. Basically those are expected to be proportional to the normalized
monopole density shown in FIg.3.14(right).
As shown in the lower plot of Fig.3.5, those models are in much better agreement
with the experimental data. (Red lines there correspond to those models with a
peak, while several purple lines below the data correspond to the perturbative model
without the monopoles.) So, in a way, we have now some experimental confirmation
that a jet-monopole scattering is not only happening, but even in fact dominates
certain observables.
Summary: we started this section considering high-T limit, in which QGP is
a weakly coupled plasma, amenable to perturbation theory (except the suppressed
magnetic sector). As T decreases and the coupling grows. As a result of it the den-
sity of magnetic and other topological objects grows as a power of T . By T ≈ Tc,
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Fig. 3.5 Left plot: jet quenching parameter qˆ/T 3 versus the temperature T . Red arrow indicate
the position of a peak in the dependence. Right plot: azimuthal asymmetry parameter v2 =<
cos(2φ) > of jet quenching, as a function of particle transverse momentum pT .
relevent for current experiments, one can view matter as a plasma made of both
electric and magnetic particles, both with the coupling O(1) and complicated. Clas-
sical and quantum studies of such medium has been successfully done, explaining
reduction of the kinetic transport.
3.5 Quantum-mechanical charge-monopole scattering problem
The history of quantum monopole-charge scattering problem is also very interesting,
and not widely known, although it clearly belongs to any good QM textbook, in
my opinion. There are indications that Dirac, after his paper on monopoles in in
1931, discussed it with Tamm and they both tried to solve it, but did not succeed.
It took a long time till it did happened, a year after non-Abelian monopoles were
discovered, by two distinguished teams [Schwinger et al., 1976; Boulware et al.,
1976].
The problem can be set in two ways. First, one can think of electromagnetic
monopole and charge, both of size zero, so that only Coulomb fields exist. Second,
we will take ’t Hooft-Polyakov monopole solution in full glory (with a charged core
and Coulomb+Higgs tail) and scatter small perturbation of a scalar on it.
Scattering problem results are expressed in scattering amplitudes, or scattering
phase shifts as a function of energy. Perhaps, to refresh you memory of the quantum
mechanics course, a couple of general formulae are in order. The wave function ψ =
eikz + f(θ)eikr/r contains scattering amplitude f(θ) which defines the differential
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cross section of scattering
dσ = |f(θ)|22pisin(θ)dθ
Here are expressions for it in partial waves
f(θ) =
1
2ik
∞∑
l=0
(2l + 1)
(
e2iδl(k) − 1)Pl(cos(θ))
expanded in Legendre polynomials. Here are expressions for the total cross section
and the transport cross section
σ =
∫
dσ =
4pi
k2
∞∑
l=0
(2l + 1)sin2(δl(k))
σt =
∫
dσ(1− cos(θ))
Let us think about parameters of the problem. If particle is point-like, the
Coulombic field of a charge has only one dimensionless parameter, the e2/~c cou-
pling. It is scale invariant and cannot provide a scale 4. So, the scattering phase
shift cannot depend on collision energy! This has serious implications. Corrections
to total free energy of matter and other thermal quantities contain expressions with∫
dk(dδl(k)/dk)... which are in the case considered all zero. As we will see, electric
magnetic scattering will not affect the equation of state of quark-gluon plasma, but
be dominant in its kinetic parameters.
Scattering depends on the couplings, the product of electric and magnetic
charges. Yet according to Dirac condition this product must be an integer
eg
4pi
= n = integer. (3.13)
This integer is the only input of the problem we try to solve, provided monopole is
treated as a point charge.
Let me just give the answer for the scattering phases. Indeed, they depend on
the total angular momentum j and the integer n from the Dirac condition. Note
that for point charges they do not depend on energy. The expression is where t′ is
to be found from the r.h.s. of the eqn
δt =
pi
2
t′, t′(t′ + 1) = t(t+ 1)− n2 (3.14)
The first term in the r.h.s. t(t+ 1) is the total angular momentum squared, the last
term is subtracted angular momentum of the field n2. The t′ thus has the meaning
4The usual electric Coulomb scattering does not have finite phase shifts, it leads to logarithmic
divergent expression at large r because of long-range nature of the Coulomb potential. However,
in the charge-monopole problem the force is the Lorentz force, which is not long range, so the
phase shifts are calculable.
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of angular momentum of the particle. Here comes a shocking fact: while j and n in
the r.h.s. are both integers5, their combination t′ entering the scattering phase, is
not an integer. One can easily see it by solving the quadratic equation for it: it is
a square root of an integer. That is why a quite nontrivial angular distribution of
charge-monopole scattering appears!
Recall that the usual angular basis used Ylm(θ, φ) at large quantum numbers
l,m  1 is in fact planar. Yet in classical charge-monopole problem the motion
happens on the Poincare cone rather than on a plane! So, one has to rethink the
setting and select more complicated angular functions, conical in the classical limit.
The wave function in spherical coordinates is as usual a sum of products of
certain r- dependent radial functions, times the angular functions. The former
basically follow from the inverse-square law potential and thus are easily solved in
Bessel functions: they correspond to the auxiliary planar projection of the classical
problem of the previous subsection. The nontrivial part happens to be in the
unusual angular functions. Before introducing those, let us hint why the usual set
of angular harmonics Ylm(θ, ϕ) should not to be used. The reason is that their
classical limit – for large values of the indices m ≈ l  1 – corresponds to flat
planar motion near the z = 0 plane. Nevertheless, we have already learned from
the classical limit to expect the motion to be concentrated around the Poincare
cone instead!
The functions that we need (for example in the scalar sector) must satisfy the
following set of conditions
~T 2
T3
~I2
(rˆ · ~I)
φ
mn
ti (θ, ϕ) =

t(t+ 1)
m
i(i+ 1)
n
φmnti (θ, ϕ). (3.15)
where ~T is the total angular momentum ~T = ~L+~I, and ~I is the isospin. The unusual
condition in the above set is the last one, since the vector ~I must be projected to
the (space-dependent) radial unit vector. The functions satisfying this requirement
[Boulware et al., 1976; Schwinger et al., 1976] will be introduced below. Here it is
enough to explore the large l, n limit of the D-functions involved. The result
Dlnl ∼ ei(l−n)ϕ exp[−l(θ − θ∗)2/2] (3.16)
where cos(θ∗) = n/l, shows that they indeed correspond to the Poincare´ cone.
Now, we move to second setting, discussing small scalar perturbations scattered
on the ’t Hooft-Polyakov monopole soliton, in the Georgi-Glashow framework . We
introduce a total angular momentum operator ~T , which is the sum of the orbital
angular momentum ~L and the isotopic spin ~I:
~T = −i~r × ~∇+ ~I (3.17)
5The second is due to Dirac condition.
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with (Ia)bc = −iabc. In terms of these operators, the wave equation for the scalar
fluctuations can be written in the form ∂2∂r2 − 2r ∂∂r −
(
~T 2 −
(
rˆ · ~I
)2)
r2
− ∂20
 ~χ+ 2K(ξ)
(
~I · ~T −
(
rˆ · ~I
)2)
r2
~χ (3.18)
−
K(ξ)2
[
~I2 −
(
rˆ · ~I
)2]
r2
~χ− λ
[
2
~r · ~χ
e2r4
H(ξ)2~r +
(
H(ξ)2
e2r2
− v2
)
~χ
]
= 0.
The term which is proportional to K[ξ] induces charge-exchange reactions.
We can define a simultaneous eigenfunction φmnti (rˆ)a of the commuting operators
~T 2, T3, ~I and rˆ · ~I (see eq. (3.15)). This function depends only on the angular
variables specified by rˆ. A solution to the equation (a specific partial wave) can be
written as the product of the angular function φmnti (rˆ) and a radial function S
n
t (r)
χ(~r)a = φ
mn
ti (rˆ)aS
n
t (r). (3.19)
The angular function φmnti (rˆ)a is peculiar because the operator
~I is projected along
rˆ. Therefore, the angular function must be rotated, from the standard cartesian
frame, to a “radial” frame. This construction can be achieved by making use of a
spatially dependent unitary matrix which rotates rˆ · ~I into I3:
U(−ϕ,−θ, ϕ) = e−iϕI3e−iθI2eiϕI3 . (3.20)
We therefore have
rˆ · ~I U(−ϕ,−θ, ϕ) = U(−ϕ,−θ, ϕ)I3
~T U(−ϕ,−θ, ϕ) = U(−ϕ,−θ, ϕ)~T (3.21)
where
~T = −~r ×
(
i~∇+ e ~AI3
)
+ rˆI3 (3.22)
and
e ~A = rˆ × zˆ
r + z
. (3.23)
Eqs. (3.15) are satisfied by the following function
φmnti (rˆ)a = (U(−ϕ,−θ, ϕ)χni )aD(rˆ) (3.24)
where (χni )a is an eigenvector of I3 in the cartesian basis
I3(χ
n
i )a = n(χ
n
i )a (3.25)
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and the function D(rˆ) obeys
{
~T 2
T3
}
D(rˆ) =
{
t(t+ 1)
m
}
D(rˆ) (3.26)
where I3 in eq. (3.22) is now replaced by its eigenvalue, n. We have
D(rˆ) = D(t)nm(−ϕ, θ, ϕ) = 〈t, n|e−iϕT3eiθT2eiϕT3 |t,m〉. (3.27)
We can write the function φmnti (rˆ)a by making use of the following expansion
φmnti (rˆ)a =
∑
n′
(χn
′
i )a(−1)n−n
′ × (3.28)
×
t+i∑
l=|t−i|
〈i,−n, t, n|l, 0〉D(l)0,m−n′(−ϕ, θ, ϕ)〈l,m− n′|i,−n′, t,m〉
where
D(l)0,m(α, β, γ) =
√
4pi
2l + 1
Y ml (β, γ). (3.29)
These functions are normalized in the following way
∫ 2pi
0
dϕ
∫ 1
−1
d cos θφm1n1t1i (θ, ϕ)
†φm2n2t2i (θ, ϕ) =
4pi
2t1 + 1
δt1,t2δm1,m2δn1,n2 . (3.30)
Since the above function is a polynomial in x/r, y/r, z/r, the function in eq. (3.28)
is analytic everywhere. This clearly shows that there are compensating singularities
in U(−ϕ,−θ, ϕ) and D(rˆ). Since the equation (3.18) in its most general form admits
mixing between particles of different charge, in order to get the equation for the
radial functions Snt we have to write the order 1 fluctuations of the field around
the classical solutions as a superposition of the functions describing a particle with
definite charge n:
χ(~r, x0)a =
∑
n=−1,0,1
eiωx0
Snt (r)
r
φmnti (θ, ϕ)a (3.31)
where the three functions Snt (r) correspond to the three physical fluctuations with
charge n = 0, ± 1. We plug the above expansion for ~χ(~r) into Eq. (3.18); through
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this procedure we obtain the following system of equations for the radial functions
S0
′′
t (ξ)−
(
t(t+ 1)
ξ2
+ 2
K(ξ)2
ξ2
− ω2
)
S0t (ξ)− λ
(
3
H (ξ)
2
ξ2
− 1
)
S0t (ξ)
+
√
2t(t+ 1)
ξ2
K(ξ)
(
S1t (ξ) + S
−1
t (ξ)
)
= 0 (3.32a)
S1
′′
t (ξ)−
(
t(t+ 1)− 1
ξ2
+
K(ξ)2
ξ2
− ω2
)
S1t (ξ)− λ
(
H (ξ)
2
ξ2
− 1
)
S1t (ξ)
+
√
2t(t+ 1)
ξ2
K(ξ)S0t (ξ) = 0 (3.32b)
S−1
′′
t (ξ)−
(
t(t+ 1)− 1
ξ2
+
K(ξ)2
ξ2
− ω2
)
S−1t (ξ)− λ
(
H (ξ)
2
ξ2
− 1
)
S−1t (ξ)
+
√
2t(t+ 1)
ξ2
K(ξ)S0t (ξ) = 0. (3.32c)
where we have introduced the dimensionless variable ξ = evr. At the end of this
section we will discuss how to fix the scale and go to physical units. As it is evident
from the above system, a mixing occurs in the monopole core between different
charges: the term ∝ K(ξ) involves a mixing between charges that differ by one
unit. The above system of equations has been obtained in the most general case,
for generic angular momentum t. Nevertheless, we have to keep in mind that there
are some restrictions due to the following requirement:
rˆ · ~T = rˆ · ~L+ rˆ · ~I = rˆ · ~I = n. (3.33)
For this reason, in the case t = 0 only the n = 0 scalar fluctuation is allowed. The
equation for this special case and its solution will be discussed in the following.
For t > 0, the system of equations (3.35a) is difficult to solve, due to the mixing
between the different radial functions. This mixing is due to the charge-exchange
reactions that can occur inside the monopole core. If the monopole core is small
(we have seen in Section 2.1 that lattice-based estimates for the monopole size give
rm ' 0.15 fm) we can neglect the charge-exchange reactions. This corresponds to
considering the above system of equations (3.35a) in the limit
K(ξ)→ 0 H(ξ)→ ξ. (3.34)
In this approximation, it reduces to
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S0
′′
t (ξ)−
(
t(t+ 1)
ξ2
− ω2 + 2λ
)
S0t (ξ) = 0 (3.35a)
S1
′′
t (ξ)−
(
t(t+ 1)− 1
ξ2
− ω2
)
S1t (ξ) = 0 (3.35b)
S−1
′′
t (ξ)−
(
t(t+ 1)− 1
ξ2
− ω2
)
S−1t (ξ) = 0. (3.35c)
From the above system it is clear that we can identify the radial functions with
spherical Bessel functions having index t′, which is the positive root of
t′(t′ + 1) = t(t+ 1)− n2. (3.36)
Namely, in the limit of small monopole core we have Snt (r)→ jt′(kr). In general, t′
is not an integer number. The corresponding scattering phase will be δt′ = t
′pi/2,
independent of the energy of the incoming particle.
For t = 0 we have only one fluctuation allowed, namely the one having zero-
charge: S00(ξ). It obeys the following equation
S0
′′
0 (ξ)−
(
2
K(ξ)2
ξ2
)
S00(ξ)− λ
(
3
H (ξ)
2
ξ2
− 1
)
S00(ξ) = −ω2S00 (ξ) . (3.37)
In this case, there is no Coulomb potential of the form 1/ξ2, which is obvious since
a charge-neutral particle does not feel the Lorentz force. The scattering in this case
is entirely due to the monopole core. We can solve the above equation numerically,
thus obtaining the scattering phase as a function of the energy of the incoming
particle, by imposing the following boundary conditions
S00(ξ) = sin
[
ξ
√
ω2 − 2λ− δ0
]
ξ →∞
S0
′
0 (ξ) =
√
ω2 − 2λ cos
[
ξ
√
ω2 − 2λ− δ0
]
ξ →∞. (3.38)
Fig. 3.6 shows the classical solutions H(ξ) and K(ξ), both in the BPS limit and for
λ = 1.
At this point we need to fix the scale in our problem, and to estimate the
scattering length in physical units. In order to do it, we have to connect the physical
size of the core of the monopole, rm to the dimensionless units that we used in the
Georgi-Glashow model. We recall that we obtained rm through the width at half
height of the “non-Abelianicity”, which is defined as the square of the non-abelian
components of the gauge potential. Therefore, it is natural to fix the scale by
imposing that, in the Georgi-Glashow model, rm coincides with ξm, the width at
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Fig. 3.6 Scattering phase δ0 as a function of |~k| =
√
ω2 − 2λ. δ0 is obtained by solving Eq. (3.37)
with the boundary conditions (3.38). The continuous line corresponds to the BPS limit (λ = 0),
while the dashed line corresponds to λ = 1.
half height of the function K(ξ)2. By looking at Fig. 3.6, we can see that, in the
BPS limit, we have ξm = 1.49, while for λ = 1 we have ξm = 0.87. Thus, ev = 9.94
fm−1 in the BPS limit, while ev = 5.8 fm−1 for λ = 1.
3.6 Quark and gluon scattering on monopoles and viscosity of QGP
In QGP with a monopole one need to find scattering amplitudes of quarks and
gluons. The former problem has been solved by another distinguished team [Kazama
et al., 1977], but the latter problem turned out to be especially tedious, because
orbital angular momentum, spin and color-spin of the gluon are all mixed in. It has
been solved by [Ratti and Shuryak, 2009].
In the case of vector particles, the generalized angular momentum ~J is made up
of three components: the orbital angular momentum ~L, the isotopic spin ~I and the
spin ~S:
~J = ~L+ ~I + ~S = ~T + ~S. (3.39)
There are generally two different ways of composing three vectors, depending on
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the two vectors to be added first. The monopole vector spherical harmonics are
eigenfunctions of ~J2 and J3. Due to the following relation
rˆ · ~J = rˆ · ~L+ rˆ · ~I + rˆ · ~S = rˆ · ~I + rˆ · ~S = n+ σ, (3.40)
the allowed values of the total angular momentum quantum number j are |n| −
1, |n|, ... except in the case of n = 0, where |n| − 1 is absent. There are different
ways of building the monopole vector spherical harmonics; for example, they can be
constructed by making use of the standard Clebsch-Gordan technique of addition
of momenta.
Another possibility, which we will adopt here, is to build the vector harmonics
with j ≥ n by applying vector operators to the scalar harmonics, as we will see in
the following [Weinberg, 1994]. By definition, these harmonics can be introduced
as eigenfunctions of the operator of the radial component of the spin, ~S · rˆ. We
will show that this is a very useful choice for the “hedgehog” configuration we are
working in: in fact, there is a natural separation between radial and transverse
vectors, making this choice particularly useful for studying spherically symmetric
problems. The vector harmonics with the minimum allowed angular momentum
j = |n| − 1 cannot be constructed in this way and must be treated specially. As
already mentioned, there is more than one way to obtain a given value of j, and
thus several multiplets of harmonics with the same total angular momentum. In the
following, we will classify the multiplets by the eigenvalue of rˆ · ~S = σ. In general,
σ = 0,±1, but it is further restricted by the requirement (3.40), which implies that
n+ σ lies in the range −j to j. This gives
• for j = 0:
– n = 0 and σ = 0
– n = 1 and σ = −1
– n = −1 and σ = 1
• for j = 1 all combinations are allowed, except:
– n = −1 and σ = −1
– n = 1 and σ = 1
We denote the vector harmonics by Φm,σj,n (θ, ϕ)ai. They obey the following eigenvalue
equations 
~J2
J3
(rˆ · ~I)
(rˆ · ~S)
Φ
m,σ
j,n (θ, ϕ)ai =

j(j + 1)
m
n
σ
Φm,σj,n (θ, ϕ)ai. (3.41)
In the case j ≥ 2 all the possible combinations of n and σ are allowed.
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3.7 Transport coefficients from binary quantum scattering
In the gas approximation, all transport coefficients are inversely proportional to the
so-called transport cross section, normally defined as
σt =
∫
(1− cos θ)dσ (3.42)
where θ is the scattering angle. While the factor in brackets vanishes at small
angles, the Rutherford singularity in the cross section, for any charged particle,
leads to its logarithmic divergence. Since we will be comparing the gluon scattering
on monopoles with that on gluons, let us first introduce those benchmarks, namely
the well-known (lowest order) QCD processes, the gg and q¯q scatterings:
dσq¯q
dt
=
e4
36pi
(
s4 + t4 + u4
s2t2u2
− 8
3tu
)
(3.43)
dσgg
dt
=
9e4
128pi
(s4 + t4 + u4)(s2 + t2 + u2)
s4t2u2
(3.44)
where (we remind) the electric coupling is related to αs as usual: e
2/4pi = αs.
While for non-identical particles the transport cross section is simply given by
the cross section weighted by momentum transport t ∼ (1 − z), for identical ones
such as gg one needs to introduce the additional factor (1+z)/2 in order to suppress
backward scattering as well. The integrated transport cross sections themselves are
given by
σtgg =
3e4
320pis
(
105 log(3)− 16 + 30 log
(
4
θ2min
))
(3.45)
σtq¯q =
e4
54pis
(
4 + 7 log(3) + 3 log
(
4
θ2min
))
(3.46)
where the smallest scattering angle can be related to the (electric) screening mass
by θ2min = 2 ∗M2D/s. Note that the forward scattering log in the gg case has a
coefficient which is roughly four times larger, as a consequence of the gluon color
being roughly twice that of a fundamental quark. Note also that the gg scattering
is significantly larger at large angles, as compared to the q¯q scattering.
We explained (already in the introduction) that the charge-monopole scattering
is Rutherford-like at small angles: this comes from harmonics with large angular
momenta (large impact parameters). However, in matter there is a finite density of
monopoles, so the issue of the scattering should be reconsidered. A sketch of the
setting, assuming strong correlation of monopoles into a crystal-like structure, is
shown in Fig. 3.7. A “sphere of influence of one monopole”(the dotted circle) gives
the maximal impact parameter to be used.
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a
Fig. 3.7 A charge scattering on a 2-dimensional array of correlated monopoles (open points) and
antimonopoles (closed points). The dotted circle indicates a region of impact parameters for which
scattering on a single monopole is a reasonable approximation.
As a result, the impact parameter is limited from above by some bmax, which
implies that only a finite number of partial waves should be included. The range of
partial waves to be included in the scattering amplitude can be estimated as follows
jmax = 〈px〉n−1/3mono/2 ∼ aT ∼ 1/e2(T ) ∼ log(T ) (3.47)
Since at asymptotically high T the monopole density nmono ∼ (e2T )3 is small
compared to the density of quarks and gluons ∼ T 3, jmax asymptotically grows
logarithmically with T . So, only in the academic limit T →∞ one gets jmax →∞
and the usual free-space scattering amplitudes calculated in [Boulware et al., 1976]
with all partial waves are recovered. However, in reality we have to recalculate the
scattering, retaining only several lowest partial waves from the sum. As we will see,
this dramatically changes the angular distribution, by strongly depleting scattering
at small angles and enhancing scattering backwards.
The integrands of the transport cross section (1−cos θ)|f(θ)|2 are shown in Fig.
3.8 for n = 0, jmax = 2, 4, 6 (left panel), n = ±1, jmax = 2, 4, 6 (right panel).
One can see how much their angular distribution is distorted. Strong oscillations of
this function occur because we use a sharp cutoff for the higher harmonics, which
represents diffraction of a sharp edge. This edge in reality does not exist and can be
removed by any smooth edge prescription (for example a gaussian weight). However,
we further found that the transport cross section itself is rather insensitive to these
oscillations, and thus there is no need in smoothening the scattering amplitude.
The transport cross section as a function of jmax is shown in Fig. 3.9: it is large
and smoothly rising with the cutoff.
where one can also find the resulting angular distribution and its contribution to
transport cross section. The upper plot shows angular distribution of the scattering
amplitude, with a cutoff at certain total angular momentum indicated on the plot.
Look for a example at the blue dashed line with the largest jmax = 6: one can see
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Fig. 3.8 Integrand of the trasport cross section g(θ) = (1 − cos θ)|f(θ)|2 with only 2, 4 and 6
lowest partial waves included, for a scalar particle with n = 0 (left) and n = ±1 (right). The
curves can be easily recognized by higher jmax having more oscillations.
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Fig. 3.9 Normalized transport cross section as a function of cutoff in maximal harmonics retained,
for n = 0, 1.
a forward peak near zero angle, but also a backward peak in the opposite direction.
This backward scattering is dominating the transport cross section.
Convoluting the cross sections found with the monopole density and gluon mo-
mentum distribution, we plot the scattering rates nσt per gluon vs T in Fig.3.10.
It follows from this comparison of the gluon-monopole curve with the gluon-
gluon one that the former remains the leading effect till very high T , although
asymptotically it is expected to get subleading. This maximal T expected at LHC
does not exceed 4Tc, where η/s ∼ .2. This value is well in the region which would
ensure hydrodynamical radial and elliptic flows, although deviations from ideal
hydro would be larger than at RHIC (and measurable!).
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Fig. 3.10 Left panel: gluon-monopole and gluon-gluon scattering rate. Right panel: gluon-
monopole and gluon-gluon viscosity over entropy ratio, η/s.
The approximate relation of these rates to viscosity/entropy ratio is
η
s
≈ T
5w˙
; (3.48)
We plot η/s in the right panel of Fig. 3.10.
The results of this calculation are compared to lattice and experimental data
in Fig.3.11. The meaning of this ratio is basically the interparticle distance ∼ 1/T
divided by the mean free path. The fact that it is about 6 means that particle in
average collides with something at distance 6 times smaller than the distance to
the next particle! This seems impossible: but one should recall that it is not just
geometry, the Lorentz force enhances scattering.
The lower plot compares the scattering rates for gluon-gluon and monopole-
gluon scatterings: the latter is clearly dominant in the near-Tc region. The results
do indeed indicate that gluon-monopole scattering in sQGP dominates its kinetic
properties and explains a small QGP viscosity observed.
3.8 Monopoles and the flux tubes
Let us start with two popular statements:
(i) Existence of flux tubes between two fundamental charges in QCD-like gauge
theories is among the most direct manifestations of the confinement phenomenon.
(ii) Confinement is well described by the “dual superconductor” model [Mandel-
stam, 1976; ’t Hooft, 1978b] , relating it to known properties of superconductors via
electric-magnetic duality.
In this section we discuss both of them, arguing that they are only partially
correct. In fact we are going to argue that flux tubes do exist even above the
deconfinement transition temperature, and that there are much better analogies
to confinement than superconductors. Most facts and considerations needed to
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Fig. 3.11 Entropy density divided to shear viscosity s/η as a function of the temperature T .
Two points with error bars at the center are for lattice and experimental data from RHIC higher
harmonics flow. The points connected by line are for monopole-gluon scattering described above.
understand the phenomena discussed has in fact been in literature for some time.
The purpose of these comments are simply to remind them, “connecting the dots”
once again, since these questions continue to be asked at the meetings. We will also
point out certain aspects of the phenomena which still need to be clarified.
3.8.1 Flux tubes on the lattice, at zero T and near Tc
Lattice gauge theory simulations have addressed the confinement issue from their
beginning, and by now there are many works which studied the electric flux tubes
between static charges. Most of those are done at zero/low T . The documented
well the profile of the electric field and the magnetic current “coiling” around it.
The “dual superconductor” analogy leads to a comparison with Ginzburg-
Landau theory (also called “the dual Higgs model”) and good agreement with it
has been found. These results are well known for two decades, see e.g. the review
[Bali, 1998].
However, recent lattice studies [Cea et al., 2018] exploring a near-deconfinement
range of temperatures have found that a tube-like profile of the electric field persists
even above the critical temperature Tc, to at least 1.5Tc. One of the plots from this
work is reproduced in Fig.3.12. It corresponds to pure gauge SU(3) theory, which
has the first order transition, seen as a jump in the field strength. Note however
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Fig. 3.12 The longitudinal electric field as a function of transverse coordinate is measured, for
a number of temperatures, for pure gauge SU(3) theory, from [Cea et al., 2018].
that at T > Tc the shape of the electric field transverse profile remains about the
same, while the width is decreasing with T , making it even more tube-like, rather
than expected near-spherical Coulomb behavior. (Note also that the length of the
flux tube remains constant, 0.76 fm for this plot.)
Such behavior clearly contradicts the “dual superconductor” model: in super-
conductors, the flux tubes are only observed in the superconducting phase. Why
do we observe flux tubes in the “normal” phase, and do we really have any contra-
dictions with theory here?
3.8.2 Does the Tc indeed represent the monopole condensation
temperature?
Let us start by critically examining the very notion of the deconfinement transition
itself, focusing on whether it is indeed is the transition between the super and the
normal phases.
The Tc itself is defined from thermodynamical quantities, and for pure gauge
theories (we will only consider in this note) its definition has no ambiguities.
At this point it is worth reminding that in fact the electric-magnetic duality
relates QCD not to the BCS superconductors, but rather to Bose-Einstein con-
densation (BEC) of bosons, the magnetic monopoles. Multiple lattice studies did
confirmed that Tc does coincide with BEC of monopoles.
One such study I was involved in [D’Alessandro et al., 2010] has calculated the
probability of the so called Bose (or rather Feynman’s) clusters, a set of k monopoles
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interchanging their locations over the Matsubara time period. Its dependence on k
leads to the definition of the effective chemical potential, which is shown to vanish
exactly at T = Tc. This means that monopoles do behave as any other bosons, and
they indeed undergo Bose-Einstein condensation at exactly T = Tc.
Earlier studies by Di Giacomo and collaborators in Pisa group over the years,
see e.g. [Bonati et al., 2012], were based on the idea to construct (highly non-local)
order parameter for monopole BEC. It calculates the temperature dependence of
the expectation value of the operator, effectively inserting/annihilating a monopole,
and indeed finds a jump exactly at Tc.
In summary, it has been shown beyond a reasonable doubt that Tc does indeed
separate the “super” and “normal” phases.
3.8.3 Constructing the flux tubes in the “normal” phase
Since electric-magnetic duality relates QCD not to the BCS superconductors, but
rather to BEC, let us at this point emphasize a significant difference between them:
the un − condenced bosons are also present in the system, both above and even
below Tc, while the BCS Cooper pairs of superconductor exist at T < Tc only.
The first construction of the flux tube in the normal phase has been made by
Liao and myself [Liao and Shuryak, 2008a]. The key point is that it does not
require supercurrents. Indeed, various flux tubes are found in plasmas: e.g. one
can even see them in solar corona in an average telescope. What is needed for flux
tube formation is in fact the presence of dual plasma, a medium including moving
magnetic charges.
Their scattering on the electric flux tube schematically shown in Fig.3.13 does
not change the monopole energy but changes direction of its momentum, thus cre-
ating a force on the flux tube. If it is strong enough able to confine the electric
field, a flux tube solution can be constructed.
For further details see the original paper [Liao and Shuryak, 2008a]. Let us only
comment that (i) the “uncondenced’ monopoles exert a larger force than those in
the condensate, as their momenta are larger; and (ii) it has in fact been predicted
there that the highest T at which such solution may exist is about 1.5Tc.
3.8.4 Two static potentials and the flux tube entropy issue
So far there were no subtleties involved. But let us asks now the following question:
Provided these flux tubes at T > Tc carry some tension (energy-per-length), does
it still imply existence of a linear potential between quarks, up to T = 1.5Tc? And
if they do, would it imply that, in a sense, confinement remains enforced there?
In order to have proper perspective on what is going on, let us look back at
lattice studies of the static quark (fundamental) potentials, e.g. [Kaczmarek and
Zantow, 2005]. The key point is that there are two kinds of the potentials. At finite
temperatures the natural quantity to calculate, for the observed flux tubes between
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Fig. 3.13 A sketch of a monopole traversing the electric flux tube
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Fig. 3.14 Left: Free (red rhombs) energy F (r) and potential (blue squares) energy V (r), at Tc,
compared to the zero temperature potential (black line). Right: Effective string tension for the
free and the internal energy, from [Kaczmarek and Zantow, 2005].
static charges, is the free energy. It can be written as
F (r) = V (r)− TS(r), S(r) = ∂F
∂r
(3.49)
where S(r) is the entropy associated with a pair of static quarks. Since it can be
calculated from the free energy itself, as indicated in the r.h.s., one can subtract it
and plot also the potential energy V (r). The derivatives over r are known as the
string tensions.
These lattice calculations have shown that in certain range of r the tension
is constant (the tension is approximately r-independent). Two resulting tensions,
shown in Fig.3.14(left) have very different temperature dependence. The tension
of the free energy shows the expected behavior: σF (T ) vanishes as T → Tc. But
the tension of the potential energy σV (T ) shows drastically different behavior, with
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large maximum at Tc, and non-zero value above it. This unexpected behavior was
hidden in σF (T ), studied in many previous works, because in it a large energy and
a large entropy cancel each other.
So, everything would be consistent, provided these novel flux tubes at T > Tc do
indeed carry the potential energy only, but no free energy tension σV 6= 0, σF = 0.
In other words, we suggest that the potential energy detected (via electric field
squared) in [Cea et al., 2018] must be canceled by the entropy associated with
it, and no actual force between charges would be present in equilibrium. This
conjecture can and should be checked.
Similar comment applies also to the theoretical calculation of the potential: in
[Liao and Shuryak, 2008a] only the mechanical stability of the tube solution was
derived. The entropy associated with the flux tube still remains to be calculated.
As a parting comment, while this conjecture sounds like the well known idea of
Hagedron string transition, it cannot be exactly that. Indeed, this idea is known to
suggest that at T > Tc string gets to be infinitely long. If so, the tube completely
delocalizes, and there would be a Coulomb field rather than what was observed by
[Cea et al., 2018]. The entropy in question is perhaps related to monopoles bound
to the tube rather than its multiple shapes. Also a Hagedorn transition seems to
be at odds with the tension increase and size decrease as a function of T observed.
(Finally, let us for clarity mention that we only discuss in this note static poten-
tials in thermal equilibrium. We do not discuss potentials in quarkonia, in which
quarks are not standing but moving. This problem is associated with certain time
scales, inducing deviation from equilibrium and possible dissipation. It would there-
fore require a completely separate discussion.)
3.9 Lattice studies of the Bose-Einstein condensation of monopoles
at the deconfinement transition
It is convenient to split lattice studies to two kinds: (i) those at T < Tc, addressing
the bose-condensed state, and (ii) at T > Tc exploring the onset of BEC by looking
at finite-size clusters.
At T < Tc (or even T = 0) the lattice studies focused on direct detection of the
monopole condensate. The idea is to do a insertion of a monopole into the vacuum
state. This method has been developed by Di Giacomo and collaborators in Pisa
group over the years: see e.g. the most self-contained articles of that series [Bonati
et al., 2012].
It is based on the idea that the condensate is a particular quantum state anal-
ogous to the “coherent state” of a harmonic oscillator, with large average number
of quanta < n > 1. Such classical-like states are superpositions of many states
|n > with different number of quanta, created e.g. by exponentiation of the field
(coordinate) operator. Therefore they do not have fixed number of quanta.
Since the quantum mechanical momentum operator acts as a derivative over the
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coordinate, p = i ddx , acting on the wave function. Its exponential exp(ipa) can be
expanded and considered to be a Taylor series, corresponding to a shift of the wave
function argument by a
exp(ipa)|ψ(x) >= |ψ(x+ a) > (3.50)
and thus is known as a “shift operator”. Its field theory version generalizes the
coordinate shift by a into a field shift
φ(x)→ φ(x) + a(x) (3.51)
In a gauge theory (and the A0 = 0 gauge) the shift of the gauge field we will
call ~a(x, t) and the conjugated canonical momentum is the electric field, so the
appropriate operator is a shift by the monopole field
µ(x) = exp
[
i
∫
d3y
(
~E(y, t) · ~Amono(y − x, t)
)]
(3.52)
(In the non-Abelian theory the color index is implied). The object we would like to
add to the vacuum, ~a(x, t), can be of any shape, for a example a magnetic monopole.
If the state |ψ > is “normal” and has a definite (zero) number of monopoles, the
average of it would be zero < ψ|µ|ψ >= 0, but if the state has a monopole conden-
sate the average would be nonzero! So the < µ > (T ) is the order parameter for
monopole BEC.
The details of the definition/normalization can be found in [Bonati et al., 2012]:
we only comment that it is more convenient to measure not the average but its
derivative ρ¯ = ∂ln < µ > /∂β over β = 2Nc/g
2, the coefficient in front of the
lattice action. (The bar has no particular meaning here, just it was called like this
in the original work.) The dependence on the coupling β is shown in Fig.3.15 ( from
Ref. [Bonati et al., 2012]): its singularity near βc = 2.2986 known independently
proves that this is indeed singular at the deconfinement critical coupling. (The
particular monopole inserted is here a Yang-Wu monopole (two half-spaces glued
together, no Dirac string) of the charge 4: but similar results are obtained also for
other monopoles.) The expected critical scaling with the known 3d Ising index for
the order parameter ρ¯ − ρ¯c ∼ L1/ν , ν = 0.6301 has also been demonstrated in the
same paper.
We already qualitatively discussed the “dual superconductor” paradigm
[’t Hooft, 1978a; Mandelstam, 1976] according to which in the confinement phase
at T < Tc monopoles Bose-condense into a – magnetically charged – condensate.
In this section we will discuss lattice evidences showing that this is indeed what
happens.
The first one is based on study of the so called Feynman clusters. As T →
Tc from above, the “dual superconductor” paradigm require that the behavior of
monopoles should change, revealing quantum motion and a “preparation” to form
a Bose-Einstein Condensate (BEC). The idea of identical clusters is explained in
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8
• is finite in the thermodynamical limit in the low
temperature phase (β < βc);
• develops a negative peak in correspondence of the
deconfinement transition which scales with the ap-
propriate critical indices;
• diverges to −∞ with the spatial lattice size L in
the high temperature phase (β > βc).
As previously discussed these are the properties of ρ¯
which allow to interpret confinement as dual supercon-
ductivity, as they guarantee that 〈µ¯〉 6= 0 in the low tem-
perature phase and 〈µ¯〉 = 0 in the high temperature one.
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FIG. 1: ρ for the SU(2) lattice gauge theory at low β calcu-
lated for the Wu-Yang monopole of charge 4. The inset shows
the linear divergence in the lattice size for β = 1.2.
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FIG. 2: ρ¯ for the SU(2) lattice gauge theory at low β calcu-
lated for the Wu-Yang monopole of charge 4. The inset shows
the dependence on the lattice size for β = 1.2 together with
the best fit to a constant.
We will first of all study the behaviour of ρ and ρ¯ for
small values of β (i.e. β & βc) for lattices with tem-
poral extent Nt = 4 (for which βc = 2.2986(6), see e.g.
2.25 2.3 2.35
β
-14
-12
-10
-8
-6
ρ_
L=16
L=20
L=24
L=28
FIG. 3: ρ¯ for the SU(2) lattice gauge theory near the de-
confinement transition (Nt = 4) calculated for the Wu-Yang
monopole of charge 4. When the error bars are not explicitly
shown they are smaller than the symbols.
[40]). The numerical results for ρ are shown in Fig. (1)
and the linear divergence of ρ with the lattice size (as
predicted by Eq. (46)) is clearly seen. Notice that with
lower statistics and smaller lattices the points in the in-
sert of Fig. (1) would be undistinguishable within errors
as was in Ref. [19].
This infrared divergence is instead absent in the ρ¯ data,
which are shown in Fig. (2) and smoothly approach their
thermodynamical values. Clearly this approach is slower
for the data at larger β shown in the figure, which are
closer to the deconfinement transition where the corre-
lation length is larger. Note that, although the absolute
values of the error bars for ρ and ρ¯ are similar, the rel-
ative errors for ρ¯ are much bigger than those for ρ since
the value of ρ¯ is about an order of magnitude smaller
than ρ.
The data showing the behaviour of ρ¯ in the neighbour-
hood of the Nt = 4 deconfinement transition are dis-
played in Fig. (3) and the development of the negative
peak at the transition is clearly visible. The deconfine-
ment transition for 3+1 dimensional SU(2) lattice gauge
theory is known to belong to the universality class of the
3d Ising model and from a simple scaling ansatz for µ¯ (see
e.g. [12]) the finite size scaling relation for the singular
part of ρ¯ follows
ρ¯sing(β) = L
1/νf
(
L1/ν(β − βc)
)
(64)
where f is a scaling function. From this scaling form it
follows that by increasing the lattice size the peak height
should increase as L1/ν , while its width should shrink as
L−1/ν . This behaviour is qualitatively visible in Fig. (3)
and will be now verified also quantitatively.
In order to estimate the analytical background of ρ¯,
a fit of the form a + bL1/ν was performed on the peak
values of ρ¯ and the constant background term ρ¯back ≡ a
was used. The quality of the scaling in Eq. (64) is shown
Fig. 3.15 The dependence of ρ¯ on β for SU(2) gauge theory. The lattice term oral size Nt = 4
and the spatial sizes are shown as L in the insert for corresponding symbols. A singularity at the
critical deconfinement coupling is revealed.
Fig.3.16: identical bosons may have “periodic paths” in which some number k
of them exchange places. Such clusters are widely known to community doing
manybody path in egral simulations for bosons, e.g. liquid He4. Feynman argued
that in order for statistical sum to get singular at Tc, a sum over k must diverge.
In other words, one may see how the probability to observe k-clusters Pk grows
asT → Tc from above.
In Fig.3.16(lower) from [D’Alessandro et al., 2010] one see the corresponding
data for the cluster density. Their dependence on k were fitted by the expression
ρk ∼ exp (−kµeff (T ))
k5/2
(3.53)
and the resulting effective chemical potential µeff (T ) is plotted versus temperature
at Fig.3.17. it vanishes exactly at T = Tc. This means that monopoles indeed
undergo Bose-Einst in condensation at exactly T = Tc.
3.10 Quantum Coulomb gases studied by Path Integral Monte-
Carlo (PIMC)
Quantum studi s of in eracti g particles displaying BEC is a very well developed
area of manybody physics. Its traditional applications are weakly coupled Bose
gases and liquid 4He. The former problem was intensely studied in 1950’s by
C.N.Yang and collaborators, and then, by Feynman diagrams, by S.T.Belyaev. Its
theory reactivated at the end of 1990’s, after experimental observation of BEC in
ultracold atomic gases. Liquid helium was a frontier of experimental low-T research
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Fig. 3.16 (upper) Example of paths of 7 identical particles which undergo a permutation made
up of a 1-cycle, a 2-cycle and a 4-cycle. (lower) Normalized densities ρk/T
3 as a function of T/Tc
.
from the beginning of 20-th century till 1950’s. Its theoretical treatment from the
first principles become possible in 1970’s, with the development of numerical PIMC
simulations. Here is not a place to review these works, so let me only comment that
while atoms of 4He interact with each other quite weakly, by atomic standards, in
comparison to the temperature considered T ∼ 2K the interatomic potentials are
very large. So, one may call liquid 4He a “strongly coupled” system.
In literature one can find studies of BEC for other interactions, e.g. for a Bose gas
of solid spheres, but not for the Coulomb forces. Therefore, simulations (for one and
two-component) Coulomb Bose gases have been made by ourselves [Ramamurti and
Shuryak, 2017] for the first time. using numerical simulation of the manybody path
integral method, used previously for such classic systems as liquid 4He. Unlike the
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Fig. 3.17 The effective chemical potential extracted by two different fits: it should vanish at the
Bose-Einstein condensation point.
previous works, it focused on temperature dependence of the density ρk of the Bose-
clusters. Their T dependence for liquid 4He calculated in this paper looks nearly the
same as the lattice data on monopoles shown in Fig.3.16, and the procedure used to
locate the BEC critical temperature accurately reproduces the value of Tc for liquid
4He,known both from experiments and multiple previous numerical simulations.
The correlations of monopoles has been studied as well, and the coupling
strength α defined by
Vij = α
qiqj
rij
(3.54)
has been tuned to reproduce lattice data.
We will not discuss that, and only show one non-trivial result of this paper,
namely the dependence of the critical BEC temperature Tc on α, see Fig.3.18. Note
that we found the same behavior at small values of the coupling as in the case
of low-density hard spheres: the critical temperature for the BEC phase transition
grows with the coupling. Yet if the coupling becomes large enough, Tc rapidly drops
below the critical temperature for an ideal Bose gas. Eventually, as the particles
are “too repulsive,” the BEC phenomenon becomes impossible since it becomes
essentially too costly (in terms of the action) to permute them and BEC goes away
completely.
We have discussed at the end of the previous chapter the lattice data on the spa-
tial monopole-monopole and monopole-antimonopole correlations. In Fig.3.19 these
data are compared with PIMC simulation for a Coulomb Bose Gas [Ramamurti and
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Fig. 3.18 The critical temperature for the BEC phase transiion as a function of the coupling, α.
The red circles are the results of the finite-size scaling superfluid fraction calculation for systems
of 8, 16, and 32 particles; the blue triangles are the results of the permutation-cycle calculation
for a system with 32 particles. The black dashed line denotes the Einstein ideal Bose gas critical
temperature.
Shuryak, 2017]. The comparison shows very good agreement, increasing the confi-
dence that a quantum ensemble of monopoles is described by this model well. It
also allowed us to fix the effective magnetic coupling rather accurate, without any
reliance on the Debye fits.
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Fig. 3.19 Spatial correlations of particles in quantum Coulomb Bose gas, from PIMC simulations
(red circles) compared to lattice data for monopoles.
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Chapter 4
Fermions bound to monopoles
4.1 Fermionic zero modes
Let me start this section with a small historical introduction. In 1974, when the
monopole solution by ’t Hooft and Polyakov has been discovered, it was not yet
firmly known whether Georgi-Glashow or Weinberg-Salam model is the correct de-
scription of the electroweak sector. (While some evidences for neutral weak current
were known, direct observation of the Z boson only happened in 1983.) So some
discussion of electroweak monopoles happened. Afterwards it shifted to the con-
text of Grand Unification models, most of which do possess such monopoles. As
noticed by Zeldovich in 1978, their cosmological production versus non-observation
became an issue: A.Guth in 1980 famously invented cosmological inflation, in order
to get rid of the unobserved Grand Unification monopoles. In all of that, scattering
of monopoles on ordinary matter was studied: for Grand Unification monopoles
violation of the baryon number was noticed and much discussed.
Not going into discussion of electroweak or Grand Unification models as such, let
us return to the original Georgi-Glashow model, to which we will add some fermions.
In fact, we already discussed the N=2 supersymmetric models, which have the
“gluinoes”, fermionic partners of the gluons, or quarks, with the fundamental color
representation. It is in this context that people wandered what is the spectrum of
the Dirac equation, in the background field of the monopole solution.
The central observation is that there the so called zero fermionic modes. There
is rather extensive literature on the meaning of these states, starting from [Jackiw
and Rebbi, 1976]. Like for other topological solitons, there are topological index
theorems, relating the number of zero modes to the monopole quantum number M .
They require one zero mode for a fundamental fermion (quark), and Nc of them for
the adjoint (gluino) fermion.
As argued by [Jackiw and Rebbi, 1976] in their classic paper, the operator
algebra involved corresponds to a pair of creation/annihilation operators, with the
algebra {aa+} = 1, requiring representation in the form of two states, the “empty”
and “occupied” ones. Symmetries of the problem, such as CP conjugation, plus a
75
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requirement that these two states differ by one unit of the fermion number, let them
to (at the time revolutionary) conclusion, that the baryon number of such states
are semi− integer, namely ±1/2.
There is another view on these two states, from the viewpoint of the “Dirac sea”
picture of the fermionic vacuum state. All levels with positive energy are supposed
to be empty, and all negative ones occupied. But what to do with extra two zero
energy states on the monopole? If occupied we call it a particle, if not, a hole.
What about the spin of these zero mode states? Starting in the simplest case
of the Nc = 2 theory, we will use the term “isospin” instead of the color (or “weak
isospin” of electroweak sector). Thus the quarks in fundamental representation
we will call isospin-1/2 fermion, and gluinoes in the adjoint representation will be
called isospin-1 fermions. The monopole field is a “hedgehog”, relating direction
in coordinate space and in the isospin space: therefore isospin and spin are not
separately conserved. Yet after some observation of the Dirac equation one may
prove that so called grand− spin
~K = ~I + ~S
is in this case conserved. Following standard rules of angular momentum represen-
tations one finds that K can have values ~1/2 + ~1/2 = 0, 1 in the case of quark,
and ~1 + ~1/2 = 1/2, 3/2 in the case of gluino. Explicit solution of the Dirac equa-
tion shows that in both case zero modes correspond to the lowest values: thus the
number of states is 2K + 1. It is 1 for the quark K = 0 state and 2 for K = 1/2
gluino state. Conclusion: a quark bound to a monopole is a single state, thus it is a
scalar spin-0 object. A gluino bound to a monopole makes 2 states, thus it makes a
spinor state. Standard spin-statistics theorem then require that in the former case
one produces a boson, and in the latter case a fermion.
Further discussion naturally extends to the problem of counting the number of
states and their statistics when there are several species of the fermions. Explicit
construction of such states have obtained another motivation in mid-1990’s, with
the discussion of various supersymmetric theories (for review see [Harvey, 1996]
). Here is the main idea: all fermions of the theory coupled to the monopole are
expected to produce only “magnetically charged” multiplets which are consistent
with the underlying symmetries of the theory.
Example: consider the N=2 SYM, which we already mentioned in relation to
Seiberg-Witten famous papers. It has two adjoint real gluinoes. Each can be bound
to a monopole, leading to a fermion state.
Now, in order to have creation and annihilation operator algebra, with { aˆ+aˆ}
=1 etc, the fileds need to be complex. So, like in the harmonic oscillator, in which
they are built from two hermitian (=real eigenvalued) operators pˆ, xˆ, one need to
combine two gluinoes into one complex (Dirac-like) fermion. Thus there is a single
set of creation and annihilation operators. The maximal spin state is 1/2 – two
partners of a scalar monopole.
December 5, 2018 1:30 WSPC/Book Trim Size for 9.75in x 6.5in all-together
Fermionic zero modes 77
When both are bound at the same time, it is spin ~1/2 +~1/2 = 0, 1 states. Spin
zero can be combined with the unoccupied monopole, producing 2 scalar states. We
in fact do not have a spin-1 state here, as its wave function is not anti-symmetric as
fermions should. As a result, total magnetic supermultiplet gives the “short” rep-
resentation of the N=2 supersymmetry, with 2 fermions and their scalar partners.
So, the effective magnetic theory is the N=2 electrodynamics.
Further study reveals, among other things, beautiful examples of theories with
complete electric-magnetic selfduality. It has been explicitly shown that two the-
ories, the N=4 SYM and N=2 SQCD with Nf = 4 quark flavors, that a magnetic
monopole “dressed” by all available fermions of these theories. the “long” super-
multiplet, starting from spin-1 states, to N spin 1/2 states and correct number of
scalars. The N=4 SYM has 4 real gluinoes, so there are two sets of creation and
annihilation operators. Thus the maximal achieavable spin is 1 – one now has vec-
tor magntic particle. There are 16 states, the “long” supermultiplet, starting from
spin-1 states, to N spin 1/2 states and correct number of scalars (6 of them).
What this means is that the effective magnetic theory and the effective electric
theory happen to be in these two case the same, up to the fact that one has electric
and another magnetic – inverse to electric – coupling. At one hand Dirac condition
require that their beta functions should have the opposite sign, on the other hand
they must be the same, as both theories the same Lagrangian. The only solution
possible here is the following one: both those theories are conformal, with their
RG beta function equal to zero!
Let us now return to the non-supersymmetric world and ask what fermion
binding to monopoles can imply for various QCD-like theories. Without adjoint
fermions, only spin-zero new states can be generated, no matter how many quarks
are or are not bound to the monopole. So the effective magnetic theory can only
be a scalar electrodynamics.
The number of magnetic states can be rather large. Both states exist for each
flavor, so in QCD with Nf quark flavors the number of magnetic states we start to
consider is thus 2Nf , half with integer and half with semi-integer fermion number.
Of course, not all of these states can exist: since each bound state is a boson, the
allowed wave functions must all be symmetric under permutations. For example,
if all Nf zero modes are occupied – the states with maximal possible number of
flavor indices – it should be symmetric tensor.Its baryon number is Nf/2, say 5
for Nf = 10. If all quarks have the same mass – e.g. zero – there is unbroken
flavor symmetry, and thus such magnetic states should fall into its proper flavor
multiplets.
Now, how would the deconfinement transition be affected by adding more and
more light fermions? As argued by [Liao and Shuryak, 2012], it will dramatically
shift downward the transition temperature (or, more precisely, shift the transition to
stronger coupling). The reason for it is simple: since some number of fermions can be
attached to the monopoles via zero modes, the resulting states are no longer identical
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Fig. 4.1 Dependence of the critical lattice coupling βc at scale Tc versus the number of funda-
mental quark flavors Nf in QCD-like theories. The thick blue line is the fitting curve, extended as
dashed blue line beyond Nf = 12. The black/purple/red curves on the right are lines for vanishing
beta function at 1,2,3-loop levels: they indicate the boundaries of the so called conformal window
at large Nf .
particles. And only the identical ones – most likely the monopoles without fermions
– will undergo the Bose-Einstein condensation, as soon as their density become
critical. Shifting to IR direction, with the lower Tc or stronger coupling, decreases
the monopole mass and increase the overall monopole density, compensating for
“occupied” monopoles.
For details see the original paper: let me just show one plot, Fig.4.1, which
shows that the expected trend is indeed observed, by lattice studies of the theories
with many quark favors, nowadays up to Nf = 12. Blue boxes are from [Miura
et al., 2012]: near-coincident boxes being lattice data for the same Nf with different
number of lattice cites Nτ which demonstrate lattice spacing consistency. Red
diamonds are from various other lattice studies.
4.2 Chiral symmetry breaking by monopoles
In chapter on instantons we will discuss in detail how a collectivization of the 4-d
fermionic instanton zero modes, resulting in breaking of the chiral symmetry by a
non-zero quark condensate 〈q¯q〉 6= 0. We will then show in chapter on instanton-
dyons that this approach can be directly generalized to finite temperatures, since
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(some) of the instanton-dyons also possess the 4-d zero modes.
Above in this chapter 1.6, we have argued that Euclidean semiclassical theory
based on instanton-dyons is Poisson dual to the monopole approach. If so, one
should be able to derive chiral symmetry breaking using monopoles as well. This
was indeed accomplished by [Ramamurti and Shuryak, 2018a], which we follow in
this section.
One obvious difficulty of the problem is the fact that a detailed understanding
of the “lattice monopoles” is lacking; they are treated as effective objects whose
parameters and behavior we can observe on the lattice and parameterize, but their
microscopic structure has yet to be understood. In particular, the ’t Hooft-Polyakov
monopole solution includes a chiral-symmetry-breaking scalar field, while we know
that, in massless QCD-like theories, chiral symmetry is locally unbroken. We as-
sume that the zero modes in question are chiral themselves, like they are in the
instanton-dyon theory, and that chiral symmetry breaking can only be achieved by
a spontaneous breaking of the symmetry.
The other difficulty of the problem is the important distinction between
fermionic zero modes of (i) monopoles and (ii) instanton-dyons. As follows from
Banks-Casher relation [Banks and Casher, 1980], the quark condensate is propor-
tional to density of Dirac eigenstates at zero eigenvalue. The monopoles also have
fermionic zero modes [Jackiw and Rebbi, 1976], which are 3-dimensional. They
are, therefore, simply a bound state of a fermion and a monopole. In theories
with extended supersymmetries, such objects do exist, fulfilling an important gen-
eral requirement that monopoles need to come in particular super-multiplets, with
fermionic spin 1/2 for N = 2, or spins 1/2 and 1 for N = 4. The anti-periodic
boundary conditions for fermions in Matsubara time implies certain time depen-
dence of the quark fields, and (as we will discuss in detail below) the lowest 4-
dimensional Dirac eigenvalues produced by quarks bound to monopoles are the
values λ = ±piT , not at zero.
This, however, is only true for a single monopole. In a monopole ensemble
with non-zero density, the monopole-quark bound states are collectivized and Dirac
eigenvalue spectrum is modified. The question is whether this effect can lead to
a nonzero ρ(λ = 0) ∝ 〈q¯q〉, and if so, whether it happens at the temperature
at which chiral symmetry breaking is observed. As we will show below, we find
affirmative answers to both these questions. The phenomenological monopole model
parameters are such that a non-zero quark condensate is generated by monopoles
at T ≈ Tc.
Recognizing fermionic binding to monopoles, we now proceed to description
of their dynamics in the presence of ensembles of monopoles. The basis of the
description is assumed to be the set of zero modes described in the previous section.
The Dirac operator is written as a matrix in this basis, so that i−j element is related
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to “hopping” between them. The matrix elements of the “hopping matrix”
T =
(
0 iTij
iTji 0
)
(4.1)
where the Tijs are defined as the matrix element,
Tij ≡ 〈i| − iD/ |j〉 ,
between the zero modes located on monopoles i and antimonopoles j. In the SU(2)
case we are considering, this is equivalent to
Tij = 〈ψi|x| 〈〉|x− iD/ |y〉 〈y|ψj |〉
=
∫
d3xψ†kn(x− xi)(−iD/ )ψlm(x− xj)
=
∫
d3xψ†kn(x− xi)
[
− i(~α · ~∂ + ~α · ~∂ − ~α · ~∂)δnm
+ 12 (A(x− xi) +A(x− xj))σanm(~α× ~ˆr)a
+
G(φ(x−xi)+φ(x−xj))
2 σ
a
nmrˆaβ
]
ψlm(x− xj)
=
∫ ∑
m d
3xψ†km(x− xi)[−i~α · ~∂]klψlm(x− xj) (4.2)
where ψs are zero modes with origin at xi,j , the locations of the two monopoles,
n,m are the isospin/color indices, and we have used the fact that applying the Dirac
operator to these wavefunctions gives zero.
Omitting further details, let us explain the quantization procedure adopted in
that work. the evolution matrix U , defined as time-ordered integral of the hopping
matrix in the previous section over the Matsubara periodic time τ ∈ [0, β]. This ma-
trix will then be diagonalized to find the eigenvalues for the fermion states. Because
each eigenstate is still fermionic, each is required to fulfill the fermionic boundary
conditions, namely that the state must return to minus itself after one rotation
around the Matsubara circle. This defines quantization of the Dirac eigenvalues by,
λi + ωi,n =
(
n+
1
2
)
2pi
β
where λis are the eigenvalues of the hopping matrix T. For monopoles that move
in Euclidean time, we must integrate over the Matsubara circle to find the fermion
frequencies,
U =
∮
β
dτeiHτ = −1 .
One needs to diagonalize the resulting matrix on the right-hand side and solve to
find the quantity λ+ω. One can then compute the eigenvalues of the Dirac operator
with
ωi,n =
(
n+
1
2
)
2pi
β
− λi .
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Considering only the n = ±1 case, so that ωi = ±piT − λi, we get the distri-
butions shown in Fig. 4.2 (a), (b), (c), and (d) for T/Tc = 1, 1.05, 1.1, and1.2,
respectively.
Fig. 4.2 Distributions of Dirac eigenvalues for T/Tc = (a) 1 and (d) 1.2, respectively.
The first, and most important, thing to notice is that when T = Tc, the eigen-
value distribution has a finite density at ω = 0 (see Fig. 4.2), which indicates the
nonzero value of the chiral condensate; there is no gap in the spectrum present at
T = Tc. (A small dip seen around zero is a consequence of finite size of the sys-
tem, well known and studied on the lattice and in topological models. It should be
essentially ignored in extrapolation to zero.)
Let us summarize this section as follows. the mechanism of chiral symmetry
breaking based on monopoles is as follows. A single monopole (or anti-monopole)
generates additional quark and antiquark bound states. At high temperatures,
the monopoles have large mass and the probability of hopping is therefore low.
The 4d Dirac operator eigenvalues are well localized near the fermionic Matsubara
frequencies 2piT (n + 1/2). Using the condensed matter analogy, one may say that
a matter is an insulator. However, as T decreases toward Tc, the amplitudes of
quark “hopping” from one monopole to an antimonopole (and vice versa) grow.
Eventually, at some critical density, quarks become “collectivized” and are able to
travel very far from their original locations. The physics of the mechanism is similar
to insulator-metal transition in condensed matter under pressure.
4.3 More on fermions bound to monopoles, in the SUSY world
and perhaps beyond∗
This is an advanced topic section on a very specific but fascinating topic, namely
the possible role of multi−monopole states and BEC condensation.
My interest to the subject was inspired by the second Seiberg-Witten work,
on N=2 QCD [Seiberg and Witten, 1994b], on the supersymmetric QCD with
fundamental quarks/scalars. As the first, it deals with the simplest Nc = 2 color
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group SU(2), but now with Nf flavors of quark-squark multiplets. Addition of
massless quarks are restricted to only 4 cases: Nf = 4 already has zero beta function
and is thus a conformal theory, as already was mentioned before.
The case of Nf = 3 quark/squark flavors is “normal” in the sense that it has
the asymptotic freedom. Seiberg and Witten predicted two district singularities on
the moduli space, which correspond to the following particles becoming massless:
(i) a quartet of states with magnetic charge nm = 1 and electric charge ne = 0;
(ii) a singlet with nm = 2, ne = 1.
Various SUSY breaking terms would transform those singularities into two non-
equivalent vacua, with two different confinement phases. The second singularity
thus induces a “dual superconductor” in which not just a monopole, but a monopole
pair Bose condenses! One may wander what can this state with charges nm =
2, ne = 1 be, whether it can be identified semiclassically in weak coupling, and why
does it only appear in the Nf = 3 case?
Studies of two- (and multi-) monopole states lead me to an influential paper by
Sen [Sen, 1994] just predated Seiberg-Witten works.
Recall that if there are k monopoles, there should be 4k-dimensional moduli
space, which has the form R3S1M4k−4 after the global shifts and phase is sepa-
rated from the relative coordinates. Let Xα be the collective coordinates and λα
its fermionic counterparts required by supersymmetries. For the N=4 theory the
Lagrangian of the so called supersymmetric quantum mechanics on the moduli space
takes the form
L = (
1
2
)gαβ∂0X
α∂0X
β + (
1
2
)gαβλ¯
αiD0λ
β + (
1
12
)Rαβγδλ¯
αλβλ¯γλδ (4.3)
where gαβ is the metric on the moduli spaces, the covariant derivative D0λ
β =
∂0λ
β + Γβαγ∂0X
αλβ contains the Crystoffel connection and the last term contains
the full Riemann tensor, calculated from gαβ in a standard way. Of course, global
coordinate and phase R3S1 part is flat and do not have such additions, which only
appear for relative motion.
The metric is a non-trivial function of the coordinates X, explicitely known
for the famous 4d Atiyah-Hitchin manifold of the two monopoles. The fermionic
part can in principle be rewritten in terms of creation-annihilation operators and
quantized in a usual way. There are “fermion-empty” states, then one-fermion,
2-fermion etc all the way to maximal number of fermions one can put in. It has
been pointed out by Witten in the index paper of 1982, that such p-fermion states
for a supersymmetric sigma model on a manyfold correspond to the p-differential
form. The number of harmonic (zero energy) forms is known in mathematics as
Betty number Bp and is a topological property of the manyfold itself.
∑
(−)pBp
gives the Euler characteristics. Thus the number of bound multi-monopole states
depends only on topology of the moduli spaces!
It turns out that in the case of the Atiyah-Hitchin two-monopole manyfold the
only nonzero Betty number is B2 = 1: thus there is a single zero energy state,
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corresponding to such molecular state, with nm = 2. This state was explicitly found
by [Sen, 1994], who argued that populating gluinoes associated with the “trivial”
coordinates provides exactly 16 states needed for completing the supermultiplet.
Then he noticed that while the maximal p (and thus number of fermions) is the
dimension of the manifold (equal to 4), one can always convolute with the epsilon
and come to 4− p form and get a Hodge-dual solution. Since he knew it would be
a single solution, it must be a selfdual case, with p = 4 − p or p = 2. This means
that we need to find an antisymmetric function of 2 variables, the wave function of
two gluinoes. The function itself is a bit technical and I would not give it here, but
only notice that the Riemann term is crucial and at large distances between the
monopoles (when it goes to zero) the fermionc 2-gluino wave function exponentially
go to zero as well.
Going to less supersymmetric theories and introducing fundamental
quarks/squarks lead to similar but more complex supersymmetric quantum me-
chanics on the manyfold, see Gauntlett [Gauntlett, 1994] . For N=2 QCD there
is also a “molecular” state made of two monopoles bound together, like the Sen’s
state, but now by (at least) 3 quarks. Its existence has been shown in [Gauntlett
and Harvey, 1996] using appropriate index theorem and properties of the Atiyah-
Hitchin manyfold: but as far as I know, its wave function was not obtained, and
thus the normalizability (both at large distances and near the “bolt” or hole in the
manifold) may still be problematic.
What these examples of what I call the “unusual confinements” tell us? Well, in
weak coupling domain the monopoles are heavy, and monopole molecules like the
ones just discussed are of course twice heavier than one monopole. The molecular
state is handicapped at the start. But, when one moves along the v plane toward
the stronger coupling, the binding energy of this molecular state seem to grow so
much, as to make it the champion! Indeed, it gets massless and undergo Bose-
Einstein condensation before any of the single-monopole states! This binding is so
large because of (a bit mysterious) coupling to large curvature of the 2-monopole
space.
Let me end by asking an (so far unanswered) question: are there other unusual
confinement cases in non-supersymmetric theories? The natural place to look for
such phenomena is the theories with the maximal Nf close to the conformal window,
because they have confinement at stronger coupling, with longer RG flow.
December 5, 2018 1:30 WSPC/Book Trim Size for 9.75in x 6.5in all-together
84 Fermions bound to monopoles
December 5, 2018 1:30 WSPC/Book Trim Size for 9.75in x 6.5in all-together
Chapter 5
Semiclassical theory based on Euclidean
path integral
The quantum mechanics courses include semiclassical methods based on certain
representation of the wave function, starting with the celebrated Bohr-Sommerfeld
quantization condition, applied to the oscillator and hydrogen atom, and the
Wentzel-Kramers-Brillouin (WKB) approximation, developed in 1926. Unfortu-
nately, subsequent study has shown that generalization of those to system with
more than one degree of freedom, as well as to systematic order-by-order account
for quantum fluctuations are difficult.
However, in this book we will only use quantum mechanical examples as peda-
gogical tools, while our true interest would be in applications to systems with many
degrees of freedom, and eventually to QFT’s, at zero and finite temperatures. For-
tunately, such generalizable methods exist, based on the Feynman path integrals.
Such methods are the technical basis of the physics we will focus on below.
For pedagogical reasons, we will deviate from historical path of the development
and start with a version of semiclassical theory recently developed in [Escobar-
Ruiz et al., 2016] for the density matrix, and only later will move to (somewhat
technically more involved) semiclassical theory of the tunneling effects, described
by quantum-mechanical instantons.
5.1 Euclidean path integrals and thermal density matrix
5.1.1 Generalities
By definition the Feynman path integral gives the density matrix in coordinate
representation, see e.g. a very pedagogical book [Feynman and Hibbs, 1965]
ρ(xi, xf , ttot) =
∫ x(ttot)=xf
x(0)=xi
Dx(t)ei S[x(t)]/~ . (5.1)
This object is a function of the initial and final coordinates, as well as the time
needed for the transition between them. Here S is the classical action of the system
85
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we study, e.g. for a particle of mass m in a static potential V (x) it is
S =
∫ ttot
0
dt
[
m
2
(
dx
dt
)2
− V (x)
]
,
Feynman had shown that the oscillating exponent of it on the path provides the
correct weight of the paths integral (5.1).
For reference, the same object can also be written in forms closer to standard
quantum mechanics courses. Heisenberg would write it as a matrix element of the
time evolution operator, the exponential of the Hamiltonian1
ρ(xi, xf , ttot) = 〈xf |eiHˆttot |xi〉 (5.2)
between states in which particle is localized at two locations considered.
Schreodinger set of stationary states Hˆ|n〉 = En|n〉 can also be used as the state
basis. Because Hamiltonian is diagonal in this basis, there is a single (not double)
sum over them
ρ(xi, xf , t) =
∑
n
ψ∗n(xf )ψn(xi)e
iEnt (5.3)
with ψn(x) = 〈n|x〉.
Oscillating weights for different states are often hard to calculate, and one may
wander if it is possible to perform analytic continuation in time to its Euclidean
version with i absorbed into it. For reasons which will soon be clear, we will also
define this imaginary time on a circle with circumference β
τ = i t ∈ [0, β]
In this way we will be able to describe quantum+statistical mechanics of a particle
in a heat bath with temperature T related to the circle circumference
β =
~
T
Such periodic time is known as the Matsubara time.
Indeed the expression (5.3) will look as
ρ(x, x, t) =
∑
n
|ψn(x)|2e−En/T (5.4)
combining quantum-mechanical probability to find particle at point x with the
thermal weight. Taking integral over all x and using normalization of the weight
functions one find the expression for thermal partition function
Z =
∑
n
e−En/T (5.5)
1We here assumed that motion happens in time-independent potential: otherwise it would be
time-ordered exponential.
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While in this chapter we will focus on the zero temperature limit and the ground
state (vacuum), it is beneficial to view quantum mechanics as the limit T → 0, β →
∞.
So, returning to the path integral, the expression we will use below would be
Feynman path integral, but (i) taken over all periodic paths, with the same end-
points, and (ii) with Euclidean or rotated time. The probability to find particle at
certain point is then
P (x0, ttot) =
∫ x(β)=x0
x(0)=x0
Dx(τ)e−SE [x(τ)]/~ . (5.6)
Note here the exponent is not oscillating, including with the minus sign and the
so called Euclidean action
SE =
∫ β
0
dτ [
m
2
(
dx
dτ
)
2
+ V (x)] (5.7)
in which the sign of the potential is reversed and the time derivative are understood
to be over τ .
There are two basic approaches to thermodynamics, based of these expressions.
While the particular formulae for the statistical sum (and other quantities) obtained
by them look different, with different dependencies on the temperature and other
parameters of the problem, if the sums are exact one can prove that they in fact
lead to exactly the same results. In some applications this proof is related to the
Poisson summation formula, and therefore the phenomenon is known as the Poisson
duality of two approaches.
One approach, which one may call a Hamiltonian one, use the standard def-
inition of the density matrix in terms of stationary states, the eigenstates of the
Hamiltonian with definite energy Hˆ|n〉 = En|n〉
P (x0, β) =
∑
n
|ψn(x0)|2e−Enβ , (5.8)
The sum over stationary states is obviously better convergent in the case of large
β, or low T . In the limit β →∞ only the lowest – the ground state dominates
P (x0, β →∞) ∼ |ψ0(x0)|2 (5.9)
Another approach, which one may call a Lagrangian one, looks for the periodic
paths with the minimal action. The simplest of such paths is obviously those for
which particles do not move at all, x(τ) = const! Such path would dominate
in the case of small Matsubara circle, β → 0 (or high T )2 If one ignores the time
dependence and velocity on the paths, there is no kinetic term and only the potential
2 Note that it is opposite to the limit discussed above for the Hamiltonian approach.
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one in the action contributes. So,
P (x0, β) ∼ e−
V (x0)
T , (5.10)
which corresponds to classical3 thermal distribution for a particle in a potential V .
In general, the periodic paths on the circle falls into the topological classes,
depending on the number of rotations – or the winding number nw – the path
makes. The time Fourier transform of such paths are described by a discrete Fourier
series, with discrete Matsubara frequencies 2pinw/β. Needless to say, the general
expression for the statistical sum including all Matsubara frequencies is still exact,
valid for any T .
5.1.2 The harmonic oscillator
The density matrix for this example has been calculated by the path integral by
Feynman himself [Feynman and Hibbs, 1965], and it is impossible not to mention
this result. The integrals one encounter, using the definition of the path integrals,
are all Gaussian, and thus the results can be obtained exactly, without any approx-
imations.
The harmonic oscillator is a particle with mass m moving in a one-dimensional
potential
V =
m2Ω2
2
x2 (5.11)
Feynman’s result for the transition amplitude from the initial point x to the final
poin y rotated into the Euclidean time τ has the form
Gosc(x, y, τ) =
√
mΩ
2pi~ sinh Ωτ
exp
[
−( mΩ
2~ sinh Ωτ
)((x2 + y2) cosh(Ωτ)− 2xy)
]
(5.12)
Although it is not very transparent yet at this point, let us note that the ex-
pression in the exponent has a simple physical meaning: it is the classical action
S[x(τ)]/~ for the classical path, connecting the points. The pre-exponet factor
includes all quantum/thermal fluctuations around this classical path. All semiclas-
sical expressions for the amplitude we will get below will have such form, although
only for the harmonic oscillator (and a couple of other related problems, like motion
in magnetic field) such expressions are exact.
The diagonal element of the density matrix, or the probability to find a particle
at the point x corresponds to periodic paths, as we argued above. So, setting y = x
and τ = β = ~/T one finds that the particle distribution of a harmonic oscillator
3Note that if we would keep ~ 6= 1, the one in β and in the exponent exp(−S/~) would cancel out,
confirming the classical nature of this limit.
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at any temperature has Gaussian form
P (x) =
√
mΩ
2pi~sinh(~Ωβ)
exp
(
− x
2
2〈x2〉
)
(5.13)
The (temperature-dependent) width is given by
〈x2〉 = 1
2mΩ
coth
(
Ω
2T
)
(5.14)
This expression, which we will meet a lot later in the book, has two important
limits. At small T → 0 the width corresponds to the quantum mechanical ground
state wave function ψ0(x) of the oscillator. In the opposite limit of high T → ∞
it corresponds to the classical thermal result 〈x2〉 = TmΩ2 . Let me rewrite this
expression with coth once again, in order to elucidate its physical nature. Since
for harmonic oscillator the total energy is just twice the potential energy, which
is related to mean 〈x2〉, we also have an expression for the mean energy of the
oscillator at temperature T . It can be put into the familiar “physical” form
〈E〉 = Ω
(
1
2
+
1
eΩ/T − 1
)
(5.15)
Now one sees the meaning of the two terms in the bracket: they are the energies
corresponding to (T -independent) zero-point quantum oscillations (familiar from
the QM courses) plus the energy of the thermal excitation (familiar from the SM
courses). Note that we automatically get correct Planck (or Bose) distribution from
the transition amplitude in Euclidean time.
5.2 Euclidean minimal action (classical) paths: fluctons
Before we go into technical detail, let us clarify the goals and the setting in which
semiclassical approximation will be used. Imagine, for pedagogical reasons, a parti-
cle in a potential V (x). Without quantum/thermal fluctuations, a classical particle
would be located at its minimum xmin (for now, let it be the only one). Includ-
ing those, one however finds certain nonzero probability P (x) for a particle to be
at any point. In Euclidean time path integral formalism, this probability is given
by an integral over periodic paths, which start and end at x. Since the weight
is exp
( − S[x(τ)]), the path with the smallest action should give the largest con-
tribution. Furthermore, we know how to find such a path: it satisfies classical
(Euclidean) equation of motion, and this is what we will do below in this section.
The semiclassical approximation – the dominance of this path – would be justified,
as soon as the corresponding action is large
Scl ≡ S[xcl(τ)] ~ (5.16)
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Such classical paths were called fluctons in [Shuryak, 1988]. In order to find
them note first that putting imaginary unit into time flips the sign of the kinetic
energy. For the equation of motion it is the same as flipping the sign of the potential,
so that its minimum becomes a maximum.
The paths should have Euclidean time period β = ~/T . For simplicity, let us
start with “cold” QM, or vanishingly small T , β → ∞. Little thinking of how to
arrange a classical path with a very long period leads to the following solution: the
particle should roll to the top of the (flipped) potential with exactly such energy
as to sit there for very long time, before it will rall back to the (arbitrary) point
x0 from which the path started. The classical paths corresponding to relaxation
toward the potential bottom take the form of a path “climbing up” from arbitrary
point x0 to the maximum, see Fig. 5.1
Let us start with the harmonic oscillator, as the unavoidable first example. For
simplicity, let us use units in which the particle mass m = 1 and the oscillator
frequency Ω = 1, so that our (Euclidean) Lagrangian 4 is written as
LE =
x˙(τ)2
2
+
x(τ)2
2
. (5.17)
Because of this sign, in Euclidean time τ the oscillator does not oscillate eit but
relaxes e−τ . For harmonic oscillator, the classical equations of motion (EOM)
are of course not difficult to solve: but it is always easier to get solutions using
energy conservation. Since we are interested in solution with zero energy E = 0
they correspond to x˙2 = 2V (x). The boundary conditions are x0 at τ = 0 plus
4Note again the flipped sign of the potential term: in Minkowski time the potential has sign minus.
Fig. 5.1 Sketch of the flucton path climbing toward the (flipped) minimum of the potential.
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periodicity on a circle with circumference β. This solution is
xflucton(τ) = x0
(
eβ−τ + eτ
)
eβ + 1
. (5.18)
defined for τ ∈ [0, β]. The particle moves toward x = 0 and reach some minimal
value, at τ = β/2, and then returns to the initial point x0 again at τ = β. Due to
periodicity in τ , one may shift its range to τ ∈ [−β/2, β/2]: The minimal value at
τ = β/2
xmin =
x0
cosh(β/2)
→β→∞ 0
is exponentially small at low temperature: climbing to the potential top at x = 0
is nearly accomplished, if the period is large.
The solution in the zero temperature or β → ∞ limit simplifies to x0e−|τ |. In
the opposite limit of small β or high T , there is no time to move far from x0, so in
this case the particle does not move at all.
The classical action of the flucton path is
Sflucton = x
2
0 tanh
(
β
2
)
, (5.19)
it tells us that the particle distribution
P (x0) ∼ exp
(
− x
2
0
coth(β2 )
)
, (5.20)
is Gaussian at any temperature. Note furthermore, that the width of the distribu-
tion
< x2 > =
1
2
coth
(
β
2
)
=
1
2
+
1
eβ − 1 , (5.21)
can be recognized as the ground state energy plus one due to thermal excitation,
which we already mentioned at the beginning of the chapter. So, we have repro-
duced well known results for the harmonic oscillator, see e.g. Feynman’s Statistical
Mechanics [Feynman, 1972].
(II). Our next example is the symmetric power-like potential
V =
g2
2
x2N , N = 1, 2, 3, . . . , (5.22)
for which we discuss only the zero temperature β = 1/T →∞ case. The (Euclidean)
classical equation at zero energy x˙
2
2 = V (x) has the following solution
xfluct(τ) =
x0(
1 + g(N − 1)xN−10 |τ |
)N−1 , x0 > 0, (5.23)
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with the action
S[xfluct] =
2 g xN+10
N + 1
, (5.24)
hence
P (x0) ∼ exp
(
−2 g x
N+1
0
N + 1
)
, (5.25)
which is in a complete agreement with WKB asymptotics at x0 →∞
(III). The third example is the anharmonic potential of the kind
V =
1
2
x2 (1 + g x2) , g > 0 , (5.26)
at zero temperature β = 1/T → ∞. The classical flucton solution with the energy
E = 0 is given by
xfluct(τ) =
√
g x0
cosh(τ) +
√
1 + g x20 sinh(τ)
, (5.27)
which leads to the flucton action
S[x0] =
2
3
(1 + g x20)
3
2 − 1
g
. (5.28)
In the limit x0 →∞ we obtain
S[xfluct(τ)] =
2
√
g
3
x30 +
1√
g
x0 − 2
3g
+O(
1
x0
) . (5.29)
in complete agreement with the asymptotic expansion of the ground state wave
function squared .
Fig. 5.2 Sketch of the flucton path climbing toward the (flipped) double-well potential minimum
.
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Fig. 5.3 Time dependence of the classical flucton solution yfluct(τ) for x0 = 2, λ = 0.1.
(IV) However, for the most detailed studies we select another example, the
quartic one-dimensional potential, also known as the double-well problem
V (x) = λ (x2 − η2)2 , (5.30)
with two degenerate minima. Tunneling between them will be subject of our sub-
sequent studies later.
Standard steps are selecting units for η such that motion in a single well are in
first approximation like in harmonic oscillator with frequency ω = 1. We will also
shift the coordinate by
x(τ) = y(τ) + η , (5.31)
so that the potential (21) takes the form
V =
y(τ)2
2
(
1 +
√
2λy(τ)
)2
, (5.32)
corresponding to harmonic oscillator well at small y. The second minimum is shifted
to negative y.
The flucton path for the case x0 is outside of a maximum (see Fig.5.2) now takes
the form
yfluct(τ) =
x0
e|τ |(1 +
√
2λ x0)−
√
2λ x0
, (5.33)
We remind that in zero T case, or infinite circle β →∞, τ ∈ (−∞,∞), and solution
exponentially decreases to both infinities, see Fig.5.1. Its generalization to finite T
is straightforward.
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The action of this solution is
S[yfluct] = x
2
0(1 +
2
√
2λx0
3
) , (5.34)
and thus in the leading semiclassical approximation the probability to find the
particle at x0 takes the form
P (x0) ∼ exp
(
−x20 −
2
√
2λ
3
x30
)
(5.35)
In the weak coupling limit only the first term remains, corresponding to Gaussian
ground state wave function of the harmonic oscillator. In the strong coupling limit
the second term is dominant, and the distribution then corresponds to well known
cubic dependence on the coordinate. These classical-order results are of course the
same as one gets from a standard WKB approximation.
5.3 Quantum/thermal fluctuations in one loop
The paths close to classical ones can be written as
y(τ) = ycl + f(τ) (5.36)
Substituting it to the action, one can expand the result in powers of f , which is
presumed to be small. Since classical paths are extrema of the action, the expansion
always starts from the second order terms O(f2).
Taking the path integral over fluctuations around the classical path, in the Gaus-
sian approximation, leads to the following formal expression
P (x0) =
exp (−S[xflucton])√
Det (Oflucton)
× [1 +O(two and more loops)] , (5.37)
with the “flucton operator” Oflucton defined as
Of ≡ −f¨(τ) + V ′′(yfluct)f(τ) , (5.38)
In the case of the flucton classical solution (5.33) the potential of the fluctuations
we put into the form
V ′′(yfluct) = 1 +W ,
where
W =
6X(1 +X)e|τ |
(e|τ | −X +Xe|τ |)2 . (5.39)
The term equal to 1 is taken out, as it correspond to harmonic oscillator. The
expression with the determinant is “formal” because it is divergent, and get defined
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via its (re)normalization to that of the harmonic oscillator. Note that at X = 0 we
return to the harmonic oscillator case.
The classical path depends on 3 parameters of the problem, λ, x0 and Ω (which
we already put to 1): but in W the first two appear in one combination only
X ≡ x0
√
2λ . (5.40)
This observation will be important later.
There are several different method to calculate the determinant of the differential
operator: we will use two of them subsequently.
Method 1 is based on straightforward diagonalization of the operator. Like
for a finite matrix, this includes tedious calculation of all its eigenvalues and eigen-
modes. This was also the first method we used, and for pedagogical reasons we will
start with it.
Note that for X > 0 we discuss, W > 0 as well, and it exponentially decreases
at large τ . This potential is repulsive, and obviously it has no bound states5. At
large |τ | the nontrivial part of the potential disappears and solutions have a generic
form
ψp(τ) ∼ sin(p τ + δp) , (5.41)
with the so called scattering phase δp. Thus the eigenvalues of the operator O are,
for the double well example (5.39), simply,
λp = 1 + p
2 , (5.42)
and the determinant Det O is their infinite product. Its logarithm is the sum
log Det O =
∑
n
log(1 + p2n) , (5.43)
where the sum is taken over all states satisfying zero boundary condition on the
boundary of some large box.
The nontrivial part of the problem is not in the eigenvalues themselves, but in
the counting of levels. Standard vanishing boundary conditions at the boundary of
some large box, at τ = L, lead to
pnL+ δpn = pi n , n = 1, 2, . . . . (5.44)
At large L and n one can replace summation to an integral, resulting in the generic
expression
log Det O =
∑
n
log(1 + p2n) =
∫ ∞
0
dp
pi
dδp
dp
log(1 + p2) . (5.45)
5Another classical path, the instanton, much more discussed in literature, is different precisely at
this point: it leads to a zero and bound states, which lead to extra complications.
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After using few different numerical methods for particular values of the param-
eter X, we discovered that there exist exact (non-normalized) analytic solution for
the eigenfunctions of the form
ψp(τ) ∼ sin (p τ + ∆(p, τ)) F (p, τ) , (5.46)
with the following two functions
∆(p, τ) = arctan
[ −3p (1 + 2X)
1− 2p2 + 6X + 6X2
]
+ arctan
[
N
D
]
,
where
N = 3p[1 + 2X +X2 −X2e−2τ ] ,
D = (2p2−1)(1+X2)−2e−τ(2(1+p2)−e−τ (2p2−1))X+(2p2−1)e−2τ−4e−τ (1+p2) ,
F (p, τ) =
1
(eτ −X + eτX)2×
[
e4τ (1+5p2+4p4)+4e3τ (1+p2)
(
2−4p2+eτ (1+4p2)
)
X+
6e2τ
(
3+p2 +4p4 +4eτ (1−p2−2p4)+e2τ (1+5p2 +4p4)
)
X2 +4eτ
(
2(1−p2−2p4)+
6e2τ (1− p2 − 2p4) + 3eτ (3 + p2 + 4p4) + e3τ (1 + 5p2 + 4p4)
)
X3 +
(
1 + 5p2 + 4p4+
8eτ (1−p2−2p4)+8e3τ (1−p2−2p4)+6e2τ (3+p2+4p4)+e4τ (1+5p2+4p4)
)
X4
]1/2
.
It is important that at τ = 0 the solution (5.46) goes to zero: according to the
flucton definition all fluctuations at this time must vanish. At large time, where all
terms with decreasing exponents in ∆(p, τ) disappear and the remaining constant
terms define the scattering phase
δp = arctan
[
3p(1 + 2X)
1− 2p2 + 6X + 6X2
]
− arctan
[
3p
1− 2p2
]
. (5.47)
Comments:
(i) the scattering phase is O(p) at small p;
(ii) it is O(1/p) at large p and, thus, there must be a maximum at some p;
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(iii) for X = 0 two terms in (5.47) cancel out. This needs to be the case since in
this limit the nontrivial potential W of the operator also disappears;
(iv) at large time the amplitude F (5.46) goes to a constant, as it should.
The arctan-function provides an angle, defined modulo the period, and thus it
experiences jumps by pi. Fortunately, its derivative dδp/dp entering the determinant
(5.45) is single-valued and smooth. The momentum dependence of the integrand of
this expression for X = 4 is shown in Fig.5.4(a). Analytic evaluation of the integral
(5.45) was not successful, the results of the numerical evaluation are shown by points
in Fig.5.4(b). However, the guess 2 log(1 + X), shown by the curve in Fig.5.4(b)
happens to be accurate to numerical accuracy, and thus it must be correct. We will
demonstrate that it is exact below.
0 5 10 15 20
-0.6-0.4
-0.20.0
0.2
0.4
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0 20 40 60 80 100
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Fig. 5.4 (a)The integrand of (5.45), log(1 + p2)dδp/dp, versus p, for X = 4. (b) The integral
(5.45) vs parameter X: points are numerical evaluation, line is defined in the text.
Since the calculation above includes only a half of the time line, τ > 0, and the
other half is symmetric, the complete result for the logDetO should be doubled.
Substituting (5.47) to (5.45) we obtain a (surprisingly simple) exact result
Det (O) = (1 +X)4 . (5.48)
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Method 2 to calculate the determinant uses the Green function of the opera-
tor6. It satisfies the standard equation
− ∂
2G(τ1, τ2)
∂τ21
+ V ′′(yfluct(τ1))G(τ1, τ2) = δ(τ1 − τ2) (5.49)
and one can find two independent solutions of the l.h.s. being zero, and then find
the Green function itself. The result (for τ1, τ2 > 0) is
G(τ1, τ2) =
e−|τ1−τ2|
2
(
eτ1(1 +X)−X)2 (eτ2(1 +X)−X)2
[
8 e
1
2 (τ1+τ2+3 |τ1−τ2|)X3 (1+X)
− 8 e 12 (3τ1+3τ2+|τ1−τ2|)X (1+X)3+ e2 (τ1+τ2) (1 +X)4−6 e(τ1+τ2+|τ1−τ2|)X2 (1 +X)2 |τ1−τ2|
+ e(τ1+τ2+|τ1−τ2|)
(
6X4 (τ1 +τ2) + 12X
3 (1+τ1 +τ2)+ 6X
2 (3+τ1 +τ2)+4X−1
)
−e2 |τ1−τ2|X4
]
, (5.50)
The method relies on the following observation. When the fluctuation potential
depends on some parameter, it can be varied. In the case at hand (5.39), the
potential we write as
Vflucton = 1 +W (X, τ) ,
depends on the combination (5.40). Its variation resulting in extra potential
δVflucton =
∂W
∂X
δX (5.51)
which can be treated as perturbation: its effect can be evaluated by the following
Feynman diagram
∂ log Det (Oflucton)
∂X
=
∫
dτG(τ, τ)
∂Vflucton(τ)
∂X
, (5.52)
containing derivative of the potential as a vertex and the “loop”, the Green function
returning to the same time, see Fig.5.5. This idea relates the determinant and the
Green function 7 : if the r.h.s. of it can be calculated, the derivative over X can be
integrated back.
6For finite matrices, one also may find it easier to find the inverse matrix rather than do complete
diagonalization.
7The historical origin of this idea goes back to Brown and Creamer [Brown and Creamer, 1978], see
also [Corrigan et al., 1979], for gauge theory instanton. Zarembo [Zarembo, 1996] applied it for
the monopole and Diakonov et al, [Diakonov et al., 2004] for the calorons at nonzero holonomy.
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In the quartic double-well problem the “Green function loop” is
G(τ, τ) =
1
2
(
X − eτ (1 +X))4 (5.53)
×
(
−X4+8eτX3(1+X)−8e3τX(1+X)3+e4τ (1+X)4+e2τ (−1+4X+18X2+12X3+12X2(1+X)2τ)
)
,
and the “vertex”
∂Vflucton(τ)
∂X
=
6eτ
(
X + eτ (1 +X)
)(−X + eτ (1 +X))3 . (5.54)
 V G(⌧, ⌧)
Fig. 5.5 Symbolic one-loop diagram, including variation of the fluctuation potential δV and the
simplified “single-loop” Green function G(τ, τ).
With these expressions one can evaluate the r.h.s. of the relation (5.52), and
adding the same expression for negative time, one gets the result
∂ log Det (Oflucton)
∂X
=
4
1 +X
, (5.55)
which exactly agrees with the result (5.48) from the direct evaluation of the deter-
minant using the phase shift.
5.4 Two and more loops
Unlike the WKB-like semiclassical theory, the flucton-based version of the semiclas-
sical theory we discuss allows for systematic derivation of higher order quantum
corrections, defined in terms of conventional Feynman diagrams. The vertices can
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be calculated from higher order terms in expansion of the action in powers of fluc-
tuation f , of the order f3, f4, etc. 8
The other ingredient of the Feynman diagram method – the Green function
inverting the operator quadratic in f – should be calculated in a standard way, in
the flucton background. For some examples discussed above we already have such
Green functions, which has even passed a nontrivial test - producing the correct
determinant. So, using only standard tools from quantum field theory, the Feynman
diagrams in the flucton background, one can compute the loop correction to the
density matrix (5.37) of any order. For definiteness, we will show here the results
for the double-well potential. The only vertices we will need are the triple and
quartic ones, which follow from the cubic and quartic potential derivatives over x
v3(τ) =
6
√
2λ (X + eτ (1 +X))
−X + eτ (1 +X) , (5.56)
v4 = 24λ . (5.57)
The loop corrections in (5.37) are written in the form
[1 +O(two and more loops)] = 2
∞∑
n=0
Bn λ
n , B0 =
1
2
,
where Bn = Bn(X).
In 1+0 dimension of time-space we discuss (1-dimensonal quantum mechanics)
there are no ultraviolet divergences. There are infrared ones, which can be cancelled
out by subtraction from each diagram in the flucton background its analog for trivial
or vacuum path x(τ) = 0. This is done by subtracting the same expression with
the “vacuum vertices”
v3,0 = 6
√
2λ , (5.58)
v4,0 = 24λ , (5.59)
and the “vacuum propagator”
G0 = G(τ1, τ2) |X→0 =
e−|τ1−τ2|
2
− e
−τ1−τ2
2
. (5.60)
The two-loop correction B1 we are interested in can be written as the sum
of three diagrams, see Fig.5.6, diagram a which is a one-dimensional integral and
diagrams b1 and b2 corresponding to two-dimensional ones.
8Later in this chapter we will apply similar approach to the tunneling and “instanton” paths. In
that case the quadratic operator admits zero modes, and the Green function needs to be defined
in a subspace normal to them. As shown in [Aleinikov and Shuryak, 1987; Escobar-Ruiz et al.,
2015], the Jacobian of the orthogonality condition generates additional diagrams, not following
from the action. It is for this reason we postpone discussion of instantons in this text.
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Explicitly, we have
a ≡ − 1
8λ
v4
∫ ∞
0
[G2(τ, τ)−G20(τ, τ)]dτ =
3
560X2(1 +X)4
(5.61)
×
(
24X−60X2−520X3−1024X4−832X5−245X6+24(1+X)2(1+2X)(−1+6X(1+X)) log(1+X)
+288X2(1 +X)4PolyLog
[
2,
X
1 + X
])
,
here PolyLog[n, z] =
∑∞
k=1 z
k/kn is the polylogarithm function and
b1 ≡ 1
12λ
∫ ∞
0
∫ ∞
0
[v3(τ1) v3 (τ2)G
3(τ1, τ2)− v3,0v3,0G30(τ1, τ2)] dτ1 dτ2 (5.62)
=
1
280X2(1 +X)4
×
(
− 24X + 60X2 + 520X3 + 1024X4 + 832X5 + 245X6
+24(1+X)2
(
1− 4X − 18X2 − 12X3) log(1+X)−288X2(1+X)4PolyLog [2, X
1 + X
])
,
b2 ≡ 1
8λ
∫ ∞
0
∫ ∞
0
[
v3(τ1) v3 (τ2)G(τ1, τ1)G(τ1, τ2)G(τ2, τ2)− v3,0v3,0G0(τ1, τ1)G0(τ1, τ2)G0(τ2, τ2)
]
dτ1 dτ2(5.63)
= − 1
560X2(1 +X)4
×
(
24X − 60X2 + 1720X3 + 5136X4 + 4768X5 + 1435X6
+24(1+X)2
(−1 + 4X + 18X2 + 12X3) log(1+X)+288X2(1+X)4PolyLog [2, X
1 + X
])
.
b1a b2
−
12
111
8 8
Fig. 5.6 Diagrams contributing to the two-loop correction B1 = a + b1 + b2. The signs of
contributions and symmetry factors are indicated.
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Adding all two-loop corrections one finds an amazingly simple form,
B1 ≡ a+ b1 + b2 = −X(4 + 3X)
(1 +X)2
, (5.64)
in which all log and PolyLog terms disappear!9
The combined results for the probability to find a particle at point x0 in the
quartic double-well potential at zero temperature is, with the two-loop accuracy
P (x0) ∼ e
−X22λ −X
3
3λ
(1 +X)2
(
1− λX(4 + 3X)
(1 +X)2
+O(λ2)
)
, (5.65)
where, we remind, X =
√
2λx0. Note that X = −1 is indeed a singularity of the
potential, located in the unphysical domain.
The x0 dependence of (5.65) is plotted in Fig. 5.7 by the thick line. The thin
line is asymptotics derived in appendix A: since x0-independent constant remained
unknown we normalized it to our curve at large distances. Their comparison shows
good agreement for x0 > 1.
Although derived semiclassically, and thus formally valid for large flucton action
only, our answer is also obviously correct at small x0, where it merges with the
answer for harmonic oscillator.
Let us finally compare the results obtained with those one get from standard
asymptotic analysis of the Schreodinger eqn. where the double-well potential in
shifted coordinates we use is
V (y) =
y2
2
+
√
2λ y3 + λy4 . (5.66)
Note that it smoothly goes to the harmonic oscillator at λ → 0. Introducing the
phase φ(y) = − log Ψ(y) we move to the Riccati equation,
∂2yφ− (∂yφ)2 = 2E − 2V (y) , (5.67)
to which one can plug the asymptotic expansion at |y| → ∞ and obtain all the
coefficients (cf. [Turbiner, 2010])
φ =
1
3
√
2
√
λ|y|y2 + 1
2
y2 − d log |y|2 +
1 + 2E
2
√
2λ
1
|y| −
1
8λ y2
+ . . . , (5.68)
9One way to prove that it must be so was found by [Escobar-Ruiz et al., 2017] using general-
ized Bloch equation for the wave function. Note however that in explicit QFT calculations of
multi-loop diagrams one also find cancellations of irrational contributions, present in individ-
ual diagrams but absent in their sum. Such cancellations, to our knowledge, remain mysterious
unexplained phenomena, only seen from explicit calculations.
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where d = 1/2. The first two terms in the expansion are classical coming from
classical Hamilton-Jacobi equation, log-term reflects an intrinsic property of the
Laplacian: y is zero mode or kernel, this term comes from determinant, asymptoti-
cally the determinant behaves like |y|2, where d is degree with which it enters to the
wavefunction. Note that a constant, O(x00) term is absent: it can not be obtained
from the Riccati equation containing derivatives only. Note also that so far the
energy remains undefined: to find it one needs to solve the equation to all x. The
last terms are true quantum corrections, decreasing at large distances. Intrinsically,
this expansion corresponds to the ground state: it implies that the eigenphase φ
has no logarithmic singularities at real y. Quantization for the Riccati equation
implies a search for solutions growing at large y with finite number of logarithmic
singularities at real finite y. For the nth excited state the first two growing terms
in (5.68) remains unchanged while log-term gets integer coefficient, (n + 1) log |y|,
see [Turbiner, 2010].
Multiplying by 2 (path integral is for density matrix, or wave function squared)
one finds, as expected, that the first two terms coincide with the classic action of
the flucton. For the determinant one needs to expand at large x0
log(1 +
√
2λx0) = (5.69)
log(x0) + log(
√
2λ) +
1√
2λx0
+ . . . ,
and observe that the leading term agrees with the log |y| term in the asymptotic
expansion (5.68).
The two-loop correction B1 λ found in the text (5.64) expands in inverse powers
of x0 as follows
− λ X(4 + 3X)
(1 +X)2
= −3λ+
√
2λ
x0
+ . . . , (5.70)
where X =
√
2λx0, see (5.40).
In order to compare the 1/x0 terms in the last two expressions one needs to
substitute the ground state energy to O(λ) accuracy
E =
1
2
− 2λ + . . . , (5.71)
to the O( 1x0 ) term in (5.68). After that one finds agreement with both O(
1
x0
) terms
given in (5.69,5.70).
Similar calculations has been made for other quantum-mechanical examples. Let
me just mention Sine-Gordon potential
V =
1
g2
(1− cos(gx)) (5.72)
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for which the expression for the 0-1-2 loop expansion has a simpler form
−log(|ψ0(x)|2) = 16
g2
sin2(
gx
4
)− 2log|cos(gx
4
)|+ g
2
32
tan2(
gx
4
) + ... (5.73)
One can see that even for g = 1 the second term is few percent and the third few per
mill of the classical term, for all x. So the series over the fluctuations corrections
are indeed well convergent. This is in strike contrast with the WKB, in which the
next-to-classical correction 1/
√
p(x) (where p(x) is momentum) has an unphysical
singularity at the turning point.
0.0 0.5 1.0 1.5 2.0 2.5 3.0
10-8
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1
Fig. 5.7 The probability P (x0) to find particle at location x0 for λ = 0.1. The thick line is our
result (5.65), thin line is its asymptotics.
5.5 Path integrals and the tunneling
Tunneling through classically impenetrable barrier is perhaps the most amazing
consequence of quantum mechanics. It was discovered already in 1927-1928 when it
was just few months old. First came Friedrich Hund who in 1927 studied splitting
of molecular states, and came to the problem of the energy levels of a double-well
potential, exactly the problem we will discuss in detail. Soon after that came a
note [Mandelstam and Leontowitsch, 1928] that (then-new) Schreodinger equation
allows particle to go through classically forbidden regions.
But by far the most famous paper10 is that by George Gamow [Gamow, 1928],
who demystified alpha-decay of heavy nuclei. The apparent puzzle was why Ruther-
ford scattering experiments with alpha particles demonstrated existence of the re-
pulsive barrier of the height of 10 MeV or more, while in the decay of the same
10The paper [Gurney and Condon, 1928] with a similar idea (but without the analytic Gamow
factor) was submitted the next day after the Gamow’s one. My advice to the reader is obvious;
never delay a paper, even for a day.
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nuclei alpha particles emerged with smaller energies, of only few MeV. The tunnel-
ing probability is the square of the famous Gamov factor in the amplitude, which
is
PGamov ∼ exp
[
−2pi(2e
2)(Z − 2)
hv
]
(5.74)
The 2(Z−2) in the numerator is the product of the electric charges of the alpha-
particle and the remaining nucleus. The main factor in the denominator, v, is the
velocity of the outgoing alpha particle. This expression thus has the characteristic
small parameter v in denominator of the exponent, as many other non-perturbative
phenomena we will discuss. It explains why it takes up to billion years to decay, in
spite of the fact that would-be alpha-clusters beat against the wall about 1022 times
per second11. The first semiclassical WKB approximation, which we all learned in
quantum mechanical courses, was developed in 1926. It was sufficient to explain
tunneling in one-dimensional (or rather spherically symmetric radial) case.
Many years later, in 1950’s, when one might think the subject is completely
worked out, Feynman introduced his formulation of quantum mechanics in terms of
path integrals. He also realized that paths integrals are easier to do in an imaginary
Euclidean time τ = it, defined (what we no call) a “Matsubara circle” with the
circumference β = ~T , and proceeded to paths integral formulation of the finite
temperature theory.
Using Euclidean-time paths to evaluate the tunneling rate has been perhaps done
in 1931, by Sauter [Sauter, 1931] for electron pair production in constant electric
field. This calculation has been confirmed in 1930’s by Heisenberg and Euler via
their effective ED Lagrangian, and finally in 1950’s solved exactly by Schwinger.
Sauter’s path starts as a e+e− pair at the point x = 0. The energy of an electron is√
p2 +m2−eEx, and it must be zero at the initial point: so p = im, the momentum
is Euclidean. At the final points of the Euclidean path x = ±m/eE the momenta
can vanish p = 0: from this point it will be real or Minkowskian. The rest I would
leave to the reader as
Exercise: Derive the Euclidean tunneling path and the corresponding action for
the production of a pair of massive scalar particle in a homogeneous electric field.
Discussion of the Euclidean particle paths related to tunneling has been revived
by [Polyakov, 1977], following a discovery of the (Euclidean) instanton solution
of the gauge theory. For early pedagogical review, including the one-loop (de-
terminant) calculation by the same tedious scattering-phase method seeABC’s of
instantons [Vainshtein et al., 1982] . Two-loop corrections were first calculated in
[Aleinikov and Shuryak, 1987], some technical errors in it were corrected by Wohler
and myself in [Wohler and Shuryak, 1994]. Three loop corrections have been calcu-
11Another advice to the reader; anything may happen once somebody is persistent enough, few
or even lots of failures never prove that something is impossible.
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lated by [Escobar-Ruiz et al., 2015].
As in the discussion of fluctons above, the main setting is the same. A usage
of Euclidean time leads to successful description of motion in the “classically for-
bidden” region under the barrier. The minimal action – and thus classical – paths
are the most probable ones., since the weight is exp(-S[x(τ)]). and thus we look for
minima of the action.
The Euclidean path method is much more powerful than WKB since it can be
used in multi-dimensional problems. While our applications will be in QFTs such
as pure gauge theory, let us note that they are successfully used in chemistry and
even biology (e.g. describing the protein folding paths [Faccioli, 2011]).
We will continue to use the usual toy model, a double-well potential, with the
Euclidean action
S =
∫
dτ [m
x˙2
2
+ λ(x2 − f2)2] (5.75)
in which the dot means the derivative over τ , not time. This potential has two
minima at ±f , known as the two ”classical vacua”.
The energy levels of this system can be derived at three levels of sophistication;
(i) If one first ignores tunneling, those are given by zero point oscillations in each
well, with the energy
E0 = ω/2, ω = f
√
8λ (5.76)
In order to have better contact with the gauge theory later in the chapter, we will
eliminate f from all expressions substituting it by the ω just defined. The maximal
hight of the barrier, for example, is then Vmax = ω
4/64λ, etc.
(ii) At small value of the only dimensionless parameter of the model λ/ω3  1
(the high barrier limit), one can further calculate a whole series of perturbative
corrections which go as powers of this parameter,
E0 =
ω
2
[
1 + ΣnCn(λ/ω
3)n
]
(5.77)
One use Feynman diagrams to calculate these corrections, corresponding to fluctu-
ations around a “lazy path” x(τ) = 0.
(iii) Finally one may take into account the tunneling phenomenon. The left-right
degeneracy of the levels is then lifted, substituted by symmetric and antisymmetric
wave functions under the parity transformation x↔ −x. Their energies
E± =
ω
2
[
1∓
√
2ω3
piλ
e−
ω3
12λ
]
(5.78)
are thus separated by exponentially small gap.
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Standard textbook description of tunneling goes as follows. Since the energy is
conserved, one can read the Hamiltonian H = Ekinetic + V (x) where
Ekinetic = pˆ
2/2m = −∂
2
xψ
ψ
1
2m
In a classically allowed region, Ekinetic > 0 the wave function resembles a wave ψ ∼
exp(ipx) with real p. In a classically forbidden region Ekinetic < 0, the momentum
should be imaginary and therefore the wave function just decreases ψ ∼ exp(−|p|x).
The word ’tunneling’ hints that one can pass the mountain (the barrier due to
a repulsive potential) not by climbing and then descending from it, but by going
through it, as if there be a path through, the tunnel. The point of this section is
to show that not only one can imagine a path through the mountain, it is easy and
useful to find them, and even identify the best ones among them, the instantons.
If p is imaginary, one may interpret it as a motion in imaginary time τ = it. As
we already mentioned, classical equation of motion
m
d2x
dτ2
= +
dV
dx
(5.79)
correspond to flipping the potential upside down!
Fig. 5.8 Sketch of the instanton path, going from one (flipped) minimum of the potential to the
other.
The instantons we are looking for would be classical paths between two classical
vacua, in a flipped potential V → −V , see Fig.5.8. As usual, It is easier to find
it using energy conservation. Note that the path we are looking goes from one
minimum to another one (see Fig.5.8) must be at the total energy E = 0. The
resulting solution, the instanton , is thus
xcl(τ) = f tanh[
ω(τ − τ0)
2
] (5.80)
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The tunneling probability is given by the corresponding action P ∼ exp(−Scl),
which is twice the average potential energy, so
Scl = 2
∫
dτλ[x2cl − f2]2 =
ω3
12λ
(5.81)
Note that it reproduces the exponent in 5.78.
Exercise: Derive the Gamov factor (5.74) using the classical under-the-barrier
path in Euclidean time.
5.6 The zero mode and the dilute instanton gas
The next step, as for the flucton, is to write the general tunneling path as small
quantum deviations from the classical path
x(τ) = xcl(τ) + δx(τ) (5.82)
and expand the action in powers of quantum corrections δx(τ). In the quadratic
order
S = Sclassical + (1/2)
∫
dτδx(τ)Oˆδδx(τ) (5.83)
the differential operator at the instanton path takes the form
Oˆ = −m
2
d2
dτ2
+
δ2V
δx2
|x=xcl = −
m
2
d2
dτ2
+ 4λ(3x2cl − f2) (5.84)
At time distant from the mid-tunneling moment (to be called also the position of
the instanton) τ0, the last term is just constant, 8λf
2. But around τ0 and this last
term is strongly changing and it is negative, unlike that for the flucton.
This observation leads to significant modifications of the one-loop theory for
instantons. Unlike in the flucton case, now the equation has not only the scattering
states, but also two localized (bound states) solutions. The lowest eigenvalue is zero,
0 = 0, and the next is positive 1 =
3
4ω
2 but below the scattering state energy.
The wave function for the zero mode is
x0(τ) ∼ 1
cosh2(ωτ/2)
(5.85)
and one can find the normalization constant from the usual normalization condition∫
dτx2n = 1 to be const =
√
3ω/8.
Every zero should have a simple explanation. And indeed, this one has a simple
origin: it is due to time translational symmetry in the problem. Indeed, the action
cannot depend on the instanton displacement in time12 The zero mode can be
12 Note that in the case of flucton the path is “pinned” at certain point at τ = 0, so there was no
time shift symmetry and no zero mode.
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obtained very simply, by differentiation of the instanton solution over its time τ0
x0(τ) = S
−1/2
0
d
dτ0
xcl(τ − τ0) (5.86)
Exercise: Check this statement by putting this function into the fluctuation
equation Oˆψ0 = 0.
Now, if the operator in question has a zero eigenvalue, its determinant is zero too.
Since for Gaussian integral over fluctuations the (sqrt) of the determinant appears
in denominator, the tunneling probability we discuss is in fact infinite! Indeed,
we encounter here (the simplest case of) the so called ’valleys’ in the functional
space: one of the integrals is actually non-Gaussian; zero eigenvalue means that
nothing prevents large amplitude of fluctuations in the corresponding direction in
the Hilbert space.
The solution to this problem is however quite simple; one may not take this
integral at all! All we have to do is to rewrite the integral over dC0 as the integral
over the collective coordinate τ0. Consider a modification of C0 by dC0. The path
changes by dx = x(τ)dC0 (remember the definition x(τ) = Σncnxn(τ)). At the
same time we have another definition of the zero mode from which it follows
dx =
dxcl
dτ0
dτ0 = −
√
S0x0(τ)dτ0 (5.87)
Equalizing two expressions for dx, we have
dC0 =
√
S0dτ0 (5.88)
Returning to our functional integral over the quantum fluctuation, we now have
the following form for it∫
Dδx(τ)e−S = e−Scl
∏
n>0
√
2pi
n
√
S0
∫
dτ0 (5.89)
The product here is the determinant without the zero mode, often called det′(Oˆ).
It is finite and its calculation will be done below. But before we engaged in it, let us
first explain what to do with the divergent integral over the τ0. Suppose the whole
path integrals is taken over some finite time, from 0 to τmax; then the contribution
of tunneling – described by the instanton-type path– grows linearly with τmax. One
may say that the finite quantity is the transition probability per unite time, but it
is not a satisfactory solution in the long run. If τmax is very large, it may overcome
the smallness of the exponent. If so, the amplitude is no longer small and one has
to think about ensemble of many instantons.
Suppose one has a path with n instantons (anti-instantons), placed at τ1 < ... <
τn < τ0, If they are all separated sufficiently far from each other, (as one says, the
instanton gas is dilute) the action is the sum of actions. Furthermore, determinants
become factorized, and the expression for the transition amplitude in this case reads
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as
G(f,−f, τ0) = [
√
ω/piexp−ωτ0/2][
√
6S0/pie
−S0 ]n
∫ τ0
0
ωdτn...
∫ τ2
0
ωdτ1 (5.90)
where integrals are done over ordered positions. The factor which repeatedly ap-
pears here
d =
√
6S0
pi
e−S0ω (5.91)
we will call the instanton density (per unit time). One can relax the nesting con-
dition on the tunneling moments by integrate over all interval, but then dividing
the result by the n factorial. It looks then like the exponential series, but since n is
actually odd one gets the following final expression for the Green function
G(f,−f, τ0) = [
√
ω/piexp−ωτ0/2] sinh[
√
6S0
pi
e−S0ωτ0] (5.92)
Now, it may be used for any time. If it is very large, one has another asymptotic
of the sinh, the exponential one, and notice that the total dependence on τ0 is now
again exponential, with the corrected ground state energy
E0 =
ω
2
−
√
6S0
pi
e−S0ω (5.93)
Note that it is precisely what one also gets for level shift from the Schroedinger
equation in the semiclassical approximation.
Even if the instanton gas is dilute, it is still interesting to ask what happens
if two instantons are close, τk − τk−1 ∼ 1/ω. Then they certainly do interact,
because the total action is actually less than 2S0. Numerical studies indeed show
that there is strong positive correlation between the instanton positions at smaller
time intervals. We will return to interacting instantons later.
Finally, let me introduce the last issue of this section, related with the so called
correlation functions of the coordinates. Those characterize properties of the ground
state, and in particular show the crucial role of the dilute instanton gas. The
simplest observable we can think of is just the particle coordinate, so let us define
the correlator of the coordinates as
K(τ1 − τ2) =< x(τ1)x(τ2) > (5.94)
where averaging is supposed to be done by appropriately weighted quantum paths.
We imagine now the length of all paths τ0 to be infinite, so the correlator depends
only on the time difference.
Recalling the “old fashioned” quantum mechanical expressions, one can use ma-
trix elements of the coordinate operator, and write this functions as a sum over
stationary states which can be excited by the operator of the coordinate
K(τ) = Σn| < 0|x|n > |2exp(−Enτ) (5.95)
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This function is not only positive but it is a monotonously decreasing one. Although
the sum runs over all states, only parity odd ones can be excited by the coordinate
operator. For example, symmetric ground state is absent in this sum, because
< 0|x|0 >= 0.
Thus, if one knows the correlation function at large times, one knows E1, the
lowest parity odd state as well. This is analogous to what we will do in chapter 6
for calculation of the lowest excitations in QCD, mesons and baryons.
Now, let us try to understand how the correlation function looks like, if we do
not specifically interested in large times. Clearly, the problem has two time scales;
(i) perturbative scale τpert = 1/ω and (ii) tunneling scale τtunneling, the inverse
tunneling rate.
If one imagines the particle is sitting in the same well all the time, the correlator
is K(τ) ≈ f2. However, the tunneling kills the correlation, and eventually K(τ)→
0. One can write approximately the paths as sequence of steps or kinks
x(τ) = f
∏
i
sign(τ − τi) (5.96)
and calculate the correlation function
K = f2
Σn
∫
Πndτnd
nsign(τ − τi)sign(−τi)
Σn
∫
Πndτndn
(5.97)
where d=
√
6S0/pie
−S0ω. Its large-time limit is
K(τ) ∼ exp(−2τd) (5.98)
Comparing it to the expression above, one gets the gap, the energy splitting between
the vacuum and the first excited state, E1−E0 = 2d. Intuitively 2 appears because
of instanton plus the anti-instantons.
Summarizing this discussion; if the classical action is large S0  1 (actually,
much larger than the Plank constant), the ensemble of paths is an exponentially
dilute gas of instantons and anti-instantons. All such paths together lead to ’expo-
nentiation’ of tunneling correction, and corresponding to the negative shift of the
ground state energy. They also randomize the sign of the coordinate and create the
gap between the vacuum and the excited states. As we will see later in the chapter,
exactly the same thing happens in gauge theories.
Exercise Derive the expression (5.98) for the correlator of coordinates in dilute
instanton gas approximation.
5.7 Quantum fluctuations around the instanton path
The Feynman rules, as usual, are based on vertices, calculated from the derivatives
of the potential over δx in various powers (large than 2), and propagators(Green
functions), inverting the quadratic form Oˆ. There are two complications:
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• this inversion should be made in the “primed” subspace excluding the zero mode.
• jacobian related with collective coordinate leads to new type of Feynman diagrams,
not following from the action.
Starting with the one-loop calculation, one needs to calculate the “primed”
determinant of the operator (5.84) over all non-zero modes. Fortunately, since the
quadratic form Oˆ in this case corresponds to exactly solvable equation, one may
proceed with the most direct method of its calculation – the direct diagonalization.
One can determine the scattering phase δ(k) and summing log of all eigenvalues with
the appropriate level counting. We would not reproduce this tedious calculation
here, the interested reader can find it in [Vainshtein et al., 1982].
The second method – using a loop diagram and the Green function – does
not work in this case, although it provides a very nontrivial test for the Green
function: discussion of this can be found in Appendix in [Escobar-Ruiz et al., 2016]
. We will skip calculation of the instanton determinant, and proceed directly to the
Green function and higher order corrections, following [Wohler and Shuryak, 1994;
Escobar-Ruiz et al., 2015]. We will of course not give full details of these calculations
here, and only present the results, with some comments.
To next order in 1/S0, the tunneling amplitude can be written as
〈−f |e−Hτ |f〉 = |ψ0(f)|2
(
1 +
2A
S0
+ . . .
)
(5.99)
e
[
−ωτ2
(
1+ BS0
+...
)]
2d
(
1 +
C
S0
+ . . .
)
τ,
where corrections, A and B are those to the wave function at the minimum and
to the energy due to anharmonicity of the oscillations. These two corrections are
unrelated to tunneling and we can get rid of them by dividing the amplitude by
〈f | exp(−Hτ)|f〉, in which they appear in the same way. We are interested in
the coefficient C, the next order correction to the tunneling amplitude (instanton
density d) and eventually to the level splitting.
Step one is the calculation of the propagator (the Green function) of the dif-
ferential operator Oˆ we defined above. It however has the following complication:
unlike in the case of the flucton path, the instanton operator has a zero mode. Thus,
strickly speaking, it cannot be inverted!
Yet the inversion is still uniquely defined in a Hilbert subspace orthogonal to the
zero mode. Note that delta function in the r.h.s. of the Green function equation
can be written as follows13
δ(τ − τ ′) =
∑
λ 6=0
ψ∗λ(τ)ψλ(τ
′) +
∑
λ=0
ψ∗λ(τ)ψλ(τ
′) (5.100)
13We write the sum over zero modes for generality, assuming there may be several of them. In
the problem we study now there is only one zero mode, corresponding to time-shift symmetry
of the instanton path.
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which expresses completeness of the set of all eigenvalues, zero and nonzero.
In a subspace orthogonal to zero modes one can define a new Green function
G⊥(τ, τ ′) satisfying a modified equation with a new r.h.s.
OˆG⊥(τ, τ ′) = δ(τ − τ ′)− ψ0(τ)ψ0(τ ′) (5.101)
Although we will from now on drop the subscript ⊥ on the Green function, this is
the one which is to be used below. Its analytic form is
G(x, y) = G0(x, y)
[
2− xy + 1
4
|x− y|(11− 3xy) + (x− y)2
]
(5.102)
+
3
8
(
1− x2) (1− y2) [log (G0(x, y))− 11
3
]
where x = tanh(τ/2), y = tanh(τ ′/2) and the perturbative Green function near
trivial vacuum in this notations is
G0(x, y) =
1− |x− y| − xy
1 + |x− y| − xy
Exercise: Check that it is indeed orthogonal to the zero mode, in respect to both
of its variables.
Fig. 5.9 Two-loop diagrams contributing to the instanton amplitude. The signs of contributions
and symmetry factors are indicated. The only difference with the flucton case is the appearance
of the new diagram c.
There are four diagrams at the two loop order, see Fig.5.9. The first three
diagrams are of the same form as for the flucton path. Subtracting the contributions
of the same diagrams around the trivial path x(τ) = 0 , one gets rid of the effects far
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from the tunneling event: this is so-to-say infrared renormalization of the diagrams.
Their contributions are
a = −3
∫ ∞
−∞
dt
(
G2(t, t)−G20(t, t)
)
= − 97
1680
(5.103)
b1 = 3
∫ ∞
−∞
∫ ∞
−∞
dtdt′
(
tanh(t/2) tanh(t′/2)G3(t, t′)−G30(t, t′)
)
= − 53
1260
b2 =
9
2
∫ ∞
−∞
∫ ∞
−∞
dtdt′
(
tanh(t/2) tanh(t′/2)G(t, t)G(t, t′)G(t′, t′)−G0(t, t)G0(t, t′)G0(t′, t′)
)
= − 39
560
.
However, unlike for the flucton path, now there appear a new series of diagrams
introduced in [Aleinikov and Shuryak, 1987] and not following from classical action.
Indeed, all fluctuations under consideration should be orthogonal to the zero mode∫
dτδx(τ)x0(τ) = 0 (5.104)
Inserting into the functional integral the delta function with this condition a la
Faddeev and Popov, one finds the Jacobian which generates tadpole graphs propor-
tional to a new vertex x¨cl which needs to appear only once. These diagrams have
no counterpart in the expansion around the trivial vacuum, and thus they need no
subtraction. Its two-loop contribution is only one diagram contributing
c = −9β
∫ ∞
−∞
∫ ∞
−∞
dtdt′
tanh(t/2)
cosh2(t/2)
tanh(t′/2)G(t, t′)G(t′, t′) = −49
60
. (5.105)
The sum of the four diagrams is
C = a+ b1 + b2 + c = −71/72
is in agreement the result obtained from Schreodinger eqn, see e.g. review [Zinn-
Justin and Jentschura, 2004].
Three loop corrections [Escobar-Ruiz et al., 2015] come from the diagrams shown
in Fig.5.10, their numerical contributions are given in the following table. As one
can see, unfortunately not all diagrams we were able to calculate analytically. Those
which we could contain irrational parts, related with Riemann zeta function. Yet the
final result for three loop coefficient agrees well with the answer from Schreodinger
equation we mentioned before in (5.113). This answer is rational, so all terms with
special functions must somehow cancel.
The reason it does happen must be the existence of certain resurgent relation
between perturbative and instanton series we discussed above. The first of such
relation has been proposed in [Zinn-Justin and Jentschura, 2004].
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Fig. 5.10 Diagrams contributing to the three loop corrections to the instanton amplitude. The
signs of contributions and symmetry factors are indicated.
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Feynman Instanton Vacuum
diagram B2 A2
a1 −0.06495185 5192
b12 0.02568743 − 164
b21 0.04964284 − 11384
b22 −0.13232566 124
b23 0.28073249 − 18
b24 −0.12711935 124
e 0.39502676 − 964
f −0.35244758 332
g −0.39640691 332
h 0.31424977 − 332
c1 −0.3268200 −
c2 0.63329511 −
c3 0.12657122 −
c4 0.29747446 −
c5 −0.77100484 −
c6 −0.80821157 −
I2D 0.0963 -
7
384
I3D −0.0158 1964
I4D −0.8408 - 155384
Table 5.1 Contribution of diagrams in Fig. (5.10) for the three-loop corrections B2 (left) and
A2 (right). We write B2 = (B2loop + I2D + I3D + I4D) where I2D, I3D, I4D denote the sum of
two-dimensional, three-dimensional and four-dimensional integrals, respectively. Similarly, A2 =
I2D + I3D + I4D. The term B2loop = 39589/259200 ≈ 0.152735 (see text).
5.8 Transseries and resurgence
In the previous sections we have shown how one can calculate corrections due to
quantum/thermal fluctuations, order by order, to the density matrix (fluctons)
and the vacuum energy (instantons). We did not paid much attention to similar
perturbative series, on top of the trivial vacuum path xcl(τ) = 0, except to use it
to subtract infrared divergencies.
Now we shift our focus and in this section discuss more general theoretical
questions. We start with the unavoidable issue, namely the fact that the coefficients
of all such series are increasing with their order, so that all of them are asymptotic
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– strictly speaking divergent – series.
“Divergent series are the invention of the devil, and it is shameful to base on
them any demonstration whatsoever” wrote N.H.Abel in 1828. But modern physi-
cists tend to be “non-Abelian”, and they use the perturbation theory widely, its
divergent series notwithstanding.
The main idea why the perturbative series must diverge was suggested by Dyson
[Dyson, 1952]. In short, the argument went as follows. In QED one makes expansion
in e2, order by order. Let us think a bit what would happen if one analytically
continue QED into negative e2 < 0 domain. Then protons and electrons would no
longer attract each other, so atoms would dissolve. On the other hand, electrons
would attract each other and congregate in large number, and so would positrons
and protons. A bit of thought shows that the binding energy in this case can be
made arbitrary large; so there would be a complete collapse of the theory, as it
lacks any stable ground state. Now, if the positive and negative vicinity of the
e2 = 0 point are that different, there must be singularity at this point. Therefore
any power expansion around it obviously cannot be nice (convergent).
We already mentioned in the introduction a distinction between perturbative and
non-perturbative phenomena. In the toy models we studied those can be thought of
as effects proportional to powers and inverse exponents of the coupling g2. The more
definite mathematical formulation of those is given by the so called transseries.
French mathematician J.Ecalle in 1980’s defined those as triple series (“standing
on three whales”) including not only powers of the parameter (=coupling) as in
perturbation theory, but also exponential and logarithmic functions
f(g2) =
∞∑
p=0
∞∑
k=0
k−1∑
l=1
cpklg
2p
(
exp(− c
g2
)
)k (
ln(± 1
g2
)
)l
(5.106)
His argument was based on symmetries: such set of functions is closed, under
manipulations including the so called Borel transform plus analytic continuations.
Examples studied in mathematics usually were limited to some integrals with pa-
rameters, defining special functions. QM path integrals are infinite-dimensional,
but simpler than those in QFT’s, and, as we will see, in this case one can indeed
build the transseries explicitly and demonstrate that indeed those two functions do
appear. Furthermore, there are certain relations between the coefficients, known as
resurgence: in some cases those can be derived, but its very existence in the QFT
context remains a mystery.
Inter-relations of perturbative and non-perturbative effects are very deep. One
reason of why they must be connected can be demonstrated using Borel transform
as follows. Consider the following example: for x > 0 the integral of the r.h.s.
generates the factorially divergent series in the l.h.s., clear from expanding the
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r.h.s. in x in geometric series
∞∑
n=0
(−1)nn!xn =
∫
dte−t
1
1 + xt
(5.107)
Borel suggested doing the integral over t instead: since for x > 0 the pole is at
t = −1/x < 0 is outside the integration region, the result is a good “Borel improved”
result 14 But for x < 0 the series do not have the alternated sign
∞∑
n=0
n!xn =
∫
dte−t
1
1− xt (5.108)
the Borel pole is at t = 1/x, right on the integration line. Shifting the integration
cone up or down results in ambiguous imaginary part
± ipi
g
e−1/g
The quantity of interest – say the energy of our QM system – cannot have imaginary
part, and yet its perturbative series, via Borel re-summation, seem to get it!
These puzzling questions are potentially resolved by a generalization of the per-
turbative series to the transseries. The idea is that the exponential terms in
them are such that all ambiguous/unphysical effects – like unwanted imaginary
parts – must safely cancel out to all orders. Furthermore, one expects that correct
transseries define a unique function of the parameters.
Since we will study in detail tunneling in the double-well potential, let me use this
particular example to elucidate the trasseries issue. A standard reference for results
obtained using Schreodinger eqn is a summary by Zinn-Justin and Jentschura [Zinn-
Justin and Jentschura, 2004]. Their definition includes particle with mass m = 1 in
the double well potential
V (q, g) =
q2
2
(1−√gq)2 (5.109)
The quantity of interest will be the “vacuum energy” (that of the ground state).
The beginning of its perturbative expansion in powers of g reads
Epert0 =
1
2
− g − 9
2
g2 − 89
2
g3 − 5013
8
g4... (5.110)
Note that the coefficients grow rapidly (in fact factorially) and that all signs are the
same (minus): thus we indeed recognize an example of “bad” Borel nonsummable
series. Several hundreds of those terms has been generated by some recursive rela-
tion: they confirm this conclusion.
It is important to note that the perturbation theory has no knowledge of the
existence of the second well: thus the two lowest levels E0 and E1 are degenerate.
14Note that Sum operation in Mathematica now have an option to try Borel-based and other
regularizations, try to do this sum with Regularization→ ”Borel” prescription added.
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The nonperturbative effects are in this case representing by splitting of those levels
due to tunneling effects. The first contribution is given by non-analytic exponent
in g with a particular coefficient
E0 = E
pert
0 −
2√
pig
exp(− 1
6g
)(instanton series) (5.111)
times another series in g called the “instanton series”.
Full transseries for E0 have the form of multi-instantons times new singular
function, the log, appearing starting from the two-instanton term
E0 = E
pert
0 +
∑
n=1
(
2
g
)n
(
−e
− 16g
√
pig
)n n−1∑
k=0
(
ln(−2
g
)
)k
E0,nklg
l (5.112)
We will calculate below several terms in the expansion, so let me now give for
reference their values
E0,100 = 1, E0,101 = −71
12
, E0,102 = −6299
288
(5.113)
The question of resurgence is whether there are any relations between the per-
turbative series and those with different instanton number n. In [Zinn-Justin and
Jentschura, 2004] the series generating functions A(E, g), B(E, g) were shown to
be related by some exact relation, emanating from the condition that the ground
state wave function should be symmetric and thus its derivative must be zero at
the middle of the potential. Dunne and Unsal [Dunne and Unsal, 2014] had found
even more direct expression of the series, in terms of one function. We will not
however discuss these developments here, following the principle that only material
generalizable to QFT’s is inside the scope of these lectures.
The instanton series, by themselves, also literally make no sense: negative ar-
gument of the log leads to imaginary part, which is physically meaningless for the
ground state energy: there can not be any decays as we discuss the lowest (ground)
state of the system. Properly defined transseries however make all those unphysical
imaginary parts to cancel among themselves, producing the correct real answer. If
one would be able to show that some well-defined transseries appear, at least for
some QFT’s, this would be a dramatic shift toward strict mathematical formulation
of what these QFT’s are. Yet for now no such examples are known, and all this
remains just a theorist’s dream.
5.9 Complexification and Lefschetz thimbles
5.9.1 Elementary examples explaining the phenomenon
Naive approach may suggest simple analytic continuation, from positive to negative
x, and the pioneering papers (Dyson, Bogomolny, Zenn-Justin et al) argued so. But
it is not really justified and does not generally lead to the correct results: see e.g.
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the following
Excersise: two functions are defined by the following integrals
Z1 =
∫ ∞
−∞
dxe−
1
2λ sinh
2(
√
λx), Z2 =
∫ ∞
−∞
dxe−
1
2λ sin
2(
√
λx)
Expand them in powers of λ and show that one leads to Borel summable and
another to non-summable series. Naively they are related by analytic continuation
Z1(−λ) = Z2(λ) but this is not true. Expressing both integrals in terms of Bessel
functions, derive a correct relation between them which includes an imaginary part:
Z1(e
±ipiλ) = Z2(λ)∓ ie
−1
2λ Z1(λ)
Examples like that show that naive analytic continuations in parameters often
lead to wrong answers. In general, these are consequences of the so called Stokes
phenomenon. The general theory to be discussed elucidate how and why the very
geometry of the integration contours can be abruptly changed, bringing in or out
new saddle points and thus new asymptotic representation of the function.
In general the idea to complexify the integration variable of some integrals and
change the integration contour is very old, used in particularly in “saddle point”
method. In quantum mechanics and QFT’s applications, with path integrals, it was
tried also in cases with complex action (real time path integrals, Euclidean theories
with finite chemical potential or theta angle, etc) in form of the so called “complex
Langevin quantization”. Many people (including myself) experimented with it in
1970’s and found that it worked for some integrals and failed for the others. Recent
wave of using complexification are based on more solid ground related with Lefschetz
-Picard theory.
It has been introduced in QM setting by Witten in [Witten, 2010], which we
now follow. Suppose we study a one-dimensional integral
I(a) =
∫ ∞
−∞
dzeS , § = a ∗ x2 − x4 (5.114)
where the function in exponent S is chosen to resemble actions with typically have
in QFT’s, and the “mass” a is in general some complex parameter.
Let us promote x to a complex variable z = x + iy and replace real axes of
integration by some contour Γ in the complex plane. Since this particular function
has no singularities, any integrals over closed contours Γ must vanish: and thus
only the open contours (with different endpoints) are of interest.
What those contour can be? At large |z| the quartic term is dominant, and the
integral is well defined only provided the integration contour C ends up at some
z4 > 0 lines, or zn ∼ ei2pi n4 where n = 0, 1, 2, 3, see Fig.5.11. So Γ should approach
one of those four lines for the integral to be well defined.
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Fig. 5.11 Four basic contours on which integral is well defined: since their sum is zero, only 3
are independent.
There are 3 extrema of this action, solutions to
0 = S′(zm) = 2 ∗ a ∗ zm − 4x3z (5.115)
which are at the locations
z0 = 0, z1 =
√
a
2
, z2 = −
√
a
2
The simplest to discuss is the first one at the origin: action near it can be approxi-
mated by the first term. For a > 0, it is clear that the real axis has a minimum at
it, while along the imaginary axis it is the maximum. For complex a this direction
rotates accordingly.
So, rotating the integral to the imaginary axes makes sense. The other two also
have directions on which the integral has a maximum. All of this is well known, as
“saddle point” method to do the integrals.
Further improvements start with the question whether there are lines along
which ReS are increasing (or decreasing) monotonously. Those can be followed by
“gradient flow” equation
z˙ =
∂S¯
∂z
(5.116)
where dot stands for the derivative over some “computer time”. The asymptotics of
the lines approaches four “good” directions, along which the integral is convergent.
Exercise: Solve this equation and find these 6 lines, originating from all three
extrema in both directions, for a = i
These lines are called Lefschetz thimbles: on them are the real part of the action
grows monotonously, from its values at the extreme points to infinity. The important
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statement of the Lefschetz theory is that the imaginary part of the action, Im(S),
remains constant on these lines. Instead of proving it, let me suggest to check it for
the example at hand
Exercise: Find the thimble lines for the example at hand using this theorem.
Important consequence of this theorem is that since any integral over some
contour C can be rewritten as a superposition of integrals over the thimbles
I =
∑
i
ci
∫
Γi
dzeS(z)
with some coefficients ci, basically ±1 or 0. Each of them has fixed Im(S) which
can be taken out of the remaining integrals, which are therefore all real and well
convergent.
Further consequence is that Lefschetz thimbles can only cross each other if their
phases match,
Im(Si) = Im(Sj), (i 6= j) (5.117)
Those can be easily found at the extremal points. Rapid changes of the integral
– the “phase transitions” – can be caused by crossing and change of the thimble
geometry and thus ci. Thus matching of the phases is a very useful tool.
If the integral has more than one dimension, the geometry of thimbles gets more
complicated. And yet there are successful practical applications of that, e.g. for
models similar to finite density QCD [Alexandru et al., 2016].
Generic contributions of the thimbles have distinct complex phases, and this
prevent their crossing. However at some values of parameters the phases can be
the same. Often this happens when phases are multiple of pi with some integer n,
and the corresponding contributions are real. Those cases obviously split into two
groups: the even n allows for addition of such contributions, but odd n lead to
subtractions, sometimes to outright cancellation of them! A prototype model (from
[Behtash et al., 2015]) nicely illustrate this last point.
Consider the integral
I(k, λ) =
∫
Γ
dwe2λsinh(w)+kw (5.118)
with complex parameters k, λ. The three extrema of it and thimbles are shown
in Fig.5.12, and the contribution of the leading 1 and 3 thimbles have the same
modulus of the exponential factor and form the following combination
I ∼ (1 + e2pii(k+1/2))e−S1
which, for integer k, vanishes because of cancellation between thimbles. It was then
shown by these authors that in QES and supersymmetric cases when no instanton
contribution was present a similar cancellation – between the instantons and some
complex saddles – take place!
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Fig. 5.12 The blue areas show “good regions” in which the integrand falls sufficiently rapidly at
infinity to guarantee convergence. The red dots give the locations of three saddle points, and the
blue contours show the “Lefschetz thimble” paths.
5.9.2 Quasi-exactly solvable models and the necessity of complex
saddles
Let me start with the definition: quasi-exactly solvable (QES) quantum mechanical
problems are those which allow some group of states to be solved explicitly, with
their wave functions and energies exactly known. (They are different from exactly
solvable models in which all states can be found.) References to the original works
can be found in a review [Turbiner, 2016], in which also the underlying algebraic
structure of QES problems is described in detail. We will not go into general
discussion, focusing below on just one example .
For general orientation, let me give the simplest example of a familiar general
statement: all problems with supersymmetry, which remains unbroken, have the
ground state energy exactly equal to zero. That means, that not only perturbative
series needs to be canceled term by term (which is often possible to see), but also all
nonperturbative effects should somehow get cancelled. How exactly that happens
needs to be understood.
We will return to QES example a bit later, but we will first address a problem
which do not even belong to this class, and yet it provides a very instructive puzzle.
Its proposed resolution is from [Kozcaz et al., 2016; Behtash et al., 2016] which we
here follow. The problem is known as tilted double well potential (TDW), which is
the double well problem with added linear term p · x, with some parameter p.
Of course, at small p one can proceed perturbatively. The TDW is related to
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supersymmetric quantum mechanics with the action
S =
∫
dt
(
x˙2
2
+
(W ′)2
2
+ ψ¯ψ + pW”ψ¯ψ
)
(5.119)
where W (x) is known as superpotential and ψ is time-dependent Grassmanian field.
We will use
W =
x3
3
− x, W ′ = x2 − 1, W” = 2x (5.120)
reproducing the TDW. For p = 1 the action is supersymmetric, and perturbatively
the ground state energy vanishes. However, following a famous Witten’s argument,
supersymmetry is broken dynamically and the actual ground state energy is nonzero
(and of course positive, since the Hamiltonian is a square).
For non-tilted case, p = 0, we developed above a nice theory of instantons and
antiinstantons, in full glory and up to quantum corrections with one, two and three
loop diagrams. The non-perturbative correction to ground state energy is negative,
But when p 6= 0 there are no classical solutions going from one maximum to the
other, since their hight is now different and energy on classical paths is conserved.
The authors of [Kozcaz et al., 2016; Behtash et al., 2016] argue that such classical
solution is obtained if one complexify the coordinate, x→ z = x+ i · y and look for
solution of the holomorphic Newton’s equation for inverted complexified potential
d2z
dt2
= +
∂V
∂z
(5.121)
Since the solution is going to have finite action, it must start from the highest point
of the (inverted) potential we call xmax: but where can it go? Some thinking leads
to the solution: at p 6= 0 the lowest maximum splits into a pair of two turning
points, and our quartic potential can be re-written in a form convenient for motion
with the maximal energy E(xmax) as
V = E(xmax) + (z − xmax)2(z − z1)(z − z2) (5.122)
where z∗1 = z2. At the turning point the velocity is zero, and so recoiling back (or
going into an entirely new direction) is possible: so the paths we need to construct
should go between xmax and z1.
A numerical example of such path is shown in Fig.???, one can also find its
analytic form, see [Behtash et al., 2016]. Its proposed name is “complexified bion”,
or cb for short. The action of this path is complex
Scb =
8
3g
+ p · log(16
pg
) + ...± ippi (5.123)
but for p integer e−S is real. Furthemore, for p = 1 one get the sign opposite
from what is normally expected from a semiclassical expression (in the Euclidean
time). A number of numerical evidences that this is the right solution are given
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in [Kozcaz et al., 2016], but those include using Dunne-Unsal relation instead of a
direct evaluation of the determinant.
Now we turn to the second example from [Kozcaz et al., 2016]: its Hamiltonian
is
H =
g
2
p2 +
1
2g
(W ′(x))2 +
p
2
W ′′(x) (5.124)
with W = −ωcos(x).
Note that one can put ω = 1, recovering all answers by dimensional arguments
later. The first term in Hamiltonian ∼ sin2(x) has half natural period, while the
last ∼ cos(x) has a natural period and the coefficient containing an extra parameter
p. So at a generic value of p every second max/min is different from the first: that
is why it is called Double Sine Gordon (DSG) problem.
The interesting thing about this particular problem is that it is an example of
QES problems. Let us start by following its usual logics, by proposing an Ansatz
for the wave functions
ψ(x) = u(x)e−
W (x)
g (5.125)
Schreodinger eqn for u(x) is[
−g
2
d2
dx2
+ sin(x)
d
dx
− (p− 1)
2
cos(x)
]
u = Eu (5.126)
The operator in brackets can be represented in terms of generators of the SU(2)
algebra
J+ = e
ix(j − i d
dx
), J− = eix(j + i
d
dx
), J3 = i
d
dx
(5.127)
The operator in bracket for our problem can be written in terms of those oper-
ators
[] = (g/2)J23 − (1/2)(J+ + J−) (5.128)
provided j = (p − 1)/2. The representations of SU(2) require j to be integer or
semi-integer: thus the trick works only when p is integer. The number of states
2j + 1 = p can be separated from the rest, and using p× p matrix representation of
the operators
J± =
√
(j ∓m)(j ∓m+ 1) (5.129)
one can get exact Hamiltonian. Its diagonalization should produce the energies of
the p states in question. In the paper [Kozcaz et al., 2016] that is all done for
p = 1, 2, 3, 4.
Exercise : check that all the commutators are indeed those for SU(2) algebra.
Also check that the Casimir operator is just number, (1/2)J+J− + (1/2)J−J+J23 =
j(j + 1). For j = 1/2, p = 2 calculate the hamiltonian in the matrix form and find
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the energy eigenvalues. Expand them in powers of g and see the convergent series
without exp(−1/g2) terms.
Summarizing this discussion: if p is some integer, the problem at hand belongs
to the QES set. Indeed, there are exactly p levels whose energy and wave functions
can be exactly calculated.
Since the energy has no instanton-like terms, one needs to explain a puzzle how
this may be possible, since physically the tunneling between different minima of the
potential cannot possibly disappear. The direct indication of that is that energies
of all levels other than the chosen p do have the characteristic tunneling corrections!
The resolution of the puzzle proposed in [Kozcaz et al., 2016] is based on the
interference of the contributions of the two tunneling paths. One, is real tunneling
between x = 0 and x = 2pi minima: its contribution is straightforward to calculate.
Also clear is that it shifts the ground energy downward.
New element is the “complex bion” solution, with the action having imaginary
part, as in the case we discussed at the beginning of this section. The solution
zcb = 2pi ± 4
[
arctan(e−ωcb(t−t0)) + arctan(e−ωcb(t+t0))
]
(5.130)
can be obtained from the analytic continuation from the real bounce by p → peiθ
and taking θ = pi. Here ωcb =
√
1 + pg/8 and complex t0 ≈ 12ωcb log(− 32pg ) is such
that its real part is related to the duration of the bounce.
The exponent of its action exp(−SCB) = exp(−ReSCB − ipip) for odd p gets
additional minus sign, meaning the energy is modified upward. It is this contribution
which has the potential15 to cancel that of the real tunneling. It is argued indirectly,
from asymptotic of the perturbative series, that such cancellation happens for p
levels, but not others. Why it is the case is still not clear.
Let us end with a wider question. Two examples discussed in this section show
a necessity to include some complex extrema of the path integral, beyond the
obvious real tunneling paths. Most likely the complex ones proposed so far in the
papers mentioned do indeed fit the bill, do the right job, explaining these particular
puzzles. Yet the general question – which of all possible complex classical paths
(or solitons for QFTs) one should include, and which one should not – remains
unaswered. The Picard-Lefshetz theory provide some light on this issue, so to say
“in principle”, since the original integration contour can be deformed only to some
particular combination of their thimbles. Yet to use it outside some single (or
few-)dimensional integrals is at the moment well beyond our abilities.
15So far it was shown that both real parts of the action are the same. For two amplitudes to
cancel each other exactly one need to be sure that the real and complex paths generate exactly
the same perturbative corrections: to see this is beyond current technical means.
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Gauge field topology and instantons
6.1 Chern-Simons number and topologically nontrivial gauges
Topological invariants is a traditional field in mathematics, and we will need those in
a form discovered by [Chern and Simons, 1974]. Generally, they exist in a different
form in odd and even dimensional spaces, and are related in a curious way.
We will start with d = 3 topology, physically relevant for a gauge theory defined
in 4 dimensions1. The so called 3-d Chern-Simons number density is defined as the
4-th component of the following topological current
Kµ =
1
16pi2
µαβγ
(
Aaα∂βA
a
γ +
1
3
abcAaαA
b
βA
c
γ
)
(6.1)
NCS =
∫
d3xK4
Let us select t1 = −∞, t2 =∞, and think of the gauge field at such times being
“pure gauge”, with zero field strength:
Ai = U
+(~x)i∂iU(~x) (6.2)
Substituting it to NCS one finds the following expression
NCS =
1
24pi2
∫
d3xijk(U+∂iU)(U
+∂jU)(U
+∂kU) (6.3)
Now, U(~x) is a map from a 3-d space to a the gauge group. If it is SU(2), with 3
generators and 3 Euler angles, the group is basically the 3-sphere. The expression
above is in fact nothing else but the topological invariant of such map, known as
the winding number: it is the integer number of times the map covers the group.
1 Interesting gauge theories in 3 dimensions can be defined using NCS as the Lagrangian: such
construction was introduced by Witten in 1988 and is called the topological field theory . While
it has applications in physics, e.g. in quantum Hall effect, we will not discuss it.
127
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Exercise: Consider a “hedgehog” form for
U = exp[i
(~r~τ)
r
P (r)]
with τ being Pauli matices, P (0) = 0 and P (∞) = pin with integer n. Note that
only with such P (r) the map of the point r =∞ is smooth on the group. Substitute
it into the previous expression and show that the result is equal to n.
What we learned is that pure gauge fields can be split into some topologically
distinct classes, and, because of the relation (6.8), if before and after of certain gauge
field configurations the pure gauge unphysical fields change this class, there must be
some 4d topological charge in between. Usually we do not think much about pure
gauge fields, considering them to be unphysical and basically completely irrelevant.
Now we learned that the so called “large gauge transformations”, which change the
winding number, cannot be irrelevant because their change is related to the 4-d
topological charge QT which is expressed in terms of gauge fields and is clearly
gauge invariant and physical.
Suppose one would like to start with a classical vacuum in a trivial gauge, with
NCS(−∞) = 0, and interpolate it somehow with time-dependent intermediate field
to the one with NCS(∞) = 1. This relation tells us that in doing so one necessarily
has to go though intermediate fields with a nonzero field strength, and thus energy:
topologically distinct vacua must be separated by some kind of a physical barrier.
Since there is no reason transition from 0 to 1 is different from n to n+1, we come to
the conclusion that the 3-d gauge field configurations have a periodic potential as a
function of NCS . The optimal path, leading from one minimum to another, is known
as the sphaleron path. In chapter 9.8 we will derive explicit set of configurations
along which NCS changes from 0 to 1. Their energy Estat will be calculated as well,
explaining the shape and in particularly the hight of the barrier separating different
topological sectors. Let me here give the answer
E = 3pi2(1− κ2)2/(g2ρ) (6.4)
NCS = sign(κ)(1− |κ|)2(2 + |κ|)/4
in parametric form. The corresponding plot E(NCS), Fig.6.1 shows the energy
of the “sphaleron path” configurations between two subsequent values of Chern-
Simons number, 0 and 1. Here ρ is arbitrary r.m.s. size of the field distribution:
it appears because classical Yang-Mills is scale invariant and the energy is simply
inversely proportional to the size.
Since NCS ∈ [integers] takes all integer values, from −∞ to ∞, this potential
repeats itself infinitely many times. This tells us that, as a function of this topologi-
cal coordinate NCS , the gauge theory resembles an infinitely long crystal. Therefore
the states in it can be written as plain waves
〈θ|NCS〉 =
∑
eiθNCS (6.5)
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Fig. 6.1 The potential energy E (in units of 1/g2ρ) versus the Chern-Simons number N˜CS , for
the “sphaleron path” solution to be derived in Sphaleron chapter.
with quasimomentum θ ∈ [−pi, pi]. We will return to this in the next section.
6.2 Tunneling in the gauge theories
6.2.1 The BPST instanton
So, we already know that there is infinite set of pure gauge fields – therefore with
zero field strength and zero energy, ca;;ed classical vacua – classified by the integer
NCS . We also know that there are also field configurations with non-integer NCS :
but those do have nonzero energy, and therefore form a kind of a barrier separating
classical vacua.
This barrier separating adjusted classical vacua, e.g. NCS = 0, 1, turns out to
be penetrable for quantum tunneling. Furthermore, as we will see, the tunneling
rate can be found even without knowledge of the detailed shape of the potential.
This is possible because of the following key relation, between the topological
current and the topological charge in 4d
∂µKµ =
1
32pi2
GaµνG˜
a
µν (6.6)
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The integral over the r.h.s.
QT =
1
32pi2
∫
d4xGaµνG˜
a
µν (6.7)
is the so called 4-d topological charge.
Let us think about the consequence of this relation. Assuming one deals with
some gauge field which decays well at spatial infinity, in a spirit of Gauss theorem,
let us consider two time surfaces and integrate this relation in 4-volume V4 between
them
QT (V4) =
∫ t2
t1
dt
∂NCS
∂t
= NCS(t2)−NCS(t1) (6.8)
It means that the topological charge in a volume between two time surfaces is equal
to the difference of NCS defined at those time moments.
(This is completely analogous to what one learns studying static electrodynam-
ics: if there is a difference between electric field fluxes through two planes, you know
how much charge is enclosed in between.)
In this section we are going to look for a tunneling path in gauge theory, which
connects topologically different classical vacua, found in the famous work by Belavin,
Polyakov, Schwartz and Tyupkin and thus known as the BPST instanton [Belavin
et al., 1975].
To find classical solution corresponding to tunneling, BPST used the following
4-dimensional spherical ansatz depending on radial trial function f
gAaµ = ηaµν∂νF (y), F (y) = 2
∫ ξ(y)
0
dξ′f(ξ′) (6.9)
with ξ = ln(x2/ρ2) and η the ’t Hooft symbol defined by
ηaµν =

aµν µ, ν = 1, 2, 3,
δaµ ν = 4,
−δaν µ = 4.
(6.10)
We also define ηaµν by changing the sign of the last two equations. Further prop-
erties of ηaµν are summarized in appendix A.3. Upon substitution of the gauge
fields in the gauge Lagrangian (Gµν)
2 one finds that the effective Lagrangian has
the form
Leff =
∫
dξ
[
f˙2
2
+ 2f2(1− f)2
]
(6.11)
corresponding to the motion of a particle in a double-well potential. For the explod-
ing sphaleron we used it in real (Minkowski) time, by changing ξ → iξM and non-
flipping the potential to its Minkowski version, with an infinite energy at x → ∞.
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Now we need much simpler Euclidean solution, the same as for the quantum mechan-
ical instanton, connecting the maxima of the flipped potential. The corresponding
field is
Aaµ(x) =
2
g
ηaµνxν
x2 + ρ2
(6.12)
Here ρ is an arbitrary parameter characterizing the size of the instanton. Like in
the potential we discussed in the preceding section, its appearance is dictated by
the scale invariance of classical Yang-Mills equations.
The ansatz itself perhaps needs some explanation. The ’t Hooft symbol projects
to sefl-dual fields. The reason we selected it is related with the following identity
S =
1
4g2
∫
d4xGaµνG
a
µν =
1
4g2
∫
d4x
[
±GaµνG˜aµν +
1
2
(
Gaµν ∓ G˜aµν
)2]
,(6.13)
where G˜µν = 1/2µνρσGρσ is the dual field strength tensor (the field tensor in which
the roles of electric and magnetic fields are interchanged). Since the first term is
a topological invariant (see below) and the last term is always positive, it is clear
that the action is minimal if the field is (anti)self-dual2
Gaµν = ±G˜aµν , (6.14)
In a simpler language, it means that Euclidean electric and magnetic fields are the
same3. The action density is given by
(Gaµν)
2 =
192ρ4
(x2 + ρ2)4
. (6.15)
and one can see that it is indeed spherically symmetric and very very well localized,
at large distances it is ∼ x−8. The action depends on scale only via the running
coupling
S =
8pi2
g2(ρ)
(6.16)
which we will discuss more in the next section.
Note that while the gauge potential is long-range, Aµ ∼ 1/x, in the field strength
the gradient and the commutator terms canceling each other. So physical effects
are not long-range: it suggests that the tail of the potential is gauge artifact.
Using invariance of the Yang-Mills equations under coordinate inversion implies
that the singularity of the potential can be shifted from infinity to the origin by
2This condition written in Euclidean notations; in Minkowski space extra i appears in the electric
field.
3In the BPST paper the selfduality condition (1-st order differential equation) was solved, rather
than (2-nd order) EOM for the quartic oscillator.
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means of a (singular) gauge transformation U = ixˆµτ
+. The gauge potential in
singular gauge is given by
Aaµ(x) =
2
g
xν
x2
ηaµνρ
2
x2 + ρ2
. (6.17)
This singularity at the origin is unphysical, pure gauge, like the one for regular gauge
at infinity. While there is only one infinity, each instanton has its own zero, and so
the singular gauge is better suited to make a superposition of many instantons.
What about the multi-instanton solutions? Its a long story, and the solution
known as ADHM construction (for Atiah,Drinfeld,Hitchin, and Manin [Atiyah et al.,
1978]) in principle solved it. What “in principle” means is that if one can solve all
equations, the number of the parameters in the solution is equal to the number of
zero modes, that 4Nc. Let me just mention that when the solution is found, one
also gets Green functions, Dirac zero modes etc for free, automatically. It all started
from one brilliant idea. If the field is pure gauge, Aµ = Ω
+∂Ω the unitary gauge
matrix can be eliminated from long derivatives in a standard way. The unitary
gauge matrix can be written as Ω = exp(i~n~τ)with real ~n. If one take complex ~n
instead, Ω is not unitary and the field is therefore not a pure gauge. And yet, in
many equations one can still get rid of this Ω as if it would be a gauge matrix. For
example, the quark Green function is still S(x, y) = Ω(x)S0(x, y)Ω(x)
+.
6.3 The theta-vacua
The fact that the action for the instanton is finite, means that the barrier separating
valleys in the topological landscape, with different NCS , is penetrable. Since the
potential as a function of NCS is periodic, the complete set of states ψθ, character-
ized by a phase θ ∈ [0, 2pi] is the so called “theta-vacua”, with the theta parameter
– “quasimomentum” – defined by the periodicity condition
ψθ(x+ n) = e
iθnψθ(x) (6.18)
Let us see how this band arises from tunneling events. If instantons are sufficiently
dilute, then the amplitude to go from one topological vacuum |i〉 to another |j〉 is
given by
〈j| exp(−Hτ)|i〉 =
∑
N+
∑
N−
δN+−N−−j+i
N+!N−!
(
Kτe−S
)N++N−
, (6.19)
where K is the pre-exponential factor in the tunneling amplitude and N± are the
numbers of instantons and ant-instantons. Using the identity
δab =
1
2pi
∫ 2pi
0
dθ eiθ(a−b) (6.20)
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the sum over instantons and anti-instantons can rewritten as
〈j| exp(−Hτ)|i〉 = 1
2pi
∫ 2pi
0
dθ eiθ(i−j) exp [2Kτ cos(θ) exp(−S)] . (6.21)
This result shows that the quantum energy eigenstates are the theta vacua |θ〉 =∑
n e
inθ|n〉. Their energy is
E(θ) = −2K cos(θ) exp(−S) (6.22)
As usual, the width of the zone is on the order of the tunneling rate. The lowest
state corresponds to θ = 0 and has negative energy. This is as it should be, since
the tunneling lowers the ground state energy.
At nonzero θ 6= 0 the vacuum is not T or CP invariant: indeed it has “an
arrow of time”. The instanton amplitude has complex phase eiθ, and anti-instanton
gets the conjugate phase e−iθ. In a world with nonzero θ there exists the so called
Witten effect: electric and magnetic fields get admixed. For example, a magnetic
monopole obtains some electric charge as well. Neutrons, together with their usual
magnetic moment, obtain also an electric dipole, etc.
Experiments4 show that CP symmetry is satisfied in strong interactions, so
|θ| < 10−10. So we do live in the bottom (the lowest state) of the θ zone5.
It is obvious that all effects – e.g. the vacuum energy –are periodic in θ with
period 2pi. An interesting fact is that two brunches of the vacuum meet at θ = pi,
crossing as shown schematically in Fig.6.2. The world with θ = pi is T and CP
even, as instantons and anti-instantons get the same phase and factor −1. The two
branches lead however to the double-degenerate vacua, and selecting one of them
breaks T and CP symmetry spontaneously. If one arranges domains of both types
of vacuum, they are separated with the 1d topological object, the domain wall. The
excitations living of this wall have been studied, and provided interesting window
into the QCD-like theories compactified to 3 dimensions.
Presence of light quarks affect theta-vacua dramatically. It is enough to say
that if any quark flavor be truly massless, the fermionic determinant of all gauge
fields configurations with global Q 6= 0 would vanish. This would mean that the
whole theta-zone would collapse into a single vacuum, as theta-depepdency would
be erased. In the real world, however, this is not the case.
4Specifically, the hunt for a nonzero electric dipole moment of the neutron.
5Why? The value of θ cannot be changed within the QCD. Hypothetical new particles, called
axions were suggested, to relax any theta-vacuum to the bottom of the zone. Multiple searches
for axions were made, so far without success.
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Fig. 6.2 Vacuum energy versus theta, schematically.
6.3.1 The one-loop correction to the instanton: the bosonic deter-
minant
The next natural step is the one-loop calculation of the pre-exponent in the tun-
neling amplitude. In gauge theory, this is a rather tedious calculation which was
done in the classic paper by ’t Hooft[’t Hooft, 1976]. Basically, the procedure is
completely analogous to what we did in the context of quantum mechanics. The
field is expanded around the classical solution, Aµ = A
cl
µ + δAµ. In QCD, we have
to make a gauge choice. In this case, it is most convenient to work in a background
field gauge Dµ(A
cl
ν )δAµ = 0.
We have to calculate the one-loop determinants for gauge fields, ghosts and pos-
sible matter fields (which we will deal with later). The determinants are divergent
both in the ultraviolet, like any other one-loop graph, and in the infrared, due to
the presence of zero modes. As we will see below, the two are actually related. In
fact, the QCD beta function is only partly determined by the zero modes, while
in certain supersymmetric theories, the beta function is completely determined by
zero modes, as we will discuss later.
First one has to deal with the 4Nc zero modes of the system. (For two groups one
has to deal with in practice, electroweak SU(2) and QCD SU(3), let us enumerate
them explicitly. In both cases there are 4 coordinates plus one size ρ. For SU(2)
there are 3 Euler angle for rotations, either in space or in color space – does not
matter as those are directly related: thus 5+3=8. For SU(3) group one simply do
imbedding of the 2-color solution into some subgroup of SU(3). Out of N2c − 1 = 8
rotation angles, one can see that only one does not affect the SU(2) instanton, so
there are 7 angles, and 5+7=12.)
The integral over the zero mode is traded for an integral over the corresponding
collective variable. For each zero mode, we get one factor of the Jacobian
√
S0. The
group integration is compact, so it just gives a factor, but the integral over size and
position we have to keep. As a result, we get a differential tunneling rate
dnI ∼
(
8pi2
g2
)2Nc
exp
(
−8pi
2
g2
)
ρ−5dρd4z, (6.23)
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where the power of ρ can be determined from dimensional considerations6
The ultraviolet divergence is regulated using the Pauli-Vilars scheme, the only
known method to perform instanton calculations (the final result can be converted
into any other scheme using a perturbative calculation). This means that the de-
terminant detO of the differential operator O is divided by det(O+M2), where M
is the regulator mass. Since we have to extract 4Nc zero modes from detO, this
gives a factor M4Nc in the numerator of the tunneling probability.
In addition to that, there will be a logarithmic dependence on M coming from
the ultraviolet divergence. To one loop order, it is just the logarithmic part of the
polarization operator. For any classical field Aclµ the result can be written as a
contribution to the effective action [Brown and Creamer, 1978]
δSNZM =
2
3
g2
8pi2
log(Mρ)S(Acl) (6.24)
In the background field of an instanton the classical action cancels the prefactor g
2
8pi2 ,
and exp(−δSNZM ) ∼ (Mρ)−2/3. Now, we can collect all terms in the exponent of
the tunneling rate
dnI ∼ exp
(
−8pi
2
g2
+ 4Nc log(Mρ)− Nc
3
log(Mρ)
)
ρ−5dρdzµ (6.25)
≡ exp
(
− 8pi
2
g2(ρ)
)
ρ−5dρdzµ,
where we have recovered the running coupling constant (8pi2)/g2(ρ) = (8pi2)/g2 −
(11Nc/3) log(Mρ). Thus, the infrared and ultraviolet divergent terms combine to
give the coefficient of the one-loop beta function, b = 11Nc/3, and the bare charge
and the regulator mass M can be combined into to a running coupling constant.
At two loop order, the renormalization group requires the miracle to happen once
again, and the non-zero mode determinant can be combined with the bare charge to
give the two-loop beta function in the exponent, and the one-loop running coupling
in the pre-exponent.
The remaining constant from the determinant of the non-zero modes was calcu-
lated in [’t Hooft, 1976]. The result is
dnI =
0.466 exp(−1.679Nc)
(Nc − 1)!(Nc − 2)!
(
8pi2
g2
)2Nc
exp
(
− 8pi
2
g2(ρ)
)
d4zdρ
ρ5
. (6.26)
The tunneling rate dnA for anti-instantons is of course identical. Using the one-loop
beta function the result can also be written as
dnI
d4z
∼ dρ
ρ5
(ρΛ)b (6.27)
6 Note that we for the first time meet here 5-d Anti-de-Sitter space with the 5-th coordinate being
a scale; it is the same as in famous Maldacena duality.
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and because of the large coefficient b = (11Nc/3) = 11, the exponent overcomes
the Jacobian and small size instantons are strongly suppressed. On the other hand,
there appears to be a divergence at large ρ, although the perturbative beta function
is not applicable in this regime.
6.3.2 Propagators in the instanton background
In the chapter on semiclassics we discussed a systematic semiclassical loop expan-
sion, allowing to calculate the tunneling probability and vacuum energy order by
order, using Feynman diagrams. The same method may of course be used for QFTs
and the gauge theory in particular. Unfortunately, the gauge theory instanton am-
plitudes has not yet been calculated even to the two-loop order7. In this section we
will discuss technical difficulties related with such calculation, as well as some ideas
how to go around those.
The central objects we would need for Feynman diagrams are of course the
propagators of the relevant fields, the quarks and gluons and perhaps ghosts, in the
instanton background. As always, the fields are written as classical plus quantum
ones,
Aµ = Aµcl + a
µ
and the action expanding in powers of the latter. The propagators (or Green
functions) are the inverse of the corresponding differential operator defined by the
quadratic form O(a2). The technical problems mentioned are related to the fact
that inversion can only be performed in a part of the functional space “normal” to
zero modes.
But let us follow the problem methodically. The fist step is the calculation of a
propagator for scalar particles, both in fundamental and adjoint color representa-
tions. They satisfy the equation
−D2µG(x, y) = δ(x− y) (6.28)
with the covariant derivative containing the background field of the instanton
iDµ = i∂µ + TaA
a
µ (6.29)
and so, symbolically the scalar propagator is
∆(x, y) = 〈x| 1−D2 |y〉
There are no zero modes and the explicit solution was found by [Brown et al.,
1978]. It is instructive to explain why they were able to do so. The instanton
7For a comparison, some QCD quantities like vector current polarization operator is now calculated
to 5 loops.
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potential in the singular gauge can be written as
Aaµ(x) = −η¯aµν∂ν ln
[
1 +
ρ2
(x− z)2
]
(6.30)
If the quantity in the square bracket is some general function log[Π(x)] and the field
is supposed to be self-dual, the condition on Π turns out to be the Laplacian
∂2µΠ = 0 (6.31)
in which the usual derivative, not the covariant one, appears. Thus, one can use it
to generate a multi-instanton solution of the form8
Π = 1 +
∑
i
ρ2i
(x− zi)2 (6.32)
The crucial observation is that the instanton potential has the form Ω(x −
z)−1i∂µΩ(x−z) which looks like pure gauge, except that Ω is not an unitary matrix
(and therefore the field strength is not zero). This features allows to factor the D2µ
operator and therefore also factor out its inverse. Using ansatz
∆(x, y) = Π(x)−1/2
F (x, y)
4pi2(x− y)2 Π(y)
−1/2 (6.33)
with Π(x) defined above, one can finally find the form for the function9
F (x, y) = 1 +
∑
ρ2i
(
τµ(x− zi)µ
)
(x− zi)2
(
τ+µ (y − zi)µ
)
(y − zi)2 (6.34)
Note, that it defines the scalar propagator not just for one instanton, but for multi-
instanton solution of the form considered. Note also, that at large distances x, y  ρ
all the correction factors are small compared to one in them, and the propagator
reduces to free (no background) scalar propagator
∆→ 1
4pi2(x− y)2
Exercise: check that it satisfies the equation
The next step is getting the isospinor spinor (quark) propagator, or more pre-
cisely its part normal to the zero mode. This was achieved by using the fact that
zero mode resign for one chirality only. This leads to the form of the propagator
Snz = (γµDµ)
1
−D2 (
1 + γ5
2
) +
1
−D2 (γµDµ)(
1− γ5
2
) (6.35)
8Counting parameters one would find that this cannot be the most general multi-instanton solution.
9We use here and elsewhere the 4-d Pauli matrix extension τµ = (~τ, i).
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and since the inverse of D2 we know already, the scalar propagator, the task is
accomplished just by differentiation of it.
At this point the reader perhaps expects the gauge propagator to be obtained
by similar tricks. This is correct: the symbolic expression for the vectror field
propagator can indeed be written as
Dnzµν ∼ Dµ(
1
D2
)(
1
D2
)Dν (6.36)
The long derivatives at the left and right of the expression act on the middle of
it. The product of two inversions of D2 should be understood as the convolution
of two scalar propagators, which includes the integration over some intermediate
point10 zµ, namely ∑
z
〈x|( 1
D2
)|z〉〈z|( 1
D2
)|y〉 =
∫
d4z
4pi2
(1/2)tr
[
τa(τ
+
x τz + ρ
2)(τ+z τy + ρ
2)τb(τ
+
y τz + ρ
2)(τ+z τx + ρ
2)
]
(x2 + ρ2)(y2 + ρ2)(z2 + ρ2)2(x− z)2(y − z)2 (6.37)
where we used shorthand notations, τz = (τµzµ), etc. The trace is a certain poly-
nomial in components of x, y, z vectors. So, if the integral over z can somehow
be calculated, the propagator is obtained by differentiation. The problem remains,
that only some analytic limits of the convolution integral is analytically known, not
the complete integral.
The equation for the non-zero mode vector Green function has the explicit form
−(D2δµλ + 2Gµλ)Dnzλν(x, y) = P⊥(x, y) = δµνδ(x− y)−∑
i
φiµ(x)φ
i
ν(y) (6.38)
in which the r.h.s. is the projector to all non− zero modes. It is a complete delta
funciton minus projector to all zero modes.
The SU(2) instanton has 8 of them: 4 translations, 1 scale transformation and
3 Euler angles of rotation. All modes can be obtained by differentiation over corre-
sponding collective coordinates.
Already from the equation itself one can see a coming problem. Let us look at
it at large distances from the instanton. The operator in the l.h.s. becomes the
ordinary Laplacian ∂2 and the r.h.s. has the large-distance tails of the modes. Let
us take one of them, the scale one, as example.
φscale ∼ ∂Aµ
∂ρ2
∼ x
(x2 + ρ2)2
∼ 1
x3
10Not to be confused with the instanton center we also called z above. Currently we have a single
instanton with the center at the origin.
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Since ∂2Dnz(x, y) ∼ x−3, the tail of the vector Green function must be Dnz ∼ 1/x.
If so, the Feynman diagrams involving 4-d integrals of it can have bad infrared
divergences.
It has then been pointed out by [Levine and Yaffe, 1979] that this difficulty
can be eliminated by a redefinition of “orthogonality”: in Hilbert space it can be
defined with some weight function, which can be chosen to decay with distance
appropriately. Their “improved” propagator was shown to have no Dnz ∼ 1/x tail.
And yet, neither these authors no anybody else used their improved propagator for
four decades.
one of the methods for evaluation of the determinant, namely its relation to
the Green function. The reader may be reminded that the method was based on
differentiation of the classical solution over some parameter, and relating the results
to a one-loop Feynman diagram including the propagator, which can be calculated
if the latter is known.
A comment about ADHM construction above sheds some light on how exact
propagators in the field of instanton (or many instantons) were calculated – see the
actual derivations in the original paper [Brown et al., 1978]. Now,In the case of
the instanton there is indeed such parameter – the size ρ – and the method can be
applied. In fact that method was used by Brown and Creamer [Brown and Creamer,
1978] for this purpose for the first time. One may expect that following this route
one can cut off many difficulties of the problem, resolved by ’t Hooft by brute force
diagnalization.
Brown and Creamer were able to show that all UV divergencies occur as ex-
pected, leading to the correct renormalized charge. But, attempting to calculate
the finite part, Brown and Creamer unexpectedly found infrared divergencies stem-
ming from projector normal to zero modes.
Although the setting of next order calculations is in principle quite analogous to
those we have discussed in quantum mechanical context in chapter Semiclassical,
and even the diagrams are the same, in all the years passed since 1976 the two-loop
correction to ’t Hooft formula has not yet been calculated.
6.3.3 The exact NSVZ beta function for supersymmetric theories
At first glance, instanton amplitudes seem to violate supersymmetry: the number of
zero modes for gauge fields and fermions does not match, while scalars have no zero
modes at all. We will however not discuss translation of the problem to a superspace,
and other related issues here, sticking to the standard notation. The remarkable
fact is that the determination of the tunneling amplitude in SUSY gauge theory
is actually simpler than in QCD. Furthermore, one can determine the complete
perturbative beta function from a generic calculation of the tunneling amplitude!
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The tunneling amplitude in question is given by
n(ρ) ∼ exp
(
− 2pi
α(M)
)
M
ng−nf/2
0
(
2pi
α(M)
)ng/2
d4x
dρ
ρ5
ρk
∏
f
(fermions)f , (6.39)
where all factors can be understood from the ’t Hooft calculation discussed above.
There are ng = 4Nc bosonic zero modes that have to be removed from the deter-
minant and give one power of the regulator mass M each. Similarly, each of the
nf fermionic zero modes gives a factor M
1/2. Introducing collective coordinates for
the bosonic zero modes gives a Jacobian
√
S0 for every zero mode. Finally, the last
factor in the integral is related to fermionic collective coordinates and zero modes
(to be discussed a bit later) and ρk is the power of ρ needed to give the correct
dimension.
Here is the key observation: supersymmetry ensures that spectra of eigenmodes
for bosonic and fermionic fluctuations around the instanton are related. As a re-
sult, one can show that the non-zero mode contributions in bosonic and fermionic
determinants exactly cancel: therefore there is no need to calculate them!
More precisely, the subset of SUSY transformations which does not rotate the
instanton field itself, mixes fermionic and bosonic modes non-zero modes but anni-
hilates zero modes. This is why all non-zero modes cancel but zero modes can be
unmatched. Note another consequence of the cancellation: the power of M in the
tunneling amplitude is an integer.
Renormalizability demands that the tunneling amplitude is independent of the
regulator mass. This means that the explicit M -dependence of the tunneling ampli-
tude and the M dependence of the bare coupling have to cancel. As in QCD, this al-
lows us to determine the one-loop coefficient of the beta function b = (4−N)Nc−Nf .
Again note that b is an integer, a result that would appear very mysterious if we
did not know about instanton zero modes.
In supersymmetric theories one can even go one step further and determine the
beta function to all loops [Novikov et al., 1986]. For that purpose let us write down
the renormalized instanton measure
n(ρ) ∼ exp
(
− 2pi
α(M)
)
M
ng−nf/2
0
(
2pi
α(M)
)ng/2
Zngg
∏
f
Z
−1/2
f
 d4xdρ
ρ5
ρk
∏
f
(fermions)f ,
where we have introduced the field renormalization factors Zg,f for the
bosonic/fermionic fields. Again, non-renormalization theorems ensure that the tun-
neling amplitude is not renormalized at higher orders (the cancellation between the
non-zero mode determinants persists beyond one loop). For gluons the field renor-
malization (by definition) is the same as the charge renormalization Zg = αR/α0.
Furthermore, supersymmetry implies that the field renormalization is the same for
gluinos and gluons. This means that the only new quantity in (6.3.3) is the anoma-
lous dimension of the quark fields, γψ = d logZf/d logM .
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The renormalizability demands that all physical quantities – such as the ampli-
tude under consideration – are independent of M . All powers of M we found should
thus be compensated by the M−dependence of the charge. Indeed the cutoff of the
integrals at M implies that the original charge was in fact the “bare one”, g(M).
This condition gives the charge dependence on the scale, which can be re-formulated
as the so called NSVZ beta function [Novikov et al., 1986] which, in the case N = 1,
reads
β(g) = − g
3
16pi2
3Nc −Nf +Nfγψ(g)
1−Ncg2/8pi2 . (6.40)
The anomalous dimension of the quarks has to be calculated perturbatively. To
leading order, it is given by
γψ(g) = − g
2
8pi2
N2c − 1
Nc
+O(g4). (6.41)
As far as I know, the result (6.40) was checked by explicit calculations up to three
loops11.
In theories without quarks, the NSVZ result determines the beta function com-
pletely. For N -extended supersymmetric gluodynamics, we have
β(g) = − g
3
16pi2
Nc(N − 4)
1 + (N − 2)Ncg2/(8pi2) . (6.42)
Let us recognize several interesting special cases:
(i) For N = 4, the beta function vanishes and the theory is conformal. The reason
for that we already discussed in the chapter on monopoles, where it was shown that
this theory is electric-magnetic self − dual.
(ii) The case N = 2 shows another curious phenomenon: the non-trivial part of
the denominator vanishes, so that the one loop result for the beta function becomes
exact. This theory is the one partially solved by Seiberg and Witten: we will follow
the charge running in it in the next section.
(iii) The next interesting case is the N = 1 SUSY QCD, where we add Nf matter
fields (quarks ψ and squarks φ) in the fundamental representation. Let us first look
at the NSVZ beta function. The beta function vanishes at g2∗/(8pi
2) = [Nc(3Nc −
Nf )]/[Nf (N
2
c − 1)], where we have used the one-loop anomalous dimension. This
is reliable if g∗ is small, which we can ensure by choosing Nc → ∞ and Nf in the
conformal window 3Nc/2 < Nf < 3Nc. Seiberg showed that the conformal point
exists for all Nf in the conformal window (even if Nc is not large) and clarified the
structure of the theory at the conformal point. This is a phenomenon which also
exists in QCD-like theories with many fermions.
11 Note that the beta function is scheme dependent beyond two loops, so in order to make a
comparison with high order perturbative calculations, one has to translate from the Pauli-Vilars
scheme to a more standard perturbative scheme, e.g. MS.
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Another observation is that for N = 1 the beta function blows up at g2∗ =
8pi2/Nc, so the renormalization group trajectory cannot be extended beyond this
point. The meaning of it remains mysterious (to me).
6.3.4 Instanton-induced contribution to the renormalized charge
Specific running of the coupling in non-Abelian gauge theories – the asymptotic
freedom – gave birth to QCD, and so it is not surprising that higher order corrections
to the original celebrated one-loop result had attracted a lot of attention. Current
knowledge of perturbative corrections can be found in the Appendix ??.
But one should not necessarily think only about the UV divergences in perturba-
tive diagrams while considering the renormalized coupling constant. Let me give two
examples: one very simple and one very complex. My first example are Feynman
diagrams in quantum-mechanical 1+0 dimensional path integrals, say with g2x4
interaction term. There are many loop diagrams renormalizing g2x4 operators, but
there are no divergences and UV logarithms.
The second example – conceptually simple but technically challenging – is the
case of 4-d superconformal field theories, SCFT’s. We mentioned two of them before:
N=4 SYM and also N=2,Nc = 2,Nf = 4 supersymmetric QCD. SCFT’s have zero
beta functions and thus – unlike QCD – no Λ parameter. There is a bare coupling g0
in the Lagrangian, which is however different from the “true” coupling g in certain
exactly known observables. The relation between them can be expanded in the
instanton series: for details see [Alday et al., 2010; Marshakov et al., 2009].
Let us however return to QCD-like theories with the running coupling. A charge
is defined, by general OPE rules , as a coefficient 1/g2(µ) in front of the operatorG2µν
in the action, where general rules define the field G as the “soft” one, containing only
Fourier harmonics with p < µ. All “hard” phenomena, with p > µ, are supposed to
be delegated to the coefficient. All non-perturbative phenomena – and in particular
instantons with sufficiently small size ρµ < 1 – need to be included in the running
charge. The difference between the perturbative and non-perturbative series is that
the former are series in 1/log(µ) while the latter in (inverse) powers of µ.
Let us discuss the running coupling in a number of theories, following the paper
by Randall, Ratazzi and myself [Randall et al., 1999]. The best known case is the
N=2 SYM theory, in which one knows both the exact analytic expression for the
charge dependence on the scalar VEV a from Seiberg-Witten elliptic curve (see
Appendix ??) , and also its perturbative-nonperturbative series which start as
follows
8pi2
g2(a)
= 2log(
2a2
Λ2
)− 6
(
Λ
a
)4
+ ... (6.43)
where the dots do not include high loop logs – they vanish in this theory, as shown
in the previous section – but higher powers of the instanton terms
(
Λ
a
)4k
. The
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Fig. 6.3 The effective charge bgeff (µ)/8pi
2, where b is the one-loop coefficient of the beta function)
versus normalization scale ? (in units of its value at which the one-loop charge blows up). The
thick solid line correspond to exact solution [20] for the N=2 SYM, the thick dashed line shows
the one-instanton correction. Lines with symbols (as indicated on figure) stand for N=0 QCD-like
theories, SU(2) and SU(3) pure gauge ones and QCD itself. Thin long-dashed and short-dashed
lines are one and tho-loop results.
number 4 in power, the same as the coefficient of log(a), is nothing but the one-
loop coefficient of the beta function b: see NSVZ result discussed above. All terms
have been explicitly calculated by Nekrasov [Nekrasov, 2003], and they confirm the
expansion of the Seiberg-Witten elliptic curve.
This expression of course should only be used when the second term is much
smaller than the first, but one can still make a tempting observation: since they
are of the opposite sign, perhaps at some scale the r.h.s. vanishes, which means
that the coupling gets infinite! According to Seiberg-Witten it is indeed the case,
but the singularity is at a place slightly misplaced compared to what one would get
from those two terms.
In Fig.6.3 from [Randall et al., 1999] the exact answer (solid think line) is com-
pared with the one-instanton expression (the thin dashed line). The QCD curves
correspond to the OPE definition
8pi2
g2(a)
= blog(
a
Λ
)− 4pi
2
N2c − 1
∫ 1/a
0
dn(ρ)ρ4(
8pi2
g2(ρ)
)2 (6.44)
including the instanton density with the size ρ extracted either from lattice simu-
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lations or models – both to be discussed below. The bottom line is that in all cases
one finds a very similar behavior: at certain scale the instanton-induced power term
is rapidly switched in, and increases the coupling. This explains why the transition
from weak to strong coupling happens rather abruptly.
6.4 Single instanton effects
6.4.1 Quarkonium potential and scattering amplitudes
The simplest effects we will describe simply utilize relatively strong gluonic fields
of the instantons. Perhaps the simplest effect is instanton contribution to the ef-
fective gluon mass12, obtained by averaging of the gluon propagator. As shown by
[Musakhanov and Egamberdiev, 2018], with the original parameters of the instanton
liquid model, it is M instg ≈ 360MeV .
Fig. 6.4 The one-gluon exchange and instanton-induced settings for the quarkonium potential
The first example would be instanton contribution to the quarkonium poten-
tials: it is one of the oldest ideas, suggested by Callan et al [Callan et al., 1978].
Quarkonium is substituted by a color dipole, a pair of Wilson lines. In Fig.6.4 we
show a perturbative and instanton-induced settings.
Spin-independent (or central) potential is represented as
V =
∫
dρ
1
ρ2
dn(ρ)
dρ
W (x/ρ) (6.45)
12The effective quark mass is related to chiral symmetry breaking and is thus multi-instanton
effect, to be discussed in next chapters.
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where density dn(ρ) includes both instantons and antiinstantons, and the last factor
is the convolution of two Wilson lines, each done exactly
W (x/ρ) =
1
3ρ3
∫
d3r tr
[
1−W (~x− ~r)W+(−~r)]
W (~r) = cos(
pir√
r2 + ρ2
) +
~r~τ
r
sin(
pir√
r2 + ρ2
)
Since these authors were also interested in magnetic effects as well – spin-spin and
spin-orbit ones – they make the lines a bit tilted relative to the time direction, so
they looked as follows
Pexp(i
∫
Aµdxµ) = exp(i
∫
dτ
−(~τ~x) + (~τ~v × ~x)
τ2 + ρ2 + (~x+ ~vτ)2
) (6.46)
and then expanded in velocity to the needed order. More details can be found in
the paper.
One can also calculate other relativistic corrections, namely the spin-spin, spin-
orbit and tensor potentials, defined by
V = VC(r) + VSS(r)
(
~SQ~SQ¯
)
+ VLS(r)
(
~S~L
)
+ VT (r)
[
3(~SQ~n)(~SQ¯~n)− (~SQ~SQ¯)
]
(6.47)
As shown by [Yakhshiev et al., 2018; Musakhanov, 2018], the instanton model
[Shuryak, 1982b] with the original parameters, ρ = 1/3 fm, n = 1 fm−3 describes
well spectrum of known charmonium states, including L = 0, 1, 2 states. The corre-
sponding potentials are shown in Fig.6.5 for two sets of the instanton parameters.
Fig. 6.5 The instanton-induced heavy quark potentials. Solid (dashed) curves are for ρ =
1/3 fm,R = 1 fm (ρ = 0.36 fm,R = 0.89 fm) instanton parameters.
Similarly, Zahed and myself [Shuryak and Zahed, 2000] have generalized this
calculation to instanton-induced static dipole-dipole potential, or the interaction
between two quarkonia. Before describing it, let me remind the situation in QED:
according to famous Casmir-Polder paper the interaction of two distant dipole is
V (r) = −α1α2
r7
(6.48)
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Fig. 6.6 The setting of the dipole-dipole potential calculation: two-gluon exchange and instanton-
induced
where αi are the so called polarizabilities. Note that it is not a square of the dipole
field: the difference comes from the time delay.
Let me briefly reproduce this result in Euclidean setting we use. For simplicity
let us only consider the case when dipoles are small d R, ρ. In this case te dipole
approximation is justified, both gluons (photons) are emitted at close time and the
correlator to consider is
< ~E2(τ1) ~E
2(τ2) >∼ 1
[R2 + (τ1 − τ2)2]4
(6.49)
Its integral over relative time leads to Casmir-Polder answer just mentioned.
The correlator of two fields squared in the instanton background is calculated
using its expression (6.15). The averaging over the instanton location can be carried
out analytically: we then get the so called correlation function (to be discussed
systematically in the next chapter)
It is important to point out that while in the quarkonium potential the instanton-
induced effect is relatively small compared to the perturbative one-gluon exchange,
it is in fact dominant in the dipole-dipole case for R > ρ, see Fig.6.7 . This is a
manifestation of a general trend: the higher is the order of the effect in perturba-
tion theory, the more important instanton-induced effects become. Indeed, because
the instanton field is O(1/g), the coupling to a quark is cancelled out and extra
exchanges go “for free”, without any additional penalty. The only small factor in
the problem is then the instanton amplitude itself.
Introduction of the non-zero angle θ between the Wilson lines promotes the cal-
culation into that of the scattering amplitude. A continuity between static potential
December 5, 2018 1:30 WSPC/Book Trim Size for 9.75in x 6.5in all-together
Single instanton effects 147
induced interaction may be easier to identify. In the latter
case, we will consider two cases where the characteristic
time within the dipole is either !i" short, #0$d/g2!% , or !ii"
long, #0"%0, in comparison to the instanton size. These two
cases translate to a magnitude of the dipole field A0$g/d
which is large !i" or small !ii" in comparison to that of the
instanton field A&$1/g% .
In case !i" the static potential can be written in terms of
the polarizabilities and the correlator of gluo-electric fields
V!R "#'1'2! d#(E! 2!# ,R "E! 2!0,0"). !44"
This field strength correlator can be evaluated by substituting
the expression for the instanton field:
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The averaging of the correlator over the location of the in-
stanton position z can be carried out analytically *27+:
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stanton contribution is
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Its behavior is shown in Fig. 4a. Its ratio to the perturbative
contribution to the same correlator !for g#2 or 's#0.32) is
shown in Fig. 4b. As expected, it is small at small distances
x!%0. At large distances, the instanton-induced contribution
has the same behavior . inst/1/R8 as the perturbative one.
Furthermore, the ratio of the two is about 30, much more
than the ‘‘instanton-induced charge renormalization’’ !43"
we discussed in the preceding subsection. About the same is
found in the potentials themselves !the correlator integrated
over the time difference" as shown in Fig. 4d. The perturba-
tive behavior is dominated by two gluons rather than one,
and therefore the instanton effect occurs with a classical en-
hancement squared:
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This feature implies that instanton effects are much more
important for dipole-dipole interactions at R/%0/0.3 fm
than the perturbative Casimir-Polder effects. We will argue
below that this is generic for all processes demanding multi-
gluon exchanges, and that instanton-induced processes can
become dominant in this case.
In case !ii", the dipoles can be considered quasi-static in
time, #0$d/g2"%0, and the time evolution of the color de-
grees of freedom due to the Coulomb interaction can be ig-
nored. In other words, the dynamics is driven entirely by the
instanton field. The potential between two dipoles is now
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with
Fdd#! d3zNc%3 !1$TrW1TrW2". !50"
HereW are rectangular Wilson loops for each dipole, traced
separately. Averaging over the instanton position can be
done numerically. The results are shown in Fig. 5. The out-
come is proportional to d12d22 !dipole moments" rather than
'1 '2 !electric polarizabilities", when d is reasonably small
in comparison to %0. The large distance potential is a few %
that of V(R)/d12d22%02/R7. Note that it is larger than the
FIG. 4. !a" Field strength correlator . inst as defined in Eq. !47"
versus the distance in units of the instanton size x/%0. !b" Ratio of
the instanton-induced term in the correlator to the perturbative one
versus the distance.
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induced interaction may be easier to identify. In the latter
case, we will consider two cases where the characteristic
time within the dipole is either !i" short, #0$d/g2!% , or !ii"
long, #0"%0, in comparison to the instanton size. These two
cases translate to a magnitude of the dipole field A0$g/d
which is large !i" or small !ii" in comparison to that of the
instanton field A&$1/g% .
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Fig. 6.7 The correlator of two gauge fields squared, perturbativ a d instanton-induced. The
plot is the ration of the former to the latter, as a function of distance (in units of the instanton
seize ρ
and the low-energy scattering amplitude θ → 0 f r two very heavy dipoles is then
apparent. The untraced and tilted Wilson line in the one-instanton background
reads
W(θ, b) = cosα− iτ · nˆ sinα (6.50)
where
na = Rab ηbµν x˙µ(z − b)ν = Rab nb (6.51)
and α = piγ/
√
γ2 + ρ2 with
γ2 = n · n = n · n = (z4sinθ − z3cosθ)2 + (b− z⊥)2 .
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Fig. 6.8 default
In case of high energy collisions eikonalized expressions for the scattering ampli-
tude in terms of a correlator of two Wilson-lines (quarks) or Wilson-loops (dipoles)
are well known, developed first systematic step toward a semi-classical but non-
perturbative formulation of high-energy scattering in QCD was suggested by [Nacht-
mann, 1997], relating the scattering amplitude to the correlator of pairs of Wilson
lines.
One can use these expressions, in Euclidean space-time with the angle θ between
the Wilson lines, and later analytically continue the result into the Minkowski world
by the substitution
θ → iy (6.52)
where y is the Minkowski rapidity difference between the colliding objects. It has
been checked in [Meggiolaro:1997dy, 1998; Shuryak and Zahed, 2000] and elsewhere
that in that it works correctly for perturbative amplitudes. We used it for quark-
quark and dipole-dipole scattering amplitudes as well [Nowak et al., 2001; Shuryak
and Zahed, 2004] : the setting for the latter case is shown in Fig.6.8.
Strictly speaking,a mutial scattering of two small dipoles correspond to dou-
ble deep-inelastic scattering. For example, future lepton collider can be used as a
collider of two virtual photons γ∗γ∗. The quark-antiquark pair produced by the pho-
tons have small sizes d ∼ 1/Q provided each photon is highly virtual Q  ΛQCD.
But in practice the parton enesemble is often represented as a set of dipoles, and
even the proton itself sometimes is treated as a color dipole made of quark and
diquark. For the details about instanton-induced effect in scattering amplitudes see
the papers mentioned.
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6.5 Quark role in the topological tunneling
6.5.1 The fermionic zero mode of the instanton
The so called index theorems connect topology of the manifold with the number of
zero modes of the Dirac operator defined on them. Without going into details, let
me just say that if the gauge field has the topological charge Q, then
(i) the fundamental (isoscalar) fermions (e.g. quarks) should have Q zero modes;
(ii) the adjoint (isovector) fermions (e.g. gluinoes of supersymmetric gauge theories)
should have QNc zero modes.
The meaning of these facts are very profound, with important consequences for
instanton-induced effects we will be discussing.
Let us first look at the explicit form of the zero mode originally discovered by
’t Hooft [’t Hooft, 1976]. It is a solution of the Dirac equation iD/ψ0(x) = 0 in the
instanton field. For an instanton in the singular gauge, the zero mode wave function
take the form
ψ0(x) =
ρ
pi
1
(x2 + ρ2)3/2
γ · x√
x2
1 + γ5
2
φ (6.53)
where φαm = αm/
√
2 is a constant spinor13 in which the SU(2) color index α is
coupled to the spin index m = 1, 2. Let us briefly digress in order to show that
(6.53) is indeed a solution of the Dirac equation. First observe that14
(iD/ )2 =
(
−D2 + 1
2
σµνGµν
)
. (6.54)
We can now use the fact that σµνG
(±)
µν = ∓γ5σµνG(±)µν for (anti) self-dual fields
G
(±)
µν . In the case of a self-dual gauge potential the Dirac equation iD/ψ = 0 then
implies (ψ = χL + χR)(
−D2 + 1
2
σµνG
(+)
µν
)
χL = 0, −D2χR = 0, (6.55)
and vice versa (+ ↔ −, L ↔ R) for anti-self-dual fields. Since −D2 is a positive
operator, χR has to vanish and the zero mode in the background field of an instanton
has to be left-handed, while it is right handed in the case of an anti-instanton. This
result is not an accident. Indeed, there is a mathematical theorem (the Aliyah-
Singer index theorem), that requires that Q = nL − nR for every species of chiral
fermions. A general analysis of the solutions of (6.55) was given in [’t Hooft, 1976].
For (multi) instanton gauge potentials of the form Aaµ = η¯
a
µν∂ν log Π(x) the solution
13It can therefore be called “spinor hedgehog”. The norm is such that this mode is normalized to∫
d4xψ¯0ψ0 = 1.
14We use Euclidean Dirac matrices that satisfy {γµ, γν} = 2δµν . We also will use the following
combinations of gamma matrices σµν = i/2[γµ, γν ] and γ5 = γ1γ2γ3γ4.
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is of the form
χmα =
√
Π(x)∂µ
(
Φ(x)
Π(x)
)
(τ (+)µ )
αm. (6.56)
The Dirac equation requires Φ(x) to be a harmonic function, Φ(x) = 0. Using
this result, it is straightforward to verify (6.53). Again, we can obtain an SU(3)
solution by embedding the SU(2) result.
It is also important that there is no chirality partner for zero modes: the ”pair-
ing” theorem for λ and −λ modes holds for non-zero modes only. So what was
wrong with the proof? Of course the assumption that γ5ψλ can be used as another
eigenvector: it would not work for purely chiral solutions. So, what the existence
of the zero mode mean for the tunneling rate? At the first glance, zero mode is a
problem since it vanishes the fermionic determinant in the partition function. In-
deed, the determinant is of the operator iD/ + im, and since the former term gives
zero on a zero mod one has to conclude that for massless fermions the tunneling
probability vanishes. Not necessarily, argued ’t Hooft, since the mass term can be
supplemented by external scalar current. What it all means, there is no tunneling
unless a q¯RqL pair for each massless flavor is produced.
Still the whole process looks very mysterious. The final ”demystification” of the
anomaly is as follows: one can follow the tunneling configurations adiabatically, and
for each value of time we are looking for static energy levels of the Dirac particle and
ignoring all time derivatives. One then finds that the levels move in such a way, that
all left-handed states make one step down, to the next level, and all right-handed
ones make one step up. A hint that this is the case can be explained as follows: in
the adiabatic approximation (slow change in time) the time-dependent solution is
ψ(t, x) = ψstatic(t, x)exp[−
∫ t
0
dt′static(t′)] (6.57)
If energy is positive for large t and negative for t → ∞, the corresponding time-
dependent wave function is 4-dimensionally normalizable. The explicit ’t Hooft
zero mode is such a normalizable solution. Thus, if only one such solution exists, it
means that only one state has passed the zero energy mark.
So, when tunneling is finished, the spectrum is of course the same, but it is the
level occupation which is different!
6.5.2 The ’t Hooft Effective Lagrangian
Instead of the tunneling amplitude, let us introduce quark sources jf (x) via auxillary
terms in Lagrangian
∫
d4x(j+f (x)ψf (x) + cc) and calculate a 2Nf -quark Green’s
function
G(x1...xfy1...yf ) = 〈
∏
f
j¯f (xf )jf (yf )〉
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containing a quark and an anti-quark of each flavor once. Contracting all the quark
fields, the Green’s function is given by the tunneling amplitude multiplied by Nf
fermion propagators. It is shown schematically in Fig.6.9
u¯ d¯
u d
=>I V
Fig. 6.9 The 2Nf -leg Green function (left, for Nf = 2) at large distances can be seen as a local
2Nf operator V with free propagators (shown by the dotted lines). The free propagators can be
amputated.
It would be important to introduce also quark mass m (same for all) as a IR
regulator. Every propagator has a zero mode contribution with one power of the
fermion mass in the denominator:
S(x, y) =
ψ0(x)ψ
+
0 (y)
im
+
∑
λ6=0
ψλ(x)ψ
+
λ (y)
λ+ im
(6.58)
where I have written the zero mode contribution separately. Note that if both
points x, y are far from the instanton center (relative to ρ), one can use asymptotic
expression for ψ0 which at large arguments behave as constant spinor times 1/x
3.
Since this behavior is nothing else but just free propagator for a massless fermion,
one sees that in this limit the first term can be interpreted as two free propagators,
from x to z and from y to z, times some constant vertex. The procedure we have
described is in fact standard “amputation of external legs” of the Green functions,
used when one would like to derive the effective vertex or Lagrangian.
Let us now look at the dependence on the light quark masses. Suppose there
are Nf light quark flavors, and all masses are the same. The instanton amplitude
is proportional to mNf (or, more generally, to
∏
f mf ) due to the fermionic deter-
minant in the weight. But contributions of the zero modes in the propagators give
us 1/mNf ! As a result, the zero mode contribution to the Green’s function is finite
in the chiral limit15 m→ 0.
The result can be written in terms of a new effective Lagrangian [’t Hooft, 1976].
It is a local 2Nf -fermion vertex, where the quarks are emitted or absorbed in the
(x-independent) spinor states obtained after the “amputation of the free motion”
15Note that Green’s functions involving more than 2Nf legs are not singular as m→ 0. The Pauli
principle always ensures that no more than 2Nf quarks can propagate in zero mode states.
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Fig. 6.10 The instanton-induced ’t Hooft vertex (a) for 2 flavor QCD versus the ordinary gluon
exchange diagrams (b). Note a very different chiral structure of the two: the latter does not violate
any chiral symmetry because chirality is conserved along each line.
from the zero mode wave functions
χ = limx→∞
ψ0(x)
S0(xc, x)
as shown in the right of Fig.6.9.
One may wish to simplify this general fairly complicated vertex. First, if instan-
tons are uncorrelated, one can average over their orientation in color space. For
SU(3) color and Nf = 1 the result is
LNf=1 =
∫
dρn0(ρ)
(
mρ− 4
3
pi2ρ3q¯RqL
)
, (6.59)
where n0(ρ) is the tunneling rate without fermions. Note that the zero mode con-
tribution acts like a mass term. This is quite natural, because for Nf = 1, there is
only one chiral U(1)A symmetry, which is anomalous. Unlike the case Nf > 0, the
anomaly can therefore generate a fermion mass term.
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For Nf = 2, the result is
LNf=2 =
∫
dρn0(ρ)
∏
f
(
mρ− 4
3
pi2ρ3q¯f,Rqf,L
)
+
3
32
(
4
3
pi2ρ3
)2(
u¯Rλ
auLd¯Rλ
adL − 3
4
u¯Rσµνλ
auLd¯Rσµνλ
adL
)]
, (6.60)
where the λa are color Gell-Mann matrices. One can easily check that the interaction
is SU(2) × SU(2) invariant, but U(1)A is broken. This means that the ’t Hooft
Lagrangian provides another derivation of the U(1)A anomaly. Furthermore, we
will argue below that the importance of this interaction goes much beyond the
anomaly, and that it explains the physics of chiral symmetry breaking and the
spectrum of light hadrons.
One may view this process as a kind of non-local vertex, in which a pair of each
light quark flavor is produced, the so called ’t Hooft effective interaction Chirality
of quark and anti-quark lines is different, so attempt to close these lines in loops
give zero for the massless quarks.
Note that this interaction explicitly violates Ua(1) chiral symmetry. Instanton-
induced production of the axial charge is of course just a specific case of a “sphaleron
process”: whether the motion in the topological landscape is by real or virtual fields
does not matter, general relation between NCS and Q5 holds in any process.
Finally, in order to complete the effects of light quarks on the tunneling, we need
to include the effects of non-zero modes. One effect is that the coefficient in the
beta function is changed to b = 11Nc/3 − 2Nf/3. In addition to that there is an
overall constant that was calculated in [’t Hooft, 1976; Carlitz and Creamer, 1979]
n(ρ) ∼ (1.34mρ)Nf (1 +Nf (mρ)2 log(mρ) + . . .) , (6.61)
where we have also specified the next order correction in the quark mass. Note
that at two loop order, one not only gets the two-loop beta function in the running
coupling, but also the one-loop anomalous dimensions of the quark masses.
6.5.3 Instanton-induced quark anomalous chromomagnetic mo-
ment
This derivation follows [Kochelev, 1998] and rely on the color-spin term in the ’t
Hooft effective Lagrangian including external gluon field, written for a quark of type
q as
∆L =
∫
dρ
n(ρ)
m∗q
pi4ρ4
g
(iq¯σµν
λa
2
q)Gaµν (6.62)
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where, in the mean field approximation, the instanton density is written as
n(ρ) = ngluodynamics(ρ)
∏
q
(m∗qρ), m
∗
q = mq − 2pi2ρ2〈q¯q〉 (6.63)
and contains the product of effective quark masses of all light quark flavors
q = u, d, s. Note that in the previous formula the mass m∗q of the quark under
consideration is in denominator and thus drops out: only masses of other flavors
appear.
Comparing this with the definition of quark anomalous chromomagnetic moment
∆L = −iµq g
2m∗q
(q¯σµν
λa
2
q)Gaµν (6.64)
one obtains its value
µq = −pi
3ninstρ
4
2αs(ρ)
(6.65)
The numerator contains the instanton diluteness combination ninstρ
4 ∼ 10−2 but αs
is in denominator as it should be, due to non-perturbative nature of the instanton
field. The absolute magnitude for light quarks is µu,d ≈ −0.2, and it is used in
effective quark models of hadronic spectra.
6.5.4 Instanton-induced asymmetric quark configurations in the
nucleon
Fig. 6.11 Quark configurations of the nucleon, including the lowest order instanton-induced ones.
In Fig.6.11 we show the simplest valence-quark nucleon configuration (a), to-
gether with the lowest-order instanton-induced effects. The diagram (b) illustrate
the ud diquark correlation, appearing in the first order in ’t Hooft Lagrangian. Since
the diquark has spin zero, the d quark in it does not contribute to the total spin of
the nucleon. This conclusion is supported by lattice studies.
The attention to the last diagram (c) comes from the paper [Dorokhov and
Kochelev, 1993], where it was noted that “sea quarks” produced by instantons,
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and resulting in the 5-quark configuration, are highly polarized both in spin and
isospin. Indeed, the valence u quark can only produce d, s ones (flavor polarization).
Furthermore, if this quark happens to be right-handed, the sea quark pair would be
left-handed (and vice versa). In that paper this configuration was proposed as an
explanation of observed deviations from Ellis-Jaffe and Gottfried sum rules, related
to the famous “spin crisis” of the nucleon.
Note that the instanton-induced production of sea quarks is very different from
the usual one-gluon vertex creating q¯q pairs, which is obviously flavor and chirality-
blind. Thus the usual pQCD evolution of structure functions, while dominant at
very small x, cannot start from simple valence quark distributions and needs asym-
metric phenomenological input.
6.5.5 Instanton-induced decays of ηc and scalar/pseudoscalar glue-
balls
Fig. 6.12 The instanton-induced decay of the pseudoscalar ηc.
Let me here provide one example (which we would not discuss in detail). It
was noticed by Bjorken [Bjorken, 2000] that decays of ηc has 3 large 3-body modes,
about 5% each of the total width:
ηc → KKpi; pipiη; pipiη′
Note that there is no pipipi decay mode, or many other decay modes one may think
of: that is because ’t Hooft vertex must have all light quark flavors including
the s¯s, see Fig.6.12. More generally, in fact the average multiplicity of J/ψ, ηc
decays is significantly larger than 3, so large probability of these 3-body decays is
a phenomenon by itself. Bjorken pointed out that the vertex seems to be u¯ud¯ds¯s
and suggested that these decays proceed via ’t Hooft vertex.
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The actual calculations were done by [Zetocha and Schafer, 2003], it included
the following two and three mesons decays channels of the lowest charmonium state
ηc → pipi,KK, ηη,KKpi, ηpipi, η′pipi (6.66)
using the 3-flavor Lagrangian shown in Fig.6.13.
!"#→2g $!
8%&s2!'"0 $!2
3mc2
" 1"4.4&s% # . "25$
Here, '(0) is the 1S0 ground state wave function at the
origin. Using mc!1.25 GeV and &s(mc)!0.25 we get
!'(0)!$0.19 GeV3/2, which is consistent with the expecta-
tion from phenomenological potential models. Exclusive de-
cays cannot be reliably computed in perturbative QCD. As
discussed in the Introduction, Bjorken pointed out that #c
decays into three pseudoscalar Goldstone bosons suggest that
instanton effects are important (10). The relevant decay
channels and branching ratios are B(KK¯%)!(5.5
#1.7)%, B(#%%)!(4.9#1.8)% and B(#!%%)!(4.1
#1.7%). These three branching ratios are anomalously large
for a single exclusive channel, especially given the small
multiplicity. The total decay rate into these three channels is
(14.5#5.2)% which is still a small fraction of the total
width. This implies that the assumption that the three-
Goldstone bosons channels are instanton dominated is con-
sistent with our expectation that the total width is given by
perturbation theory. For comparison, the next most important
decay channels are B(2(%"%$))!(1.2#0.4)% and B(**)
!(2.6#0.9)%. These channels do not receive direct instan-
ton contributions.
The calculation proceeds along the same lines as the glue-
ball decay calculation. Since the #c is a pseudoscalar only
the GG˜ term in Eq. "4$ contributes. The relevant interaction
is
LI"A!% dz% d0"*$ d*
*5
1
Nc2$1
"%3*4&S #GG˜" 14 # " 43 %2*3#
3& (" u¯+5u $" d¯d $" s¯s $"" u¯u $" d¯+5d $" s¯s $"" u¯u $" d¯d $" s¯+5s $
"" u¯+5u $" d¯+5d $" s¯+5s $)"
3
8 ' " u¯ ta+5u $" d¯ tad $" s¯s $"" u¯ tau $" d¯ ta+5d $" s¯s $"" u¯ tau $" d¯ tad $" s¯+5s $"" u¯ ta+5u $
%" d¯ ta+5d $" s¯+5s $$
3
4 (" u¯ t
a,-.+
5u $" d¯ ta,-.d $" s¯s $"" u¯ ta,-.u $" d¯ ta,-.+5d $" s¯s $"" u¯ ta,-.u $" d¯ ta,-.d $" s¯+5s $
"" u¯ ta,-.+5u $" d¯ ta,-.+5d $" s¯+5s $)$
9
20d
abc(" u¯ ta,-.+5u $" d¯ tb,-.d $" s¯ tcs $"" u¯ ta,-.u $" d¯ tb,-.+5d $" s¯ tcs $
"" u¯ ta,-.u $" d¯ tb,-.d $" s¯ tc+5s $"" u¯ ta,-.+5u $" d¯ tb,-.+5d $" s¯ tc+5s $)""2 cyclic permutations u↔d↔s $(
$
9
40d
abc(" u¯ ta+5u $" d¯ tbd $" s¯ tcs $"" u¯ tau $" d¯ tb+5d $" s¯ tcs $"" u¯ tau $" d¯ tbd $" s¯+5tcs $"" u¯ ta+5u $" d¯ tb+5d $" s¯ tc+5s $)
$
9
32 i f
abc(" u¯ ta,-.+5u $" d¯ tb,.+d $" s¯ tc,+-s $"" u¯ ta,-.u $" d¯ tb,.++5d $" s¯ tc,+-s $"" u¯ ta,-.u $" d¯ tb,.+d $
%" s¯ tc,+-+5s $"" u¯ ta,-.+5u $" d¯ tb,.++5d $" s¯ tc,+-+5s $)) . "26$
The strategy is the same as in the glueball case. We Fierz-
rearrange the Lagrangian "26$ and apply the vacuum domi-
nance and PCAC "partial conservation of axial vector cur-
rent$ approximations. The coupling of the #c bound state to
the instanton involves the matrix element
/#c!0#c!g
2GG˜!01. "27$
We can get an estimate of this matrix element using a simple
two-state mixing scheme for the #c and pseudoscalar glue-
ball. We write
!#c1!cos"2$! c¯c1"sin"2$!gg1, "28$
!0$"1!$sin"2$! c¯c1"cos"2$!gg1. "29$
The matrix element f #c!00!2mcc¯+5c!#c1$2.8 GeV
3 is re-
lated to the charmonium wave function at the origin. The
coupling of the topological charge density to the pseudo-
scalar glueball was estimated using QCD spectral sum rules,
/0$"!00!g2GG˜!0$"1$22.5 GeV3 (31). Using the two-
state mixing scheme the two ‘‘off-diagonal’’ matrix elements
f 0$"!00!2mcc¯+5c!0$"1 and /#c!00!g
2GG˜!#c1 are given
in terms of one mixing angle 2 . We can estimate this mixing
angle by computing the charm content of the pseudoscalar
glueball using the heavy quark expansion. Using (41)
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Fig. 6.13 The form of the Nf = 3 effective ’t Hooft Lagrangian
Their results contain rather high power of th i stanton radius and therefore
strongly depend on its value. So the authors used the inverted logic, evaluating
from each data point the correponding value of the mean instanton size ρ¯. The
results reasonably well reproduced the ratios between the channels and even the
absolute width. Furthermor , these calculations provide about the most accurate
evaluation of the average instanton size available, i the r ge of ρ¯ = 0.29−0.30 fm.
6.5.6 Electroweak instantons and fermions
Briefly about the electroweak instantons : Very little changes in terms of formulae
are need, while the numbers involved are drastically different. The Higgs VEV
sets a scale and therefore instanton size also get fixed [’t Hooft, 1976]. The charge
at electroweak scale is small, and therefore the probability of tunneling is now
extremely small
P ∼ exp(−16pi
2
g2w
) ∼ 10−169 (6.67)
so it seems out of question that one can observe any manifestations of it. Production
of 9 quarks (3 colors times 3 generations) and 3 leptons follows: in the same way
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as for the sphaleron decay process to be discussed in the next chapters.
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Chapter 7
Topology on the lattice
7.1 Global topology: the topological susceptibility and the inter-
action measure
“Global topology” we will discuss in this first section is the total topological charge
of the whole lattice: in the subsequent sections we will review more local observables
aimed at revealing the topological substructure of the gauge theory vacuums.
The overall fluctuations of the topological charge can be deduced from lattice
measurements of the so called topological susceptibility, defined by
χtop =
< Q2 >
V4
(7.1)
where V4 is the 4-volume in which the topological charge Q is measured. We will
not go into technical details about the topological charge definitions on the lattice,
and just notice that with proper definition Q is always integer-valued. Lattice
configurations provide histograms of the probabilities P (Q) used in the averaging
implied in the definition. If it would be Gaussian, the only parameter would be
χtop, related to its width.
The non-Gaussian distributions possess higher moments. The so called interac-
tion parameter is defined by the ratio of the following moments of the Q distribution,
via
b2 = −< Q
4 > −3 < Q2 >2
12 < Q2 >2
(7.2)
If one thinks that topological charge is contained in an ensemble of instantons,
χtop provides the combined density of instantons and antiinstantons. Below we
will focus on its dependence on the temperature T , but one should also study its
dependence on other parameters such as the quark masses mf and the number of
colors Nc.
Dilute instanton gas approximation (DIGA) provides some predictions. We will
discuss the total density a bit later, and now notice that since DIGA predicts the
159
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theta dependence of the vacuum energy to be
F (θ, T )− F (0, T ) = χtop(T ) (1− cos(θ)) (7.3)
Expanding this to powers of theta, one finds prediction for higher order coefficients,
in particular the value of b2 is defined by
bDIGA2 = −
1
12
The interaction between instantons will influence this parameter, and so there were
devoted measurements on the lattice.
Of course, it would be nice to directly simulate the ensemble at nonzero θ: but
it is not possible because of the complex weight. One method used to go around
this is to do simulations for imaginary θ = iθ˜ (the chemical potential conjugated to
the topological charge) and then extrapolate back from imaginary to real one.
Significant efforts have been invested in studies of the dependence of these pa-
rameters on the number of colors N . In particular, χtop/σ
2, b2 for three, four and
six colors [Bonati et al., 2016c]. The results provide a robust evidence of the large-N
behavior predicted by standard large-N scaling arguments, i.e. b2n = O(N
−2n). In
particular,
b2 =
b¯2
N2
+O(1/N4), b¯2 = −0.23(3). (7.4)
In QCD with light quarks one can study the dependence of these parameters
on the quark masses. Recall that gauge fields with nonzero Q have fermionic zero
modes: so if m → 0 the determinant is zero and thus those configurations are
impossible. So, in the massless limit χ→ 0 as well. We have noticed before that to
vanish χtop in fact it is enough that a single quark flavor be massless! For mu = md
and ignoring strangeness, the chiral perturbation theory gives
χ = m2pif
2
pi/4 ≈ (75.MeV )4 (7.5)
which does indeed vanish in the massless limit m2pi ∼ mqfpi. All of that is reproduced
by lattice measurements1.
Topological susceptibility in QCD at finite T has been studied in [Bonati et al.,
2016a], from which we took the following Fig. 7.1. Let us start with the second
plot, displaying the interaction parameter b2. Note that at low T it is very different
from the DIGA prediction −1/12, but at high T it does go to an agreement with
to the dilute gas prediction.
1Note however, that DIGA would predict much stronger vanishing, since the instanton amplitude
is proportional to the product of all quark masses
∏
f qf . It is not the case in the CD vacuum
because of chiral symmetry breaking, but becomes true at high T .
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Fig. 7.1 (A) Ratio of the topological susceptibilities χ(T )/χ(T = 0), evaluated at fixed lattice
spacing. The horizontal solid line describes zero T -dependence, while the dashed line is the pre-
diction from finite temperature ChPT and the dashed-dotted line shows the slope predicted by
DIGA computation. The band corresponds to the continuum extrapolation using the function
χ(a, T )/χ(a, T = 0) = D0(1 + D1a2)(T/Tc)D2 , only data corresponding to T > 1.2Tc have been
used in the fit. (B) b2 evaluated at three lattice spacing. The horizontal solid lines correspond
to the value of b2 at T = 0 predicted by ChPT (which is about -0.022) and to the instanton-gas
expected value bDIGA = −1/12. The dotted-dashed line is the prediction of finite temperature
ChPT, while the 2 light blue band is the result of a fit to the smallest lattice spacing data.
The first plot shows that χ(T ) in the QGP phase does have a power dependence
on T , but the fitted power D2 ≈ 3. On the other hand, DIGA predicts
χDIGA(T ) ∼ T 4
(
Λ
T
)b (m
T
)Nf
(7.6)
with Nf = 3, b = 11N/3 − 2Nf/3 ≈ 9 the power of the temperature thus should
be D2 = 8 (shown on the plot by dash-dotted curve): thus there is a very serious
disagreement. We will return to its discussion in the next chapters.
At the other hand, another lattice group [Borsanyi et al., 2016] had measured
χ(T ) up to much higher T ≈ 2300MeV . In this range χ(T ) drops by about 10 orders
of magnitude! This group finally does see at high T the dependence corresponding
to DIGA: their fitted power of T is 8.16, close to the power from the beta function
(11Nc/3)− (2Nf/3) = 8.666 (for 4 quark flavors, u, d, s, c.
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Since their method basically included only configurations with total charge Q =
±1, which means they kept a single instanton in a box, no doubt the result agrees
with a single-instanton amplitude.
What would be important to test is the coefficient, given by the semiclassical
calculation. To my knowledge the coefficient does not agree with expectations,
being about an order of magnitude larger than the prediction. In view of high
power of ΛQCD involved, and the fact that it is only one-loop prediction available,
it is perhaps not yet a problem, but the issue clearly needs more work.
Fig. 7.2 The topological susceptibility versus temperature, for QCD with physical quark masses.
The insert shows the dependence around the deconfinement phase transition.
7.2 Cooling and instantons
Lattice field configurations are not of course classical: they do include the full extent
of quantum fluctuations of all fields. But the tools used to reveal the underlying
topology are basically the same, “cooling” and “gradient flow”.
The simplest method to look for topological object on the lattice is “cooling”, an
iterative procedure reducing local values of the gauge action. Indeed, the topological
solitons represent local extrema (minima) of the action, and thus those should be
approached under cooling. The first works [Teper, 1986; Ilgenfritz et al., 1986]
applying cooling had indeed found topological lumps, with their action being equal
(up to a sign) to the topological charge, S = |Q|.
Further works, have however found certain technical issues, which made hard to
make really quantitative results from cooling. One is that the results obtained de-
pend on the number of cooling steps: the reason is that close instanton-antiinstanton
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pairs move toward each other and eventually annihilate. Trying to locate and in-
clude such annihilation events made the cooling studies more an art than a regular
method.
Of similar nature is the question of “topological defects”, instanton-like objects
with a size comparable to lattice spacing a. In order to define the topological
charge, lattice discretized fields should be made continuous by some extrapolation
procedures, which, unfortunately, by definition are not unique.
The other issue is the fact that only in the continuum limit the instanton ac-
tion becomes scale-independent. On the lattice there is no scale invariance, and,
depending on particular choice of the lattice action, one can force instantons either
to grow or shrink, as the cooling proceeds. This issue has been addressed using the
impoved lattice actions [de Forcrand et al., 1997]. Without going into detail, let me
just say that with tuning it one can tune the O(a2) term in the instanton action
to prevent changes of the instanton size during cooling. This allowed to measure
the instanton density with the size distribution2 dn(ρ)/d4xdρ, The average size was
found to be 〈ρ〉 ≈ .43 fm, somewhat larger than in the instanton liquid model .
The distribution have also clear peak at ρmax ≈ 0.4 fm. Distribution of separation
between instantons have a clear peak at 0.9 fm, close to what the instanton liquid
model value. In Fig.7.3 we show two more examples of the vacuum topological
structure
Later works, included extrapolation back to “no cooling” time, allowed careful
determination of the density and size distributions, in pure gauge SU(2), SU(3) and
even physical QCD with quarks [Hasenfratz, 2000]. The average size was found to
be 〈ρ〉 ≈ .30±0.01 fm, a bit smaller than in the ILM. The mean distance was found
instead to be 0.61± 0.02 fm.
Lattice data on the instanton size distribution are shown in Fig.7.4 (the figure
is taken from [Shuryak, 1999], the lattice data from A.Hasenfratz et al). The left
plot shows the size distribution itself. Recall that the semiclassical theory predict
it to be dn/dρ ∼ ρb−5 at small sizes, with b = 11Nc/3 = 11 for pure gauge Nc = 3
theory. The right plot – in which this power is taken out –is constant at small rho,
which agrees with the semiclassical prediction.
The other feature is a peak at ρ ≈ 0.3 fm – the value first proposed phenomeno-
logically in [Shuryak, 1982b], long before these lattice data. The reason for the peak
is a suppression at large sizes.
Trying to understand its origin, one may factor out all known effects. The right
plot shows that after this is done, a rather simple suppression factor ∼ exp(−const∗
ρ2) describes it well, for about 3 decades. What can the physical origin of this
suppression be?
There is no clear answer to that question. One option is that it is due to mutual
2 The measurements started from some threshold value of ρmin = 2.3a, but semiclassical theory
tells us that only very negligible number of instantons can be below this threshold.
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Fig. 7.3 The topological structure revealed by “cooling” of lattice gauge configurations. Four
upper plots are from the MIT group by Negele et al, they show the distributions of the action
∼ GG and topological charge ∼ GG˜ (left and right). The upper plots are before and the lower
ones after cooling. The lower 3d picture of the topological charge is from the Adelaide group
(Leinweber et al) (lower).
repulsion between instantons and antiinstantons: we will return to it in section ??
where we will discuss theory of the instanton liquid.
Another one, proposed in ref.[Shuryak, 1999] already mentioned, is that the
coefficient is proportional to the dual magnetic condensate, that of Bose-condensed
monopoles. It has been further argued there that it can be related to the string
tension σ, so that the suppression factor should be
dn
dρ
=
dn
dρ
|semiclassical · e−2piσρ2 (7.7)
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Fig. 7.4 (left) The instanton size ρ [fm] distribution dn/dρd4z. (right) The combination
ρ−6dn/dρd4z, in which the main one-loop behavior drops out for Nc = 3, Nf = 0. The points
are from the lattice work for this theory, with β=5.85 (diamonds), 6.0 (squares) and 6.1 (circles).
Their comparison should demonstrate that results are lattice-independent. The line corresponds
to the proposed expression , see text.
If this idea is correct, this suppression factor should be missing at T > Tc, in
which the dual magnetic condensate is absent. But, on the other hand, here quan-
tum/thermal fluctuations generate at high T a similar factor [Pisarski and Yaffe,
1980]
dn
dρ
=
dn
dρ
|T=0 · e−(
2Nc+Nf
3 )(piρT )
2
(7.8)
related to scattering of quarks and gluons of QGP on the instanton [Shuryak and
Velkovsky, 1994]. Empirically, the suppression factor at all temperature looks Gaus-
sian in ρ, interpolating between those limiting cases.
Another example of lattice study focusing on instanton contribution to certain
Green functions, is Ref.[Athenodorou et al., 2018], in full quantum vacuum and
with cooling. The original motivation has been extraction of the gluon coupling
αs(k), so the observable on which this work was focused id the following ratio of
3-point to 2-point Green function (in configurations transformed to Landau gauge)
αMOM (k) =
k6
4pi
〈G(3)(k2)〉2
〈G(2)(k2)〉3 (7.9)
In Fig.7.5 the results are plotted versus the momentum scale k. At the lower
curve (corresponding to uncooled quantum vacuum with gluons) at large k > 1GeV
the effective coupling starts running downward, as asymptotic freedom requires.
However in infrared, at low k → 0, one finds certain positive power. Its slope was
found to be exactly what one would obtain from an instanton ensemble. Further-
more, after cooling for different time τ (shown by three other curves) it was seen
that the same power also persists at high k > 1GeV as well (see dashed curves
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Fig. 7.5 The ratio of Green functions αMOM (k) versus momentum scale k. Different color of
points correspond to different cooling time. The lines correspond to the instanton ensembles with
fitted densities.
at the right). This corresponds well to the expectation that cooling eliminates
perturbative gluons (the plain waves) but, for some time, preserve instantons.
The authors notice that this power corresponds well to that calculated from
instantons. The ratio defined above (7.9) calculated for en ensemble of instantons
reads
αMOM (k) =
k4
18pin
〈ρ9(I(kρ))3〉2
〈ρ6(I(kρ))2〉3 (7.10)
where the function containing the instanton size ρ is
I(s) =
8pi2
s
∫ ∞
0
dzzJ2(sz)φ(z)
a certain Bessel-transform of the shape function φ. ( To compare, the BPST in-
stanton has φ = 1/(1 + z2).)
The gradient flow cooling allowed to identify instantons quite well. As shown in
Fig.7.6, the topological charge density at the center depends on the fitted size in a
way quite close to that of BPST instantons.
While with the cooling time the instanton sizes grow, one should remember to
extrapolate to zero cooling time τ → 0 to recover how they were in the original
quantum vacuum. Therefore, this density is not what one can calculate from the
right plot of Fig.7.6, but significantly larger: their extrapolated total density is
∼ 10 fm−4, an order of magnitude larger than in the original ILM.
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Fig. 7.6 (left) The topological charge at the origin vs the fitted radius, compared to the BPST
profile shown by the line. (right): evolution of the instanton size distribution with the cooling
time τ
Extrapolating these results back to zero cooling, the authors used these data for
an estimate of the vacuum instanton density. Their conclusion is that it is much
higher than the value suggested by the instanton liquid model, by about an order
of magnitude. If so, it erases the diluteness parameter of that ensemble, making
the “instanton liquid” really dense.
7.3 Constrained Cooling, with the Polyakov line preserved
From the Introduction chapter we emphasized that the VEV of the Polyakov line
does play a very important role in non-perturbative phenomena. It is used as the
most practical confinement measure, and, as we discussed in the Introduction, it
influences the instantons, effectively splitting them into the instanton-dyons (we
will discuss later).
So it is rather natural, following [Langfeld and Ilgenfritz, 2011], to work out the
so called the so called constrained cooling, with the local values of the Polyakov line
preserved. For technical definition how it is achieved one need to see the original
paper: let me show only two plots in Fig.7.7 . The left figure compares the behavior
of the topological susceptibility χtop on the amount of the cooling steps. While the
standard method shows a global topology disappearing, the constrained cooling
does preserve it.
Let me briefly summarize the main findings of [Langfeld and Ilgenfritz, 2011]
as follows: while the global topological charge Q is quantized to integer values, the
actions and the topological charges of local topological clusters do not: So, they
cannot really be instantons!
On the other hand, they satisfy another major requirements: the fields in these
clusters is locally selfdual. The picture in the right side of Fig.7.7 shows also that
they are well localized and thus their fields are quite strong. Those features still
suggest that the objects are topological, and that their semiclassical treatment looks
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promising.
Fig. 7.7 The left plot shows the topological susceptibility χtop as a function of the number
of cooling sweep Ncool, for standard (red points decreasing with Ncool) and constrained (black
points). The right plot shows the distribution of the topological charge in configurations obtained
by the constrained cooling .
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Instanton ensembles
8.1 Qualitative introduction to the instanton ensembles
In the previous chapter we have discussed the semiclassical theory of a single in-
stanton, together with some applications of it. However, since the translational
zero modes are substituted by an integral over collective coordinates – the instan-
ton location in 4-d – the tunneling amplitude for an instanton is proportional to
the 4-volume V4 considered. This means that if V4 is large enough to overcome the
exponential tunneling suppression, naive probability of tunneling exceeds 1, and
re-summing (unitarization) of the probability is necessary. As was shown in the
previous chapter, simple exponentiation of the amplitude leads to “ideal instanton
gas”. The instanton density is directly related to the non-perturbative downward
shift in vacuum energy density.
The so called “diluteness parameter”1
κ = nI+I¯ρ
4 (8.1)
describes how far instantons are from each other in units of their size. When it is
large enough, this ideal gas approximation does not hold, and one naturally needs
to take into account instanton interactions.
This section is about different regimes in which the instanton ensemble may
exist. Before we describe them in detail, let us just enumerate them (in historical
order):
(i) a gas of individual instantons
(ii) a gas of pairs, the instanton-antiinstanton molecules
(iii) the “instanton liquid”
(iv) the “instanton polymers”, producing quasibound Cooper quark pairs, of color
superconding phases
1Here the discussion is qualitative, which means we ignore numerical factors, as well as the differ-
ence between < ρ >4 and < ρ4 >.
169
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The first two are “dilute” ensembles, as their density can be arbitrarily small,
so that the interaction between constituents can be safely neglected: we will discuss
those in the next subsection.
The last two are not only “dense”, in the sense that the interaction needs to be
accounted for, but is in fact “dense enough” for certain qualitative changes in the
system to take place. The “instanton liquid” is a phase in which the chiral symmetry
is spontaneously broken, so that there is a nonzero quark condensate < q¯q > 6= 0.
The color supercondor phase has nonzero condensate of diquarks < qq > 6= 0 (it
may or may not also include < q¯q >6= 0, depending on details of the setting).
The value of the condensate influences back the instanton density: these param-
eters are all found from minimization of the free energy. In a mean field approxima-
tion the free energy is approximated by certain analytic expressions: its derivatives
over parameters, set to zero, are known as the “gap equations”: their solution may
or may not be done analytically. We will discuss those in the rest of this chapter.
f
Fig. 8.1 Schematic representation of four instanton ensembles for Nf = 2, see text. Red and
blue circles correspond to instantons and anti-instantons, black and green lines to u, d quarks.
Black diamonds are mass insertions, flipping chirality from left (L) to right (R).
8.2 The dilute gas of individual instantons
At high T the larger size instantons are screened out, so only those with sizes
ρT < 1
are present2. That is why the dimensionless diluteness of the ensemble should
depend on T as large inverse power
nρ4 ∼ (ΛQCD
T
)b
(8.2)
2A question at this point usually comes, if the size should be instead limited by the electric Debye
mass, MD ∼ gT . However, there is no g in the condition above, because classical instanton field
is large O(1/g).
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Furthermore, in QCD with light quarks the dilute instanton gas is made far
more diluted by the existence of fermionic zero modes. In the chiral limit mq → 0,
any object with nonzero topological charge Q 6= 0, taken by itself, should have
Q fermionic zero modes. Recall that in the QCD partition function the fermionic
determinant is in the numerator: so zero eigenvalue make it to vanish. Thus, in the
chiral limits, there simlply cannot exist any dilute instanton gas.
If one take into account finiteness of quark masses, the dilute instanton gas is
possible, but with rather small density. We will call it “the ’t Hooft regime”: as we
already discussed in the previous chapter, in this case the instanton amplitude is
additionally – on top of the tunneling exponent – suppressed by product of all light
quark masses. This factor is numerically about
Πu,d,s(mfρ) ≈
( 2.5MeV
600MeV
)( 5.MeV
600MeV
)(100MeV
600MeV
) ≈ 6 · 10−6 (8.3)
where we put the mean instanton size ρ for dimension. (Its numerical value will be
extensively discussed below in this chapter.) If all instanton effect in QCD would
be that small, perhaps there would not be a need to discuss them. Fortunately, this
regime only occurs at high temperatures T > Tc: first indications for that has been
recently demonstrated on the lattice.
Recall that these mass insertions appear in the single instanton amplitude be-
cause all quarks emitted via zero modes need to be reabsorbed back, Fig.8.1a. Zero
modes for a quark and an antiquark have opposite chiralities, and the price for
flipping it is the mass insertion. But such chirality flips are not needed if a quark
emitted by an instanton is absorbed by an anti-instanton!
In other ensembles, a quark emitted by an instanton can be absorbed by anti-
instantons. Therefore these other phases can exist even in the chiral limit mf → 0.
If the density is high and a quark emitted by an instanton can, with comparable
probability, be absorbed by multiple antiinstantons (see Fig.8.1b): this ensemble is
called the instanton liquid” [Shuryak, 1982b]. The fermionic determinant is a sum
of closed loops, so, if one follows one particular (say u) quark, it will always come
back. In the instanton liquid ensemble a typical length of the loop is very long,
scaling with the volume V4. What this means is that it gets infinite in the V4 →∞
limit, and thus SU(Nf ) chiral symmetry gets spontaneously broken. We will have
a chapter devoted to it soon.
If the density is low, the simplest loop is a travel to the nearest antiinstanton and
back, see Fig.8.1c. This ensemble is called a “molecular phase” made of instanton-
antiinstanton pairs [Ilgenfritz and Shuryak, 1994]. Transition from the option (ii),
the instanton liquid, to (iii), I¯I pairs, as a function of T is the instanton-based
explanation for the chiral symmetry restoration transition3
The last ensemble (iv) produces condensates of quark Cooper pairs in cold but
3 Its physics is rather similar to the so called Beresinsky-Kosterlitz-Thouless transition with the
2-dimensional vortices, for which the 2016 Nobel prize was awarded.
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dense quark matter: thus it is called (the instanton-induced) color superconductor
in which there is a nonzero VEV < qq > 6= 0. Depending on the parameters, it
may exist in several interesting phases unfortunately we will not have time for its
discussion in these lectures.
8.3 The “instanton liquid model” (ILM)
Complementing the theory built from first principles, one may also look at the
phenomena under consideration from empirical point of view, searching for hints
and combining those into a simple approximate model.
It is precisely what happened in the early 80’s. By that time, the QCD sum rules
[Shifman et al., 1979] has been widely used, and they provided some understanding
of the behavior of the QCD correlation functions. Combining partonic description at
small distances with hadronic description at large ones, one learned what happens
in between. Furthermore, using Wilsonian Operator Product Expansion (OPE),
one was able to qualitatively understand the correlator phenomenology in terms of
VEV’s of few “vacuum condensates”, the gluonic < G2µν > and quark < q¯q > ones.
(Some of that we will discuss in chapter on CD correlation funcitons.) Furthermore,
as it was pointed out by the authors of the method themselves [], not “all hadrons
are alike”: for spin-zero channels the OPE-based theory apparently failed to predict
the magnitude of the non-perturbative effects, even qualitatively.
In order to explain available “phenomenology of the vacuum”, a qualitative
model was proposed in my work [Shuryak, 1982a], the so called “instanton liquid”
model (ILM) of the CD vacuum.
There were two parameters – the (mean) instanton size ρ and the instanton
density N , to be determined phenomenologically. The instanton size distribution
was assumed to be just
dn
dρ
= n0δ(ρ− ρ0) (8.4)
An idea what instanton density in the QCD vacuum can be was taken from the
empirical value of the gluon condensate:
n0 < nc =< (gG
a
µν)
2 > /32pi2 ∼ (1fm)−4 (8.5)
(where the density means both pseudosparticles together, I and I¯).
To evaluate the typical size one more observable was used, the quark condensate
< q¯q >, in a version of mean field estimate. The result was
ρ0 ∼ 1
3
fm =
1
600MeV
(8.6)
It was soon found that this model can reproduce well also other properties of chiral
symmetry breaking, such as the pion decay constant fpi. I then proceeded forward
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calculating many different correlation functions [Shuryak, 1983], including those
where the OPE sum rules failed, and found that the model reproduces phenomenol-
ogy in those channels as well.
While this model historically originated from studies of the hadronic phe-
nomenology and related correlation functions, most of its elements have been studied
directly from gauge field configurations generated in lattice numerical simulations.
Therefore, we will not follow the historical path, but discuss first certain lattice
results. Yet, to have certain picture in mind, let me still summarize here some
important qualitative features of this model:
1.The diluteness parameter is small
n0ρ
4
0 = (ρ/R)
4 ∼ (1/3)4 (8.7)
where R is the typical distance between the pseudoparticles. So only few per cent
of the space-time is occupied by strong field. The factorization hypothesis is thus
violated, by the inverse diluteness
2.semiclassical formulae are applicable. The action of the typical instanton is
large enough
S0 = 8pi
2/g(ρ)2 ∼ 10 1 (8.8)
Quantum corrections go as 1/S0 and are presumably small enough.
3.The interaction does not destroy instantons. Estimated by the dipole for-
mula, interaction was found to be typically
|δSint| ∼ (2− 3) S0 (8.9)
4.It is a liquid, not a gas. The interaction is not small in the statistical mechanics
of instantons, on the contrary correlations are strong
exp|δSint| ∼ 20 1 (8.10)
8.4 Statistical mechanics of the instanton ensembles
Early attempts to relate instantons with practical applications to QCD were sum-
marized by important paper by Callan, Dashen and Gross [Callan et al., 1979]. In-
corporating the dipole-like forces between instantons and antiinstantons they have
tried to create a self-consistent theory of interacting instantons4. After [Witten,
1979] pointed out difficulties in approaching the large Nc limit using instantons
5 ,
4 But soon this groups switched to so called “merons” – half-instantons – using which they have at-
tempted to explain confinement. This idea did not work but in some way predated the instanton-
dyons to be discussed below .
5It took many years till the issue was clarified by instanton ensemble simulations, see discussion
to follow later.
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this Princeton group abandoned this direction and switched to this limit of QCD.
In 1982 a simple model [Shuryak, 1982a] with the fixed instanton size and density
was propose. Since the instantons in it were considered uncorrelated, it was called
Random Instanton Liquid Model (RILM for short). While it was phenomenologi-
cally quite successful, a consistent many-body theory of the instanton ensemble was
of course needed.
The first step was a simplified hard-core model by Ilgenfritz and Mueller-
Preussker [Ilgenfritz and Muller-Preussker, 1981]. The second was the variational
approach by Diakonov and Petrov [Diakonov and Petrov, 1984]. For a “sum ansatz”
configurations– the gauge potential equal to a sum of those for individual instantons
and anti-instantons, in a singular gauge– classical interaction was calculated and
the mean-field approximation (MFA) of the statistical mechanics. The interaction
was quite repulsive, leading to quite dilute equilibrium ensemble. Inclusion of light
quarks has followed [Diakonov and Petrov, 1986], which lead to the first calculation
of the quark condensate, also in the mean field approximation. The accuracy of the
mean field approach remained however unclear, as the quark-induced interactions
between instantons are very strong and expected to produce strong correlations
between them.
More direct and accurate methods have to be developed to treat the statisti-
cal ensemble, which was done in a series of papers started with [Shuryak, 1989]:
this approach was called the Interacting Instanton Liquid Model (IILM). It uses
the combined fermionic determinant for all instantons, which is is equivalent to
including the diagrams containing ’t Hooft effective Lagrangian to all oders6.
First, the experimentally known correlation functions were reproduced by the
model at small distances at a quantitative level. Then, for many mesonic channels
[Shuryak and Verbaarschot, 1993b; Shuryak and Verbaarschot, 1993a] significant
numerical efforts were made, allowing to calculate the relevant correlation functions
till larger distances (about 1.5 fm), where they decay by few decades. As a results,
the predictive power of the model has been explored in substantial depth. Many the
coupling constants and even hadronic masses were calculated, with good agreement
with experiment and lattice.
Subsequent calculations of baryonic correlators [Schafer et al., 1994] has revealed
further surprising facts. In the instanton vacuum the nucleon was shown to be made
of a “constituent quark” plus a deeply bound diquark, with a mass nearly the same
as that of constituent quarks. On the other hand, decuplet baryons (like ∆++) had
shown no such diquarks, remaining weakly bound set of three constituent quarks.
To my knowledge, it was the first dynamical explanation of deeply bound scalar di-
quarks. While being a direct consequence of ’t Hooft Lagranigian, this phenomenon
has been missed for a long time. It also lead to realization that diquarks can become
Cooper pairs in dense quark matter, see [Schafer and Shuryak, 2001b] for a review.
6Well, strictly speaking, for all orders which included all instantons+antiinstantons in a box,
typically N ∼ few hundreds. Note that the number of diagrams is of the order N ! and is huge.
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Further elaboration of such analysis for vector and axial has been made [Schafer
and Shuryak, 2001a]: RILM happens to reproduce rather accurately the ALEPH
data on τ decay for both vector and axial correlators. A comparison between
the correlators calculated in RILM and on the lattice [Chu et al., 1994] have also
found good agreement, including the baryonic channels unreachable by usual phe-
nomenology . Studies of hadronic “wave functions” and even glueball correlation
funcitonshas followed, again with results very close to what lattice measurements
had produced: for a review see [Schafer and Shuryak, 1998].
8.4.1 The mean field approximation (MFA)
In this section we follow Diakonov and Petrov 1984. The mean field approximation
is widely used in many brunches of physics. Let us start with the partition function
for a system of instantons in pure gauge theory
Z =
1
N+!N−!
N++N−∏
i
∫
[dΩi n(ρi)] exp(−Sint). (8.11)
Here, N± are the numbers of instantons and anti-instantons, Ωi = (zi, ρi, Ui) are
the collective coordinates of the instanton i, n(ρ) is the semi-classical instanton
distribution function (6.26) and Sint is the bosonic instanton interaction.
In MFA the partition function is evaluated using a trial distribution function
chosen to be the product of single instanton distributions µ(ρ)
Z1 =
1
N+!N−!
N++N−∏
i
∫
dΩi µ(ρi) =
1
N+!N−!
(V µ0)
N++N− (8.12)
where µ0 =
∫
dρµ(ρ). The distribution µ(ρ) is then determined from the variational
principle, or maximization of the Z δ logZ1/δµ = 0. In quantum mechanics a
variational wave functions always provides an upper bound on the true ground
state energy. The analogous statement in statistical mechanics is known Feynman’s
variational principle. Using convexity
Z = Z1〈exp(−(S − S1))〉 ≥ Z1 exp(−〈S − S1〉), (8.13)
where S1 is the variational action, one can see that the variational vacuum energy
is always higher than the true one.
In our case, the single instanton action is given by S1 = log(µ(ρ)) while 〈S〉
is the average action calculated from the variational distribution (8.12). Since the
variational ansatz does not include any correlations, only the average interaction
enters. For the sum ansatz
〈Sint〉 = 8pi
2
g2
γ2ρ21ρ
2
2, γ
2 =
27
4
Nc
N2c − 1
pi2 (8.14)
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the same for both IA and II pairs. Note that (8.14) is of the same form as the
hard core mentioned above, with a different dimensionless parameter γ2. Applying
the variational principle, one finds [Diakonov and Petrov, 1984]
µ(ρ) = n(ρ) exp
[
−βγ
2
V
Nρ2ρ2
]
, (8.15)
where β = β(ρ) is the average instanton action and ρ2 is the average size. We
observe that the single instanton distribution is cut off at large sizes by the average
instanton repulsion. Note also that the cutoff has a Gaussian dependence on ρ, the
same as seen in lattice studies we mentioned above.
The average size ρ2 is determined by the self consistency condition ρ2 =
µ−10
∫
dρµ(ρ)ρ2. The result is
ρ2 =
(
νV
βγ2N
)1/2
, ν =
b− 4
2
, (8.16)
which determines the dimensionless diluteness of the ensemble, ρ4(N/V ) = ν/(βγ2).
Using the pure gauge beta function b = 11, γ2 ' 25 from above and β ' 15, we
get the diluteness ρ4(N/V ) = 0.01, even more dilute than phenomenology requires.
The instanton density can be fixed from the second self-consistency requirement,
(N/V ) = 2µ0 (the factor 2 comes from instantons and anti-instantons). one gets
N
V
= Λ4PV
[
CNcβ
2NcΓ(ν)(βνγ2)−ν/2
] 2
2+ν
, (8.17)
χtop ' N
V
= (0.65ΛPV )
4, (ρ2)1/2 = 0.47Λ−1PV '
1
3
R, β = S0 ' 15, (8.18)
It may be consistent with the phenomenological values if ΛPV ' 300 MeV. It is
instructive to calculate the free energy as a function of the instanton density. Using
F = −1/V · logZ, one has
F =
N
V
{
log
(
N
2V µ0
)
−
(
1 +
ν
2
)}
. (8.19)
The instanton density is determined by the minimizing the free energy,
∂F/(∂(N/V )) = 0. The vacuum energy density is given by the value of the free
energy at the minimum,  = F0. We find N/V = 2µ0 as above and
 = − b
4
(
N
V
)
(8.20)
Estimating the value of the gluon condensate in a dilute instanton gas, 〈g2G2〉 =
32pi2(N/V ), we see that (8.20) is consistent with the trace anomaly.
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The second derivative of the free energy with respect to the instanton density,
the compressibility of the instanton liquid, is given by
∂2F
∂(N/V )2
∣∣∣∣
n0
=
4
b
(
N
V
)
, (8.21)
where n0 is the equilibrium density. This observable is also determined by a low
energy theorem based on broken scale invariance∫
d4x 〈g2G2(0)g2G2(x)〉 = (32pi2)4
b
〈g2G2〉. (8.22)
Here, the left hand side is given by an integral over the field strength correlator,
suitably regularized and with the constant disconnected term 〈g2G2〉2 subtracted.
For a dilute system of instantons, the low energy theorem gives
〈N2〉 − 〈N〉2 = 4
b
〈N〉. (8.23)
Here, 〈N〉 is the average number of instantons in a volume V . The result (8.23)
shows that density fluctuations in the instanton liquid are not Poissonian. Using the
general relation between fluctuations and the compressibility gives the result (8.21).
This means that the form of the free energy near the minimum is determined by
the renormalization properties of the theory. Therefore, the functional form (8.19)
is more general than the mean field approximation used to derive it.
How reliable are these results?
First of all, it cannot be better than the underlying interaction, obtained from
the particular set of gauge field configurations. Later studies had shown that the
sum ansatz used indeed is not a good representation of instanton-antiinstanton val-
ley ( which is not surprising since it was chosen without any justification other
than simplicity). The interaction based on streamline configurations found by [Ver-
baarschot, 1991] can be used instead: but the results also also not satisfactory,
because the ensemble contains too many close pairs and too many large instan-
tons. Stabilization of the density is reached by an exclusion of configurations with
small action – presumably already included in the perturbation theory – with is a
repulsive core weaker than in the sum ansatz, but still present.
Another issue is the accuracy of the MFA itself. As the density decreases, the
binary correlations are building up, which are ignored in the MFA. Its accuracy can
be checked by doing statistical simulations of the full partition function.
8.4.2 Diquarks and color superconductivity
The second most attractive channel is the interaction of two quarks in the scalar
S=I=0 channel. It also follows from ’t Hooft effective Lagrangian, and suppressed
by a factor 1/(Nc − 1) relative to the most attractive scalar q¯q channel. It was
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pointed out in two simultaneous papers7 [Alford et al., 1998; Rapp et al., 1998] in
1997: the same interaction leads to a very robust Cooper pairing in high density
QCD. In few years this field have boomed and has now a bibliography of about 500
papers but we will not discuss it here.
The issue of diquarks may require some further discussion. Since there exists
only one zero mode per instanton, only diquarks with different flavors can be
formed: ud, us, ds8.
One well known argument for a nucleon-like hadrons being made of quark-
diquark pair comes from Regge trajectories. As we will discuss in chapter on the
flux tubes, the slope of the nucleon Regge trajectory is the same as for mesons.
This means there are two color objects connected by a single flux tube.
Another interesting consequence is for a nucleon spin structure. If it is made of
u+(ud) scalar diquark (and never d+(uu)) then there is no way d quark contribute
anything to the nucleon spin. Recent lattice works did indeed confirmed this. d
contributes half of u into the total momentum, but (withing decreasing errors)
nothing to spin.
8.4.3 Instantons for larger number of colors
Recall that the (one-loop) instanton action is given by S0 = (8pi
2)/g2 = −b log(ρΛ)
where b = (11Nc)/3 is the first coefficient of the beta function in pure gauge QCD.
In the ’t Hooft limit Nc →∞ with
λtHooft ≡ g2Nc = const
we expect S0 = O(Nc) and ρ = O(1). It lead to argument by [Witten, 1979] that
instantons do not survive the large-Nc limit.
Our discussion of finite-T theory will show rather simple realization of that idea:
instantons will be indeed split to Nc instanton-dyons. The action per dyon is thus
finite in the ’t Hooft limit.
However, it was also shown that the IILM in fact also has a reasonable large
Nc limit, although it is reached in a non-trivial way. We will discuss that now
following a detailed study by [Schafer, 2002], who managed to show that few known
paradoxes of the dilute gas approximation do disappear in the interacting instanton
liquid. In fact, a self-consistent picture of the ensemble emerges, which well agrees
with the pre-existing theoretical expectations, including the Witten’s conjectures
about the topological susceptibility and the η′ mass. Another remarkable feature
of this regime is that the difference with what we know about instanton ensemble
in QCD is not really drastically changed, even in the large Nc limit.
7They were submitted to the archive on the same day
8 Also Fermi statistics requirement needs to be satisfied: with total spin zero the spin wave function
is anti-symmetric, color part is antisymmetric as well: so flavor should also be antisymmetric. A
product of three minuses is minus, as Fermi statistics requires.
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In brief, main features of this regime is as follows. The density of instantons
is predicted to grow as Nc, whereas the typical instanton size remains finite. The
effective diluteness (accounting for the fact that instantons not overlapping in color
do not interact) remains constant. Interactions between instanton are important
and suppress fluctuations of the topological charge. As a result the U(1)A anomaly
is effectively restored even though the number of instantons increases. Using mean
field approximation and then numerical IILM simulations one finds that this sce-
nario does not require fine tuning but arises naturally if the instanton ensemble
is stabilized by a classical repulsive core. Although the total instanton density is
large but the instanton liquid remains effectively dilute because instantons are not
strongly overlapping in color space.
Since the total instanton density is related to the non-perturbative gluon con-
densate
N
V
=
1
32pi2
〈g2GaµνGaµν〉. (8.24)
the Nc counting suggests that 〈g2G2〉 = O(Nc) and we are lead to the conclusion
that (N/V ) = O(Nc). This is also consistent with the expected scaling of the
vacuum energy. Using equ. (8.24) and the trace anomaly relation
〈Tµµ〉 = − b
32pi2
〈g2GaµνGaµν〉, (8.25)
the vacuum energy density is given by
 = − b
4
(
N
V
)
. (8.26)
Using (N/V ) = O(Nc) we find that the vacuum energy scales as  = O(N
2
c ) which
agrees with our expectations for a system with N2c gluonic degrees of freedom.
Note that (N/V ) = O(Nc) implies that the effective diluteness of instantons
remains constant in the large Nc limit. Indeed, in spite of large density most instan-
tons do not see each other: the number of mutually commuting SU(2) subgroups
of SU(Nc) scales as Nc.
If instantons are distributed randomly then fluctuations in the number of instan-
tons and anti-instantons are expected to be Poissonian. This leads to the predictions
〈N2〉 − 〈N〉2 = 〈N〉, (8.27)
〈Q2〉 = 〈N〉, (8.28)
where N = NI + NA is the total number of instantons and Q = NI − NA is the
topological charge. Equ. (8.28) implies that
χtop =
〈Q2〉
V
=
(
N
V
)
. (8.29)
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Using (N/V ) = O(Nc) we observe that χtop = O(Nc) which is in contradiction to
Witten’s conjecture χtop = O(1). However, as we shall see, the interactions between
instantons suppress the fluctuations and invalidate equs. (8.27,8.28).
We now include the fermion-related dynamics, and ask how the chiral condensate
scales with Nc, using first analytic MFA
9. After averaging over the color orientation
of the instanton the effective Lagrangian is
L =
∫
n(ρ)dρ
2(2piρ)4ρ2
4(N2c − 1)
f1f2g1g2
(
2Nc − 1
2Nc
(ψ¯L,f1ψR,g1)(ψ¯L,f2ψR,g2) (8.30)
− 1
8Nc
(ψ¯L,f1σµνψR,g1)(ψ¯L,f2σµνψR,g2) + (L↔ R)
)
.
We observe from it that the explicit Nc dependence is given by 1/N
2
c . This is again
related to the fact that instantons are SU(2) objects. Quarks can only interact via
instanton zero modes if they overlap with the color wave function of the instanton.
As a result, the probability that two quarks with arbitrary color propagating in the
background field of an instanton interact is O(1/N2c ).
The MFA gap equation for the spontaneously generated constituent quark mass
is
M = GNc
∫
d4k
(2pi)4
M
M2 + k2
, (8.31)
where M is the constituent mass and G is the effective coupling constant in
equ. (8.30). The factor Nc comes from doing the trace over the quark propaga-
tor. The coupling constant G scales as 1/Nc because the density of instantons is
O(Nc) and the effective Lagrangian contains an explicit factor 1/N
2
c . We conclude
that the coefficient in the gap equation is O(1) and that the dynamically generated
quark mass is O(1) also. This also implies that the quark condensate, which involves
an extra sum over color, is O(Nc).
The results in the mean field approximation are summarized in the Fig. 8.2
which shows that for Nc > 4 the average instanton size is essentially constant
while the instanton density grows linearly with Nc. This can also be verified by
expanding log(N/V ) in powers of Nc and log(Nc): one observes that independent
of the details of the interaction the instanton density scales at most as a power, not
an exponential, in Nc.
Another way to see why the instanton density scales as the number of colors is as
follows: the size distribution is regularized by the interaction between instantons.
This means that there has to be a balance between the average single instanton
action and the average interaction between instantons. If the average instanton
action satisfies S0 = O(Nc) we expect that 〈Stotint〉 = O(Nc) also. Using 〈Stotint〉 =
9 For definiteness, we will consider the case Nf = 2 but the conclusions are of course independent
of the number of flavors.
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Fig. 8.2 Instanton size distribution n(ρ) for different numbers of colors: (left) Nc = 3, . . . , 10
calculated using mean field approximation, (right) from numerical simulations with N = 128
instantons.
(N/V )〈Sint〉 and the fact that the average interaction between any two instantons
satisfies 〈Sint〉 = O(1) we expect that the density grows as Nc.
Fig. 8.2 (b) shows the instanton size distribution for different numbers of colors.
We observe that the number of small instantons is strongly suppressed as Nc →∞
but the average size stabilizes at a finite value ρ¯ < Λ−1. We also note that there is
the critical size ρ∗ for which the number of instantons does not change as Nc →∞.
The value of ρ∗ is easy to determine analytically. We write n(ρ) = exp(NcF (ρ))
with F (ρ) = a log(ρ) + bρ2 + c where the coefficients a, b, c are independent of Nc in
the large Nc limit. The critical value of ρ is given by the zero of F (ρ). We find ρ
∗ =
0.49Λ−1. The existence of a critical instanton size for which n(ρ∗) is independent
of Nc was discussed by [Teper, 1980; Neuberger, 1980; Shuryak, 1995] and indeed
observed on the lattice [Lucini and Teper, 2001]. Fluctuations in the net instanton
number are related to the second derivative of the free energy with respect to N
(8.23). This result is in agreement with a low energy theorem (8.22) based on broken
scale invariance, based solely on the renormalization group equations. The left hand
side is given by an integral over the field strength correlator, suitably regularized
and with the constant term 〈G2〉2 subtracted. For a dilute system of instantons
equ. (8.22) reduces to equ. (8.23). The result (8.23) shows that fluctuations of
the instanton ensemble are suppressed by 1/Nc. This is agreement with general
arguments showing that fluctuations are suppressed in the large Nc limit. We also
note that the result (8.23) clearly shows that even if instantons are semi-classical,
interactions between instantons are crucial in the large Nc limit.
Fluctuation in the topological charge can be studied by adding a θ-term to the
partition function. The mean square is just the average instanton number
〈Q2〉 = 〈N〉, (8.32)
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which is identical to the result in the random instanton liquid and not in agreement
with Witten’s hypothesis χtop = O(1). However, Diakonov et al. noticed that
equ. (8.32) is a consequence of the fact that in the sum ansatz the average interaction
between instantons of the same charge is identical to the average interaction between
instantons of opposite charge. In general there is no reason for this to be the case and
more sophisticated instanton interactions do not have this feature.If r denotes the
ratio of the average interaction between instantons of opposite charge and instanton
of the same charge, r = 〈SIA〉/〈SII〉, then
〈Q2〉 = 4
b− r(b− 4) 〈N〉. (8.33)
This result shows that for any value of r 6= 1 fluctuations in the topological charge
are suppressed as Nc → ∞. We also note that χtop = O(1), in agreement with
Witten’s hypothesis.
In [Schafer, 2002] the instanton size distribution, the topological susceptibility
and the spectrum of the Dirac operator for different numbers of colors have been
determined in IILM numerically. The instanton size distribution obtained shows
that small instantons are strongly suppressed as the number of colors increases. We
observe a clear fixed point in the size distribution at ρ∗Λ ' 0.27. The simulations
were carried out in the total topological charge Qtop = 0 sector of the theory. One
can nevertheless determine the topological susceptibility by measuring the average
Q2top in a sub-volume V3× l4 of the euclidean box V3×L4 . The topological suscep-
tibilities for Nc = 3 agree well with the expectation based on Poissonian statistics,
χtop ' (N/V ). For Nc > 3, however, fluctuations are significantly suppressed and
the topological susceptibility increases more slowly than the density of instantons,
consistent with a scenario in which χtop remains finite as Nc →∞.
The chiral condensate for mq = 0.1Λ and topological susceptibility are shown in
Fig. 8.3. We clearly see that 〈q¯q〉 is linear in Nc while χtop approach a constant.
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Fig. 8.3 Dependence of the chiral condensate 〈ψ¯ψ〉 and the topological susceptibility χtop on
the number of colors. The instanton density (N/V ) was assumed to scale as (N/V ) ∼ Nc. The
dashed lines show fits of the form a1Nc + a2 (for 〈ψ¯ψ〉 and N/V ) and a2 + a3/Nc (for χtop).
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Chapter 9
QCD correlation functions and topology
9.1 Generalities
9.1.1 Definitions and an overall picture
Before we embark on technical discussion of the correlation function, let us first
summarize in the non-technical terms some pictures of the vacuum and hadronic
structure, which result from what we learned about instantons.
In particularly, we know that the QCD-like theories with light quarks have
spontaneously broken SU(Nf ) chiral symmetry. In terms of hadronic spectroscopy,
this phenomenon manifests itself in two ways:
(i) quarks obtain “constituent quark masses” M ∼ 300− 400 MeV ,
(ii) there exist multiplets of (near)massless Goldstone modes – the pions.
We have further learned that chiral symmetry breaking is induced by collectiviza-
tion of the quark zero modes, associated with nontrivial topology of the instantons.
In Fig.9.1 we sketch a picture of that: the pions exist because light quark undergo
tunneling1 events (the instantons) in pairs. In terms of the path integral, such
correlated quark paths are interpreted as existence of some attraction between u¯
and d, strong enough to cancel twice the constituent quark mass 2M and make it
(near)zero.
Another manifestation of the of the correlated tunneling is in the ud di-quark
pair. In two-color QCD its strength is exactly the same as in the pion channel, and
thus this diquark (and anti-diquark) are also (near)massless Goldstone modes, 5 in
total for Nf = 2. In the three-color world we live in, the ud di-quark is not color
neutral and thus is not a hadron: but it exists as a correlated diquark2 inside the
1Once in a talk, T.D.Lee was explaining ’t Hooft interaction by saying that it is like cars go in
parallel lanes in the tunnel, like from Queens to Manhattan. I happen to be there, and said
that it is more like the tunnel between England and France: whoever was left-handed become
right-handed, and vice versal.
2 Pauli principle works for zero modes: so the third quark is prohibited from tunneling together
with ud pair: it needs to “drive around” rather than take a tunnel, and so its constituent mass
is not reduced.
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nucleons! (We have not drown such a sketch, but it is easy to do so.)
Fig. 9.1 The pion (left) and the proton (right), depicted as a sequence of tunneling events. The
blue circle indicate mass insertions. Note ud diquarks inside the proton.
Note that, because of topological index theorem, quark zero modes have specific
chiralities: therefore ’ t Hooft interaction has very specific chiral structure. For
example, the picture above cannot hold for vector or tensor mesons. So, the aim of
this section is to elucidate – using phenomenological or lattice correlation functions
– the role of the topology in the vacuum and hadronic structure.
In fact, one could have done it even simpler, without quarks and their zero
modes, in pure gauge theories. Indeed, the topological solitons themselves – being
selfdual or antiselfdual – are made of so-to-say “chirally polarized gluonic fields.
Scalar and pseudoscalar glueballs are strongly affected by tunneling events, while
other ones – e.g. tensor ones – are not.
Correlation functions are the main tools used in studies of structure of the QCD
vacuum. They can be obtained in several ways. First, they can in many cases be de-
duced phenomenologically, using vast set of data accumulated in hadronic physics.
Second, they can be directly calculated ab initio using quantum field theory meth-
ods, such as lattice gauge theory, or semiclassical methods. Significant amount
of work has also been done in order to understand their small-distance behavior,
based on the Operator Product Expansion (OPE). The large distance limit can
also be understood using effective hadronic approaches or various quark models of
hadronic structure. In this section we focus on available phenomenological informa-
tion about the correlation functions, emphasizing the most important observations,
which are then compared with predictions of various theoretical approaches; lattice
numerical simulations, the operator product expansion and interacting instantons
approximation. As a “common denominator” for our discussion we have chosen the
point-to-point correlation functions in coordinate representations.
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We will discuss two types of the operators, mesonic and baryonic ones
Omes(x) = ψ¯iδijψj , Obar(x) = ψiψjψk
ijk (9.1)
( Here the color indices are explicitly shown, but they will be suppressed below).
As all color indices are properly contracted and all quark fields are taken at the
same point x, these operators are manifestly gauge invariant.
The correlation function is the vacuum expectation value (VEV) of the product
of two (or more) of them at different points
K(x− y) = 〈0|O(x)O(y)|0 > (9.2)
Since the vacuum is homogeneous, it depends on the relative distance. The dis-
tance is assumed to be space-like: we prefer to deal with virtual (instead of real)
propagation of quarks or hadrons from one point to another, so one deals with
decaying (instead of oscillating) functions3 . One can look at a pair of points sep-
arate by Euclidean distance in terms of two distinct limits. Either they can be
two different points in space, taken at the same time moment, or be two events at
the same spatial point separated by non-zero interval of the imaginary (Euclidean)
time; ix0− iy0 = τ . Below we will use both, depending on which is more convenient
at the moment. Due to Lorentz invariance (rotational O(4) in Euclid) the answers
are of course the same.
9.1.2 Small distances and perturbative normalization
At small distances |x|ΛQCD  1 (remember, the other argument of the correlator
we take at the origin y=0) the “asymptotic freedom” of QCD tells us, that (up
to small and calculable radiative corrections) quarks and gluons propagate freely.
Therefore4 K(x) ≈ Kfree(x), where free quark correlator in mesonic (baryonic) case
is essentially the square (cube) of the free massless quark propagator,
Sfree(x) =< q¯(x)q(0) >= (γµxµ)/2pi
2x4 (9.3)
From the dimension of the free correlators they can only be for the mesonic
(baryonic) channels Kfree(x) ∼ x−6 (∼ x−9). Of course, QCD does have a dimen-
sional parameter ΛQCD, which shows up in physical (non-free) correlators K(x)
and cause deviations from Kfree(x). However, in the perturbation theory it only
comes in via the radiative corrections. Therefore, at small xΛ << 1, those produce
3 At this point I was inevitably asked an old question; how can be any correlation between the
fields outside of the light cone? It was essentially answered by Feynman long ago, who had
to defend his propagator and i prescription following from Euclidean definitions. In the path
integral the particles can propagate along any path going from x to y. The correlations outside
the light cone do not contradict causality because one cannot use it for the signal transfer.
4Strictly speaking, small x includes the zero distance x = 0, and thus the reader should be aware
that some correlators may have local terms, proportional to δ(x) and/or its derivatives. We will
mostly ignore such terms, not showing them in the plots etc, unless the integral over x is done.
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corrections to our estimates above containing powers of αs(x) ∼ 1/log(1/xΛ). If
quarks are allowed to propagate to larger distances, they start interacting with the
non-perturbative vacuum fields. If corrections are not too large, one can take these
effects into account using the operator product expansion (OPE) formalism. At
intermediate distances description of the correlation functions becomes in general
very complicated, and one may only evaluate them either using lattice numerical
simulations or some “vacuum models” (e.g., the instanton ensembles we discuss
now).
At large distances the behavior of the correlation functions is given using the
time evolution of an operator O(t) = eiHtO(0)e−iHt where H is a Hamiltonian, and
then insert a complete set of physical intermediate states between the two operators.
In Minkowski time this means
K(t) = Σn|〈0|O(0)|n〉|2e−itEn . (9.4)
Now one can analytically continue the correlation function into the Euclidean do-
main τ = it, and get a sum over decreasing exponents.
Physically, application of such relation in QCD means that one considers
propagation of physical excitations, or hadrons between two Euclidean points, so
K(x) ∼ exp(−mx) at large x, where m is the mass of the lightest particle with the
corresponding quantum numbers. Note, that this is essentially the idea of Yukawa,
who had related the range of the nuclear forces to the (then hypothetical) meson
mass.
After we have recollected these general facts, let us try to explain why the cor-
relation functions are so important in non-perturbative QCD and hadronic physics.
The answer is; it is the most effective way to study the inter-quark effective inter-
action. Models of hadronic structure – various bags, skyrmions etc – resemble the
state of the nuclear physics in its early days, when only limited information about
the nuclear forces were known from properties of the simplest the bound states (e.g.
the deuteron). Those are sufficient to reproduce qualitative features of the inter-
action. But it is the extensive studies of the NN scattering phases in all relevant
channels at all relevant energies which had eventually revealed the details of nuclear
forces, with their complicated spin-isospin structure.
Quite similarly, applications of quark models are mostly are averaged over few
lowest states, and the precise dependence of the inter-quark interaction on distance
and momenta remains unknown. A confining potential with few additions (like spin
forces) fit the spectrum. Since, due to confinement, the qq or the q¯q scattering is
experimentally impossible, a set of correlation functions K(x) per channel substitute
for the the phase shifts in nuclear physics. Roughly speaking, the correlator tells us
about virtual q¯q or qq scattering, using instead of physical hadrons the wave packets
of a variable size.
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9.1.3 Dispersion relations and sum rules
If one makes a Fourier transform of K(x), the resulting function Kmom(q
2) depends
on the momentum transfer q flowing from one operator to another. For clarity
we use the following notations, introducing momentum squared with negative sign
Q2 = −q2, so for virtual space-like momenta q2 < 0 we are interested in (like in
scattering experiments) Q2 > 0.
Due to causality, it satisfies standard dispersion relations
Kmom(q
2) =
∫
ds
pi
ImKmom(s)
(s− q2) (9.5)
where the r.h.s. contains the so called physical spectral density ImKmom(s). It
describes the squared matrix elements of the operator in question between the
vacuum and all hadronic states with the invariant mass s1/2, and certainly is non-
zero only for positive s. Note, that because we will only consider negative q2, or
the semi-plane without singularities, we never come across a vanishing denominator
and therefore ignore i which is usually put in denominator. This simplifications
are possible because our discussion is restricted to virtual processes (although in
the r.h.s. we do use information coming from the real experiments of annihilation
type)5.
The dispersion relation can be a basis of the so called sum rules. Their general
idea is as follows; suppose one knows the l.h.s. Kmom(q
2) in some region of the
argument; it means that some integral in the r.h.s. of the physical spectral density
is known. It can be used to relate a set of physical parameters. Unfortunately,
the so called finite energy sum rules using directly momentum space are not very
productive; most of the dispersion integrals are divergent, leading to usable sum
rules only after some subtractions, which introduce extra parameters and undermine
their prediction power.
For example, we have mentioned above that at small x mesonic correlators are
just given by Kfree ∼ 1/x6, the free quark propagator squared. Its Fourier trans-
form is Kmom(q
2) ∼ q2 log q2 and the imaginary part of the log gives for the spectral
density in the r.h.s. ImKmom(s) ∼ s. Therefore, putting it into dispersion relation
given above one finds an ultraviolet divergent integrals6. A simple way to go around
this is to consider the second derivative over Q2 of both sides of (9.5); then one finds
a convergent dispersion relation. However, while going back to the original function
Kmom(s) from its derivative, one has to fix the integration constant
7.
5In principle, virtual processes contain all the information, but of course in practice it is much
more difficult to go in the opposite direction, and reproduce the physical spectral density from
the correlators considered.
6This signal that in the last argument something is missing. In this particular example it is clear
what is it; the constant under the log is lost.
7Note that polynomials in s generate local terms in K(x) we ignore, assuming that x is never zero.
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Fig. 9.2 Two diagrams for mesonic correlators in a some gluonic background (indicated by the
dashed circle). The flavored currents have only the single loop diagram (a) while the unflavored
currents have also the two-loop contributions of the type (b).
We will use the coordinate space. By applying Fourier transformation to (9.5)
one obtains the following nearly self-explanatory form [Shuryak, 1993];
K(x) =
∫
ds
pi
ImKmom(s)D(s
1/2, x) (9.6)
the former function describe the amplitude of production of all intermediate states
of mass
√
s, while the latter function
D(m,x) = (m/4pi2x)K1(mx) (9.7)
is nothing else but the Euclidean propagation amplitude of this states to the distance
x. The difference between this expression and Borel sum rules is not really very
significant; at large x the propagator goes as exp(−mx), therefore one also has an
exponential cutoff, only exp(−√sx) substitutes the exp(−s/m2). The space-time
one can be calculated numerically on the lattice or in instanton liquid, and also
analytic formulae are simpler to derive.
For completeness, let me also mention one more type of the correlation function,
the one traditionally used in LGT. This is the so called plane-to-plane correlation
function, obtained from K(x) by an integration over the 3-dimensional plane;
Kplane−to−plane(τ) =<
∫
d3xO(x, τ)O(0, 0) > (9.8)
In other terms, spatial integration makes the momentum of intermediate states to
be zero, so dispersion relation are done in energy only. This function, respectively,
can be related to physical spectral density by
Kplane−to−plane(τ) =
∫
dm
pi
ImKmom(m)exp(−τm) (9.9)
9.1.4 Flavor and chirality flow: combinations of correlators
Let us now follow the quark flavor flow in the correlators. The flavored and
unflavored currents have different types of quark diagrams; as shown in Fig.9.2
the former ones have only the one-loop contributions (a), while the latter have the
two-loop diagrams (b) as well. For example, we will discuss the flavored (I=1)
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channels like pi+, ρ+ etc which have operators of the type u¯Γd (where Γ is the ap-
propriate Dirac matrix). Since two quark lines are in this case of different flavor, u¯
and d respectively, obviously one cannot have a double-loop. On the other hand,
considering similar unflavored I=0 channels like η, ω... one has the u¯u, d¯d, s¯s terms
which can be “looped”. Thus, if one would be interested in a difference between
say ρ and ω channels, that would be entirely due to the two-loop diagram (b).
Furthermore, one can be interested in the so called non− diagonal correlators, for
example with a different flavors such as < u¯(x)Γu(x)d¯(0)Γd(0) >. Again, one is
restricted to the two-loop diagrams only.
The main focus of lattice work deals with the one-loop diagrams and therefore
with the flavored channels; the reason is technical to which we would not go into.
It is often instructive to use specific combination of correlation functions, which
focus on the phenomena we would like to study. In particular, one would like to
understand how breaking of the SU(Nf ) and U(1)A manifest themselves in the
correlation functions. Let me give two examples of such choices. The first exam-
ple is the following linear combinations ΠV−A = ΠV − ΠA of the I=1 vector and
axial correlation functions. All effects of the interaction in which quark chirality
is preserved throughout the loop cancels out, because two γ5 produced (±)2 = 1.
Furthermore, ΠV−A is non-zero only due to the effects of chiral symmetry breaking.
This can be most clearly expressed if one writes the two currents in terms of left
and right handed currents, as q¯LγµqL± q¯RγµqR; then this combination includes the
chirality flip twice
ΠV−Aµν = 4 < (q¯Lγµ(x)qL) (q¯RγµqR(y)) > (9.10)
Therefore in the chiral limit mf → 0 the charged component of it (one loop diagram)
is obviously zero to any order of the perturbation theory.
The second example is a similar difference, but between the I=1 scalar (called
a0 or δ) and the I=1 pseudoscalar (the pion pi).
RNS(τ); =
ANSflip(τ)
ANSnon−flip(τ)
=
Πpi(τ)−Πδ(τ)
Πpi(τ) + Πδ(τ)
, (9.11)
where Πpi(τ) and Πδ(τ) are pseudo-scalar and scalar NS two-point correlators re-
lated to the currents Jpi(τ); = u¯(τ) iγ5 d(τ) and Jδ(τ); = u¯(τ) d(τ). If the propa-
gation is chosen along the (Euclidean) time direction, ANSflip(non−flip)(τ) represents
the probability amplitude for a |q q¯ > pair with iso-spin 1 to be found after a time
interval τ in a state in which the chirality of the quark and anti-quark is inter-
changed (not interchanged) Notice that the ratio RNS(τ) must vanish as τ → 0
(no chirality flips), and must approach 1 as τ →∞ (infinitely many chirality flips).
Again, this amplitude receives no leading perturbative contributions. The differ-
ence with the example 1 is that this ratio is proportional to the chirality structure
R¯LR¯L + (R ↔ L), same as for the ’t Hooft vertex, while in the example 1 it was
L¯LR¯R.
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Fig. 9.3 The chirality-flip ratio, RNS(τ), in lattice and in two phenomenological models.(a)
Circles are RILM (quenched) results, squares are IILM (unquenched) results. (b) Squares are
lattice points of previous DeGrand simulation. Stars are RILM points obtained numerically from
an ensemble of 100 instantons of 1/3 fm size in a 5.3 × 2.653 fm4 box. The solid line is the
contribution of a single-instanton, calculated analytically. The dashed curve was obtained from
two free “constituent” quarks with a mass of 400 MeV. Such a curve qualitatively resembles the
prediction of a model in which chiral symmetry is broken through a vector coupling (like in present
DSE approaches).
Unlike the former combination, the latter one is growing surprisingly rapidly
already at small distances, ∼ .3 − .6 fm, see Fig. 9.3(a) from the lattice study
[Faccioli and DeGrand, 2003]. The reason is that this correlator admits a direct
instanton-induced ’t Hooft vertex, while the V-A does not.
Two instanton liquid ensembles used are: the random one RILM which has no
fermionic determinant, and the interacting IILM, in which it is included. Note that
in RILM the chirality flip ratio rises rapidly and exceed 1, while the unquenched
IILM follows the unitarity requirement, RNS(τ) ≤ 1. The result of quenched lattice
calculation shown in Fig.(b) follow very accurately the same “overshooting” of 1
as the RILM results. (The unquenched lattice ones are not yet available.) At the
other hand, the naive constituent quark models, which only include chirality flips
due to constituent quark mass, show very slow rise shown by the lowest curve in
the Fig.(b).
9.1.5 General inequalities∗
What I would like to point out here is that for one-loop diagrams there exist some
important general inequalities. In order to derive those following [Weingarten,
1983],one uses the following relation for the propagator in backward direction
S(x, y) = −γ5S+(y, x)γ5 (9.12)
Second, one can decompose it into a sum over all 16 Dirac matrices S = ΣaiΓi
where Γi = 1, γ5, γµ, iγ5γµ, iγµγν where in the last term is anti-symmetric only
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and (µ 6= ν). The third step; write all one-loop correlators of the type Π =
Tr(S(x, y)ΓiS(y, x)Γi), perform the traces, and write them explicitly in terms of
the coefficients.
Exercise: Prove the Weingarten expression for the inverse propagator. Derive
the expressions for all the diagonal correlators with Γi = 1, γ5, γµ, iγ5γµ, iγµγν in
terms of the propagator decomposition of the same type. Use Weingarten expression
for the inverse propagator.
The resulting expression for the I=1 pseudoscalar (pion) correlator contains a
simple sum of all coefficients squared;
ΠPS ∼ |a1|2 + |a5|2 + |aµ|2 + |aµ5|2 + |aµν |2) (9.13)
while others have some negative signs, e.g. the scalar one is instead
ΠS ∼ −|a1|2 − |a5|2 + |aµ|2 + |aµ5|2 − |aµν |2 (9.14)
As a result, the Weingarten inequality follows;
ΠPS(x) > ΠS(x) (9.15)
the pseudoscalar correlator should exceed the scalar one at all distances. The non-
trivial consequence is that the masses of the lowest states should also then have the
inequality, mPS < mS . This of course is satisfied in real world, as the physical pion
is indeed lighter than any scalars. Note however that we did not said a word about
chiral symmetry breaking and Goldstone theorem here; the result is more general.
Note also that at large x the scalar correlator must be much much smaller than the
pseudoscalar one, since the different lowest masses are in the exponent. It means
that there must be a very delicate cancellation between different components of the
quark propagator in all channels except the pseudoscalar one (in which all terms
appear as squares with positive coefficients).
More information is provided by similar relations for vector (ρ) and axial (A1)
channels;
ΠV ∼ (2|a1|2 − 2|a5|2 + |aµ|2 − |aµ5|2) (9.16)
ΠA ∼ (−2|a1|2 + 2|a5|2 + |aµ|2 − |aµ5|2) (9.17)
and the Verbaarschot inequalities follow;
ΠPS/Π
free
PS > (1/2)(ΠV /Π
free
V + ΠA/Π
free
A ) (9.18)
ΠPS/Π
free
PS > (1/4)(ΠV /Π
free
V −ΠA/ΠfreeA ) (9.19)
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channel current matrix element experimental value
pi japi = q¯γ5τ
aq 〈0|japi|pib〉 = δabλpi λpi ' (480 MeV)3
jaµ 5 = q¯γµγ5
τa
2 q 〈0|jaµ 5|pib〉 = δabqµfpi fpi = 93 MeV
δ jaδ = q¯τ
aq 〈0|jaδ |δb〉 = δabλδ
σ jσ = q¯q 〈0|jσ|σ〉 = λσ
ηns jηns = q¯γ5q 〈0|jηns |ηns〉 = ληns
ρ jaµ = q¯γµ
τa
2 q 〈0|jaµ|ρb〉 = δabµ
m2ρ
gρ
gρ = 5.3
a1 j
a
µ 5 = q¯γµγ5
τa
2 q 〈0|jaµ 5|ab1〉 = δabµ
m2a1
ga1
ga1 = 9.1
N η1 = 
abc(uaCγµu
b)γ5γµd
c 〈0|η1|N(p, s)〉 = λN1 u(p, s)
N η2 = 
abc(uaCσµνu
b)γ5σµνd
c 〈0|η2|N(p, s)〉 = λN2 u(p, s)
∆ ηµ = 
abc(uaCγµu
b)uc 〈0|ηµ|N(p, s)〉 = λ∆uµ(p, s)
Table 9.1 Definition of various currents and hadronic matrix elements referred to in this work.
More information about other general inequalities can be found in the review
[Nussinov and Lampert, 2002]. Note that these inequalities are identities, to be
satisfied for any configuration of the gauge field.
9.2 Vector and axial correlators
We start the discussion of the correlation functions with the vector and axial cur-
rents. These currents really exist in nature, as the electromagnetic ones coupled to
photons and (the parts of) the weak current coupled to W,Z bosons . Therefore, we
know a lot about such correlators. In fact, quite complete spectral densities have
been experimentally measured, in e+e− annihilation into hadrons and in weak de-
cays of heavy lepton τ . The currents and their correlation functions will be denoted
by the name of the lightest meson in the corresponding channel, in particular
jρ0µ =
1√
2
[u¯γµu− d¯γµd] jρ−µ = u¯γµd (9.20)
jωµ =
1√
2
[u¯γµu+ d¯γµd] j
φ
µ = s¯γµs (9.21)
(see more definitions in the Table 9.1).
Let us remind that the electromagnetic current is the following combination
jemµ = (2/3)u¯γµu− (1/3)d¯γµd+ ... = (1/21/2)jρµ − (1/21/23)jωµ + .. (9.22)
The correlation functions are defined as
Πµν(x) = 〈0|jµ(x)jν(0)|0〉 (9.23)
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and the Fourier transform (in Minkowski space-time) is traditionally written as
i
∫
d4xeiqxΠµν(x) = Π(q
2)(qµqν − q2gµν) (9.24)
The r.h.s. is explicitly “transverse” (it vanishes if multiplied by momentum q),
because all vector currents are conserved.
The dispersion relations for the scalar functions Π(q2) has the usual form
Π(Q2 = −q2) =
∫
ds
pi
ImΠ(s)
(s+Q2)
(9.25)
where the physical spectral density ImΠi(s) is directly related with the cross sec-
tion of e+e− annihilation into hadrons. As this quantity is dimensionless, it is
proportional to the normalized cross section
Ri(s) =
σe+e−→i(s)
σe+e−→µ+µ−(s)
(9.26)
where the denominator includes the cross section of the muon pair production8
σe+e−→µ+µ− = (4piα2/3s) and α is the fine structure constant. If the current
considered has only one type of the quarks (like e.g. φ one) one gets
ImΠs(s) =
Rs(s)
12pie2s
=
Rs(s)
12pi(1/9)
(9.27)
where es is the s-quark electric charge. Generalization to ρ, ω channels is straight-
forward; instead of the charge there appear the corresponding coefficients in the
expression for the electromagnetic current (9.22);
ImΠρ(s) =
1
6pi
Rρ(s) ImΠω(s) =
3
2pi
Rω(s) (9.28)
(The reader may wonder how the experimental selection of the channels is actually
made. It is clear enough for heavy flavors (c and b); if the final state has a pair
of such quarks, there are much more chances that they were directly produced in
the electromagnetic current than that these are produced by strong “final state
interaction”. Below we use this idea for the strange quark as well, although some
corrections should, in principle, be applied in this case. It is also possible to separate
light quark ρ, ω channels; they have a different isospin I=1,0, which is conserved
by any strong final state interaction. As it is well known, C-parity plus isotopic
invariance leads to the so called G-parity conservation, and pions have negative G-
parity. Therefore, strong interactions do not mix states with even and odd number
of pions. The currents jρ, jω have fixed G-parity as well, and therefore pionic states
created by them can have only even or odd number of pions, respectively.)
Let us start the simple and well known predictions of QCD; all the ratios Ri(s)
have very simple limit at high energies s. It is conjugate to the small-distance limit
8The muon mass is neglected in this expression.
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x→ 0 in which Π→ Πfree because quarks and anti-quarks propagate there as free
particles. For currents containing only one quark flavor q the only difference with
muon is a different electric charge and a color factor;
lims→∞Rq(s) = e2qNc (9.29)
which for φ case give lims→∞Rφ(s) = 1/3. For ρ and ω cases one may use the
following decomposition of the electromagnetic current;
lims→∞Rρ(s) = 3/2; lims→∞Rω(s) = 1/6 (9.30)
As we will show shortly, these relations are well satisfied experimentally (being
historically one of the first and simplest justification for QCD).
Coming back to coordinate representation of the dispersion relation one obtains;
Πi,µν(x) = (∂
2gµν − ∂µ∂ν) 1
12pi2
∫ ∞
0
dsRi(s)D(s
1/2, x) (9.31)
were, we remind, D(m,x) is just the propagator of a scalar mass-m particle to dis-
tance x. Convoluting indices and using the equation −∂2D(m,x) = m2D(m,x)+
contact term (which we disregard), one finally obtains the following for the disper-
sion relation
Πi,µµ(x) =
1
4pi2
∫ ∞
0
dssRi(s)D(s
1/2, x) (9.32)
Since the r.h.s. is experimentally available, this equation would serve as our “ex-
perimental definition” of the l.h.s., the vector correlation functions in Euclidean
space-time.
As we are interested in quark interactions, it is convenient to plot all correlators
normalized to free motion of a massless quarks Πµµ(x)/Π
free
µµ (x) where Π
free
µµ (x)
corresponds to perturbative loop diagram without interaction.
Fig.9.4 from Particle Data Group shows a sample of experimental data on e+e−
annihilation into hadrons. One can see that this function consists of two quite dif-
ferent parts ; (i) at
√
s < 1.1GeV the prominent ρ, ω, φ-meson resonances (which
all have very distinguishable decay channels, 2pi, 3pi, and K¯K, respectively, mea-
sured but not shown in the plot); and (ii) “primed” resonances (of which only ρ′ is
indicated on the plot, decaying mainly into the 4 pion channel,etc.
The distinction between the lowest resonances and the primed one can be seen
from a striking fact, that the contribution of the latter’s are in good agreement with
the horizontal curves (with and without perturbative corrections). Adding the next
ones (ρ′′ seen in the 6 pion channel) etc. creates a rather smooth non-resonance
“continuum”, corresponding to perturbative quark propagation. As seen form this
plot, this happens at energies
√
s > 1.5GeV . It is not shown on this plot, but
still true, that this in fact happen not just in the sum, but in each ρ, ω, φ channel
individually.
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Fig. 9.4 The ratio of R = σ(e+e− → hadrons)/σ(e+e− → µ+µ−) versus the total invariant
mass of the hadronic system
√
s in GeV.
Using parametrizations of the data in each channel, and the dispersion relation
(9.32), one can calculates the Euclidean correlation function. The resulting curve
is shown in Fig.9.5. Note that, starting with rather complicated spectral densities,
containing high peaks and low dips, one arrives at a very smooth function of the
distance. Clearly, the way back, from the Euclidean space to the physical spectral
density would be next to impossible task!
Quite striking observation made in [Shuryak, 1993] (which is specific to vec-
tor currents only, as we will see later in this section) is that the resonance and
continuum contributions complement each other very accurately. As a result the
ratio Π(x)/Πfree(x) remains close to one up to the distances as large as 1.5 fm!,
while each functions falls by orders of magnitude. This “fine tuning” was called in
[Shuryak, 1993] a superduality; let me explain why this is indeed a remarkable (and
so far unexplained) fact.
At small distances it is very natural to expect the so called “hadron-parton
duality” between the sum over hadronic states and the pQCD quark-based descrip-
tion; basically it is a simple consequence of the “asymptotic freedom” up to about
x < 1/GeV = .2fm. In the interval x = .2 − 1.5 fm the correlator itself drops by
more than 4 orders of magnitude, while its ratio to the free loop (free quark propaga-
tion) remains close to 1 within 10-15 percents! What this remarkable phenomenon
means is that in this channel all kind of interactions – perturbative, instanton and
confinement-related ones – cancel out in wide range of distances.
Omitting the details of how other correlators has been extracted from phe-
nomenology, let us show in Fig.9.5 how all 4 vector correlators and also the axial
one look like, as a function of Euclidean distance and normalized at small distances
as explained above. Comparing them one can see, that in spite of completely differ-
ent widths of the resonances and different decay states (even or odd pion numbers),
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Fig. 9.5 All vector correlators together, plus the a1 axial correlator for comparison.
all four vector correlators look remarkably similar. The main difference between
them is the strange quark mass, which systematically suppress the correlators at
larger distance. This demonstrates deep consistency between 4 independent sets of
data which is rather impressive.
To complete our discussion of the vector channels, let us comment on the the
difference between the ρ0 and ω correlators: what induces it? Smallness is in
particular due to the following facts: (i)The rho-omega mass difference is only 12
MeV; (ii) The omega-phi mixing angle is only 1-3 degrees. Those were the basis of
the so called “Zweig rule”, forbidding the flavor-changing transitions.
Let us look at the transition correlator itself. The former current ρ ∼ u¯u − d¯d
while the latter is ω ∼ u¯u + d¯d. Thus the difference between them is the flavor-
changing correlator
Kω−ρ(x) = 2(Πω,µµ −Πρ,µµ) =< u¯γµu(x)d¯γµd(0) > (9.33)
which can only come from the two-loop diagram. The reason for such strong sup-
pression of is that in vector channels there are no direct instanton contribution in
the first order in ’t Hooft interaction, and the effects of the second order tend to
cancel.
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9.3 The pseudoscalar correlators
Now we move to the pseudoscalar SU(3) octet pi,K, η channels, and the SU(3)
singlet η′ where we see a completely different picture. Their definitions are
jpi =
i√
2
(u¯γ5u− d¯γ5d) jK = iu¯γ5s (9.34)
jη =
i√
6
(u¯γ5u+ d¯γ5d− 2s¯γ5s) jη′ = i√
3
(u¯γ5u+ d¯γ5d+ s¯γ5s)
Fig. 9.6 (a) The correlation functions for the pseudoscalar nonet. Note that in contrast to the
preceding figures it is now shown with the logarithmic scale.
Again, omitting the details of the phenomenological inputs, the resulting
pi,K, η, η′ pseudoscalar correlators are shown in Fig.9.6. Note huge difference com-
pared to the vector correlators considered above; instead of changes within 10-20 %
in the interval of distances x ∼ 1 fm considered, for pseudoscalars the ratio K/Kfree
has changed by up to two orders of magnitude!
One reason for that behavior is of course small masses of the pseudoscalar
mesons. In terms of the q¯q interaction, this implies a very strong attraction. Note
also, that up to distances of the order of .5 fm there is no marked difference between
the three curves, which means that all effects proportional to the strange quark mass
are irrelevant in this region.
December 5, 2018 1:30 WSPC/Book Trim Size for 9.75in x 6.5in all-together
200 QCD correlation functions and topology
What is really surprising, is that the asymptotic freedom is violated at very
small distances, about 1/5 fm, and that this happens due to the contributions of
the lowest mesons themselves. This fact, noticed first by Novikov et al [Novikov
et al., 1981], shows that the pseudoscalar channels differ substantially from vector
and axial ones, already at very small distances.
The SU(3) singlet meson η’ can be associated with tho important operators. One
is the singlet axial current mentioned above and another is the gluonic pseudoscalar
GG˜.
The relation between matrix elements of these 3 operators is given by sandwich-
ing (between vacuum and the η′ state) of the famous Adler-Bell-Jackiw anomaly
relation we discussed in chapter 1;
∂µj
µ
η′ =
√
3(2imss¯γ5s+
3g2
16pi2
GG˜) (9.35)
where the contributions proportional to the light quark masses are ignored.
Omitting details, we comment that the latter matrix elements can be extracted
from charmonium decay, with the result9
〈0|GG˜|η >≈ .9GeV 3, 〈0|GG˜|η′〉 ≈ 2.2GeV 3, (9.36)
〈0|GG˜|η(1440) >≈ 2.9GeV 3
To complete discussion of this section let us now do some preliminary esti-
mates of the contribution of three η states to pseudoscalar gluonic correlator. As
in all other channels, at small distances the correlator is dominated by perturbative
“asymptotically free” gluonic contribution, which is equal to
K(x) = 〈0|GG˜(x)GG˜(0)|0〉, Kfree(x) = 48(N
2
c − 1)
pi4x8
(9.37)
It is thus instructive to ask a simple question, at what x the contribution of
η, η′, η(1440) together to K(x) become equal to Kfree. The answer is, at x ≈ .2 fm:
a very short distance compared to ∼ 1 fm for all vector resonances. And, keep in
mind, that we still have not seen the contribution of “the true pseudoscalar glueball”
yet, expected to dominate the η’s.
The main conclusion one can draw from this discussion is that the boundary
between pQCD and non-perturbative physics are very much channel dependent.
They go to larger momenta (smaller distances) in pseudoscalar channels, and are
even higher (smaller distances) in the spin-zero gluonic channels. All of this point
to the topological solitons and their zero modes, the subject of the next subsection.
9One may wander why they grow, rather decrease, with the mass: the reason is the pseudoscalar
glueball state is expected to be in the range M0−glueball = 2− 3GeV , and the closer η′s are to
it, the larger is its admixture.
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9.4 The first order in the ’t Hooft effective vertex
We have seen in section 6.5.1 that the zero modes of the Dirac operator in the
instanton field play a special role in the chiral limit mq → 0. For flavored currents
the single-loop diagram in which only the zero mode parts of both propagators is
used leads to expression of the type
K(x− y) = n
mumd
∫
d4zψ¯0(x− z)Γψ0(x− z)ψ¯0(y − z)Γψ0(y − z) (9.38)
where for the time being Nf = 2 and we ignore the strange quark entirely, n is the
instanton density and the matrix Γ is the gamma matrix in the vertex.
Now recall that for the instanton background field the quark zero mode is right-
handed, while the antiquark one is left-handed only. (It is flipped L ↔ R for the
anti-instanton.) This leads to the following general conclusions;
• Such contribution in the vector or the axial channels, when Γ = γµ, γµγ5, is
zero since these currents are nonzero only if both spinors have the same chirality.
• For scalar and pseudoscalar10 channels Γ = 1, iγ5,it is non-zero and have the
opposite sign.
• For flavored current one can see that the pseudoscalar pi gets positive relative
correction while the scalar δ or a0 gets a negative one.
• Analogous calculation for flavor-singlet scalar σ (or f0) and pseudoscalar we
would still call η′ gets split as well, with the former getting positive and the latter
negative contribution.
• The absolute magnitude of these corrections for all 4 cases considered is the
same.
So, all the signs are in perfect agreement with phenomenology, which (as dis-
cussed in the previous chapter) does indeed suggest light pi, σ and heavy a0, η
′.
Now, as we are satisfied that signs are correct, what about the absolute mag-
nitude of these corrections? The product of small quark masses appear in the
denominator, which however can be tamed in a single-instanton background; its
density n also has the product of these masses due to the fermion determinant.
However, a consistent evaluation of any effect cannot proceed without account
for broken chiral symmetry in the QCD vacuum and condensates. In the single
instanton approximation (SIA) discussed in chapter 4 in place of the bare quark
masses one should substitute properly defined effective masses. In the first paper
on the subject [Shuryak, 1983] it was done more crudely, in the MFA, for pi,K, η, η′
correlators.
Let us return to a single instanton background and proceed to the vector channel.
We have shown above that the zero mode term does not contribute in this case, so
the correlator is actually finite in the chiral limit without mu ∗md in the fermionic
10Note that we put i into the current, in order to keep the zeroth order free quark loop the same
in both cases.
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determinant. The calculation itself was done by Andrei and Gross [Andrei and
Gross, 1978], and this paper created at the time significant controversy.
Non-vanishing contributions come from the non-zero mode propagator, and from
the interference between the zero mode part and the mass correction. The latter
term survives even in the chiral limit, because the factor m in the mass correction
is canceled by the 1/m from the zero mode.
ΠAGρ (x, y) = Tr [γµS
nz(x, y)γµS
nz(y, x)] +
2Tr
[
γµψ0(x)ψ
†
0(y)γµ∆(y, x)
]
(9.39)
After averaging over the instanton coordinates, the result is11
ΠSIAρ (x) = Π
0
ρ +
∫
dρn(ρ)
12
pi2
ρ4
x2
∂
∂(x2)
{
ξ
x2
log
1 + ξ
1− ξ
}
(9.40)
where ξ2 = x2/(x2 + 4ρ2).
The reason we discuss this result is its relations to the OPE. Expanding (9.40),
we get
ΠSIAρ (x) = Π
0
ρ(x)
(
1 +
pi2x4
6
∫
dρn(ρ)
)
. (9.41)
This agrees exactly with the OPE expression, provided we use the average values
of the operators in the dilute gas approximation
〈g2G2〉 = 32pi2
∫
dρn(ρ) , m〈q¯q〉 = −
∫
dρn(ρ) . (9.42)
Note, that the value of m〈q¯q〉 is “anomalously” large in the dilute gas limit. This
means that the contribution from dimension 4 operators is attractive, in contradic-
tion with the OPE prediction based on the canonical values of the condensates.
9.5 Correlators in the instanton ensemble
In this section we generalize the results of the last section to the more general case
of an ensemble consisting of many pseudo-particles. The quark propagator in an
arbitrary gauge field can always be expanded as
S = S0 + S0A/S0 + S0A/S0A/S0 + . . . , (9.43)
where the individual terms have an obvious interpretation as arising from multiple
gluon exchanges with the background field. If the gauge field is a sum of instanton
11There is a mistake by an overall factor 3/2 in the original work, originated from color traces. In
other words, the result is correct in SU(2).
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contributions, Aµ =
∑
I AI µ, then (9.43) becomes
S = S0 +
∑
I
S0A/IS0 +
∑
I,J
S0A/IS0A/JS0 + . . . (9.44)
= S0 +
∑
I
(SI − S0) +
∑
I 6=J
(SI − S0)S−10 (SJ − S0) (9.45)
+
∑
I 6=J, J 6=K
(SI − S0)S−10 (SJ − S0)S−10 (SK − S0) + . . . .
Here, I, J,K, . . . refers to both instantons and anti-instantons. In the second line,
we have re-summed the contributions corresponding to an individual instanton. SI
refers to the sum of zero and non-zero mode components. At large distance from
the center of the instanton, SI approaches the free propagator S0. Thus Eq. (9.45)
has a nice physical interpretation; Quarks propagate by jumping from one instanton
to the other. If |x−zI |  ρI , |y−zI |  ρI for all I, the free propagator dominates.
At large distance, terms involving more and more instantons become important.
In the QCD ground state, chiral symmetry is broken. The presence of a conden-
sate implies that quarks can propagate over large distances. Therefore, we cannot
expect that truncating the series (9.45) will provide a useful approximation to the
propagator at low momenta. Furthermore, we know that spontaneous symmetry
breaking is related to small eigenvalues of the Dirac operator. A good approxi-
mation to the propagator is obtained by assuming that (SI − S0) is dominated by
fermion zero modes
(SI − S0) (x, y) ' ψI(x)ψ
†
I(y)
im
. (9.46)
In this case, the expansion (9.45) becomes
S(x, y) ' S0(x, y) +
∑
I
ψI(x)ψ
†
I(y)
im
+
∑
I 6=J
ψI(x)
im
(∫
d4r ψ†I(r)(−i∂/− im)ψJ(r)
)
ψ†J(y)
im
+ . . . , (9.47)
which contains the overlap integrals TIJ . This expansion can easily be summed to
give
S(x, y) ' S0(x, y) +
∑
I,J
ψI(x)
1
TIJ + imDIJ − imδIJ ψ
†
J(y). (9.48)
Here, DIJ =
∫
d4r ψ†I(r)ψJ(r)− δIJ arises from the restriction I 6= J in the expan-
sion (9.45). The quantity mDIJ is small in both the chiral expansion and in the
packing fraction of the instanton liquid and will be neglected in what follows. Com-
paring the re-summed propagator (9.48) with the single instanton propagator (9.46)
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shows the importance of chiral symmetry breaking. While (9.46) is proportional to
1/m, the diagonal part of the full propagator is proportional to (T−1)II = 1/m∗.
The result (9.48) can also be derived by inverting the Dirac operator in the basis
spanned by the zero modes of the individual instantons
S(x, y) ' S0(x, y) +
∑
I,J
|I〉〈I| 1
iD/+ im
|J〉〈J |. (9.49)
The equivalence of (9.48) and (9.49) is easily seen using the fact that in the sum
ansatz, the derivative in the overlap matrix element TIJ can be replaced by a
covariant derivative.
The propagator (9.48) can be calculated either numerically or using the mean
field approximation . We will discuss the mean field propagator in the following
section. For our numerical calculations, we have improved the zero mode propagator
by adding the contributions from non-zero modes to first order in the expansion
(9.45). The result is
S(x, y) = S0(x, y) + S
ZMZ(x, y) +
∑
I
(SNZMI (x, y)− S0(x, y)). (9.50)
How accurate is this propagator? We have seen that the propagator agrees with
the general OPE result at short distance. We also know that it accounts for chiral
symmetry breaking and spontaneous mass generation at large distances. In addition
to that, we have performed a number of checks on the correlation functions that
are sensitive to the degree to which (9.50) satisfies the equations of motion, for
example by testing whether the vector correlator is transverse (the vector current
is conserved).
9.5.1 Mesonic Correlators
In the following we will therefore discuss results from numerical calculations of
hadronic correlators in the instanton liquid. These calculations go beyond the RPA
in two ways; (i) the propagator includes genuine many instanton effects and non-zero
mode contributions; (ii) the ensemble is determined using the full (fermionic and
bosonic) weight function, so it includes correlations among instantons. In addition
to that, we will also consider baryonic correlators and three point functions that
are difficult to handle in the RPA.
We will discuss correlation function in three different ensembles, the random
ensemble (RILM), the quenched (QILM) and fully interacting (IILM) instanton
ensembles. In the random model, the underlying ensemble is the same as in the mean
field approximation, only the propagator is more sophisticated. In the quenched
approximation, the ensemble includes correlations due to the bosonic action, while
the fully interacting ensemble also includes correlations induced by the fermion
determinant. In order to check the dependence of the results on the instanton
interaction, we study correlation functions in two different unquenched ensembles,
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Fig. 9.7 Rho meson correlation functions. The dashed squares show the non-interacting part of
the rho meson correlator in the interacting ensemble.
Table 9.2 Bulk parameters of different instanton ensembles.
Streamline quenched Ratio ansatz RILM
n 0.174Λ4 0.303Λ4 0.659Λ4 1.0 fm4
ρ¯ 0.64Λ−1 0.58Λ−1 0.66Λ−1 0.33 fm
(0.42 fm) (0.43 fm) (0.59 fm)
ρ¯4n 0.029 0.034 0.125 0.012
〈q¯q〉 0.359Λ3 0.825Λ3 0.882Λ3 (264 MeV)3
(219 MeV)3 (253 MeV)3 (213 MeV)3
Λ 306 MeV 270 MeV 222 MeV -
one based on the streamline interaction (with a short-range core) and one based on
the ratio ansatz interaction. The bulk parameters of these ensembles are compared
in Tab. 9.2.
Correlation functions in the different instanton ensembles were calculated in
[Shuryak and Verbaarschot, 1993a; Schafer et al., 1994; Schafer and Shuryak, 1996]
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to which we refer the reader for more details. The results are shown in Fig. 9.7 and
summarized in Tab. 9.3. The pion correlation functions in the different ensembles
are qualitatively very similar. The differences are mostly due to different values
of the quark condensate (and the physical quark mass) in the different ensembles.
Using the Gell-Mann, Oaks, Renner relation, one can extrapolate the pion mass to
the physical value of the quark masses, see Tab. 9.3. The results are consistent with
the experimental value in the streamline ensemble (both quenched and unquenched),
but clearly too small in the ratio ansatz ensemble. This is a reflection of the fact
that the ratio ansatz ensemble is not sufficiently dilute.
In Fig. 9.7 we also show the results in the ρ channel. The ρ meson correlator
is not affected by instanton zero modes to first order in the instanton density.
The results in the different ensembles are fairly similar to each other and all fall
somewhat short of the phenomenological result at intermediate distances x ' 1 fm.
We have determined the ρ meson mass and coupling constant from a fit, the results
are given in Tab. 9.3. The ρ meson mass is somewhat too heavy in the random and
quenched ensembles, but in good agreement with the experimental value mρ = 770
MeV in the unquenched ensemble.
Since there are no interactions in the ρ meson channel to first order in the
instanton density, it is important to study whether the instanton liquid provides
any significant binding. In the instanton model, there is no confinement, and mρ
is close to the two (constituent) quark threshold. In QCD, the ρ meson is also not
a true bound state, but a resonance in the 2pi continuum. In order to determine
whether the continuum contribution in the instanton liquid is predominantly from
2-pi or 2-quark states would require the determination of the corresponding three
point functions, which has not been done yet. Instead, we have compared the full
correlation function with the non-interacting (mean field) correlator , where we use
the average (constituent quark) propagator determined in the same ensemble, see
Fig. 9.7). This comparison provides a measure of the strength of interaction. We
observe that there is an attractive interaction generated in the interacting liquid
due to correlated instanton-anti-instanton pairs. This is consistent with the fact
that the interaction is considerably smaller in the random ensemble. In the random
model, the strength of the interaction grows as the ensemble becomes more dense.
However, the interaction in the full ensemble is significantly larger than in the
random model at the same diluteness. Therefore, most of the interaction is due to
dynamically generated pairs.
We have already discussed ALEPH τ -decay data and have shown the data com-
pared to OPE and the calculation in the random instanton liquid model (RILM) by
Schafer and myself [Schafer and Shuryak, 2001a]. Another figure from this work,
Fig.9.8, shown here shows larger-x part of the correlator studied. As one can see,
RILM works for the whole V − A curve, and, with 10% radiative correction αs/pi,
it works very well for V + A as well. There is no fit of any parameter here, and in
fact the calculation preceded the experiment by few years.
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Fig. 9.8 Euclidean coordinate space correlation functions ΠV (x) ± ΠA(x) (upper and lower
points and curves, respectively) normalized to free quark correlator. The solid lines show the
correlation functions reconstructed from the ALEPH spectral functions and the dotted lines show
the corresponding error band. The squares show the result of a random instanton liquid model
and the diamonds the OPE fit described in the text.
The situation is drastically different in the η′ channel. Among the ∼ 40 corre-
lation functions calculated in the random ensemble, only the η′ (and the isovector-
scalar δ discussed in the next section) are completely unacceptable; The correlation
function decreases very rapidly and becomes negative at x ∼ 0.4 fm. This behav-
ior is incompatible with the positivity of the spectral function. The interaction in
the random ensemble is too repulsive, and the model “over-explains” the U(1)A
anomaly.
The results in the unquenched ensembles (closed and open points) significantly
improve the situation. This is related to dynamical correlations between instantons
and anti-instantons (topological charge screening). The single instanton contribu-
tion is repulsive, but the contribution from pairs is attractive. Only if correlations
among instantons and anti-instantons are sufficiently strong, the correlators are
prevented from becoming negative. Quantitatively, the δ and ηns masses in the
streamline ensemble are still too heavy as compared to their experimental values.
In the ratio ansatz, on the other hand, the correlation functions even shows an en-
hancement at distances on the order of 1 fm, and the fitted masses is too light. This
shows that the η′ channel is very sensitive to the strength of correlations among
instantons.
In summary, pion properties are mostly sensitive to global properties of the
instanton ensemble, in particular its diluteness. Good phenomenology demands
ρ¯4n ' 0.03, as originally suggested in [Shuryak, 1982b]. The properties of the
ρ meson are essentially independent of the diluteness, but show sensitivity to IA
correlations. These correlations become crucial in the η′ channel.
Let us add about dependence of the correlators on the number of colors Nc,
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Table 9.3 Meson parameters in the different instanton ensembles. All quantities are given in
units of GeV. The current quark mass is mu = md = 0.1Λ. Except for the pion mass, no attempt
has been made to extrapolate the parameters to physical values of the quark mass.
unquenched quenched RILM ratio ansatz (unqu.)
mpi 0.265 0.268 0.284 0.128
mpi (extr.) 0.117 0.126 0.155 0.067
λpi 0.214 0.268 0.369 0.156
fpi 0.071 0.091 0.091 0.183
mρ 0.795 0.951 1.000 0.654
gρ 6.491 6.006 6.130 5.827
ma1 1.265 1.479 1.353 1.624
ga1 7.582 6.908 7.816 6.668
mσ 0.579 0.631 0.865 0.450
mδ 2.049 3.353 4.032 1.110
mηns 1.570 3.195 3.683 0.520
studied in [Schafer, 2002]. The results were obtained from simulations with N = 128
instantons in a euclidean volume V Λ4 = V3 × 5.76. V3 was adjusted such that
(N/V ) = (Nc/3)Λ
4. In order to avoid finite volume artifacts the current quark
mass was taken to be rather large, mq = 0.2Λ. We observe that the rho meson
correlation function exhibits almost perfect scaling with Nc and as a result the rho
meson mass is practically independent of Nc. The scaling is not as good in the case
of the pion. As a consequence there is some variation in the pion mass. However,
this effect is consistent with 1/Nc corrections that amount to about 40% of the pion
mass for Nc = 3. Finally, we study the behavior of the η
′ correlation function.
There is a clear tendency toward U(1)A restoration, but the correlation function is
still very repulsive for Nc = 6. It was also found that the η
′ correlation function
only approaches the pion correlation for fairly large values of Nc. For example, the
η′ correlation function does not show intermediate range attraction unless Nc > 15.
After discussing the pi, ρ, η′ in some detail we only briefly comment on other cor-
relation functions. The remaining scalar states are the isoscalar σ and the isovector
δ (the f0 and a0 according to the notation of the particle data group). The sigma
correlator has a disconnected contribution, which is proportional to 〈q¯q〉2 at large
distance. In order to determine the lowest resonance in this channel, the constant
contribution has to be subtracted, which makes it difficult to obtain reliable re-
sults. Nevertheless, we find that the instanton liquid favors a (presumably broad)
resonance around 500-600 MeV. The isovector channel is in many ways similar to
the η′. In the random ensemble, the interaction is too repulsive and the correlator
becomes unphysical. This problem is solved in the interacting ensemble, but the δ
is still very heavy, mδ > 1 GeV.
The remaining non-strange vectors are the a1, ω and f1. The a1 mixes with the
pion, which allows a determination of the pion decay constant fpi (as does a direct
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measurement of the pi−a1 mixing correlator). In the instanton liquid, disconnected
contributions in the vector channels are small. This is consistent with the fact that
the ρ and the ω, as well as the a1 and the f1 are almost degenerate.
Finally, we can also include strange quarks. SU(3) flavor breaking in the ’t
Hooft interaction nicely accounts for the masses of the K and the η. More difficult
is a correct description of η − η′ mixing, which can only be achieved in the full
ensemble. The random ensemble also has a problem with the mass splittings among
the vectors ρ,K∗ and φ [Shuryak and Verbaarschot, 1993a]. This is related to the
fact that flavor symmetry breaking in the random ensemble is so strong that the
strange and non-strange constituent quark masses are almost degenerate. This
problem is improved (but not fully solved) in the interacting ensemble.
9.5.2 Baryonic correlation functions
As emphasized few times above, the existence of a strongly attractive interaction in
the pseudo-scalar quark-anti-quark (pion) channel also implies an attractive inter-
action in the scalar quark-quark (diquark) channel. This interaction is phenomeno-
logically very desirable, because it not only explains why the spin 1/2 nucleon is
lighter than the spin 3/2 Delta, but also why Lambda is lighter than Sigma.
The vector components of the diagonal correlators receive perturbative quark-
loop contributions, which are dominant at short distance. The scalar components
of the diagonal correlators, as well as the off-diagonal correlation functions, are
sensitive to chiral symmetry breaking, and the OPE starts at order 〈q¯q〉 or higher.
Instantons introduce additional, regular, contributions in the scalar channel and
violate the factorization assumption for the 4-quark condensates. Similar to the
pion case, both of these effects increase the amount of attraction already seen in
the OPE.
The correlation function ΠN2 in the interacting ensemble is shown in Fig. 9.9.
There is a significant enhancement over the perturbative contribution which corre-
sponds to a tightly bound nucleon state with a large coupling constant. Numerically,
we find12 mN = 1.019 GeV (see Tab. 9.4). In the random ensemble, we have mea-
sured the nucleon mass at smaller quark masses and found mN = 0.960 ± 0.30
GeV. The nucleon mass is fairly insensitive to the instanton ensemble. However,
the strength of the correlation function depends on the instanton ensemble. This
is reflected by the value of the nucleon coupling constant, which is smaller in the
interacting model.
Fig. 9.9 also shows the nucleon correlation function measured in a quenched
lattice simulation [Chu et al., 1994]. The agreement with the instanton liquid results
is quite impressive, especially given the fact that before the lattice calculations were
performed, there was no phenomenological information on the value of the nucleon
coupling constant and the behavior of the correlation function at intermediate and
12Note that this value corresponds to a relatively large current quark mass m = 30 MeV.
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Fig. 9.9 Nucleon and Delta correlation functions ΠN2 and Π
∆
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large distances.
The fitted position of the threshold is E0 ' 1.8 GeV, larger than the mass
of the first nucleon resonance, the Roper N∗(1440), and above the pi∆ threshold
E0 = 1.37 GeV. This might indicate that the coupling of the nucleon current to
the Roper resonance is small. In the case of the pi∆ continuum, this can be checked
directly using the phenomenologically known coupling constants. The large value
of the threshold energy also implies that there is little strength in the (unphysical)
three-quark continuum. The fact that the nucleon is deeply bound can also be
demonstrated by comparing the full nucleon correlation function with that of three
non-interacting quarks, see Fig. 9.9). The full correlator is significantly larger
than the non-interacting (mean field) result, indicating the presence of a strong,
attractive interaction.
Some of this attraction is due to the scalar diquark content of the nucleon
current. This raises the question whether the nucleon (in our model) is a strongly
bound diquark very loosely coupled to a third quark. In order to check this, we have
decomposed the nucleon correlation function into quark and diquark components.
Using the mean field approximation, that means treating the nucleon as a non-
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Table 9.4 Nucleon and delta parameters in the different instanton ensembles. All quantities are
given in units of GeV. The current quark mass is mu = md = 0.1Λ.
unquenched quenched RILM ratio ansatz (unqu.)
mN 1.019 1.013 1.040 0.983
λ1N 0.026 0.029 0.037 0.021
λ2N 0.061 0.074 0.093 0.048
m∆ 1.428 1.628 1.584 1.372
λ∆ 0.027 0.040 0.036 0.026
interacting quark-diquark system, we get the correlation function labeled (diq) in
Fig. 9.9. We observe that the quark-diquark model explains some of the attraction
seen in ΠN2 , but falls short of the numerical results. This means that while diquarks
may play some role in making the nucleon bound, there are substantial interactions
in the quark-diquark system. Another hint for the qualitative role of diquarks is
provided by the values of the nucleon coupling constants λ1,2N . One can translate
these results into the coupling constants λs,pN of nucleon currents built from scalar
or pseudo-scalar diquarks. We find that the coupling to the scalar diquark current
ηs = abc(u
aCγ5d
b)uc is an order of magnitude bigger than the coupling to the
pseudo-scalar current ηp = abc(u
aCdb)γ5u
c. This is in agreement with the idea
that the scalar diquark channel is very attractive and that these configurations play
an important role in the nucleon wave function.
The Delta correlation function in the instanton liquid is shown in Fig. 9.9.
The result is qualitatively different from the nucleon channel, the correlator at
intermediate distance x ' 1 fm is significantly smaller and close to perturbation
theory. This is in agreement with the results of the lattice calculation [Chu et al.,
1994]. Note that, again, this is a quenched result which should be compared to the
predictions of the random instanton model.
The mass of the delta resonance is too large in the random model, but closer to
experiment in the unquenched ensemble. Note that similar to the nucleon, part of
this discrepancy is due to the value of the current mass. Nevertheless, the Delta-
nucleon mass splitting in the unquenched ensemble ism∆−mN = 409 MeV, still too
large as compared to the experimental value 297 MeV. Similar to the ρ meson, there
is no interaction in the Delta channel to first order in the instanton density. However,
if we compare the correlation function with the mean field approximation based on
the full propagator, see Fig. 9.9, we find evidence for substantial attraction between
the quarks. Again, more detailed checks, for example concerning the coupling to
the piN continuum, are necessary.
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9.6 Comparison to correlators on the lattice
The study of hadronic (point-to-point) correlation functions on the lattice was pi-
oneered by the MIT group [Chu et al., 1994] which measured correlation functions
of the pi, δ, ρ, a1, N and ∆ in quenched QCD. The correlation functions were cal-
culated on a 163 × 24 lattice at 6/g2 = 5.7, corresponding to a lattice spacing of
a ' 0.17 fm. We have already shown some of the results of the MIT group in
Figs. 9.7-9.9. The correlators were measured for distances up to ∼ 1.5 fm. Using
the parametrization introduced above, they extracted ground state masses and cou-
pling constants and found good agreement with phenomenological results. What
is even more important, they found the full correlation functions to agree with the
predictions of the instanton liquid, even in channels (like the nucleon and delta)
where no phenomenological information is available.
In order to check this result in more detail, they also studied the behavior of the
correlation functions under cooling [Chu et al., 1994]. The cooling procedure was
monitored by studying a number of gluonic observables, like the total action, the
topological charge and and the Wilson loop. From these observables, the authors
conclude that the configurations are dominated by interacting instantons after ∼ 25
cooling sweeps. Instanton-anti-instanton pairs are continually lost during cooling,
and after ∼ 50 sweeps, the topological charge fluctuations are consistent with a
dilute gas. The characteristics of the instanton liquid were already discussed above.
After 50 sweeps the action is reduced by a factor ∼300 while the string tension
(measured from 7× 4 Wilson loops) has dropped by a factor 6.
The first comparison made between the instanton liquid results and those ob-
tained on the lattice [Chu et al., 1994] are shown in Fig.9.10(a), for ρ vector (V)
and pi pseudoscalar (P) channels.
Even more direct comparison was between the correlator calculated on the
“quantum” configurations, as compared to “cooled” or “semiclassical” lattice con-
figurations [Chu et al., 1994]. The behavior of the pion and nucleon correlation
functions under cooling is shown in Fig. 9.11. The behavior of the ρ and ∆ cor-
relators (not shown) was quite similar. During the cooling process the scale was
readjusted by keeping the nucleon mass fixed13.
9.7 Gluonic correlation functions
One of the most interesting problems in hadronic spectroscopy is whether one
can identify glueballs, bound states of pure glue, among the spectrum of observed
13 This introduces only a small uncertainty, the change in scale is ∼16%. We observe that the
correlation functions are stable under cooling, they agree almost within error bars. This is
also seen from the extracted masses and coupling constants. While mN and mpi are stable by
definition, mρ and gρ change by less than 2%, λpi by 7% and λN by 1%. Only the delta mass
is too small after cooling, it changes by 27%.
December 5, 2018 1:30 WSPC/Book Trim Size for 9.75in x 6.5in all-together
Gluonic correlation functions 213
Fig. 9.10 The left panel shows the correlation functions for the vector (marked (V)) ρ channel
and the pseudoscalar (marked (P)) pi channel. The long-dashed lines are phenomenological ones,
open and closed circles stand for RILM [Shuryak and Verbaarschot, 1993b] and lattice calculation
[Chu et al., 1994], respectively. The upper right panel compares vector correlators before and after
“cooling”. The lower part shows the same comparison for the ρ wave function; the closed and
open points here correspond to “quantum” and “classical” vacua, respectively.
hadrons. This question has two aspects. In pure glue theory, stable glueball states
exist and they have been studied for a number of years in lattice simulations. In full
QCD, glueballs mix with quark states, making it difficult to unambiguously identify
glueball candidates.
Even in pure gauge theory, lattice simulations still require large numerical efforts.
Nevertheless, a few results appear to be firmly established (i) The lightest glueball
is the scalar 0++, with a mass in the 1.5-1.8 GeV range. (ii) The tensor glueball
is significantly heavier m2++/m0++ ' 1.4, and the pseudo-scalar is heavier still,
m0−+/m0++ = 1.5-1.8. (iii) The scalar glueball is much smaller than other glueballs.
The size of the scalar is r0++ ' 0.2 fm, while r2++ ' 0.8 fm [de Forcrand and Liu,
1993]. For comparison, a similar measurement for the pi and ρ mesons gives 0.32
fm and 0.45 fm, indicating that spin-dependent forces between gluons are stronger
than between quarks.
Gluonic currents with the quantum numbers of the lowest glueball states are the
field strength squared (S = 0++), the topological charge density (P = 0−+), and
the energy momentum tensors (T = 2++);
jS = (G
a
µν)
2, jP =
1
2
µνρσG
a
µνG
a
ρσ, jT =
1
4
(Gaµν)
2 −Ga0αGa0α . (9.51)
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Fig. 9.11 Behavior of pion and proton correlation functions under cooling, from [Chu et al.,
1994]. The left, center, and right panels show the results in the original ensemble, and after 25
and 50 cooling sweeps. The solid lines show fits to the data based on a pole plus continuum model
for the spectral function. The dotted and dashed lines show the individual contributions from the
pole and the continuum part.
The short distance behavior of the corresponding correlation functions is determined
by the OPE
ΠS,P (x) = Π
0
S,P
(
1± pi
2
192g2
〈fabcGaµνGbνβGcβµ〉x6 + . . .
)
(9.52)
ΠT (x) = Π
0
T
(
1 +
25pi2
9216g2
〈2O1 −O2〉 log(x2)x8 + . . .
)
(9.53)
where we have defined the operators O1 = (fabcGbµαGcνα)2, O2 = (fabcGbµνGcαβ)2
and the free correlation functions are given by
ΠS,P (x) = (±)384g
4
pi4x8
, ΠT (x) =
24g4
pi4x8
. (9.54)
Power corrections in the glueball channels are remarkably small. The leading-order
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Fig. 9.12 Scalar and pseudo-scalar glueball correlation functions. Curves labeled as in Fig. 9.7.
power correction O(〈G2µν〉/x4) vanishes14, while radiative corrections of the form
αs log(x
2)〈G2µν〉/x4 (not included in (9.52)), or higher order power corrections like
〈fabcGaµνGbνρGcρµ〉/x2 are very small.
On the other hand, there is an important low energy theorem that controls the
large distance behavior of the scalar correlation function [Novikov et al., 1981]∫
d4xΠS(x) =
128pi2
b
〈G2〉, (9.55)
where b denotes the first coefficient of the beta function. In order to make the
integral well defined and we have to subtract the constant term ∼ 〈G2〉2 as well
as singular (perturbative) contributions to the correlation function. Analogously,
the integral over the pseudo-scalar correlation functions is given by the topological
susceptibility
∫
d4xΠP (x) = χtop. In pure gauge theory χtop ' (32pi2)〈G2〉, while
in unquenched QCD χtop = O(m). These low energy theorems indicate the presence
of rather large non-perturbative corrections in the scalar glueball channels. This
can be seen as follows; We can incorporate the low energy theorem into the sum
rules by using a subtracted dispersion relation
Π(Q2)−Π(0)
Q2
=
1
pi
∫
ds
ImΠ(s)
s(s+Q2)
. (9.56)
14There is a 〈G2µν〉δ4(x) contact term in the scalar glueball correlators which, depending on the
choice of sum rule, may enter momentum space correlation functions.
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Table 9.5 Scalar glueball parameters in different instanton ensembles.
random quenched unquenched
m0++ [ GeV] 1.4 1.75 1.25
λ0++ [ GeV
3] 17.2 16.5 15.6
In this case, the subtraction constant acts like a power correction. In practice, how-
ever, the subtraction constant totally dominates over ordinary power corrections.
For example, using pole dominance, the scalar glueball coupling λS = 〈0|jS |0++〉 is
completely determined by the subtraction, λ2S/m
2
S ' (128pi2/b)〈G2〉.
For this reason, we expect instantons to give a large contribution to scalar glue-
ball correlation functions. Expanding the gluon operators around the classical fields,
we have
ΠS(x, y) = 〈0|G2 cl(x)G2 cl(y)|0〉+ 〈0|Ga ,clµν (x)
[
DxµD
y
αDνβ(x, y)
]ab
Gb ,clαβ (y)|0〉+ . . . ,(9.57)
where Dabµν(x, y) is the gluon propagator in the classical background field. If we
insert the classical field of an instanton, we find
ΠSIAS,P (x) =
∫
ρ4dn(ρ)
12288pi2ρ−8
y6(y2 + 4)5
[
y8 + 28y6 − 94y4 − 160y2 − 120
+
240
y
√
y2 + 4
(y6 + 2y4 + 3y2 + 2)asinh(
y
2
)
]
(9.58)
with y = x/ρ.
There is no classical contribution in the tensor channel, since the stress tensor in
the self-dual field of an instanton is zero. Note that the perturbative contribution
in the scalar and pseudo-scalar channels have opposite sign, while the classical
contribution has the same sign. To first order in the instanton density, we therefore
find the three scenarios discussed in Sec. 9.5.1; attraction in the scalar channel,
repulsion in the pseudo-scalar and no effect in the tensor channel. The single-
instanton prediction is compared with the OPE in Fig. 9.12. We clearly see that
classical fields are much more important than power corrections.
Quantum corrections to this result can be calculated from the second term in
(9.57) using the gluon propagator in the instanton field The singular contributions
correspond to the OPE in the instanton field. There is an analog of the Dubovikov-
Smilga result for glueball correlators; In a general self-dual background field, there
are no power corrections to the tensor correlator This is consistent with the result
(9.53), since the combination 〈2O1 − O2〉 vanishes in a self-dual field. Also, the
sum of the scalar and pseudo-scalar glueball correlators does not receive any power
corrections (while the difference does, starting at O(G3)).
Numerical calculations of glueball correlators in different instanton ensembles
were performed in [Schafer and Shuryak, 1995]. At short distances, the results are
consistent with the single instanton approximation. At larger distances, the scalar
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correlator is modified due to the presence of the gluon condensate. This means
that (like the σ meson), the correlator has to be subtracted and the determination
of the mass is difficult. In the pure gauge theory we find m0++ ' 1.5 GeV and
λ0++ = 16± 2 GeV3. While the mass is consistent with QCD sum rule predictions,
the coupling is much larger than expected from naive calculations that do not
enforce the low energy theorem.
In the pseudo-scalar channel the correlator is very repulsive and there is no
clear indication of a glueball state. In the full theory (with quarks) the correlator
is modified due to topological charge screening. The non-perturbative correction
changes sign and a light (on the glueball mass scale) state, the η′ appears. Non-
perturbative corrections in the tensor channel are very small. Isolated instantons
and anti-instantons have a vanishing energy momentum tensor, so the result is
entirely due to interactions.
In [Schafer and Shuryak, 1995] we also evaluated the glueball wave functions.
The most important result is that the scalar glueball is indeed small, r0++ = 0.2 fm,
while the tensor is much bigger, r2++ = 0.6 fm. The size of the scalar is determined
by the size of an instanton, whereas in the case of the tensor the scale is set by the
average distance between instantons. This number is comparable to the confinement
scale, so the tensor wave function is probably not very reliable. On the other hand,
the scalar is much smaller than the confinement scale, so the wave function of the
0++ glueball may provide an important indication for the importance of instantons
in pure gauge theory.
9.8 Wave functions
One quantity which is close to hadronic wave function is the so called Bethe Salpeter
amplitude (which is different from the so called light-cone one).Such Bethe-Salpeter
amplitudes have been measured in a number of lattice gauge simulations. In the
pion case this quantity is defined by
ψpi(y) =
∫
d4x 〈0|d¯(x)Pei
∫ x+y
x
A(x′)dx′γ5u(x+ y)|pi > . (9.59)
In practice, it is extracted from the three point correlator
Πpi(x, y) = 〈0|T (d¯(x)Pei
∫ x+y
x
A(x′)dx′γ5u(x+ y)d¯(0)γ5u(0))|0〉
∼ ψ(y)e−mpix (9.60)
where x has to be a large space-like separation in order to ensure that the correla-
tion function is dominated by the ground state and y is the separation of the two
quarks in the transverse direction ((xy˙) = 0). In practice it is convenient to divide
the 3-point by 2-point function, canceling the x-dependent part and the coupling
constants.
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Fig. 9.13 Hadronic wave functions of the pion, rho meson, proton and delta resonance in the
random instanton ensemble.
Like the two point correlation functions, the Bethe-Salpeter amplitudes are cal-
culated from the light quark propagator15
A qualitative understanding of the wave functions can be obtained using the
single-instanton approximation. For for small transverse separations y and x→∞
we get a very simple result
ψpi(y) = 1− y2/(2ρ)2 + . . . (9.61)
indicated that a pion radius (as determined by Bethe-Salpeter amplitude) is directly
related to the instanton radius.
The wave functions in the random ensemble was calculated by [Schafer and
Shuryak, 1995].Those for pi, ρ,N and ∆ are shown in fig.9.13. We observe that the
pion and the proton as well as the rho meson and the delta resonance have very
similar wave functions, but the sizes for pion and the proton are smaller than the
rho meson and the delta resonance. We have already argued that the scalar diquark
in the nucleon is linked with the instanton-induced attraction.
15 In general, the inclusion of the Schwinger Pexp factor is expected to give an important contribu-
tion to the measured wave functions, since it corresponds to an additional string type potential,
but not in the instanton model.
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Fig. 9.14 (A) (B)
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Chapter 10
The topological landscape and the
sphaleron path
10.1 The sphalerons
monopole sphaleron
Fig. 10.1 Qualitative distinction between the magnetic field in monopole and spalerons
Historically sphalerons have been suggested by [Dashen et al., 1974] as an ex-
tended soliton for the Young-Mills-Higgs equations of motion in the electroweak
sector of the Standard Model (Weinberg-Salam theory), as a 3d soliton alterna-
tive to the t’Hooft-Polyakov monopole in Georgi-Glashow model. A decade later
[Klinkhamer and Manton, 1984] (KM) have looked for an explicit solution, varia-
tionally and numerically (in note-added-in-proofs). As all other non-perturbative
solitons, the field is O(1/g) and the mass O(1/g2) times the relevant scale. The
electroweak coupling is small and the mass of the KM sphaleron solution turned
out to be as large as1
MKM ≈ 14TeV (10.1)
The fact that only numerical solution was found is related to the fact that it is not
1Coincidentally, it is the same as current
√
s of LHC. Unfortunately, even if one would build collider
with much higher energy available, there are no chances to produce this object experimentally,
due to vanishingly small overlap with two colliding proton state.
221
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represented by any simple (e.g. spherically symmetric) shape, induced by a specific
direction taken by the Higgs field in electroweak vacuum. For early review consult
e.g. [McLerran, 1989].
It has been subsequently found that, while this configuration solves the equation
of motion, it is unstable. Unlike other solitons discussed so far – fluctons and
instantons – which are minima of the action, the sphalerons are saddle points
in a space of all configurations. While for fluctons the quadratic operator of the
fluctuations had only positive modes, and for instantons positive and zero modes,
for sphalerons one (or more) negative mode appears in the spectrum. Thus their
name, sphaleron, which (according to its discoverers) means in Greek “ready to
fall”.
In this chapter we will not follow these original papers. First of all, our main
focus will be on QCD applications, where complications related with Higgs and its
VEV are absent. Even in section devoted to electroweak sphalerons and cosmologi-
cal baryogenesis, it would be sufficient to much simpler analytic solution found later
for pure gauge sector [Ostrovsky et al., 2002] and known as the “COS sphaleron”.
The way toward it was historically related to the instanton-antiinstanton configu-
rations, which we need to consider first.
10.2 Instanton-antiinstanton interaction and the “streamline” set
of configurations
In the chapter devoted to interacting instanton ensembles we skipped the discussion
of the instanton-antiinstanton interaction, which we will discuss now. 2 interaction.
Returning to the double-well potential, let us start with a simple “sum ansatz”
qsum(τ) =
1
g
(
1
tanh(τ − τI) −
1
tanh(τ − τA) − 1
)
. (10.2)
This path has the action SIA(T ) = 1/g
2(1/3−2e−T+O(e−2T )), where T = |τI−τA|.
It is qualitatively clear that if the two instantons are separated by a large time
interval T  1, the action SIA(T ) is close to 2S0. In the opposite limit T → 0, the
instanton and the antiinstanton annihilate and the action SIA(T ) should tend to
zero. In that limit, however, the IA pair is at best an approximate solution of the
classical equations of motion and it is not clear how the path should be chosen.
The best way to deal with this problem is the “streamline” method 3[Balitsky
and Yung, 1986]. To define them, one starts with an extremum of the action ( in
this case, infinitely separated IA pair) and lets the system evolve with the “gradient
2Interaction between instantons does not exist at the classical level, as is clear from the relation
between the action and the topological charge.
3Although suggested independently, it is actually belong to a class of configurations known in
mathematics as “Lefschetz thimble” which we briefly discussed in chapter on semiclassics.
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flow” to smaller action. The “force” is defined as f(τ) = ∂S[x]/∂x(τ) and the
“streamline equation” is sliding along the direction of the force
dx(τ)
dt
= f(τ) (10.3)
Here t is extra “sliding time”, not to be confused with the Euclidean time τ on which
all paths depend. At zero t there are well-separated instanton and antiinstanton, at
t→∞ they annihilate each other to a trivial path x(τ) = 0. A set of such paths for
the double-well instantons were obtained numerically in my paper [Shuryak, 1988].
For the gauge theory instantons one can start with the simplest sum ansatz
g
2
Aaµ =
η¯aµνy
ν
I ρ
2
y2I (y
2
I + ρ
2)
+
ηaµνy
ν
I¯
ρ2
y2
I¯
(y2
I¯
+ ρ2)
(10.4)
where, for simplicity, we selected the same radii and orientation of both solitons.
Note however that while for a single instanton the pure gauge singularity at the
origin cancels in the expression for the fields, it does not do so for the sum ansatz.
This can be cured in the following ratio ansatz
g
2
Aaµ =
η¯aµνy
ν
I ρ
2/y2I + ηaµνy
ν
I¯
ρ2/y2
I¯
1 + ρ2/y2
I¯
+ ρ2/y2I
(10.5)
In search for better approximation, [Verbaarschot, 1991], using conformal invariance
of classical Yang-Mills equation, mapped this problem into a co− central instanton
and antiinstanton with different radii ρ1, ρ2. This introduced a notion that the
action dependence on the 4-d distance between the centers and these two sizes may
only come in a conformal invariant dimensionless combination4
X2conf =
(zIµ − zI¯µ)2 + (ρ1 − ρ2)2
ρ1ρ2
(10.6)
The gradient flow (streamline) equation has the same meaning as in QM: the
force is substitute by the current jaµ = ∂S/∂A
a
µ and then
dAaµ(x)
dt
= jaµ (10.7)
In co-centrical setting it has been reduced to a single-variable and solved nu-
4Which has the meaning of the geodesic distance between points in the AdS5 space, with the sizes
ρi identified with the 5-th coordinates.
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merically. Verbaarschot also discovered that the so called Yung ansatz
igAY ungµ (x) = igAY ungaµ (x)
τa
2
=
¯˜y2√
y˜2
R√
R2
(σ¯µy1 − yµ1 )ρ21
y21(y
2
1 + ρ
2
1)
R¯√
R2
¯˜y2√
y˜2
+
(σ¯µy2 − yµ2 )ρ22
y22 + ρ
2
2
+
ρ1ρ2
zy21(y
2
2 + ρ
2
2)[
(σ¯µy1 − yµ1 )−
¯˜
2y√
y˜2
R√
R2
(σ¯µy1 − yµ1 )
R¯√
R2
¯˜y2√
y˜2
]
, (10.8)
All vectors without an indicative index are SU(2) matrices obtained by their con-
traction with the vector σµ = (1,−i~τ), for example R = x1 − x2 = Rµσµ. An
overbar similarly denotes contraction with σ¯ = (1, i~τ). Note that barred and un-
barred matrices always alternate, in all terms; this is because one index of each
matrix is dotted and the other not, in spinor notation. The additional coordinate
with tilde is
y˜2 = x2 − Rρ2
zρ1 − ρ2 . (10.9)
The u here stands for relative orientation SU(2) color matrix parameterized by uµσµ,
and u · Rˆ is its projection to unit relative distance vector. For same orientation of
the instanton and antiinstanton u = (0, 0, 0, 1).
This expression represents a very good approximation to the streamline equation
not only at large distances (zIµ−zI¯µ)2  ρ2, as claimed by Yung in the original paper,
but also at all distances as well. In fact at distance zero the formula produces a
very complicated field Aµ, which however after inspection was found to be a pure
gauge, with zero field strength!
The interaction for this ansatz [Verbaarschot, 1991] is
SIA =
8pi2
g2
1
(λ2 − 1)3
{
− 4 (1− λ4 + 4λ2 log(λ)) [|u|2 − 4|u · Rˆ|2] (10.10)
+ 2
(
1− λ2 + (1 + λ2) log(λ)) [(|u|2 − 4|u · Rˆ|2)2 + |u|4 + 2(u)2(u∗)2]},
where
λ =
R2 + ρ21 + ρ
2
2
2ρ1ρ2
+
(
(R2 + ρ21 + ρ
2
2)
2
4ρ21ρ
2
2
− 1
)1/2
. (10.11)
is related to the conformal distance parameter defined above. Large distance R ρ
is large λ, zero distance at ρ1 = rho2 is λ = 1.
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Fig. 10.2 The instanton and antiinstanton are placed at τ = −T/2 and τ = T/2 along the
Euclidean time axes. The sphaleron path configurations are located at the middle plane τ = 0.
10.3 From the instanton-antiinstanton configurations to the
sphaleron path
In the previous section we defined some set of configurations describing an instanton
and an antiinstanton, placed at a certain (Euclidean time) positions τ = −T/2 and
τ = T/2 (see Fig.10.2).
Using those, we will deduce some special set of 3d configurations possessing
only magnetic fields. Indeed, the instanton fields are self-dual, ~E = ~B, while the
antiinstanton ones are anti-selfdual, ~E = − ~B. By symmetry, at the 3-d plane τ = 0
in between, the electric field must vanish. Therefore, at this 3-d plane the field is
purely magnetic.
Furthermore, these configurations make a one-dimensional set, parameterized
by the time distance T between the instanton and the anti-instanton. For each of
those, one can define their energy normalized by size
ER =
1
2
[∫
d3rr2B2 ×
∫
d3rB2
]1/2
. (10.12)
and the Chern-Simons number NCS(T ). It has been calculated by [Ostrovsky et al.,
2002] for the “streamline” Yung ansatz, and shown in Fig.10.3. Note that at NCS =
0 (corresponding to large distance T ) the energy is zero, and it is also tend to zero
at NCS = 1. The maximum is in the middle, at NCS = 1/2, when the instanton
and anti-instanton “half-overlap”. These configurations constitute the so called
sphaleron path, leading from one classical vacuum to the next.
Let us now look at this problem from a different point of view. In the A0 = 0
gauge the electric field is given by the time derivative of Am. Therefore the electric
field has a meaning of momenta, conjugated to coordinates Am, and E
2 term in
energy interpreted as field kinetic energy. Pure magnetic field configurations with
zero electric field, have thus only the potential energy.
One can view those as some turning points, at which momentum is zero. Indeed,
such points connect the tunneling part of the path at E < V with the real time
evolution at E > V . In fact the action on the plane can be viewed as given the
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Fig. 10.3 The energy times the r.m.s, radius E ·R versus Chern-Simons number N˜CS , for the 3-d
configurations obtained from the instanton-antiinstanton Yung ansatz as described in the text. The
curve should be compared to the sphaleron path we soon obtain from constrained minimization.
probability (rather than the amplitude) of such forced tunneling, with a vertical
line in the Fig.10.2 literally interpreted as the unitarity cut describing the field
state ready to propagate into the Minkowski time.
10.4 The sphaleron path from a constrained minimization
By “sphaleron path” we mean a one-parameter set of configurations, interpolating
between the nearest values of Chern-Simons number, e.g. from NCS = 0 to NCS =
1. Because of symmetry of the barrier we are trying to calculate, it is expected that
the maximum – the sphaleron – corresponds to NCS = 1/2.
Naively, what needs to be done is to fix NCS to some value, and then find among
such configurations the one with minimal possible energy. This is indeed what was
done in electroweak theory. The expected mass scale is ∼ v/αEW is defined by the
Higgs VEV v ≈ 1/4TeV and the electroweak coupling constant.
We however mentioned above, that in all application we will discuss the Higgs
VEV, or even existence of the Higgs fields itself, will not be important. The problems
we want to address are dominated by the gauge fields: thus it is natural to ask
whether one can identify sphaleron path in pure gauge theory.
Unlike electroweak theory, classical pure gauge theory is scale invariant, it has no
dimensional parameters. Naively this would imply that all minima are at zero value,
because one can always reduce the energy by rescaling the size of the configuration
upward. To break this unwanted scale symmetry, one need to set an additional
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requirement, basically fixing the size of the soliton in question. It can e.g. be
defined as r.m.s. radius
< r2 >=
∫
d3xr2B2∫
d3xB2 (10.13)
If it is fixed, there will be a particular static solution with the minimal energy we
are looking for. The product of the energy times r.m.s. size is dimensionless, and
that will be what we will evaluate below. We will follow in this section the work
by Ostrovsky, Carter and myself [Ostrovsky et al., 2002], and will find the shape of
the barrier.
Since we are interested in static 3d configurations, those would be purely made
up of magnetic fields, since the electric fields have negative T -parity and thus not
allowed. As a starting simplifying assumption, we will consider a spherically sym-
metric 3-d configuration of the gauge field. Indeed, often the field configurations
with the minimal energy have the maximal possible symmetry. Of course, we ex-
pect the energy density ( ~Ba)2 – and not the gauge fields themselves – be spherically
symmetric.
For the SU(2) color subgroup in which we are interested, configurations of the
gauge field Aaµ can be expressed through the following four space-time (0, j = 1..3)
and color (a = 1..3) structures
Aaj = A(r, t)Θaj +B(r, t)Πaj + C(r, t)Σaj
Aa0 = D(r, t)
xa
r
(10.14)
with three mutually orthogonal projectors
Θaj =
jamx
m
r
, Πaj = δaj −
xaxj
r2
, Σaj =
xaxj
r2
. (10.15)
While for the sphaleron path problem the four functions should be static (inde-
pendent on time t), the attentive reader would notice that we included the time.
The reason for it is that later on we will also discuss a dynamical problem of the
sphaleron explosion.
One may rewrite a problem with r and t- dependent functions as some 1+1
dimensional Lagrangian. In fact this is true for the problem at hand, and our four
functions of Eq. (10.14) can be rewritten as four fields of the Abelian gauge-Higgs
model (Aµ=0,1, φ, α) on a hyperboloid :
A =
1 + φ sinα
r
, B =
φ cosα
r
, C = A1, D = A0. (10.16)
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One can express the field strengths in these terms as
Eaj = Ga0j =
1
r
[∂0φ sinα+ φ cosα(∂0α−A0)]Θaj
+
1
r
[∂0φ cosα− φ sinα(∂0α−A0)]Πaj
+(∂0A1 − ∂1A0)Σaj (10.17)
and
Baj =
1
2
jklGakl =
1
r
[−∂1φ cosα+ φ sinα(∂1α−A1)]Θaj
+
1
r
[∂1φ sinα+ φ cosα(∂1α−A1)]Πaj
+
1− φ2
r2
Σaj , (10.18)
where ∂0 ≡ ∂t and ∂1 ≡ ∂r. Putting those expression into the usual 3+1 dimen-
sional Minkowski action and integrating over angles one find reduced 1+1d action
S =
1
4g2
∫
d3xdt
[(Baj )2 − (Eaj )2]
= 4pi
∫
drdt
[
(∂µφ)
2
+ φ2 (∂µα−Aµ)2
+
(1− φ2)2
2r2
− r
2
2
(∂0A1 − ∂1A0)2
]
, (10.19)
with the summation now over the 1+1 dimensional indices. The t, r space is with
the (−,+) metric. Note that φ and α now have a meaning of the modulus and
phase of some charged scalar. The charge is Abelian, as seen from the last term
containing the “field strength” squared.
What exactly does this elegant re-writing of the Lagrangian in new fields give
us? Well, it helps to understand better the remaining symmetries of the model.
The spherical ansatz is preserved by a set of gauge transformations generated by
unitary matrices of the type
U(r, t) = exp
(
i
β(r, t)
2r
τaxa
)
. (10.20)
These transformations naturally coincide with the gauge symmetry of the corre-
sponding abelian Higgs model:
φ′ = φ, α′ = α+ β, A′µ = Aµ + ∂µβ . (10.21)
This freedom can be used to gauge out, for example, one component of Aµ: we will
use the gauge A0 = 0 from now on.
December 5, 2018 1:30 WSPC/Book Trim Size for 9.75in x 6.5in all-together
The sphaleron path from a constrained minimization 229
Before proceeding any further, let us express the topological current
Kµ = − 1
32pi2
µνρσ
(
GaνρAaσ −
g
3
abcAaνAbρAcσ
)
. (10.22)
in the reduces form, in the A0 = 0 gauge:
K0 =
1
8pi2r2
[
(1− φ2)(∂1α−A1)− ∂1(α− φ cosα)
]
Ki =
xi
8pi2r3
[
(1− φ2)∂0α− ∂0(α− φ cosα)
]
, (10.23)
while the topological charge becomes
∂µK
µ =
1
8pi2r2
{−∂0 [(1− φ2)(∂1α−A1)]
+ ∂1
[
(1− φ2)(∂0α−A0)
]}
. (10.24)
Note that only gauge-invariant combinations of field derivatives appear here.
As a “topological coordinate” marking the tunneling paths and the turning
states one can use the Chern-Simons number
NCS =
∫
d3xK0 = − 1
2pi
∫
dr(1− φ2)(∂1α−A1)
+
1
2pi
(α− cosα)|r=∞r=0 (10.25)
The first, gauge-invariant term is sometimes called the corrected or true Chern-
Simons number N˜CS , while the second (gauge-dependent) term is referred to as the
winding number. It is the change in N˜CS which is equivalent to the integral over
the local topological charge.
Now we are done with the digression of re-writing spherically symmetric 3+1
problem into a 1+1 form, and return to the static sphaleron path. To keep both the
Chern-Symons number and the mean radius constant, we introduce two Lagrange
multipliers 1/ρ2, η and search for the minimum of the following functional
E˜ =
4pi
g2
∫
dr
(
1 +
r2
ρ2
)[
(∂rφ)
2 + φ2(∂rα)
2 +
(1− φ2)2
2r2
]
+
η
2pi
∫
dr(1− φ2)∂rα (10.26)
It is convenient to introduce new variable ξ = 2arctan(r/ρ)− pi/2. Then
E˜ =
8pi
g2

pi/2∫
−pi/2
dξ
[
(∂ξφ)
2 + φ2(∂ξα)
2 +
(1− φ2)2
2 cos2 ξ
+ κ(1− φ2)∂ξα
] (10.27)
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where κ = ηρg2/(32pi2) The Euler-Lagrange equations are
∂2ξφ− φ(∂ξα)2 +
(1− φ)2φ
cos2ξ
+ 2κφ∂ξα = 0 (10.28)
∂ξ(φ
2∂ξα) + κ∂ξ(1− φ2) = 0
Finiteness of the energy demands the following boundary conditions φ2(ξ =
−pi/2) = φ2(pi/2) = 1
The second Eq. 10.28 gives
∂ξα = −κ1− φ
2
φ2
(10.29)
with integration constant equals 0 as it follows from the form of energy. After
substitution ∂ξα to the eq. 10.28 one has
∂2ξφ+
(1− φ2)φ
cos2ξ
= κ2
1− φ4
φ3
(10.30)
The solution to this equation exists for −1 < κ < 1, it is φ2 = 1− (1−κ2)cos2ξ..
Assuming φ to be positive one finds finally
φ(r) =
(
1− (1− κ2) 4ρ
2r2
(r2 + ρ2)2
)1/2
(10.31)
∂rα(r) = −2κ1− φ
2
φ2
ρ
r2 + ρ2
. (10.32)
For any κ mean radius of the solution is the same < r2 >= ρ2, and the energy
density, the total energy, and the (corrected) Chern-Symons number are respectively
B2/2 = 24(1− κ2)2ρ4/(r2 + ρ2)4 (10.33)
Estat = 3pi
2(1− κ2)2/(g2ρ)
N˜CS = sign(κ)(1− |κ|)2(2 + |κ|)/4
Two last equations define the parametric form of the potential, see Fig.10.4. The
same profile obviously continues from 1/2 to 1, and so on, as a periodic potential
with zeros at all integer values of NCS , as a chain of mountains separated by valleys.
In fact there are mountains of any hight, but tall ones are narrow. If energy is
expressed in units of 1/gρ, it becomes unique. Note that the maximum is about
parabolic but near zero energy the behavior is linear; so valleys are actually more
like a deep canyons. The maximum is the sphaleron solution corresponding to κ = 0
and NCS = 1/2
φ =
|r2 − ρ2|
r2 + ρ2
, α = piθ(r − ρ). (10.34)
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Fig. 10.4 The potential energy E (in units of 1/g2ρ) versus the Chern-Simons number N˜CS , for
the “sphaleron path” solution to be derived in Sphaleron chapter.
Let me finish this technical part with qualitative description of the solution.
Remember that states of the sphaleron path are static balls of purely magnetic field.
Unlike the monopole, in which case the field is radial ~B ∼ ~r, now the magnetic field
rotates around in circles. Three color components of the field (recall, we are in SU(2)
and there are three generators) rotate around axes x1, x2, x3, repesctively. The total
sum squared is spherically symmetric. Summarizing, they are neat magnetic bombs,
ready to explode!
10.5 Sphaleron explosion
As we already mentioned above, the sphalerons are saddle point solution which are
unstable. Add a small perturbation to a ball placed on the top of the mountain
pass, and will start rolling down into one or the other valley.
The same paper [Ostrovsky et al., 2002] came up with an analytic solution for
this problem as well. The static sphaleron field configuration, found in previous
section, is used as the initial condition for real-time, Minkowski evolution of the
gauge field. Let us first consider the equations of motion in the 1+1 dimensional
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dynamical system. Variation of the action, Eq. (10.19), gives
∂µ∂
µφ+ φ(∂µα−Aµ)2 + (1− φ
2)φ
r2
= 0 (10.35)
∂µ
[
φ2 (∂µα−Aµ)
]
= 0 (10.36)
φ2(∂1α−A1)− ∂0
[
r2
2
(∂0A1 − ∂1A0)
]
= 0
φ2(∂0α−A0)− ∂1
[
r2
2
(∂0A1 − ∂1A0)
]
= 0. (10.37)
The solution of Eq. (10.36) has the form
φ2(∂0α−A0) = −∂1ψ
φ2(∂1α−A1) = −∂0ψ , (10.38)
where ψ(r, t) is an arbitrary smooth function. Eqs. (10.37) are consistent with this
solution if
∂0A1 − ∂1A0 = −2ψ
r2
(10.39)
Now, combining Eq. (10.36) and Eqs. (10.37) one has
∂µ
(
∂µψ
φ2
)
= ∂0A1 − ∂1A0 = 2ψ
r2
, (10.40)
which can be viewed as a necessary and sufficient condition for ψ to be a solution
for Eq. (10.36) and Eqs. (10.37) simultaneously. Eq. (10.35) is now
∂µ∂
µφ− (∂µψ)
2
φ3
+
(1− φ2)φ
r2
= 0 . (10.41)
The initial conditions for Eqs. (10.40) and (10.41) are
φ(r, 0) = φ(r) ,
∂0φ(r, t)|t=0 = 0 ,
∂1ψ(r, 0) = −φ(r)2∂0α(r) = 0⇒ ψ(r, 0) = 0,
∂0ψ(r, t)|t=0 = −φ(r)2∂1α(r),
where the t-independent fields on the right sides of the equations are the static
solutions of φ and α from the previous section.
As with static solutions, it is more convenient to discuss the time-evolution
equations in hyperbolic coordinates. Let us choose ω and τ such that
r =
ρ cosω
cos τ − sinω , t =
ρ sin τ
cos τ − sinω . (10.42)
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The physical domain of 0 < r <∞ and −∞ < t <∞ is covered by −pi/2 < ω < pi/2
and −pi/2 + ω < τ < pi/2− ω. For t > 0, the corresponding domain is −pi/2 < ω <
pi/2 and 0 < τ < pi/2− ω. This change of variables (10.42) is a conformal one.
In the new variables Eqs. (10.40) and (10.41) become
−∂2τφ+ ∂2ωφ−
(∂τψ)
2 − (∂ωψ)2
φ3
+
(1− φ2)φ
cos2 ω
= 0
−∂τ ∂τψ
φ2
+ ∂ω
∂ωψ
φ2
− 2ψ
cos2 ω
= 0 . (10.43)
Before solving these equations let us note that it is possible to predict the large-
t behavior of gauge field from the form of the conformal transformation (10.42).
Indeed, the t → ∞ limit corresponds to the line τ = pi/2 − ω on the (ω, τ) plane.
If one now takes the limit |r − t| → ∞ (regardless of the limit for |r − t|/t), the
position on (ω, τ) plane is either ω → −pi/2 , τ → 0 or ω → pi/2 , τ → pi. This
means that the entire line τ = pi/2−ω corresponds to space-time points with finite
differences between r and t and, therefore, if φ and ψ are smooth functions of ω
and τ , then for asymptotic times the field is concentrated near the r = t line. This
corresponds to the fields expanding as a thin shell in space.
We must now supply Eqs. (10.43) with initial conditions, which are
φ(ω, τ = 0)2 = 1− (1− κ2) cos2 ω
∂τφ(ω, τ)|τ=0 = 0
ψ(ω, τ = 0) = 0
∂τψ(ω, τ)|τ=0 = ρ
1− sinω∂tψ(ω, τ)|t=0
= κ(1− κ2) cos2 ω . (10.44)
One of the solutions of Eqs. (10.43), first found in 1977 by Lu¨scher and Schechter ,
is
φ(ω, τ)2 = 1− (1− q2(τ)) cos2 ω
ψ(ω, τ) =
q˙(τ)
2
cos2 ω , (10.45)
with a function q(τ) that satisfies
q¨ − 2q(1− q2) = 0 . (10.46)
This is the equation for a one-dimensional particle moving in double-well potential
of the form U(q) = (1− q2)2/2.
We now have to check that the solution satisfies the initial conditions, (10.44).
This is indeed the case if one identifies q(0) = κ and takes q˙(0) = 0. For the initial
condition of this type (i.e. for energy ε = q˙2/2 + U(q) < 1/2), the solution of
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Eq. (10.46) is
q(τ) = q˜dn (q˜(τ − τ0), k) , (10.47)
where dn is Jacobi’s function and q˜ =
√
2− κ2 is the second stopping point for a
particle in the potential U(q). We have also defined
k2 = 2
1− κ2
2− κ2 and τ0q˜ =
T
2
,
where T , the period of oscillations in the potential U(q), is T = 2K(k), with K(k)
being the complete elliptic integral of the first kind. The idea is, of course, that
“oscillations” in τ begin from the rest point, close to τ = 0.
Let us now look at several properties of the solution for large times. The solution
(10.47) is apparently regular in the (ω, τ) plane, and therefore for large times the
field is concentrated near r = t. At asymptotic times the energy density, e(r, t), is
given by
4pie(r, t) =
8pi
g2ρ2
(1− κ2)2
(
ρ2
ρ2 + (r − t)2
)3
. (10.48)
The change in topological charge is
∆Q =
∞∫
0
d3xdt ∂µK
µ
=
1
2pi
∫
drdt
[
−∂2t ψ + ∂2rψ −
2ψ
r2
]
=
pi
2
κ(3− κ2)− sign(κ) arccos
(
cn(q˜pi, k)
dn(q˜pi, k)
)
. (10.49)
The evolution of N˜CS begins from time t = 0, where
N˜CS(0) =
1
4
sign(κ)(1− |κ|)2(2 + |κ|) , (10.50)
and as t→∞ its limit is N˜CS(∞) = N˜CS(0) + ∆Q.
We now estimate number of gluons produced by the described evolution. In φ, ψ
language the chromoelectric and chromomagnetic fields are
Eaj =
1
r
(
∂tφ sinα− ∂rψ cosα
φ
)
Θaj
+
1
r
(
∂tφ cosα+
∂rψ sinα
φ
)
Πaj +
2ψ
r2
Σaj , (10.51)
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Baj = −
1
r
(
∂rφ cosα+
∂tψ sinα
φ
)
Θaj
+
1
r
(
∂rφ sinα− ∂tψ cosα
φ
)
Πaj +
1− φ2
r2
Σaj . (10.52)
Terms proportional to Σaj are longitudinal and die out as t→∞. The remainder
is a purely transverse field. The main result becomes apparent when we choose a
gauge where
φ∂rφ cosα+ ∂rψ sinα = 0 ,
in which
Eaj →
1
r
√
(∂rψ)2
φ2
+ (∂rφ)2Θ
a
j
→ 1− κ
2
rρ
(
ρ2
ρ2 + (r − t)2
)3/2
Θaj , (10.53)
Baj →
1− κ2
rρ
(
ρ2
ρ2 + (r − t)2
)3/2
Πaj . (10.54)
We now perform a Fourier transform, finding
Eaj (
~k) = 4piρ(1− κ2)K1(ωρ)Θaj
Baj (
~k) = 4piρ(1− κ2)K1(ωρ)Πaj , (10.55)
where Θaj and Π
a
j are the color/space projectors in momentum space analogous to
those in coordinate space (10.15), the frequency ω = |~k|, and K1 is a Bessel function.
One can easily verify that Baj = jlmklE
a
m/k, as is required for a radiation field.
Completing this section, let us mention that alternative derivation of the solution
for the sphaleron explosion has been found by Zahed and myself [Shuryak and Zahed,
2003a]. It starts with Euclidean 4-d symmetric ansatz
gAaµ = ηaµν∂νF (y), F (y) = 2
∫ ξ(y)
0
dξ′f(ξ′) (10.56)
with ξ = ln(x2/ρ2) and η the ’t Hooft symbol. Upon substitution of the gauge fields
in the gauge Lagrangian G2µν one finds that the effective Lagrangian has the form
L =
∫
dξ
[
f˙2
2
+ 2f2(1− f)2
]
(10.57)
corresponding to the motion of a particle in a double-well potential.
December 5, 2018 1:30 WSPC/Book Trim Size for 9.75in x 6.5in all-together
236 The topological landscape and the sphaleron path
The off-center conformal transformation in question has the form
(x+ a)µ =
2ρ2
(y + a)2
(y + a)µ (10.58)
with aµ = (0, 0, 0, ρ). While the original solution depends only on the radial co-
ordinate in 4 dimensions y2, in terms of xµ this symmetry is broken and there is
separate dependence on x4 and the 3-dimensional radius r =
√
x21 + x
2
2 + x
2
3.
The last step in getting the final solution is the analytic continuation to
Minkowski time t, via x4 → it. It has the explicit form
gAa4 = −f(ξ)
8tρxa
[(t− iρ)2 − r2][(t+ iρ)2 − r2] (10.59)
gAai = 4ρf(ξ)
δai(t
2 − r2 + ρ2) + 2ρaijxj + 2xixa
[(t− iρ)2 − r2][(t+ iρ)2 − r2]
which includes i but still is manifestly real. Expressions for the gauge fields can be
easily generated from it.
The only comment worth making is about the original parameter ξ in terms of
these Minkowskian coordinates, which we still call xµ, has the form
ξ =
1
2
log
y2
ρ2
=
1
2
log
(
(t+ iρ)2 − r2
(t− iρ)2 − r2
)
(10.60)
which is pure imaginary.To avoid carrying the extra i, we use the real
ξE → −iξM = arctan
(
2ρt
t2 − r2 − ρ2
)
(10.61)
and in what follows we will drop the suffix E. Switching from imaginary to real ξ
corresponds to switching from the Euclidean to Minkowski spacetime solution. It
changes the sign of the acceleration in equation of motion , or, equivalently, the sign
of the effective potential VM = −VE , to that of the normal double-well problem.
The static sphaleron solution corresponds to the particle standing on the potential
maximum at f = 1/2, and the needed sphaleron decay to “tumbling” paths. Since
the start from exactly the maximum takes a divergent time, we will start nearby
the turning point.
10.6 Chiral anomaly and sphaleron decay
We had already discuss the relation between the 3d and 4d topological charges: the
divergence of the current containing Chern-Simons number is equal to
∂µKµ =
1
32pi2
GaµνG˜
a
µν (10.62)
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Fig. 10.5 (a) The energy (solid lines) and Chern-Simons number densities (dashed lines) for
three times during the explosion, t =0.4, 3, and 6 fm. (b) the electric and magnetic fields squared.
the 4d topological charge
QT =
1
32pi2
∫
d4xGaµνG˜
a
µν (10.63)
We used Gauss theorem connecting the volume integral of the r.h.s., the 4d topolog-
ical charge, to the change of the 3d topological charge, the Chern-Simons number:
NCS(τ →∞)−NCS(τ → −∞) = Q (10.64)
The r.h.s. of this relation also appears in another important relation, known in
QCD-like theories as Adler-Bell-Jackiw (ABJ) or axial anomaly:
∂µj
5
µ =
1
32pi2
αβγδGαβGγδ (10.65)
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including divergence of the axial quark current
j5µ = q¯γµγ5q (10.66)
It was historically obtained from triangular diagrams with one axial and two vector
currents: its derivation we will not discuss, yet the physics related to it we will
discuss in next chapters.
Since the r.h.s. of both equations is the same topological charge, their change (in
appropriate units) is the same. Say, one instanton Q = 1 produces change in axial
density ∆na = 2Nf . The classical minima with different Chern-Simons number
are associated with different axial charge. The difference between them is gauge
invariant and given by Q. Another combination of two currents is in fact conserved,
but not gauge invariant.
Integrating the zeroth component of the currents over space one finds that, in
QCD with Nf light quarks
∆Q5 = (2Nf )∆NCS (QCD) (10.67)
Therefore the Chern-Simons number of the gauge field configuration is rigidly locked
to the axial charge, the number of left minus right-polarized fermions! For example,
if Nf = 3, a transition over the sphaleron barrier from NCS = 0 to NCS = 1 must
be accompanied by 6 units of the axial charge.
Let me out this into a small story, so you better remember it. There was a
sea-side hotel called the Dirac Sea Hotel. It was so big that we think of it extending
indefinitely, both above the ground and below. It has a bit strange policy to put
occupants at as low level as possible, and to mark which of the occupants are right
and left-handed, which were put in two separate towers, see the left figure. A
strange earthquake happened one day, leading to the shift as indicated in the right
figure: all lefties went down by one floor, and all righties one up, see Fig.10.6.
L
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Fig. 10.6 Occupancy of the “Dirac sea hotel”, before and after the earthquake
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The same anomaly relation in electroweak theory leads to even more drastic
consequences. Since only the left-polarized quarks and leptons interact with the
electroweak gauge field, there are no right-hand fields in the equation. Furthermore,
there is no distinction between vector and axial current, as only left-handed part
matters. Therefore, the number (rather than just chiralities) of quarks and leptons
are changed in electroweak theory. A travel from NCS = 0 to NCS = 1 must
lead to simultaneous production of 9 quarks and 3 leptons! If the polarization of
the sphaleron field is “up”, these 12 fermions are trtbtgcrcbcgurubugτµ, e where
r = red, b = blue, g = green are three colors of the quarks. The baryon and lepton
numbers increase by 3 units, and their difference is zero
∆B = ∆L = 3∆NCS (electroweak part of the SM) (10.68)
Can those drastic statement be put to experimental tests?
As far as the electroweak theory is concern, the chances to do so are not there. In
the Higgs-broken vacuum we live today one has to go over the barrier with the hight
MKM ≈ 14TeV . And the energy is not the main problem: one needs to produce
O(100) W bosons, fit all of them in a small volume of an electroweak scale, keeping
all of them in a form of coherent configurations of the sphaleron path. Electroweak
sphaleron transitions may however happen above and near the electroweak phase
transition, because in this case Higgs VEV is absent or small.
In QCD sphalerons have energy of only several GeV, so one might think those
are well studied experimentally. Unfortunately, this is not the case: it still remains
to be done. One proposal [Shuryak and Zahed, 2003b] to do that in hadron-hadron
collisions is via double-diffractive production of hadronic clusters with strong left-
right quark asymmetry, say 6 units of the axial charge. These clusters should
resemble hadronic channels which we discussed in connection to ηc decays.
In heavy ion collisions one expect multiple sphaleron processes at the initial
stage of the collision, leading to fireballs with a disbalanced chirality. Observation
of this can be done with the help of Chiral Magnetic Effect (CME), to be discussed
at the end of this chapter
While we have shown that general Adler-Bell-Jackiw (ABJ) anomaly relation
require locking of the Chern-Simons number to the (axial) charge of the fermions,
it has not yet been explained how exactly it happens. In fact one can follow this
phenomenon using the “exploding sphaleron” solution derived previously.
Let us start at time t = 0, from the static (but unstable) sphaleron. Dirac
equation in the field of the sphaleron has a fermionic zero mode. Like we previously
discussed it for the monopole, it should be i interpreted as a zero energy bound
state of a massless fermion, which can be occupied or empty.
Sphaleron explosion solution includes some radial electric fields (at intermediate
time only, at the late time it is transverse). This field can accelerate a fermion,
from the initial zero energy state to some excited state with positive energy. Thus
a qualitative picture of fermion production does not mean their produciton “from
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nowhere”, but includes level motion, out of occupied levels in the “Dirac sea” to
physical states with positive energy.
What about antifermions? In order to have the same zero mode (or other)
solution as fermions, one needs the same form of the Dirac equation, with the same
colormagnetic moment. Since the charge of antifermion is opposite to that of the
fermion, one has to flip the spin to compensate.
In QCD there is no problem with that, just chirality of the produced positive
energy antiquark would be opposite to that of the quark. As a result, one has
production of a particle-hole pair. The baryon charge is not changed, but the axial
one – the difference between left and right -handed fermions – is changed by two
units.
In electroweak theory there is a problem: only left-handed fermions interact,
while right-handed do not. As a result, there is no antifermion solution mirrowing
the fermion one, and the sole fermion is produced. Both axial and baryon (or
lepton) charge is changed.
This reasoning is simple and consistent with what one expects from the anomaly,
so there is no doubts in its validity. However attempts to follow dynamically the
outlined scenario had encounter the following problem. Physical fermions are either
produced or not, so change in the axial (or total) charge can only be an integer. The
change of the Chern-Simons number during the sphaleron explosion is expected to
be 1/2, and complemented by a similar process of sphaleron formation it is expacted
to give 1, also an integer.
However, the first numerical solutions of the KM electroweak sphaleron ???
explosion revealed a trouble: the Chern-Simons number apparently refused to settle
at the expected change of 1/2. It looked like a ball rlling down from the saddle point
of the potential does not rall all the way to the valley’s bottom! It was first taken
as numerical problem, but the same feature was confirmed in subsequent numerical
solutions. Moreover, it is there in the COS analytic solution presented above:
the Chern-Simons number stabilizes at late times is NCS ' 0.12. The not-quite
completed transition in terms of NCS is consequence of the classical approximation,
in which the gauge boson mass is neglected.
Fortunately, the analytic solution to the Dirac equation in the background of
the exploding sphaleron was found in [Shuryak and Zahed, 2003a]
The solution to the massless Dirac equation in the Minkowski background field of
exploding sphalerons can also be obtained by the same conformal mapping, from the
O(4) Euclidean zero modes. We explicitly construct these states and show that at
the initial Minkowski time t=0 those are zero energy states, while at asymptotically
large time they reduce to a free quark or free antiquark of specific chirality. We also
calculate the spectrum of the produced fermions.
The solution itself is obtained by the following inversion formula
Q+(x) = γ4
γµ (y + a)µ
1/(y + a)2
Ψ+(y) (10.69)
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Fig. 10.7 The spectrum of R quarks released at the Sphaleron point versus its momentum k in
units of 1/ρ.
and it solves the (γ4×) Dirac equation in the (Euclidean) 4-d spherically symmetric
gauge configuration.
Omitting the technical details, let us proceed to the results. The quark spec-
trum is close to Planckian with an effective temperature T = 2/ρ.The distribution
integrates exactly to one produced fermion of each kind in electroweak theory (with
also antiquarks in QCD) as the anomaly relation requires.
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Chapter 11
Sphaleron applications
11.1 Electroweak sphalerons and primordial baryogenesis
11.1.1 Cosmological Baryogenesis: introduction
The question how the observed baryonic asymmetry of the Universe is usually ex-
pressed as the ratio of the baryon density to that of the photons
nB/nγ ∼ 6× 10−10 (11.1)
How it was produced is among the most difficult open questions of physics and
cosmology. Sakharov had formulated three famous necessary conditions:
(i) the baryon number violation
(ii) the CP violation
(iii) deviations from thermal equilibrium.
Although all of them are present in the Standard Model (SM) and standard Big
Bang cosmology, the known mechanisms creating the baryon asymmetry can only
produced effects many orders smaller than the observed amount.
In the electroweak theory semiclassical description of the tunneling through
the barrier, separating topologically distinct gauge fields, is given by the famous
electroweak instanton solutions, which however leads to extremely low tunneling
probability1
Γtunneling/T
4 ∼ exp(−4pi/αw) ∼ 10−170 (11.2)
What about thermal excitation of electroweak sphalerons? In electroweak theory
the coupling is small, thus the sphaleron energy large is E ∼ v/αw ∼ O(10TeV ).
This is to be compared with the highest temperature at which the broken phase
exists, namely the electroweak critical temperature Tc ∼ 0.1TeV . The result-
ing Boltzmann factor is larger than probability of tunneling, but is still so small,
O(exp(−100)), that hardly a single baryon was produced since the electroweak
transition era in all the visible Universe!
1See derivation in the next chapter.
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However, this estimate is too naive, as the parameters of the electroweak theory
are strongly renormalized near Tc. The main reason of the increase of the rate, from
the KM sphaleron to revised one is of course the reduction of the Higgs VEV from
its vacuum value v = 246GeV to near-zero.
More accurate calculation of the equilibrium sphalerons rates at the electroweak
cross over region give much larger rates. For an update see e.g.[Burnier et al., 2006]
who estimated those in the range
Γ/T 4 ≈ 10−20 (11.3)
including rather large preexponent calculated semiclassically in Refs. [Arnold and
McLerran, 1987; Carson et al., 1990; Moore, 1996]. Such rates are however still too
small for the solution of the baryogenesis puzzle.
On the other hand, in the symmetric phase at T > Tc, in which there is no
Higgs VEV, the sphaleron size ρ can be much larger than the electroweak scale
Tc ∼ 100GeV , with respectively much higher sphaleron rates. There is a limit to ρ
set by the inverse magnetic screening mass
ρ <
1
mmag
∼ 1
g2T
(11.4)
and the dimensional arguments thus put the sphaleron transition rate to Γ ∼ α4wT 4.
More complicated analysis of the problem [Arnold et al., 1997] shows that it is
suppressed by one more power, so
∂(∆NCS)
2
∂t∂V
= Γ ∼ α5wT 4 (11.5)
Although there appears a rather high power of weak coupling, the exponential
suppression is gone, and so in the symmetric phase the sphaleron rates obtained
are larger than the expansion rate of the Universe at the corresponding era. This
means appearance of another problem: all asymmetries which may be primordially
generated would then be wiped out above the electroweak critical temperature!
These consideration force us to search for resolution of the baryon asymme-
try puzzle at narrow temperature interval at or right below the electroweak phase
transition. For review of the field see e.g. [Dine and Kusenko, 2003].
The bubbles associated with the expected 1-st order electroweak phase tran-
sition had attracted significant attention in 1980’s-1990’s. Moving walls of such
bubbles may supply the necessary local deviations from thermal equilibrium.
The rate of thermal sphaleron transitions, both in equilibrium and near the
bubble walls, has been studied extensively, see [Klinkhamer and Manton, 1984;
Arnold and McLerran, 1987; Carson et al., 1990; Moore, 1996] and many more.
However, as the experimental limits on the Higgs mass have over time evolved up-
ward, it became clear that the first order transition is actually impossible in the
SM. (The electroweak transition becomes a crossover for MH > 80GeV , while the
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Higgs mass is MH = 125GeV . ). After this has fact has been acknowledged, peo-
ple either looked at various phenomena beyond the SM such as its supersymmetric
extensions, which may still allow some window for the 1st order transitions.
11.1.2 The hybrid (cold) cosmological model and sphalerons
A scenario which we will discuss would then be the so called hybrid (cold) cosmolog-
ical scenario in which the end of inflation coincides with the electroweak transition,
so that equilibration happens at T < Tc. This ensures large deviations from equi-
librium. While based on some fine tuning of the unknown physics of the inflation,
it avoids many pitfalls of the standard cosmology, such as “erasure” of asymmetries
generated before the electroweak scale.
The baryon number violation in it is due to the sphaleron transitions occur
inside the bubbles of certain size ρ : and those can be studied numerically and
semiclassically in detail. The CP violation is not yet calculated accurately, but its
magnitude near the sphalerons will be estimated.
In such a scenario there are coherent oscillations of the gauge/scalar fields
studied in detail in real-time lattice simulations [Garcia-Bellido et al., 2004;
Tranberg and Smit, 2003]. The simulated models include two scalars - the inflaton
and the Higgs boson – and the electroweak gauge fields of the SM, in the approxima-
tion that the Weinberg angle is zero (Z is degenerate with W ). All fermions of the
SM are ignored: the effect of the top quark in particular is the subject of the present
paper. After inflation ends, all bosonic fields are engaged in damped oscillations for
relatively short time, at the end of which the Higgs VEV and gauge fields stabilize
to their equilibrium values, with the bulk temperature Tbulk ∼ 50GeV , well below
the critical (crossover) temperature.
(i) One important finding of the simulations is that the initial coherent oscil-
lations of scalars soon give way to the usual broken phase. The most important
feature is persistence of “no-Higgs spots” in which Higgs VEV is very far from the
equilibrium value v and is instead close to zero. The gauge fields in them have
however rather high magnitude. Fig.11.1 (from [Garcia-Bellido et al., 2004]) show
an example of a snapshot of the Higgs field modulus. Typically the volume frac-
tion occupied by such “no-Higgs spots” is of the order of several percents and is
decreasing with time.
(ii) The second important findings is that of topologically nontrivial fluctuations
of the gauge fields. As shown in the lower Fig.11.1, those are well localized only
inside the “no-Higgs spots” mentioned above. Indeed, this becomes apparent from
the distribution of the topological charge shown in the lower part of Fig.11.1, for
the same time configuration of the Higgs as shown in the upper part of the Fig.11.1
. Of course, it is only one snapshot, but the authors found from the simulations
that it is true for the whole sample.
The fraction of “hot spots” (no-Higgs-VEV) which induced topological transi-
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tions is also in the range of few percent. More precise measure is the so called
sphaleron rate is defined by the mean square deviation from zero of the Chern-
Simons number
Γ(t) =
1
m4V
d∆N2CS
dt
(11.6)
(here and below all quantities are defined via one characteristic mass parameter m:
for the simulations its value is about 264 GeV , close to v. .)
Since the process only exist for finite period of time – too early there are no
gauge fields and too late there are no no-Higgs spots – its time integral is well
converging. Its value
I(mt) =
∫ t
ti
d(mt)Γ(t) (11.7)
is in the range
I ∼ 10−4 (11.8)
for more details about different parameters sets see Table II of [Garcia-Bellido et al.,
2004]. This quantity, as well as of course snapshots like those shown in Fig.11.1,
directly give the spatial distance between the topological fluctuations Rsphm =
20..30.
(iii) Space-time evolution of the topological charge Q is shown in Fig.11.2 as
two snapshots. One can see that the fluctuation at some time moment is very much
concentrated in a small spherical cluster (the upper one in Fig.11.2) is followed
by an expanding spherical shell (the lower one in Fig.11.2) which gets near-empty
inside.
The decomposition into electric and magnetic components of the field shows
that the fluctuations starts as nearly (90%) magnetic object at mt ∼ 17, with the
electric field and thus the topological charge ∼ ~E ~B peaking some time later. Then
there appears an expanding shell, followed by the magnetic field rebounding to its
secondary maximum of smaller amplitude. We will return to discussion of all those
features in the next chapter.
Before discussing these numerical results, let us point out an important issue
which are discussed in [Flambaum and Shuryak, 2010] but are outside our current
interest: the “no-Higgs spots” seen in numerical simulations can be identified with
the non − topological solitons of the electroweak theory known as the ”WZ-top
bags” [Crichigno et al., 2010].
What we will consider now is the role of the quarks, especially the top quarks,
in baryogenesis: due to high cost of inclusion of the fermions those up to now were
not included in lattice numerical simulations.
Now we turn to the next question: how much the sphaleron rate can be affected
by their presence, as compared to purely bosonic ones in the simulations [Garcia-
Bellido et al., 2004]?
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The Adler-Bell-Jackiw anomaly require 12 fermions to be produced. Particular
fermions depend on orientation of the gauge fields in the electroweak SU(2): since
we are interested in utilization of top quarks, we will assume it to be “up”. In
such case the produced set contains trtbtgcrcbcgurubugτµ, e , where r, b, g are quark
colors. We refer to it below as the 0 → 12 reaction. Of course, in matter with a
nonzero fermion density many more reactions of the type n→ (12−n) are allowed,
with n (anti)fermions captured from the initial state.
Evaluating the back reaction of the fermions on gauge field the (analytic) so-
lution to the Dirac eqn of the “expansion stage” [Shuryak and Zahed, 2003a] we
discussed above is very useful. A new element we are adding now is that its time-
reflection can also describe the compression stage, from free fermions captured by
a convergent spherical wave of gauge field at t→ −∞ and ending at the sphaleron
zero mode at t = 0. The details will be omitted, but the main result is that by
“eating the top quarks” already present in he bags, one effectively lower the barrier
and thus reach further increase of the sphaleron rate.
11.1.3 Cold cosmological scenario and CP violation
The only known2 source of CP violation in the Standard Model is that induced by
the phase of the of the Cabbibo-Kobayashi-Maskawa (CKM) matrices of quark mix-
ing. On general ground, the CP odd effects require at least 4 CKM matrices, so they
may in principle appear starting from the leading 4-th order in weak interaction.
However, according to explicit calculations of the effective CP-odd Lagrangian
[Hernandez et al., 2009] in this leading order the result vanishes. These authors
claimed that the next-to-leading order diagram leads to the following dimension-6
operator
LCP = CCP 
µνλσ
[
ZµW
+
νλW
−
α
(
W+σ W
−
α +W
+
αW
−
σ
)
+ c.c.
]
(11.9)
containing four charged gauge boson fields W fields and one neutral Z. Subsequent
investigations in [Garcia-Recio and Salcedo, 2009] have not confirmed a non-zero
coefficient for this operator, but came up instead with a set operators of dimension
6 possessing with a completly different structure. Another group [Brauner et al.,
2012] confirmed their finding. Remarkably, all the 13 operators Oi found are C-odd
and P-even while the above-given (11.9) is P-odd and C-even.
Zahed and myself [Shuryak and Zahed, 2016] have recently evaluated the CP
violation in the background of exploding sphaleron. Using such semiclassical back-
ground it is possible to evaluate matrix elements of any operator, such as the one
given above. The answer is, due to dimension of these operators, O(1)/ρ2, with a
constant depending on the operator but not varying much.
The magnitude of the effect however depends very strongly on the sphaleron
scale ρ through the operator coefficients. Let us briefly explain this issue. The
2Perhaps similar phase of the neutrino mass mixing will be discovered soon.
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determinant of the Dirac operator can be in general written in a box structure in
the left-right spinor notations
det
(
iD/ M
M+ i∂/
)
= Det(i∂/ )Det(iD/ +M
1
i∂/
M+) (11.10)
where M is a mass matrix in flavor space.
Let us use representation in which the main operator is diagonalized, so that
iD/ ψλ(x) = λψλ(x) (11.11)
where the notations with the slash here and below mean the convolution with the
Dirac matrices D/ = Dµγµ. The corresponding (Eucidean time) propagator – de-
scribing a quark of flavor f propagating in the background – can thus be written
as the sum over modes
S(x, y) =
∑
λ
ψ∗λ(y)ψλ(x)
λ+M∂/ −1M+
(11.12)
The generic fourth-order diagram in the weak interaction, containing necessary four
CKM matrices, takes in the coordinate representation the form∫
d4x1d
4x2d
4x3d
4x4Tr[W/ (x1)Vˆ Sˆu(x1, x2)W/ (x2)
Vˆ +Sˆd(x2, x3)W/ (x3)Vˆ Sˆu(x3, x4)W/ (x4)Vˆ
+Sˆd(x4, x1)]
where V is the CKM matrix, the hats on them and the propagators with u, d
subscripts indicate that they are the 3×3 matrices in flavor subspace, and the trace
is implied to be over flavor indices. If one consider next order diagrams, with Z, φ
field vertices, the expressions are generalized straightforwardly.
Spin-Lorentz structure of the resulting effective action is very complicated. To
understand the scale dependence we will now we make strong simplifying assump-
tions. First, we will focus on the diagonal matrix elements of the operator W/ and
assume it to be approximately proportional to λ (with some coefficient ξ)
< λ|W/ |λ′ >≈ ξλδλλ′ (11.13)
Second, we assume that right-handed operator i∂/ can similarly be represented by
diagonal matrix element we will call p/ . If so, one can use the orthogonality condition
of different modes and perform the integration over coordinates, producing much
simplified expression, with a single sum over eigenvalues
∑
λ F (λ) where
F (λ) = λ4Tr
(
Vˆ SdVˆ
+SuVˆ SdVˆ
+Sd
)
(11.14)
This is the diagram in the λ-representation, which generalizes the momentum rep-
resentation valid only for constant fields. Unlike momenta, the spectrum of Dirac
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eigenvalues λ may have various spectral densities. In particular, there is a zero
mode, corresponding to zero mode in the original 4-dimensional symmetric case.
This describes the fermion production on various backgrounds, such as the explod-
ing sphaleron.
Independent of what physical meaning and spectrum of λ is, the point is that
one can perform multiplication of flavor matrices and extract universal function of
λ, describing dependence of CP violation on the scale.
Using the standard form of the CKM matrix Vˆ , in terms of known three angles
and the CP-violating phase δ, and also six known quark masses, one can perform the
multiplication of these 8 flavor matrices and identify the lowest order CP-violating
term of the result. Performing the multiplication in the combination above one
finds a complicated expression which does not have O(δ) term, so there is no lowest
order CP violation. This agrees with a statements from [] that the leadng 4-th order
diagram generates no operators.
Higher order diagrams however do have such contributions. For example, if on
top of 4 W vertices with CKM matrices there are also two Z, flavor trace looks as
follows
FZZ(λ) = λ
6Tr
(
Vˆ SdVˆ
+SuVˆ SdZSdVˆ
+SuZSu
)
(11.15)
Now the flavor trace has the lowest order CP violation described by the following
symmetric expression
ImFZZ(λ) = 2λ
6 J(m
2
b −m2d)(m2b −m2s)(m2d −m2s)(m2c −m2t )(m2c −m2u)(m2t −m2u)
Πf=1..6(λ2 +m2f )
2
The numerator is the Jarlskog combination of the CKM angles and differences
of masses squared. As expected, the effect vanishes when the mass spectrum of
either u-type or d-type quarks gets degenerate.
A plot of this function3 is shown in Fig.11.3. Because of the cancellation between
different quark flavors, it is very small at large λ, about 10−19 at the electroweak
scale λ ∼ 100GeV at the r.h.s. of the plot, which can be called “the Jarlskog
regime”. Yet at the scale near and below λ = 1GeV – so to say “the Smit regime”
– it is twelve orders of magnitude larger!
These calculations show that for sphalerons produced by cold electroweak sce-
nario, with size at the scale ρ ∼ 1/80GeV , the CP odd effect is way too small to
explain the baryon asymmetry. If some mechanism will be found, which can gener-
ate the sphaleron transitions with much large sizes, say 1GeV , the CP violation in
the CKM matrix would be sufficient.
3Quark masses are all taken as they are in our world, that is at Higgs field equal v. However, in
a “hot spot” in which the sphaleron transition happens, the Higgs expectation value is smaller
than in the broken phase, φ < v, by certain factor. One can take care of this by rescaling all λ˜
by this φ/v factor. Since the function is dimensionless, its values are preserved, and the plot just
moves horizontally as a whole by this factor.
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Very recently4 proposed by [Kamada, 2018]: large-size chiral hyper-magnetic
fields can be produced due to some chiral instabilities and inverse cascade in early
Universe, at T > TEW . Their fermionic consequences can generate the baryonic
asymmetry.
Studies of that was motivated by intergalactic magnetic fields. It remains un-
known when these fields were produced and, more to the point, to what degree they
are chiral5. If chiral instabilties can lead to inverse cascade and generate large-scale
chiral fields, it can indeed explain the baryon asymmetry as well. Unfortunately, it
is very hard to study intergalactic magnetic fields, so if this suggestion is viable we
will not see soon.
11.2 QCD sphalerons
11.2.1 Out-of-equilibrium sphalerons at the initial stage of heavy
ion collisions
High energy collisions of hadrons or nuclei start from highly excited initial stage.
From parton density functions (PDF’s) of the nucleon we know that at small energy
fraction x the number of gluons in its wave function grows, exceeding the density of
“sea” quarks and antiquarks. This tells us that the excited initial stage is gluonic.
[McLerran and Venugopalan, 1994] suggested that high occupancy of the gluonic
field should justify its treatment via classical Yang-Mills equations: such out-of-
equilibrium ensemble of classical glue is now called GLASMA.
Studies of GLASMA are done by numerical real-time solution of classical Yang-
Mills equation, technically similar to simulations of out-of-equilibrium electroweak
stage of the Big Bag we discussed above. In this section we will follow recent work
by Mace, Schlichting and Venugopalan [Mace et al., 2016] (in which you can also
find references on the previous works on the subject).
During the evolution of GLASMA there is diffusive spread over the topological
landscape, so that measuring the Chern-Simons number as a function of time one
observes a typical diffusive behavior, see Fig.11.4 from [Mace et al., 2016]. “Cooled”
configurations, by various method, descend to the bottom of the topological land-
scape, that is toward zero energy and integer values of ∆NCS , shown by (violet)
rectangular curve in the upper figure.
The lower figure shows the histogram of the distribution over ∆NCS . Since
in QCD there is no CP violation, the curve is left-right symmetric, that is mean
< ∆NCS >= 0. The width of the distribution indicate the magnitude of the
additional chiral imbalance in the typical events created between the time Qst=10
during the time interval Qsδt=10. Taking say the characteristic parton momenta
4I thank D.Kharzeev for attracting my attention to this new idea.
5Abelian chirality is defined by the simplified version of Chern-Simons number, of ijkAiGjk
structure, without the nonlinear term.
December 5, 2018 1:30 WSPC/Book Trim Size for 9.75in x 6.5in all-together
QCD sphalerons 251
in GLASMA Qs ∼ 2GeV one finds that both the absolute time and time interval
are about 1 fm/c. Taking this histogram as an example of that, we see than
r.m.s. deviation corresponds to the diffusive motion adding ∆Nr.m.s.CS ≈ 3 new
transitions. For 3 light quark flavors, this corresponds to the added chiral charge of
the configurations to be about
Qr.m.s.5 = 2Nf ∗∆Nr.m.s.CS ≈ 20 (11.16)
The rate of sphaleron transition decreases with time, so the first fm/c is dominant
in such calculations.
Note that we call diffusive component ∆NCS , not just NCS , because this is
the amount of sphaleron transition generated in GLASMA, on top of what it is at
the time of the collision NCS(t = 0). This initial value is the subject of the next
subsection.
11.2.2 Sphalerons from instant perturbations
As we argue in most chapters of this book, the QCD vacuum contains virtual
fields which are topologically non-trivial. Given certain amount of energy, these
virtual fields may become real excitations observable experimentally. Before we
discuss specific proposal for experiments, let us first discuss some solvable quantum-
mechanical example explaining the principle on which they are based.
We will show that basically if one wants to make some virtual fields of the
vacuum real, all one has to do is to clap the palms of one’s hands strong enough!
Indeed, strong enough instantaneous perturbations applied to a system at some
coordinate under the barrier will localize it in a state near the top of the barrier at
the same value of the coordinate. Schematic picture of such excitation is indicated
in Fig.11.5 by vertical red arrow.
In QCD setting we will study production of sphalrons in high energy collisions
by “instanton-induced processes” in the next chapter. Here we only outline the
argument by a quantum mechanical example from my paper [Shuryak, 2003]. Its
main idea is that near-instantaneous perturbation does not leave time to move –
change any coordinates, including the topological ones – while the energy can be
changed by the amount determined by energy-time uncetainty relation ∆E ∼ 1/∆t.
As we will see, under rapid perturbation the system jumps mostly on the barrier,
into the analogs of the “sphaleron path” states we discuss in this chapter.
Let us consider a double well potential (shown in Fig.11.6) and try to detect a
particle’s presence under the barrier, near its middle x = 0 point. To do so one may
introduce an external perturbation δV ≈ δ(x)f(t) ocalized near x = 0 and some
time dependence f(t). Standard solution is expanding f(t) into Fourier integral and
observing that frequencies tuned to the transition from the ground to the n-th level
ω = En−E0 would create real transitions. One can calculate the probability of the
transition Pn =< 0|δV |n > |2. The results are plotted versus n as points in Fig.11.6
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Note that the peak excitation energy corresponds to the “sphaleron excitation”, the
maximum of the potential, V ≈ 16 in this example.
The reason for this is the following. While there can be enough energy to excite
the system to even higher states, the overlap matrix element to those higher states
with the ground wave function rapidly decreasing with excitation. Only near the
maximum of the potential the final spatial wave function is smooth enough, and
thus the overlap with the ground state wave function is large.
11.2.3 QCD sphalerons in experiments
As we already discussed above, the sphalerons were discovered in the context of elec-
troweak theory, but – because there is no hope to produce an electroweak sphaleron
experimentally – it has been mostly discussed in relation to cosmological applica-
tions. Now, returning to QCD, with its energy scale a factor 100 lower, one might
think that sphaleron production happens routinely in any hadronic or heavy ion
collisions, and is therefore studied throughout in experiments. Yet, as we will now
discuss, only the former part of the previous sentence is true.
Three suggestions of how one can observe the QCD sphalerons experimentally
were discussed in literature. We will go over these ideas briefly here, as discussion
of real experiments would take us too far from the main goals of this book.
Discussion of sphaleron excitation in high energy collisions has historically
started in the setting of electroweak theory. If observed, it would be a spectac-
ular demonstration of baryon and lepton number violation in Standar Model: but,
s we already mentioned several times, there are no prospects to do so experime-
nally. Still there were significant theoretical efforts made and important insights
were gained: for a good review see [Mattis, 1992].
Schrempp, Ringwald and collaborators applied this theory to lepton-hadron deep
inelastic scattering, see [Moch et al., 1997] and subsequent works. The idea was
to consider deep-inelastic ep collisions with large momentum transfer Q, in which
small-size instantons will excite large mass M ∼ Q sphalerons. Unlike perturbative
processes, resulting in a single quark jet (or few jets, with radiated hard gluons),
the sphaleron is expectted to decay into a high multiplicity near-isotropic cluster of
particles. The idea was to keep the scale in the weak coupling domain, so that the
semiclassical calculation be well controlled, say M ∼ 10GeV . Unfortunately, in this
regime the cross section is too small, compared to various perturbative processes,
and the project eventually collapsed since it was not possible to tell the “signal”
from “background”.
Another direction for experiments, which can be called “soft”, has been proposed
by Zahed and myself [Shuryak and Zahed, 2003b]. Instead of hard gluons we propose
to use soft Pomerons, focusing on the double-diffractive pp or γγ collisions. The
sphaleron is expected to be found among various gluonic clusters which “jump out
of the vacuum” at mid-rapidity. Observation of the two scattered protons provide
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very constrained kinematics and define the mass of the clusters. There are some old
experiments which observed few-GeV clusters of hadrons, with an isotropic decay:
but theor quantum numbers were never controlled. Our suggestion was to look for
certain exclusive channels related to the anomaly, which tells us that quark state
produced must be of the particular flavor-spin structure
(u¯RuL)(d¯RdL)(s¯RsL) + (L↔ R) (11.17)
which would confirm or reject their topological origin. Similar argument was quite
successful in the decays of ηc, which we will discuss in the next chapter. The scale of
the sphaleron mass there should correspond to the average instanton size ρ ∼ .3 fm,
corresponding to the sphaleron mass of about 3 GeV (incidentally, close to the mass
of ηc.) The proposal to do these experiments at RHIC STAR detector in the pp
mode has been made, but not yet done.
The third approach was suggested by Kharzeev and collaborators [Kharzeev
et al., 2008]. Instead of looking for individual sphaleron transitions, they proposed
to observe total global chiral L−R disbalance of the fireball produced in heavy ion
collision by fluctuating multiple sphaleron transitions. Note that the chiral charge
is CP odd quantity, and so its average value is of course zero in strong interactions.
Its observation was proposed to do based on the so called Chiral Magnetic Effect
(CME) [Fukushima et al., 2008], according to which the CP-odd chiral disbalance
leads to an electric current along the applied magnetic field6
It is important that ambient matter should be quark-gluon plasma, at T > Tc,
in which chiral symmetry is unbroken and thus chiral disbalance remains conserved.
This suggestion has lead to significant experimental activity. We of course cannot
describe it here in detail: the effect is clearly seen, but possible backgrounds are
not yet completely understood.
The experimental program continues, at both RHIC and LHC. Eventually we
will learn the sphaleron rates, both the “primordial one”, from nonzero topology
in the vacuum wave function, as well as that in GLASMA. Experimental check of
the sphaleron theory in QCD will, no doubt, strengthen also our understanding of
electroweak sphalerons in the Big Bang.
11.3 Diffractive production of sphalerons
After the correspondence between the instanton-antiinstanton configurations and
sphalerons has been elucidated, let us return to high energy collisions, following Ref
[Nowak et al., 2001].
Calculations of the instanton-induced scattering proceeded gradually. First, one
6Note that the coefficient between the current and filed is in this case T-even: so, unlike the
usual Ohmic current this one is a non − dissipative one. This observation will lead to multiple
applications of the CME in condense matter physics and perhaps even electronics.
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can consider a single gluon exchange between the vacuum field of the instanton and
the quarks: in this case a gluon is of course just a perturbative tail of an instanton, a
weak dipole-shaped potential. Then came realization that any number of exchanged
gluons are summed up in the Wilson line, which can be easily analytically evaluated
in the background field of the instanton. The probability is the amplitude squared,
so it can be represented by the upper picture in Fig.11.7, in which it is assumed
that the vertical line – the unitarity cut – is very much removed from the instanton,
so that its field at the cut can be ignored. The two parts of the plot are shown
together, but they are in fact independent matrix elements with a single soliton.
Next came discussion of inelastic processes, in which first a gluon or few were
passing through the cut. Such situation is shown by the left lower part of Fig.11.7.
Summing those gluons up resulting in a real breakthrough in the realization that
the whole process can be described by a continuous semiclassical path, starting
in the vacuum under the barrier, proceeding to a turning point and then to a real
(Minkowskian) evolution. Whatever way the system is driven, it emerges from under
the barrier via what we will call “a turning state”, familiar from WKB semiclassical
method in quantum mechanics.
The turning states, released into the unitarity cut or Minkowski world, are the
states we have already discussed. From there starts the real time motion outside
the barrier. Here the action is real and |eiS | = 1. That means that whatever
happens at this Minkowski stage has the probability 1 and cannot affect the total
cross section of the process: this part of the path is only needed for understanding
of the properties of the final state.
So, how we describe inelastic collisions and what is produced? Let me sum-
maries the main lesson of this section (and also of the section on instantaneous
excitation in the previous chapter) in one sentence: if the particle under the barrier
is hit, it jumps into the lowest state at the barrier with the same coordinate. The
collision amplitude corresponds to the process described by “streamline” configu-
rations, describing classical solution with an external force along the topological
valley, exciting it to the sphaleron path.
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Fig. 11.1 (Color online). The contour plots from [Garcia-Bellido et al., 2004] of the modulus of
the Higgs field |φ(x)|2 (upper plot) and the topological charge density Q(~x, t) at time mt = 19, for
the model A1, Ns = 48. Red (dark) areas in the upper plot correspond to small VEV, while yellow
(light) bulk corresponds to the broken phase. On the lower plot lumps of the topological charge
density appear as red regions (dark in black and white display). While most of the no-Higgs spots
do not have the topological transitions, all transitions seem to be inside the spots.
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Fig. 11.2 (Color online). From [Garcia-Bellido et al., 2004]. Two snapshots of the topological
charge, at times mt = 18 and 19.
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Fig. 11.3 The CP-violating part of the W 4Z2 diagram ImFZZ(λ) versus λ (GeV).
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Fig. 11.4 Upper:Evolution of the Chern-Simons number for a 0.35 single non-equilibrium config-
uration. Different curves correspond to different extraction procedures. Lower: Histograms of the
distribution over NCS at time Qst = 10.
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Fig. 11.5 Schematic representation of the potential as a function of Chern-Simons number. Hor-
izontal blue arrow marked “instanton” indicate the tunneling process in vacuum, while vertical
red arrow shows the direction of instantaneous excitation.
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Figure 3: The double-well potential used.
in which a particle of m=1 is placed. For the parameters λ = 1, f = 2 it is
plotted in Fig.3. The value of f is selected since the maximum of the potential
V (0) = 16 (the “sphaleron mass” of this problem) makes about the same number
of oscillator quanta in a well as in QCD applications.
The ground state wave function is well familiar to everybody, it has two max-
ima corresponding to both wells, at x ≈ ±f , with relatively small probability
below the barrier, at x ∼ 0.
The question we would like to ask is what happens if one rapidly localizes
the quantum particle under the barrier. One may view it pictorially as a nar-
row beam of particles localized near x=0 and able to excite the system. More
specifically, we are interested in the final states arising from such an experiment.
To answer those questions, let us introduce an external periodic perturbation
acting on the system
δV (x, t) = f(x)exp[−itω] (5)
with f(x) well localized under the barrier, at x ∼ 0. The specific shape of f(x)
does not matter as soon as it does not extends to the wells, where the ordinary
oscillation quanta (analogs of gluons) can be excited. I have used several of them
and will show results for f = exp(−4x2) and f = 1, |x| < .2; f = 0, |x| > .2.
The time dependence can be tuned to excite the n-th level ω = (En − E0),
and then the excitation probability
Pn ∼ | < 0|f(x)|n > |2 (6)
be calculated directly from numerically calculated wave functions and energies.
For even excitation functions f(x) used, only even levels n=2,4 etc can be ex-
cited.
8
Fig. 11.6 (Left) the double well potential used. (Right)The excitation probability Pn of the
double-well system versus the excitation energy. Two sets of points are for two excitation functions
mentioned in the text.
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Fig. 11.7 Schematic representation of the amplitude squared, with (without) gluon lines are shown
in the left (right) side of the figure. The dotted vertical line is the uni- tarity cut. The upper
panel illustrates the quasi-elastic (at the parton level) amplitudes where only color is exchanged.
The lower panel depicts inelastic processes in which some gluons cross the unitarity cut, and some
gluons are absorbed in the initial stage..
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Chapter 12
Chiral matter
For extensive discussion of the history of the chiral effects see e.g. [Kharzeev, 2014].
This terminology is rather recent, and we clearly need to start with its explanation.
What is meant by it is some form of matter in which the following two conditions
hold:
(i) a certain imbalance between the occupation of the left- and right-handed
fermions is created;
(ii) the lifetime of the chirality τ5 is sufficiently long, compared to the timescale of
the phenomenon considered, so that quantum effects induced by the chiral anomaly
(discussed in the preceding chapter) can be observed.
In chapter on Instantons we discussed breaking of the chiral symmetry of QCD.
We will see that in the QCD vacuum T = 0 and, more generally, for subcritical
temperature T < Tc the non-zero quark condensate violates the chiral (left-right)
symmetry present in the Lagrangian. In contrast to that, the QGP at supercritical
temperature T > Tc keeps the chiral symmetry unbroken, and therefore, provided
chiral imbalance is somehow created, it is our first example of a “chiral matter”.
(Historically, it was also the first in which many effects to be discussed in this
chapter were first considered.) Unfortunately, QGP is quite expensive – one need
to have a relativistic collider to create it – and so one may ask if there are other
cheaper alternatives.
To illustrate this distinction quantitatively, let me note that Dirac equation for
a free massive fermion conserves the vector current – the fermion number
∂µ
(
ψ¯γµψ
)
= 0 (12.1)
but not the axial current (the difference between the number of the left and the
right chirality components):
∂µ
(
ψ¯γµγ5ψ
)
= 2m
(
ψ¯γ5ψ
)
(12.2)
because the mass term connects the left and right components of the fields.
In QGP one finds two light quarks, called up and down or u, d. Their masses
are of the magnitude of few MeV , much smaller than any other relevant scales, and
263
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since they play no role one can for simplicity consider them to be zero. If so, the
r.h.s. of the equation above is also zero, and this means that axial charge is also
conserved. A simpler way to understand the situation is to state that the number
of left and right-polarized quarks are conserved independently. This is the chiral
symmetry.
Chiral electron quasiparticles can also exist in the so called semimetals. The
terminology which needs to be explained at this point is as follows. As the reader
surely knows, the metals have the chemical potential inside the allowed zone of
the electron state, and thus there are Fermi spheres, with a non-zero surface area.
Insulators have the chemical potential located inside the forbidden energy zone,
and thus there is no Fermi sphere of excitations with small energies. The metals
have free electrons to move, by external fields, and the insulators have not.
Semimetals are in between, with the point-like touchings of the valence and
conduction bands1.
The so called Dirac semimetals have the so called “Dirac point”, shared by “left”
and “right” fermions, near which linear relativistic-like dispersion relation is valid.
There exist also “Weyl semimetals”, for which two chiralities have two separate
touching points. The quasiparticle modes near those points have the following
Hamitonian
H = ±vF~σ · ~k (12.3)
where ~σ being Pauli spin matrices. It is of the kind originally suggested by Weyl
for uncharged massless fermions. The first observation of CME in condense matter
setting [Li et al., 2016] in zirconium pentatelluride, ZrTe5, a 3d Dirac semimetal.
We will discuss this experiment in section on Chiral Magnetic Effect.
12.1 Electrodynamics in a CP violating matter
Chirality – the product of spin and momentum (~s~p)– for massless particles, fermions
or bosons (e.g. photons) have two values, commonly refered to as “left” and “right”
handed polarizations. It is odd under P parity transformation ~x → −~x since mo-
mentum changes sign and spin does not. Thus matter in which there is left-right
disbalance is P-odd (that is, not the same as its mirror image).
The subject of this section is however going well beyond violation of P parity,
to that of CP violating medium. The physics of it was originally discussed in the
context of the so called axion dynamics, which is still hypothetical and is well
beyond the scope of this book. However it elucidated many interesting new effects
which existence of effective pseudoscalar field θ(x) brings with it. Our discussion of
it – in the framework of so called modified Maxwell-Chern-Simons electrodynamics
1Graphene has linear electron spectrum: but it is a 2-dimensional material, while the anomaly
phenomenon we need exists in 1+3 dimensions.
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– follows Ref.[Kharzeev, 2010].
While the Maxwell theory historically emerged, term by term, from certain
ingenious experiments, in modern textbooks all of them are derived from a single
principle of gauge invariance, requiring to change all derivatives of the charged fields
by their covariant form
∂µ → Dµ = ∂µ − ieAµ (12.4)
plus the statement that the gauge action can only be given by the only dimension-4
gauge invariant operator
LMaxwell = −1
4
FµνFµν (12.5)
The last point is required for consistency with expected symmetries, such as the
CP invariance. The usual kinds of media modify Maxwellian theory only slightly,
renormalizing the squares ( ~E)2, ( ~B)2 by coefficients known as electric and magnetic
permitivities  and µ.
However, if the condition of CP invariance is not required, one have no reason
not to add a term ( ~E ~B) of the same dimension. We will use it in the form
LMCS = −1
4
FµνFµν −AµJµ − c
4
θF˜µνFµν (12.6)
where c is some coefficient while θ will be treated as time and space-dependent
field. If one would add its kinetic and potential energies, this “axion” field θ can be
upgraded to a separate dynamical entity: but we will not do so, and simply think
of it as a matter-induced coefficient in a Lagrangian.
Now, if it is just a constant θ = const(t, ~x), one finds that the last term does
not change the equations of motion because the term we added is in fact a full
divergence
F˜µνFµν = ∂µJ
µ
CS (12.7)
where the current is known as Chern-Simons current
JµCS = 
µνρσAνFρσ (12.8)
The 4-volume integral of the full divergence can be rewritten as 3-d integral of
the current flux over the volume boundaries – “large sphere” – which unusally
considered to be zero, provided all fields vanish there.
If however θ is time and/or space dependent, the derivative can be passed
to it by integration by parts, so the last term in action can also be written as
+(c/4)(∂µθ)J
µ
CS . To make the lessons more familiar let us write the equations
of motion in the non-relativistic form, introducing the following notations for the
vector and axial currents
J0 = ρ, ~J,M = ∂0θ, ~P = ~∇θ (12.9)
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Here they are
~∇ · ~E = ρ+ c ~P · ~B (12.10)
~∇× ~E + ∂
~B
∂t
= 0 (12.11)
~∇ · ~B = 0 (12.12)
~∇× ~B − ∂
~E
∂t
= ~J + c(M ~B − ~P · ~E) (12.13)
One can see that both electric and magnetic fields get their sources – the r.h.s. of
the first and last eqns – modified. This leads to several new effects, some of them
we will mention.
The Witten effect appears for nonzero ~P . For example consider a spherical
“defect”, a region in which θ vanishes, while it is nonzero outside. Such a defect can
be a vortex or a magnetic monopole we will discuss later on. Without new terms,
those would support magnetic field only, without ~E, but at nonzero ~P the r.h.s.
of the first equation sources the electric field as well. Thus a magnetic vortices or
monopoles become also electric.
The electric charge separation in external magnetic field also appears for
nonzero ~P : the r.h.s. of the first equation may be zero when the two terms cancel
each other.
If the θ is time dependent and M 6= 0 one finds more unusual effects.
Chiral magnetic effect which we will discuss more in the nexts section is one
of them: it is a vector current along the magnetic field
~J = −cM ~B (12.14)
vanishing the r.h.s. of the last Maxwell-Chern-Simons equation. One can put ~E = 0
and take constant ~B, which vanishes all other terms.
12.2 Chiral magnetic effect (CME) and the chiral anomaly
We start this section with some general discussion of space-time symmetries and
currents in the medium. It will explain the required conditions under which the
CME may exist.
The first expression we start with is the Ohmic current, induced by the electric
field
~J = σOhm ~E (12.15)
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If one watch this phenomenon in a mirror (which means performing the so called
P-parity transformation ~x → −~x), both the l.h.s. and the r.h.s. vectors change
sign, so the coefficient σOhm remains unchanged.
Imagine now that one flips the sign of time t → −t, performing the so called
T -parity transformation. The current is related with velocity of the charge, and it
changes sign. The electric field is only related with positions of the charges which
created it: therefore it is unchanged. The conclusion is that σOhm → −σOhm, which
is not surprising since Ohmic current is dissipative, leading to increasing entropy
of the media, and thus it should be also dissipative in an imagined world in which
time goes backward.
In superconductors the expression for a current, proposed by London, is
~J = σLondon ~A (12.16)
where the inducing field is the vector potential. If one recalls that ~E contains ∂t ~A, it
be clear that ~A must be T-odd. Therefore, σLondon should be the same in our world
and in “backward time” Universe2. It follows that it cannot lead to dissipation and
the entropy growth. And indeed, supercurrents are eternal and non-dissipative!
The CME is the vector current along the magnetic field
~J = σCME ~B (12.17)
Transformation in a mirror of ~J is sign changing, while ~B remains unchanged. So,
σCME must be P -odd. So, one may think about weak interaction effects, like with
neutrinos, since they violate P parity by involving left-handed fermions only.
Under the T -parity transformation both ~J, ~B change sign, as they are both
related with velocities of the charges. Thus σCME must be T -even, and therefore
be non-dissipative(!), as the supercurrents are. This agrees with the idea that
magnetic field, whicle exerting a force on a moving charge, does not make any work
on it. So, if one can find the conditions under which CME current can be produced,
it will not dissipate. Unlike the supercurrent, it does not seem to require coherence
and low temperatures.
The chiral anomaly not only lead to existence of CME in a chiral matter, but
provides the universal coefficient of the effect. In its operator form the expression
is
~J =
e2
2pi2
µ5 ~B (12.18)
where µ5 is the chemical potential for the chiral charge
3.
2 According to Kharzeev, this argument has been made by V.I.Zakharov.
3 The first paper in which this formula was written was by Vilenkin. The setting was P-violating
due to left-handed fermions – neutrinos – of weakly interacting sector, near a rotating black
hole. Existence of this current in equilibrium was questioned by C.N.Yang, and in the next paper
Vilenkin showed that the equilibrium current is in fact zero. The resolution lies in the realization
that the chiral matter is always metastable, not in equilibrium.
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Kharzeev and collaborators first suggested to use QGP – a good chiral matter
– and superstrong magnetic field created by two positive colliding ions, directed
normal to the collision plane. If vector CME current appears, it will create electric
dipole along ~B, which would be observed by a charge dependence of the elliptic flow
of secondaries.
However, since strong interactions are CP-conserving, the chiral imbalance can
only appear as a fluctuation. It means that we can only observe CP-even quadratic
effect. Possible backgrounds of origins unrelated to CME, or even to ~B, can influence
observations. Therefore, strickly speaking, the observations of CME in heavy ion
collisions are not yet completely clear: a special run at RHIC with two nuclei,
having the same number of nucleons but different charge Z, are planned, to at least
separate ~B-dependent effects from others.
Fig. 12.1 Dirac cones of the left and right fermions. In the presence of the changing chiral charge
there is an asymmetry between the Fermi energies of left and right fermions µL − µR = 2µ5
It is easier to explain the CME experiment with the semimetal. In the absence
of fields, there is of course no chiral imbalance, µL = µR and there are equal
number of left and right fermions. But when parallel electric and magnetic fields
are applied, the change in the chiral density ρ5 appears, as illustrated in Fig.12.1
from [Kharzeev, 2010]. The time evolution of the chiral imbalance can be written
as
dρ5
dt
=
e2
4pi2
( ~E · ~B)− ρ5
τ5
(12.19)
where the first term in the r.h.s. again stems from the chiral anomaly and the
second is the chiral density relaxation. The stationary condition is reached at late
times then the l.h.s. is zero because the gain and loss terms in the r.h.s. cancel
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each other. So, one get
ρ5(t→∞) = e
2
4pi2
( ~E · ~B)τ5 (12.20)
The chemical potential µ5 ∼ ( ~E · ~B) as well, and putting it into the expression
(12.18) one would obtain the current ~J ∼ ~B( ~B ~E). This is indeed what is observed
[Li et al., 2016] in zirconium pentatelluride, ZrTe5, and then in other materials.
Potentially, the CME current may be used in electronics, providing non-dissipative
currents at room temperatures.
12.3 Chiral vortical effect
Can a magnetic field ~B be substituted by another quantity, possessing a similar
P, T parity, e.g. vorticity which we define in relativistic notations by
ωµ = (
1
2
)µνλρuν∂λuρ (12.21)
with 4-velocity uµ. The chiral vortical effect (CVE) introduced in [Son and Surowka,
2009; Kharzeev, 2010] can be summarized by a relation
jµ = σCV Eωµ (12.22)
with a vector current propagating along the vorticity. A similar relation – but of
course with a different kinetic coefficient – can be written for the entropy current sµ.
Son and Surowka argued that entropy production must be positive ∂µsµ > 0, but
Kharzeev then argued that it should in fact be zero because of non-dissipative nature
of the effect. These considerations lead to a specific expression for the coefficient
σCV E in terms of matter EOS.
So far I am not aware of any specific applications of the CVE. In ultrarelativistic
heavy ion collisions specifically, vorticity is not zero but very small to be used for
it.
12.4 The chiral waves
The CME expression (12.18) has an analog: interchanging vector current to axial
one, and axial chemical potential to the usual – vector – one µ, one also get the
following expression
~JA =
e
2pi2
µ~B (12.23)
As argued in [Burnier et al., 2011], combining the two together one finds new
oscillation mode called the chiral magnetic wave. Indeed, divergence of the currents
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can be substituted by time derivatives of the corresponding densities, and two linear
equation combined produce one equation of the second order.
So, a heavy ion collision starting with certain baryon number density and µ,
leads to a quadrupole excitation in which the density and the chiral imbalance
should oscillate into each other. In the previous chapter we had shown how the
density oscillations – the sound modes – were observed. A search for the chiral
magnetic wave is in progress.
In early Universe chiral waves may perhaps lead to (at least locally) chiral mag-
netic fields: if it is true, it has a potential to contribute to Baryon asymmetry puzzle
we discussed before.
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Chapter 13
Instanton-dyons
13.1 The Polyakov line and confinement
13.1.1 Generalities
The finite temperature formulation of the periodic path integral defines the Eu-
clidean time τ on a circle with circumference
β = ~/T (13.1)
A general mathematical construction allows closed loops around circles and toruses,
known as holonomies. In the gauge theory it generates a gauge invariant object
known as the Polyakov line
P = Pexp(i
∮
AaµT
adxµ) (13.2)
where T a = ta/2 is the color generator in a particular representation of the color
group, namely the fundamental one.
The temperature dependence of its VEV is plotted in Fig.13.1. The left plot,
from [Kaczmarek et al., 2002], is for pure gauge theory. One can see that at high
T 1Nc < trP >→ 1: below we will call it “trivial holonomy” limit, because it
corresponds to vanishing A4. At T < Tc the VEV is zero, which corresponds to
strict confinement. As one can see in the plot, there is a finite jump, from the value
of about 0.4 to 0, so the transition is of the first order.
The plot on the right side of Fig.13.1, from [Bazavov and Petreczky, 2013], is for
QCD with light quarks. In this case the VEV is never strictly zero, but decreases
to rather small values gradually.
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Figure 4: The renormalized Polyakov loop expectation value defined in Eq. 9 deter-
mined from the asymptotic behaviour of colour singlet free energies on lattices of
size 323 ×Nτ .
5 Outlook
In this paper we have defined the renormalized Polyakov loop by matching the free
energy of a static quark anti-quark pair at short distances to the zero temperature
heavy quark potential. We have shown that the renormalized Polyakov loop can be
determined from the large distance behaviour of the colour averaged as well as the
colour singlet free energy of the q¯q-pair. The approach has been used here to study
the heavy quark free energy of the SU(3) gauge theory. It, however, generalizes
without any difficulties to the case of QCD.
In the temperature regime analyzed by us, T/Tc ≤ 6, the renormalized Polyakov
loop is a monotonically rising function. It becomes larger than unity for T/Tc ≃
2.5. In the future it will be interesting to analyze the asymptotic behaviour of the
Polyakov loop at even larger temperatures and determine its infinite temperature
limit. In this limit Lren is expected to approach a constant. Figure 4 suggests that
this constant is close to unity. A more detailed analysis of the large temperature
behaviour of Lren would also allow to make contact with perturbative calculations,
which suggest that the asymptotic value may be approached from above [13].
Finally we note that our normalization of the heavy quark anti-quark free ener-
gies at short distances also opens the possibility for a new look at the heavy quark
potential at finite temperature. Using the thermodynamic relations between en-
tropy, energy and free energy, S = −∂F/∂T , U = −T 2∂(F/T )/∂T , it is evident
11
Fig. 13.1 The renormalized Polyakov line, in pure gauge SU(3) (left) and QCD with light quarks
(rig t)
13.1.2 The free energy of the static quark on the lattice
The Polyakov line is gauge invariant and thus a physical quantity, related to the
free energy of the static quark
<
1
Nc
trP >= xp(−FQ/T ) (13.3)
Renormalized Polyakov loop was calculated in a wide range of temperatures by
Bazavov et al [Bazavov et al., 2016]. The resulting free energy of the static quark
extrapolated to physical QCD is shown in Fig.13.2.
In th ories with light quark there is level-crossing transition between the heavy
quark Q¯Q state and the 4-quark meson-meson state Q¯qq¯Q. It is also of course
“dressed” with certain vacuum polarization around the static meson. The value
of FQ at the lowest T , ≈ 500MeV , corresponds to the effective free energy of the
extra light quark. In vacuum, at T = 0, it can be phenomenologically evaluated
from the mass difference between heavy-light B meson and the b quark, MB −Mb.
The so called Polyakov loop susceptibility is defined by
χ = (V T 3)
(
< |P |2 > − < |P | >2) (13.4)
and it is also calculated in [Bazavov et al., 2016]. Using the gradient flow method,
one can study how it changes as quantum fluctuations are reduced.
13.1.3 The color phases
Furthermore, it has temperature-dependent VEV < P (T ) > which is a unitary
matrix. Its eigenvalues are complex number with modulus 1, so they can be written
as phases, usually defined by
A4 = 2piTdiag(µ1, µ2, ...µNc) (13.5)
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Fig. 13.2 Free energy and entropy of the static quark, extrapolated to physical QCD from different
lattice measurements. The value of the quark mass is expressed via the pion mass: one can see
that as it becomes smaller, the magnitude of the near-Tc peak is reduced.
Fig. 13.3 The holonomy circle and the definition of the parameters µi and νi, for 2 and 5 colors.
Assuming they are order in magnitude µ1 < mu2... and introducing one more
µNc+1 = 1 + µ1 one can proceed to their differences
νm = µm+1 − µm (13.6)
In Fig.13.3(left) we show locations of the holonomy eigenvalues for the simplest case
of the SU(2) gauge group, for which most of the calculations is made. In this case
µ1 = −µ2 = µ, so there is only one parameter.
The VEV of the Polyakov line is
<
1
2
TrP >= cos(piν) (13.7)
At high T < P >≈ 1, which means all µi ≈ 0. Only one νi ≈ 1 However in
the temperature interval (2..1)Tc it changes to zero (or small value in QCD with
quarks). Accounting for this phenomenon lead Pisarski and collaborators to “semi-
QGP” paradigm [Pisarski, 2009] and construction of the so called PNJL model. At
T < Tc, in a confined phase, < P >= 0 which means that ν = 1/2.
For the SU(2) gauge group the selfdual ones are called M with charges (e,m) =
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(+,+) and L with charges (e,m) = (−,−), the anti-selfdual antidyons are called
M¯ , (e,m) = (+,−) and L¯, (e,m) = (−,+).
Generalization to SU(Nc) follows the usual Cartan subalgebra of all diagonal
(mutally commuting) generators, and generalize 2 dyons just described for the
SU(2) to Nc of them, Nc − 1 of M-type and one L-type. We will briefly intro-
duce notations to be used below, starting from the HIggs VEV
A4(∞) = (2piT )diag(µ1...µNc);
∑
i
µi = 0 (13.8)
where the latter condition follows from the required zero trace of A4. Introducing
µNc+1 = 1 + µ1 and the differences
νi = µi+1 − µi;
∑
i
νi = 1 (13.9)
These differences will determined the masses of the corresponding charged compo-
nents and thus the core sizes, which are ∼ 1/(2piTνi) for the i-th dyon.
It is also necessary to add the following. The so called Cartan subalgebra of all
diagonal (mutally commuting) generators for SU(Nc) are made of Nc − 1 matrices
of the type
diag(1,−1, 0, ...0), diag(0, 1,−1, 0, ...0), ..., diag(0, 0, ...1,−1) (13.10)
The corresponding Nc − 1 components of the gluon field remains massless, while
the rest of them get nonzero mass from the term in the action [A4, Aµ]
2. For the
case of two colors there is only one “massless photon” A3µ and two “massive gluons”
A1µ, A
2
µ. For the physical case of three colors there are two “massless photons” and
6 “massive gluons”.
Since the instanton-dyons are basically SU(2) objects, they are made of the
gauge fields with two colors. If one asks which ones, those are defined by two ends
of the corresponding segment νi with which it is identified with, namely colors i+ 1
and i. Two subsequent dyon types, say identified with segments νi and νi+1 have
one color in common, namely i + 1, with charges plus and minus, respectively.
The dyon types which are not subsequent on the circle have no common “photon
charges” and thus cannot interact at large by Coulomb-like forces.
13.2 Semiclassical instanton-dyons
13.2.1 The instanton-dyon field configuration
In the chapter on monopoles it was many times stated that QCD-like theories lack
scalar fields. Some features depend heavily on that – in particularly existence of
chiral symmetries and physics related to them. But it also presents a number of
difficulties to the physics of monopoles.
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We already mentioned that one possible way to proceed is to use the 4-th com-
ponent of the gauge field A4 as adjoint scalar. Of course, this is not a Lorentz
invariant choice – but at nonzero T the frame in which matter is at rest is special
anyway. More importantly, if one attempts to analytically continue the theory to
Minkowski formulation, A4 gets imaginary and the construction looses its meaning.
It is perhaps worth repeating that unlike particle-monopoles discussed in the
earlier chapter, those instanton-dyons are not particles in the ordinary sense. (The
original name for instantons from [Belavin et al., 1975] for any objects of the kind
has been “pseudo-particles”.) The distinction between the two types: “Partcle”
(or quasiparticle) dyons are described in the usual Minkowski world, their mass
squared is the sum of two positive terms, originating from E2 + B2, both limited
from below by the so called Bogomolny bounds, proportional to their integer electric
and magnetic charges ne, nm, respectively.
The “pseudoparticle” dyons, like instantons, are selfdual (or antiselfdual) in
Eiclidean formulation. In Minkowski notations this means that
~E = ±i ~B (13.11)
and thus negative electric energy cancels the magnetic one to E2 +B2 = 0. As it is
well documented in the literature since 1970’s, they semiclassically describe vacuum
transition between different gauge nonequivalent topological classical vacua, at zero
classical energy.
Historically, their applications started “from the top”, starting from the finite-T
instantons, or calorons, generalized to the case of a nonzero holonomy, by [Kraan
and van Baal, 1998]. (More or less at the same time, Lee and Lu [Lee and Lu, 1998]
derived it from certain brain construction related to AdS/CFT.) Only after plotting
the action distribution it has been realized that instantons get split into Nc inde-
pendent clusters – the instanton-monopoles or instanton-dyons. The technicality of
the KvBLL solution is very interesting theoretically but rather involved: we return
to it a bit later.
If the instanton constituents are very distant from each other, one can of course
first study them as separate solitons, and then try to do “bottom up” superposition
of them.
Before we discuss the solutions, let us mention their quantum numbers. For the
simplest SU(2) color group there are 4 types of dyons: see Table 13.1. The charges
and the mass (in units of 8pi2/e2T ) for 4 SU(2) dyons cover all four possibilities for
the electric and magnetic charges,
The M,M¯ dyons are the “ordinary” BPS dyons, which in the spherical
“hedghog” gauge is
Aa4 = ∓navΦ(vr) (13.12)
Aai = aijnj
1−R(vr)
r
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name E M S/Sinst
M + + ν
M¯ + - ν
L - - ν¯ = 1− ν
L¯ - + ν¯ = 1− ν
Table 13.1 Electric charge, magnetic charge and action (in units of the instanton action) for four
types of the instanton-dyons of the SU(2) gauge theory
where na = ra/r is the radial unit vector, the minus-plus is for self (antiself) dual
solutions and the two functions are
Φ(vr) = [coth(vr)− 1
vr
]→ ∓nav[[1− 1
vr
] +O(exp(−vr)) (13.13)
R(vr) = vr/sinh(vr)
The corresponding magnetic field has the transverse and longitudinal stuctures,
which contained derivatives of these functions, but can be rewritten without them
as follows
Bai = (δai − nani)[−vΦ)vr)R(vr)/r] + nani[R2(vr)− 1]/r2 (13.14)
While the former one exponentially decreases with the distance, the longitudinal
has 1/r2 behavior indicating the nonzero magnetic charge. It of course matches the
electric charge.
Construction of the L, L¯ dyons starts from the same expressions, in which the
following substitution
v → v¯ = 2piT − v (13.15)
is made. But then, it has a “wrong” asymptotics of the Higgs field A4: this however
can be remedied by the so called “twist”. It is gauge transformation with the time-
dependent matrix
U = exp
[
i2piTx4(τ3/2)
]
(13.16)
the time derivative of which subtracts the unwanted 2piT from the HIggs asymp-
totics. Note that the color matrics τ3 commutes with the diagonal (Abelian) part
of the dyon field, leaving it as before. But the “core” of the L dyon is made of a
charged fields with colors 1,2: thus the core is time-dependent. So, the L, L¯ dyons
are not static solutions, and thus they do not exist in 3-d theory (and were not
covered in the previous chapter). It can only be defined in the finite-T theory with
the Matsubara time!
The actions of the dyons are νi(8pi
2/e2), so if all selfdual ones are summed using∑
i νi = 1 , the result is the instanton action. This statement, so far demonstrated
for a very distant (non-interacting) dyons, should in fact be true in general because
selfduality relates the total action of the PBS dyons to their total charge.
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I was often asked1, how is it possible to have separate objects with a non-integer
topological charge Q. The answer is they are independent in physical sense, not in
mathematical one.
As any monopoles, they are interconnected by singular but invisible Dirac
strings. This can be seen in two ways. One is explicit contruction starting with
well-separated monopoles, “combed” into a gauge in which the color direction of
“Higgs” < A4 > is some fixed direciton. SU(2) instanton is made of L+M dyons,
with a string connecting their centers.
The explicit solution, obtained for the single caloron in the Kraan-van Baal
paper [Kraan and van Baal, 1998], lead to this conclusion after plotting the action
distribution. The solution itself can be described using the so called prepotential
scalar function2
ψ(r) = (1/2)tr(AN ...A1)− cos(2pir4) (13.17)
where here and below the temperature and circumference of the Matsubara circle
are temporarily put to T = 1/β = 1. The matrices need to be multiplied in the
order written, right to left, in the order corresponding to the magnitude of µi are
ordered. The the following 2× 2 matrices Am (not to be confused with the gauge
potential Aµ) are defined by the product of two matrices
Am =
(
1 (~ym − ~ym+1)/rm
0 rm+1/rm
)(
cm sm
sm cm
)
(13.18)
with cm = cosh(2piνmrm), sm = sinh(2piνmrm). Here rm = |~r− ~ym| is the distance
from the observation point to the m-th dyon center ~ym, and ~ym − ~ym+1 are vector
distances between dyons. Note further that the first matrix is “pure geometry”
independent of holonomies, and the second is some hyperbolic rotation matrix by
the angle including m-th holonomy and distance to m-th dyon.
The action density can be expressed in terms of prepotential in a surprisingly
simple way
TrG2µν = ∂
2∂2log(ψ) (13.19)
with two 4-dimensional Laplacians. Note that there are 4 derivatives because the
matrixes define the “prepotential” in terms of which the field potentials already
have a derivative. Note also that the matrices Am does not include time τ = r4,
which is solely located in the cos function in the last term of ψ (thus the periodicity
in the Matsubara box is explicit).
1Once by Polyakov himself
2In order to explain how the gauge potential Aµ was constructed one needs to understand Nahm
construction, which I cannot describe better than done in Kraan-van Baal papers. Without that,
the formulae for Aµ and Gµν look like pure magic. I decided not to go into it, keeping only
definition of ψ and the action distribution defined in terms of this function alone.
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Exercise Calculating ψ for any holonomies and locations in Mathematica is
very straightforward: Do it and use the last expression for the action density. Do
not look at the resulting huge expression but just plot its distribution, e.g. for
parameters corresponding to Fig. 13.4.
The construction itself is based on ADHM multi-instanton construction and the
so called Nahm version of it, generalizing it to the monopoles. It is too technical to
be presented here: see original paper [Kraan and van Baal, 1998].
Fig. 13.4 Action densities for the SU(3) caloron at x0 = 0 in the plane defined by the centers of
the three constituents for 1/T = 1.5, 3 and 4 (increasing temperature from top to bottom). We
choose mass parameters (ν1, ν2, ν3) = (0.4, 0.35, 0.25), implemented by (µ1, µ2, µ3) = (-17/60,
-2/60, 19/60). The constituents are located at ~y1 = (-1 , 1 , 0), ~y2 = (0, 1,0) and ~y3 = (1,-1,0), in
units of T . The profiles are given on equal logarithmic scales, cut-off at an action density below
1/e.
13.3 Instanton-dyon interactions
13.3.1 Large distance Coulomb
Since the objects we now study have electric and magnetic Coulomb fields at large
distances, rν  1, one might naively expect that electric and magnetic Coulomb
interaction are proportional to the usual products of the charges
Vnaive(r) ∼
(
e1e2 +m1m2
r
)
(13.20)
Yet this naturally looking expression is wrong.
And it must be wrong, since we know that two self-dual solitons – M and L in
particular – cannot classically interact at all, since the total action is simply given
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by the total topological charge, which cannot depend on r.
And indeed, plugging solutions into the action and performing the large-distance
expamsion one finds another – funny looking but correct – expression
V (r) ∼
(−e1e2 +m1m2
r
)
(13.21)
with a minus sign in the electric term. Extra correction to the naive formulare
above comes from the commutator of A4 with other components of the gauge field.
So, in the L-M case, with charges from the Table above, there is no potential.
This expression for M¯M produces double attraction, since their magnetic charges
are opposite and electric are the same. The L¯M case has the opposite, thus it
generates a double repulsion.
13.3.2 The dyon-antidyon classical interaction
13.3.2.1 Combing the hedgehogs
Superposition of the dyons at nonzero A4 is nontrivial since it should match not
only in magnitude but also in its direction in the color space. This is achieved by
the following four-step procedure:
(i) “combing”, or going to a gauge in which the “Higgs field” A4 = v of a dyon at
large distances is the same in all directions and for all objects
(ii) performing a time-dependent gauge transformation which removes v
(iii) superimposing the dyons in this gauge
(iv) making one more time-dependent gauge transformation, re-introducing v back
The details of the combing.
The hedgehog ansatz is invariant with respect to gauge transformations of the
form
U = eirˆ·τf(r) . (13.22)
However to superpose the dyon solutions we need to first have the ”Higgs” go
to a constant value at infinity, which does not depend on the direction. This is
accomplished by doing gauge transformation which converts rˆ · τ into one direction
in the color space. Since the ”Higgs” field is associated with the zero component
of the gauge field A0, applying the time independent gauge transformation simply
rotates the color direction of the A0 field. Further, the selfdual and anti-selfdual
sector have asymptotic values of the ”Higgs” A0 differ by a sign (see [Diakonov,
2009]), so two matrices have to be used to gauge comb the selfdual and the anti-
selfdual dyon. The gauge transformations are given by
S+ = e
−iφτ3/2eiθτ2/2eiφτ3/2 (13.23)
S− = e−iφτ3/2e−i(pi−θ)τ2/2eiφτ3/2 . (13.24)
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We calculate the fields of a Dyon and anti-dyon in these fields. If the selfduality
(anti-selfdualtity) equation are satisfied then the solution to the fields are given by
Aa0 = ∓vΦ(vr)rˆa , (13.25)
Aai = aijnj
1−R(vr)
r , (13.26)
where
Φ(x) = cothx− 1x , (13.27)
R(x) = xsinh x . (13.28)
We work in cylindrical coordinates, in which this ansatz becomes
Ar = 0 , (13.29)
Aθ =
R(vr)−1
r
~ˆ
φ·~τ
2 , (13.30)
Aφ =
1−R(vr)
r
~ˆ
θ·~τ
2 , (13.31)
The upper sign in all equation corresponds to selfdual solutions. This means that if
we want to superpose the selfdual dyon and it’s anti-selfdual counterpart, we first
have to make sure that A0 goes to a common constant value. We accomplish this
with the matrices (13.23), namely the matrices S± will take ~ˆr ·~τ → ±τ3. The choice
of the matrices which accomplish this is, of course, not unique. We always have a
choice of residual U(1) symmetry U = exp(iϕτ3/2).
Proceeding with the calculation we obtain that the holonomy of both the selfdual
and anti-selfdual dyon after this gauge transformation is
A0 = v
τ3
2
, (13.32)
and their spatial components are given as
Ar = 0 , (13.33)
Aθ =
R(vr)
r
~ˆ
φ·~τ
2 , (13.34)
Aφ =
R(vr)
r
~ˆρ·~τ
2 − 1r cot θ2 τ
3
2 ; , (13.35)
for the selfdual dyon and
Ar = 0 , (13.36)
Aθ =
R(vr)
r
~ˆ
φ·~τ
2 , (13.37)
Aφ = −R(vr)r
~ˆρ·~τ
2 +
1
r tan
θ
2
τ3
2 ; , (13.38)
However this gauge transformation, apart from possessing a singular Dirac string
in the 3rd color direction, has also multivalued color 1, 2. The reason for this is
multivaluednes of the gauge transformation S+,− for the lines θ = pi, 0 respectively.
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We suggest a different gauge transformation in which the Dirac string splits
in ±z direction, but the fields remain single valued. What’s more, since we want
to consider the superposition of dyon and anti-dyon, the dirac strings will cancel
everywhere except in between two objects like in Figure 13.5
Fig. 13.5 DD¯ with Dirac flux canceling outside, and adding inside.
The gauge transformation
we need is given by
U+ = e
iθ τ2/2eiφ τ3/2
U− = ei(pi−θ) τ2/2eiφ τ3/2
The gauge field then looks as
follows
Ai =

Ar = 0 ,
Aθ =
R(vr)
2r τ2
Aφ = −R(vr)2r τ1 + 12r cot θ τ3
(13.39)
where R(z) = z/ sinh(z).
However, superposing the two solutions is not as trivial as one may thing. Surely
the abelian components will superpose properly, and one may think that the con-
tribution of the core is negligible, as the core has exponentially small influence.
However the string singularity makes any contribution of the core large, and one
must proceed with caution.
We first examine a single monopole and compute it’s magnetic field in spherical
coordinates. The metric is given by the line element
ds2 = dr2 + r2dθ2 + r2 sin2 θdφ2 (13.40)
The radial component of the magnetic field Br can then be calculated as
3
Br =
Fθφ√
g
. (13.41)
where we calculate4
~Fθφ = ∂θ( ~Aφr sin θ)− ∂φ( ~Aθr) + ~Aθ × ~Aφr2 sin θ , (13.42)
Taking into account just the abelian part we obtain exactly what we expect.
Namely the sin θ term above turns cot θ into cos θ which, upon differentiation, be-
comes sin θ. Then dividing by
√
g = r2 sin θ we obtain Br,a = δ3,a1/r2, where a is
the color index. The commutator of the core of Aθ and Aφ will correct the filed so
3The magnetic field B is defined as
Bi =
1
2
√
g
ijkFjk
where the
√
g is put because ijk is a tensor density.
4the factors of r sin θ and r are inserted because Aφ and Aθ are neither contravariant nor covariant
components of the vector field Ai, but Aφr sin θ and Aθr are covariant components.
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that it is not divergent in the center. The more interesting cancelation is one of the
string and the core. In fact we will see that they conspire to cancel the contribution
of the string. The relevant term in Aφ is the core. Then
∂θ(Aφr sin θ) = −∂θ(R sin θτ1/2) + · · · = −R cos θ , (13.43)
where dots indicate the abelian part which we argued contributes to the expected
field of the monopole. The commutator term becomes
( ~Aθ × ~Aφr2 sin θ) · ~τ
2
= R cos θ (13.44)
which cancels the term in the derivative part of field strength tensor.
However, now we consider the superposition of the dyon and anti-dyon. We will
have then that the fields are that of dyon and the abelian part of the anti-dyon,
as the core contribution can be neglected. Therefore, apart from the cancelation
which we described before, there will be a term of the form
−∂θR± r
r2
R cot θ2 = 0 . (13.45)
where we assumed now that R is a function of both θ and r. The sign depends on
whether the superposed field is a monopole or antimonopole, as well as how it is
oriented, i.e. whether the south poles of the monopole-(anti)monopole system are
facing eachother, or is the south pole of the one facing the south pole of the other.
We will see that the sign we want is actually a relative minus sign between the two
terms.
The equation above is just a simple, separable, differential equation. All that we
have to do is express r2, θ2 in terms of the spherical coordinates r, θ. The relation
is the following
r2 =
√
r2 + d2 + 2rd cos θ (13.46)
The actual equation is
∂θ lnR =
r
r2
tan
θ2
2
, (13.47)
and the solution is
−2(1− ξ2 + ξ
2) cot θ
ξξ2
+
2(ξ2 − cos 2θ − 1)
ξ2 sin θ
− 2(1 + ξ)
ξ
E(
θ
2
,
4ξ
(1 + ξ)2
) +
2
ξ(1 + ξ)
F (
θ
2
,
4ξ
(1 + ξ)2
)(13.48)
We start by writing the fields of in cylindrical coordinates. Then we may simply
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(a) (b)
Fig. 13.6 Two extreme positions for the Dirac strings, for the MM¯ pair.
superpose the two fields. The Dyon becomes
Aρ = Aθ cos θ =
R(vr)z
ρ2+z2 , (13.49)
Aφ =
R(vr)√
ρ2+z2
~ˆρ·~τ
2 − 1r
√
ρ2+z2+z√
ρ2+z2−z
τ3
2 ; , (13.50)
Az = −Aθ sin θ = −R(vr)ρρ2+z2
~ˆ
φ·~τ
2 , (13.51)
(13.52)
13.3.2.2 Following the gradient flow down the streamline.
As it is well known, a “combed” monopole or dyon must possess the Dirac string,
a singular gauge artifact propagating one unit of magnetic flux from infinity to
the dyon center. By selecting appropriate gauge one can direct the Dirac string
to have arbitrary direction. Superimposing into a sum of two dyons with different
directions of the Dirac string one gets non-equivalent configurations: the interference
of singular and regular terms make the Dirac strings no longer invisible or pure gauge
artifact. (However, this is cured during the gradient flow process, as we will discuss
below.)
Two obvious extreme selections for the Dirac strings are: (a) a “minimally
connected dipole” when it goes along the line connecting two dyon centers; and
(b) a “maximally disconnected” pair, in which the Dirac strings go into the centers
from two opposite directions, see Fig.13.6. Under the gradient flow the former is
supposed to reach magnetically trivial configuration, while the latter must relax
to a pure gauge Dirac-string-like state passing the flux through the system, from
minus to plus infinity. The former case seems to be simpler and more natural to
use: but our experience has shown the opposite, that (b) generates smaller artifacts
since the Dirac strings interfere less with the gradient flow changes between the two
objects. So we will use case (b) as our starting configurations below.
An important role in what follows is a color current
jaµ = −
δS
δAaµ
|A=Aansatz = (Dabv Gbvµ)|A=Aansatz 6= 0. (13.53)
The current vanishes for extrema (solutions of the YM equation, such as a single
dyon), but it is nonzero for dyon-antidyon configurations which we study. It has
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the meaning of the force in the functional space showing the direction towards a
reduction of the action.
The study of dyon-antidyon streamline configurations we will follow5 is due to
[Larsen and Shuryak, 2016a]. The gradient flow is a process, in a computer time τ ,
thus the current would be the driving force. In the paper we follow in this section,
a dyon-antidyon pair was put on the lattice6.
The gradient flow process was found to proceed via the following stages7:
(i) near initiation: starting from relatively arbitrary ansatz one finds rapid disap-
pearance of artifacts and convergence toward the streamline set
(ii) following the streamline itself. The action decrease at this stage is small and
steady. The dyons basically approach each other, with relatively small deforma-
tions: thus the concept of an interaction potential between them makes sense at
this stage
(iii) a metastable state at the streamline’s end: the action remains constant, evo-
lution is very slow and consists of internal deformation of the dyons rather than
further approach
(iv) rapid collapse into the perturbative fields plus some (pure gauge) remnants
We will detail properties of these stages below, for now restricting to general
comments. One is the existence of the stage (iii) which has not been anticipated on
general grounds. Since all configurations corresponding to it have the same action,
one can perhaps lump all of them into a new class of states, corresponding to the
same dyon-antidyon distance. Unlike the instanton-dyons themselves, such states
have not yet been identified on the lattice.
Our other comment is the action value even at the end of the streamline is
not that far from the sum of the two dyon masses. In other words, the classical
interaction potential happens to be rather small numerically, a welcoming feature
for statistical mechanics simulations.
It should also be noted that while the topological and magnetic charges of M
and M¯ are opposite, their electric charges are the same. Thus total value of it is 2,
rather than zero. That is why they cannot annihilate each other, as instanton and
antiinstanton do.
Last but not least, we do observe the universality of the streamline. As ex-
pected, independent on the initial dyon separation we found that gradient flow
5We later learned that stable monopole-antimonopole configuration and the potential leading to
it has also been calculated in [Shnir, 2005a].
6I was asked if it is possible to put it on the standard lattice with periodic boundary conditions.
The answer is negative: the MM¯ (and any other interesting dyon pairs) always have one of the
charges – electric or magnetic – uncompensated. Furthermore, for arbitrary holonomy ν, the
pair also do not have an integer topological charge. So, the lattices we used had no periodicity
conditions at all.
7Let me supply more colloquial names for these stages: running downhill to the stream, following
the streamline, finding a lake, and then a waterfall.
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proceeds through essentially the same set of configurations at stages (ii-iv). Thus
one-parameter characterization of those is possible. A parameter we found most
practical in this work is simply its lifetime – duration in our computer time τ
needed for a particular configuration to reach a final collapse. (Of course, for sta-
tistical mechanics applications one better map that into some collective coordinate,
such as the dyon separation, whatever way it can be defined).
s(z)
z
Fig. 13.7 Action density along the z axis in natural units for a separation |rM − rM¯ |v = 10
between the centers of the 2 dyons. The configuration with the maximums furthest from each
other is the start configuration. After 3000 iterations it has moved further towards the center.
At 12000 iterations the configuration has reached the metastable configuration with a separation
between the maximums of around 4. At 13700 the configuration has collapsed around halfway,
and will continue to shrink until the action is 0. Times are as shown in Fig. 13.8.
We now show the results for a M and M¯ dyon separated by a distance (in natural
units 1/v) of the order 0 to 10 along the z-axis which is cooled using gradient flow.
The action of an individual dyon on the lattice was found to be 11.94, 5% lower
that the analytic value 4pi. This gives the action of 23.88 for two well separated
dyons. Any action lower than this therefore is ascribed to an attractive interaction
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S
Iterations
Fig. 13.8 Action for v = 1 as a function of computer time (in units of iterations of all links) for
a separation |rM − rM¯ |v = 0, 2.5, 5, 7.5, 10 between the M and M¯ dyon from right to left in the
graph. The action of two well separated dyons is 23.88.
between the dyons.
The simulations of the streamline for different configurations starts out with a
slightly higher action around that of 2 individual dyons, this then converge to an
almost stable configuration, the Streamline. A typical action history is shown in
Fig. 13.8, for the initial separation values from 0 to 10. If the separation is bigger
than 4, the two cores of the dyons are seen to move towards each other and their
action smoothy decreases. We show four important computer times in Fig. 13.7,
where the action density is plotted along the z-axis (along the dyons separation) for
at start configuration with a separation of 10 between the dyon and antidyon.
Fig. 13.9 Black solid line is the M¯M dimensionless potential (action), red dash line is the asymp-
totic Coulomb term, blue dashed line is a sketch of possible “core” shape.
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13.4 The partition function in one loop
13.4.1 Electric screening
The basic physics of the electric screening can be explained most simply following
the original derivation by one of us [Shuryak, 1978] in the Coulomb gauge. If some
electrically charged object, with nonzero A4, is immersed into a finite-tempreature
QCD, gluons and quarks of the heat bath are scattered on it. The simplest diagram
diagram comes from the quartic term in the gauge Lagrangian, e2A2mA
2
4 which
couples the heat bath gluons directly to square of A4, but there are also other
diagrams contributing to the forward scattering amplitude. The result was the
expression for the QCD Debye mass
M2D = e
2T 2(1 +Nf/6) (13.54)
In 1976, when QCD was only 3 years old, the main finding was its positivity, which
ensured screening of a charge, as opposed to anticreening by vacuum loops: thus
the “plasma” name.
The next relevant paper is by Pisarski and Yaffe (PY) [Pisarski and Yaffe, 1980]
who found in the one-loop action of the calorons (the finite-T instantons) the fa-
mous PY term ∼ ρ2M2D/e2, where ρ is the instanton radius. It also comes from
the forward scattering amplitude of the thermal plasma quanta on the A24 of the
instanton. This term is important, because it ensures that at T > Tc (only in this
case there are thermal gluons!) the semiclassical expression provides finite instanton
density.
Going forward to calorons at nonzero holonomy, the one-loop effective action
has been computed by Diakonov, Gromov, Petrov and Slizovskiy (DGPS) [Diakonov
et al., 2004]. The caloron is now a superposition of the M and L dyons, separated by
distance rML, and the basic expression from which the effect came looks as follows∫
d3r(
1
rL
− 1
rM
)2 = 4pirML + ... (13.55)
where rL, rM are distances from the dyon centers. It thus creates an effect re-
sembling linear confinement, with a force independent on the separation. At zero
holonomy this result matches the PY answer because ρ2 ∼ rML.
The bracket in this integral is nothing else than A24. One obvious consequence
would be that if one would generalize the DGPS derivation to theory with fermions,
they will simply get extra factor 1 + Nf/6 as in (13.54). Another one, worth
mentioning, is that for pairs LL¯ or MM¯ with the same electric charge, there will
be plus in the integral above and thus the effect becomes repulsive.
The electric screening effect ensures LM “binding” into finite-size instantons,
into an object with a size rML ∼ e2T/M2D. (Note that the coupling e cancels here,
it is because the nonperturbative fields are always ∼ 1/e.)
Although asymptoticlly at Nf → ∞ this size is O(1/Nf ), the coefficient 1/6 in
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(13.54) makes it less important for “interesting” Nf = 0..10. We will later see that
the direct fermionic interaction discussed in the preceeding section binds LL¯ pairs
stronger than LM interaction.
Since we will be discussing charge-zero clusters consisting of all 4 dyons, let give
an example of the potential electric screening creates in this case. For simplicity we
will only discuss LL¯ at the same point, and M,M¯ and LL¯ to be on one line. The
integral ∫
d3r
(
2
r
− 1
rM
− 1
rM¯
)2
(13.56)
leads to a potential for M shown in Fig.13.9. As one can see, like for DGPS case
it consists of linear segments, but is now deformed away from the companion dyon.
(Note, that it is not due to their Coulomb repulsion, which is also there but will be
discussed in the next supsection.)
13.4.2 The one-loop measure, perturbative Coulomb corrections
and the “core”
Another important result of the DGPS paper [Diakonov et al., 2004], see also the
influential Diakonov’s lectures [Diakonov, 2009], was the derivation of the forces
decreasing with the distance also coming from the one-loop gluonic determinant8.
Combined with Manton’s result for identical dyons, it was generalized to the ar-
bitrary number of selfdual L,M dyons The resulting volume element in space of
collective variables is expressed elegantly
√
g = det[G] via a determinant of the so
called Diakonov matrix Gˆ, defined by
Gˆ =
[
δmnδij(4piνm − 2
∑
k 6=i
1
T |xi,m − xk,m| + 2
∑
k
1
T |xi,m − xk,p 6=m| )(13.57)
+2δmn
1
T |xi,m − xj,n| − 2δm 6=n
1
T |xi,m − xj,n|
]
,
Here xi,m denote the position of the i’th dyon of type m. This form is an inter-
polation of the exact metric between a M and L dyon, true at any distance, with
the metric of the two dyons of same type at large distances. We introduce a cutoff
on the separation via r →
√
r2 + cutoff2, such that for one pair of dyons of same
type, the diagonal goes to 0 for ν = 0.5, instead of minus infinity.
Note that while the matrix itself has only 1/r terms, but after the effective one-
loop action log(det(G)) is computed one gets all powers of 1/r, involing nontrivial
manybody interactions.
8More precisely, what was calculated and presented below is the volume element of the “moduli
space” of all multi-dyon configurations. The geometry, the metric tensor and the volume element
of space of all classical multi-monopole solutions has been studied in mathematical literature,
especially by Attiya, Hitchin et al started from 1970’s.
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In subsequent works (see lectures [Diakonov, 2009] for summary and references)
Diakonov had used this interaction in the L,M sector to perform manybody cal-
culation. He argued that it can also leads to some integrable model, which can be
solved and even results in the holonomy potential leading to confinement.
We think those conclusions were a bit premature, because it somehow assumes
that the selfdual L,M sector and antiselfdual one L¯, M¯ are invisible to each other
and do not interact at all. Not only we do not see why this should be the case,
we have found that dyon-antidyon interactions are important, and in theory with
many fermions even dominant.
Another issue is that for many configurations det(G) < 0, which obviously makes
no sense for a volume element. As some eigenvalue of G approach zero, it means
such configuration approach zero measure in the space of soluitons. What it means
is that only those with det(G) > 0 should be included in the partition function.
This is relatively easy to do in numerical studies, but was not taken care of in the
original studies.
13.5 Fermionic zero modes
13.5.1 How quark zero modes are shared between the dyons
The instanton has unit topological charge Q = 1 and, according to Attiyah-Singer
index theorem, has one fermionic zero mode. In the chapter about instantons we
have discussed ’t Hooft effective Lagrangian arizing due to it. Now we discuss non-
zero holonomy environment at T 6= 0, < P >6= 1, in which the instanton is split
into Nc constituents. The question is how the zero mode is distributed among these
constituents.
As was determined by van Baal and collaborators, fermionic zero mode “hops”
from one type of dyon to the next at certain critical values. Periodicity condition
along the Matsubara circle can be defined with some arbitrary angles ψf for quarks
with the flavor f . The resulting rule is: it belogs to the dyon corresponding to
the segment of the holonomy circle νi to which the periodicity phase belongs: µi <
ψf < µi+1.
In physical QCD all quarks are fermions, and therefore ψf = pi for all f . This
case is schematically shown by blue dots in Fig.13.10(left): all fermions fall on the
same segment of the circle, and therefore only one, of Nc dyons, have zero modes
and interact with quarks.
But one can introduce other arrangements of these phases. In particular, for
Nc = Nf the opposite extreme is the so called Z(Nc) QCD, proposed in [Kouno
et al., 2013] , put them symmetrically around the circle, see Fig.13.10(right). In this
case, the instanton-dyon framework becomes very symmetric: each dyon interact
with “its own” quark flavor.
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Fig. 13.10 Schematic explanation of the difference between the usual QCD (left) and the Z(Nc)
QCD (right).
13.5.2 The zero mode for the fundamental fermion
We start with the Dirac equation
D/ ψ = 0 , (13.58)
and look for a normalizable solution within the hedgehog ansatz
Aai = ajiArˆj , (13.59)
Aa0 = Hrˆa . (13.60)
Since the Dirac operator is chiral, we may write the fermion in terms of upper
and lower components ψL and ψR. We do the calculation for the lower component,
namely ψR. The Dirac equation then reads
−(σµ)αβ(Dµ)AB(ψR)Bβ , (13.61)
where we explicitly wrote the Dirac indices α, β and color indices A,B. Now we
ansatz (see Shnir)
ψAα = α(r)Aα + β(r)[(
~ˆr · ~σ)]Aα . (13.62)
We may choose to consider the matrix
ηAα = −ψAβ βα (13.63)
in which case
η = α(r)~1 + β(r)~ˆr · ~σ (13.64)
The rule of acting with a color and the spin sigma matrices on this object is such
that we multiply by a color matrix τ from the left, and if we multiply by a spin
matrix σ, then we multiply from the right, and put a minus sign, i.e.
σψ = ησT = −ησ . (13.65)
If we wish to construct fermion density, we see that
ψ∗Aαψ
A
α = Tr (η
†η) (13.66)
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We now plug the ansatz into 13.61 and obtain the following two equation
α′(r) + H+2A2 α+
z
ββ = 0 , (13.67)
β′(r) +
(H−2A
2 +
2
r
)
β + zβα = 0 . (13.68)
where we have assumed ψR ∝ eizt/β , i.e. that the Fermion has arbitrary periodicity
condition in the imaginary time direction.
Let us look at the asymptotic behavior of dyons, i.e. when H(r →∞) = v and
A(r →∞) = 0, then
α′(r) + v2α(r) +
z
ββ = 0 , (13.69)
β′(r) + v2β(r)− zβα = 0 . (13.70)
This equation is easily solvable by taking the substitution α± = α± β we get
α± = e−(
v
2± zβ ) . (13.71)
In order for the solution to be normalizable, we must have that both α± vanish
at infinity. This is only possible if |z| < |v|β/2
We now proceed to numerical solution of the differential equation. The plots in
13.11
5 10 15 20
r
-0.4
-0.2
0.2
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0.8
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Α1HrL - solid, Α2HrL - dashed
Fig. 13.11 Plot shows profile of zeromode components α1,2, for four different values of z =
0, 0.2v/β, 0.4v/β, 0.5v/β, 0.55v/β. Note that the zero mode delocalizes at z = 0.5v/β
We may rewrite this equation in a two component form as
d
dr
~α = − ~M~α , (13.72)
where
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We can write the formal solution as a path ordered exponent
~α = P exp
(
−
∫ r
r0
~M dr
)
~α(r0) (13.73)
The matrix ~M can be written as follows
~M(r) =
(H
2
+
1
r
)
~1 +
z
β
σ1 +
(
A− 1
r
)
σ3 (13.74)
The factor proportional to the unit matrix commutes with everything else, and
may be factored out. On the other hand
A− 1/r = −v/ sinh(vr) ∼ e−vr
is small and we may neglect it except at the origin. So for r >> 1/v we may
integrate the exponent, as it is proportional to σ3 only, and then expand the result.
Since ∫ (H
2
+
1
r
)
=
1
2
ln [r sinh(rv)] ,
we have that
~α(r) = e
− v
2
(r−r0)√
r/r0
(13.75)
×
[
cosh
(
z(r−r0)
β
)
(13.76)
+ σ1 sinh
(
z(r−r0)
β
)]
~α(r0) (13.77)
Now we will solve the equation exactly. To do this we separate the matrix M(r)
as
M(r) = M0(r) +M1(r) , (13.78)
where
M0(r) =
(H
2 +
1
r
)
~1 = , (13.79)
M1(r) =
z
βσ1 +
(A− 1r )σ3 (13.80)
= zβσ1 − vsinh(vr)σ3 . (13.81)
The solution can then be written as ~α = exp(− ∫ r
0
M0(r)dr)~χ, or
~α =
1√
r sinh rv
(13.82)
with the differential equation for ~χ reading
d
dr
~χ = −M1(r)~χ , (13.83)
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i.e.
χ′1(r) =
v
sinh(vr)χ1(r)− zβχ2(r) , (13.84)
χ′2(r) = − vsinh(vr)χ2(r)− zβχ1(r) , (13.85)
we may take a change of variables ξ = rv. Then the equation read
χ′1(ξ) =
1
sinh(ξ)χ1(r)− ςχ2(r) , (13.86)
χ′2(ξ) = − 1sinh(ξ)χ2(r)− ςχ1(r) , (13.87)
where we labeled ς = x/(vβ) We now eliminate ξ2, and obtain the second order
differential equation
− d
2
dξ2
χ1 − 1
2 cosh2 ξ2
χ1 = −ς2χ1 . (13.88)
This equation is solved by a general solution9
χ1(ξ) = c1
(
−2ς + tanh ξ
2
)
eςξ + c2(2ς + tanh
ξ
2
)e−ςξ (13.89)
with arbitrary constants c1,2. Using the first order equation we can write χ2 as
χ2(ξ) = c1
(
2ς − coth ξ
2
)
eςξ + c2(2ς + coth
ξ
2
)e−ςξ (13.90)
The function χ2(ξ) is divergent when ξ → 0, except if c1 = c2, in which case
ξ2(0) = 0. Therefore c2 = c1. The constant c1 can be determined by overall
normalization. The solution then becomes
χ1(ξ) = 2c1
(
−2ς sinh(ξς) + tanh ξ
2
cosh(ξς)
)
(13.91)
χ2(ξ) = 2c1
(
2ς cosh(ξς)− coth ξ
2
sinh(ξς)
)
(13.92)
Finally we obtain
α1,2 =
√
v√
ξ sinh ξ
χ1,2 . (13.93)
√
v can be absorbed into constant c1, and our final expression is
α1,2 =
χ1,2√
ξ sinh ξ
. (13.94)
with functions χ1,2 given by (13.91), ξ = vr, ς = z/(vβ). Note that the value of
α1(ξ → 0) is given by
c1(1− 4ς2) , (13.95)
9We followed David Khmelnitskii’s Fairytales of Theoretical Physics, tale 3, but one can also get
it from Mathematica.
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and the solution is completely regular at r = 0.
13.5.2.1 Matrix element of quark “hopping”
We calculate the fermionic transition amplitude between the dyons, which is the
operator D/ with the proper background gauge field, expressed in the basis of the
fermion zero modes of all dyons and anti-dyons. The transition element will look
like
TDD¯ =
∫
d4x ψ†
D¯
D/ ψD , (13.96)
where ψD,D¯ are dyonic and anti-dyonic zero modes. We assume a superposition
ansatz of dyons, and have that
D/ = ∂/ − iA/ D − iA/ D¯ (13.97)
then since (∂/ − iA/ D,D¯)ψD,D¯ = 0
TDD¯ =
∫
d4x ψ†
D¯
∂/ ψD , (13.98)
In our solution we use ηD,D¯, and the transition element becomes
−Tr (η†
D¯
U†
D¯
∂µ(UDηD)σ
µ) (13.99)
where UD,D¯ are gauge combing matrices for the dyon and anti-dyon respectively
(remember that zero modes were found in a hedgehog gauge). Explicitly we use
the form of the matrices UD = U−(θ, φ) and UD¯ = U−(ϑ, ϕ), where θ, φ and ϑ, ϕ
are spherical angles in the center of the dyon and anti-dyon respectively. These
matrices have the following properties
UD ~ˆθ · ~σU†D = σ1 UD ~ˆφ · ~σU†D = σ2 (13.100)
UD~ˆr · ~σU†D = σ3 ,
UD¯ ~ˆϑ · ~σU†D¯ = −σ1 UD¯ ~ˆϕ · ~σU
†
D¯
= σ2 (13.101)
UD¯~ˆs · ~σU†D¯ = −σ3 ,
where ~ˆr, ~ˆθ, ~ˆφ and ~ˆs, ~ˆϑ, ~ˆϕ are spherical unit coordinate vectors around dyon and anti-
dyon respectively.
We first consider the spatial index µ = i. We may use the matrices UD,D¯ to
transform ηD,D¯ = αD,D¯ + σ · rˆD,D¯βD,D¯ into an object ζD,D¯ = αD,D¯ ± βD,D¯σ3, i.e.
ζD,D¯ = UD,D¯ηD,D¯U
†
D,D¯
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It can be shown that the transition element is given by the expression
Tr
{
UD¯U
†
DζD¯∂rζDσ3 (13.102)
+ζ†
D¯
ζD
[
1
r
(∂θUD)U
†
Dσ1 +
1
r sin θ
(∂φUD)U
†
Dσ2
]}
(13.103)
Since
(∂θUD)UD =
iσ2
2 , (13.104)
(∂φUD)UD =
i
2 (−σ1 sin θ + σ3 cos θ) , (13.105)
After straightforward manipulations we obtain that the spatial part of the ex-
pression for the transition element is given by
Tr
{
σ3UD¯U
†
D
[
ζD¯∂rζD (13.106)
+
1
r
ζ†
D¯
ζD
(
1− iσ2
2
cot θ
)]}
(13.107)
The matrix Ud¯U
†
d can be calculated
Ud¯U
†
d = (13.108)
=
(
sin ϑ+θ2 + iσ2 cos
ϑ+θ
2
)
cos ∆φ2
+
(
sin ϑ−θ2 + iσ2 cos
ϑ−θ
2
)
iσ3 sin
∆φ
2
We write this expression as
Ud¯U
†
d = (a+ iσ2b) + (c+ iσ2d)iσ3 . (13.109)
where
a = sin ϑ+θ2 cos
∆φ
2 (13.110)
b = cos ϑ+θ2 cos
∆φ
2 (13.111)
c = sin ϑ−θ2 sin
∆φ
2 (13.112)
d = cos ϑ−θ2 sin
∆φ
2 (13.113)
We write the terms involving ζ as
ζ†
d¯
∂rζd = z1 + z2σ3 , (13.114)
ζ†
d¯
1
r ζd = z3 + z4σ3 . (13.115)
The spatial part of the transition element then becomes very simple
T rdd¯ = 2a w2 + 2ic w1 = (13.116)
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13.5.3 Fermionic zero mode for a set of selfdual dyons
As a special example we consider the so called instanton-antiinstanton molecule.
Each of the instantons has one zero mode (for fundamental fermions), and there is
only one amplitude of fermion exchange TIA , so the contribution of zero modes to
the fermionic determinant is in this case simply
detD/ = − |TIA|2 (13.117)
which corresponds to the fact that instantons exchange one quark and one antiquark
(per flavor).
At nonzero holonomy the instanton is described by Nc dyons. However simple
generalization of the determinant construction to dyons would be wrong, as dyons
posess only a fraction of the topological charge. In the instanton-antiinstanton
setting there is still only one left and one right-handed fermionic zero modes. Those
are however located in “lumps” near each dyon, with some holonomy-dependent
coefficients normalized as below
ψL,R(x) =
∑
cL,Ri (µ)ψi(x);
∑
|cL,Ri |2 = 1 (13.118)
where for L and R the sum runs only over dyons of particular self-duality. It is then
obvious that the fermionic determinant is
|detD/ | = |< R|D/ |L >|2 =
∣∣∣∣∣∣
∑
i,j
c∗,Ri c
L
j < i|D/ |j >
∣∣∣∣∣∣
2
(13.119)
where < i|D/ |j > is an amplitude of hopping between a dyon and antidyon. As
usual, if the dyons do not strongly overlap in space-time, such hopping amplitude
is described by some coupling constants ai, obtained by standard “cutting the tail”
procedure for modes, and the free fermionic propagator
< i|D/ |j >= a∗i ajS(xi − xj) (13.120)
Note that at nonzero holonomy fermions are massive, thus at zero T = 1/β S ∼
exp(−mfrij)/r3ij and at nonzero T it depends differently on temporal and spatial
distance between the dyons. We also remind that different color fermions have
different masses, although in the eigenframe of the holonomy the mass matrix (and
thus S ) is diagonal in color. (Of course, fermions moving in the background color
field of the gauge solitons do not conserve color, but they do when they move in
“empty” space in between them.)
Explicit expressions for ci, ai can be found from expression for zero modes worked
out in ref.
It is now straightforward to generalize this to configurations which have Q in-
stantons and Q antiinstantons, still with total topological charge zero: there are Q
left and Q right handed zero modes, and the fermionic determinant in the partition
function can be approximated by the determinant of the “hopping” matrix Tij .S
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13.6 Instanton-dyons on the lattice are seen via their fermionic
zero modes
When we discuss topology on the lattice we only once mentioned the instanton-
dyons, in the section on constrained Cooling, with the Polyakov line preserved
[Langfeld and Ilgenfritz, 2011]: while the total topological charge of the lattice was
always integer, the clusters observed had smaller topological charge (and the same
actions, as they were selfdual or antiselfdual).
Using fermionic method allows to get better understanding of these objects,
since changing the periodicity phases one can see all types of the dyons separately.
While “cooling” still distort the configurations, hunting for lowest (or even zero)
Dirac eigenvalues allows one to get the dyons as they are in the gauge ensemble.
One of the early studies of the kind was done by Gattringer [Gattringer, 2003]
who used quarks with modified periodicity phases as a tool to locate all kinds of
instanton-dyons. Further studies along these lines have been continued by Mueller-
Presussker, Ilgenfritz and collaborators, see e.g. [Bornyakov et al., 2016; Bornyakov
et al., 2017].
We however will jump to recent work by Larsen, Sharma and myself [Larsen
et al., 2018], which shows the underlying instanton-dyons in lattice QCD with ut-
most clarity, due to application of the “overlap” fermions possessing exact chiral
symmetry and thus exact index theorems. Out of configurations at T = 1, 1.08Tc of
QCD with realistic quark masses, we selected those which have |Qtop| = 1 thus with
one exactly zero mode. By varying the periodicity phase, we can identify location
of all three type of dyons: see e.g. Fig.13.12 in which three dyons are see well
separated. We also see configurations of strongly overlapping ones.
Fig. 13.12 Density ρ(x, y) of the zero mode of conf. 2660 at T = Tc. φ = pi(red), φ = pi/3(blue),
φ = −pi/3(green). Peak height has been scaled to be similar to that of φ = pi.
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Not only we see that semiclassical formulae for zero modes well describe the
lattics measurements when the dyons are far from each other, they also work well
in the case of partial or even complete overlap. In Fig.13.13 the profiles for single
instanton is compared with that of overlapping dyons at the appropriate holonomy:
the latter is closer to the data. We have analyzed many cases, and in which the
semiclassical expression from Kraan and van Baal are in agreement with the data
much better than expected.
log(ρ(x))
x
Fig. 13.13 log(ρ(x)) of the zero mode of conf. 2960 at φ = pi (black) and the log of the analytic
formula for Polyakov loop P = 0.4 and P = 1 though the maximum. T = 1.08Tc. Red peak only
has been scaled to fit in height, while blue peak uses the found normalization. The position of the
other dyons are (blue) (0.13,0.1,0.0) and (0.1,-0.1,0.0) and (Red) (0.14,0.0,0.0) and (-0.14,0.0,0.0).
Fig. 13.14 Chiral density ρ5(x, y) of the first near-zero mode of conf. 2660 at φ = pi. T = Tc.
Finally, the lowest non-zero modes show collectivized zero modes, see example
in Fig.13.14. Furthermore, near Tc we can even see that one type of dyons show
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collectivized zero mode, and thus a nonzero chiral condensate, while in the same
configuration the lowest nonzero modes of the other dyon type are still localized
(with chiral symmetry unbroken).
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Chapter 14
Instanton-dyon ensembles
We will study 3 approaches to instanton-dyon ensembles: (i) the “parametrically
dilute” ones, (ii) then very dense, in which case one can perhaps use the mean
field methods, and (iii) statistical simulations which in principle can work at any
density. The last section of the chapter will be related with the so called “flavor
holonomies”, or complex chemical potentials, used as some diagnostic tool.
14.1 Deformed QCD and dilute ensembles with confinement
14.1.1 Perturbative holonomy potential and deformed QCD
In the previous chapter we had discussed holonomy field
A4 = O(1/g) = const(x) 6= 0 (14.1)
as some classical constant background. At this level, it obviously does not lead to
any energy, since the corresponding fields Gµν = 0.
The next semiclassical approximation follows when one considers some quan-
tum field aµ = O(g
0) interacting with it. Since the holonomy is assumed to be
diagonal in the color space, the commutator [am, A4] is non-zero for non-diagonal
quantum gluons, which are “higgsed” to become massive, like in Georgi-Gashow
model. Quarks (fundamental fermions) interact with the holonomy via the A4q¯γ4q
term in the Dirac Lagrangian, also getting a mass. Adjoint fermions, to be briefly
discussed below, have color indices like those of the gauge fields1
All of this leads to certain positive free energy, first calculated in the (appendix
of) the review by Gross, Pisarski and Yaffe [Gross et al., 1981]. In our current
1Similarly to gluons, only the adjoint quark species corresponding to the non-diagonal color gener-
ators become massive. This is in contrast to the usual fundamental quarks, which are all affected
by the Polyakov “Higgsing”.
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notation, for adjoint bosonic Majorana Na fermions it has the form
VGPY = (1∓Na)2pi
2T 4
3
∑
i,j
(µi − µj)2(µi − µj − 1)2 (14.2)
where minus sign stands for periodic and plus for antiperiodic boundary conditions.
In the SU(2) case it simplifies to
VSU(2) = (1∓Na)4pi
2T 4
3
ν2(1− ν)2 (14.3)
In pure gauge theory, Na = 0, the potential is positive, and has minima at two
symmetric points ν = 0, ν¯ = 0, corresponding to the trivial holonomy and its copy.
In these limits one dyon is massless and another has the action of the instanton.
Normal fermions are anti− periodic on a circle2 , so the potential is the sum of
two positive terms, as expected from the mass argument given above.
However one may consider a theory in which the periodicity angle has any value
one wishes3. Following [Unsal, 2008], let us for now select bosonic spinor field with
periodic boundary conditions. This leads to the following observations:
(i) Standard finite-T periodicity conditions are different for fermions and bosons,
thus supersymmetry is violated at T 6= 0. If however one forces the same periodicity
conditions, it is preserved. The Na = 1 case corresponds to calN=1 supersymmetric
theory, and correspondingly the potential vanishes as gluons and gluinoes contribu-
tions cancel each other.
(ii) at Na > 1 (no supersymmetry) the sign is flipped and the minimum of the
potential corresponds to ν = ν¯ = 1/2 – the confining value. In the latter case –
one of the “deformed QCD” versions – there is confinement both at small and large
circle β, thus there is no deconfinement phase transition in this setting.
Although we will not discuss them, let us mention another – simpler – versions
of the “deformed QCD”, also discussed in the literature. One may simply add to the
QCD action some artificial potential, depending on the Polyakov line, Vdeform(P ),
pushing the minimum, from the trivial P = 1, A4 = 0 point to the confining value.
14.1.2 The instanton-dyons in Na = 1 QCD= N=1 SYM
The pair gluon-gluino (adjoint Majorana fermion field) constitute the shortest su-
persymmetric multiplet, so the theory we are going to discuss in this section is
mostly known as N=1 super-Yang-Mills. Before we turn to our main subject –
properties of this theory compactified to R3 × S1 with a small circle and periodic
boundary conditions – let me briefly desccribe what we know about this theory. It
2Recall that spinors get half rotation angle of the vectors, so if the latter rotates by 2pi, spinor
rotates by pi.
3For example, it can be interpreted as some external Abelian gauge field flux put through the circle
in extra dimension. We will return to this idea several time below, as it provides an excellent
diagnostic tool to test our understanding of topological phenomena in gauge theories.
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is very much QCD-like, and if compactification is “thermal” (fermions are antiperi-
odic) it also has deconfinement and chiral restoration phase transitions. According
to lattice simulations [Bergner et al., 2014] those two transitions happen at about
the same critical temperature Tc.
The only difference with QCD is that the number of zero modes for adjoint
fermion is 2Nc, so for Nc = 2 ’t Hooft effective vertex for an instanton has 4 zero
modes. When chiral symmetry is broken, < λλ >6= 0, its sign remains undeter-
mined: so unlike QCD this theory has remaining Z2 symmetry, and two equivalent
vacua. As a result, this theory has domain walls, or kinks.
From this point on we follow the work by Davis, Hollowood and Khose [Davies
et al., 1999], the first serious application of the the instanton-dyons. The setting of
the paper is supersymmetric Yang-Mills theory (SYM) with a single supersymmetry
N=1, defined on R3×S1: it corresponds to Na = 1 and periodic compactification,
as described in the previous subsection.
The importance of this application is in the fact that it has resolved the so
called gluino condensate puzzle. Two methods to evaluate the value of the gluino
condensate have two different answers, namely
< trλ2 >WCI= 16pi
2Λ3PV (14.4)
< trλ2 >SCI= 16pi
2Λ3PV
2
[(Nc − 1)!(3Nc − 1)]1/Nc (14.5)
The abbreviations here stand for strong coupling instanton (SCI) and weak coupling
instanton (WCI) approaches. We will only review the former one.
Now back to the setting. Gluino λ is the super-partner of a gluon, and N=1
means that there is only one type of the gluino. It is real adjoint field with spin 1/2,
so there are two fermionic states. With 2 gluonic polarizations, it completes the
simplest SUSY multiplet. The selection of periodicity condition α = 0 (periodic)
for gluino preserves the supersymmetry, which removes the GPY potential.
The circle S1, if small in length β  1/Λ, ensures weak coupling (like high-T).
If the circle is large, β → ∞, the theory is strongly coupled, like in the low-T
QCD. The main difference between the two theories is that – unlike QCD – in this
setting for the N=1 SYM there are neither deconfinement nor chiral restoration
phase transitions, at any β!
Discussion in the previous subsection had prepared the reader to the conclusion
that the holonomy can be confining, at any β, since the main obstacle – the GPY
potential – is in this case absent. Now we need to understand why at small β one
may still have a broken chiral symmetry. Since it is a crucially important point,
let us for the moment interrupt the discussion of instanton-dyons and return to the
discussion of the issue in historical order, starting with the instantons.
Adjoint color gluinoes, unlike the fundamentally charged quarks, have not one
but 2Nc zero modes per unit topological charge Q. For the simplest gauge group
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we discuss, SU(2), it is 4 (instead of 2) fermionic sources in the ’t Hooft effective
vertex per topological charge. Therefore, unlike the Nf = 1 QCD in which this
vertex has the structure q¯q, in the Na = 1 theory it is instead ∼ λ4, with 4 gluinoe
lines. This is similar to Nf = 2 QCD: but in this case we know that in this case
the chiral symmetry is spontaneously broken only at sufficiently low T < Tc (large
β), not at all T .
Here is an outline of the instanton-based calculation of the condensate. The
condensate has only 2 gluino fields: so in the SCI calculation one did averaging of
the square of the condensate < trλ2(x)trλ2(y) > with a single instanton amplitude,
and then argue that this function f(x−y) cannot depend on the distance, and thus
is the same when |x−y| → ∞ and one can apply the so called cluster decomposition
< trλ2(x)trλ2(y) >→< trλ2(x) >< trλ2(y) > (14.6)
and get the SCI answer for the condensate mentioned above.
The alternative calculation [Davies et al., 1999; Hollowood et al., 2000] was
revolutionary in that they had realized that in this setting the semiclassical objects
which needs to be used are not instantons but instanton − dyons. The reason for
it is that, even in weak coupling small circle setting, the holonomy is not trivial
but the confining one. For general Nc µi have “homogeneous distribution” on the
circle
< A4 >= −( ipi
β
)diag
(
Nc − 1
Nc
,
Nc − 3
Nc
, ...− Nc − 1
Nc
)
(14.7)
For Nc = 2 there are just two holonomy values, as usual.
With such holonomy setting and two colors, the fermionic zero modes are spread
equally between M and L dyons. Since M+L=instanton, the total number of modes
is still 4, thus it is 2 per dyon. So, the situation is not like in QCD with Nf = 2
and quartic vertex but rather like in the Nf = 1 theory and the quadratic vertex!
That is why there is no chiral restoration transition, and the condensate < trλ2 >
can be calculated directly from dilute gas of the dyons.
The result of the explicit calculation is4 based on the dyon measure in the form
dnM = M
3
PV e
−SMd3x(
g2SM
2pi
)3/2dφ(
g2SM
2piv2
)1/2
dξ2
2g2SM
(14.8)
where 3-d x is the center coordinate, φ ∈ [0, 2pi] is the 4-th collective coordinate
corresponding to dyon color rotation around the holonomy direction, and ξ are
Grassmanian fermionic coordinates for zero modes. The condensate is calculated in
a standard diagram using zero modes
< λα(y)λβ(y) >=
∫
dnλα(y − x)λβ(y − x) (14.9)
4The original notations used in this paper are BPS monopole for M dyon and KK monopole for L
dyon.
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and additional simplification at large distances
λα ≈ 8piSρα(x)ξρ, S(x) =
γµx
µ
16pi2|x|2 (14.10)
where S is the massless fermion propagator at zero Matsubara frequency (time
integrated). The result is
< trλ2 >M=< trλ
2 >L= (16pi
2)
M3PV
2
exp(−4pi
2
g2
) = 16pi2Λ3PV (14.11)
and it agrees exactly with the WCI value but is different from the SCI one.
The lesson: the vacuum of (bosonically compactified) N=1 SYM in weak cou-
pling regime is a dilute gas of the independent instanton-dyons, not a gas of instan-
tons.
14.1.3 QCD(adj) with Na > 1 at very small circle: dilute molec-
ular (or “bion”) ensembles
Study of the QCD (adj) Na > 1 compactified to parametrically small circle was
due to Unsal [Unsal, 2009]. The setting is the same as in the previous subsection,
namely the periodicity is “bosonic”, reversing the sign of the quark contribution to
the GPY vacuum energy. As we had discussed previously, for Na = 1 this cancels
the GPY potential, but for Na > 1 the sign of the GPY potential is reversed, and
its minimum corresponds to the confining holonomy.
The first point to focus on is the distinction between the R3 space in the case
of Polyakov’s confinement and the R3 × S1 setting, with a small circle, we consider
now. Both setting have time-independent monopoles we call the M -type, but in
the latter case there exist also the “time-twisted”, KK or L-type monopole as well.
The next question is what happens with chiral symmetries in such setting, when
Na > 1? In general the effective ’t Hooft Lagrangian per dyon is ∼ λ2Na . For
example, for Na = 2 it is the 4-fermion vertex similar to that of the NJL model.
Since the effective NJL coupling – the density of the dyons – is exponentially small
at weak coupling setting (small circle), there is no spontaneously broken chiral
symmetries. The density of the individual dyons are thus zero!
Note that this is the same phenomenon which we discussed in chapter on in-
stantons in the usual QCD with massless quarks. Since instantons become effective
vertices of the type ∼ λ2Nf , for Nf > 1 and since there is no chiral symmetry at high
T , in QGP, the density of the individual instantons vanishes. There remain however
clusters with the topological charge zero, in particularly the instanton-antiinstanton
“molecules”. The ensemble in this case is a “moleculecular gas”, made of soliton-
antisoliton pairs bound by quark exchanges [Ilgenfritz and Shuryak, 1989].
In the confining setting on R3×S1 for QCD(adj) there are dyon-antidyon pairs
bound by fermion exchanges: Unsal [Unsal, 2009] call these binary objects “bions”.
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Introducing deviation from confining holonomy as φ and magnetic holonomy5 σ,
one can write down amplitudes for all 4 types of dyons (of the SU(2) gauge group)
M = BPS ∼ e−φ+iσ−S0/2(ψψ)Na ; M¯ = ¯BPS ∼ e−φ−iσ−S0/2(ψ¯ψ¯)Na
L = KK ∼ e+φ−iσ−S0/2(ψψ)Na ; L¯ = K¯K ∼ e+φ+iσ−S0/2(ψ¯ψ¯)Na
where we use both Unsal’ and our notations for the instanton-monopoles (instanton-
dyons). The instanton is LM pair, so in the combined amplitude – the LM product
of individual amplitudes – all prefactors cancel out except the instanton action e−S0 ,
with 2NaNc- fermion operator.
Let us now, still following [Unsal, 2009], form all possible dyon-antidyon6 pairs.
The fermions are saturated between the pairs, for any Na, so we do not write them
anymore (although they of course lead to extra factors in actual expression of the
“molec
M¯M = ¯BPSBPS ∼ e−S0−2φ, L¯L = K¯KKK ∼ e−S0+2φ,
L¯M = K¯KBPS ∼ e−S0−2iσ, M¯L = ¯BPSKK ∼ e−S0−2iσ
The main idea of Unsal was to focus on the second raw, the bions which are twice
magnetically charged. Since those have nonzero (but still exponentially small) den-
sity and nonzero magnetic charge, they will screen the magnetic charge precisely
as a single monopole does in the Polyakov confinement. So, these magnetically
charged bions do enforce the confinement.
The next important point from this work is that the effective action due to all
4 types of the bions should lead, if the Na = 1 case, to the effective action of the
type
Leff = (
1
2
)∂φ2 + (
1
2
)∂σ2 + ae−S0(cos(2σ)− cosh(2φ)) (14.12)
based on supersymmetry arguments. The first comment: the minimum of the
potential requires σ = φ = 0, or it is the confining one. The second– surprising–
observation follows from the expansion of this Lagrangian to O(σ2, φ2) terms: both
holonomies, σ, φ, should have in this theory the same screening masses! (As we
will see below, in non-supersymmetric theories those masses are always different,
and have very different T -dependence.) The question is, how can it be understood
microscopically? Earlier in this chapter we discussed long distance classical binary
interactions, and concluded that M¯M, L¯L channels are attractive while M¯L, L¯M
are repulsive. In the latter case the repulsion can be overcome by fermion exchanges,
so the integral over the inter-dyon distance is converging both at small and at large
5Note that in the Polyakov confinement subsection it was called χ.
6Only for zero topological charge objects one can correctly couple zero modes to each other, so
that there remains no zero modes left.
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distances. However in the former case both bosonic and fermionic interactions are
attractive, the integral is thus converging only due to the “core”. Why both integrals
are the same? I cannot answer, it is one of the miracles induced by supersymmetry.
14.1.4 QCD(adj) with Na = 2 and periodic compactification on
the lattice
In this subsection we continue to discuss the same setting, a theory on R3 × S1
with periodic compactification, but add one more adjoint (Majorana) gluino. Of
course, this theory is not supersymmetric. For its general discussion see [Myers and
Ogilvie, 2008].
However there were lattice studies of this theory [Cossu and D’Elia, 2009], with
variable circumference of the circle β, called in this paper Lc.
The lattice simulations had found four distinct phases, which we subsequently
briefly describe:
(i) At large Lc (low “temperature”) one finds the usual confining phase, with the
Polyakov VEV < P >= 0 and symmetric distribution of its eigenvalue, consistent
with unbroken center symmetry.
(ii) As the Lc gets shorter, one observes the deconfinement transition, in which
< P > 6= 0 and its eigenvalues distributed along one of the center elements, break-
ing the center symmetry.
(iii) As the Lc gets even shorter, in some finite interval of Lc there exists another
deconfined phase, in which eigenvalues distributed along a direction opposite (mak-
ing angle pi)to that in the usual one (ii). This phase was predicted by [Myers and
Ogilvie, 2008].
(iv) At very small Lc (high “temperature”) the theory returns to center-symmetric
confined phase. This is consistent with the arguments made above, based on the
GPY potential (14.2). the authors called it “re-confined” phase.
Fig.14.1(upper) from [Cossu and D’Elia, 2009] shows Polyakov line eigenvalues
as a function of the circle circumference Lc. The most important consequence of this
study is that it contradicts to the conjectured ”volume independence”: contrary to
naive interpolation, two confined phases are not smoothly connected. Since it is a
lattice work, with a nonzero gluino masses and finite lattice spacings, one may ask
to what extent their zero limits have been reliably reached. Fig.14.1(lower) shows,
that in the m→ 0 limit the phase (iii) may disappear, as such option is within the
numerical accuracy, but the other deconfined phase (ii) seems definitely be there,
also in the chiral limit.
What about the fate of the chiral symmetry breaking, through all these transi-
tions? Remarkably (but in agreement with other studies of the QCD(adj) with ther-
mal compactification) it was observed in [Cossu and D’Elia, 2009] that < ψ¯ψ > 6= 0
in the whole region of Lc studied. So, massless fermions keep their nonzero “con-
stituent quark mass” throughout: the two (or maybe one) deconfined phases are
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Fig. 14.1 (upper) Scatter plot of the Polyakov line eignevalues, as a function of the size of the
compactified dimension Lc: 4 subsequent phases are seen. (lower) The phase diagram on the plot
quark mass am and lattice gauge coupling β = 6/g2. Extrapolation of the phase boundaries to
the chiral limit for split phase is not obvious.
then a plasma of “constituent quarks”.
The magnitude of the condensate howeever decreases, by about an order of
magnitude from “vacuum” (large Lc) value, suggesting that chiral symmetry is going
to be eventually restored, just at very small Lc not included in these particular set
of simulations [Cossu and D’Elia, 2009]. Eventually, the Na = 2 theory with small
circle should of course have zero gluino condesate, as was argued in the previous
section.
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14.2 Dense dyon plasma in the mean field approximation
The main idea of the mean field approximation is that a particle interact simulta-
neously with many7. One may think that it can be used in cases when the ensemble
of the dyons is dense enough, producing strong screening, which effectively reduces
the pair-wise correlations. Anyway, using some average mean field is the simplest
approach, in which one can get analytical evaluation of the observables.
In this section we will follow a series of papers by Liu, Zahed and myself using
the mean field approximation. The first paper of the series, [Liu et al., 2015a],
had established the approximation in the technical sense. Here there is no place
to present technical details of these works, and we just summarize few important
points and the results.
The main result is that dense enough dyon ensemble does overcome the GPY
potential and shift the minimum of the free energy to the confining value, ν = 1/2
for the SU(2) gauge theory considered. The key expression for the partition function
is put into the form
lnZ/V3 = −Videal − 1
2
∫
d3p
(2pi)3
ln
∣∣∣∣1− V 2(p)16 p8M4D(p2 +M2D)4
∣∣∣∣
(14.13)
where Videal describes free energy of the non-interaction dyons, V (p) is the Fourier
transform of the dyon-antidyon potential (classical or including one loop). The
very presence of dyons, with electric charges, generates a Debye electric screening
mass MD =
√
2nD/T related to the dyon density nD. When this density is large,
M is large. From expression of the partition function it follows that the effect of
the potential (inside the logarithm) gets reduced (screened out), which in principle
justify the mean field method. Specific applicability limits of it can be derived from
requirement that the second term inside the log is less than one8.
Fig.14.2 illustrates one of the results of this work, the temperature dependence
of the electric and magnetic screening masses, in comparison to what has been
derived from numerical simulations of the SU(2) gauge theory. Note that the electric
screening mass9 – shown by the closed circles – has a drop downward, as T is reduced
below the deconfinement transition, while the magnetic screening is expected to get
larger than the electric one there.
7 Note that this condition is necessary but in general not sufficient. For example, the approximation
is valid in the perturbative Debye theory of plasma, e.g. for the monopole plasma discussed by
Polyakov. It is not valid in strongly coupled plasmas, which may be strongly correlated liquids
or even solids, producing mean fields very different from being space-independent.
8 Otherwise the argument is negative and logarithm gives an imaginary part, signaling appearance
of an instability.
9 For clarity: while the calculation includes only dyons but not gluons, it does include the one-loop
GPY potential. Its derivative over the holonomy value is the perturbative one-loop electric Debye
mass, due to gluons.
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Fig. 14.2 The electric ME/T (dashed line) and magnetic MM/T (solid line) screening masses
versus T/Tc. The points are the lattice data for SU(2) gauge theory shown for comparison, (blue)
circles are electric, (red) squares are magnetic.
The next work of the series [Liu et al., 2015b] applies MFA to the Nc = 2
color theory with Nf = 2 light quark flavors. At high density the minimum of
the free energy still corresponds to the confining ensemble with ν = 1/2. The gap
equation for the effective quark mass (proportional the quark condensate) of [Liu
et al., 2015b] the usual form∫
d3p
(2pi)3
M2eff (p)
p2 +M2eff (p)
= nL (14.14)
where the r.h.s. is the density of the dyon type possessing the fermion zero mode,
namely the L-dyons. The equation is actually for the parameter λ in the effective
mass Meff (p) = λpT (p), in which T (p) being the Fourier transform of the “hopping
matrix element” calculated using the fermionic zero mode. Momentum dependence
of M(p)/λ is universal and is shown in Fig.14.3. In practice, the best way to solve
the gap equation is to calculate the momentum integral in its l.h.s. numerically,
and then parameterize the dependence on parameter λ.
A generalization of the mean field treatment to arbitrary number of colors and
flavors in [Liu et al., 2015b] shows that this gap equation has nonzero solutions for
the quark condensate only if
Nf < 2Nc (14.15)
So, the critical number of flavors is Nf = 6 for Nc = 3. The lattice simulation
indeed show weakening of chiral symmetry violation effects with increasing Nf ,
but specific results about on the end of chiral symmetry breaking are so far rather
incomplete: for Nc = 3 we know that in the Nf = 4 case the chiral symmetry is
broken, the case Nf = 8 is not yet completely decided and Nf = 12 seems to be
already in the conformal window.
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Fig. 14.3 The momentum dependent constituent quark mass TM(p)/λ versus momentum in units
of temperature p/T .
Another important generalization – for quarks in the adjoint representation -
is made in a separate paper [Liu et al., 2016a]. The number of fermionic zero
modes increases, and they are more complicated. In the symmetric dense phase
both M and L dyons have two zero modes. But the actual difficulty is not some
longer expressions but the fact that one of them has rather singular behavior – gets
delocalized – exactly at the confining value of the holonomy, ν = 1/2. Therefore,
in the case of adjoint quarks the approach toward the confining phase needs some
special care. In the case Nc = 2, Na = 1 the deconfinement and chiral restoration
happen at about the same temperature, in agreement with lattice result we discussed
above for this theory.
14.3 Statistical simulations of the instanton-dyon ensembles
14.3.1 Holonomy potential and deconfinement in pure gauge theory
The first direct simulation of the instanton-dyon ensemble with dynamical fermions
has been made by [Faccioli and Shuryak, 2013]. The general setting follows the ex-
ample of the “instanton liquid”, it included the determinant’of the so called ”hop-
ping matrix”, a part of the Dirac operator in the quasizero-mode sector. It has
been done for SU(2) color group and the number of fermions flavors Nf = 1, 2, 4.
Except in the last case, chiral symmetry breaking has been clearly observed, for
dense enough dyon ensemble.
The second one, by Larsen and myself [Larsen and Shuryak, 2015] uses direct
numerical simulation of the instanton-dyon ensemble, both in the high-T dilute and
low-T dense regime. The holonomy potential as a function of all parameters of the
model is determined and minimized.
In Fig.14.4(left) from this work we show the dependence of the total free energy
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on holonomy value, for different ensemble densities. This important plot10 had
shown, for the first time in direct simulations, that at high density of the dyons their
back reaction does generate confinement! Indeed, the minimum of the holonomy
potentials shifts to ν = 1/2, the confining value for SU(2) (cos(piν) = 0). The self-
consistent parameters of the ensemble, minimizing the free energy, is determined
for each density.
As the action parameter S is growing, corresponding to growing temperature,
the dyon-symmetric phase goes into an asymmetric phase, in which the density of
M and L dyons are not the same, see Fig.14.4(right). The l dyon has larger action
due to time-dependent “twist”, and thus smaller density.
The next simulations of the instanton-dyon ensemble for SU(2) gauge group
has been done by Lopez-Ruiz, Y. Jiang and J. Liao [Lopez-Ruiz et al., 2018]. In
Fig.14.5 from this work we show the shapes of the holonomy potential V (ν) near
the critical point, and the fit to the average value of the Polyakov line, fitted to the
expected second-order behavior with indices of the 3D Ising model
β ≈ 0.3265, ω ≈ 0.84 (14.16)
Within the statistical accuracy of the calculation, the expected second-order behav-
ior is indeed observed.
The free energy potential between static quark and antiquark from [Lopez-Ruiz
et al., 2018] is shown in Fig.14.6. Note first, that the potential is nearly temper-
ature independent below Tc (the first two sets), but rapidly decreases above Tc.
While the fundamental quarks show nearly linear confining potential, the adjoint
one shows screening aboove certain distance. This is as expected for pure gauge
theory, without quarks11.
Another important issue addressed in [Lopez-Ruiz et al., 2018] is the area law
for the spatial Wilson loop. The corresponding measurements are reported, the
existence of the spatial tension is demonstrated, but its temperature dependence is
not yet compared to the avilable lattice data.
14.3.2 Instanton-dyon ensemble and chiral symmetry breaking
The issue of chiral symmetry breaking using numerical simulations were addressed
by [Larsen and Shuryak, 2016b]. Including the fermionic determinant in “hopping”
approximation we calculated the spectrum of the lowest Dirac eigenvalues.
Extracting the quark condensate is complicated, as usual, by finite-size effects.
Using two sizes of the system, with 64 and 128 dyons, we identify the finite-size
effects in the eigenvalue distribution, and extrapolate to infinite size system. The
10Later analysis improved statistical accuracy of the data points: we nevertheless show here the
first plot in which the confinement had came out of the simulations.
11Note that the simulation includes dyons but not gluons, which however are also integer charged
and can screen the adjoint charge.
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Fig. 14.4 (left) Free Energy density f as a function of holonomy ν at S = 6, MD = 2 and
NM = NL = 16. The different curves corresponds to different densities. • n = 0.53,  n = 0.37,
 n = 0.27, N n = 0.20, H n = 0.15, ◦ n = 0.12. (right) Density n (of an individual kind of dyons)
as a function of action S (lower scale) which is related to T/Tc (upper scale) for M dyons(higher
line) and L dyons (lower line).
location of the chiral transition temperature is defined both by extrapolation of the
quark condensate, from below, and the so called “gaps” in the Dirac spectra, from
above.
We do indeed observe, that for SU(2) gauge theory with 2 flavors of light funda-
mental quarks both the confinement-deconfinement transition and chiral symmetry
breaking, as the density of dyons goes up at lower temperature, see Fig.14.7.
Determination of the transition point by vanishing of < P > or < ψ¯ψ > is
difficult for technical reasons. Since both transitions appear to be in this case
just a smooth crossover ones, it is by now well established procedure to define
the transition points via maxima of corresponding susceptibilities. Those should
correspond to inflection points (change of curvature) on the plots to be shown.
Looking from this perspective at Fig. 14.7, one would locate the inflection points of
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Fig. 14.5 (left) Free energy density of the dyon ensemble near Tc (S = 7); (right) Fit of the
average value of the Polyakov line to the expected 2-nd order critical point.
Fig. 14.6 The free singlet energy potential, for static charges in fundamental (left) and adjoint
(right) color representations.
both curves, for < P > or < ψ¯ψ > , at the same location, namely S = 7−7.5. Thus,
within the accuracy our simulations have, we conclude that both phase transitions
happen at the same conditions.
14.4 QCD with flavor-dependent periodicity phases
For applications, such as heavy ion collisions, one needs to know properties of the
QCD matter not only as a function of the temperature T but quark (baryon num-
ber, isospin etc) densities as well. Unfortunately, Euclidean partition function at
nonzero quark chemical potentials µf contains complex factor e
iµi/T which can-
not be interpreted as probability: so standard Monte-Carlo simulation algorithms
cannot be used.
One can however introduced imaginary chemical potentials, proceed with calcu-
lations, and then extrapolate, in the µ2 plot, across zero. This is done by several
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S
T/Tc
Σ
P
Fig. 14.7 (Color online) The Polyakov loop P (blue circles) and the chiral condensate Σ (red
squares) as a function of action S = 8pi2/g2 or temperature T/Tc. Σ is scaled by 0.2.
lattice groups, but we will not discuss those results here.
The reason is we are not really focus on the physical problems with chemi-
cal potential here, but on the use of the imaginary chemical potentials, or “flavor
holonomies” as they are also called, as some diagnostic tool. Observing how QCD
ensembles react on their magnitude, on the lattice and in the models, we hope to
gain better understanding of the underlying mechanisms of the QCD phase transi-
tions.
14.4.1 Imaginary chemical potentials and Roberge-Weiss transi-
tions
The phase diagram of QCD-like theories with imaginary quark chemical potential
has been discussed in the fundamental paper by Roberge and Weiss [Roberge and
Weiss, 1986]. At imaginary chemical potential denoted by θ = iµ/T appears in the
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periodicity condition over the Matsubara circle
ψ(x, β) = eiθψ(x, 0) (14.17)
As we already mentioned, for real θ the sign problem is absent and standard
Monte Carlo algorithms can be applied to simulate lattice QCD. QCD possesses
rich phase structure at nonzero θ, details of which depend on the number of flavors
Nf and the quark mass (masses) mf . Later in the section we will make it even
reacher, by considering different phases for different quark flavors θf .
Since θ = iµ/T is an angle, it is obvious that the QCD partition function Z is
a periodic function of it, with the period 2pi. However, as noted in [Roberge and
Weiss, 1986], the period is actually smaller 2pi/Nc and there is the so called the
Roberge-Weiss symmetry
Z(T, θ) = Z(T, θ +
2pi
Nc
) (14.18)
because of Nc branches of the gluonic GPY potential.
The main point is that the imaginary chemical potential θ simply shifts
2piµj → 2piµj + θ (14.19)
in the quark term (A.23) of the GPY one-loop effective potential. In pure gauge
theory at sufficiently large T there is spontaneous breaking of the center symmetry
and one of the Nc branches is selected. For example, SU(3) theory has one real and
two complex conjugated branches. Recall that in QCD the quark term is not center
symmetric, thus the free energy is tilted and the real branch is the preferred one:
the mean < P > slowly moves as a function of T along the real axes, as described
above.
If there is a nonzero θ, it effectively rotates the quark part of the potential,
and at certain values, θk = (2k + 1)pi/3 in this theory, the free energies of different
brunches cross. As a result, there appear kinks – the 1st order phase transitions
– at such values. These points are crossings of the Nc branches of the effective
potential, as shown in Fig.14.8: at any θ the physical branch is the lowest one.
Since these arguments are derived using the one-loop GPY potential, they of
course valid only at high T , or weak coupling. In reality, the RW transition exists
at T > TRW , where TRW are the critical endpoints of the Roberge-Weiss 1-st order
transitions.
At sufficiently low T there is the confinement phase, with < P >= 0, and the
cusp disappears. First order transitions must end at some critical points. Where
exactly it happens can be calculated on the lattice. Recent lattice investigation
[Bonati et al., 2016b] has located it at
TRW = 1.34(7)Tc = 208(5) MeV (14.20)
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Fig. 14.8 Effective GPY potential as a function of the imaginary chemical potential θ, for 3 colors
Nc = 3
Fig. 14.9 Phase diagram of QCD in the presence of an imaginary baryon chemical potential
obtained from numerical simulations on Nt = 8 lattices alone. Bands denote fits to polynomials
in µ2B : the orange (longer) band is obtained using terms up to order µ
4
B , the violet (shorter) one
using up to µ6B terms.
Does the pseudocritical line really get to the RW endpoint, as suggested by early
studies on the subject? Or two pseudocritical lines meat each other, and then
go vertically to the critical point? Fig.14.9 from [Bonati et al., 2016b] illustrates
current state of lattice answer to this question. Inside the accuracy of the current
December 5, 2018 1:30 WSPC/Book Trim Size for 9.75in x 6.5in all-together
318 Instanton-dyon ensembles
data, the answer to this question seems to select the former option to this question.
14.4.2 Z(Nc) QCD
The main idea of this deformation of Nc = Nf QCD [Kouno et al., 2013] is a “demo-
cratic” distribution of flavor holonomies, putting those in between the subsequent
holonomy phases µi, see Fig.13.10 (right). The framework in which it has been
suggested is the PNJL model.
In the theory of the instanton-dyons Z(Nc) QCD has a very simple meaning:
each dyon type get a zero mode of one quark flavor.
The Z(Nc) QCD has been studied in the mean field framework [Liu et al.,
2016b], by statistical simulations [Larsen and Shuryak, 2016c] and also by lattice
simulations [Misumi et al., 2016]. In the dilute limit it also has been studied by
[Cherman et al., 2016].
The first two papers consider the Nc = Nf = 2 version of the theory, while the
last one focus on theNc = Nf = 3. In the former case the set of phases are ψf = 0, pi,
so one quark is a boson and one is a fermion. In the latter ψf = pi/3, pi,−pi/3.
All these works find deconfinement transition to strengthen significantly, com-
pared to QCD with the same Nc, Nf in which it is a very snooth crossover. While
in [Liu et al., 2016b] the < P > reaches zero smoothly, a la second order transition,
the simulations [Larsen and Shuryak, 2016c] and lattice [Misumi et al., 2016] both
see clear jump in its value indicated strong first order transition. The red squares
at Fig.14.10(left) from [Larsen and Shuryak, 2016c] are comparing the behavior of
the mean Polyakov line in Z2 and ordinary QCD. The parameter S used as measure
of the dyon density is the “instanton action”, related with the temperature by
S = (
11Nc
3
− 2Nf
3
)log(
T
Λ
) (14.21)
The dyons share it as SM = νS, SL = ν¯S. So, larger S at the r.h.s. of the figure
correpond to high T and thus to more dilute ensemble, since densities contain
exp(−Si).
All three studies see a non-zero chiral condensates in the studied region of den-
sities: perhaps no chiral restoration happens at all. The value fo the condensate
are shown in Fig.14.10(right) from [Larsen and Shuryak, 2016c].
The simulation [Liu et al., 2016b] demonstrate that the spectrum of the Dirac
eigenvalues has a very specific “triangular” shape, characteristic of a single-flavor
QCD. This explains why the Z(Nc) QCD has much larger condensate than ordinary
QCD, at the same dyon density, and also why there is no tenedecy to restoration. As
expected, all works see different condensates, < u¯u >6=< d¯d >, but with difference
smaller than one could expect from the difference in the dyon density.
In [Cherman et al., 2016] the authors study the periodic compactification to
a small circle, with Z(Nc) QCD flavor holonomies. The main statement is that
even in the limit of very small circle – exponentially small dyon density – in this
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Fig. 14.10 (left) The mean Polyakov line P versus the density parameter S. Red squares are for
Z2QCD while blue circles are for the usual QCD, both with Nc = Nf = 2 . (right) The quark
condensate versus the density parameter S. Black triangles correspond to the usual QCD: and
they display chiral symmetry restoration. Blue and red poins are for two flavor condensates of the
Z2QCD: to the left of vertical line there is a “symmetric phase” in which both types of dyons and
condensates are the same.
setting the chiral symmetry remains spontaneously broken, but in a very specific
way. There are however only Nc − 1 massless pions, not N2f − 1 as usual, equal to
the number of Cartan subalgebra generators.
14.4.3 Roberge-Weiss transitions and instanton-dyons
In subsection 14.4.1 we introduced the Roberge-Weiss transitions and discussed
some lattice studies of them. Let us remind the reader, that imaginary chemical
potential θ = iµ/T is a phase, or flavor holonomy, which effectively rotates quarks
on the holonomy circle.
Here we will discuss the role of θ 6= 0 in the theory of the instanton-dyons. As
discussed in the previous chapter and also previous subsection, the fermionic zero
modes “jump” from one kind of instanton-dyons to another, when the flavor and
color holonomies coinside. Therefore, instanton-dyons should play a very important
role in the Roberge-Weiss transitions.
The first lattice study of this phenomenon has been performed in Ref[Bornyakov
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et al., 2017]. Its main result is demonstration of dramatic changes in the Dirac
eigenvalue spectra as the lines of the Roberge-Weiss transitions are crossed.
The authors use variable periodicity angle φ as a diagnostic tool, allowing to
monitor eigenvalues for each kind of dyons separately The left figure Fig.14.11
demonstrate eigenvalue spectra for two configurations on both sides of RW tran-
sition: the dyon spectra are clearly interchanged. The right figure shows how the
spectral gap (for configurations above Tc) depends on the variable periodicity angle
φ.
All results are exactly as anticipated, based on the instanton-dyons mechanism
of chiral symmetry breaking.
Fig. 14.11 (left) Spectra of the overlap Dirac operator for two configurations. As the RW
transition is crossed, the eigenvalues corresponding to different dyon types exchange places. (right)
Spectral gap of the overlap Dirac operator as function of the periodicity angle φ for four thermal
configurations (two red solid curves, one dashed blue curve and one green dotted curve) generated
at T = 1.35Tc.
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Chapter 15
The Poisson duality between the
particle-monopole and the semiclassical
(instanton) descriptions
We discussed a number of applications of the monopoles. In particular, the confine-
ment is indeed a Bose-Einstein condensation of monopoles, at T < Tc. There are
multiple applications to physics of quark-gluon plasma and heavy ion collisions. Ba-
sically, QGP is a “dual plasma” made of electrically charged quasiparticles, quarks
and gluons, and magnetically charged monopoles leads to explanation of various
observed phenomena. The key yo all of it is the notion that monopoles can be
treated as quasiparticles, and use them both in calculations involving Euclidean
(thermodynamics) or Minkowski (kinetics) times as needed.
However, the ’t Hooft -Polyakov solution require an adjoint scalar (Higgs) with
a non-zero VEV. This is the case in the Georgi-Glashow model and in other theories
with an adjoint scalar field, notably in theories with extended supersymmetry N =
2, 4. Yet it is not so in QCD-like theories without scalars, and thus one cannot use
this solution.
In the chapter devoted to instanton-dyons the ’t Hooft -Polyakov solution will
be used with the time component of the gauge field A4 as an adjoint scalar. The
semiclassical theory built on them obviously can only be used in the Euclidean
time formulation: an analytic continuation of A4 to Minkowski time include an
imaginary field which makes no sense. So, the instanton-dyons cannot be used as
quasiparticles. And yet, the presence of magnetic charge of the instanton-dyons
does suggest, that they should somehow be related to particle-monopoles.
A gradual understanding of this statement began some time ago, but remained
rather unnoticed by the larger community. One reason for that was the setting in
which it was shown, which was based on extended supersymmetry. Only in these
cases was one able to derive reliably both partition functions – in terms of monopoles
and instanton-dyons – and show them to be equal [Dorey and Parnachev, 2001;
Poppitz and Unsal, 2011; Poppitz et al., 2012]. Furthermore, they were not summed
up to an analytic answer, but shown instead to be related by the so-called “Poisson
duality.”
321
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15.1 The rotator
Another classic example, which display features important for physics to be dis-
cussed in this book, is a rotating object, which we will call the rotator or the top.
What is special in this case is that the coordinates describing its location are angles,
which are always defined with some natural periodicity conditions. Definition of the
path integrals in such cases require important additional features1.
The key questions and solutions can be explained following Schulman [Schulman,
1968] using the simplest SO(2) top, a particle moving on a circle. Its location is
defined by the angle α ∈ [0, 2pi] and its (initial) action contains only the kinetic
term
S =
∮
dt
Λ
2
α˙2 (15.1)
with Λ = mR2 the corresponding moment of inertia for rotation.
All possible paths are naturally split into topological homotopy classes, defined
by their winding number. The paths belonging to different classes cannot be con-
tinuously deformed to each other. Therefore a fundamental question arises: How
should one normalize those disjoint path integrals over classes of paths? Clearly,
there is no natural way to define their relative normalization, or rather their rela-
tive phase.
Following Aharonov and Bohm [Aharonov and Bohm, 1959] one may provide a
direct physical interpretation of this setting. Suppose our particle has an Abelian
electric charge, and certain device (existing in extra dimensions invisible to the
rotator) creates a nonzero magnetic field flux Φ 6= 0 through the circle. Stokes
theorem relates it to the circulation of the gauge field∮
dαAα =
∫
~Bd~S
While Aµ(x) is gauge-dependent, its circulation (called holonomy) is gauge invari-
ant, since it is related to the field flux2.
The extra phase is thus physical. Furthermore, it propagates into the energy
spectra and the partition function. One can write it in a Hamiltonian way, as the
sum over states with the angular momentum m at temperature T
Z1 =
∞∑
m=−∞
exp
(
− m
2
2ΛT
+ imω
)
, (15.2)
where ω is the holonomy phase, which is so far arbitrary.
1 In the Feynman-Hibbs book does not have its discussion, and contains only a comment that the
authors cannot describe, say, an electron with spin 1/2, and that it was a “serious limitation” of
the approach.
2For non-Abelian case there is no Stokes theorem, but gauge invariance of all closed paths is still
true: it follows from direct calculation of gauge transformation of path-ordered-exponents .
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Although physical, the effect is invisible at the classical level. This can be seen
from the inclusion of the additional term in the action ∼ (ω/2pi) ∫ dτα˙ which would
“explain” the holonomy phase. This term in Lagrangian however is a full derivative,
α˙, so the action depends on the endpoints of the paths only, and is insensitive to its
smooth deformations. It therefore generates no contribution to classical equations
of motion, thus failing to “exert any force” on the particle in classical sense. In
summary, an appearance of the holonomy phase is our first nontrivial quantum
effect, not coming from the classical action.
Now one can also use Lagrangian approach, looking for paths periodic in Eu-
clidean time on the Matsubara circle. Classes of paths which make a different num-
ber n of rotations around the original circle can be defined as “straight” classical
periodic paths
αn(τ) = 2pin
τ
β
, (15.3)
plus small fluctuations around them. Carrying out a Gaussian integral over them
leads to the following partition function,
Z2 =
∞∑
n=−∞
√
2piΛT exp
(
− TΛ
2
(2pin− ω)2
)
. (15.4)
The key point here is that these quantum numbers, m used for Z1 and n for Z2, are
very different in nature. The dependence on the temperature is different. Also, for
Z1 each term of the sum is periodic in ω, while for Z2, this property is also true,
but recovered only after summation over n.
In spite of such differences, both expressions are in fact the same! In this toy
model, it is possible to do the sums numerically and plot the results. Furthermore,
one can also derive the analytic expressions, expressible in terms of the elliptic theta
function of the third kind
Z1 = Z2 = θ3
(
− ω
2
, exp
(
− 1
2ΛT
))
, (15.5)
which is plotted in Fig. 15.1 for few values of the temperature T .
In order to prove that one may use the Jacobi identity
θ3(z, t) = (−it)−1/2ez2/ipitθ3(z/t,−1/t)
As emphasized by our recent work [Ramamurti et al., 2018], one can observe that
two statistical sums are related by the Poisson summation formula, in a form
∞∑
n=−∞
f(ω + nP ) =
∞∑
l=−∞
1
P
f˜
(
l
P
)
ei2pilω/P , (15.6)
where f(x) is some function, f˜ is its Fourier transform, and P is the period of
both sums as a function of the “phase” ω. In this particular example the function
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Fig. 15.1 The partition function Z of the rotator as a function of the external Aharonov-Bohm
phase ω (two periods are shown to emphasize its periodicity). The (blue) solid, (red) dashed and
(green) dash-dotted curves are for ΛT = 0.3, 0.5, 1.
is Gaussian, with Fourier transform being a periodic Gaussian: but we will later
encounter examples of the Poisson duality with other functions as well.
The generalization to path integrals defined on other groups can proceed simi-
larly. Schulman [Schulman, 1968] in particularly was interested in the rotation over
the SO(3) group, a manyfold with three Euler angles. Instead of infinitely many
topological classes of paths, in this case there are two classes. The arbitrariness
reduces to the relative sign between them: case plus leads to bosons and minus to
fermions. The interested reader should consult literature on path integrals over Lie
groups: for our purposes the simplest SO(2) (circle) case would be sufficient.
In summary: the rotator serves as an example of path integral on manifolds
which have topologically distinct classes of paths. Lesson number one is that their
ambiguous relative normalization allows to recognize “hidden quantum phase” ω.
Lesson number two is that this is the simplest example in which the Hamiltonian
and Lagrangian ways to calculate the statistical sum lead to differently looking,
although “Poisson dual”, results.
15.2 Monopoles versus instantons in extended supersymmetry
The setting of these studies are in weak coupling g  1 and compactification to
R3 × S1. In the N = 4 theory, the charge does not run and g is simply an input
parameter. In the N = 2 theory, however, the coupling does run, and one needs to
select the circumference of the circle β to be small enough such that the correspond-
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ing frequencies ∼ 2pi/β are large enough to ensure weak coupling. Compactification
of one coordinate to the circle is needed to introduce “holonomies,” gauge invariant
integrals over the circle
∮
dxµA
µ,
∮
dxµC
µ of the electric and magnetic potentials,
respectively. Their values can have nonzero expectation values, which can be viewed
as external parameters given by Aharonov-Bohm fluxes through the circle induced
by fields in extra dimensions. These holonomies will play important role in what
follows. Dorey et al. [Dorey, 2001] call these external parameters ω and σ, respec-
tively. Finally, in order to make the discussion simpler, one assumes the minimal
non-Abelian color group SU(Nc) with the number of colors Nc = 2. This group has
only one single diagonal generator τ3, breaking the color group SU(2)→U(1).
The theories with extended supersymmetry N = 2, 4 have one and six adjoint
scalar fields, respectively. Recall that these two theories also have, respectively,
2 and 4 fermions, so that the balance between bosonic and fermionic degrees of
freedom is perfect. For simplicity, all vacuum expectation values (VEV) of the
scalars, as well as both holonomies are assumed to be in this diagonal direction, so
the scalar VEVs and ω and σ are single-valued parameters without indices. In the
general group SU(Nc), the number of diagonal directions is the Abelian subgroup,
and thus the number of parameters is Nc − 1.
The particle-monopole mass is
M =
(
4pi
g2
)
φ . (15.7)
We will only discuss the N = 4 case, following Dorey and collaborators [Dorey,
2001]. Six scalars and two holonomies can be combined to vacua parameterized by
8 scalars, extended by supersymmetry to 8 chiral supermultiplets. These 8 fermions
have zero modes, describing their binding to monopoles. We will, however, not
discuss any of those in detail.
The SU(2) monopole has four collective coordinates, three of which are related
with translational symmetry and location in space, while the fourth is rotation
around the τ3 color direction,
Ωˆ = exp(iατˆ3/2) . (15.8)
Note that such rotation leaves unchanged the presumed VEVs of the Higgses and
holonomies, as well as the Abelian A3µ ∼ 1/r tails of the monopole solution. Nev-
ertheless, these rotations are meaningful because they do rotate the monopole core
– made up of non-Abelian A1µ, A
2
µ fields – nontrivially. It is this rotation in the
angle α that makes the monopole problem similar to a quantum rotator. As was
explained by Julia and Zee [Julia and Zee, 1975], the corresponding integer angular
momentum is nothing but the electric charge of the rotating monopole, denoted by
q.
Now that we understand the monopoles and their rotated states, one can define
the partition function at certain temperature, which (anticipating the next sections)
December 5, 2018 1:30 WSPC/Book Trim Size for 9.75in x 6.5in all-together
326The Poisson duality between the particle-monopole and the semiclassical (instanton) descriptions
we will call T ≡ 1/β,
Zmono =
∞∑
k=1
∞∑
q=−∞
(
β
g2
)8
k11/2
β3/2M5/2
× exp
(
ikσ − iqω − βkM − βφ
2q2
2kM
)
,
(15.9)
where k is the magnetic charge of the monopole. The derivation can be found in the
original paper, and we only comment that the temperature in the exponent only
appears twice, in the denominators of the mass and the rotation terms, as expected.
The two other terms in the exponent, exp(ikσ − iqω), are the only places where
holonomies appear, as the phases picked up by magnetic and electric charges over
the circle.
Now we derive an alternative 4d version of the theory, in which we will look at
gauge field configurations in all coordinates including the compactified “time coor-
dinate” τ . These objects are versions of instantons, split by a nonzero holonomy
into instanton constituents. Since these gauge field configurations need to be pe-
riodic on the circle, and this condition can be satisfied by paths adding arbitrary
number n of rotations, their actions are
Snmono =
(
4pi
g2
)(
β2|φ|2 + |ω − 2pin|2
) 1
2
, (15.10)
including the contribution from the scalar VEV φ, the electric holonomy ω, and
the winding number of the path n. In the absence of the holonomies, the first term
would be M/T as one would expect.
The partition function then takes the form [Dorey, 2001]
Zinst =
∞∑
k=1
∞∑
n=−∞
(
β
g2
)9
k6
(βM)3
× exp
(
ikσ − βkM − kM
2φ2β
(ω − 2pin)2
)
,
(15.11)
where M = (4piφ/g2), the BPS monopole mass without holonomies; thus the second
term in the exponent is interpreted as just the Boltzmann factor. The “tempera-
ture” appears in the unusual place in the last term (like for the rotator toy model).
The actions of the instantons are large at high-T (small circumference β); the semi-
classical instanton theory works best at high-T .
The Poisson duality relation between these two partition functions, Eqs. (15.9)
and (15.11), was originally pointed out by Dorey and collaborators [Dorey, 2001].
In this book, following [Ramamurti et al., 2018], it was explained earlier using the
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toy model of a quantum rotator. In fact the Poisson duality relation between two
sums is in this case exactly the same.
15.3 Monopole-instanton duality in QCD
The authors of [Ramamurti et al., 2018] went further, performing the Poisson du-
ality transformation over the semiclassical sum over twisted instanton-dyons. The
resulting expression for the semiclassical partition function is
Zinst =
∑
n
e
−
(
4pi
g20
)
|2pin−ω|
(15.12)
It is periodic in the holonomy, as it should be. Note that, unlike in Eq. (15.11), it
has a modulus rather than a square of the corresponding expression in the exponent.
This is due to the fact that the sizes of Ln and their masses are all defined by the
same combination |2pin−ω|T and therefore the moment of inertia Λ ∼ 1/|2pinβ−v|.
Using the general Poisson relation, Eq. (15.6), the Fourier transform of the
corresponding function appearing in the sum in Eq. (15.12) reads
F
(
e−A|x|
)
≡
∫ ∞
−∞
dx ei2piνx−A|x|
=
2A
A2 + (2piν)2
, (15.13)
and therefore the monopole partition function is
Zmono ∼
∞∑
q=−∞
eiqω−S(q) , (15.14)
where
S(q) = log
((
4pi
g20
)2
+ q2
)
≈ 2log
(
4pi
g20
)
+ q2
(
g20
4pi
)2
+ . . . , (15.15)
where the last equality is for q  4pi/g20 .
the resulting partition function can be interpreted as being generated by moving
and rotating monopoles. The results are a bit surprising. First, the action of
a monopole, although still formally large in weak coupling, is only a logarithm
of the semiclassical parameter; these monopoles are therefore quite light. Second
is the issue of monopole rotation. The very presence of an object that admits
rotational states implies that the monopole core is not spherically symmetric. The
Poisson-rewritten partition function has demonstrated that the rotating monopoles
are not the rigid rotators, because their action, Eq. (15.15), depends on the angular
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momentum q and is quadratic only for small values of q. The slow (logarithmic)
increase of the action with q implies that the dyons are in fact shrinking with
increased rotation. In the moment of inertia, this shrinkage is more important than
the growth in the mass, as the size appears quadratically. As strange as it sounds, it
reflects on the corresponding behavior of the instanton-dyons Ln with the increasing
n.
Although such rotations are well known in principle as Julia-Zee dyons with real
electric charge (unlike that of the instanton-dyons, which only exist in the Euclidean
world) and studied in theories with extended supersymmetries, to our knowledge
the existence of multiple rotational states of monopoles has not yet been explored in
monopole-based phenomenology. In particular, one may wonder how the existence
of multiple rotational states affects their Bose-condensation at T < Tc, the basic
mechanism behind the deconfinement transition. The electric charges of the rotating
monopoles should, therefore, also contribute to the jet quenching parameter qˆ and
the viscosity, which was not yet included in literature.
0 2 4 6 8 10 12
T/Tc 
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0.05
0.1
0.15
0.2
0.25
0.3
ρ /
 T3
FIG. 3. ρ(T )/T 3 as a function of T/Tc. Data have been obtained on a 48
3 × Lt lattice, with
variable Lt and at β = 2.75 (first 9 points), and variable β at Lt = 4 (last 10 points).
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 (ρ
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FIG. 4.
√
(ρ(T )/T 3 versus log(T/Tc). The data are the same reported in Fig. 3. The linear
dependence is manifest.
14
Fig. 15.2 The normalized monopole density in SU(2) gauge theory in power -1/2, (ρ/T 3)−1/2
versus log(T/Tc) shows an apparent linear dependence.
15.4 Short summary
Let me start with the main conclusion of this chapter:
Monopoles and instanton-dyons describe the same physics, and pro-
duce the same partition function. They are just so to say Hamiltonian and
Lagrangian (or Minkowskian and Euclidean) approaches. One may call it two the-
ories, but they produce the same answer, and should be used, one or the other,
depending on the problem.
The second important statement of it is:
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In QCD-like theories without adjoint scalars, monopoles are not clas-
sical objects.
While it came with some surprise, the evidences for that where in front of us for
a long time. In particular, it has been demonstrated rather clearly by [D’Alessandro
and D’Elia, 2008] that their density is not power of T , but only a power of its log:
see Fig.15.2 from that paper. It is possible only when their action is
Smono ∼ log(1/g2) ∼ log(log(T ))
.
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Chapter 16
The QCD flux tubes
16.1 History
The story of QCD flux tubes started in 1960’s, prior to the discovery of QCD , with
two important hints.
At the time experimental discoveries of multiple hadronic states were the main
occupation of high energy physics, and discovery and tests of flavor SU(3) sym-
metry was the main focus. It became obvious that mesons and baryons cannot be
“elementary particles”, as they were expected to be earlier. It was pointed out by
[Hagedorn, 1965] that rapid growth of density of states should lead to slow growth of
temperature. In particularly the exponential one ρ(m) ∼ exp(m/TH) would lead to
the “ultimate temperature limit” of hadronic matter, because the partition function
Z =
∫
d3p
(2pi)3
dmρ(m)e(−
√
p2+m2)/T ∼
∫
e
[
m( 1TH
− 1T )
]
dm (16.1)
become divergent at
T → TH (16.2)
Another line of studies were related to hadron-hadron scattering. A phenomeno-
logical breakthrough was discovery that hadron seems to belong to certain Regge
trajectories, like quantum-mechanical bound states in some non-relativistic poten-
tials. It means that there exist some formulae for angular momentum as a function
of energy, producing energy levels when the values are integer. In relativistic no-
tations such expression is written as l = α(m2). Furthermore, it was shown in
many papers1 starting with [Chew and Frautschi, 1962] that the trajectories for
mesons and baryons are approximately linear, and can be approximated by only
two constants
α(t) ≈ α(0) + α′(0)t (16.3)
1 For a recent review on Regge trajectories of light and heavy mesons see [Sonnenschein and
Weissman, 2014].
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the dimensionless “intercept” α(0) and the “slope” α′(0). The expression works not
only for positive t = m2 > 0 but also for t < 0 in scattering. For high energies
s |t| the cross sections have the following form
dσ(s, t)
dt
∼ sα(t)−1 (16.4)
in good agreement with the data. The largest α(t) belongs to the so called“leading”
trajectory called the Pomeron, named after Pomeranchuck. Its α(0) ≈ 1.08 is above
one and therefore all total cross sections grow with s, although in a rather slow pace.
Perhaps the most influential (and the most beautiful) paper of that period was
[Veneziano, 1968] which constructed expression for the amplitude, based on linearity
of the trajectories and possessing a marvelous duality property2 : it can be derived
either as sum of s-channel resonances or t-channel Regge exchanges.
In due time it was realized that straight Regge trajectories and Veneziano am-
plitude indicated that the object under consideration is basically a rotating string.
This development has lead to important historic point, the birth3 of the string
theory.
Of course, the QCD strings are not point-like but some complicated gluonic
finite-size objects, with certain properties and structure we are going to discuss
in this chapter. This was not tolerated by purists among string theorists, and a
bifurcation happened, namely most of them proceeded to study theories of some
idealized fundamental pointlike strings, not intimidated by the serious obstacles.
(One of them was that for that one needed to quit our 4-dimensional space-time
and go into much larger number of dimensions, D=26.) Fortunately, many years
later, with the advent of AdS/CFT duality, it became possible to re-unite the
two theories together, describing the QCD strings as holograms of the pointlike
fundamental strings in higher dimensions. We will return to this point in section
16.7.
Dramatic events of 1970’s included not only the discovery of QCD, but also
experimental discoveries of heavy c, b quarks and quarkonia states. It soon became
apparent that the potential needed to explain them was linear, V (r) ∼ r, and thus
the QCD strings got another name, the confining flux tubes. By the end of 1970’s
numerical studies of the non-Abelian fields on the lattice have developed to the
point that it was possible [Creutz, 1980] to relate the Yang-Mills Lagrangian and
asymptotic freedom to the string tension.
2Perhaps the first time such notion was explicitly demonstrated, the same answer followed from
two entirely different and seemingly unrelated derivations. Before this work the phenomenologists
were inclined to sum these contribution together, but Veneziano formula elucidated that it was
a double counting.
3As a birthmark, proving the connection, note that modern string theorists still call the string
scale α′.
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16.2 The confining flux tubes on the lattice vs the “dual Higgs”
model
Permanent confinement of color-electric charges (or “confinement”, for short) is the
most famous non-perturbative feature of the gauge theories. The Lagrangian of
QCD-like gauge theories is similar to that of QED, with massless photons substi-
tuted by massless gluons, and massive electrons by (very light, or even massless)
quarks. There are multiple definition of the term itself, e.g. the statement that no
object with a color charge can appear in physical spectrum4.
There is perhaps no need to remind the reader the general setting of the lattice
gauge theory, or any technical details about it. Most physicists trust that the
limit of vanishing lattice spacing a → 0 is taken correctly, since, starting from the
pioneering work [Creutz, 1980], it was many times demonstrated that the string
tension (and other relevant quantities) do scale in correspondence with the correct
renormalization group prescription, and are thus physical.
What was observed on the lattice,for pure gauge theories, was that the electric
flux from a color charge is not distributed radially outward, as in electrodynamics,
but instead, being expelled from the QCD vacuum, is confined into a flux tube
between the charges. At large distances, the leading contribution to the static
and heavy quark-antiquark potential V0(r) in pure Yang-Mills theory is the famous
linear potential
V0(r) = σT r (16.5)
with σT as the fundamental string tension, the energy per length. Its numerical
value (in QCD with physical quarks) is
σT ≈ (420MeV )2 ≈ 1 GeV/fm (16.6)
also served5 as the definition of absolute units in any confining theory.
Fig.16.1 (displaying the result of lattice simulations summarized in the review
[Bali, 1998]) shows distribution of the electric field (left) along the flux tube, and
magnetic current (right) in a transverse plane. So, in numerical simulations of the
gauge fields, not only the flux tube with the longitudinal electric field is clearly seen,
as well as the stabilizing “coil” around it. Its physical origin we will discuss later
in the chapter, in section 16.4.
4There is a pending million dollar prize offered for a mathematical proof that pure gauge theory
has a finite mass gap. Physicists are already sure that it is the case, beyond any reasonable
doubt. Billions of high energy collisions of hadrons and nuclei (we already briefly discussed
above) observed produced large number of secondaries, and none of them ever was a quark or a
gluon. The formal limits on that are so small that there is no sense to even mention them.
5 Recall that in QCD with light quarks this behavior is only valid till some distance due to screening
by light quarks in the form of two heavy-light mesons. So now lattice units are usually set via
location of a point at which the potential times the distance take some prescribed value.
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Fig. 16.1 Lattice data on distribution of the electric field strength (left) and the magnetic current
(right), for two static quark-antiquark external sources.The profile of the electric field is shown by
squares , where lines are just fits.
The “dual superconductor” idea has been mentioned many times above, and
need not to be repeated here. The specific relation between the QCD flux tubes,
and their dual flux tubes in superconductors has been pointed out in [Nielsen and
Olesen, 1973]. At this point one would like to test whether the duality relation
between them is really quantitative. More specifically, let us test whether the shape
of the confining flux tubes can indeed be described by the same generic effective
model, the Ginzburg-Landau theory6 as the magnetic flux tubes in superconductors.
There is no need to describe here the Ginzburg-Landau theory in detail: it is
enough to say that its expression for the effective free energy (analog of the action)
includes Abelian QED gauge field and a charged scalar described by complex field
φ, representing condensate of Cooper pairs7.
The key Maxwell equation we will focus on is8
~∇× ~B = ~j
It tells us that Abrikosov flux tube solution, with nonzero magnetic field B inside
the tube and zero outside needs a “coil” with current, confining the field inside.
The current is the gradient of the scalar’s phase. In the dual case we discuss, one
should substitute
~B → ~E, ~j → ~jmagnetic
6Let me remind that when Ginzburg-Landau paper was written, the physical nature of electric
object which makes the condensate was also unknown: they argues for the form of effective action
on general grounds.
7There was an instructive story about the charge of φ. The GL paper was written well before
the microscopic BCS theory of superconductivity. Ginzburg initially put some “effective charge”
eeff but Landau objected, saying that if the charge be dependent on matter parameters, like
temperature, it would spoil gauge invariance of electrodynamics, and so they put e, the electron
charge. After BCS it became clear that the charge must indeed be fixed, but not to one but 2e.
8A reminder: we are looking for a static solutions only, so time derivative of ~E in it is omitted.
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Fig. 16.2 (left) Transverse profile of the electric field and the condensate. (right) The transverse
distribution of the magnetic current. The points in both are lattice data, and the lines are fits
using Abrikosov’s flux tube solution of the Ginzburg-Landau equations.
and φ representing the (magnetically charged) monopole condensate.
The curl of E is shown in Fig.16.2(right) coincides well with the separately mea-
sured magnetic current k from monopole motion. So, at least the second equation
– basically dual Maxwell equation – is indeed satisfied. With some accuracy, also
the first equation is satisfied, and f(x) shown in Fig.16.2(left) is the radial profile
of the condensate observed on the lattice. Note in particular, that like in the su-
perconductors, the “dual Higgs” scalar field vanishes at the center. The resulting
parameters for two basic lengths, in “physical units” obtained fixing lattice scale to
physical σ, are
λ = 0.15± 0.02 fm, ξ = 0.251± 0.032 fm, κ = λ
ξ
= .59± 0.14 < 1√
2
(16.7)
Recall that the so called Ginzburg-Landau ratio of them is smaller than the critical
value (shown at the end of the previous equation). This implies that the QCD
vacuum (we live in) is the dual superconductor of type I 9
Rather extensive calculations of the static potential, at large and also finite r,
were performed in the framework of the “dual Higgs model”, see review [Baker et al.,
1991]. We will not reproduce here the results, but just provide few comments:
Comment 1: In this and subsequent works not only the static classical linear
potential is described, but also the velocity-dependent relativistic corrections, ulti-
mately rather successfully compared to phenomenological relativistic terms derived
from the quarkonia spectra. Later Baker and collaborators had also calculated the
Regge trajectories, see [Baker and Steinke, 2002].
9 Those who are not convinced by not-too-impressive accuracy of this numerical statement, may
wander if there are more direct manifestation of it. We will return to the issue of flux tube
interaction in section on multi-string systems.
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Comment 2: Generally speaking, the “dual Higgs models” constitute quite in-
teresting examples of “an effective magnetic theory” approach. Not only the scalar
fields in them are magnetically charged– describing the BEC of monopoles, but the
gauge field itself is also treated using the dual potential rather than the usual Aµ.
A specific form of the model is motivated and defined in [Baker et al., 1991].
As an example of further progress in lattice technology, let me mention [Yanag-
ihara et al., 2018] in which the flux tube has been studied from the point of view
of the underlying stress tensor. The QCD operator of the stress tensor is of course
well known, but for many years its direct evaluation has been blocked by very large
statistical noise. In the paper under consideration the authors used the gradient
flow smoothening procedure, appended by additional extrapolation back to zero
value of the gradient flow time. The authors have demonstrated that the procedure
is consistent with lattice studies of the equation of state, for example their 〈T 00(T )〉
agrees with the energy density, 〈T 11(T )〉 agrees with pressure, etc.
Needless to say, in order to study the properties of the flux tube, one needs
sufficient statistical precision to subtract these mean values, present everywhere.
In Fig. 16.3 from this work one can see transverse distribution of the diagonal
components of the stress tensor. Note that the sign of them, as shown, are selected
in such a way, that in pure electric field all four would be the same: this apparently
this is not the case. Yet two transverse pressures, the rr and θθ components, seem
to be always the same.
One other comment is that the energy density at the center of the flux tube, as
read from figs.b and c, is about 6 GeV/fm3. This is very large value. In particular,
it is about two orders of magnitude larger (!) than the value suggested by the early
MIT bag model of 1970’s, which tried to describe flux tube compressed by some
”Bag pressure”. In those days the magnitude of non-perturbative effect were grossly
underestimated.
Fig. 16.3 Mid-plane distribution of various components of the stress tensor, in cylindrical coor-
dinates. Three pictures differ by the value of R, the distance between static quarks.
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16.3 Regge trajectories and rotating strings
Static potentials are not the only place where one can infer existence of the (fun-
damental) flux tubes. Another impressive confirmation comes from hadronic spec-
troscopy.
Quarkonia – the non-relativistic bound state of heavy quark-antiquarks – are
indeed well described by the sum of Coulomb and linear potential. Hadrons made
of light quarks also show a very spectacular confirmation to the idea, that mesons
are basically quark-antiquarks connected by a flux tube, and (at least some) baryons
can be approximated by similar quark-diquark systems, also connected by a flux
tube.
(a) (b) (c) (d)
qc gc1c2 ✏c1c2c3
Fig. 16.4 Various types of Reggeons: (a) rotating q¯q pair, (b) rotating gluon pair (positive C-
parity), (c) three gluons (negative C-parity), (d) rotating baryon junctions
Quantization of such system with a string predicts that such hadrons should
appear in form of Regge trajectories. As it was noticed in 1960’s, excited states of
light mesons and baryons are indeed located on near-linear trajectories, in the total
angular momentum J - squared mass M2. Let me not present historic Chu-Frautchi
plot, but go into relatively recent Fig.16.5 from [Sonnenschein and Weissman, 2014],
in which there are many states and also lines indicating the model we will be
discussing 10. For future reference let me note that all vector trajectories at M2 → 0
go to α(0) ≈ 0.5.
Furthermore, even the hadrons without quarks – the glueballs – can be described
in terms of rotating closed strings, forming another set of Regge trajectories. The
lattice data on spectrosopy of pure gauge theories have, in my view, produced
rather signifiant support to this statement. Since it is much less known, and will be
needed in connection to Pomerons we will discuss later in this chapter, let us see
them, following [Kharzeev et al., 2018]. The corresponding plot for the masses of
glueball with positive charge C parity, taken from the lattice study [Meyer, 2004],
is shown in Fig. 16.6.
10For completeness, let me mention that slope is universal α′ = .884GeV 2, and effective quark
masses (those including the chiral symmetry breaking, not the ones in QCD Lagrangian) are
60, 220, 1500MeV , for light, strange and charm quark, respectively.
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Fig. 16.5 Nine Regge trajectories on inverted (J,M2) Regge plot: top left pi, ρ (pseudoscalars
and vectors with isospin I = 1), top right η, ω (pseudoscalars and vectors with isospin I = 0),
bottom left K∗, φ (vectors with one or two strange quarks), bottom right D,D∗s , J/Ψ (with one
or two charmed quarks).
A comment: Naive approach to rotating closed string states suggests that the
string tension should be doubled, (two strings rather than one), or that the slope of
C-even glueballs Regge trajectories should be a half of that in mesons . Yet, as seen
from these plots, the mesonic α′ = 0.88GeV −2 and the glueball slope (calculated
from J=0 and J=3) is α′C=1 = 0.36GeV
−2, so this ratio is 2.4 rather than 2. What
it implies is that the two strings must not be independent but interacting with each
other. For C = −1 plot one again finds that in three pairs the slope is the same,
α′C=−1 = 0.33GeV
−2, not far from the other glueballs. Does it mean that,like
baryons, the 3-gluon states are not Y -shaped, but 1+2 gluon type? Perhaps. To
my knowledge, nobody had worked it out. Also I am not aware of any calculations
of the odderon slope.
QCD has one more mysterious colored gluonic object, the baryonic junction. In
case of Nc colors it connects together Nc flux tubes with all colors. Its algebraic
structure is antisymmetric c1,c2...cNc .
One place where it can appear is in the so called Y-shape baryons, with three
strings joint at the junction at the center. Rotation of it should then lead to Regge
trajectories with slope 1/3 of the usual, as there are three strings involved. However,
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Fig. 16.6 Glueballs with positive charge parity C = 1 (left) and negative C = −1 (right) on
Regge plots, their angular momentum J versus their squared mass M2(GeV)2. The two upper
(blue) points and lines are for the negative spatial parity P = −1 gluballs, and the lower (red)
ones are for the P = +1. The lines are the (hypothetical) Regge trajectories.
Regge trajectories and other theoretical studies had convincingly shown that at least
nucleon-like baryons are not of this type, having quark-diquark structure instead
and standard single slope, the same as mesons have.
Another use11 of baryonic junctions appeared in hadronic (e.g. pp) collisions in
which “stopped baryons” are observed far from the beam rapidity, for example near
the center of mass energy (where colliders have best detection capabilities). Effec-
tive Regge diagram for this process must include “the junction Reggeon” (nobody
proposed any name for it so far) with (unknown to me) intercept and the slope close
to 1/3 of the usual one. I am not aware of any resonance or state attributed to this
trajectory.
In summary: confining (fundamental) flux tubes have been seen and studied
on the lattice, and they also have strong support via hadronic spectroscopy and
reactions. Their properties are in agreement with predictions based on the dual
Higgs models.
16.4 Flux tubes and finite temperatures: the role of monopoles
In this section we extend our discussion of the flux tubes to QCD at finite tempera-
tures. A general expectation – based on analogy to superconductors – is that they
exist in the confining phase T < Tc and disappear above it. However, as we will
see shortly, the situation turned out to be posessing unexpected and rather peculiar
11This paragraph is based on [Kharzeev, 1996] and recent private communication from D.Kharzeev,
who is working on so far unpublished paper on this issue.
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features, not present in the case of superconductors.
At finite temperatures the natural quantity to calculate, for the observed flux
tubes between static charges, is the free energy. It can be written as
F (r, T ) = V (r, T )− TS(r, T ), S(r, T ) = ∂F (r, T )
∂T
(16.8)
where S(r, T ) is the entropy associated with the pair of static quarks. Since it can
be calculated from the free energy itself, as indicated in the r.h.s., one can subtract
it and plot also the potential energy V (r). The derivatives over r of both potentials
– the force – is what we call the string tension.
The lattice calculations have shown that in certain range of r the tension is
constant (the potential is approximately linear in r). We do not show this but pro-
ceed directly to the temperature dependence of the two resulting tensions, shown in
Fig.16.7(left) (based on lattice calculations by the Bielefeld-BNL group, see [Kacz-
marek and Zantow, 2005] and earlier works mentioned there).
The tension of the free energy shows the expected behavior: σF (T ) vanishes as
T → Tc. But the tension of the potential energy σV (T ) shows drastically different
behavior, with large maximum at Tc, and non-zero value above it. This unexpected
behavior was hidden in σF (T ), studied in many previous works, because in it a large
energy and a large entropy cancel each other.
The explanation to this effect has been proposed by [Liao and Shuryak, 2010],
which we will here follow. But before we follow this particular explanation, related
with monopoles, let us make some general comments:
Comment 1: A large entropy implies exponentially large exp
[
S(T, r)
]
number
of states, associated with static quark pair. Furthermore, the nonzero tension –
derivative over r – mean that such states are not concentrated at the string’s end,
but are also distributed along the string. What can the physical origin of those
states be?
Comment 2: A nonzero tension σV (r) at T > Tc implies the existence of flux
tubes above Tc.
Comment 3: The free energy, by its nature, corresponds to physical conditions
of complete thermal equilibrium, which can only be reached at long time. If the
time is limited – for example if color dipole is only created for a finite time, or in
other situations with moving (non-static) charges, there would be deviations from
equilibrium, and therefore cancellations between energy and entropy may be only
partial.
Comment 4: Therefore, the effective potentials for quarkonia, which have non-
relativistic but still non-static heavy quarks, should be somewhat intermediate be-
tween F (r) and V (r). [Liao and Shuryak, 2010] discussed a setting in which heavy
quark and antiquark slowly move away from each other with some velocity v, and
argue that the entropy production can be calculated using Landau-Zener theory of
level crossings, used originally for description of bi-atomic molecules. This theory
describes how the resulting population of both crossed levels depends on v.
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Now let us proceed to the dynamical explanation proposed by [Liao and Shuryak,
2010]. Its main point is that the “dual superconductor” picture is not sufficient:
one should also recognize the existence of uncondenced (or “normal”) component12
of the monopole density.
Liao and myself argued [Liao and Shuryak, 2010] that electric flux tubes can
be (mechanically) stable even without the “dual superconductor”, or BEC of
monopoles. Indeed presence of magnetic flux tubes in various plasmas are well
known: 13. The difference between such flux tubes, at T > Tc, and the one due to
“dual superconductor” at T < Tc is that in the latter case the “coil” includes non-
dissipative supercurrent, making them permanently stable, while the latter ones
have Ohmic losses and are therefore metastable.
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Fig. 16.7 Left: Free (red rhombs) energy F (r) and potential (blue squares) energy V (r), at Tc,
compared to the zero temperature potential (black line). Right: Effective string tension for the
free and the internal energy.
Using elliptic coordinates, [Liao and Shuryak, 2010] had derived a solution for
the electric field in the monopole plasma, even for finite distance between the quark
charges, reproducing the potential from Coulomb-like behavior at small distances
to long flux tubes at large. We will not give any details here, and only note that
because at high T the monopole density drops rapidly at T > 1.5Tc, and thus the
metastable flux tubes do not exist there.
Finally, let me add some comments about more recent lattice study of the flux
tubes at finite temperature [Cea et al., 2018]. Using certain smoothening procedure,
the shape of the longitudinal electric field as a function of transverse coordinate
12Note that in the BCS superconductors there are no “uncondences” Cooper pairs.
13 In fact, in a good telescope one can directly see hundreds of them in solar corona! Bunches of
flux tubes compose the black spots on the Sun made famous by observations by Galileo, who
used them to discover solar rotation. The Pope of the time interpreted black spots on the Sun
as allegory criticizing him personally, and initiated trials ended in Galileo home-arrests.
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is measured, for a number of temperatures, for pure gauge SU(3) theory and for
QCD with realistic quark masses. In Fig.16.8 we show some of their results. Note
that this theory has the first order transition, seen as a jump in the field strength.
And yet, the overall flux tube shape persists, in the pictures of the electric field,
approximately till T = 1.5Tc. These observations support the idea that the flux
tubes do exists in the QGP, in spite of absence of the “the dual superconductor”
there.
Fig. 16.8 The longitudinal electric field as a function of transverse coordinate is measured, for
a number of temperatures, for pure gauge SU(3) theory, from [Cea et al., 2018].
16.5 Effective string theory (EST) versus precise lattice data
This section starts with a pedagogical introduction, introducing classical string
solutions and explaining elements of string quantization, and then jumps to a brief
review of the current status of EST, in connection with empirical and lattice data.
A particle moving in D space-time dimensions can be described by its path
Xµ(τ) with proper time τ and µ = 1..D. Similarly, a string moving in D space-
time dimensions is described by coordinates Xµ(τ, σ) with two internal coordinates,
time-like τ and space-like σ. The simplest geometrical Nambu-Goto action is simply
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the area of the corresponding “membrane” times the tension
SNG = −σT
∫
dτdσ
√−h, hαβ = ηµν∂αXµ∂βXν (16.9)
where ηµν is called the external metric, assumed for now just flat Minkowski metric,
hα, β, α, beta = 1, 2 is the internal metric of worldsheet. The area element include
the 2*2 determinant of it, h = det(hαβ). We will also use a dot for derivative in
τ and a prime for derivative in σ, e.g. X˙µ, X ′µ. If the endpoints are massive, the
following “particle” term is added to the action
Sends = −m
∫
dτ
√
−X˙2 (16.10)
(For simplicity we assume both masses to be the same m.)
Classical equation of motion for the string is
∂α
(√−hhαβ∂βXµ) = 0 (16.11)
and the boundary conditions should be
σT
√−h∂σXµ ±m∂τ
( X˙µ√
−X˙2
)
= 0 (16.12)
It may look complicated, but we will not study complicated string dynamics. The
most straightforward rotating string configuration is given by
X0 = τ,X1 = σcos(ωτ), X2 = σsin(ωτ) (16.13)
solves the string equation of motion. The boundary condition takes the form
σT
√
1− ω2l2 = mω
2l√
1− ω2l2 (16.14)
which has the obvious meaning, l is half of string length. Using standard Noether
procedure to calculate the energy and angular momentum, and substituting this
solution into them, one gets
E =
2m√
1− ω2l2 + σT
∫ l
−l
dσ√
1− ω2σ2 (16.15)
J =
2mωl2√
1− ω2l2 + σTω
∫ l
−l
dσσ2√
1− ω2σ2 (16.16)
Using simpler notation v ≡ ωl, the velocity of the string ends, and performing the
integrals one gets the following rather intuitive results
E =
2m√
1− v2 + 2σT l
arcsin(v)
v
(16.17)
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J =
2mvl√
1− v2 + σT l
2
(arcsin(v)− v√1− v2
v2
)
(16.18)
the length 2l can be substituted from the boundary condition σT l = mv
2/(1− v2),
and one has the resulting Regge trajectory, in a parametric form. How well it
describes the mesons one can see in [Sonnenschein and Weissman, 2014], let us just
mention the case of light quarks, small m and v close to 1. Expanding the function
in the r.h.s. one has then the linear Regge trajectory with corrections
J = α′E2
(
1− 8
√
pi
3
(
m
E
)3/2 + ...
)
(16.19)
where we also use the standard relation between the string tension σT and the Regge
slope is
α′ ≡ 1
2piσT
(16.20)
Quantization of the problem must include not only quantum motion of masses,
but also that of the string, and it is not simple at all14. People obviously did first
the case in which string ends are fixed. For the Nambu-Goto action one can solve
this problem and obtain string energy including quantum string vibrations [Arvis,
1983]
E(r) = σT r
√
1− pi
6
1
σT r2
(16.21)
which appends the classical linear potential by a quantum factor close to one at
large r, but generating certain expansion in powers of 1/σT r
2.
For Regge trajectories transition from classical to quantum results are more
involved in general, but for massless endpoints it can be done by the following
additive substitution
J = α′E2 → J + n− a = α′E2
where n is the quantum number for radial excitations and a is the “quantum addition
to the intercept” 15. Note how elegantly two quantum numbers for orbital and
radial excitations – J and n – appear together. In a Chew-Frautschi plot J(M2)
various integer values of n generate “daughter” trajectories, which are simply shifted
downward from the “parents” by one or more units. We will not discuss them, but
14 String quantization is a complicated topic going well beyond this course. Unless one deals
with the so called critical dimension of space-time D = 26 for bosonic string, certain anomalies
appear. Their cancellation is possible via complicated addition to string Lagrangian. To my
knowledge, it is not important issue for stationary string, but appear e.g. for rotating one,
dealed with by Sonnenshein and collaborators. For stringy Pomeron solution to be discussed
below it is not yet resolved, to my knowledge.
15In [Hellerman and Swanson, 2015] it was shown, using very general assumptions, that for massless
endpoints a = 1.
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just mention that those predict correctly certain observed mesons and baryons as
well.
As a parting comment, let us note that masses at the string ends can be viewed
holographically, as just extra piece of a string, reaching in the 5-th dimension to
the “flavor brane”. For a review on holography-inspired stringy hadrons see [Son-
nenschein, 2017] .
Now we have completed the pedagogical part introducing stringy potentials and
Regge trajectories in their simplest form. Now we will address much more difficult
questions related with real-life QCD strings. Those are complicated extended ob-
jects, and one has no general reasons to assume that they simply follow Nambu-Goto
geometric action. Twisting of a string may cause extra energy: therefore higher or-
der terms may appear in the effective string action. Let us briefly summarize what
is known about them at this time.
Long strings are described uniquely by the expanded form of the Nambu-Goto
action
S = −σT
∫
M
d2x (1 + ∂αX
i∂αXi) (16.22)
The integration is over the world-volume of the string M with embedded coordinates
Xi in D-dimensions. The first contribution is the area of the world-sheet, and the
second contribution captures the fluctuations of the world-sheet in leading order in
the derivatives.
Since the QCD string is extended and therefore not fundamental, its descrip-
tion in terms of an action is “effective” in the generic sense, organized in increasing
derivative contributions each with new coefficients. These contributions are gener-
ically split into bulk M and boundary ∂M terms. The former add pairs of deriva-
tives to the Polyakov action. The first of such contribution in the gauge (fixed as
in (16.22)) was proposed by Polyakov [Polyakov, 1986]
+
1
κ
∫
d2x
(
˙˙Xµ ˙˙Xµ + 2X˙
′µX˙ ′µ +X
′′µX ′′µ
)
(16.23)
which is seen to be conformal with the dimensionless extrinsic curvature. Higher
derivative contributions are restricted by Lorentz (rotational in Euclidean time)
symmetry. The boundary contributions are also restricted by symmetry. The lead-
ing contribution is a constant µ, plus higher derivatives. We will only consider the
so-called b2 contribution with specifically
Sb =
∫
∂M
d2x
(
µ+ b2 (∂0∂1X
i)2
)
(16.24)
All the terms in (16.22-16.24) contribute to the static potential (16.5). The first
contribution stems from the string vibrations as described in the quadratic term
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(16.22),
σT r
(
1 +
V0
σT r2
)
(16.25)
It is Luscher universal term with V0 = −pi/12 in 4-dimensions. Using string du-
alities, [Luscher and Weisz, 2004] have shown that also the next two terms are
universal (true for any string action)
σT r
(
1 +
V0
σT r2
− 1
8
(
V0
σT r2
)2)
(16.26)
Note that these contributions are the two terms of quantum string contributions re-
summed [Arvis, 1983] mentioned above, so they also follow from the Nambu-Goto
action, as of course they should. But the next terms can be modified. For further
discussion of the static QQ¯ potential stemming from the EST we refer to [Aharony
and Klinghoffer, 2010].
Summarizing: quantum and boundary corrections to the potential, at large r to
order 1/r4, has the form
V (r) ≈ σT r − µ− piD⊥
24r
− pi
2
2σr3
(
D⊥
24
)2
+
b˜2
r4
+ ... (16.27)
The third and fourth contributions in (16.27) are Luscher and Luscher-Weisz uni-
versal terms in arbitrary dimensions, both reproduced by expanding Arvis poten-
tial; see [Petrov and Ryutin, 2015] for a related discussion of the role of Luscher
terms in the Pomeron structure. The last contribution is induced by the derivative-
dependent string boundary contribution (16.24).
Comment 0: even if the string ends are constant in external space, they still
may depend on the 2-dimensional coordinates on the worldvolume of a vibrating
string.
Comment 1: The number of transverse dimensions D⊥ = D − 2 is 2, if string
vibrations occur in the usual D = 4 space-time. However, in holography D =
5, D⊥ = 3. An extra vibration can be physically viewed as radial string excitation,
as we will discuss in section 16.7.
Comment 2: The µ term receives both perturbative and non-perturbative
contributions. The former are UV sensitive and in dimensional regularization
renormalize to zero, as we assume throughout. The latter are not accounted
for in the conformal Nambu-Goto string, but arise from the extrinsic curvature
term (16.24) in the form [Hidaka and Pisarski, 2009; Qian and Zahed, 2015;
?].
D⊥
4
√
σκ→ µ (16.28)
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Note that this contribution amounts to a negative boundary mass term in (16.24),
and vanishes for D = 4 spacetime-dimensions. It is finite for D⊥ > 2 in the
holographic AdS/QCD approach.
We will not discuss the extensive holographic studies of the EST and related
potential [Aharony and Klinghoffer, 2010], but proceed to lattice simulations of the
heavy-quark potential. These studies have now reached a high degree of precision,
shedding light on the relevance and limitation of the string description. In a recent
investigation by Brandt [Brandt, 2017] considerable accuracy was obtained for the
potential at zero temperature and for pure gauge SU(2) and SU(3) theories. As
can be seen from Fig. 3 in [Brandt, 2017], the inter-quark potential is described to
an accuracy of one-per-mille, clearly showing that both Luscher’s universal terms,
1/r, 1/r3 are correctly reproduced by the numerical simulations. Indeed, for r/r0 >
1.5 (or r > 0.75 fm for Sommer’s parameter r0 = 0.5 fm) these two contributions
describe the potential extremely well.
Expanding further to order 1/r5, or keeping the complete square root in Arvis
potential, would not improve the agreement with the lattice potential, since the
measured potential turns up and opposite to the expansion. Brandt lattice simula-
tions [Brandt, 2017] have convincingly demonstrated that the next correction is of
order 1/r4 with the opposite sign. The extracted contribution fixes the b2 coefficient
in (16.27) as
b˜2 = −pi
3D⊥
60
b2 (16.29)
with the numerically fitted values
b
SU(2)
2 σ
3/2
T = −0.0257(3)(38)(17)(3)
b
SU(3)
2 σ
3/2
T = −0.0187(2)(13)(4)(2) (16.30)
(for the details and explanation regarding the procedure and meaning of the errors
we refer to [Brandt, 2017]). Note that the overall contribution of this term to the
potential is positive.
In summary: according to modern lattice studies, at r ≈ r0 = 0.5 fm the
static potential contains a wiggle, visible however only with a good magnifying
glass since its relative magnitude is 10−3. Above this point EST describes the
potential accurately, with 4 terms of the expansion defined.
Applications of QCD strings in general (and EST in particular) include not only
(i) the static potential (the Wilson loop), but, via certain duality transformation,
also two more important applications:
(ii) the correlator of two Polyakov lines at finite temperatures;
(iii) the “stringy Pomeron”, or the tube-like stringy instanton describing amplitude
of the elastic hadron-hadron scattering at high energies.
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Basically, all three applications stem from description of a rectangular piece of
stringy membrane. Therefore any progress in understanding of (i) thus induces some
progress in (ii) and (iii) as well. We will briefly describe those for (iii), following
[Kharzeev et al., 2018], in the next section.
16.6 The stringy Pomeron
Let us start this section with a general motivation, explaining why I decided go into
the subject of hadron scattering and Pomerons, in spite of its apparent complexity.
Basically, there are two motivations. One is that hadronic scattering amplitudes
depend on properties of QCD strings exponentially. At large impact parameter b
(exceeding the r.m.s. hadronic sizes), the stringy configuration produced must be
virtual, instanton-like, so that the amplitude has a tunneling form ∼ exp(−Scl) ∼
exp(−b2). It is indeed confirmed by the experimental data at large b. Furthermore,
the experimentally observed peripheral collisions reach16 b as large as 2 fm, which
means there are string lengths larger than what we study in quarkonia or Regions.
The second motivation is that, put in the exponent, even relatively small quantum
corrections can be seen more clearly.
One of the specific important issues of the field is whether one would be able
to locate a transition between the perturbative regime at small b and “stringy one”
at large b. We have shown above that in static potentials the transition is now
detected: similar study is badly needed as a funciton of t or b.
The Pomeron can be defined as the non − positive t (zero or negative near-
zero mass squared) object located at the leading (highest α(t) ) Regge trajectory.
It has the vacuum quantum number, which means nothing17 is transfered from
one beam to another. The universal behavior of all hadronic elastic amplitudes
at large s ∼ sα(t)−1 In Fig.16.6 we already presented current data on the glueball
spectroscopy, and located this trajectory, containing J = 2, 4, 6 lowest mass states.
Phenomenologically, the Pomeron intercept α(t = 0) ≈ 1.0818.
The Regge calculus, with Reggeon exchange diagrams, have been created in
phenomenologically in 1960’s, mostly by Pomeranchuck, Gribov and Veneziano.
With the development of pQCD it has been derived from resummation of ladder
diagrams, descibing multiple production of gluons. The so called BFKL Pomeron
16At very small scattering angles or t, electromagnetic Coulomb forces dominate the strong inter-
actions.
17The Regge trajectory with e.g. the pion has isospin, and thus can be studied via isospin transfer
reactions like pn→ np.
18 High sensitivity to the Pomeron parameters can be illustrated by the fact that that this small
deviation from 1 is the reason why all cross section slowly grow with s. This “small effect” is
in fact responsible for about doubled NN cross section, between the collision energies used in
1960’s and today.
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[Kuraev et al., 1976] collects collinear logarithms and produce power of s known as
the BFKL Pomeron intersept
αBFKL = 1 +
g2Nc
pi2
ln 2 (16.31)
The Pomeron slope, as dimensional quantity, cannot of course occur in pQCD.
There is ongoing debate about both the experimental observation of the Odd-
eron, the C-odd exchange which would make a difference between the pp and p¯p
elastic amplitudes, and the pQCD predictions for its trajectory. It is supposed to
be calculated from the bound state of three Reggeized gluons: some studies put its
intercept at α(0) < 1, some exactly at α(0) = 1.
Let us now introduce the semi-classical stringy Pomeron. It originates from the
paper [Basar et al., 2012] and thus will be called the BKYZ Pomeron. Using the
instanton method and stringy Lagrangian, these authors had calculated the forward
scattering amplitude between two small dipoles relativistically moving relative to
each other.
In order to explain the stringy Pomeron, let me first take a detour and consider
related classic problem of the e+ e− pair production in constant electric field. It is
widely known as the Schwinger process, as he solved it in detail in 1950’s. However
we will not discuss neither the Schwinger paper, nor even earlier Heisenberg-Euler
paper, but much earlier semiclassical work [Sauter, 1931] from 1931 (well before
anyone else).
The EOM of a charge relativistically moving in constant electric field is a classic
problem which everybody had encounter in E/M classes. Writing it in a form
dp
dt
=
d
dt
( v√
1− v2
)
=
eE
m
≡ a (16.32)
one finds the solution
v(t) =
at√
1− a2t2 , x(t) =
1
a
(√
1 + a2t2 − 1) (16.33)
(check small and large time limits).
Transformation into Euclidean time τ = it of the trajectory yields
xE(τ) =
1
a
(√
1− a2τ2 − 1) (16.34)
and between τ = −1/a and τ = 1/a it describes the Euclidean path in shape of the
semicircle. This should not surprise us: in Euclidean world time is no different from
other coordinates, and electric field G01 is no different from the magnetic ones, so
in the 0-1 plane the paths are circles, like they are in all other planes.
The physical meaning of the semicircle is as follows: it describes tunneling
through the “mass gap” in the spectrum of states: there are no states between
E = −
√
p2 +m2 and E =
√
p2 +m2 with real momentum p, but on the Euclidean
path we found the momentum is imaginary.
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Fig. 16.9 The dipole-dipole scattering due to closed string exchange. The impact parameter b
is the transverse distance between two colliding dipoles. Reclined by angles ±θ/2 dipole paths
will become colliding after the result is transferred to Minkowski kinematics via θ → iy where y
is relative rapidity.
Calculating the action S =
∫
(−mds− eExdt) one gets the Euclidean version of
it for the semicircle SE = pim
2/2eE. The semiclassical probability (square of the
amplitude) of the pair production is then
P ∼ e−2SE ∼ e−pim2/eE (16.35)
In QCD problem we want to solve there are two colliding dipoles, each having
a flux tube in between two charges. If each of them produces q¯q pair, one notice
that quarks are under constant tension force, so the problem is analogous to that
just considered. The probability to create two quark pair (and split each dipole
into two) would corresponds to trajectories of quarks making two circles, on the
worldsheet of each dipole.
Now, imagine that, instead of production of massive quarks, we would like to
think of purely stringy process, in which two “circular holes” on the worldsheets
get connected by some “tube-like” configuration connecting the worldsheets of two
dipoles. The setting is sketched in Fig.16.9. Such stringy object with minimal
Euclidean action (area times the tension) is the “stringy instanton” describing tun-
neling between two colliding dipole worldsheets. The semiclassical probability of it
to happen in the forward scattering amplitude will give us the “stringy Pomeron”.
Some introduction to the formal setting of BKYZ paper is perhaps needed. The
starting expression is
i
2s
T (θ, q) =
∫
d2bei(~q⊥
~b)〈(W (−θ/2,−b/2)− 1)(W (θ/2, b/2)− 1)〉 (16.36)
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where q⊥ is the momentum transfer, b is impact parameter and W is the Wilson
loop for a dipole
W (θ, b) =
1
Nc
Tr
(
Pexp(ig
∮
dxA)
)
For clarity, the authors start in perturbation theory and calculate this amplitude
due to two-gluon exchange
T (θ, b) ≈ N
2
c − 1
32pi2N2c
(ga
b
)4
cotan2(θ)
with a being the dipole size. Minkowski analytic continuation is done via θ → iy
where y is relative rapidity of the dipoles. Note that the scattering profile (its
b-dependence) is power-like and can be obtained just by dimensional argument:
pQCD, lacking any dimensionful quantities, cannot give anything else.
The effective string theory has a parameter σT b
2, which, as we will see, will
appear in the action and then in the scattering profile.
The classical solution itself is obtained with simplified Polyakov form of the
action
S =
σT
2
∫ T
0
dτ
∫ 1
0
dσ(X˙µX˙µ +X
′µX ′µ)
The length of the tube is obviously the impact parameter between the two dipoles
(protons) b, assumed to be large. The circumference of the tube is β = 2pib/χ
where the quantity in denominator represents the collision energy χ = log(s/s0),
s = (p1 + p2)
2 is the Mandelstam invariant related to the collision energy. χ can
also be viewed as the rapidity difference between the two colliding beams.
The product bβ is the tube area, which, times the string tension σT , gives the
action of stringy instanton (presumed large for semiclassical setting to be valid).
One can map the two problems – static potential and the Pomeron – to each
other, as discussed in the Appendix of [Shuryak and Zahed, 2018]. It is done via
some duality relation, by exchanging time and space. One also needs to add another
mirror image of a potential, to match the boundary conditions, which explains
appearance of factor 2 below. In this case the two partition functions of the string
and its excitations become identical. The explicit transformation is
2b↔ ~
T
, β ↔ 2r (16.37)
Assuming the correspondence between the potential and the Pomeron is exact we
can map the potential (16.27) onto the Pomeron scattering amplitude in in impact
parameter space as
A(β, b) ≈ 2isK ≈ 2is e−S(β,b) (16.38)
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with
S(β, b) = σTβb− 2µb− piD⊥
6
b
β
− 8pi
2
σ
b
β3
(
D⊥
24
)2
− 2
5bb˜2
β4
(16.39)
with σ = σT /2 and 2piσT = 1/α
′
R. Now, we can recall the parameters of the
“tube” and set β = 2pib/χ, χ = ln(s/s0)
Following this substitution, one observes that the leading and subleading terms
have very different roles and energy dependence. The leading two contributions
e
χ
D⊥
12 − b
2
4χα′
P (16.40)
give the Pomeron form of the amplitude, with the intercept value
α(0)− 1 = ∆ = D⊥
12
The Gaussian dependence on b is consequence of the famous “Gribov diffusion”,
derived originally in perturbative setting, due to random emission of gluons in
ladder diagrams. In fact strings also follow the same “diffusive law”
b2 ∼ χ = ln
(
s
s0
)
(16.41)
which exists equally for perturbative gluons and strings.
Furthermore, one should recognize that the stringy Pomeron approach exists
in two versions, the flat space and the holographic ones. In the former case the
space has two flat transverse directions D⊥ = 2, while in the latter the string also
propagates in the third and curved dimension. Since Gribov diffusion also takes
place along this coordinate, identified with the “scale” of the incoming dipoles,
the expressions we will use are a bit modified from the standard expressions. One
such effect, derived for the the BKYZ Pomeron is the modification of the Pomeron
intercept due to extra dimension
D⊥
12
→ D⊥
12
(
1− 3(D⊥ − 1)
2
2D⊥
√
λ
)
(16.42)
Here D⊥ = 3 and λ = g2Nc is the ’t Hooft coupling, assumed to be large. In the
range of λ = 20− 40, (16.42) is in the range 0.14-0.18. For the numerical analyses
to follow, we will use for the Pomeron intercept the value αP(0)− 1 = ∆P = 0.18.
(This happens to be not far from the flat space value of 16 = 0.166.)
Experimentally, the Pomeron scattering amplitude exibits both a real and imag-
inary part. The real part can in fact be measured at two locations:
(i) at small t ≈ 0, by observing the interference with the electromagnetic scatter-
ing induced by a photon exchange; (ii) at the location of the diffractive node tnode
where the imaginary part vanishes and the subleading real part gets visible. For
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the interference measurement, the results are expressed in terms of the so called ρ
parameter
ρ =
Re(A(s, t = 0))
Im(A(s, t = 0)) (16.43)
The TOTEM data [Antchev et al., 2016] give
ρ(
√
s = 8 TeV) = 0.12± 0.03, ρ(√s = 13 TeV) = 0.098± 0.01 (16.44)
The textbook description of the Regge scattering amplitudes relates the
ρ−parameter with the signature factor which for small t is captured by the phase
factor eipi∆P . It is small if ∆P is small, in agreement with data.
A real part of the amplitude may appear in Reggeon calculus because the
Pomeron can be exchange both is s and cross-channel u. In the Euclidean cal-
culation of the scattering amplitude one needs to include two contributions, with
both the Euclidean angle θ as well as pi + θ, representing the u channel. The re-
sulting amplitude, after analytic continuation to Minkowski space and the Fourier-
transforming from the impact parameter, to momentum transfer
√−t, has the form
sα(t) + uα(t).
The main information we have about the profile of the scattering amplitude
can be summarized as follows. One observable is the total cross sectionwith few
datapoints shown in the upper plot of Fig. 16.10. Another important parameter is
the so called slope of the elastic scattering amplitude B
B(t = 0) =
(
−dlnσe
d|t|
)
0
=
1
2
〈b2〉 (16.45)
The corresponding data are shown in the right plot of Fig. 16.10. Both grow with
the collision energy due to the effective growth of the proton size induced by Gribov
diffusion process.
Our last comment is that there is a serious problem with the description via
Pomerons of the pp collisions at LHC energies: at small enough b < bbd the protons
basically are black discs, with probability of scattering very close to unity. Obviously
any structure in the amplitude inside the black disc is unobservable. One can
model it with multi-Pomeron expressions and unitarization of the amplitude, but
inherently there is no accuracy at small b. The only information remaining is the
large-b or small-t slope we discussed above. To go around this difficulty one can
hope to get data on γp collisions from the future Electron-Ion Collider: the photon
coupling to Pomeron is small and no multi-Pomeron processes will be needed.
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Fig. 16.10 The upper plot shows σtot in mb versus the log of the collision energy χ = ln(s/s0).
The left-side (low energy) data points at
√
s = 27, 63 GeV are from the old ISR measurements,
and the three right-side points, for
√
s = 2.76, 7, 8 TeV are from the TOTEM measurements. The
dotted line in the lower plot indicates the contribution of the Reggeons other than the Pomeron
(from the PDG fit.) The right plot shows the elastic slope B (GeV−2). The curves are for model
profiles discussed in our paper
.
16.7 Interaction of QCD strings: lattice, AdS/QCD and experi-
ments
In the “dual superconductor” approach the electric flux tubes are treated as dual to
Abrikosov’s solution for magnetic flux tubes in semiconductors. Depending on the
ratio of the two lengths of the problem, associated with the gauge field and “Higgs”
field masses, their interaction at large distances can be attractive or repulsive. For
superconductors this generates type-I and type-II superconductors. We already
discussed above that QCD vacuum is of the type-I, which means that QCD strings
should attract each other at large distances.
Obviously, one can arrange lattice configuration with four static charges and two
strings, and study their mutual interaction. And indeed, for pure gauge theories
their mutual attraction has been confirmed. However, the situation is different for
pure gauge theories and QCD with the light quarks. In the former case the lightest
hadron is the scalar glueball, with a mass of about m0++ ≈ 1.5GeV . Therefore the
interactions can only be very short-range ∼ exp(−m0++r)/r.
In the real-world QCD the lightest mesons are pions, of mass mpi = 0.138GeV
and its scalar chiral partner σ meson with a mass of about mσ ≈ 0.5GeV , and
therefore much longer-range string-string interactions are possible. The pion is
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isovector, and cannot be emitted by pure glue state, so we are left with sigma19.
In order to understand how QCD vacuum is modified around a string, one
can perform lattice studies, measuring VEVs of various operators around it. For
sigma meson the operator is the isoscalar scalar quark density 〈σ(x)〉 = 〈q¯q(x)〉.
In Fig.16.11 the (normalized to vacuum) value of this VEV is shown as a function
of transverse distance from the string (in lattice units), from [Iritani et al., 2014].
Note that all deviations from 1 – the vacuum value of the quark condensate – is
indeed small, as it is expected to be suppressed by 1/N2c . Even at the string center
the suppression effect is only about 1/5 or so.
Fig. 16.11 The normalized chiral condensate perturbed by a flux tube, as a funciton of the
coordinate transverse to the tube. The lattice data are from [Iritani et al., 2014], the curve is a fit
with the sigma meson 2d propagator described in the text.
The curve at this plot is from [Kalaydzhyan and Shuryak, 2014], it is a fit to the
lattice data by the expression
〈q¯q(x⊥)W 〉
〈W 〉 = 1− CK0(mσx˜⊥) (16.46)
where the regulated transverse distance is defined by x˜2⊥ = x
2
⊥ + s
2
string. The K0
is Bessel function, corresponding to massive scalar propagator in d− 1 = 2 spatial
dimensions normal to the string. The fit parameters used are C = .26, sstring =
19Analogy to NN nuclear forces suggest that one needs to include the isoscalar vector ω meson
as well, as its repulsive force nearly cancel the attractive sigma term. In the application discuss
below we have all kind of string pairs, string-string and string-antistrings, with equal probability,
so one may think in this case the sign-changing vector exchange averages out to zero. Yet in case
of a Pomeron or glueball Reggeons, or the baryon junction Reggeon, we have strong-antistring or
three strings, respectively. Perhaps in this case the omega meson exchanges need to be included.
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.176 fm,mσ = 600MeV . In the string-string interaction the following dimension-
less parameter enters
gNσT =
〈σ〉2C2
4σT
 1 (16.47)
which is of the order of few percents. Thus one finds string ensembles subject to
scalar effective description20.
The final topic in this section, devoted to flux tube interactions, is its experi-
mental aspect. In fact producing a single string is hardly possible: the color field
flux needs to be returned. We have already mentioned that because the Pomeron
can be viewed either as an exchange of a closed string or production of two strings
connecting the colliding hadrons: thus the minimal number of produced strings is
two. But there are occasions in which many more strings are produced21.
Completing the subject of QCD string-string interactions, let us briefly discuss
what such interactions imply for multi-string systems. Collective interaction of an
ensemble of strings were studied by [Kalaydzhyan and Shuryak, 2014] using the
sigma exchange in 1+3 d space time, and in holographic setting by []. In both of
them, the strings were assumed to be stretched in the same longitudinal direction, as
it is the case in not-too-early time in high energy collisions. We call configurations
with many parallel strings a “spaghetti” state.
So, classical string dynamics is restricted to motion the transverse d-1=2 or 3
space, in which strings are just points. The simulations are Molecular dynamics
(MD), or simply solving classical equation of motion of the strings. In Fig.16.12 we
show an example of snapshots at subsequent time: as one can see, the central part of
the multi-string system undergoes clustering resembling the gravitational collapse.
For each configuration one can calculate the value of the quark condensate, modified
according to collective influence of all strings: typically it rapidly develop regions
in which such suppression is about complete. What it means is that there is chiral
20 Another theoretical approach in which string interactions can be studied is based on holographic
models, originating from the AdS/CFT correspondence, of the conformal N=4 supersymmetric
gluodynamics to string theory in AdS5 × S5 10-dimensional space-time. We put some elemen-
tary introduction to it in Appendix. Since these models start with string theories with 10-d
superstrings, the strings are natural point-like objects “in the bulk”. Their ends lead naturally
to fundamental charges on the boundary – that is, in the 4-d manifold where the gauge theory
(and ourselves) are located. While the string shape in curved space is not so simple, its total
energy (static potential) is V (r) ∼ 1/r. Indeed, it is obvious by dimension, because conformal
theories lack any dimensional parameters. The original AdS/CFT correspondence has been gen-
eralized to some “bottom-up” holographic models, collectively known as AdS/QCD: for a review
see [Gursoy and Kiritsis, 2008].
21 For example, when a proton flies through a diameter of a heavy nucleus the mean number of
protons it interacts with at LHC energies is about nAσNN (2RA) ≈ 16 If so, one needs to deal
with at (minimum) 32 strings in such “central pA events”. This number of course returns to two
strings or a single Pomeron for very peripheral pA collisions. The open question is: at which
impact parameters one has to describe the system as a set of strings, and at which all strings
get “collectivized” into a common QGP fireball?
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symmetry restoration at the center of the system, or that multi-string systems
rapidly create a QGP fireball.
Fig. 16.12 Snapshots of multi-string configuration evolution in time, at t = 0.1, 0.5, 1. fm/c. The
string locations (in fm) in the transverse plane are shown by stars, they are assumed to be all
strenched in the same longitudinal direction (not shown).
16.8 String balls
Historically, studies of the self-interacting string balls started in the framework of
fundamental string theory in critical dimensions (26 for bosonic strings and 10 for
superstrings). The theoretical questions discussed were related to the understanding
of the transition from the free strings, via string balls, to black holes.
The main question relevant for this transition is very simple. As we discussed
in the previous section, the interaction between QCD strings is weak, and the same
weak coupling regime is believed to hold for fundamental strings22. So, for a short
string the iselfnteraction is negligible. A very large string (or in fact any large
object), if described by gravity which grows with mass more than any other inter-
action, is subject to gravitational collapse. Therefore, gravity becomes a dominant
force, and sufficiently massive strings should be black holes of the classical grav-
ity. These two limits are obvious. The main idea is that at some intermediate mass
range the gravity and other forces can be balanced, producing stable gravitationally
bound object23.
Let us start with free strings. A “random walk” process, of M/Ms steps, where
Ms ∼ 1/
√
α′ is the typical mass of a straight string segment. If so, the string
entropy scales as the number of segments
Sball ∼M/Ms (16.48)
22We remind that massless modes of closed strings include gravitons; therefore, it is a candidate
for the theory of quantum gravity.
23 For example stars and (gaseous) planets exist due to balance between thermal pressure and
gravity.
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The Schwarzschild radius of a black hole in d spatial dimensions is
RBH ∼ (M)
1
(d−2) (16.49)
and the Bekenstein entropy
SBH ∼ Area ∼M
d−1
d−2 (16.50)
Thus, the equality Sball = SBH can only be reached at some special critical mass
Mc. When this happens, the Hawking temperature of the black hole is exactly
the string Hagedorn value TH and the radius is at the string scale. So, at least
at such a value of the mass, a near-critical string ball can be identified – at least
thermodynamically – with a black hole.
However, in order to understand how exactly this state is reached, one should
first address the following puzzle. Considering a free string ball (described by the
Polyakov’s near-critical random walk), one would estimate its radius to be
Rball,r.w.
ls
∼
√
M (16.51)
for any dimension d. This answer does not fit the Schwarzschild radius RBH given
above (16.49).
The important element missing is the self-interaction of the string ball: perhaps,
Susskind was the first who pointed it out. A more quantitative study [Horowitz
and Polchinski, 1998] had used the mean field approach, and then [Damour and
Veneziano, 2000] completed the argument, by using the correction to the ball’s
mass due to the self-interaction. Their reasoning can be nicely summarized by the
following schematic expression for the entropy of a self-interacting string ball of
radius R and mass M ,
S(M,R) ∼M
(
1− 1
R2
)(
1− R
2
M2
)(
1 +
g2M
Rd−2
)
(16.52)
where all numerical constants are for brevity suppressed and all dimensional quan-
tities are in string units given by its tension. The coupling g in the last bracket
is the string self-coupling constant to be much discussed below. For a very weak
coupling, the last term in the last bracket can be ignored and the entropy maximum
will be given by the first two terms; this brings us back to the random walk string
ball. However, even for a very small g, the importance of the last term depends not
on g but on g2M . So, very massive balls can be influenced by a very weak gravity
(what, indeed, happens with planets and stars). If the last term is large compared
to 1, the self-interacting string balls become much smaller in size and eventually fit
the Schwarzschild radius.
Let us now switch back to QCD strings. In the preceding section their long-range
interaction has been ascribed to σ meson exchanges. We also have demonstrated
there that a sufficiently dense multi-string states can collapse. (In this case, into
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a QGP fireball.) Now we wander if this attractive force can be balanced by en-
tropy, leading to some stable configurations at some intermediate parameters of the
problem.
The numerical model we use to study the string balls with self-interaction. While
we discuss the details of the setting below in this section, let us emphasize on
the onset its main physics prerequisites, namely, that the ball surface should be
approximately near the Hagedorn temperature, making the string fluctuate widely
outward. The string-string interaction established in the previous section is in the
vacuum, T = 0, while the string balls we are discussing are expected to be produced
at T ≈ Tc. Therefore, the effective σ meson mass is expected to be reduced, in fact
to zero in QCD with strictly massless quarks.
Following a bit Wilson’s strong coupling expansion, we place the strings on links
of a (d = 3)-dimensional lattice. Strings are assumed to be in contact with a heat
bath, and a partition function includes all possible string configurations.
Intersections of the strings are not included because of the repulsive interaction
at small distances. Even for the Abelian fields, which add up simply as vectors, the
action is quadratic in fields (no commutators), and intersections are energetically not
favorable. An exception (in the lattice geometry) is the case of exactly oppositely
directed fluxes, when a part of the string should basically disappear. We had not
included this complication believing that the total entropy and energy of the string
ball will not be affected much.
Instead of using boxes (with or without periodic boundary conditions) as is
customary in the lattice gauge theory and many other statistical applications, we
opted for an infinite space (no box). Instead the temperature T is space dependent.
We think it better corresponds to the experimental situation. Furthermore, the
string ball surface is automatically near criticality and thus strongly fluctuating;
this aspect will be important for our application of initial deformations below.
The “physical units” in gluodynamics, as in lattice tradition, are set by putting
the string tension to its value in the real world: σT = (0.42GeV )
2. Numerical
lattice simulations have shown that gluodynamics with Nc > 2 has a first-order
deconfinement phase transition, with Tc/
√
σT very weakly dependent on Nc (for
review, see, e.g., Refs. [Teper, 2009]). Numerically, the critical temperature of the
gluodynamics is Tc ≈ 270 MeV.
It has been further shown that the effective string tension of the free energy
σF (T ) decreases with T ; a point where it vanishes is known as the Hagedorn point.
Since this point is above Tc, some attempts have been made [Bringoltz and Teper,
2006] to get closer to it by “superheating” the hadronic phase, yet some amount of
extrapolation is still needed. The resulting value was found to be
TH
Tc
= 1.11 (16.53)
The nature of the lattice model we use is very different from that of the lattice
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gauge theory (LGT). First of all, we do not want to study quantum strings and gen-
erate two-dimensional surfaces in the Matsubara RdS1 space, restricting ourselves
to the thermodynamics of strings in d spatial dimensions.
The lattice spacing a in LGT is a technical cutoff, which at the end of the
calculation is expected to be extrapolated to zero, reaching the so-called continuum
limit. In our case a is a physical parameter characterizing QCD strings: its value
is selected from the requirement that it determines the correct density of states.
Since we postulate that the string can go to any of 2d − 1 directions from each
point (going backward on itself is prohibited), we have (2d− 1)L/a possible strings
of length L. Our partition function is given by
Z ∼
∫
dL exp
[
L
a
ln(2d− 1)− σTL
T
]
, (16.54)
and hence the Hagedorn divergence happens at
TH =
σTa
ln(2d− 1) . (16.55)
Setting TH = 0.30GeV , according to the lattice data mentioned above and the
string tension, we fix the three-dimensional spacing to be
a3 = 2.73GeV
−1 ≈ 0.54 fm. (16.56)
It is, therefore, a much more coarse lattice, compared to the ones usually used in
LGT.
If no external charges are involved, the excitations are closed strings. At low T
one may expect to excite only the smallest ones. With the “no self-crossing” rule
we apply, that would be an elementary plaquette with four links. Its mass,
Eplaquette = 4σTa ≈ 1.9GeV , (16.57)
is amusingly in the ballpark of the lowest glueball masses of QCD. (For completeness,
the lowest “meson” is one link or mass 0.5 GeV , and the lowest “baryon” is three
links – 1.5GeV of string energy – plus that of the “baryon junction”.)
At temperatures below and not close to TH , one finds extremely dilute O(e−10)
gas of glueballs, or straight initial strings we put in. Only close to TH do multiple
string states get excited; the strings rapidly grow and start occupying a larger and
larger fraction of the available space.
Before we show the results of the simulation, let us discuss the opposite “dense”
limit of our model. We do not allow strings to overlap; the minimal distance between
them is one link length, or again about 0.5 fm. Is it large enough for the string
to be considered well separated? We think so, as it is about three times the string
radius
The most compact (volume-filling or Hamiltonian) string wrapping visits each
site of the lattice. If the string is closed, then the number of occupied links is the
same as the number of occupied sites. Since in d = 3 each site is shared among
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Fig. 16.13 Left plot: the mean energy of the cluster E(gN ) [GeV ] vs the mean length of the string
L(gN )/a. Lower plot: the mean energy of the cluster E(gN ) [GeV ] vs the “Newton coupling”
gN [GeV
−2]. Points show the results of the simulations in setting T0 = 1GeV and size of the ball
sT = 1.5a, 2a, for circles and stars, respectively.
eight neighboring cubes, there is effectively only one occupied link per unit cube,
and this wrapping produces the maximal energy density,
max
T 4c
=
σTa
a3T 4c
≈ 4.4 (16.58)
(we normalized it to a power of Tc, the highest temperature of the hadronic phase).
It is instructive to compare it to the energy density of the gluonic plasma, for which
we use the free Stefan-Boltzmann value
gluons
T 4
= (N2c − 1)
pi2
15
≈ 5.26 (16.59)
and conclude that our model’s maximal energy density is comparable to the physical
maximal energy density of the mixed phase we would like to study.
The algorithm consists of a sequence of updates for the each string segment, such
that the configuration gradually approaches equilibrium. The spatial distribution
over all three coordinates is close to the Gaussian one, as is exemplified in the
upper figure. Yet it is not just a Gaussian ensemble of random points, as the points
constitute extended objects - strings.
In Fig. 16.13 (left figure), we show the calculated relation between the average
string length L and its energy E. Each point is a run of about 104 iterations of
the entire string updates after equilibration. While at small coupling E and L are
simply proportional to each other, like for noninteracting strings described above,
this behavior changes abruptly. As the negative self-interaction energy become
important, the total energy E of the ball becomes decreasing with the string length
L. In Fig. 16.13 (right figure), we show more details of this behavior: this plot
demonstrates how total energy E depends on the coupling value gN . We find a
jump at the critical coupling (for this setting) gc1N , which in a simulation looks like
a first-order transition, with double-maxima distributions in the energy and length.
As is seen from the figure, the precise value of the coupling somewhat depends on
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Fig. 16.14 (Color online) A typical configuration in the entropy-rich self-balanced string balls
ensemble. Simulation parameters: T0 = 1GeV, sT = 1.5a, gN = 4.4GeV
−2.
the system size. At this coupling the jump in energy is always about a factor 3, and
the jump in string length (or entropy) is even larger.
In this way we observe a new regime for our system, which we will call the
“entropy-rich self-balanced string balls”. For a given fixed mass M , we thus find
that string balls may belong to two very distinct classes: (i) small near-random balls
and (ii) large ones in which the string can be very long but balances its tension by a
comparable collective attraction. Discovery of this second regime is the main result
of this paper.
An example of a corresponding configuration is shown in Fig. 16.14. Note that,
in spite of a very large string length L/a ∼ 700, the total energy is only E ≈ 17GeV ,
as a result of the balancing between the mass and self-interaction. Note furthermore
that that configurations are very asymmetric: one string is excited much more than
the other, since the longer string has many more states than the shorter one. The
same feature has been noticed on the lattice as well: typically, one very long string
forms a large cluster, dominating over a few small clusters. Note further that nearly
all space inside the ball with T > TH is occupied. High entropy corresponds to a
(astronomically) large number of shapes this string may have.
Finally, there exists the second critical coupling, which is found to be gc2N ≈
4.5GeV −2, above which balancing the energy becomes impossible and simulations
show immediate collapse of the system, in which the energy quickly falls to large
negative values, clearly of no physical meaning.
Finally, admitting that the QCD string balls still remain a theoretical con-
struction, let us discuss whether the QCD string balls can still be produced in
experiments.
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We already discussed, in the preceeding section that “tube” geometry of the
surface naturally leads to a periodic coordinate and thermal description: the cir-
cumference of the tube is identified with the Matsubara time τ = 1/T , inverse
to the effective string temperature. At certain values of the impact parameter b
this temperature corresponds to the Hagedorn value; the effective tension of the
string decreases, and its high excitations become possible. As a result, as one can
expect (and, indeed, sees it directly in the observed elastic scattering profile), the
scattering amplitude for such b exceeds the value interpolated by a Pomeron string
expression from large b.
There are two explanations proposed in literature for this rapid increase of
the scattering profile at certain b. The “mainstream” one is that Pomeron am-
plitude becomes too large and needs “uitarization”, or shadowing by certain multi-
Pomeron amplitudes. It is also possible that the Hagedorn transition suggested in
Ref. [Shuryak and Zahed, 2014] is at play, so that it is the mixed phase with long
strings.
Whatever is the interpretation, the way to experimentally proceed is to study
double diffraction, or Pomeron-Pomeron collisions. As discussed in Refs for a long
time, we already seen production of scalar and tensor glueballs. Studying in detail
the created system with few-GeV mass is a way to go.
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Summary
At the end of these lectures, let me summarize again the main content of this course.
17.1 Semiclassical theory
The semiclassical theory, in quantum mechanics and QFTs, is the main technical
method on which the applications were based. It always implies existence of some
parameter due to which the action of certain classical solutions are considered large
S  ~. These solutions are generally extrema of the path integrals, in imaginary
(Euclidean) time.
The contributions of those extrema to the path integral can be then calculated
by writing the path (in QM) or field configuration (in QFT) as classical+quantum
fluctuation φ = φcl + δφ substituting it to the action and reading from it the Green
functions (propagators) – inverse to the operator of order O(δφ2) – and vertices of
higher orders in δφ. One can then use standard Feynman diagrams to calculate the
effects of these fluctuations, to the desired order.
The most simple example of classical Euclidean paths are fluctons, for which
this procedure is most straightforward. They are dependent on the point x0 (field
configuration) for which the density matrix is evaluated. Semiclassical theory re-
quire the corresponding action be large S(x0) ~.
We also discussed quantum-mechanical instantons, the tunneling events in
quantum mechanics, and monopoles, instantons and instanton-dyons in QFTs. In
all those case large action was due to presumed small coupling appearing in denom-
inator S ∼ 1/g2  1.
In all those cases there are bosonic zero modes induced by symmetries of the
solutions, like displacements, scale change, rotations etc. Zero modes correspond
to non-Gaussian integrals: those over collective coordinates were defined. A general
new feature is appearance of the delta function ensuring that quantum fluctuations
are orthogonal to all zero modes. The Jacobian generated by this delta function
leads to new Feynman diagrams, not coming from the Lagrangian.
365
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While the amplitudes for quantum-mechanical instantons has been calculated
for a number of models up to 3 loops, for the QFTs and gauge field instantons the
semiclassical theory has only been carried to the one-loop (determinant) order.
(In one case, the static magnetic balls known as sphalerons, there is a mode
corresponding to instability of these solutions. The classical solution corresponding
to sphaleron decay, in Minkowski space-time, has also been discussed.)
After (i) single-soliton semiclassical amplitudes are established, the next steps
are
(ii) calculation of the soliton interactions;
(iii) formulation of the partition function of their ensemble;
(iv) analytic or numerical integration over all collective coordinates.
The interaction can be of classical or quantum origin. In general, extrema of
integrals are connected by certain “lines”, streamlines or “thimbles” 1, being so-
lutions of the gradient flow equation containing the force ∂S/∂φ . We met three
examples of those: for instanton-antiinstanton pairs in QM and gauge theory, and
for instanton-dyon-antidyon pairs. In the dyon-dyon case (when classical interac-
tion is absent) we also studied the quantum one-loop interaction, generated by the
determinant in two-soliton background.
Significant role in our discussion has been played by the fermionic zero modes.
For monopoles those are just bound states of fermions, for QFT instantons those
lead to ’t Hooft effective Lagrangian, in QCD with 2Nf fermion legs and in elec-
troweak sector with 9 quark and 3 lepton left-handed legs. Fermion-induced forces
between instantons can be considered as diagrams with this effective Lagrangian.
The semiclassical theory defines amplitudes in a form of transseries, comple-
menting perturbative series by terms of the order of
e
− const
g2 (instanton series in g)
as well as terms with exponent and powers of log(1/g2) coming from the “sream-
lines”2. In QM applications certain resurgence relations are known, relating series
in powers of g for all these terms. In QFT case such relations are not (yet?) known.
1In many cases, for the usual integrals as well as the QM and QFT settings, it may require
complexification of the paths/configurations. The notion of “thimbles” explains and generalizes
the famous “Stokes phenomena” known for the ordinary integrals and special functions, and it
is related to the phase transitions in the partition functions in QFT and statistical mechanics
settings. All of them can be seen as thimble reconnections, happening at some values of the
parameters.
2In recent paper [] transseries for density matrix are discussed, and contribution of paths of the
type “flucton+instanton(s)” calculated.
December 5, 2018 1:30 WSPC/Book Trim Size for 9.75in x 6.5in all-together
Magnetic monopoles and the near-Tc QCD matter as a dual plasma 367
17.2 Magnetic monopoles and the near-Tc QCD matter as a dual
plasma
Perhaps the most discussed 3d soliton is the magnetic monopole. While electrody-
namical monopoles were never found, in non-Abelian gauge theories they can exist.
The particular classical solution we discussed is the t’ Hooft-Polyakov monopole.
Recall that the setting was the Georgi-Glashow model possessing the gauge field
and the adjoint scalar.
Since adjoint scalars naturally appear in extended supersymmetric theories
N=2,4 the monopoles were extensively studied in that setting. Recall that super-
symmetry forbid appearance of nonzero vacuum energy, therefore vacua with differ-
ent VEVs of the scalars are all degenerate and form the so called “moduli space”.
Seiberg and Witten has found that in the N=2 theory at weak coupling monopoles
are heavier than “electric” W± particles, but at certain points the coupling goes
to infinity and monopole (or dyon) mass to zero. The renormalization group flow
connects those two limits smoothly. So, the same theory appear as weakly coupled
non-Abelian theory with asymptotic freedom in one end of the moduli space, and
as weakly coupled dual (magnetic) electrodynamics with monopoles. The Dirac
condition – product of electric times the magnetic coupling must be an integer – is
preserved everywhere.
Fermions (gluino’s and quarks) have bound state with the monopoles. If SUSY is
unbroken, those make certain supermultiplets. These statement has been explicitly
verified semiclasiscally. The N=4 theory was the most important case: it was found
to be electric-magnetic self-dual. This fact, without any perturbative digramms
calculated, explains why it must have zero beta function: it should be the same for
g and 1/g. (Quarks in QCD also should be able to be bound to monopoles: these
issues are however not yet studied in any details.)
The monopoles in pure gauge and QCD-like theories were studied extensively by
lattice numerical simulations. We know that their density increases toward Tc,and
at T < Tc they form Bose-Einstein condensate.
We discussed phenomenology of the hadronic matter near the QCD phase tran-
sition, its thermo and kinetic properties, related to heavy ion collision experiments
at RHIC and LHC colliders. While the equation of state predicted by the lattice
was well confirmed by hydro explosions, the subsequent discoveries yield rather un-
expected values of the kinetic coefficients, such as entropy-density-to-sheer-viscosity
s/η ratio, heavy quark diffusion coefficient D/T and jet quenching parameter qˆ/T 3.
We argue further that all of them have rather peculiar T -dependence, indicating
extremely small mean free path of the matter constituents, especially between Tc
and 2Tc. This transition is the deconfinement transition.
Rescattering between constituents is proportional to their densities. Yet the
(dimensionless) densities of quarks and gluons nq,g/T
3 rapidly decrease at Tc, due
to confinement. The only density which is peaked at Tc is that of the magnetic
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monopoles nm. This argument, and more detailed calculations we discussed in
that chapter, indicate that significant density of the particle-monopoles is the most
probable cause of the unusual sQGP kinetics observed experimentally.
In short, QGP near Tc seems to be a “dual plasma”, containing a density of
monopoles comparable to that of “electric” objects, quarks and gluons. A number
of theoretical methods were used subsequently to study such dual plasmas, from
classical molecular dynamics, to quantum cross section and kinetic theory, to quan-
tum path integral monte carlo (PIMC). Those reproduce correlation functions of
monopoles observed on the lattice in detail.
17.3 Instanton-dyons, deconfinement and chiral restoration phase
transitions
Another version of non-perturbative theory at T ∼ Tc is based on semiclassical
objects, the instanton-dyons.
Incorporation of nonzero VEV of the Polyakov line – called holonomy – lead to
a shift from studies of instantons to studies of their constituents – instanton-dyons
or instanton-monopoles. Recent papers on their ensembles, done by a variety of
methods, we discussed in the previous chapter. lead to very significant advances.
Unlike instantons, these objects have three different set of charges, topological,
magnetic and electric, therefore back-reacting on the holonomy potential. The
calculations showed that at sufficiently large density of the dyons, the minimum of
the free energy shifts to confining value of the holonomy, at which the mean value of
the Polyakov line vanishes, < P >= 0. This creates the so called symmetric phase,
in which all types of the dyons obtain equal actions and densities.
Unlike instantons, the dyons posess magnetic charges, and thus their ensemble
generates the magnetic screening mass. Recall that perturbative polarization tensor
does not generate it [Shuryak, 1978]: but, according to lattice data, in the near-Tc
region it even surpasses the electric mass. While we have not discuss it above, let me
just mention that it clearly indicates a transition from electric (QGP) to magnetic
plasma, as the coupling grows with decreasing temperature.
Further remarkable findings were obtained using a very sensitive tool, deforming
QCD-like theories with nonzero flavor holonomies θf , also known as imaginary
chemical potentials, or modified periodicity phases. The so called Roberge-Weiss
transitions, originally postulated at high T only on perturbative grounds, are no
confirmed to be related with the “hopping” of quark zero modes from one type of
dyon to the next. A “democratic” distribution of flavor holonomies, corresponding
to the so called Z(Nc) QCD, were shown to modify the phase transition in a very
dramatic way. Deconfinement transition is strengthened, to the strong first order
transition, while chiral symmetry restoration transition is weakened to become non-
existing at all, at any temperature.
These finding complement another kind of “deformed QCD”, in which quarks
December 5, 2018 1:30 WSPC/Book Trim Size for 9.75in x 6.5in all-together
The “Poisson duality” between the monopole and the instanton-dyon descriptions 369
are substituted by adjoint gluinoes periodically compactified on Matsubara circle.
The theory with one such gluino, N=1 SYM (Na = 1) preserves both confinement
and chiral symmetry breaking all the way to very small circle (very high “T”),
eliminating phase transitions. The theory with two such gluinoes shows even more
spectacular behavior, with 3 phase transitions in the Polyakov line and 4 subsequent
phases (confined-deconfined- another deconfined - reconfined), all of them in the
chirally broken phase!
One should stress, that flavor holonomies constitute very “soft” modification
of the theory, in a periodicity condition on the Matsubara circle. All gluons and
perturbative RG parameters of the theory remain unchanged – and yet all phase
transitions are changed dramatically. It would be impossible to explain it using
theory of instantons alone: the number of their fermionic zero modes is defined
solely by the topological charge, and are insensitive to these holonomies. While
those changes appear natural in the framework of the instanton-dyon theory, so far
no other known explanation of them exists. It is a significant challenge now to any
other model of the deconfinement and chiral transitions to explain these phenomena.
Lut us even speculate that we are now perhaps approaching “the point of no return”,
at which the mechanism of the QCD phase transitions we discussed in this book is
going to be finalized.
We also discuss lattice studies based on the so called “fermion method” to study
underlying topology. It is unmistakedly found to be the instanton-dyons. The semi-
classical model can be extensively checked on the lattice: so far we see unexpectedly
high accuracy of its predictions, at least for the lowest Dirac eigenstates.
17.4 The “Poisson duality” between the monopole and the
instanton-dyon descriptions
Let us start with formulation of the physics behind this duality. For a description
of a thermal system of any particles one can adopt two well known strategies,
which produce two different forms of the partition function. (One may call them
Hamiltonian and Lagrangian approaches.) Needless to say, they both describe the
same system and thus must be identical. While to show its equivalence explicitly
is often difficult, as they are simple in two opposite limits, of low and high T , it
was in fact possible in certain highly symmetric examples, to be discussed in this
section.
The standard approach 1 is to find all the states of the system and perform
the usual statistical sum Tr[exp(−Hˆ/T )]. It is working best at low temperatures,
where only some lowest states needs to be included.
The approach 2 is to go to Euclidean formulation and evaluating the partition
sum using the path integral over the paths periodic in the Matsubara time. Those
can be classified by their winding number (also known as BEC cluster number).
This approach works best at high T or small Matsubara circumference β = 1/T , in
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which case the paths with zero winding number dominate.
In order to see how these two approaches work for monopoles, one needs a setting
in which both the monopoles and instanton-dyons are well defined semiclassical
objects. Convenient settings thus include theories with extended supersymmetry,
because those have scalar fields and ’t Hooft-Polyakov monopoles. Both of these
theories attracted a lot of theorist’s attention in the 1990’s: some of that will be
useful for our current goal, which can be formulated as getting some understanding
on inter-relation between the physics of particle-monopoles and instanton-dyons.
In section 14.1.3 we had discussed QCD with two (or more) adjoint gluinos. By
adding appropriate number of scalars, those theories can be upgraded to theories
with extended supersymmetry. Specifically, adding one complex scalar a to the
Na = 2 theory one gets N=2 SYM, and by adding 6 scalars to the Na = 4 theory
one getsN=4 SYM. This has been done in literature, first forN=4 SYM by N.Dorey
and collaborators [Dorey, 2001; Dorey and Parnachev, 2001; Chen et al., 2010], and
then also for N=2 SYM by Poppitz and Unsal [Poppitz and Unsal, 2011].
What is common to all those papers is that they start by compactifying one of
the dimensions to a circle S1 of a circumference β. In contrast to the thermal theory,
however, the gluino fields are assumed to be periodic on this circle, and therefore
the supersymmetry is not going to be broken. We will still call this direction the
0-th one. Furthermore, the compactification allows one to define two holonomies,
the Polyakov loop with the A0 field and the magnetic field with a dual magnetic
potential. Dorey et al call those ω and σ, respectively, and their VEVs can be
considered two main parameters of the settings, together with β. In order to make
the discussion simpler, one assumes the minimal number of colors Nc = 2, in which
there is only one diagonal generator τ3, breaking SU(2) → u(1) so these VEV’s ω
and σ are just parameters.
On top of that, the N=4 theory is discussed3 in the so called Coulomb branch,
which means that, on top of the holonomies ω and σ, one – or more of 6 available –
scalars is also assumed to have a nonzero VEV, called φ, for the same color-diagonal
component. This of course leads to monopoles with the action
Sm = (
4pi
g2
)
√
β2|φ|2 + |ω − 2pin|2 (17.1)
including the contribution from the scalar VEV φ, electric holonomy ω and the
winding number of the path in the S1 circle n. The n = 0 term is what we called
above the M -type instanton-dyon, the n = −1 the L dyon, and higher n correspond
to the paths with stronger time-dependent twists. We would not derive the partition
3The Dorey et al also discussed two brane constructions corresponding to two Poisson-dual for-
mulations, which we would not discuss here.
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function4 but just present the resulting expression
Zinst =
∞∑
k=1
∞∑
n=−∞
( β
g2
)9 k6
(βM)3
exp
[
ikσ − βkM − kM
2φ2β
(ω − 2pin)2] (17.2)
where M = (4piφ/g2), the BPS monopole mass without holonomies, and thus the
second term in exponent is interpreted as just the Boltzmann factor. The index k
is the magnetic charge of the configuration. Note that it appears in the exponent
times the magnetic holonomy σ, and since k is an integer, the expression is periodic
in σ with the 2pi period, as it should. The second index n is the winding number of
the path in the β circle. Note that all values of n need to be included in the sum,
because Z should be periodic in the electric holonomy ω as well as in σ. Finally
note that the last term of the exponent has unusual position of β (or “temperature”
in the numerator): the sum over n therefore converges better at small β (high T )
limit.
Now we switch to other description, which is better convergent in the opposite
case, of large β and low T . It operates with states of motion of monopoles in
its 4 collective coordinates. Three of those are locations of the monopole and are
included in trivial way. The fourth collective coordinate is the angle α of monopole
color rotation which preserves the holonomy, Ω = exp(iατ3) defined on another
circle S1. Therefore, the problem includes a “quantum rotator”. As was explained
by Julia and Zee [], the corresponding integer angular momentum q is nothing but
the electric charge of the rotating monopole. The partition function looks in this
approach as follows
Zmono =
∞∑
k=1
∞∑
q=−∞
( β
g2
)8 k11/2
β3/2M5/2
exp(ikσ − iqω − βkM − βφ
2q2
2kM
) (17.3)
Now both holonomies appear with appropriate integers, so the periodicity in σ, ω is
as required. The last term in exponent is due to the kinetic energy of the rotation,
with angular momentum squared and the rest being nothing else but the momentum
of inertia of the monopole (in denominator). Note also that β (or temperature) is in
this term in the usual thermal position, so that the sum in Zmono is more suppressed
at higher β or lower temperature.
We have copied those expressions from the original work in order to demonstrate
the key statement of this section, pointed out by Dorey and called the Poisson dual-
ity: the two seemingly different expressions, addressing seemingly different motions
in two different circles, do in fact lead to the same partition function:
Zinst = Zmono
4We simplify it here a bit, compared to the original paper, by putting one more external parameter
of the setting, the CP-odd θ angle, to zero.
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Indeed, performing the sum over q in the latter expression – the discrete Fourier
transform of a Gaussian – one gets the so called periodic Gaussian given by the sum
over n in the former expression.
In fact, both expressions generate the same function. Let us understand why it
is so. The first exponents (outside of the sums) are the same for obvious reasons:
the masses of the particle-monopole and instanton-dyon are the same, as so are
their magnetic charge – thus eiσ. To understand what is happening with the sums,
let us simplify the issue to the simplest problem possible, in this case a particle
moving in a circle. Thermal Euclidean time theory is thus defined on two circles
S1 × S1.
The low-T theory starts with defining the spectrum of excitations. As usual,
since there is no dependence on the position on the circle, the angular momentum l
is conserved (commutes with the Hamiltonian) and the excited states are numerated
by it. The spectrum of a rotator is El = l
2/2mR2 where m is the particle mass
and R is the circle radius. Furthermore, if there is a magnetic flux Φ through the
circle, so that our particle gets the Aharonov-Bohm phase, the spectrum shifts to
El = (l − eΦ)2/2mR2. The partition function is Z =
∑
l exp(−El/T ).
The dual description at high T describe paths of the particle in terms of how
many times it is “winding” around the circle. At high T the thermal circle is very
short, so most of the periodic paths would be approximately time-independent.
But as the thermal circle gets longer, there appear paths in which a particle rotates
by additional 2pinw times around the spatial circle. It is not difficult to calculate
the action for such paths and get another representation for Z, better converging
at high T . Since both descriptions correspond to the same quantum mechanical
problem,one should not be surprised that both of them give the same Z.
The next step was to apply this Poisson duality to QCD, calculating semiclassical
sum with all winding numbers into the monopole-like identical sum. What was
found is that in the QCD case the monopole action is S ∼ log(1/g2) ∼ log(log(T )),
and thus the density
exp(−S) ∼ 1
log(T )2
This explains long-known lattice data on the monopole density. It also tells us that
in pure gauge and QCD-like theories the monopoles are not classical objects(!)
17.5 The QCD vacuum and correlation functions: instantons
So, why the topic of gauge topology needs to be studied? Are the degrees of free-
dom associated with it in any sense more important than millions other degrees of
freedom simulated by modern supercomputers, in lattice gauge theory simulations?
Why do we need any dedicated studies of these degrees of freedom and effective
models, in view of the fact that lattice gauge theory simulations do reproduce the
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hadronic spectrum, equation of state of thermal hadronic matter, and many other
observables?
The first answer is that the topological solitons have zero modes, which translate
them into effective multi-fermion operators. Without any idea about topology and
understanding of the corresponding the index theorems, and these zero modes them-
selves, it would be probably next to impossible to figure out where these interaction
between quarks come from.
It is very important, that topology-induced interaction between quarks are in
fact the strongest forces shaping the observed hadronic spectrum. It is this inter-
action which makes pions pi near-massless and σ quite light,
m2pi ≈ 0, m2σ ∼ 0.2GeV 2
while η′ and spin-0 isospin-1 meson we called δ are nearly as heavy as the nucleon,
m2η′ ∼ m2δ ∼ 1 GeV 2
. We systematically studied the QCD point-to-point correlation functions in the
corresponding chapter, and had shown how their splitting develops as a function
of the distance between the operators, “probing” the QCD vacuum, and have seen
that they are indeed stem from the topology-induced effective ’t Hooft Lagrangian.
Moreover, the distances at which such non-perturbative phenomena turns out to
be rather small, indicated that these topologically nontrivial gauge fields are rather
strong. They are even more important for spin-zero gluonic operators, dominating
the perturbative effects (and thus limiting any pQCD applications) for momentum
transfer Q2 < 10GeV 2.
We have shown above that the gauge topology is key to understanding of the
SU(Nf ) and U(1)a chiral symmetries. Lattice practitioners know well the Casher-
Banks relation , relating the density of the Dirac eigenvalues near zero to the quark
condensate. Much less widely known is the notion of the zero modes zone (ZMZ), a
thin layer of Dirac eigenvalues made out of collectivized zero modes. All textbooks
repeat the standard notion of the light quark masses mu,md,ms, as being much
smaller compared to some strong coupling scale ΛQCD and thus justifying a Taylor
expansion in their powers. In reality, many masses used on the lattice are actually
comparable to the ZMZ width.
As a result, lattice practitioners continue to be surprised by large deviations from
linear chiral perturbation theory, for quark masses they routinely use. The reason
for that is an observation – quite elementary in terms of instanton ensembles and
going back to early 1980’s – that the hopping matrix elements for quark jumping
between topological solitons, and thus the width of the ZMZ, are of the order of
only 20-30MeV , an order of magnitude smaller than ΛQCD.
The reason the ZMZ so small width is also of the topological origin. No matter
how small or large are perturbations of the solitons, their topology remains integer-
valued and their zero modes remains unperturbed, at zero Dirac eigenvalues. The
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only effect which does perturb them is a presence of another topological anti-soliton
nearby.
Finally, about some practical effects of topology. Modern supercomputers sim-
ulate path integrals QCD-like gauge theories with millions of variables: and yet the
results – such as correlation functions, hadronic masses and other properties – are
still subject of large fluctuations, from configuration to configuration. Also some
observables – e.g. mean topological charge < Q > – may show nonzero values, in
contradiction to CP invariance of the theory. The reason for both phenomena is
the fact, that local update algorithms used are notoriously inefficient in updating
the topology of the configurations. This can in principle be improved by new al-
gorithms able to identify/create/destroy the topological objects and appropriately
update their collective coordinates. Furthermore, even the largest simulated vol-
umes contain only O(10) topological solitons, not a very large number.
17.6 Outlook
Finally, let us at least enumerate some important issues which, for various reasons,
was not discussed above.
One of the goals of the book was to help to bridge an existing gap between two
communities, which can be loosely called – following arXiv denomination – as the
phenomenologists (lattice, hadron spectra, hadron properties, quark gluon plasma)
and hard theorists (supersymmetric theories, string theory, holographic dualities).
Unfortunately, the communication between them is weak.
As we emphasized, repeatedly from the Introduction, topological solitons are not
just some cute exotic objects from a mathematical zoo. Their ensembles have vari-
ous phases, many of which are (or may be in future) important for very practical ap-
plications. The vortices in type-II superconductors need to be in a crystalline form,
to produce good industrial magnets. The density of monopoles (or instanton-dyons)
should be sufficient to generate color confinement and chiral symmetry breaking.
We also discussed evidences that an interplay between electrically and magnetically
charged quasiparticles are at the hard of unusual kinetics of quark-gluon plasma.
Sphaleron transitions provide chiral imbalance in matter, driving a non-dissipative
current due to chiral magnetic effect, now extending into condense matter appli-
cations, and perhaps even into electronics. The instanton-induced multi-fermion
interactions generate the so called color superconductivity, expected to dominate
thermodynamics and kinetics of the dense matter deep inside the neutron stars.
On the theory side, interest to electric-magnetic duality has been superseded,
at the end of 1990’s, by the holographic dualities of the AdS/CFT type. Originally
found for conformal N=4 SYM, it has been extended, by softly broken supersym-
metry, to N=2 and so on. The Seiberg-Witten elliptic curve has been reformulated
in terms of certain brane constructions. While the top-down holography extension
to N=1 and to non-supersymmetric (N=0) theories meets with problems, multiple
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down-top models were developed, commonly known as AdS/QCD. Those describe
rather well many aspects of hadronic spectroscopy and QGP phenomenology.
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Appendices
A.1 Notations, units
A.1.1 Some abbreviations used
CFT = conformal field theory
QED = Quantum Electrodynamics
QCD = Quantum Chromodynamics, pQCD is its perturbative version
Nc and Nf are numbers of quark colors and flavors
UV and IR are ultraviolet and infrared limits, meaning the limits of large and
small momentum scales
RG = Renormalization Group
NJL = Nambu-Jona Lasinio model
MFA and RPA are the Mean Field and Random Phase Approximations
RILM and IILM are Random Instanton Liquid Model and Interacting Instanton
Liquid Model
QGP = Quark-Gluon PLasma
VEV = Vacuum expectation value
OPE = Operator product expansion
EoS = Equation of state
HTL = Hard Therma Loops
DIS = Deep inelastic scattering
2SC=CSC2 = Color superconducting phase with 2 flavors
CFL=CSC3 = Color-Flavor Locked phase, or Color superconducting phase with
3 flavors
SUSY = Supersymmetric
AdS = Anti-de-Sitter space
CFT = Conformal Field Theory
ZMZ = Zero mode zone
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A.1.2 Units
We use standard “natural units” of high energy/nuclear physics in which the speed
of light and the Plank constant ~ = c = 1. Thus length and time has the same
dimension, the inverse of momentum and energy. Transition between units occurs
by a convenient substitution of 1 according to
1 = 0.19732 fmGeV
and then cancellation of femto-meters (10−15m, also known as fermis) or GeV
(109 eV or Giga-electron-volts) as needed.
Discussion of the temperature uses Boltzmann constant kB = 1, so it is measured
in GeV as energy.
A.2 Space-time and other indices, standard matrices
We follow standard physics convention that an index appearing twice on one side
of the equation is a dummy variable with the summation implied, e.g. ambm ≡∑
m ambm.
We use Latin letters a, b... to count color generators, 1-8 or 1-N2c − 1, and i, j..
to count colors, 1-3 or 1-Nc. We use letters l,m, n also to count spatial vectors 1-3.
Greek letters are generally used for space-time. Standard Minkowski metrics
gMµν = diag(1,−1,−1,−1) is implied in sums,
aµbµ ≡
∑
µν
gµνaµbν
Transition to Euclidean time is done with
xM0 = −ixE4 xMm = xEm
The Euclidean metrics is just gEµν = δµν = diag(1, 1, 1, 1).
Pauli matrices τmij , all indices 1..3, are twice the generators of the SU(2) rota-
tions. They satisfy the basic relation
τaτ b = δab + iabcτ c
Color SU(3) generators are half of the Gell-Mann matrices T a = ta/2, a=1..8.
We also use a notation λa for the same set of matrices, and also use those for SU(3)
flavor. Their product can be written in a for similar to that for Pauli matrices
tatb =
2
3
δab + tc(dabc + ifabc)
where d, f are some standard numerical tensors of the SU(3) group.
December 5, 2018 1:30 WSPC/Book Trim Size for 9.75in x 6.5in all-together
Properties of t’Hooft η symbols 379
A.3 Properties of t’Hooft η symbols
We define 4-vector matrices
τ±µ = (~τ ,∓i), (A.1)
where τaτ b = δab + iabcτ c and
τ+µ τ
−
ν = δµν + iηaµντ
a, (A.2)
τ−µ τ
+
ν = δµν + iη¯aµντ
a, (A.3)
with the η-symbols given by
ηaµν = aµν + δaµδν4 − δaνδµ4, (A.4)
η¯aµν = aµν − δaµδν4 + δaνδµ4. (A.5)
The η-symbols are (anti) self-dual in the vector indices
ηaµν =
1
2
µναβηaαβ , η¯aµν = −1
2
µναβ η¯aαβ ηaµν = −ηaνµ. (A.6)
We have the following useful relations for contractions involving η symbols
ηaµνηbµν = 4δab, (A.7)
ηaµνηaµρ = 3δνρ, (A.8)
ηaµνηaµν = 12, (A.9)
ηaµνηaρλ = δµρδνλ − δµλδνρ + µνρλ, (A.10)
ηaµνηbµρ = δabδνρ + abcηcνρ, (A.11)
ηaµν η¯bµν = 0. (A.12)
The same relations hold for η¯aµν , except for
η¯aµν η¯aρλ = δµρδνλ − δµλδνρ − µνρλ. (A.13)
Some additional relations are
abcηbµνηcρλ = δµρηaνλ − δµληaνρ + δνληaµρ − δνρηaµλ, (A.14)
λµνσηaρσ = δρληaµν + δρνηaλµ + δρµηaνλ. (A.15)
A.4 Gauge fields
The QED/QCD gauge part of the Lagrangians is
S = −1
4
∫
d4x(Gaµν)
2
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where the QCD field
Gaµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµAcν
where fabc are structure constant of the SU(Nc) Lee algebra (For SU(2) it is abc).
Alternative form of the gauge fields is a matrix notations, in which the genera-
tor are included together with fields Aµ =≡ AaµT a: then the second term is the
commutator.
We use mostly the so called perturbative definition in which the coupling con-
stant is explicitly written in non-linear terms while the kinetic terms are free of it.
The non-perturbative definition, used in lattice and instanton studies, is obtained
by an inclusion of g into A˜ = gA and G˜ = gG so that g no longer appears in front
of the nonlinear terms, but is placed instead in front of the action S = −14g2
∫
dxG˜2.
The transition to Euclidean time is done by
AM0 = iA
E
4 A
M
m = −AEm
Note the minus sign on spatial components, different from what happens with co-
ordinates themselves. This is done in order not to modify covariant derivatives, so
that both E and M read as
iDµ = i∂µ +
g
2
Aaµt
a
A.5 Fermionic path integrals
Introduction of fermion fields into the path integral needs special definitions appro-
priate for Grassmannian (anti-commuting) variables. Those have been defined in
a classic work [Berezin, 1975] and is discussed in any modern textbook on QFTs.
Additional subtleties appear with its transformation into the Euclidean space-time,
in which q¯ and q must be treated as independent variables.
I have to explain in what sense the integral over ψ should be defined. It is a
fermionic variable, not just the ordinary field. They are called Grassman variables,
or anti-commuting ones χ1χ2 = −χ2χ1. In particular, for such variables one has
χ2 = 0, which represents the Pauli principle. These variables have funny rules for
the integrals. They are given essentially by two basic integrals∫
dχ = 0;
∫
χdχ = 1 (A.16)
One can then derive the following formula∫
exp(−χ∗kMk,lχl)dχ∗1dχ1 · · · dχ∗NdχN = detM (A.17)
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which can be proved in the eigenvector basis by decomposition of the exponent.
Note, that the ordinary Gaussian integral with N variables of such type is equal to∫
exp(−
∑
k,l
φkMk,lφl/2)dφ1d · · · dφN = (2pi)
N/2
√
detM
(A.18)
and the determinant stands in the denominator. So, if one of the eigenvalues is zero,
the fermionic integral vanishes while in the corresponding bosonic one diverges.
Note also in passing, that one fermionic integral can compensate two bosonic
ones, if the eigenvalue spectra happen to be equal. This comment is important
for supersymmetric theories, in which fermionic and bosonic integrals do indeed
compensate each other, in the vacuum energy and many other observables.
Fortunately, all of the above can be bypassed because a general integration over
the fermions in QCD can be made in a simple form because those appear in the
action only linearly. The schematic master formula for it is∫
Dq¯Dqeq¯Mq = det(M) (A.19)
where M is in general a matrix in all fermionic indices and also possibly a differential
operator5. In QCD M = iDµγµ is the Dirac operator, with the color matrix in
covariant derivative obviously in fundamental representation. The final comment,
as the operator iDˆ is Hermitian, its eigenvalues λ are all real. However, one may
still ask how it happens that at non-zero mass (entering with i in the Euclidean
formulation) ∏
f
det[iDˆ(Aµ(x)) + imf ]
and non-positive λ, the ratio of the determinants happen to be positive (otherwise
one cannot use probability language). We noticed that the former Dirac operator
is hermitian, therefore its eigenvalues λ are real. Due to chiral symmetry, they go
in pairs and therefore we have always∏
λ>0
(λ+ im)(−λ+ im) = −
∏
λ>0
(m2 + λ2)
, so this factor is real too, and even has definite sign and can be with proper
definition made positive. This is important, as we want to prescribe to it the
meaning of the probability of occurrence of the corresponding configuration in the
vacuum.
5 To prove it imagine that the operator is diagonalized, the exponent is expanded and the “Pauli
principle” in the form q2 = 0 holds.
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A.6 Quark fields
We denote quarks fields as ψ or q, usually omitting but implying their spinor index
α = 1..4, color i = 1..Nc and flavor f = 1..Nf . The QED/QCD Lagrangian is
S =
∫
d4xq¯(iγµDµ −m)q
The transition to Euclidean time is done by
qE = qM , q¯M = −iq¯E ,
and the gamma-matrices change by
γE4 = γ
M
0 , γ
E
m = −iγMm ,
We remind that the anti-commutators are
{γMµ , γMν } = 2gµν {γEµ , γEν } = 2δµν
Another often used notation is a slash or a hat, indicating a convolution of a 4-
vector with the gamma matrices. For example, the relations just described can be
written using these notations as
aˆbˆ+ bˆaˆ = (ab)
where aµ, bµ are any 4-vectors.
Finally, the Euclidean fermionic action looks like
SE = −iSM =
∫
d4xq¯(−iγµDµ − im)q
Let me explicitly mention the definitions used here
ψe = ψM , ψ¯M = −iψ¯E , γ0E = γ0M , γmE = −iγmE
We get
SfE =
∫
d4xψ¯E(iDˆ + im)ψ
thus the complete partition function of QCD is
Z =
∫
DAµ(x)Dψ¯Dψexp(−SE − SfE)
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A.7 Perturbative QCD
A.7.1 Renormalization group and related items
A.7.2 Gross-Pisarski-Yaffe one-loop free energy for nonzero
holonomy
The notations used in their paper [Gross et al., 1981] for the 4-th component of the
gauge potential on the Matsubara circle, of circumference β, are
A4 =
2pi
β
diag(
q
2
) (A.20)
so their variables qi, i = 1...Nc are related to the phase fractions we use just by
µi = q
i/2. Note further that they use [q]+ = [q]mod2 − 1, [q]− = [q + 1]mod2 − 1 so
that [q]± ∈ [−1, 1].
The results for the fundamental and adjoint color fermionic determinants come
from generic sums
lndet±[(∂µ + qξµ)2] = 2Re
∫
d3kV3
(2pi)3
ln(1∓ e−β|k|+ikq) (A.21)
= −pi
2V3
β3
(
1
45
− 1
24
(1− [q]2±)2
)
where ± are for periodic and antiperiodic boundary conditions , Using that for
periodic adjoints (gluons and periodically compactified gluinoes) one then get
lndetD/ = −pi
2V3
β3
(
N2c − 1
45
− 1
6
tr[(ln
P
ipi
)(1− ln P
ipi
)]2
)
(A.22)
while for quarks – antiperiodic fundamental charges – it is
lndet(−D2) = −2pi
2V3
β3
(
Nc
45
− 1
24
tr[1− (ln P
ipi
)2]2
)
(A.23)
This last expression should be rotated by complex chemical potential angle θ if it
is non-zero, as we discussed in section devoted to Roberge-Weiss symmetry.
A.8 Instanton-related formulae
A.8.1 Instanton gauge potential
We use the following conventions for Euclidean gauge fields: The gauge potential is
Aµ = A
a
µ
λa
2 , where the SU(N) generators are normalized according to tr[λ
a, λb] =
2δab. The covariant derivative is given by Dµ = ∂µ + Aµ and the field strength
tensor is
Fµν = [Dµ, Dν ] = ∂µAν − ∂νAµ + [Aµ, Aν ]. (A.24)
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In our conventions, the coupling constant is absorbed into the gauge fields. Stan-
dard perturbative notation corresponds to the replacement Aµ → gAµ. The single
instanton solution in regular gauge is given by
Aaµ =
2ηaµνxν
x2 + ρ2
, (A.25)
and the corresponding field strength is
Gaµν =
4ηaµνρ
2
(x2 + ρ2)2
, (A.26)
(Gaµν)
2 =
192ρ4
(x2 + ρ2)4
. (A.27)
The gauge potential and field strength in singular gauge are
Aaµ =
2η¯aµνxνρ
2
x2(x2 + ρ2)
, (A.28)
Gaµν = −
4ρ2
(x2 + ρ2)2
(
η¯aµν − 2η¯aµαxαxν
x2
− 2η¯aαν xµxα
x2
)
. (A.29)
Finally, an n-instanton solution in singular gauge is given by
Aaµ = η¯aµν∂ν ln Π(x), (A.30)
Π(x) = 1 +
n∑
i=1
ρ2i
(x− zi)2 . (A.31)
Note that all instantons have the same color orientation. For a construction that
gives the most general n-instanton solution [Atiyah et al., 1978].
A.9 Fermion zero modes and overlap integrals
In singular gauge, the zero mode wave function iD/φ0 = 0 is given by
φaν =
1
2
√
2piρ
√
Π
[
∂/
(
Φ
Π
)]
νµ
Uabνb, (A.32)
where Φ = Π− 1. For the single instanton solution, we get
φaν(x) =
ρ
pi
1
(x2 + ρ2)3/2
(
1− γ5
2
)
x/√
x2
Uabνb. (A.33)
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The instanton-instanton zero mode density matrices are
φI(x)iαφ
†
J(y)jβ =
1
8
ϕI(x)ϕJ(y)
(
x/γµγνy/
1− γ5
2
)
ij
⊗ (UIτ−µ τ+ν UJ)αβ ,(A.34)
φI(x)iαφ
†
A(y)jβ = −
i
2
ϕI(x)ϕA(y)
(
x/γµy/
1− γ5
2
)
ij
⊗
(
UIτ
−
µ U
†
A
)
αβ
, (A.35)
φA(x)iαφ
†
I(y)jβ =
i
2
ϕA(x)ϕI(y)
(
x/γµy/
1 + γ5
2
)
ij
⊗
(
UAτ
+
µ U
†
I
)
αβ
, (A.36)
with
ϕ(x) =
ρ
pi
1√
x2(x2 + ρ2)3/2
. (A.37)
The overlap matrix element is given by
TAI =
∫
d4xφ†A(x− zA)iD/φI(x− zI)
= rµ Tr(UIτ
−
µ U
†
A)
1
2pi2r
d
dr
M(r), (A.38)
with
M(r) =
1
r
∞∫
0
dp p2|ϕ(p)|2J1(pr). (A.39)
The Fourier transform of zero mode profile is given by
ϕ(p) = piρ2
d
dx
(I0(x)K0(x)− I1(x)K1(x))
∣∣∣∣
x= pρ2
. (A.40)
A.10 Group integration
In order to perform averages over the color group, we need the following integrands
over the invariant SU(3) measure
∫
dU UijU
†
kl =
1
Nc
δjkδli,
∫
dU UijU
†
klUmnU
†
op =
1
N2c
δjkδliδnoδmp +
1
4(N2c − 1)
(λa)kj(λ
b)il(λ
a)on(λ
b)mp
Different form can be obtained by rearrangement using SU(N) Fierz transformation
(λa)ij(λ
a)kl = − 2
Nc
δijδkl + 2δjkδil. (A.41)
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A.11 The exceptional group G2
The construction starts with the SO(7) group, which has 21 generators and rank
3. As for any SO group, its 7*7 real matrices satisfy
detΩ = 1 Ω−1 = ΩT (A.42)
G2 is its subgroup which additionally satisfy 7 more relations
Tabc = TdefΩdaΩebΩfc (A.43)
where T is an antisymmetric tensor such that
T123 = T176 = T145 = T257 = T246 = T347 = T365 = 1 (A.44)
This leaves us 14 generators listed e.g. in [Cossu et al., 2007]. The rank of G2 is
2, so, like in SU(3), a nonzero Polyakov line leaves 2 massless U(1)’s to make the
Abelian monopole charges. In fact SU(3) is the largest subgroup of the G2, with
its 8 generators. The rest can be constructed via 6 SU(2) subgroups: and such
construction is explicitly used in lattice updates.
Yet the center of this SU(3) does not commute with extra generators of SU(2)’s,
leaving G2 without a nontrivial center (only the unit matrix commutes with all
generators). Therefore there is no “spontaneous breaking of the center symmetry”
in the deconfined phase!
A.12 Seiberg-Witten solution of N=2 SYM and SQCD
A.12.1 The field content and RG flows
Let us start with the field content of those theories. The N=2 gluodynamics or
super-Yang-Mills (SYM) theory has gluons (spin 1), two real gluinoes λ, χ (spin
1/2), and a complex scalar (spin 0) which we will call a. Each of them has two
degrees of freedom, thus 4 bosonic and 4 fermionic ones.
The N=2 QCD is a theory with additional matter supermultiplets of structure
ψf , φf with spin 1/2 and 0, respectively. We will call Nf the number of Dirac
quarks, as in QCD, or 2Nf Majorana ones.
Two different Higgsing possible, defining “branches” of these theories. If
< a >6= 0, < φ >= 0 Higgsing is like in Georgi-Glashow model, with massless
photon/photino multiplet: this branch is called the “Coulomb branch”. However if
both < a > 6= 0, < φ >6= 0, HIggsing is like in the Weinberg-Salam model, with all
gluons massive: this is called the “Higgs branch”.
The coupling renormalization in these theories is done only via the one-loop
beta function, with the coefficient
b = 4−Nf (A.45)
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while two-loop and higher coefficients vanish. The explanation for that was given
in the instanton chapter, see NSVZ beta function.
Start with Nf = 0 or N=2 SYM.
At the opposite end, at Nf = 4 QCD, one finds zero beta function and is thus
a conformal theory: we will not discuss it.
A.12.2 The moduli
Im(v)
Re(v)
magneticdyonic
electric
Fig. A.1 The map of the moduli space according to Seiberg-Witten solution.
Supersymmetry also require that for any value of v the vacuum energy remains
zero: thus there is a whole manyfold of non-equivalent vacua, known as moduli
space, labeled by a complex number v. All properties of the system are expressed
as derivatives of one fundamental holomorphic function F (u), in particularly the
effective charge and the theta angle are combined into a variable τ which is given
by its second derivative
τ(u) =
θ
2pi
+
4pii
e2(u)
=
∂2F (u)
∂u2
(A.46)
We will return to the exact form of this function later, in connection with its
instanton-based description.
The map of the moduli space is sckematically given in Fig.A.1 There are three
distinct patches on the v plane:
(i) at large values of v →∞ there is a “perturbative patch” , in which the coupling
e2(v)/4pi  1 is weak. It is dominated by electric particles – gluons, gluinoes and
higgses – with small masses O(ev), which determine the beta function. Monopoles
have large masses 4piv/e2(v) there, and can be treated semiclassically.
(ii) a “magnetic patch” around the v = Λ point, in which the coupling is infinitely
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strong e2 → ∞, the monopole mass goes to zero as well as the magnetic charge
g ∼ 1/e→ 0.
(iii) a “dyonic patch” around the v = −Λ point, in which a dyon (particle with
electric and magnetic charges both being 1) gets massless.
A.12.3 Singularities for N=2 QCD
Let us now focus on the next case, Nf = 3. Here are the limiting cases discussed
by Seiberg-Witten. Suppose first the quark/squark triplet has large mass m. This
means that one needs large value of the VEV < a > to cancel it: the structure of
the < a > plane is as follows: two original singular points, inherited from Nf = 0
or N=2 SYM, plus a triply degenerate singularity at large < a >. As mf → 0,
one by one, one may reason what happens (see details in the second Seiberg-Witten
paper). When the process is complete, they came up with the following unusual
structure: a 4-degenerate zero where monopoles (nm = 1, ne = 0) get massless,
plus another single zero where some particle with nm = 2, ne = 1 gets massless.
The former quartet of monopoles includes 3 monopole+occupied zero mode by one
quark plus perhaps the old unoccuplied monopole (the singularity existing before).
The latter nm = 2, ne = 1 state is some kind of di-monopole bound state bound by
quarks: its possible nature has been discussed at the end of the monopole chapter.
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