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a  b  s  t  r  a  c  t
A  variety  of data  types  can be  included  in contemporary  integrated  stock  assessments  to  simultaneously
provide  information  on all  estimated  parameters.  Conﬂicts  between  data,  which  are  often  a symptom  of
model misspeciﬁcation  and  evident  as model  misﬁt,  can  affect  the estimates  of important  parameters  and
derived  quantities.  Unfortunately,  there  are  few standard  diagnostic  tools  available  for  integrated  stock
assessment  models  that  can  provide  the  analyst  with all the  information  needed  to  determine  if there  is
substantial  model  misspeciﬁcation.  In  this  study,  we  use  simulation  methods  to  evaluate  the ability  of
commonly-used  and  recently-proposed  diagnostic  tests  to  detect  model  misspeciﬁcation  in  the obser-
vation model  process  (i.e.,  the  incorrect  form  for survey  selectivity),  systems  dynamics  (i.e.,  incorrect
assumed  values  for  steepness  of the  stock-recruitment  relationship  and natural  mortality),  and  incorrect
data weighting.  The  diagnostic  tests  evaluated  here  were:  i)  residuals  analysis  (SDNR  and  runs  test);  ii)
retrospective  analysis;  iii)  the  R0 likelihood  component  proﬁle;  iv)  the  age-structured  production  model
(ASPM);  and  v) catch-curve  analysis  (CCA).  The  efﬁcacy  of the  diagnostic  tests  depended  on  whether
the  misspeciﬁcation  was  in  the  observation  or systems  dynamics  model.  Residual  analyses  were  easily
the  best  detector  of misspeciﬁcation  of  the observation  model  while  the  ASPM  test  was  the  only  good
diagnostic  for detecting  misspeciﬁcation  of system  dynamics  model.  Retrospective  analysis  and  the R0
likelihood  component  proﬁle  infrequently  detected  misspeciﬁed  models,  and  CCA  had  a high  probabil-
ity  of  rejecting  correctly-speciﬁed  models.  Finally,  applying  multiple  carefully  selected  diagnostics  can
increase  the power  to detect  misspeciﬁcation  without  substantially  increasing  the  probability  of  falsely
concluding  there  is  misspeciﬁcation  when  the  model  is  correctly  speciﬁed.
© 2016  Published  by  Elsevier  B.V.. Introduction
The advantages of ‘integrated’ assessments are numerous, and
nclude the ability to combine many data sources to estimate
mportant population dynamics processes such as growth, nat-
ral mortality, ﬁshing mortality and movement simultaneouslyPlease cite this article in press as: Carvalho, F., et al., Can diagnosti
assessments? Fish. Res. (2016), http://dx.doi.org/10.1016/j.ﬁshres.201
Doubleday, 1976; Fournier and Archibald, 1982; Maunder and
unt, 2013; Punt et al., 2013). This is made possible by summing
he log-likelihoods from each data component (e.g., abundance
∗ Corresponding author at: University of Hawaii, Joint Institute for Marine and
tmospheric Research, Honolulu, HI 96822, USA.
E-mail address: felipe.carvalho@noaa.gov (F. Carvalho).
ttp://dx.doi.org/10.1016/j.ﬁshres.2016.09.018
165-7836/© 2016 Published by Elsevier B.V.indices, size-composition, tagging) into a single total log-likelihood.
Another advantage of integrated assessments is that they allow
the sensitivity to dataset choice to be evaluated and hence con-
ﬂicts among datasets and model misspeciﬁcation to be identiﬁed
(Maunder and Punt, 2013). The Stock Synthesis (SS) assessment
framework (Methot and Wetzel, 2013) is one of the most well-
known examples of an integrated model, and has been applied in a
wide variety of ﬁsh assessments globally (Wetzel and Punt, 2011;
Methot and Wetzel, 2013).
However, simultaneously analyzing multiple data sources canc tests help identify model misspeciﬁcation in integrated stock
6.09.018
lead to conﬂicts among the data sources, especially between size-
composition data and indices of relative abundance (Francis, 2011;
Ichinokawaa et al., 2014; Wang et al., 2014; Lee et al., 2014). Most












































•ARTICLEISH-4554; No. of Pages 13
 F. Carvalho et al. / Fisheri
ata sources arise due to: 1) random sampling error, 2) mis-
peciﬁcation of the observation model (i.e., the model processes
elating the population dynamics or states to data), and 3) mis-
peciﬁcation of the system dynamics model (i.e., the population
ynamics model). Analysts often down weight some of the data
ources when confronted with conﬂicting data sources (e.g., Harle
t al., 2015; Kell et al., 2014). However, this is not necessarily
ppropriate because it may  not resolve the model misspeciﬁca-
ion (Wang et al., 2015). Deroba and Schueller (2013) and Lee et al.
2014) have shown that model misspeciﬁcation can substantially
ias assessment outcomes, affecting, in particular, parameter esti-
ates, and determination of stock status. For example, assuming
hat the selectivity of a ﬁshery is asymptotic when it is in fact
ome-shaped can substantially bias estimates of absolute abun-
ance (Wang et al., 2009). Alternative model structures can be
xplored to identify inconsistencies and hence form the basis to jus-
ify down weighting some data sources, as well as an indication of
hat component of the model structure is misspeciﬁed (Maunder
nd Piner, 2015). Francis (2011) recommends prioritizing indices of
elative abundance, assuming that these data are representative of
hanges in stock abundance. However, age- and size-composition
ata can be more informative about the level of ﬁshing mortal-
ty and biomass when the index is uninformative (i.e., there is no
ontrast in abundance levels) and/or is of poor quality (e.g., high
ampling error or the index is not proportional to abundance).
lthough size- and age-composition data may  provide substantial
nformation on absolute abundance, the prioritization of indices
f relative abundance is recommended because even slight model
isspeciﬁcations can have a large impact on the information about
bsolute abundance contained in compositional data (Maunder and
iner, 2015; Lee et al., 2014; Wang et al., 2014).
There is little guidance and few objective criteria to deter-
ine how to best summarize the results of integrated assessments,
etermine if the model ﬁts the data adequately, and if the model is
ell speciﬁed. Moreover, it is very difﬁcult to easily evaluate con-
ergence or identify problematic areas given the large number of
stimable parameters in these assessments (Harley and Maunder,
003). Applying classical model diagnostic tools in integrated stock
ssessments requires further investigation and possible reﬁnement
efore good practice recommendations can be made. Some of the
ost common or recently proposed diagnostic tests to be used with
ntegrated stock assessments include:
Residual analysis. Analysis of residuals is perhaps the most com-
mon  way to determine a model’s goodness-of-ﬁt (Cox and Snell,
1968). Residuals are examined for patterns to evaluate whether
the model assumptions have been met  (e.g., Wang et al., 2009).
Many statistics exist to evaluate the residuals for desirable prop-
erties. One way is to calculate, for each abundance index, the
standard deviation of the normalized (or standardized) residuals
divided by the sampling (or assumed) standard deviation (SDNR)
(Breen et al., 2003; Francis, 2011). The SDNR is a measure of the
ﬁt to the data that is independent of the number of data points. A
relatively good model ﬁt will be characterized by smaller residu-
als (i.e. close to zero) and a SDNR close to 1. Francis (2011) notes
that it is also necessary to conduct a visual examination between
observed and predicted values to be sure that the ﬁt is good even
when SDNR values are not much greater than 1. A non-random
pattern of residuals may  indicate that some heteroscedasticity is
present, or there is some leftover serial correlation (serial corre-
lation in sampling/observation error or model misspeciﬁcation).
Several well-known nonparametric tests for randomness in aPlease cite this article in press as: Carvalho, F., et al., Can diagnosti
assessments? Fish. Res. (2016), http://dx.doi.org/10.1016/j.ﬁshres.201
time-series include: the runs test, the sign test, the runs up and
down test, the Mann-Kendall test, and Bartel’s rank test (Gibbons
and Chakraborti, 1992). In this study, we used the runs test to
evaluate whether residuals are random over time, because this PRESS
arch xxx (2016) xxx–xxx
test has been used to diagnose ﬁts to indices and other data com-
ponents in assessment models (e.g. SEDAR 40, 2015).
• Retrospective analysis. Retrospective analysis is another diagnos-
tic approach widely used in stock assessment to evaluate the
reliability of parameter and reference point estimates (Cadigan
and Farrell, 2005; Hurtado-Ferro et al., 2014). Retrospective anal-
ysis involves ﬁtting a stock assessment model to the full dataset,
and the same model is then ﬁtted to truncated datasets where the
data for the most recent years have been sequentially removed.
Retrospective analysis usually assumes that the estimates of his-
torical abundance from the current assessment that uses all the
data are more accurate than the estimates of “current” abundance
from assessments that ignore recent data, therefore revealing
possible bias of model predictions. In stock assessment, the
"e; "e; statistic proposed by Mohn (1999) is commonly used to
evaluate the severity of retrospective patterns (Deroba, 2014).
This statistic measures the average of relative difference between
an estimated quantity from an assessment (e.g., biomass in ﬁnal
year) with a reduced time-series and the same quantity esti-
mated from an assessment using the full time-series. According
Hurtado-Ferro et al. (2014), retrospective patterns generally arise
from two  main causes: time-varying processes unaccounted for
in the assessment (i.e., model misspeciﬁcation), or incomplete
data.
• R0likelihood component proﬁle. Negative log-likelihoods of various
data components for a proﬁled parameter (e.g., virgin recruit-
ment) have been used as a diagnostic to evaluate the inﬂuence
of each data component on estimates of model parameters and
outputs (e.g., Maunder, 1998; Maunder and Starr, 2001; Francis,
2011; Lee et al., 2014; Ichinokawaa et al., 2014; Maunder and
Piner, 2015). Wang et al. (2014) proposed an extension of R0
(virgin recruitment) likelihood proﬁling to diagnose stock assess-
ment models with misspeciﬁed selectivity. Their method consists
of constructing a R0 proﬁle for data components simulated with-
out error from a known stock assessment model. The R0 proﬁle
from the known stock assessment model is assumed to repre-
sent the “true” information content of each data component. Any
differences in subsequent models from the R0 proﬁle originated
from the known stock assessment model are presumed to indi-
cate conﬂict in the data or model misspeciﬁcation. However, this
diagnostic has not been used extensively or evaluated, and more
research is needed before it can be recommended.
• Age-structured production model.  In some integrated stock assess-
ments the index of abundance provides almost no information on
population scale. Consequently, the estimates of the model out-
puts rely almost completely on the size- and age-composition
data and model structure. Maunder and Piner (2015) proposed a
diagnostic tool that can be used to evaluate the information con-
tent of data about absolute abundance and assess whether the
model is correctly speciﬁed. This diagnostic consists of compar-
ing the results of an age-structured production model (ASPM) to
those from a model estimating all of the model parameters and
ﬁtting to all the data (e.g., an integrated analysis). It is inferred that
a production function is apparent in the data when the catch data
explain indices with good contrast (e.g., declining and increasing
trends), therefore providing evidence that the index is a reason-
able proxy of stock trend. If the ASPM cannot mimic the index,
then either the stock is recruitment-driven, catch levels have not
been high enough to have a detectable impact on the popula-
tion, the model is incorrect, or the index of relative abundance
is uncertain or not proportional to abundance. Similar to the R0
likelihood component proﬁle, this diagnostic has only begun toc tests help identify model misspeciﬁcation in integrated stock
6.09.018
be implemented, and its utility remains unknown.
• Catch-curve analysis. Most of the information on absolute abun-
dance will come from the compositional data if the index of
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It then becomes important to verify that the trend in the compo-
sitional data over time is consistent with the trend in the index
of abundance. If this is the case, there should be more conﬁdence
in the estimates of trends in abundance. This can be interpreted
as a diagnostic, because how consistent a data set is with the
population model and the other data sets impacts how data sets
are weighted. One of the simplest methods to evaluate the rela-
tionship between compositional data and ﬁshing mortality is
catch-curve analysis. Here, we propose and demonstrate for the
ﬁrst time how catch-curve analysis can potentially serve as a diag-
nostic to evaluate the consistency between trends in abundance
over time from compositional data and an abundance index.
While diagnostic tests can be used to detect which model com-
onent has been misspeciﬁed, their reliability for this purpose
s still unclear. In this study, we use simulation to evaluate the
bility of commonly-used and recently-proposed diagnostic tests
o detect model misspeciﬁcation in integrated stock assessments.
hree processes were misspeciﬁed: natural mortality, the steep-
ess of the stock-recruitment relationship, and selectivity. The
imulation analysis is based on the stock assessment for striped
arlin (Kajikia audax)  in the Western and Central North Paciﬁc
WCNP) (Piner et al., 2013; Chang et al., 2015). We  examined the
stimation bias generated under each model misspeciﬁcation and
heir resultant impact on the diagnostic tests. We  also propose a
ange of diagnostic tests that can be used as defaults to determine
hether a stock assessment model is misspeciﬁed.
. Material and methods
.1. Developing operating model
A simpliﬁed version of the 2015 stock assessment model for the
CNP striped marlin, implemented in SS was used in the simu-
ation analysis as both the simulator and estimator. Three types
f data were used in that model: ﬁshery-speciﬁc catches, relative
bundance indices, and length measurements. These data were
ompiled between 1975 and 2013. Available data sources and their
emporal coverage are summarized in Fig. 1.
The operating model (OM) included three ﬁsheries with catches
rom 1978 to 2013, denoted Fleet 1, Fleet 2, and Fleet 3. The
bserved total catches were input into the model seasonally (i.e.,
y calendar year and quarter) and in numbers (thousands of ﬁsh)
or the three ﬁsheries, and were assumed to be unbiased and rela-
ively precise (Fig. 2a). Fleet 1 had three CPUE indices, while Fleets
 and 3 had one CPUE index each (Fig. 2b). Selectivity was assumed
o be asymptotic for Fleet 1 and 3, and dome-shaped for Fleet 2.
he observed size-composition data from the original assessment
ere used for each ﬂeet (Fig. 2c). The annual input effective sample
izes by ﬁshery and year were assumed to be the associated total
umber of ﬁsh measured divided by 10 (Fig. 2d).
Biological, demographic, and ﬁshery dynamic assumptions were
aken from the original assessment (Table 1). Growth was modeled
sing a von Bertalanffy growth curve, recruitment was modeled
sing a Beverton-Holt stock-recruitment relationship, and the nat-
ral mortality rate (M)  was age-speciﬁc, the steepness of the
tock–recruitment relationship (h), and the extent of variation
bout the stock–recruitment relationship (R) were pre-speciﬁed.
he model started in 1975, and it was assumed that the combined
sheries were in equilibrium in 1975, with an equilibrium catch ofPlease cite this article in press as: Carvalho, F., et al., Can diagnosti
assessments? Fish. Res. (2016), http://dx.doi.org/10.1016/j.ﬁshres.201
000 mt.
Conditional age-at-length compositions were added to the OM,
ut were not available in the original assessment. These data were
enerated using the following process (Taylor and Methot, 2013): PRESS
arch xxx (2016) xxx–xxx 3
1. The OM was  used to calculate the expected conditional age-at-
length compositions;
2. The size-compositions of ﬁsh to be aged were generated by
sampling from a multinomial distribution with the chosen age
sample size (50 individuals per season in this study) and propor-
tions equal to the generated size-compositions; and
3. For each length bin with non-zero numbers of ﬁsh to be aged,
the conditional age-at-length data were generated from a multi-
nomial distribution with sample size equal to the value from
step (ii) and proportions equal to the expected conditional age-
at-length compositions from step (i). Conditional age-at-length
compositions were generated for the time-steps for which size-
composition data were available.
2.2. Data weighting
Data weighting is an important component of integrated stock
assessment models. Consideration of the relative weighting of dif-
ferent data sources becomes even more important when the data
appear to be in conﬂict. The goodness of ﬁt to the relative abun-
dance indices was prioritized rather than other data components,
such as size-composition data when ﬁtting to the original data to
obtain the model parameters to use in the simulation analysis and
set up the sample sizes to generate the data. This decision was
based on the assumption that the relative abundance indices reﬂect
a direct measure of population trend. The weighting method used
for the CPUE indices and size-composition data followed the advice
of Francis (2011) (Method TA1.8). For weighting the conditional
age-at-length data we  used the Francis-B approach described in
Punt (2016). Iterative application of model ﬁtting and reweighting
occurred three times to explore the effects on successive estimates
of the data weighting coefﬁcient for each composition dataset.
Weights from the ﬁrst iteration were used for the results reported
here because this iteration resulted in the smallest gradient for the
objective function to be minimized among the three iterations of
the model.
2.3. Simulation framework
The simulated data were generated using the parametric boot-
strap feature of SS (Methot and Wetzel, 2013). The simulation
framework consisted of two  main parts: an OM (as described
above), which determines the “true” population dynamics of the
system from which data are sampled, and a separate estima-
tion model (EM), which is ﬁt to the data and provides estimates
of quantities important for management. Critical inconsistencies
between the OM and EM were expected to be minimal except for
the intended model misspeciﬁcations in the simulation scenarios.
In addition to the assumed correctly-speciﬁed model (CSM), the
following misspeciﬁcations were introduced to the EM (based on
the lack of information usually available to parameterize critical
biological and ﬁsheries processes in stock assessments):
1. all ﬂeets were assumed to have asymptotic selectivity (EM 1);
2. steepness was ﬁxed at 0.70 to reﬂect a less resilient stock (EM 2);
3. natural mortality was assumed to be constant for all ages and
equal to 0.38 yr−1 (EM 3); and
4. the weight assigned to the size- and age-composition data was
increased by a factor of 10 (EM 4).c tests help identify model misspeciﬁcation in integrated stock
6.09.018
The simulation followed six general steps (Fig. 3):
1) the operating model was  ﬁt to the original dataset (see Table 1
for some of the parameters estimated in this process), and the
Please cite this article in press as: Carvalho, F., et al., Can diagnostic tests help identify model misspeciﬁcation in integrated stock
assessments? Fish. Res. (2016), http://dx.doi.org/10.1016/j.ﬁshres.2016.09.018
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Fig. 1. Available temporal coverage and sources of catch, CPUE (abundance indices), size-composition, and conditional age-at-length data for the WCNP striped marlin stock
assessment (Operating and Estimation Models).
Fig. 2. Examples of data series for catch, CPUE, and length-frequency, and the sample sizes for size-frequency for WCNP striped marlin (Operating Model). The length-frequency
data  are aggregated across years to present overall patterns for each ﬁshery.
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Table  1
Key life history parameters and model structures used in the WCNP striped marlin stock assessment (Operating Model).
Parameter Value Comments
Gender Female only
Natural mortality 0.54 yr−1 (age 0) 0.47 yr−1 (age 1) 0.43 yr−1 (age 2) 0.40 yr−1 (age 3) 0.38 yr−1 (age 4–15) Age-speciﬁc natural mortality
Reference age (a1) 0.3 yr Fixed parameter
Maximum age (a2) 15 yr Fixed parameter
Length at a1 (L1) 104 cm Fixed parameter
Length at a2 (L2) 214 cm Fixed parameter
Growth rate (K) 0.24 yr−1 Fixed parameter
CV  of L1 0.14 Fixed parameter
CV  of L2 0.08 Fixed parameter
Weight-at-length W = 4.68e–006 × L3.16 Fixed parameter
Size-at-50% Maturity 177 cm Fixed parameter
Slope  of maturity ogive −0.064 cm−1 Fixed parameter
Fecundity Proportional to spawning biomass Fixed parameter
Spawning season 2 Model structure
Spawner-recruit relationship Beverton-Holt Model structure
Spawner-recruit steepness (h) 0.87 Fixed parameter
Log  of Recruitment at virgin biomass logR0 6.31642 Estimated
Recruitment variability (R) 0.6 Fixed parameter




4Fig. 3. General desig
resulting parameter estimates taken as the “true” values for the
simulation;
) random recruitment deviates were generated and the bootstrap
procedures in SS were used to simulate 100 new datasets based
on the OM;
) the EM was  ﬁt to each data set with the same model as the OMPlease cite this article in press as: Carvalho, F., et al., Can diagnosti
assessments? Fish. Res. (2016), http://dx.doi.org/10.1016/j.ﬁshres.201
to obtain CSM results (self-test; the same assessment platform,
structural assumptions, and settings);
) step 3 was repeated for each alternative EM;e simulation study.
5) estimates of relevant quantities from each EM were compared
with their “true” values; and
6) the results of diagnostic tests results for the CSM (Step 3) were
compared with those obtained by applying the diagnostic tests
to the misspeciﬁed EMs  (Step 4). This provides a form of ‘Type
I error’ and “Type II error” evaluation, i.e. the probability ofc tests help identify model misspeciﬁcation in integrated stock
6.09.018
concluded that CSM is misspeciﬁed (which it is not) and the
probability of detecting one of the misspeciﬁed models is indeed
misspeciﬁed.
 IN PRESSG ModelF
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.4. Assessing the impact of misspeciﬁcation on assessment
esults
To quantify the impact of misspeciﬁcation on assessment
esults, we calculate for each estimation method (i.e., EM 1, EM 2,
M 3, EM 4) the proportion of time that their estimates of a key
anagement quantity (i.e., the ratio SSBterm/SSBinit) falls out-
ide the 95% conﬁdence interval (95% CI) of the same management
uantity value from the CSM. Note that 5% of the cases will lead to
isspeciﬁcation being triggered even when the model is correctly
peciﬁed (i.e., false positives). The impact of misspeciﬁcation on
stimation performance for all scenarios was also assessed by com-
aring the spawning biomass in the last year of the assessment as
 ratio of the spawning biomass in the ﬁrst year (SSBterm/SSBinit)
stimated for each model with the “true” value. The bias and accu-
acy of the EMs  were determined by calculating the median relative
rror (MRE) and the median absolute relative error (MARE) across
imulations within a scenario as in Ono et al. (2015).
















here E is the estimated quantity of interest, T the true value, and
he subscript indicates the iteration number. Changes in model per-
ormance among scenarios can be evaluated by direct comparison
f MRE  and MARE values. As suggested by Ono et al. (2015), model
arameters were considered accurately estimated when MARE was
qual or below 16%, and have low bias when MRE  was below ±4%.
.5. Applying model diagnostic tests
The CSM and the alternative EMs  were evaluated for lack of ﬁt
nd resulting data conﬂicts using ﬁve diagnostic tests: i) analysis
f residuals, ii) retrospective analysis, iii) R0 likelihood component
roﬁle, iv) age-structured production model, and v) catch-curve
nalysis.
SDNR and a runs test were used to examine residual patterns.
hese analyses were made easier by the availability of the r4ss
ackage (Taylor et al., 2011), which has been developed for SS
o summarize and plot model results, manipulate ﬁles, and visu-
lize model parameterizations. A strong non-random pattern in
esiduals may  indicate model misspeciﬁcation. To examine the
andomness of the residuals, runs tests were conducted for CPUE
ndices, size-composition data, and conditional age-at-length data.
o apply the runs tests to the size-composition data we  used
he Francis method (see equation 1.C in Table 2 of Punt, 2016),
hich calculates the standardized residuals of observed and model-
redicted mean lengths by year (seasons combined). The runs test
or the conditional age-at-length data were based on the Francis-
 method (see equation 2.D in Table 2 of Punt, 2016), which










|Lclower − Lcupper|, Please cite this article in press as: Carvalho, F., et al., Can diagnosti
assessments? Fish. Res. (2016), http://dx.doi.org/10.1016/j.ﬁshres.201
icted mean conditional age-at-length by year. The runs tests were
mplemented using the function runs.test in the R package tseries
Trapletti, 2011). This function calculates the 2-sided p-value of the
ald-Wolfowitz runs test, which is a nonparametric statistical testFig. 4. Calculation of the R0 component likelihood proﬁle statistic. The grey area
represents the 95% conﬁdence interval for R0.
that checks a randomness hypothesis for a data sequence. The SDNR
tests were conducted only for the CPUE indices.
A 10-year retrospective analysis was  conducted on all assess-
ment models by sequentially eliminating one year of data each time
(model runs with fewer data are referred to as “peels”). Mohn’s ""
was calculated for spawning stock biomass using the formulation






where X is the quantity for which Mohn’s  is being calculated, Y the
ﬁnal year of the assessment period, y the last year of a given “peel”
p, and ref the reference peel, which is the most recent assessment.
Note that this formulation is slightly different from that given by
Mohn (1999), where instead of summing across peels, these are
averaged.
The performance of the R0 likelihood component proﬁle diag-
nostic in detecting model misspeciﬁcation was  examined by
calculating the  statistic developed by Wang et al. (2014). We  also
calculated the number of simulations in which the estimates of
R0 from each data component occurred within the 95% conﬁdence
interval of the RMLE0 (Fig. 4).




where Lclower and L
c
upper are the negative log-likelihoods for data
component c corresponding to the lower and upper boundaries of
the 95% conﬁdence interval for R0, and LMLE,c is the negative log-
arithm of the likelihood for data component c corresponding to
RMLE0 . The 95% conﬁdence interval of the R
MLE
0 was  calculated based
on likelihood-ratio test (i.e., 1.92 log-likelihood units from LMLE).
A low value of  for a data or penalty component indicates that it
has a relatively small contribution to the estimation of R0. If the
estimate of R0 for data component c falls outside the 95% conﬁ-
dence interval of R0based on the total likelihood, it might indicate
conﬂict in the data or model misspeciﬁcation. Two  simulations are
used to illustrate this method (Fig. 5). The examples illustrate the
proﬁles of R0 based on the total likelihood, the likelihoods for each
data component, and for the penalty on the recruitment deviates.
The ﬁrst example (left panel) is simulation from the CSM scenario.c tests help identify model misspeciﬁcation in integrated stock
6.09.018
In this example, the best ﬁt values of R0 for the abundance index
data and the size-composition data were close to the maximum
likelihood estimate of R0 (890). This example illustrates how the
changes in gradients of the likelihood proﬁle for the abundance
ARTICLE IN PRESSG ModelFISH-4554; No. of Pages 13
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Table  2
Median and 95% conﬁdence intervals for SSBterm and SSBterm/SSBinit for the ﬁve scenarios for WCNP striped marlin. MRE  and MARE performance metrics and the percentage





MRE  (%) MARE (%) Misspeciﬁed (%)
Scenario
CSM 2181 (1791–2389) 0.32 (0.27–0.35) 0.4 4.3 5
EM  1 1926 (1450–2481) 0.28 (0.21–0.37) −12.7 13.5 65
EM  2 1840 (1407–2394) 0.27 (0.21–0.35) −16.5 16.3 74
EM 3 2229 (1753–2719) 0.33 (0.26–0.40) 3.9 11.9 51
EM 4 2184 (1738–2451) 0.32 (0.26–0.36) 0.5 5.3 7































cig. 5. Sample results showing ϕ statistics and likelihood proﬁles for R0 based on
espectively. The dashed rectangle represents the 95% conﬁdence interval for R0.
ndex data were similar over the range of R0 when compared with
hose from the size-composition data. Also note that all the MLEs of
0 based on the likelihood proﬁle for each data component occurs
ithin the 95% conﬁdence interval of R0 based on total likelihood.
he second example (right panel) is one of the simulations for EM 1,
nd it shows the effects on the gradients of the likelihood proﬁles
hen selectivity is misspeciﬁed. Note how the recruitment deviates
ecome more inﬂuential, while the inﬂuence of the index CPUE 4
nd size-composition data from ﬂeet 1 decrease. In this example,
he MLEs of R0 based on the size-composition data from ﬂeet 2 lie
utside the 95% conﬁdence interval of R0 based on total likelihood.
Originally, the  statistic was designed speciﬁcally to identify
ata sets that are inﬂuential because they either have a likelihood
omponent proﬁle that has a steep gradient or they supported esti-
ates of R0 that are very different from those supported by the
ther data. However, Wang et al. (2014) did not provide criteria for
he  statistic that can be used to determine if a model is misspec-
ﬁed. In this study, we extend the use of the  statistic, and test
f it can be used to identify model misspeciﬁcation. We  argue that
alues greater than 2 might indicate misspeciﬁcation because the
 statistic will be 2 if the component likelihood proﬁle is equal to
he total likelihood proﬁle and is symmetrical, and greater than 2
f the shape is the same but the MLE  for the component likelihood
s different from the MLE  for the total likelihood.
To perform the ASPM diagnostic test, we  had to change the
riginal model parameterization. SS can behave like an ASPM
Methot and Wetzel, 2013) when the parameters of the selectiv-
ty curve are ﬁxed at those estimated from the fully integrated
odel (i.e., CSM, EM 1, EM 2, and EM 3), the annual recruitmentPlease cite this article in press as: Carvalho, F., et al., Can diagnosti
assessments? Fish. Res. (2016), http://dx.doi.org/10.1016/j.ﬁshres.201
eviates are not estimated (ﬁxed at zero so that recruitment
ollows the stock–recruitment relationship), and the age- and size-
omposition data are not used for parameter estimation. The resultsata and on various data components for the CSM and EM 1, left and right panels
from the ASPM should be similar to those from the fully integrated
model if the size- and age-composition data are not informing abso-
lute abundance or the trend in abundance and there is no strong
pattern in recruitment. We implemented four ASPM scenarios to
evaluate how the model misspeciﬁcations introduced in the EM
affect the abundance estimates from the ASPM. The values used to
ﬁx the selectivity in the ASPM correspond to the bootstrap-speciﬁc
estimates from the full model with similar parameterization. Selec-
tivity for replicate 1 for the ASPM CSM was thus set to the values
from ﬁrst replicate of the full CSM assessment. Natural mortality
was assumed to be age-based in ASPM CSM, ASPM 1, ASPM 2, and
ASPM 4, and it was constant across ages and equal to 0.38 yr−1 in
ASPM 3.
The catch-curve analysis (CCA) was also implemented using
SS. In this case the abundance index data are not used, natural
mortality was  age-based, and selectivity was  estimated using the
size-composition data. The CC model in SS uses catch to determine
F, which is used with M and other model parameters to estimate the
numbers at age turned into length, and then ﬁt to the observed pro-
portions. Both R0 and Rdevs were estimated, allowing composition
data to directly inﬂuence the trend in absolute abundance over-
time. We  implemented one catch-curve analysis scenario (CCA 1)
to evaluate how misspeciﬁcation of selectivity affects the abun-
dance estimates from the catch-curve analysis. In CCA 1, selectivity
for all ﬂeets was  assumed to be asymptotic, as in EM 1.
3. Resultsc tests help identify model misspeciﬁcation in integrated stock
6.09.018
3.1. Management quantities and model performance
Before examining the results for the diagnostic tests, it is impor-
tant to examine how well the CSM and the four EMs  estimate
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iFig. 6. Relative error distributions (median relative errors, and 50% and 90% in
anagement quantities. Fig. 6 shows relative error distributions
median relative errors, and 50% and 90% simulation intervals) for
he time trajectory of spawning stock biomass. The CSM is essen-
ially unbiased (MRE = 0.4%) and precise (MARE = 4.3%), with some
f the estimates slightly larger or smaller than the “true” value
Table 2). However, estimation performance is much poorer for the
isspeciﬁed EM 1 and EM 2, with larger values for MRE  and MARE
ompared to the CSM. The degradation in performance was associ-
ted with an increase in bias; the estimates of SSBterm/SSBinit from
M 1 constantly underestimated (MRE = −12.7%), as well as from
M 2 (MRE = −16.5%). EM 3 was less biased (MRE = 3.9%) than EM 1
nd EM 2. However, the MARE for EM 3 was higher (11.9%) than
or the CSM. Over-weighting the size- and age-composition data
EM 4) had little impact on the MRE  or MARE for SSBterm/SSBinit.
he proportion of misspeciﬁed models (i.e., where the estimates of
SBterm/SSBinit fell outside the 95% CI from the CSM) varied across
cenarios. EM 2 had the highest proportion, followed by EM 1 and
M 3, while EM 4 had a much lower proportion than the other
odels (Table 2).
.2. Diagnostic testsPlease cite this article in press as: Carvalho, F., et al., Can diagnosti
assessments? Fish. Res. (2016), http://dx.doi.org/10.1016/j.ﬁshres.201
.2.1. SDNR
Overall, the SDNR diagnostic test indicated that most of the
odels ﬁt the CPUE indices adequately (Fig. 7). However, misspec-
ﬁcation of selectivity for Fleet 2 (EM 1) resulted in a poor ﬁt of thels) for the time-trajectory of spawning stock biomass of WCNP striped marlin.
index for this ﬂeet due to misspeciﬁed selectivity (Fig. 7b; CPUE
4), with the median and most of the interquartile range for SDNR
for this index greater than 1. Furthermore, under EM 1 the pro-
portion of models with SDNR values above 1 for CPUE 4 was very
high (79%) compared to the other models. Overall, the proportion
of SDNR values greater than 1 for EM 2 and EM 3 were similar,
while for EM 4 the proportion was  slightly larger than the CSM.
These results do not necessarily indicate an unsatisfactory residual
pattern for EM 1. However it is an indication that the introduced
misspeciﬁcations in selectivity markedly impacted the CPUE ﬁts,
hence the SDNR values.
3.2.2. Runs test
The runs test indicated that the residuals for CSM and EM 2,
EM 3, and EM 4 for all ﬁve CPUE indices, the size-composition data,
and the conditional age-at-length data were generally randomly
positive and negative over the time series (Table 3). However, the
number of simulations for which the residuals for CPUE 4 and the
composition data for Fleet 2 were signiﬁcantly not random was
much larger for EM 1 than for the CSM.
3.2.3. Retrospective analysisc tests help identify model misspeciﬁcation in integrated stock
6.09.018
Mohn’s  will be large, either positive or negative, when there
is a consistent pattern of change in the peeled assessments relative
to the full time series assessment. However, determining whether
a given value of Mohn’s  indicates that an assessment exhibits a
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Fig. 7. Box-plots of SDNR values for the CPUE indices for the ﬁve scenarios. The box shows the interquartile range (IQR). The line inside the box shows the median. The two
“whiskers” that extend from each box indicate the range of values that are outside of the IQR, but are close enough not to be considered outliers. Circles represent the outliers,
which are observations with a distance of more than 1.5*IQR from the box. Numbers in the top are the proportion of models where SDNR values were above one.
Table 3
Percentage of the simulation runs which the hypothesis that the residuals are ran-
dom  can be rejected at  = 0.05.
Data component (Fleet) CSM EM 1 EM 2 EM 3 EM 4
CPUE 1 (1) 4 3 4 5 5
CPUE 2 (1) 3 4 4 3 6
CPUE 3 (1) 5 4 5 6 4
CPUE 4 (2) 4 51 5 5 6
CPUE 5 (3) 5 3 6 4 5
Size-composition (1) 4 4 5 6 5
Size-composition (2) 5 39 9 7 7
Size-composition (3) 4 7 9 8 6
Conditional age-at-length (1) 5 6 7 9 6
Conditional age-at-length (2) 6 35 9 8 7

















3.2.4. R0 likelihood component proﬁle
Overall, the R0 component likelihood proﬁle statistic for the CSMetrospective pattern is subjective. We  followed the rule of thumb
roposed by Hurtado-Ferro et al. (2014), i.e., values of Mohn’s  that
all outside the range −0.15 and 0.20 can be interpreted as an indi-
ation of a retrospective pattern for long-lived species. Although
ohn’s  varied across simulations, the small median values of
ohn’s  for all models suggest negligible retrospective patterns
Fig. 8). CSM and EM 4 had the lowest median value for Mohn’s
 among all scenarios, 0.005 and 0.009, respectively. However,
tronger retrospective patterns are indicated for EM 1, EM 2, and
M 3, resulting in a slight increase in the median values of Mohn’s
, as well as its variation compared to the CSM and EM 4. EM 2 had
he largest proportion of simulations (15%) where Mohn’s  fell out-
ide the range −0.15–0.2, followed by EM 1 (12%), and EM 3 (11%).
one of the simulations for the CSM and EM 4 resulted in values forPlease cite this article in press as: Carvalho, F., et al., Can diagnosti
assessments? Fish. Res. (2016), http://dx.doi.org/10.1016/j.ﬁshres.201
ohn’s  outside that range. Given the almost near to zero values
or Mohn’s  for most models, the retrospective analysis diagnos-Fig. 8. Box-plots of Mohn’s  values for stock spawning biomass for each of the ﬁve
scenarios for WCNP striped marlin. Numbers in the top are the proportion of models
where Mohn’s  values fell outside the range −0.15 to 0.2.
tic test generally appeared to be unreliable at detecting the model
misspeciﬁcations we introduced.c tests help identify model misspeciﬁcation in integrated stock
6.09.018
and misspeciﬁed EMs  shows that the penalty on the recruitment
deviates has the largest inﬂuence on the estimation of R0, and that
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Table 4
Mean and standard deviation (over simulations) of the R0 component likelihood proﬁle statistic  based on various data components for each of the four EMs. The grey
shaded area represents the value for all ﬂeets combined.
Table 5
Percentage of simulation runs in which the estimates of R0 from each data component occurs outside the 95% conﬁdence interval of the RMLE0 . The number of simulations

































Median and 95% conﬁdence intervals for SSBterm and SSBterm/SSBinit for ASPMs and









ASPM CSM 2241 (1790–2603) 0.33 (0.27–0.39) 4
ASPM 1 2475 (1912–3125) 0.36 (0.28–0.43) 9
ASPM 2 1312 (1083–1826) 0.19 (0.14–0.26) 86
ASPM 3 2675 (2273–3357) 0.40 (0.36–0.48) 87he abundance index data are slightly more informative than the
ize-composition data for estimating R0 (Table 4). However, the
nﬂuence of the penalty on the recruitment deviates on the esti-
ation of R0 increases slightly while the abundance index and the
ize-composition data become less inﬂuential when the selectiv-
ty pattern for Fleet 2 is misspeciﬁed (EM 1). The misspeciﬁcations
ntroduced to EM 2 and EM 3 also affected the R0 proﬁle statistics
or each data component, with the inﬂuence of the penalty on the
ecruitment deviates on the estimation of R0 increasing and that of
he abundance index and the size-composition data decreasing.
Although the values of the R0 component likelihood proﬁle
tatistic changed in our simulations, the order of inﬂuence of each
ata component did not. If the R0 component likelihood proﬁle
iagnostic were to correctly identify a misspeciﬁed model, we
ould have expected to see a shift in the order. Although the values
f the inﬂuence statistic did change, they failed to differ enough to
all outside of the 95% CI range of the RMLE0 , indicating that they were
ot statistically different. Furthermore, the number of simulations
here the value of the inﬂuence statistic  was greater than 2 was
ery low for all scenarios (Table 5).
.2.5. ASPM
Whether SSBterm/SSBinit from ASPM for an EM fell outside the
asymptotic) 95% CI of its corresponding fully-integrated model
as used as a trigger for the ASPM diagnostic test. For exam-
le, we calculated the proportion of simulations under scenario
SPM 1 where the estimates of SSBterm/SSBinit fell outside 95%
I of this same management quantity from the fully integrated
M 1 scenario. A production relationship was evident in the assess-
ent models, with some ASPM results leading to similar estimatesPlease cite this article in press as: Carvalho, F., et al., Can diagnosti
assessments? Fish. Res. (2016), http://dx.doi.org/10.1016/j.ﬁshres.201
f SSBterm and SSBterm/SSBinit to their correspondent fully inte-
rated model (Table 6). Four percent of the ASPM CSM and ASPM 4
imulations were identiﬁed as misspeciﬁed. Only 9% of ASPM 1
imulations were assessed as misspeciﬁed. In contrast, 86% and 87%ASPM 4 2275 (1802–2659) 0.33 (0.28–0.39) 4
CCA  3259 (2420–4018) 0.48 (0.34–0.62) 91
CCA  1 2658 (2215–3284) 0.39 (0.32–0.53) 92
respectively of the ASPM 2 and ASPM 3 simulations were identi-
ﬁed as misspeciﬁed. ASPM 2 led to much smaller median estimates
for SSBterm and SSBterm/SSBinit, while ASPM 3 led to much larger
median estimates for these management quantities.
3.2.6. CCA
A large proportion (91%) of simulations for the CCA CSM was
identiﬁed as misspeciﬁed, with much larger estimates of man-
agement quantities of SSBterm and SSBterm/SSBinit than the CSM
(Table 6). Similar results were also found in CCA 1, with 92% of
simulations identiﬁed as misspeciﬁed.
3.2.7. Reliability of diagnostic tests
The power of a diagnostic test to detect model misspeciﬁca-
tion in an individual model varied by the type of misspeciﬁcation
(Table 7). For diagnostics with multiple components (SDNR andc tests help identify model misspeciﬁcation in integrated stock
6.09.018
runs test), a misspeciﬁcation is deﬁned as at least one component
failing to pass that diagnostic. The probability of falsely rejecting a
correctly speciﬁed model was low (less than 6%) for all diagnostic
tests except the CCA (91% of false positives). To detect misspeciﬁ-
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Table  7
Percentage of models identiﬁed as misspeciﬁed by each diagnostic test under different scenarios.
Diagnostic CSM (%) EM 1 (%) EM 2 (%) EM 3 (%) EM 4 (%)
SDNR 5 79 24 24 6
Runs  test 6 51 9 9 9
ASPM  4 9 86 87 4
Retrospective analysis 0 11 15 12 0
Ro Likelihood component proﬁle 4 5 4 5 –
CCA  91 92 – – –
Table 8
Percentage of models identiﬁed as misspeciﬁed by at least one, at least two, or at least three, out of the ﬁve diagnostic tests under different scenarios. The CCA diagnostic is
exclude  due to high probability of Type I error.










































sAt least one diagnostic 7 88 
At  least two diagnostics 4 43 
At  least three diagnostics 4 8 
ation on selectivity pattern, the SDNR showed good power, while
he runs test and ASPM showed moderate and low power, respec-
ively. However, the inverse happens when the misspeciﬁcation
as related to the system dynamics (h and M),  where SDNR and the
uns test showed lower power, and ASPM showed good power. The
etrospective analysis,R0 likelihood component proﬁle, and CCA
ad low rates of detection of misspeciﬁed models.
When all diagnostic tests are considered together (excluding the
CA test due to its high false positive rates), the power to detect
odel misspeciﬁcation improves without a substantial increase in
he probability of incorrectly rejecting a correctly speciﬁed model
Table 8). When the criteria for rejecting a model as correctly spec-
ﬁed is a failure of at least one of the diagnostic tests, nearly 90% of
ost misspeciﬁed models (EM 1, EM 2, EM 3) are detected with no
eal increase in the probability of a false detection. If the criterion
or rejecting is changed to at least 2 diagnostics failing, power drops
y more than half. The power to detect incorrectly weighted data
EM 4) was low for all diagnostics used separately or together.
. Discussion
A major goal of model diagnostics is to have high power to reject
isspeciﬁed models and a low probability of incorrectly rejecting
orrectly speciﬁed models. No individual diagnostic was  sufﬁcient
o ensure high power of detecting all forms of misspeciﬁcation
ested. However, applying multiple diagnostic tests did increase
he power to detect misspeciﬁcation. This is important because
he type of misspeciﬁcation will not be known in real applications.
erhaps more importantly, the application of the multiple diag-
ostics tested (excluding the CCA diagnostic) did not dramatically
ncrease the probability of a false detection even when the crite-
ion for deciding there was model misspeciﬁcation was  only one
iagnostic of the set being triggered.
There appear to be differences in the efﬁcacy of the various
iagnostic tests depending on whether the misspeciﬁcation is in
he observation or systems dynamics model. Residual analyses
ere easily the best detector of misspeciﬁcation of the obser-
ation model, while the ASPM was the only good diagnostic for
isspeciﬁcation of system dynamics model. Note that in this case
electivity is used for both the observation process (sampling
he size-compositions) and the system dynamics (the size of ﬁsh
emoved from the population) because the index is based on ﬁsh-
ry CPUE not a survey, but the main inﬂuence is assumed to bePlease cite this article in press as: Carvalho, F., et al., Can diagnosti
assessments? Fish. Res. (2016), http://dx.doi.org/10.1016/j.ﬁshres.201
erived from the observation process. Residual analysis is focused
n lack of ﬁt, which in our case was associated with misspeciﬁca-
ion the selection pattern. Some lack of ﬁt is expected when the
electivity is misspeciﬁed because it is very likely that the model90 91 9
22 21 6
7 8 4
predictions would not be able to match the composition data. Using
SDNR and runs test together as a diagnostic test provides a way to
assess both the magnitude of residual variation as well as the pres-
ence of serial correlation of residuals. Although both SDNR and the
run tests had small chances of false positives, SDNR seems to be
more effective than the runs test in identifying misspeciﬁcation of
selectivity. It is also important to note that many time-series anal-
yses (including for residuals) require relatively long and stationary
time-series, and do not accept missing values. While model residu-
als from integrated models may  be stationary, it is rare to encounter
time-series of ﬁsheries data that are long and complete, especially
for size-composition data. The ASPM appears to detect misspeciﬁ-
cation of processes related to the underlying production function
in the model, such as natural mortality. However, it is important to
consider that it may  be unlikely that it will have the same detection
capability for a stock that does not have an elucidated production
function, such as short-lived species and those that have highly-
variable recruitment, particularly when ﬁshing intensity is low. A
potential beneﬁt of the ASPM diagnostic is that when the changes
in the index of abundance can be explained solely by catch and
the production function, it may  be seen as validating the index
itself because a connection between catch and an abundance index
would be unlikely to occur at random.
None of the diagnostic tests that were applicable to EM 4 had
a high power to detect the incorrect weighting. The incorrect data
weight had little effect on model results besides increasing the pre-
cision assumed for some data components because all the model
processes were correctly speciﬁed. The resulting estimated popu-
lation dynamics were also quite similar to the correctly speciﬁed
model, with the differences between those two  models caused by
the random noise generated in the bootstrapping procedure. Thus,
it is not surprising that our diagnostics failed to detect this mis-
speciﬁcation. Although not included in this study, SDNR diagnostic
test on the composition data for which the data weighting was
changed may  have been more powerful in detecting the misspec-
iﬁed weighting. Data weighting misspeciﬁcation is expected to be
more inﬂuential when combined with system dynamics or obser-
vation model misspeciﬁcation and may  be easier to detect by the
diagnostic tests. However, this was  not investigated in our analy-
sis. The insensitivity of estimates to data weighting when a model is
correctly speciﬁed and the sensitivity when the model is misspeci-
ﬁed implies that data weighting sensitivity could be used to identify
model misspeciﬁcation. Further investigation into diagnostic tests
based on data weighting or modiﬁcation of the R component like-c tests help identify model misspeciﬁcation in integrated stock
6.09.018
0
lihood proﬁle diagnostic might be fruitful.
Several diagnostic methods tested performed poorly. The R0
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2014) had very little power to detect any form of misspeciﬁcation.
he statistic was designed to identify a data set that is problematic
n the sense that it either conﬂicted with the other data (the MLE
rom the likelihood component is different from the MLE  from the
otal likelihood) or had little information (the conﬁdence interval
rom the component likelihood is wide). A different statistic might
e more appropriate and further research is needed. However, the
se of proﬁling may  be better when used in the manner described
y Lee et al. (2014), which allows users to quantify the contribution
f each data component to the estimates of absolute population
cale. Retrospective analysis also performed poorly, even though
his is one of the most used diagnostics. One of the potential causes
or such poor performance is the choice of the misspeciﬁcations
ntroduced in our simulations, as some types of misspeciﬁcations
o not produce retrospective patterns (Legault, 2009). For exam-
le, in our study we did not account for time-varying biological
arameters and selectivity, which according to Hurtado-Ferro et al.
2014) is one of the main causes of high variability in the magni-
ude of Mohn’s  statistic. This paper introduced the CCA diagnostic,
ut because of its high probability of rejecting correctly speciﬁed
odels needs further development and testing before it can be
ecommended for use.
Although simulation studies are very useful for testing analytical
pproaches, several caveats need to be mentioned. Our simula-
ions were based on a single stock and its associated data. It is
nknown if results would be similar for stocks with different life
istory strategies, data types, or different responses to ﬁshing. In
ddition, simulation studies use highly simpliﬁed systems and real
orld examples will almost certainly deal with much more com-
lexity in both ﬁshery (e.g., time varying selection) and biological
e.g., spatial dynamics) structure. A key simpliﬁcation was  control-
ing for only a single misspeciﬁcation, while real world examples
ill likely contain multiple misspeciﬁed processes. Finally, we did
ot test all diagnostics and many other potential candidates most
ertainly exist (e.g., Piner et al., 2011; Besbeas and Morgan 2014).
. Conclusions
Despite the limitations to the study, it is clear that multiple diag-
ostic tests need to be applied when evaluating model reliability.
ome diagnostic tests may  be better at detecting misspeciﬁcation
n observation model processes and others at ﬁnding misspeciﬁca-
ion of the systems dynamics model. Researchers should carefully
onsider the suite of diagnostics to be used to insure that all rele-
ant model processes can be explored. The ASPM test (Maunder and
iner, 2015) appears to have promise in detecting systems dynamic
isspeciﬁcation, residual analysis in detecting observation model
isspeciﬁcation, and retrospective analysis in detecting unmod-
led temporal variation (Hurtado-Ferro et al., 2014), and these
iagnostics should be applied routinely. Other diagnostics pre-
ented here and elsewhere should also be considered, but require
urther development. Because it is likely that the properties of each
f the diagnostic will change with differences between dynamic
odels and the systems they represent, further research into model
iagnostics is warranted.
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