In this paper, we present methodology for estimating trends in spatio-temporal volatility. We give two algorithms for computing our estimator which are tailored for dense, gridded observations over both space and time, though these can be easily extended to other structures (time-varying network flows, neuroimaging). We motivate our methodology by applying it to a massive climate dataset and discuss the implications for climate analysis.
Related work
Variance estimation for financial time series has a lengthy history, focused especially on parametric models like the generalized autoregressive conditional heteroskedasticity (GARCH) process [7] and stochastic volatility models [11] . These models (and related AR processes) are specifically for parametric modelling of short "bursts" of high volatility, behavior typical of financial instruments. Parametric models for spatial data go back at least to [3] who proposed a conditional probability model on the lattice for examining plant ecology.
More recently, nonparametric models for both spatial and temporal data have focused on using 1 -regularization for trend estimation. [14] proposed 1 -trend filtering for univariate time series, which forms the basis of our methods. These methods have been generalized to higher order temporal smoothness [19] , graph dependencies [23] , and, most recently, small, time-varying graphs [9] . Our methodology is similar in flavor to [9] , though it uses a different likelihood function to emphasize variance estimation rather than trends in mean signal. Furthermore, the focus is in high-dimensional, regular data rather than a small number of changing graphs.
Main contributions
The main contribution of this work is to develop a new methodology for detecting the trend in the volatility of spatio-temporal data. In this methodology, the variance at each position and time is considered as a hidden variable. The values of these hidden variables are then estimated by maximizing the likelihood of the observed data. We show that this formulation is not appropriate for detecting the trend, so, following [19] , we penalize the differences between the estimated variances which are temporally and spatially "close", resulting in a generalized LASSO problem.
Our main contributions are as follows:
1. We propose a model for nonparametric variance estimation for a spatio-temporal process (Section 2). 2. We derive two alternating direction method of multiplier algorithms (ADMM) to fit our estimator when applied to very large data (Section 3). We give situations under which each algorithm is most likely to be useful. 3. We illustrate our methods on a large global temperature dataset with the goal of tracking world-wide trends in variance as well as a simulation constructed to mimic these data's features (Section 4).
While we motivate and illustrate our methods on large, gridded climate data, we note that our algorithms are also applicable to neuroimaging data or large collections of financial instruments.
2 Estimating the variance of spatio-temporal data 1 -trend filtering was proposed by [14] as a method for estimating a smooth, time-varying trend. It is formulated as the optimization problem min β 1 2 T t=1 (y t − β t ) 2 + λ T −2 t=1 |β t − 2β t+1 + β t+2 | or equivalently:
where y t is an observed time-series, β is the smooth trend, D is a (T − 2) × T matrix, and λ is a tuning parameter which balances fidelity to the data (small errors in the first term) with a desire for smoothness. With the penalty matrix D, the estimated β will be piecewise linear. [14] proposed a specialized primal-dual interior point (PDIP) algorithm for solving (1) . From a statistical perspective, (1) is a constrained maximum likelihood problem with independent observations from a normal distribution with common variance, y t ∼ N(β t , σ 2 ), subject to a piecewise linear constraint on β.
Estimating the variance
Inspired by the 1 -trend filtering algorithm, we propose a non-parametric model for estimating the variance of a time-series. To this end, we assume that at each time step t, there is a hidden variable h t such that conditioned on h t the observations y t are independent normal variables with zero mean and variance exp(h t ). The negative log-likelihood of the observed data in this model is
Crucially, we assume that the hidden variables h t vary smoothly. To impose this assumption, we estimate h t by solving the penalized, negative log-likelihood:
where D has the same structure as above.
As with (1), one can solve (2) using the PDIP algorithm (as in, e.g., cvxopt [1] ). In each iteration of PDIP we need to compute a search direction by taking a Newton step on a system of nonlinear equations. Due to space limitations, we defer details to Appendix A in the Supplement, where we show how to derive the dual of this optimization problem and compute the first and second derivatives of the dual objective function.
Adding spatial constraints
The method in the previous section can be used to estimate the variance of a single time-series. In this section, we extend this method to the estimation of the variance of spatio-temporal data.
At a specific time t, the data is measured on a grid of points with n r rows and n c columns for a total of S = n r × n c spatial locations. Let y ijt denote the value of the observation at time t on the i th row and j th column of the grid, and h ijt denote the corresponding hidden variable. We seek to impose both temporal and spatial smoothness constraints on the hidden variables. Specifically, we seek a solution for h which is piecewise linear in time and piecewise constant in space (although higher-order smoothness can be imposed with minimal alterations to the methodology). We achieve this goal by solving the following optimization problem:
The first term in the objective is proportional to the negative log-likelihood, the second is the temporal penalty for the time-series at each location (i, j), while the third and fourth, penalize the difference between the estimated variance of two vertically and horizontally adjacent points, respectively. The spatial component of this penalty is a special case of trend filtering on graphs [23] which penalizes the difference between the estimated values of the signal on the connected nodes. As before, we can write (3) in matrix form where h is an T × S vector and D is replaced by D ST ∈ R (Nt+Ns)×(T ·S) , where N t = S · (T − 2) and N s = T · (2n r n c − n r ) are the number of temporal and spatial constraints, respectively 1 . The exact form of this matrix in clarified in Appendix A in the Supplement. Then, as we have two different tuning parameters for the temporal and spatial components, we write Λ = λ 1 1 Nt , λ 2 1 Ns leading to:
Proposed optimization methods
For a spatial grid of size S and T time steps, D ST will have 3T n r n c − 2n r n c − T n r rows and ST columns. For a 1 • × 1 • grid over the entire northern hemisphere and daily data over 10 years, we have n r = 90, n c = 360, T = 3650 and so D ST has approximately 10 8 columns and 10 8 rows. In each step of the PDIP algorithm, we need to solve a linear system of equations which depends on D ST D ST (see appendix A and B). Therefore, applying the PDIP directly is infeasible for our data. 1 Ns is obtained by counting the number of unique constraints at each location and at all times. 2 Throughout the paper, we use |x| for both scalars and vectors. For vectors we use this to denote a vector obtained by taking the absolute value of each entry of x. 3 We note that this is a highly structured and sparse matrix, but, unlike trend filtering alone, it is not banded. We are unaware of general linear algebra techniques for inverting such matrix, despite our best efforts. In the next section, we develop two ADMM algorithms for solving this problem efficiently. The first casts the problem as a so-called consensus optimization problem [5] which solves smaller sub-problems using PDIP and then recombines the results. The second uses proximal methods to avoid matrix inversions.
Consensus optimization
Consider an optimization problem of the form min h f (h), where h ∈ R n is the global variable and f (h) : R n → R ∪ {+∞} is convex. Consensus optimization breaks this problem into several smaller sub-problems that can be solved independently in each iteration of optimization.
Assume it is possible to define a set of local variables
where each x i is a subset of the global variable h. More specifically, each entry of the local variables corresponds to an entry of the global variable. Therefore we can define a mapping G (i, j) from the local variable indices into the global variable indices: k = G (i, j) means that the j th entry of
. Then, the original optimization problem is equivalent to the following problem:
It is important to note that each entry of the global variable may correspond to several entries of the local variables and so the constraintsh i = x i enforce the consensus between the local variables corresponding to the same global variable. The augmented Lagrangian corresponding to (5) is
. Now, we can apply ADMM to L ρ . This results in solving N independent optimization problems followed by a step to achieve consensus among the solutions in each iteration. To solve the optimization problem (4) using this method, we need to address two questions: first, how to choose the local variables x i , and second, how to the update them.
In Figure 1 , the global variable h is represented as a cube. We decompose h into sub-cubes as shown by white lines. Each local variable inside the sub-cubes corresponds to only one global variable. The local variables on the border (white lines), however, correspond to more than one global variable. With this definition of x i , the objective (4) decomposes as
and Λ (i) and D (i) contain the temporal and spatial penalties corresponding to x i only in one sub-cube. Thus, we now need to use PDIP to solve N problems each of size n i , which is feasible for small enough n i . Algorithm 1 gives the general version of this algorithm. A more detailed discussion of this is in Appendix B of the Supplement where we show how to compute the dual and the derivatives of the augmented Lagrangian.
Because consensus ADMM breaks the large optimization into sub-problems that can be solved independently, it is amenable to a split-gather parallelization strategy via, e.g., the map reduce framework. In each iteration, the computation time will be equal to the time to solve each subproblem plus the time to communicate the solutions on the master processor and perform the consensus step. Since each sub-problem is small, with parallelization, the computation time in each iteration will be small. In addition, our experiments with several values of λ t and λ s showed that the algorithm converges in few hundreds iterations. However, this algorithm is only useful if we can
Update local vars using PDIP
Global update.
parallelize the computation over several machines. In the next section, we describe another algorithm which makes the computation feasible on a single machine.
Linearized ADMM
Consider the generic optimization problem min x f (x) + g(Dx) where x ∈ R n and D ∈ R m×n . Each iteration of the linearized ADMM algorithm [15] for solving this problem has the form
where the algorithm parameters µ and ρ satisfy 0 < µ < ρ/ D 
Proximal algorithms are feasible when these proximal operators can be evaluated efficiently which, as we show next, is the case for our problem.
Setting the derivative to 0 and solving for u k gives the result. Similarly,
2 . This is not differentiable, but the solution
The solution is the soft-thresholding operator S ρλ (u ).
Therefore, Algorithm 2 gives a different method for solving the same problem.
Empirical evaluation
In this section, we examine both simulated and real spatio-temporal climate data. All the computations were performed on a Linux machine with four 3.20GHz Intel i5-3470 cores.
Simulations
We generate observations at all time steps and all locations from independent Gaussian random variables with zero mean. However, the variance of these random variables follows a smoothly varying function in time and space 
In words, the variance at each time and location is computed as the weighted sum of S bell-shaped functions where the weights are time-varying, consist of a linear trend α s · t and a periodic term β s · sin(2πω s t + φ s ). The bell-shaped functions impose the spatial smoothness, and the linear trend and the periodic terms enforce the temporal smoothness similar to the seasonal component in the real climate data. We simulated the data on a 5 by 7 grid and for 780 time steps with S = 4. Specific parameter choices of the variance function are shown in Table 1 in the Supplement. For illustration, we also plot the variance function for all locations at t = 25 and t = 45 in as well as the variance across time at (0, 0) in Figure 6 in the Supplement.
We estimated the linearized ADMM for all combinations of values of λ t and λ s from the sets λ t ∈ {0, 1, 5, 10, 50, 100} and λ s ∈ {0, 0.05, 0.1, 0.2, 0.3}. For each pair, we then compute the mean absolute error (MAE) between the estimated variance and the true variance at all locations and all time steps. For λ t = 5 and λ s = 0.1, the MAE was minimized. The left panel of Figure 2 shows the true and the estimated standard deviation at location (0,0) using λ s = 0.1 and λ t = 5 (blue) and λ t = 100 (green). As we can see, larger than optimal value of λ t leads to estimated values which are "too smooth". The middle panel of Figure 2 shows the convergence of both methods. Each iteration of the linearized algorithm takes 0.01 seconds on average while each iteration of the consensus ADMM takes about 20 seconds.
To further examine the performance of the proposed model, we next compare it to three alternatives: a model which does not consider the spatial smoothness (equivalent to fitting the model in Section 2.1 to each time-series separately), a model which only imposes spatial smoothness, and a GARCH(1,1) model. We simulated 100 datasets using the method explained above with σ s ∼ uniform(4, 7). The right panel of Figure 2 shows the boxplot of the MAE for these models. Interestingly, the proposed model with optimal parameters outperforms GARCH(1,1) in estimating the true value of the variance. 
Data analysis
Consensus ADMM in Section 3.1 is appropriate only if we parallelize it over multiple machines, and it is significantly slower on our simulated data, so we do not pursue it further here. All the results reported in this section are obtained using Algorithm 2. We applied this algorithm to the northern hemisphere of the ERA-20C dataset available from the European Center for Medium-Range Weather Forecasts. The data are the 2 meter temperature measured daily at 12 p.m from January 1, 1960 to December 24, 2010. The Supplement explains some preprocessing and investigates some properties of the time-series of different locations on earth. Figure 8 shows a processed time-series for a single location. The variance of this time-series has an irregular cyclic behavior. Additionally, the time-series of other locations show different patterns. These observations motivated the need to develop a non-parametric framework for this problem. Figure 8 also shows the estimated SD obtained using the method of Section 2.1.
Convergence As shown in Algorithm 2, we evaluated convergence using = 0.001% of the MSE of the data. Our simulation experiments showed that the convergence speed depends on the value of λ t and λ s . Furthermore, using the solution obtained for smaller values of these parameters as a warm start for the larger values, the converges speed improves.
Model selection One common method for choosing the penalty parameters in the Lasso problems is to find the solution for a range of the values of these parameters and then choose the values which minimize a model selection criterion. However, such analysis needs the computation of the degrees of freedom. Several previous work have investigated the df in generalized lasso problems [12, 20, 24] . However, all these studies have considered the linear regression problem and, to the best of our knowledge, the problem of computing the df for generalized lasso with general objective function has not been considered yet. In this paper, we use a heuristic method for choosing λ t and λ s : we compute the optimal solution for a range of values of these parameters and choose the values which minimize L (λ t , λ s ) = −l(y|h) + D total h . This objective is a compromise between the negative log likelihood (−l(y|h)) and the complexity of the solution ( D total h ). For smoother solutions the value of D total h will be smaller but with the cost of larger −l(y|h). We computed the optimal solution for all the combinations of the following sets of values: λ t ∈ {0, 2, 4, 8, 10, 15, 200, 1000} , λ s ∈ {0, .1, .5, 2, 5, 10}. The best combination was λ t = 4 and λ s = 2. All the analyses in the next section are performed on the solution for these values.
Analysis of trend in temperature volatility
The top row of Figure 3 shows the detrended data, the estimated standard deviation and the yearly average of these estimates for two cities in the US: a small midwestern city (left) and San Diego (right). The estimated SD captures the periodic behavior in the variance of the time-series. In addition, the number of linear segments changes adaptively in each time window depending on how fast the variance is changing.
The yearly average of the estimated SD captures the trend in the temperature volatility. For example, we can see that the variance in the midwestern city displays a small positive trend. To determine how the volatility has changed in each location, we subtract the average of the estimated variance in 1961 from the average in the following years and compute their sum. The value of this change in the variance in each location is depicted in the right panel of Figure 4 . The left panel of this shows the average estimated variance in each location. Since the optimal value of the spatial penalty is rather large (λ s = 2) the estimated variance is spatially very smooth.
It is interesting to note that the trend in volatility is almost zero over the oceans. The most positive trend can be observed in Asia and particularly in south-east Asia. Figure 5 shows the histogram of change in the estimated SD across the northern hemisphere. The SD in most locations on the northern hemisphere had a negative trend in this time period, though spatially, this decreasing pattern is localized mainly toward the extreme northern latitudes and over oceans. In many ways, this is consistent with climate change predictions: oceans tend to operate as a local thermostat, regulating deviations in local temperature, while warming polar regions display fewer days of extreme cold.
Discussion
In this paper, we proposed a new method for estimating the variance of spatio-temporal data. The main idea is to cast this problem as a constrained optimization problem where the constraints enforce smooth changes in the variance for neighboring points in time and space. In particular, the solution is piecewise linear in time and piecewise constant in space. The resulting optimization is in the form of a generalized LASSO problem with high-dimension, and so applying the PDIP method directly is infeasible. We therefore developed two ADMM-based algorithms to solve this problem: the consensus ADMM and linearized ADMM.
The consensus ADMM algorithm converges in a few hundreds of iterations but each iteration takes much longer than the linearized ADMM algorithm. The appealing feature of the consensus ADMM algorithm is that if it is parallelized on enough machines the computation time per iteration remains constant as the problem size increases. The linearized ADMM algorithm on the other hand converges in a few thousand iterations but each iteration is performed in a split second. However, since the algorithm converges in many iterations it is not very appropriate for parallelization. The reason is that after each iteration the solution computed in each machine should be broadcast to the master machine and this operation takes some time which depends on the speed of the network connecting the slave machines to the master. A direction for future research would be to combine these two algorithms in the following way: the problem should be split into the sub-problems (as in the consensus ADMM) but each sub-problem can be solved using linearized ADMM.
Appendix A
In this appendix we provide more details on how to solve the optimization problem 2 using PDIP. The objective function is convex but not differentiable. Therefore, to be able to use PDIP we first need to derive the dual of this problem. We note that this is a generalized LASSO problem [18] . The dual of a generalized LASSO with the objective f (x) + λ Dx 1 is:
It is simple to show that
Each iteration of PDIP involves computing a search direction by taking a Newton step for the system of nonlinear equations r w (v, µ 1 , µ 2 ) = 0, where w > 0 is a parameter and
for w > 0, where µ 1 and µ 2 are dual variables for the ∞ constraint. Let A = [∇r dual , ∇r cent ] . The newton step takes the following form
We have:
Therefore, to perform the Newton step we need to compute ∇f
It is straightforward to show that
The matrix D in these equations have the following form:
The matrix D t is the following block-diagonal matrix and corresponds to the temporal penalty:
where D was defined in Section 2 of the main text. The number of the diagonal blocks is equal to the grid size n r × n c . Each row of the matrix D s corresponds to one spatial constraint in Equation (3) in the text. For example, the first T rows correspond to |h 11t − h 21t | for t = 1, ..., T , the next T rows correspond to |h 11t − h 12t |, and so on.
Appendix B
In this Appendix we give more details on performing the x-update step in Algorithm 1. We need to solve the following optimization problem:
where n b is the number of local variables in each sub-cube in Figure 1 , and for ease of notation we have dropped the subscript i and superscript m. Let f (x) = n b j=1 (x j +y 2 j e −xj )+(ρ/2) x−z +u 2 2 . As it was explained in Section 2.1, the dual of this optimization problem is: min ν f * (−D ν) with the constraints |ν k | ≤ Λ k . So to use PDIP we first need to compute the conjugate function f * (·). We have:
Setting the derivative of the terms inside the summation to 0, we obtain:
where x * is the maximizer in 7. Then, it can be shown that x * j which satisfies (6) can be obtained as follows:
In this equation, W (·) is the Lambert function [6] . Finally, the conjugate function is:
To use PDIP, we also need to evaluate ∇f * and ∇ 2 f * . First note that
q(1+W (q)) and
Using the chain rule we get:
where we have:
By some tedious but straightforward computation we can obtain the second derivatives: Having computed the conjugate function and its gradient and Jacobian, now we can use a number of convex optimization software packages which have an implementation of PDIP to perform the x-update step inside the ADMM loop. We chose the python API of the cvxopt package [1] .
8 Appendix C Table 1 lists the parameters used for simulating data in Section 4.1. Figure 6 shows the variance function obtained from there parameters at t = 25 (left) and t = 45 (center).
Appendix D
In this appendix we examine some of the properties of the time-series of the temperature in ERA-20C dataset. The goal here is to demonstrate some of the difficulties in modeling the trend in the temperature volatility and motivate our methodology. Figure Figure 7 shows the time-series of the temperature of three cities: Bloomington (USA), San Diego (USA) and Manaus (Brazil). The time-series of Bloomington and San Diego show clear cyclic behavior. However, while it seems (qualitatively) that these cycles can be modeled by a sinusoidal function for Bloomington, the same is not true for San Diego. Also, the amplitude of the cycles changes from some years to others. The time-series of Manaus does not show any regular cyclic behavior. This demonstrates the first difficulty in analyzing the variance of this data: to analyze the variance, we first need to remove the cyclic terms from all time-series. However, there is a lot of variations in the cyclic behavior of the time-series of different locations. In addition, some of these cycles cannot be easily modeled by a parametric function 4 . To overcome these issues, we use a non-parametric approach to remove the cyclic terms from the time-series and de-trend them. This approach, called 1 -trend filtering is explained in Section 2 of the text. We detrended each time-series separately using this method. For each time-series, we found the optimal value of the penalty parameter using k-fold cross-validation with k = 5. We used the R package genlasso to perform these computations [2] .
The blue curve in the left panel of Figure Figure 8 shows the time-series of the temperature of Bloomington after detrending using this method. This figure, reveals another difficulty in estimating the trend of volatility in this data: the variance of this signal, shows cyclic behavior. Also, the cycles are not regular and their amplitude and frequency change. Even if one can describe the behavior of the variance of the time-series at all locations using a single parametric model (for example a variant of the GARCH models [4] ), it is not clear how the trend in the variance should be investigated in this framework. These observations motivate the need to develop a non-parametric framework for the problem at hand.
The red curve in the left panel of Figure Figure 8 shows the estimated SD (which is exp(h t /2)) of the residuals of the time-series of Bloomington obtained from out proposed model. To reduce the number of time-steps we work on the weekly averaged of the data. The curve of the estimated SD captures the periodic variations in the SD of the signal. Just by looking at this curve, it is hard to say if the SD is decreasing or increasing. Therefore, we compute the average of the estimated SD for each year. The estimated SD together with this annual average is shown in the middle panel of Figure 8 . As it can be seen, the annual trend is not smooth. This is because in the optimization problem (2), the smoothness of the annual trend is not encouraged. To remedy this, we add the following long horizon penalty to (2):
where t 1 = 52(i − 1) + t, t 2 = 52i + t and t 3 = 52(i + 1) + t. Also, N year is the number of years over which we are performing our analysis (here N year = 10). Since we are working on the weekly averaged data, each year corresponds to 52 observations. In the matrix form, the penalty (7) adds N year rows to the matrix D. The estimated SDs using this penalty matrix is shown in the right panel of Figure 8 . The annual average of the estimated SDs shows a linear trend with a positive slope.
