For a linear random field (linear p-parameter stochastic process) generated by a dependent random field with zero mean and finite qth moments (q > 2 p), we give sufficient conditions that the linear random field converges weakly to a multiparameter standard Brownian motion if the corresponding dependent random field does so.
Introduction and preliminary results
Define a linear random field by u(t 1 , . . . , t p ) = where {ξ(t 1 , . . . , t p )} is a random field with Eξ(t 1 , . . . , t p ) = 0 and E|ξ(t 1 , . . . , t p )| q < ∞ for q > 2 p, and
. . , k p )| < ∞. Functional central limit theorems for mixing and martingale-difference fields were presented in [5, 7] and [10] ; in [2, 4, 6] , functional central limit theorems for associated random fields were also proved.
Marinucci and Poghosyan [8] generalized a result for p = 1, known as the Beveridge-Nelson decomposition (see [9] ), to the p ≥ 2 case. A functional central limit theorem was then derived for a linear random field generated by the independent and identically distributed innovations {ξ(t 1 , . . . , t p )}; this was done by exploiting the generalized decomposition result to decompose a partial sum of linear fields into a partial sum of independent components, together with a remainder which is shown to be uniformly of smaller order on Z p + . By applying this technique, we shall derive sufficient conditions for
t p =1 u(t 1 . . . , t p ) to converge weakly to a multiparameter standard Brownian motion if
. . , t p ) does so. We will also consider functional central limit theorems for linear random fields those are generated by dependent random fields such as associated random fields and martingale-difference random fields.
We now introduce the decomposition of multivariate polynomials presented in [8] as the main tool in our subsequent arguments: consider the multivariate polynomial
where it is assumed that |x i | ≤ 1 for i = 1, . . . , p and
In [8] , a result known as the "Beveridge-Nelson decomposition" in the p = 1 case (see [9] ) was generalized as follows. LEMMA 1.1. Let p be the class of all 2 p subsets γ of {1, 2, . . . , p}. Let y i = x i if j ∈ γ and y i = 1 if j / ∈ γ . Then
where it is assumed that the product over j ∈ φ is 1, and 6) with the sums being taken over indices s j such that j ∈ γ , whereas s j = i j if j / ∈ γ .
Marcinucci and Poghosyan [8] also introduced the partial back shift operator which satisfies
This enables us to write (1.1) more compactly as
where
The above ideas will be exploited in this paper to establish functional central limit theorems for linear random fields. With this goal in mind, we write
where the operator L i is defined as L i = B i for i ∈ γ , and L i = 1 otherwise; for instance, when p = 2,
and
Before proving the theorems, let us introduce some notation. Let A be a family of
Let C denote a positive constant which may vary from line to line, and let [ · ] denote the integer part of a real number.
Functional central limit theorems
Let W (·, . . . , ·) denote multiparameter standard Brownian motion; that is, a zeromean Gaussian process with covariance function satisfying 
and {ξ(t 1 , . . . , t p ), (t 1 , . . . , t p ) ∈ Z p } is any stationary random field such that Eξ(t 1 , . . . , t p ) = 0, E|ξ(t 1 , . . . , t p )| q < ∞ for q > 2 p, and
Assume that
for some constant C and all V ∈ A. (2.5)
where ⇒ denotes weak convergence in D p .
PROOF. We start with the case p = 2, for which we give full details; the extension to p > 2 will be discussed later.
If we apply Lemma 1.1 to the back shift polynomial A(B 1 , . . . , B p ), we find that the following almost-sure equality holds:
This equality implies that
(2.6) From Markov's inequality and assumption (2.5), we find that for 0 ≤ r 1 , r 2 ≤ 1 and q > 2,
as n → ∞. We can apply exactly the same argument to establish also that
From assumption (2.4) it follows that for 0 ≤ r 1 , r 2 ≤ 1,
Thus,
where sup
which implies that
When p > 2, the argument is analogous. In this case,
where R n (r 1 , . . . , r p )
with L i defined as in (2.2). Note that for j ∈ γ ,
Thus the right-hand side of (2.11) can be written more explicitly as
where, in view of (2.12), the sums corresponding to each A γ (·, . . . , ·) range over t i such that i / ∈ γ . Now 1 σ n p/2 A(1, . . . , 1) A(1, 1, . . . , 1)W (r 1 , . . . , r p ) as in [1] , so it is sufficient to prove that
Let us consider, for instance, the first term on the right-hand side of (2.13) for 0 ≤ r 1 , . . . , r p ≤ 1 and q > 2 p; then assumption (2.5) and the same argument as for p = 2 give
More generally, let (γ ) denote the cardinality of γ ; every other term in (2.14) is n − p/2 times a partial sum of n p− (γ ) elements, and we can apply the same argument iteratively to complete the proof. 2
} is an associated wide-sense stationary mean-zero random field such that: 
} is a translation-invariant, ergodic, martingaledifference random field with σ 2 = Eξ(t 1 , . . . , t p ) 2 < ∞ and E|ξ(t 1 , . . . , t p )| q < ∞ for q > 2 p. Then, for γ ∈ p , we have E|ξ γ (t 1 , . . . , t p )| q < ∞.
PROOF. First, note that because Z p is countable, there exists a one-to-one correspondence φ : Z → Z p . Hence, where the first bound follows from Burkholder's inequality [3] Then (2.5) follows from the definition of martingale difference (see [10] ). Hence, by Theorem 2.1, we obtain the desired result.
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