The Cooley-Fukey FFT cnn 
Introduction
The Fast Fourier Transform or FFT is an efficient algorithm to compute the Discrete Fourier Transform (DFT). Given a function f E C", it results in the collection of Fourier coefficients FE C". This is effectively a change of basis accomplished via the DFT matrix:
Direct multiplication of an n x n matrix with a vector of length n requires n2 operations. The great success of the FFT is the reduction in complexity to O(n log, n ) operations (with implicit small constant).
Brief History
The original algorithm was indeed due to Gauss, yet another instance of proof that necessity is indeed often the mother of invention. Gauss was confronted with the computationally daunting problem of interpolating -by hand! -the periodic orbit of the asteroid Ceres, which had suddenly gone missing. Gauss determined a means of building the interpolation on n points from two interpolations of n l 2 points, and in so doing discovered the basic step in what is now the standard divide-and-conquer efficient algorithm. H i s discovery languished for centuries (cloaked in Latin and hidden away in little known writings) while a few centuries later it was rediscovered by (among others) Danielson and Lanczos in the service of crystallography but surely most famously, by Cooley and Tukey the discovery of missing heavenly bodies, but instead, for the detection of hidden nuclear tests in the Soviet Union, as well as stealthy Soviet nuclear submarines.
For full histories see 121.
The technical motivations for this most recent rediscovery were (1) The efficient computation of the power spectrum of time series (especially sampled time series of very long length, so equivalently, the calculation of high frequency contributions) and (2) The efficient filtering (smoothing).
The second of these is equivalent to the efficient computation of convolution written for vectors (sampled functions) f and g as n-1 where the arguments are interpreted as integers mod n in the cyclic case, or padded appropriately (and reindexed) in the linear case which corresponds to polynomial multiplication (and f (2) is then the coefficient of the zth power).
Using the identity s g ( k ) = f^((k)ji(k) the FFT enables fast convolution via the algorithm where 0 is meant to indicate pointwise multiplication of the two vectors it separates. Note that the last step is accomplished via an inverse FFT, so that in total, the algorithm requires three FFTs and a single n' point pointwise multiplication for a total of O(n1ogn) operations.
In this way the FFT has made possible efficient arithmetic in the frequency domain, thereby assuming a role as a cornerstone technique in digital signal processing.
Group Theoretic Interpretations
There are at least three group theoretic interpretations of the "classic" FFT":
(1) Finite Groups -In this setting we view f as a function on the cyclic group of order n, C, (isomorphic to ZjnZ). The In this case, the bandlimited theory says that z is is determined by its equispaced samples along the entire real line (i.e., so-called "Shannon sampling") and consequently the FFT provides a means for an efficient approximate computation of f's frequency content.
In summary, the FFT makes possible the efficient analysis of (1) discrete periodic data viewed as a function on the discrete circle that is a cyclic group of finite order (C,) and (2) continuous periodic data (viewed as a function on the circle) and (3) continuous data, viewed as a function on the line.
Noncommut at ive generalizations
The groups C,,S' , and R are all commutative groups, i.e., the law which we combine them obeys a commutative rule: z + y = y + 2.
What about non-commutative groups? N o n c o m m u t a t i v e groups
Abstractly, a group is simply a set closed under some associative multiplication rule such that there is an identity element, and to each element there is an inverse. Classically, these arose as the symmetries of roots of polynomials, i.e., those arithmetic transformations that leave invariant a given polynomial, and from this they grew to encompass the notion of symmetry throughout mathematics and physics. They are in general noncommutative, i.e., usually zy # yx (think matrices!). As indicated above, they come in at least three general flavors -the three in which we are interested: Finite, Compact and Non-compact.
(1) Finite groups -The most familiar commutative examples are the aforementioned cyclic groups, C,,, while of the non-commutative examples, the symmetric groups, S,,, the group of permutations of n elements, commonly realized as the group of all card shuffles of deck of size n is perhaps the most familiar. These are (for any n) the matrices of the form ( ) where a can be any n x n invertible matrix amd b is any vector of length n. These occur naturally as symmetries of n-dimensional affine space.
Noncommutative DFTs
Given a complex-valued function defined on a group G, its Fourier decomposition (analysis) is meant to be a rewriting in terms of a basis of functions that are nicely adapted to translation via group elements. It is in this sense a symmetry-guided decomposition.
In the commutative case we have eigenfunctions of translation: If e(z) = eznzr, then Tye(z) = e(z -y) = e-ZniYe(z)
where Tu indicates the translation (according) operator.
In the noncommutative case there are no simultaneous eigenfunctions for all translation operators. This is both the source of frustration, as well &s the spur to art for the theory and application of t h e representation theory of noncommutative groups. This forces us to look for the next best thing which is closure of some linear space under the translation action. That is, a basis of functions ek(z) on the group that have the property T,ek(z) = ek(zy-') = C~, ( k , l ) e n ( z ) . e
In this way we see that the eigenfunctions are naturally replaced by functions that a t like, and bear the name of matrix elements T,(k,l), and it is essentially these functions which replace the sampled exponentials that create frequency space in the commutative case. When grouped together they give matrix representations of the group and ctmprise what is called the dual of the group (denoted G). Their study is the subject of group representation theory.
So in general, we have, for any function f defined on a finite group G, the notion of a Fourier expansion
where cp is some constant depending on an irreducible representation p, and the fik, e) are the Fourier coefficients, and the matrix elements (which depend on x) now span the analogue of frequency space. The Fourier transform computes these Fourier coefficients, and it amounts to computing the discrete inner product of the function with the new basis of irreducible matrix elements.
Should G be compact, the sum is infinite (in analogy with the sum over the integers in the case of the circle) while if G is non-compact, this sum is in general some sort of integral (cf.
[l] for pointers to basic representation theory references).
This new basis effects convolution in a manner akin to the commutative case:
Applications of noncommutative DFTs
We're interested in the possibility of fast algorithms for computing these general Fourier expansions. One reason is simply that it is a natural mathematics/computer science question. But, for some people, a possibly more compelling reason might come from applications. To date, there has been progress in this direction, although there is certainly room for more.
(1) Finite groups -Fourier analysis on the symmetric group S, has been proposed and used to analyze ranked data. In this setting respondents are asked to rank a collection of n objects. As a result, each participant in effect chooses a permutation of the initially ordered list of objects. The counts of respondents choosing particular rankings then gives rise to a function on S, for which Fourier analysis provides a natural generalization of the usual spectral analysis applied to a time series. Diaconis has used this to study voting data (cf. [4] for a discussion of this example, as well as others) and more recently, Lderty has applied this to the development of conditional probability models to analyze some partially ranked data [5].
Other finite groups that have proved useful are w r e a t h products, well-known as the automorphism groups of regular rooted trees, and hence also as the symmetries of certain sorts of molecules.. These arise as natural symmetries of certain classes of nested designs and their Fourier analysis permits an extension of ANOVA-based analysis ( cf. [4] ). More recently, they have been applied to pattern recognition problems in image processing where they are used as symmetry groups for sampled images. The SPIRAL group [12j has most recently investigated filtering applications.
In communications, Fourier analysis on finite matrix groups, SLz(p), the group of twa-by-two matrices with determinant one with entries in a finite field has made possible new developments in the area of low density parity check (LDPC) codes [SI, and also proved instrumental in the construction of expander graphs that provide models for networks with high connectivity, but relatively small numbers of links.
Finally, quantum computing is now providing a new source of potential applications, mainly around the hidden subgroup problem, a generalization of factoring, important for various computer science problems [lo] . 
GroupFFTs
Progress has been made toward the construction and implementation of efficient algorithms for computing Fourier expansions in the noncommutative setting [9] . We'll concentrate on just one aspect of that now: the separation of variables approach which has proved to be of wide utility in both the finite and compact setting.
The separation of variables approach generalizes the decimation in t i m e FFT, which is essentially the guts of the Cooley-Tukey FFT. Assuming that n = p q (not necessarily prime), then decimation in time refers to the factorization of our time index E as e = e14 + e2 (0 5 e, < P, 0 5 e, < 9 ) (4)
which is coupled with a corresponding factorization of the frequency index k as
so that e,
(1 where f(4, e2) = f(&q + &).
Notice that this permits a "one-dimensional" computation to be rewritten as a "twc-dimensional" computation. The FFT organizes the calculation into two stages: Stage 1: For all kl, (2 compute This requires at most pq2 operations.
Stage 2: For all kl I kZ compute f^(kl, k2) = C e2arE2(kl+k2pf(klr e,) (8) 
e2
This requires at most p2q operations.
In toto, this gives an algorithm which requires pq@+q) operations, rather than (pq)2, providing savings as long as factorization is possible. (In the prime case a different trick, due to Rader [ll] is needed.) Decimation in time is naturally replaced by group factorization, but the concomitant factorization of the dual (frequency) requires a little work. For this the machinery of Bratteli diagrams has proved to be of immense utility. For illustration we'll revisit Cooley-%key in this setting.
This approach generalizes nicely. In brief, the diagram above reflects a chain of subgroups c 6 > C, > 1, the nodes correspond to representations (frequencies) and one node is connected to another if when restricted to that subgroup it gives that corresponding representation. For example, evaluation of e5 on the multiples of 2 (which comprise the copy of Cs in Cg) is equivalent to simply evaluating e2 on C3.
A full path in the Bratteli diagram is now a frequency, and the factorization ( 5 ) gives a labeling of the legs that make up the path. Stages 1 and 2 above can now be reinterpreted diagrammatically, Stage 1 requires the computation over all initial p a t h s kt and group elements e,, while Stage 2 becomes a computation over all full paths ( k~, k2). Separation of variables As described in [9] separation of variables takes a general form as requires more elaborate Bratteli diagrams. Nodes now correspond to matrix representations which collect together the matrix elements that transform among each other. Matrix representations for the group S,, correspond to partitions of n, hence the labeling above. Notice that the partition (2,2) reveals that full paths are no longer uniquely described by their endpoints. As a reflection of the fact that "frequency" is now a matrix element, frequencies require two indices, and are precisely the ordered pairs of paths with a common endpoint. The frequency factorization is realized as a staged computation depending on various subsets of path legs.
An FFT in this case of 5' 4 uses first the group factorization given in terms of those permutations (painvise adjacent transpositions) that exchange either symbols 1 and 2, 2 and 3, or 3 and 4 (any shuffle of four objects can be achieved by some sequence of these moves) and the above Bratteli diagram for path indexing.
Achievements
This separation of variables approach and its even more elaborate successors have been responsible for the fastest known algorithms for almost all classes of finite groups, including the symmetric groups [7] and their wreath products [9] . There is nothing "canonical" about the construction, and different factorizations and Bratteli diagrams and organizations of the computations may result in algorithms of even greater efficiency. The SPIRAL project investigates these sorts of optimal algorithms [12] .
Compact and Non-compact Group FFTs
This sort of approach can be extended directly to compact groups where further algorithmic techniques give a FFT/bandlimited theory analogous to the case of the circle [E] . In the non-compact noncommutative case of the tww and three-dimensional motion groups approximate techniques are used to reduce things to crystallographic groups and commutative FFTs [l].
Future Work
Work is afoot to increase the applicability of this sort of analysis. On the theoretical side of the coin, the most interesting and fertile areas for future research seem to be in the non-compact realm.
