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Abstrakt 
Práce se zabývá metodikou návrhu adaptivního regulátoru. V teoretické části práce 
jsou rozebrány jednotlivé části adaptivního regulátoru. Těmi jsou online identifikace 
pomocí metody nejmenších čtverců a PSD regulátor, který si nastavuje parametry dle 
identifikované soustavy (pomocí metody Z-N). Závěr teoretické části je zaměřen na 
regulaci soustav s dopravním zpožděním a to zejména při využití Smithova prediktoru.  
V praktické části jsou pomocí simulací ověřeny všechny algoritmy uvedené 
v teoretické části. Simulace probíhají jak na simulačních, tak reálných modelech. 
 
 
 
 
Klíčová slova 
Adaptivní regulátor, metoda nejmenších čtverců, online identifikace, PSD regulátor, 
dopravní zpoždění, Smithův prediktor 
 
 
 
 
 
 
 
 
 
Abstract 
Master thesis is focused on the philosophy of design adaptive controller. In the 
theoretic part are described parts of the adaptive controller, which belongs parts as 
online identification by recursive least-squares method and PSD controller, which can 
set its parameters according to identified system (use Z-N method). The part of control 
system with transport delay is situated at the conclusion of the theoretic part, there are 
focused on Smith predictor. 
Practical part is focused on verification of all algorithms, which was performed on 
models and real systems. 
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controller, Transport Delay, Smith predictor 
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1 ÚVOD 
Uvádí se, že v dnešní době je nejméně 95% všech regulátorů používaných 
v průmyslu struktury PID. U těchto regulátorů je statisticky zjištěno, že více jak 3/4 z 
nich jsou špatně navrženy [19], to způsobuje zejména finanční ztráty zapříčiněné 
zpomalením výrobního procesu, zvýšením energetické náročnosti, velkým opotřebením 
akčních členů, atd. V praxi se navíc často vyskytují procesy nelineární a procesy jejichž 
parametry se mění v čase. Tento problém může být řešen rozšířením adaptivních 
regulátorů, které pomocí online identifikace reagují na změny soustavy, a proces je poté 
řízen optimálně po celou dobu běhu. Rozšíření adaptivních regulátorů však není 
jednoduché kvůli jejich složitosti a špatné stabilitě ovlivněné šumem, A/D převodníky 
atd.. 
Cílem práce je zjištění možnosti řízení soustav s dopravním zpožděním (dále DZ) za 
pomocí adaptivních regulátorů. Přítomnost dopravního zpoždění ve vstupně-výstupních 
relacích je vlastností mnoha technologických procesů. DZ vzniká nejčastěji jako 
důsledek transportních jevů, které probíhají v řízených objektech, a má nepříznivý vliv 
na kvalitu regulace. U soustav obsahujících větší dopravní zpoždění je tedy zapotřebí 
použití speciálních algoritmů pro řízení. Ty jsou však často ve většině odborné literatury 
zabývající se řízením zmíněny pouze okrajově nebo vůbec. Většina zmíněných 
algoritmů navíc počítá s přesnou znalostí dopravního zpoždění, avšak o možnosti jeho 
identifikace existuje ještě méně literatury. U algoritmů dostupných v literaturách pro 
řízení se navíc téměř vždy počítá s přesnou znalostí dopravního zpoždění, kterou však 
v praxi neznáme naprosto přesně a u diskrétního řízení navíc může nabývat pouze 
násobků dopravního zpoždění. Práce je tedy zaměřena na možnosti řízení soustav s 
dopravním zpožděním (zejména pomocí Smithova prediktoru) a možnost identifikace 
DZ (pomocí rozboru čitatelového polynomu). 
Práce se dělí do tří hlavních celků. V 1. části je uveden teoretický rozbor zabývající 
se teorií identifikace (rekurzivní metoda nejmenších čtverců, neuronová síť), regulace 
(PSD regulátor a jeho modifikace) a ostatních komponent potřebných k sestavení 
adaptivního regulátoru. Druhá část práce se zaměřuje na řízení a identifikaci soustav s 
dopravním zpožděním. DZ je v úvodu této části zkráceně popsáno a následně jsou 
uvedeny a otestovány jednotlivé metody pro regulaci soustav s DZ. V další části jsou 
uvedené metody pro adaptivní řízení testovány a srovnány s pevně navrženými 
regulátory. Srovnání se provádí pomocí simulačního prostředí Matlab/Simulink, 
ve kterém je vytvořen simulační model. Pro ovládání modelu je vytvořeno prostředí 
GUI, jenž je popsáno v práci. Na závěr je v práci uvedena implementace algoritmů do 
PLC firmy B&R a ověření algoritmů na reálných soustavách. 
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2 ADAPTIVNÍ ŘÍDICÍ SYSTÉMY 
Převážná většina procesů, se kterými se v průmyslové praxi setkáváme, má 
proměnné dynamiky výstupních veličin. Změna parametrů procesu je způsobena 
změnami v provozních režimech, změnami vlastností surovin, paliva a zařízení. 
Klasické regulátory s pevně nastavenými parametry často nevyhovují pro řízení 
takových procesů, neboť při změnách parametrů procesu je řízení neoptimální a dochází 
ke ztrátám materiálu, energie, ke snižování životnosti zařízení atd. Z tohoto důvodu se 
při řízení takových procesů vyplatí použití adaptivních řídicích systémů. 
 V této práci jsou použity pouze adaptivní kybernetické systémy, proto se dále 
budeme věnovat pouze těmto systémům. A to navíc systémům splňujícím následující 
požadavky: 
 mohou měnit svůj stav nebo strukturu 
 můžeme ovlivňovat stav nebo výstup systému 
Obecně definujeme adaptivní systém jako systém se třemi vstupy zastoupenými 
řídicí veličinou   zadávanou uživatelem, neměřitelnou poruchou  , informací o 
požadovaném chování   a jediným výstupem   reprezentujícím chování systému. [1] 
           (2-1) 
Ke každému projevu prostředí   a   je přiřazován jediný výstup  . Změna výstupu 
  se uskutečňuje prostřednictvím změny parametrů  , které jsou obvykle neznámé. Za 
parametr   se pro každou kombinaci         dosazuje jeho odhad  ̂ tak, aby byla 
minimalizována ztrátová funkce   za jednotku času nebo vymezený časový interval 
 (       ̂)             ̂  (2-2) 
Adaptací tak rozumíme proces hledání  ̂ a trvá tak dlouho, dokud není tento 
parametr nalezen. Charakteristickým rysem adaptivního systému je fakt, že k procesu 
adaptace dochází vždy při změně projevu prostředí, tj. hodnot     nebo požadovaného 
chování  . [1] 
V současnosti mohou být adaptivní řídicí systémy klasifikovány do tří základních 
skupin: 
 adaptivní systémy založené na heuristickém přístupu 
 adaptivní systémy s referenčním modelem (MRAC) 
 samočinně se nastavující regulátory (STC) 
 
Specifickou skupinou jsou samočinně se nastavující regulátory, které na rozdíl od 
dvou výše uvedených přístupů vyžadují detailní znalost dynamiky řízené soustavy. 
Samotná syntéza regulátoru se pak opírá o znalost modelu procesu a lze ji provádět 
podle známých algoritmů, jako jsou metoda přiřazení pólů (Pole Placement), 
minimalizace rozptylu výstupu (Minimum Variance), podle lineárního kvadratického 
kritéria (Linear Quadratic) a metody číslicové syntézy PID regulátorů. V některých 
případech neslouží identifikační procedura k určování odhadu parametrů soustavy  ̂, 
nýbrž vztah mezi vstupem a výstupem procesu je definován přímo parametry 
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regulátoru, aniž by se přepočítávaly z parametrů modelu  ̂. Pro tyto regulátory se užívá 
pojmenování přímé (implicitní – např. přímý neuronový regulátor), kdežto regulátory 
využívající v syntéze znalost parametrů  ̂ nesou označení nepřímé (explicitní). [1] 
2.1 Samočinně se nastavující regulátory (STC) 
Jsou to regulátory založené na průběžném odhadování vlastností soustavy a poruch, 
postupném upřesňování a tím i sledování možných změn. STC regulátory se skládají ze 
dvou oddělených částí: identifikace a regulátoru navrženého podle identifikovaných 
parametrů. Identifikace je však vždy zatížena chybou způsobenou jak z nepřesnosti 
výpočtu (nedostatek vzorkovacích dat), volbou správného modelu, tak působením 
neměřitelné poruchy na soustavu. 
 
Průběh regulace pomocí STC regulátorů spočívá: 
1. Vektor parametrů   po proběhnutí identifikačním procesem se pro daný krok   řízení 
považuje za známý a je roven bodovému odhadu, tj.    ̂      
2. Za podmínky, že se predikovaný výstup vypočtený díky znalosti  ̂ přibližně rovná 
skutečnému výstupu soustavy, vypočte se právě potřebný akční zásah      
3. Po získání nových vzorů učení stávajících z     a výstupu soustavy      se provede 
nový krok rekurzivního výpočtu, jeho výsledkem je nový odhad parametrů  ̂    a 
dále se tento celý proces opakuje. V některých případech se však odhad parametrů 
může po dosažení určité věrohodnosti  ̂    a      pozastavit (využívá se především 
u neuronových sítí, které jsou náchylné na přeučení). Identifikace se opět spustí až po 
zjištění rozdílu mezi identifikovanou a skutečnou soustavou. [1] 
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2.2 Soustavy určené pro testování 
Pro lepší ověření, pochopení metod a poznatků uvedených v jednotlivých kapitolách 
je na závěr každé z nich provedeno jejich simulování na testovacích soustavách. Pro 
lepší přehlednost a možnost porovnání průběhu mezi jednotlivými kapitolami byly 
vybrány tři soustavy, na kterých jsou dané algoritmy simulovány. Soustavy byly 
vybrány dle [16], to je vědecký článek určující vhodné soustavy pro testování 
regulačních dějů. 
Soustava 1 – systém se dvěma stejnými póly a časovým zpožděním 
   
 
      
      
Pro diskretizaci volíme        , soustava má poté tvar:  
    
 
 
      
  
  
 
  
                  
                
  
 
Soustava 2 – kmitavý článek 2. řádu s dopravním zpožděním 
   
 
       
      
Pro diskretizaci volíme        : 
    
 
 
      
  
  
 
  
                
                 
 
y 
Blok výpočtu 
parametrů regulátoru 
Identifikace 
systému 
 
Systém 
 
Regulátor + + + 
- 
+ 
Parametry  
regulátoru 
Parametry procesu θ 
u e 
Kriterium 
v v 
𝜔 
Obrázek 1, Bloková struktura STC regulátoru [1] 
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Soustava 3 – systém 4. setrvačných článků s postupně se snižujícími časovými 
konstantami 
   
 
                                
      
Pro diskretizaci         
    
 
 
      
  
  
 
  
                                           
                                           
 
 
Pro vyhodnocení kvality regulace jsou využita kvadratická kritéria definovaná: 
Chybová funkce (KSO):    
 
         
∑ (         )      
 
 
Celková energie:    
 
         
∑               
Tato kritéria budou v dalším pokračovaní práce uvedeny u zobrazených průběhů. A 
to buď v legendě přímo za jménem daného průběhu nebo v tabulce uvedené pod grafy. 
2.3 Identifikace 
Průběžná identifikace parametrů regulované soustavy je velmi důležitou součástí 
adaptivního STC regulátoru a bez její správné funkce je regulátor nepoužitelný. Modely 
získáváme pomocí měření vstupu a výstupu procesu. Nejčastějšími online metodami 
identifikace pro STC regulátory jsou metody nejmenších čtverců (RLS) a neuronové 
identifikační sítě. Obě metody mají jak dávkové (parametry modelu získáme výpočtem 
ze získané množiny dat), tak výhodnější a výpočetně méně náročné rekurzivní tvary 
(parametry modelu jsou v každém kroku zpřesňovány rekurzivním výpočtem). Hlavním 
cílem identifikačního procesu je tedy získat dostatečně věrohodný model reprezentující 
chování procesu, což se vyjadřuje pomocí hodnoty  ̂    vyjadřující rozdíl mezi 
výstupem ze skutečné soustavy v čase   a vypočteným predikovaným výstupem 
modelu. 
2.3.1 Volba řádu modelu 
Volba řádu identifikovaného modelu je důležitou součásti správné funkce STC 
regulátoru. V této práci jsou použity tři typy modelů, které jsou zároveň 
nejpoužívanějšími modely všeobecně.  
Model druhého řádu 
      
    
    
  {   ,
       
 
 
              
-}  
   
      
  
             
 (2-3) 
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Model druhého řádu s dopravním zpožděním 
 
      
    
    
  {   ,
       
 
      
              
-}  
   
        
    
             
 (2-4) 
k je počet kroků DZ  
Model třetího řádu  
      
    
    
  {   ,
       
 
 
                     
-}  
   
      
      
  
                   
  (2-5) 
2.3.2 Volba typu parametrického modelu 
Obecně se dá dynamický systém popsat jako funkce jeho vstupů, výstupů a poruch 
na něj působících. 
      [                                                
                        ]       
(2-6) 
y(k)...je hodnota výstupní veličiny v k-tém okamžiku vzorkování 
Problém takového vyjádření je ve specifikaci stochastického členu     . Jedním 
z možných řešení je reprezentovat poruchu      signálem, který vznikne průchodem 
šumu známých vlastností filtrem. Poruchu poté můžeme reprezentovat tímto filtrem, ten 
poté můžeme reprezentovat následujícím popisem. [4] 
      [                                                
                                                     ] 
(2-7) 
  ...náhodná, neměřitelná složka 
  náhodná měřitelná složka 
 
Obrázek 2, blokové schéma vyjadřující plný (nezjednodušený) popis modelu [4] 
2.3.2.1 ARX 
kde AR je autoregresní část            a X je část s externím vstupem            [4] 
 
 
𝐴
   
𝑢 𝑡  𝑦 𝑡  
𝑒𝑠 𝑡  
𝐵
𝐹
 
𝐶
𝐷
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Obrázek 3, Blokové schéma modelu ARX [4] 
Jedná se o model ve tvaru diferenční rovnice 
                                                +e(k) (2-8) 
Bílý šum e(k) sem vstupuje jako chyba do diferenční rovnice. 
Zjednodušený zápis 
           
      
         
    
          
      
         
    
                           
(2-9) 
Zápis pomocí lineární regrese 
                       
  
  (                                 ) 
(2-10) 
Odhad výstupu 
       
       
Model předpokládá ovlivňování reálného procesu šumem vstupujícího pouze do 
jmenovatele přenosové funkce, v opačném případě získáme posunutý odhad parametrů. 
2.3.2.2 ARMAX 
Metoda ARMAX identifikuje model popsaný rovnicí [4] 
                                    (2-11) 
 
𝐴
 
  
𝐵   
𝑢 𝑡  𝑦 𝑡  
𝑒𝑠 𝑡  
 16 
 
 
 
 
 
 
Obrázek 4, Blokové schéma modelu ARMAX [4] 
 
Kdy v rámci identifikace soustavy získáme jak model odhadu soustavy, tak model poruchy. 
 
Princip: [4] 
Uvažujeme-li chybu predikce danou vztahem:  
               ̂            (2-12) 
Můžeme pro odhad výstupu napsat rovnici: 
 ̂                              (2-13) 
Neznámé parametry            nahradíme jejich odhady   ̂   ̂     ̂  
 ̂          ̂       ̂       ̂           ̂    (2-14) 
kde                        a   ̂    .
 ̂ 
 ̂ 
 ̂ 
/ 
2.3.3 Identifikační metody 
U identifikačních algoritmů rozlišujeme mezi dvěma metodami: jednorázovou (off-
line) a průběžnou (on-line) identifikaci. Při off-line identifikaci jsou parametry modelu 
určeny ze sady naměřených dat. U on-line identifikace se naměřená data neustále 
aktualizují, čímž se zpřesňuje v každém kroku model systému. Pro adaptivní řízení se 
využívá průběžná (on-line) identifikace v uzavřené smyčce. [5] 
Pro správnou identifikaci systému je potřeba splnit následující podmínky: 
 systém musí být buzen dostatečně proměnným (perzistentním) signálem. 
 působící poruchy musí být co nejmenší, popřípadě musí mít charakter bílého 
šumu, jinak vede identifikace k posunu identifikovaných parametrů. 
2.3.3.1 Metoda nejmenších čtverců 
Metoda je zástupcem jednorázové, neboli off-line identifikační metody.  
Zavádí se pojem chyba odhadu                  
Metoda vychází z minimalizace ztrátové funkce 
𝑢 𝑡  
 
𝐴
 
𝐶 
𝐵   
𝑦 𝑡  
𝑒𝑠 𝑡  
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∑       
 
 
 
   
                          (2-15) 
nebo také 
  
 
 
∑[           ]  
 
 
             
 
   
 (2-16) 
Výsledný vzorec poté můžeme psát ve tvaru: 
  [∑ 
 
   
        ]
  
[∑        
 
   
] 
2.3.3.2 Rekurzivní metoda nejmenších čtverců (RLS) 
Je jednou z nejčastěji používaných identifikačních metod u adaptivních regulátorů. 
Výhoda této metody je, že nejsou uchovávána všechna data jako u off-line metod, ale 
pouze několik zpožděných hodnot. 
Odvození [3] 
Uvažujeme-li odhad parametrů podle vzorce (2-17) 
 ̂    [∑         
 
   
]
  
[∑        
 
   
] (2-17) 
Označme 
     [∑         
 
   
]
  
 (2-18) 
Potom jednoduše 
                          (2-19) 
A rovnice můžeme zapsat jako: 
              
                ̂      
 ̂     ̂               
(2-20) 
Pro výpočet musíme určit matici P(k) pomocí lemy o inverzi. Ta nám převede 
inverzi matic na skalární dělení. 
            
                     
                 
 (2-21) 
Obvyklé počáteční nastavení algoritmů 
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Pokud požadujeme, aby bylo možné sledovat i časově proměnné parametry, 
používáme tzv. techniky zapomínání.  
Konstantní exponenciální zapomínání  
Při tomto algoritmu klesá exponenciálně váha starších dat na odhad parametrů. 
Kriterium se tedy změní na: 
     ∑             
 
    
 (2-22) 
λ...koeficient exponenciálního zapomínání a voli se v rozsahu              
 
Modifikované rovnice mají tvar: [3] 
     
          
                 
 
     
                      
 
 
 ̂     ̂                      ̂       
 
(2-23) 
Pokud je koeficient λ < 1 zlepšuje se sledování proměnných parametrů, při λ = 1 
odpovídá klasické metodě bez zapomínání. Tento algoritmus je vhodný pro systémy, 
jejichž parametry se mění pomalu. Problém u této metody nastává v případě, když je 
systém natolik ustálený, že se jeho parametry s časem nemění a metoda tak delší dobu 
nedostává nové informace                – ztrácí se informace o dynamice 
procesu a hodnota kovarianční matice      začne exponenciálně narůstat s faktorem 
zapomínání  , což může vést k numerické nestabilitě algoritmu (tzv. estimátor windup 
jev). Problém lze řešit např. vypínáním identifikace v ustáleném stavu, proměnným 
koeficientem zapomínání či směrovým zapomínáním. 
Směrové konstantní zapomínání  
Problém estimátor windup efektu při dlouhodobě ustáleném systému řeší konstantní 
směrové zapomínání, které zapomíná stará data, pouze pokud mohou být nahrazeny 
novými daty vypovídajícími o dynamice systému. Algoritmus je založen na myšlence, 
že data mají směr a stará data mohou být zapomínána pouze v určitém specifickém 
směru. 
Rovnice: [7] 
                         
            
    
      
 
(2-24) 
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 ̂       ̂    
          
        
(               ̂   ) 
                            
                     
             
 
            
 
       je veličina udávající míru informace obsažené ve vektoru        
       je faktor směrového zapomínání 
Adaptivní směrové zapomínání 
Zamezuje ztrátě o dynamice systému ještě víc než konstantní směrové zapomínání. 
Odhad faktoru zapomínání         se odvíjí od dosaženého souladu modelu s 
chováním reálného procesu. Adaptivní směrové zapomínání se snaží zajistit aby bylo 
zapomenuto stejné množství informace o chování modelu jako přichází ve vstupním 
vektoru       . [7] 
                         
       
(               ̂   )
 
    
 
  
               
      
        
              
               
                                     
                       
                 
         
      
 
 ̂       ̂    
          
        
(               ̂   ) 
                            
                     
             
 
            
 
(2-25) 
               jsou skaláry udávající informaci v      
       vypovídá o množství informace obsažené v nově příchozích datech        
2.3.4 Metody pomocných proměnných 
Tyto metody slouží k zpřesnění identifikace skutečných parametrů   u soustav 
zatížených šumem. 
Uvažujeme-li systém popsaný diferenční rovnicí: [5] 
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      (                                   ) 
                       
(2-26) 
A data vyhovující rovnici: 
                  
Kde    je vektor skutečných parametrů a vstupní signál       nezávisí na     . 
Pokud je odhad   ̂ správný, měl by se shodovat s   . 
 ̂     [
 
 
∑         
 
   
]
  
[
 
 
∑    
 
   
    ]     
 
(2-27) 
Podmínka rovnosti rovnice 2-27 je splněna když: 
1. E          není singulární: neplatí v případech: vstup není perzistentním 
signálem dostatečného řádu, pro identifikace je zvolen model příliš vysokého 
řádu, vstup u    je tvořen jako zpětná vazba nízkého řádu z výstupu 
2. E          , tato podmínka většinou splněna není. Výjimkou je případ, 
kdy     je bílý šum. V praxi se však vyskytuje šum korelovaný s minulými 
výstupy. To zapříčiní nesplnění dané podmínky a získáme posunutý odhad 
Pro řešení druhé podmínky a tedy získání neposunutého odhadu existují dvě 
metody: [5] 
2.3.4.1 Metoda zpožděného pozorování (RIVd) 
Uvažujeme-li systém popsaný diferenční rovnicí [5] 
     
      
      
        
      
      
      
Vektor pomocných proměnných je dán tvarem: 
        
(
 
 
 
        
          
 
    
      
 )
 
 
 
 
                                
(2-28) 
Aby byl získaný odhad neposunutý, musí zpoždění pozorování     splňovat 
podmínku 
         
       
Online metoda má tvar: 
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 ̂     ̂                      ̂       
(2-29) 
2.3.4.2 Metoda s dodatečným modelem (RIVm) 
Do vektoru pomocných proměnných se dosadí predikované výstupy, které nejsou 
ovlivněné poruchou. Metoda využívá identifikovaného modelu, je tedy potřeba, aby 
byla inicializována. Při inicializaci je zapotřebí, aby získaný odhad byl dostatečně 
přesný, jinak může tento algoritmus divergovat.  
        
(
 
 
 
           
             
 
    
      
 )
 
 
 
 (2-30) 
      je v stup pred  ova    de t f  ova    odele . 
Rovnice pro online identifikaci jsou stejné jako u metody RIVd, jediný rozdíl je ve 
vektoru  . 
Tato metoda využívá identifikovaného modelu a je tedy potřeba, aby byla 
inicializována. Při inicializaci je zapotřebí, aby získaný odhad byl dostatečně přesný, 
jinak může tento algoritmus divergovat. 
2.3.5 Metody pro dodržování pozitivní definitnosti 
kovarianční matice 
V některých případech může docházet k indefinitnosti kovarianční matice     . 
Poté může získaný odhad parametrů divergovat. Tento problém se dá vyřešit pomocí 
odmocninových filtrů. 
Odmocninové filtry zaručují obnovu matice      ve formě odmocniny. To 
zajišťuje, že matice      zůstává stále pozitivně definitivní. Jedním z možných filtrů je 
filtr typu REFIL [6] 
2.3.5.1 REFIL 
Při použití tohoto filtru se rozkládá kovarianční matice na dvě trojúhelníkové matice 
(    ) [7] 
               (2-31) 
Obnova matice      probíhá v následujících krocích: 
 ̂                       (2-32) 
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       [     √    ] 
                
                          
               
Kdy počáteční nastavení S(0) se volí jako √     a  ̂ se volí stejně jako u rekurzivní 
metody nejmenších čtverců. 
Výše uvedený algoritmus však popisuje pouze nasazení filtru REFIL na metodu 
nejmenších čtverců bez zapomínaní. V případě užití metody RLS s konstantním 
exponenciálním zapomínáním budou výsledné rovnice ve tvaru: [7] 
 ̂                       
                 
                 
          √     
                
 ̂     ̂      
    
    
 ̂        
     
 
√   
*       
         
    
+ 
 
(2-33) 
Tato metoda již umožňuje sledování měnících se parametrů procesu, avšak stále 
není vhodná při identifikaci procesů buzených málo měnícím (perzistentním) signálem. 
V těchto případech je lepší využít filtr REFIL s adaptivním směrovým zapomínáním, 
jehož algoritmus je uveden níže: [7] 
 ̂                 
                 
               
     
       
    
  
  
             
    
      
              
           
 
                     
          *       
       
      
+ 
                              
               
          √         
                
(2-34) 
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 ̂     ̂      
    
           
 ̂      
            
         
    
              
                         
    ….volíme v rozmezí      , hodnota představuje minimální hodnotu faktoru 
směrového zapomínání a je volena tak, aby spadala do definičního oboru funkce 
odmocniny a současně umožňovala splnění podmínky pro zapomínání staré informace. 
2.4 Vliv periody vzorkování 
Velikost vzorkovací periody má podstatný vliv na stabilitu diskrétního adaptivního 
regulačního obvodu. Její periodu    a kmitočet    nemůžeme volit libovolně dlouhý. 
Volba délky periody vzorkování má však dva protichůdné požadavky. Kdy pro správné 
vyregulování poruchy a malý překmit výstupní veličiny je požadována co nejkratší 
perioda vzorkování. Má také zásadní vliv na kvalitu identifikace soustavy a to zejména 
u zašuměných soustav, u kterých dlouhá perioda vzorkování působí jako filtr a díky 
tomu dochází k menšímu posunu identifikovaných parametrů od skutečných. Další 
problém příliš krátké periody vzorkování plyne již z přenosu těchto převzorkovaných 
soustav. Ty mívají v čitateli konstanty až o 100 řádů nižší než ve jmenovateli, čímž 
dochází k velkým nepřesnostem při zaokrouhlovaní a identifikace dává nereálné 
odhady. 
Základní podmínkou správného vzorkování je požadavek, aby vzorkovací průběh 
bylo možno převést zpět, tedy rekonstruovat jej na původní průběh bez ztráty 
informace. Tuto podmínku vyjadřuje tzv. Shannon-Kotelníkův vzorkovací teorém, 
kterým určuje potřebný vzorkovací kmitočet vzhledem k nejvyššímu kmitočtu spektra 
vzorkovacího signálu. 
       
Vzorkovací kmitočet    musí být roven nejméně dvojnásobku nejvyššího kmitočtu 
spektra vzorkovacího kmitočtu   . Tato podmínka však platí pouze pro možnost 
rekonstrukce signálů. Při určení vzorkovacího kmitočtu pro řízení požadujeme pro 
rychlejší regulaci vyšší vzorkovací kmitočet. 
Pro určení periody vzorkování neplatí žádné obecně ideální pravidlo, pouze řada 
různých doporučení pro jednotlivé případy. Zde jsou uvedeny nejčastěji publikované 
vzorce pro určení     
   (
 
 
 
 
  
)    
         
   (
 
 
 
 
  
)   
   (
 
 
 
 
 
)   
(2-35) 
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   …doba náběhu po 95% žádané hodnoty 
f… vlastní frekvence uzavřené smyčky (u kmitavých soustav) 
  …dopravní zpoždění 
  …součet všech časových konstant mezi vstupem a výstupem soustavy 
2.4.1.1 Testování vlivu periody vzorkovaní 
Vliv vzorkovací periody je znázorněn na obrázku (Obrázek 5) při simulacích na 
soustavě č.1 obsahující       s za působení náhodného šumu na výstupu soustavy. 
Přechodový děj byl odsimulován při čtyřech různých periodách: {1; 1,5; 2; 3}s. 
Z průběhů můžeme vidět, že 1s je příliš malá hodnota pro filtraci šumu působícího za 
soustavou, identifikace tedy produkuje posunuté hodnoty a regulátor navržený na jinou 
soustavu tak nepůsobí ideálním akčním zásahem. Při vyšších hodnotách vzorkovací 
periody (      ) již dochází k lepší filtraci šumu a tím i přesnější identifikaci 
soustavy, která je k optimální regulaci potřebná. Při dalším navyšovaní    je však další 
nepatrné zlepšování identifikace zaplaceno zbytečným prodlužováním přechodového 
děje.  
 
 
Obrázek 5, Vliv periody vzorkování na přechodových děj a akční zásah 
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2.5 Vliv A/D a D/A převodníku 
Na činnost číslicového regulátoru má vliv přesnost užitých A/D a D/A převodníků 
(úroveň kvantování). Vzorkovač provádí periodické snímání hodnoty spojité vstupní 
veličiny. Dostáváme tak množinu diskrétních bodů (vzorků) s intervalem odpovídajícím 
použité vzorkovací frekvenci   , která musí splňovat Shannonův vzorkovací teorém – 
pro vzorkovací kmitočet platí: [17] 
   
  
  
                         
 
    
 (2-36) 
kde    je perioda vzorkování a    je maximální kmitočet obsažený ve spektru 
zpracovaného signálu. Při nesplnění tohoto teorému dochází k překrývání jednotlivých 
spekter signálu (tzv. aliasing efektu). Před vzorkováním signálu by tedy měly být 
odstraněny všechny frekvence vyšší než je polovina vzorkovací frekvence, tzv. 
Nyiqustova frekvence    
  
 
 
 
  
(antialiasing filtr). 
Po vzorkování realizuje převodník operaci kvantování, pomocí které se převádí 
diskrétní signál na kvantovaný signál, ten je charakterizovaný konečným počtem 
možných diskrétních hodnot. To znamená, že přesné hodnoty vzorků      jsou 
vyjádřeny se zvolenou konečnou přesností kvantovanými hodnotami      . Sousední 
rozhodovací úrovně vymezují kvantizační stupně šířky ∆. Počty kvantizačních stupňů 
N A/D převodníků jsou zpravidla rovny b-té mocnině čísla 2 (     ), přičemž 
nakvantovaný signál pak lze vyjádřit v b bitech. Všechny velikosti vzorků      
spadající do rozsahu jednoho kvantizačního stupně jsou vyjádřeny příslušnou 
kvantovanou hodnotou        Diference mezi kvantovanou a přesnou hodnotou vzorku 
představuje kvantizační chybu                    . Její velikost je v intervalu 
–          . Tyto chyby mají náhodný charakter a nazýváme je kvantizační šum. 
Velikost kvantizačního šumu závisí na maximálním počtu kvantizačních stupňů daného 
převodníku. Přesné hodnoty vzorků      mohou být kvantovány zaokrouhlováním nebo 
useknutím. Např. pokud máme 12 bitový A/D převodník (b = 12), počet kvantizačních 
stupňů je               . Pro bipolární převodník ± 10 V dostaneme šířku pásma  
20/4096 ≈ 0,005 V. Důsledkem toho je, že při použití tohoto převodníků počítáme s 
přesností na maximálně 4 platná místa. 
Při zpětném převodu digitálního signálu na analogový signál pomocí D/A 
převodníku nebude převedený signál přesně odpovídat původnímu, neboť bude vždy 
degradován kvantizačním šumem     . [17] 
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2.6 PID regulátory 
2.6.1   PSD s filtrací derivační složky 
U spojitých PID regulátorů vlivem setrvačnosti dochází k přirozené filtraci šumu a 
jeho vysokofrekvenčních složek. Setrvačnost také působí při skokových změnách 
žádané hodnoty, a proto je možnost vzniku prudkých změn akční hodnoty menší u 
spojitých systémů než u diskrétních. U číslicových regulátorů dochází k velkým 
změnám akční veličiny prakticky vždy, když se více změní regulační odchylka. Díky 
šumu, který doprovází signál nesoucí informaci o regulované veličině, dochází k tomu, 
že přenášený signál je zatížen náhodnou chybou. Abychom zabránili prudkým změnám 
regulační odchylky, využíváme filtry, které fyzicky zařadíme před číslicový PSD 
regulátor (zavedeme další časovou konstantu a zpomalíme přechodový děj) nebo 
upravíme algoritmus samotného číslicového PSD regulátoru. Zkracováním periody 
vzorkování narůstá amplituda derivační složky. 
Potlačení vyšších kmitočtů ve vstupním signálu se provádí přímo v algoritmu 
náhrady derivace. Toto řešení je výhodnější než použití filtru před regulátorem, protože 
filtrace se týká pouze derivační složky a nevnáší setrvačnost do celého regulátoru. [6] 
 
Spojitý PID regulátor s filtrací derivační složky má přenos: 
       .  
 
   
 
   
  
    
/ (2-37) 
N volíme v rozsahu 3 až 20 
Diskrétní ekvivalent výše uvedeného spojitého regulátoru je: 
       .  
   
  
         
  
     
   
 
   
     
/ (2-38) 
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Obrázek 6, Schéma PSD regulátoru s filtrací derivační složky [6] 
2.6.2   β-PSD s filtrací derivační složky 
Změnou struktury regulátoru lze ovlivnit velikost prvního překmitu a také rychlost 
přechodového děje. Do derivační složky PS-D regulátoru nevstupuje regulační odchylka 
 , ale záporně vzatá hodnota z procesu   . Touto úpravou omezíme překmit výstupní 
veličiny. V případě zapojení S-PD musí sumační složka zůstat v přímém vyhodnocení 
odchylky a plynule můžeme ovlivňovat odezvu regulačního obvodu na změnu žádané 
hodnoty. V tomto případě dojde k značnému omezení kmitání systému. Rovnice 
regulátoru je: [6] 
      (           
    
         
     
  
 
(   
  
  ) 
     
   
 
  
     
    ) (2-39) 
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Obrázek 7, Schéma β-PSD regulátoru [6] 
2.6.3   Takahashiho regulátor  
Takahashiho regulátor vychází z přírůstkové metody klasického PSD regulátoru, je 
výhodný zejména při aplikacích, kdy nemůžeme dodržet pevnou periodu akčních 
zásahů. Vyznačuje se menším překmitem při změně žádané hodnoty. Je popsán rovnicí:  
       [           ]    [         ]   
  [                   ]         
(2-40) 
Konstanty zesílení se určí dle: 
             
  
 
     
          
      
     
            
   
 (2-41) 
2.6.4   Feed-Forward 
Tento typ regulátoru využívá pro zamezení překmitu zavedení přímé vazby ze 
vstupu žádané hodnoty na výstup regulátoru. Praktické uplatnění tohoto regulátoru je 
zejména u polohových servomechanismů, kdy dopředná vazba od žádané hodnoty 
pomáhá překonat statické tření motoru v klidu. 
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Obrázek 8, Schéma regulátoru FeedForward [6] 
2.7 Nastavení regulátorů 
Parametry soustavy jsou dány jejími vlastnostmi a jsou tedy známé nebo alespoň 
měřitelné. Parametry regulátoru volíme tak, aby přechodový děj co nejvíce vyhovoval 
potřebám daného regulovaného obvodu. Tyto požadavky jsou však různé (doba trvání 
přechodového děje, maximální překmit, vyregulování poruchy…), proto existuje řada 
metod pro návrh konstant regulátorů, kdy každá metoda upřednostňuje určité kritérium. 
V této práci je díky své jednoduchosti a tedy možné implementaci do adaptivního 
regulátoru využita metoda Ziegler-Nichols, která k použití předpokládá znalost 
kritických parametrů soustavy. 
2.7.1  Výpočet kritických parametrů soustavy 
Výpočet kritických parametrů je prováděn pomocí unifikovaného principu, kdy se 
stabilita počítá z charakteristického polynomu přenosu. A to tak, že hledáme, při jakém 
zesílení bude alespoň jeden pól ležet na jednotkové kružnici a ostatní budou uvnitř 
kružnice. Na obrázku (Obrázek 9) vidíme následující možnosti umístění pólů na 
jednotkové kružnici, které uvedou regulační obvod na mez stability, bude tedy platit 
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Obrázek 9, Možné umístění pólu na mezi stability [2] 
Pro nalezení kritického zesílení tedy hledáme jednu z následujících možností: 
charakteristický polynom obsahuje dvojici komplexně sdružených pólů   
              
       
charakteristický polynom obsahuje jeden nebo více reálných pólů   
          (    )  
Kritickou periodu kmitů poté můžeme vypočítat pomocí vztahů: 
 os                
 
  
ar  os                 
  
  
                 
(2-42) 
V této práci jsou použity soustavy druhého a třetího řádu. V praxi jsou reálné 
systémy většinou většího řádu, avšak pomocí druhého a třetího řádu jdou většinou věrně 
aproximovat. Proto jsou níže uvedeny výpočty kritických parametrů pouze pro druhý a 
třetí řád. [1] 
2.7.1.1 Model 2. řádu 
Při předpokladu přenosu ve tvaru     
      
         
    se parametry vypočítají dle 
obrázku (Obrázek 10). 
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Obrázek 10, Blok schéma výpočtu kritický parametrů pro model 2. řádu [1] 
2.7.1.2 Model 3. řádu 
Při předpokladu přenosu ve tvaru     
   
        
              
  se parametry vypočítají dle 
obrázku (Obrázek 11). 
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Obrázek 11, Blok schéma výpočtu kritický parametrů pro model 3. řádu [1] 
2.7.2   Metoda Ziegler-Nichols 
Při návrhu parametrů regulátoru metodou ZN se u reálného systému vychází z 
přenosové funkce uzavřeného obvodu. Vyřadí se integrační a derivační složka 
regulátoru a zvyšuje se zesílení proporcionální složky až na hranici stability – vznik 
ustálených kmitů na výstupu soustavy. Toto zesílení označíme jako         a periodu 
těchto kmitů jako      . Poté máme dvě možnosti nastavení parametrů a to buď 
základní ZN podle Tabulka 1, nebo s omezením kmitavého průběhu podle Tabulka 2. 
 
Typ regulátoru K TI TD 
PID 0,6 KKRIT 0,5 TKRIT 0,125 TKRIT 
PI 0,45 KKRIT 0,83 TKRIT - 
P 0,5 KKRIT - -- 
Tabulka 1, Návrh parametrů regulátoru podle ZN [1] 
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.Typ regulátoru K TI TD 
PID 0,3 KKRIT TKRIT 0,125 TKRIT 
PI 0,2 KKRIT TKRIT - 
P 0,25 KKRIT - -- 
Tabulka 2, Návrh parametrů regulátoru podle ZN s omezením kmitavosti [1] 
2.7.2.1 Testování jednotlivých regulátorů 
Při simulaci byly regulátory testovány na soustavě č.1 obsahující        . Na 
výstupu soustavy přišla v čase       skoková porucha o aplitudě 1,5 a po celou dobu 
působil na výstupu barevný šum o rozptylu 0,01. Parametry regulátoru byly navrženy 
pomocí ZN s omezením kmitavosti s výjimkou S-PD regulátoru, který byl navržen 
pomocí základní metody Z-N. Pro výpočet kritických parametrů byla použita soustava 
se započtením            
 
Obrázek 12, Přechodová charakterstika, soustava 1, testování jednotlivých regulátorů 
 
Obrázek 13, Akční zásah, soustava 1, testování jednotlivých regulátorů 
Z grafu můžeme vidět, že největšího překmitu dosahuje S-PD regulátor. To je 
zapříčiněno jeho návrhem pomocí základního Z-N kritéria. I přesto však dosahuje 
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překmitu pouze 18%. Při srovnání KSO vidíme, že největší odchylky dosahuje 
Takahashiho regulátor. Ta je zapříčiněna jeho minimálním překmitem, který se neblaze 
projeví na délce náběhu                   oproti  S-PD regulátoru                . 
Při srovnání schopnosti vyregulování skokové poruchy zjistíme, že ačkoliv 
Takahashiho regulátor s Feed-Forward regulátorem mají pomalejší regulační děj, tak 
dokáží díky menší kmitavosti poruchu vyregulovat rychleji. 
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3 DOPRAVNÍ ZPOŽDĚNÍ 
Dopravní zpoždění regulované soustavy se projeví zpožděním výstupního signálu 
vzhledem k časovému působení vstupního signálu o hodnotu   .  
DZ bývá nejčastěji způsobeno tokem materiálu, prodlevou v měření, dobou 
potřebnou k analýzám a výpočtům. Přítomnost zpoždění v adaptivně řízených objektech 
má dva důležité důsledky: 
 DZ posunuje přechodovou charakteristiku (Problém identifikace soustavy – 
potřeba buďto identifikovat navíc parametr odpovídající velikosti dopravního 
zpoždění nebo tuto hodnotu zanedbat, čímž nám však vznikne méně přesný 
model. 
 Problém regulace soustavy s dopravním zpožděním – jak je uvedeno níže, DZ 
posunuje frekvenční charakteristiku, což negativně ovlivňuje kvalitu regulačního 
děje. 
Dopravní zpoždění posunuje přechodovou charakteristiku (výstupní signál) o 
hodnotu Td a tvar přechodové charakteristiky systému zůstává stejný jako v případě bez 
dopravního zpoždění.   
Přenos DZ v systému můžeme definovat jako: 
    
    , kde Td  je velikost DZ 
A systém s DZ, který vznikne jednoduchým sériovým spojením DZ se soustavou 
(viz. Obrázek 14) můžeme psát ve tvaru 
        
           
 
            
      (3-1) 
 
Obrázek 14, Schéma soustavy s DZ 
3.1 Vliv dopravního zpoždění na frekvenční charakteristiku 
Jednoduchou substituci      získáme frekvenční přenos členu dopravního 
zpoždění: 
        
       os               (3-2) 
Frekvenční charakteristika dopravního zpoždění má tvar jednotkové kružnice a 
jednotkový bod oběhne nekonečněkrát dokola při změně úhlové rychlosti od 0 do ∞. 
Frekvenční přenos systému můžeme tedy psát jako: 
                 
                
                 [          ] (3-3) 
G
d
(p) F
s
(p) 
Soustava 
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Podle výše uvedené rovnice lze říci, že výsledný modul přenosu soustavy 
s dopravním zpožděním je stejný, jako modul přenosu soustavy bez dopravního 
zpoždění, ale jeho původní fázový úhel   se natočí o   . S rostoucím   roste i fázový 
úhel. Systém se tedy posouvá k více nestabilní oblasti, což může vyústit až k nestabilitě 
systému. 
 
Obrázek 15, Vliv dopravního zpoždění na frekvenční charakteristiku pro soustavu G=1/(5p+1)^2 (vlevo) a 
G=1/(p(5p+1)) (vpravo) 
Na výše uvedeném obrázku si můžeme všimnout snižování fázové bezpečnosti 
soustavy obsahující dopravní zpoždění. 
3.2 Adaptivní řízení soustav s dopravním zpožděním 
Jak již bylo dříve uvedeno, soustavy s dopravním zpožděním zapříčiňují dva 
problémy. Prvním problémem je identifikace, kdy nám narůstá počet identifikovaných 
parametrů o dopravní zpoždění. Druhý problém nastává v části regulace, ta je 
znesnadněna díky členu dopravního zpoždění, který zhoršuje stabilitu systému a s tím 
tedy zhoršuje vlastnosti regulačního obvodu. 
Možností pro řízení systému s dopravním zpožděním máme několik: 
Bez potřeby identifikovat velikost DZ 
 Zanedbání složky dopravního zpoždění 
 Aproximace systému s DZ na systém vyššího řádu 
Potřeba identifikovat velikost DZ 
 Využití modelu soustavy bez DZ 
 Využití modelů na bázi Smithova prediktoru 
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3.2.1 Zanedbání složky dopravního zpoždění 
Pro regulované soustavy s menší hodnotou dopravního zpoždění (v porovnání 
s dominantní časovou konstantou soustavy) lze při návrhu regulátoru zanedbat člen 
vlastního dopravního zpoždění.   
    
         
Tato metoda vede k zjednodušení syntézy regulačního obvodu a my tedy nemusíme 
dopravní zpoždění dále řešit. K tomuto řešení však potřebuje dostatečně robustný 
regulátor, který se musí vypořádat se soustavou charakterizovanou větším fázovým 
úhlem než je soustava, na kterou je navržen. Při identifikaci soustav s delším dopravním 
zpožděním než je 1 vzorkovací perioda, vede identifikace často na systém 
s neminimální fází (viz 
Tabulka 3, vyznačeny červeně). Tyto systémy totiž věrněji aproximují soustavy 
s DZ.  
Při identifikaci byl systém buzen pomocí bílého šumu a k identifikaci byla použita 
RLS s konstantním exponenciálním zapomínáním a filtrem REFIL. Spojité 
identifikované soustavy v tabulce (Tabulka 3) vznikly pomocí aproximace diskrétní 
identifikované soustavy soustavou spojitou (Matlab příkaz „D C‘).  
 
Tabulka 3, Porovnání identifikovaných systému s DZ (spojité formy) 
Reálná soustava Identifikovaná soustava Ts[s] 
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Tabulka 4, Porovnání identifikovaných systému s DZ (diskrétní formy) 
Reálná soustava Identifikovaná soustava Ts[s] 
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Obrázek 16,Soustava 1, Porovnání skutečných a identifikovaných přechodových (vlevo) a fázových 
charakterstik (vpravo) .  
  
Obrázek 17, Soustava 3, Porovnání skutečných a identifikovaných přechodových (vlevo) a fázových 
charakterstik (vpravo)   
V grafech přechodových charakteristik je uvedena suma kvadratičních odchylek 
reálné a identifikované soustavy označená jako e. 
3.2.2 Aproximace pomocí soustavy vyššího řádu 
U aproximace soustavy nižšího řádů, řádem vyšším dochází díky větší variabilitě 
modelu k přesnější aproximaci identifikované soustavy. V ideálním případě při 
identifikaci soustavy s DZ rovnajícím se jednomu kroku   . Dojde díky vynulování 
nepotřebných koeficientů k přesné identifikaci soustavy s DZ. Tento případ můžeme 
vidět v tabulce (Tabulka 5) u soustav 1 a 2, u kterých u identifikovaného přenosu ve 
tvaru 
   
      
      
  
                   
, vyjdou koeficienty         přibližně rovny nule a soustava je 
tedy poté stejná jako soustava 2. řadu s jedním krokem DZ.  
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Tabulka 5, Porovnání identifikovaných systému s DZ (diskrétní formy) 
Reálná soustava Identifikovaná soustava Ts[s] 
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Obrázek 18, Soustava 1, Porovnání skutečných a identifikovaných přechodových (vlevo) a fázových 
charakterstik (vpravo)   
  
Obrázek 19, Soustava 3, Porovnání skutečných a identifikovaných přechodových (vlevo) a fázových 
charakterstik (vpravo)   
Z obrázků 18,19 můžeme vidět, že identifikovaná soustava 3. řádu dokáže věrněji 
aproximovat systém s DZ, než soustava 2 řádu (obrázky 16,17) . 
 40 
3.2.3 Identifikace dopravního zpoždění 
Pro další uvedené metody je potřeba kromě koeficientů    a    identifikovat 
koeficient    reprezentující počet kroků dopravního zpoždění. Metoda použitá 
na identifikaci DZ v této práci pracuje na základě poměru koeficientů čitatelového 
polynomu a následného zpožďování vstupního signálu do identifikační matice φ. 
(Nazveme jí metoda analýzy čitatelového polynomu). 
Její postup je následující: [18] 
1. Pomocí rekurzivní metody nejmenších čtverců identifikujeme čitatelovi 
polynom 
 ̂       ̂  
        ̂  
        ̂  
        
2a.  Pokud vyjde: 
| ̂ |      | ̂    |         d  … uvažujeme, že soustava obsahuje DZ, 
zvýšíme tedy       a pro další pokračování v identifikace nastavíme 
identifikované koeficienty                  . Tuto úpravu jsem zavedl díky 
předpokladu, že vždy následující koeficient bude po posunutí věrněji 
charakterizovat soustavu s odstraněným DZ. U jmenovatele se dá také počítat se 
změnou identifikovaných parametrů. Identifikovaná soustava bez znalosti DZ se 
snažila přechodovou charakteristiku proložit „pomalejší“ soustavou, proto 
můžeme předpokládat, že po zavedení jednoho nebo více kroků zpoždění do 
soustavy se koeficienty v čitateli změní ve smyslu zrychlení přechodového děje. 
Po simulacích a testech (přibližně na 30 různých soustavách) jsem 
experimentálně určil nejlepší změnu koeficientů ve tvaru:   
      –
  
  
               . Při využití identifikačních metod pracujícího 
s konstantním exponenciálním zapomínáním je zapomínání v případě 
dostatečného buzení nastaveno na hodnotu   =0,85. Z této hodnoty se pomocí 
rekurzivního vzorce                       , přiblíží zapomínaní opět 
hodnotě 1. Tato úprava je provedena pro lepší zidentifikováni soustavy po 
změně vstupních hodnot. 
 2b. Pokud vyjde: 
    | ̂ |  | ̂ | a zároveň hodnota    , snížime hodnotu DZ o jeden krok    
     .  
Pro zamezení oscilací hodnoty identifikovaného DZ se body 2a a 2b vykonají, až při 
splnění uvedených podmínek v 15 po sobě následujících identifikačních krocích. 
3.2.3.1 Modifikace identifikace DZ 
Při realizaci identifikace DZ jsem zavedl, jak je uvedeno výše, dvě modifikace. 
První modifikací je změna koeficientů vektoru  . (tedy:                  . a    
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   –
  
  
               ), tuto modifikaci budeme označovat Mod-1. Další modifikací je 
vymazání a nastavení kovarianční matice  . (       ), tuto modifikaci označíme 
Mod-2. 
Testování modifikací je zobrazeno na obrázcích 22,23,24,25. Grafy znázorňují 
průběh parametrů  , respektive stopu kovarianční matice P, soustavy 1, obsahující 
       . Pro buzení byl využit PRBS 5. řádu. 
Soustavy byly identifikovány pomocí RLS s adaptivním směrovým zapomínáním 
s využitím filtru REFIL. Byl využit model 2. řádu, který dovoluje identifikovat během 
jednoho cyklu pouze 1 krok DZ. Pokud je tedy         probíhá identifikace DZ 
postupně, čímž se velice protahuje celý tento děj.  
3.2.3.2 Testování modifikací identifikace DZ 
 
Obrázek 20, Vývoj parametrů   při identifikaci DZ, šum s rozptylem 0,01 
 
Obrázek 21, Stopa kovarianční matice P při identifikaci DZ, šum s rozptylem 0,01 
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Obrázek 22, Vývoj parametrů   při identifikaci DZ, šum s rozptylem 0,1 
 
Obrázek 23, Vývoj parametrů   při identifikaci DZ, šum s rozptylem 0,1 
3.2.3.3 Testování identifikace dopravního zpoždění 
Testování na identifikaci DZ bylo provedeno na všech třech testovacích soustavách. 
DZ u všech soustav bylo nastaveno na trojnásobek vzorkovací periody, tzn.         
Testování na každé soustavě probíhalo ve dvou fázích: bez šumu a s přítomností šumu 
tvořeného blokem Band-limited white noise v Simulinku o rozptylu 0,2. 
Nastavení všech parametrů identifikace je stejné jako v přechozí kapitole. 
 43 
 
Obrázek 24, Průběh identifikace DZ, soustava 1 
 
Obrázek 25, Průběh identifikace DZ, soustava 2 
 
Obrázek 26, Průběh identifikace DZ, soustava 3 
Z grafů si můžeme všimnout, že kvalita identifikace se u modelů 2. a 3. řádu mění. 
Kvalita identifikované soustavy s DZ je vyjádřena pomocí chybové funkce v legendě u 
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grafů. Díky ní můžeme vidět, že identifikace pomocí modelu 2. řádu byla vždy 
přesnější.  
U první soustavy je identifikace nejpomalejší. U identifikace s modelem 2. řádu bylo 
       identifikováno během 65 vzorkovacích kroků a zpoždění        až po 190 
krocích. Při použití 3. řádu nebylo pomocí této metody zjištěno žádné zpoždění a 
soustava se tedy aproximovala modelem 3. řádu bez DZ.  
U druhé soustavy bylo DZ identifikováno správně v obou případech. Avšak u 
modelu 3. řádu proběhlo pomaleji a výsledný model byl méně přesný. 
U třetí soustavy bylo v obou případech zjištěno správné DZ. 
3.2.3.4 Identifikace dopravního zpoždění v programu Matlab 
V programu Matlab v Identification toolboxu existuje fuknce na identifikaci dopravního 
zpoždění s názvem delayest: 
nk = delayest(data,na,nb,nkmin,nkmax,maxtest) 
data – výstupní/vstupní data 
na – řád čítatele (pro testování nastaveno 2) 
nb – řád jmenovatele (pro testování nastaveno 2) 
nkmin – minimální dopravní zpoždění (pro testování nastaveno 0) 
nkmax – maximální dopravní zpoždění (pro testování nastaveno 10) 
maxtest – maximální počet testů (pro testování nastaveno 5000) 
Metoda funguje na principu postupné identifikace pomocí ARX modelu s 
posouváním vstupního vektoru. Po vytvoření modelu se všemi zpožděními v rozmezí 
<NKMIN;NKMAX> najde model výsledek s nejmenší chybou a podle něj je určeno 
dopravní zpoždění.  
Metodu byla testována na vstupně/výstupních (zašuměných) datech získaných při 
identifikačních testech v kapitole 3.2.3.3.  
                          
                               
Při dostatečném množství dat byla velikost dopravního zpoždění identifikována 
správně u všech použitých soustav. Hraničním množstvím dat bylo přibližně 30 vzorků.  
Při dostatečném výpočetním výkonu by se dala metoda využít i u online 
identifikace, kdyby běžel jeden identifikační algoritmus paralelně s různými vstupními 
vektory  . Při použití identifikačních metod nezaložených na konečných horizontech 
bude tato metoda dávat lepší výsledky, než metoda analýzy čitatelového polynomu. 
Metoda analýzy čitatelového polynomu totiž bude zatížena chybným posunem dat 
v začátcích identifikace (před identifikací DZ). 
3.2.4 Regulace pomocí modelu bez DZ 
Regulace pomocí modelu bez DZ vychází z předpokladu správné identifikace kroků 
DZ. Při této znalosti můžeme vytvořit model soustavy bez DZ. Na ten budeme působit 
stejným akčním zásahem jako na regulovaný systém a jeho výstup bude tvořit zpětnou 
vazbu pro regulátor. 
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Obrázek 27, Model řízení soustavy s DZ pomocí modelu 
Velikou nevýhodou této metody je, že regulační smyčka neobsahuje výstup ze 
soustavy, ale pouze z modelu. Díky tomu není možné vyregulování poruch 
projevujících se na soustavě. V uvedené podobě je tedy metoda v praxi téměř 
nepoužitelná a je zde uvedena pouze z teoretického hlediska s možností rozšíření 
modelu o sledování regulační odchylky na výstupu regulovaného systému, jak je tomu 
například u Smithova prediktoru. 
3.2.5 Smithův prediktor 
Pro kvalitnější řízení systémů s DZ byly postupně vyvíjeny metody, založené na 
různých principech. Pravděpodobně nejstarší je metoda založená na principu 
tzv. Smithova prediktoru, která se používá k řízení stabilních systémů s DZ. Schéma 
vidíme na Obrázek 28. Na rozdíl od jednoduchého regulačního obvodu, který obsahuje 
jako prvky pouze řízený systém    a regulátor   , obsahuje struktura Smithova 
prediktoru i další prvky a to model řízeného procesu bez DZ, označený na obrázku 
jako    a odhad skutečného DZ řízeného procesu označený jako   . Při správné 
identifikaci    a    dostáváme při použití SP charakteristickou rovnici ve tvaru: 
             
Ta neobsahuje přenos vlastního dopravního zpoždění, ale pouze přenos regulované 
soustavy bez dopravního zpoždění. Charakteristická rovnice je stejná jako pro 
regulovanou soustavu bez dopravního zpoždění, což je výhodou pro návrh regulátoru. 
Pomocí Smithova prediktoru můžeme dosáhnout kvalitních odezev s malou dobou 
regulace a bez překmitu. 
Jak již bylo výše uvedeno, základní tvary SP v této práci jsou určeny pouze pro 
řízení stabilních soustav. Pro řízení nestabilních soustav jsou určený modifikace SP jako 
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např. podle Majiho, Liua… . Tyto metody však nejsou použitelné všeobecně, protože ve 
své struktuře obsahují více regulátorů, jejichž návrh se liší dle struktury regulovaného 
systému a návrh tedy není jednoduché automatizovat pro použití v adaptivním 
regulátoru. 
Následující kapitoly popisující Smithův prediktor uvažují pro zjednodušení zcela 
diskrétní regulační obvod. Budeme tedy předpokládat, že sice řídíme spojitou soustavu 
s DZ, avšak na jejím vstupu i výstupu je přítomen vzorkovač (na vstupu společně 
s tvarovačem nultého řádu). 
3.2.5.1 Základní tvar 
 
Obrázek 28, Schéma uzavřené regulační smyčky s SP [12] 
kde: 
                               
                    
                             
Budeme předpokládat soustavu ve tvaru: 
    
    
      
      
    
   
      
   
              
    (3-4) 
Kde dopravní zpoždění je reprezentováno členem    . Ten je roven členu    , kde 
   je vzorkovací perioda. 
Odvození výstupu: 
     
     
                  
     
            
                  
        (3-5) 
V případě rovnosti       a      se výrazy obsahující DZ ve jmenovatelích 
odečtou a pro přenos výstupu tak dostaneme 
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         (3-6) 
Z přenosů můžeme vidět, že v tomto případě je DZ ze jmenovatele úplně 
odstraněno. V praxi však ve většině případů známe pouze přibližnou hodnotu DZ, a 
proto nemůžeme předpokládat, že dojde k úplnému odstranění členu DZ ve jmenovateli. 
Při hlubší analýze této metody se dostaneme k výsledku, že největší vliv na kvalitu 
řízení má identifikace DZ (ve spojité formě se se hodnota    nachází v exponentu) 
Např. Při chybě identifikace o jeden krok (místo DZ=      užijeme model DZ=    
 ): 
        
         (    
     )   
          
                  [       
           
    ] 
(3-7) 
Při předpokladu správné identifikace modelu    (zde však při špatné identifikace 
DZ nastane další nezanedbatelná chyba) můžeme vidět, že k přenosu signálu ve zpětné 
vazbě se nám přičte chyba rovnající se úrovni změny výstupu za dobu rovnající se 
chybě identifikace DZ. Tedy: 
       
            (3-8) 
Tuto chybu chápe použitý regulátor jako odchylku výstupu soustavy a snaží se jí 
vykompenzovat akčním zásahem. To má však velice nepříznivý vliv na regulaci při 
větších změnách žádané hodnoty. 
3.2.5.2 Modifikovaný diskrétní tvar 
Modifikace spočívá ve změně modelu    a   . Díky této změně dosahuje metoda 
lepších výsledků i při posunuté identifikaci modelu a DZ. 
 
Obrázek 29, Modifikovaný diskretní tvar SP [13] 
   je hlavní regulátor 
   jedná se o člen s přenosem (pozor odlišní od SP zakladní): 
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    ̂   
 ̂     
                ̂     |
   
  ̂   ̂  (3-9) 
Tento člen je vhodný kvůli nezpožděnému přenosu regulační odchylky regulátoru. 
   jedná se o člen s přenosem: 
    
    
    ̂     
    ̂   
 (3-10) 
Odvození funkce modifikovaného Smithova prediktoru 
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V případě rovnosti predikované soustavy: tedy  ̂   ,  ̂    a rovnosti predikce 
dopravního zpoždění     . Dostaneme: 
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3.2.5.3 Modifikace podle Vítečkové [20] 
Tato modifikace by měla dosahovat lepších výsledků při řízení špatně řiditelných a 
nestabilních soustav. 
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Obrázek 30, Modifikace SP podle Vítečkové [20] 
Odvození funkce: 
Při ideální znalosti modelu vede metoda na stejný charakteristický polynom jako 
předchozí metody (odvození je odvozeno bez přenosu poruchy) 
 
     
     
            
  
     
            
    
  
     
            
  
            
                  
 
     
      
 
3.2.5.4 Porovnání jednotlivých variant Smithova prediktoru 
Pro zjištění stability a vlastností jednotlivých SP byli provedeny simulace. U všech 
simulací byla použita RLS s filtrem REFIL s adaptivním směrovým zapomínáním, 
modelem 2. řádu typu ARMAX, PSD regulátor s filtrací derivační složky navržený 
pomocí Z-N s omezením překmitu. Doba    byla u všech průběhu pevně nastavena na 
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Soustava 1 
 
 
Obrázek 31, Přechodová a akční charakteristika, soustava 1, porovnání modifikací SP 
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Soustava 2 
 
 
Obrázek 32, Přechodová a akční charakteristika, soustava 2, porovnání modifikací SP 
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Soustava 3 
 
 
Obrázek 33, Přechodová a akční charakteristika, soustava 3, porovnání modifikací SP 
Na Obrázek 31, Obrázek 32 a Obrázek 33 můžeme vidět, jak se jednotlivé 
modifikace SP vypořádají s nepřesnou identifikací Td. Průběhy u všech tří modifikací 
jsou podobné, avšak jako nejlepší ze tří použitých metod se jeví Modifikovaný diskrétní 
SP, který vykazuje nejlepší vlastnost u požadavků omezení překmitu a snížení 
kmitavosti přechodového děje. 
Při zaměření na velikost možné odchylky DZ od hodnoty zadané zjistíme, že je 
veliký rozdíl, jestli je skutečná hodnota    větší nebo menší než skutečná. Jak můžeme 
vidět v grafech přechodových charakteristik. V případech, kde je hodnota    
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podhodnocena (tedy Td skutečná>Td zadaná) je přechodový děj stabilní u většiny soustav 
minimálně do chyby odhadu rovnající se 1•Ts. V opačném případě (tedy Td skutečná<Td 
zadaná) dochází k nestabilitě přechodového děje u většiny soustav mnohem dříve a to 
kolem hodnoty odchylky       . 
Jak již bylo výše zmíněno, nejlepších výsledků dosahoval diskrétní modifikovaný 
SP, proto bude v další části práce používán právě tento algoritmus. 
3.2.5.5 Testování SP při online identifikaci 
Pro testování rozdílu průběhů s pevně zadaným a identifikovaným DZ byl vybrán 
diskrétní modifikovaný SP.  
Smithův diskrétní modifikovaný prediktor byl pro porovnání testován ve dvou 
případech. 
1. S pevným nastavením DZ 
2. S online identifikací DZ 
Pevně zadané dopravní zpoždění 
Nastavení: 
Identifikace: Model 2. řádu, RLS s adaptivním směrovým exp. zapomínáním, filtr 
REFIL 
Regulátor: Takahashiho regulátor 
Soustava 1 
 
 
Obrázek 34, Přechodová charakteristika, soustava 1, testování SP,  bez identifikace DZ 
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Obrázek 35, Akční zásah, soustava 1, testování SP, , bez identifikace DZ 
Soustava 3 
 
Obrázek 36, Přechodová charakteristika, soustava 3, testování SP, bez identifikace DZ 
 
Obrázek 37, Akční zásah, soustava 1, testování SP, , bez identifikace DZ 
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Z grafů u obou testovaných soustav můžeme vidět, že díky Smithovu prediktoru, 
nejsou regulační děje prodlouženy nebo rozkmitány, ale pouze posunuty bez změny 
tvaru o    doprava. Jediná nepřesnost vzniká pokud                     poté 
může buď změnit    tak, aby podmínka byla splněna. Nebo se musí počet kroků DZ 
nastavit jako nejbližší možný násobek (chyba tak může být maximálně      ). 
S identifikací dopravního zpoždění 
 
Obrázek 38, Přechodová charakteristika, soustava 3, testování SP, s identifikací DZ 
 
Obrázek 39, Akční zásah charakteristika, soustava 3, testování SP, s identifikací DZ 
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Obrázek 40, Přechodová charakteristika, soustava 3, testování SP, s identifikací DZ 
 
Obrázek 41, Akční zásah charakteristika, soustava 3, testování SP, s identifikací DZ 
U grafů přechodových charakteristik v legendě jsou uvedeny identifikované počty 
kroků DZ. U první soustavy jsou první tři hodnoty DZ identifikovány optimálně pro 
skutečný čas   . U posledního případu zpoždění        , tedy 3kroky DZ, již 
identifikace DZ selhala a identifikovala pouze 2 kroky. Identifikovaný čas DZ se tedy 
lišil od skutečného o 2,1s. Tak velké nepřesnosti již Smithův adaptivní prediktor 
nedovoluje a regulační děj se stal nevyhovujícím. 
U soustavy č.3 byly DZ nastaveny jako stejné násobky    jak u soustavy č.1. 
Simulační děj dopadl stejně. Kdy první tři hodnoty    zvládl algoritmus identifikovat a 
poté tedy i vyregulovat správně, tak poslední hodnotu         již identifikoval pouze 
jako dva kroky DZ a regulační algoritmus tedy opět selhal. 
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4 PROGRAM A JEHO IMPLEMENTACE 
4.1 Simulační model 
 
Obrázek 42, Vytvořené simulační schéma v prostředí Matlab/Simulink 
Simulační schéma je možné podle funkce rozdělit do 7 částí: 
1. Generování vstupního signálu 
2. Regulátor 
3. Smithovi prediktory 
4. Regulovaná spojitá soustava 
5. Identifikace systému 
6. Nastavení pro Smithovy prediktory 
7. Sběr simulačních dat 
Generování vstupního signálu 
proměnné:  Input_noise_power, Input_pulse_time,  Input_pulse_amplitude, Input_pulse_period, 
Input_pulse_width, Input_pulse_delay, Input_pulse_time, ts,xs 
V této části je možné nastavit požadovaný vstup (žádanou hodnotu). Můžeme si 
vybrat ze tří možností: barevný šum, určený k především k počáteční identifikaci, pulsní 
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generátor generující vstupní signál obdélníkového tvaru nebo pomocí vektoru amplitud 
a časů můžeme vygenerovat námi požadovaný signál. 
Regulátor 
proměnné:  reg_start, change_time1, change_val1, change_time2, change_val2, Kpk_calc1, 
Tk_calc1, Kpk_calc2, Tk_calc2, Kpk_calc3,Tk_calc3, RegulP_p, Regul_crit_p, Model_p, 
Reg_non_adapt, AD_p 
Tato část jak již napovídá název zajišuje regulaci v uzavřené regulační smyčce. 
Regulátor se navrhuje podle Z-N kritéria (normální nebo s omezením překmitu), 
kritické parametry buď můžeme zadat ručně nebo můžeme využít identifikace, ze které 
se kritické parametry zjištují online. Dále můžeme vybrat ze 4 růžných struktur PSD 
regulátoru, kterými jsou PSD s filtrací derivační složky, S-PD, Takahashiho regulátor a 
regulátor typu Feed-forward. Výstup regulátoru je pevně nastaven na rozmezí    , aby 
nedocházelo k wind-up efektu, jsou regulátory PSD s filtrací derivační složky, S-PD a 
Feed-forward opatřeny dynamickým anti-wind-up mechanizmem. Na výstupu 
regulátoru je pro věrnější simulační výsledky zařazen AD převodník.  
Výpočet kritických parametrů a jednotlivé regulátory jsou realizováný pomocí s-
funkce controller_sim.c (vstupy -    , vystup –  ), která využívá 
knihovnu s proměnými AdaptReg.h a RegulFunc.c. 
Smithovy prediktory 
proměnné: reg_start, smith_p_viteck_enable, smith_p_mod_enable, smith_p_norm_enable, 
smith_p_mod_enable 
3. část schématu obsahuje tři modifikace Smithova prediktoru: Základní verzi (blok 
– SMITH_P_MOD), Modifikovaný diskrétní tvar (SMITH_P_NORM) a SP dle 
Vítečkové (blok-SP_VITECKOVA). S touto částí pevně souvisí část 6, starající se o 
nastavení DZ pro Smithovy prediktory. 
Modely jsou realizovány pomocí s-funkcí Gm_nc.c, Gd_nc.c a Gs_nc.c 
(vstupy -    , vystup –         ) 
Soustava 
proměnné: change_time1, change_time2, change_val1, change_val2, numS1, numS2, numS3, 
denS1, numS2, numS3, DelayS_p1, DelayS_p2, DelayS_p3, noise_power, fault_time1, 
fault_amp1, AD_p 
Část simulace tvořící soustavu je tvořena třemi Transfer funkcemi, za kterými je 
připojen blok Transport delay simulující dopravní zpoždění. Díky použití tří transfer 
funkci je možné nastavit časy pro přepnutí mezi soustavami a my tak můžeme 
simulovat změnu soustavy. Za soustavou pro větší reálnost simulace zařazena saturace 
(   ), vstup náhodné a skokové poruchy, vzorkovač a AD převodník. 
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Identifikace systému 
proměnné:  Sys_Delay, Ident_type, Model_p, Metoda_p, RIV_p, Sm_ad_ident 
Část identifikace obsahuje identifikaci pomocí neuronové sítě a pomocí online 
metody nejmenších čtverců obsahující řadu metod a modifikací. RLS navíc umožňuje 
online identifikace dopravního zpoždění.    
Výpočet identifikace je řešen dvěma způsoby. Prvním je pomocí s-funkce 
využívající m-file. S tímto případem se můžeme setkat u modelu použitého při vyžití 
GUI pro ovládání. Druhým způsobem je využítí s-funkce využívající jazyk c: 
Ident_sim.c (vstupy-u,y, výstupy-     , ,   ,  ,P). Při použití 
jazyku c bylo potřeba vytvořit knihovnu pro operace s maticemi (MatrixFunc.c), 
identifikační algoritmy jsou sepsány v souboru RegulFunc.c. 
 
4.1.1 Vizuální prostředí pro ovládání modelu 
Pro možnost ovládání modelu byl vytvořen program v prostředí Matlab/Gui, 
umožňující nastavení všech parametrů a proměnných potřebných k simulacím. Prostředí 
navíc umožňuje sledování odsimulovaných veličin. A to pomocí okna offline graf, kde 
můžeme sledovat veličiny: (                              (umožňuje vytvořit video s 
vývojem matice P v čase)).  
Okna aplikace jsou zobrazeny v příloze. Popis funkcí je dostupný po spuštění 
aplikace v nabídce info->help. Aplikace se spouští napsáním „main_gui’ v příkazové 
řádce v Matlabu. 
4.1.2 Blok dopravního zpoždění 
Jak již bylo zmíněno k vytvoření dopravního zpoždění byl využit blok “Transport 
Delay” obsažený v knihovně Simulink Continious. Blok funguje na principu vytvoření 
vektoru o N prvcích, kdy: 
             
  ...velikost dopravního zpoždění 
     ...velikost s  ula   ho  ro u 
Velikost vektoru můžeme určit nebo ho můžeme nechat inicializovat automaticky. 
Při ručním určení se musíme snažit určit velikost dostatečně velkou, aby si byl vektor 
schopen zapamatovat signál během zpoždění. Na druhou stranu však nesmí být vektor 
příliš velký, protože alokace paměti je časově náročná a to zpomaluje simulaci. 
Vektor po vytvoření funguje jako jednosměrná fronta, kdy přicházející signál je 
ukládán v každém simulačním kroku z leva a každým dalším krokem je posunut o jedno 
pole doprava, než dojde na výstup.  
Díky tomuto diskrétnímu vektorovému řešení může při menších hodnotách zpoždění 
oproti simulačnímu kroku docházet ke zdání, že blok selhává. Je to však způsobeno 
aproximací mezi hodnotami z vektoru. Aproximace je zobrazena na obrázku 
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Obrázek 43). Při použití bloku „Transport Delay‟ si tedy musíme dávat pozor na 
nastavení maximálního kroku simulace.  
Př. Při velikosti simulačního kroku t=1, při nastaveném zpoždění   =0,5s chceme získat 
hodnotu v čase 5s, poslední známá hodnota je však v čase 4s. Pro zjištění hodnoty je tedy 
využito dopředné extrapolace. Ta však nemusí být přesná s reálným výstupem a tím dochází 
k nepřesnostem v simulaci při použití bloku. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obrázek 43, Zobrazení vzniku odchylky začátku signálu po zpoždění pomocí bloku Trasport delay 
 
Obrázek 44, Zobrazení rozdíly žádané hodnoty při různých krocích výpočtu simulace 
4.2 Implementace programu do PLC 
Důležitým krokem při návrhu řídicích algoritmů je jejich implementace do 
programovatelného automatu. Základními požadavky na tuto fázi je ohled na 
minimalizaci implementačních chyb, čas potřebný pro implementace a zejména také 
přenositelnost algoritmů do PLC. 
Pro přenos vytvořených algoritmů z modelu do PLC máme dvě možnosti: 
Zpožděná funkce po aproximaci 
Skutečný tvar funkce s DZ 
Vzorkování 
Tch 
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 nepřímá implementace – kdy je řídicí algoritmus přímo přepsán z jazyka 
simulačního programu do jazyka PLC. Tato implementace je většinou velice 
náročná díky různým vlastnostem simulačního a PLC jazyka. Problémy 
nejčastěji nastávají kvůli obtížnému přepisu z prostředí grafického 
programování (Simulink). 
 přímá implementace – v tomto případě je řídicí algoritmus nejdříve vyvíjen v 
simulačním programu, v dalším kroku je testován na reálném procesu přímo ze 
simulačního prostředí (bez nutnosti implementace) a až v poslední fázi je 
implementován do programovatelného automatu, kdy jsou odstraněny všechny 
nedostatky a chyby v řídicím kódu. 
4.2.1 Konfigurace PLC 
Pro spojení s PLC je zapotřebí vytvořit program v AS. Ten vytvoříme v nabídce 
File-New Project. Po pojmenování projektu musíme zadat cílové zařízení. Tím je 
v našem případě PLC řady 2005 s osazeným CPU typu 3CP360.60-2, 12V zdrojem 
s označením 3PS465.9. Pro spojení s ostatními zařízeními je PLC vybaveno digitální 
kartou 3DM468.6 (obsahuje 16I/16O) a universální kartou 3UM161.6, přes kterou je 
k PLC pomocí dvou napěťových smyček ±10V (jedna vstupní, jedna výstupní) připojen 
přípravek tvořený operačními zesilovači, představující řízenou soustavy  
4.2.1.1 Převod dat mezi soustavou a PLC 
V předchozí kapitole byla zmínka o přenosu analogové veličiny mezi PLC a 
soustavou. Veličina získaná A/D převodníkem je však vyjádřena číslem typu INT. Toto 
číslo je tedy zapotřebí převést do formy reálných jednotek (tedy do rozmezí hodnot 
napětí ±10V) . Tento převod realizujeme pomocí rovnice: 
  
 
 
               4-1 
x… INT, jednotky analogového modulu 
y…REAL, číselná hodnota ve fyzikálních jednotkách (př. ±10V)  
r…INT, maximální hodnota převodníku, maximální rozlišení. U analogových modulů firmy   
B&R se jedná o hodnotu 65536. U kvantování čísla u různých přesností převodu se stará sám 
analogový modul. 
MIN, MAX … REAL, meze, kterých můžou fyzikální jednotky nabývat  
Stejně tak jako převod měření na A/D převodníku je zapotřebí převést výstupní 
veličinu (akční zásah) na typ INT, se kterým pracuje D/A převodník. Převod můžeme 
realizovat dle vzorce 4-1, jen místo známe veličiny y, vyjádříme neznámou veličinu x, 
tedy: 
  
     
       
   4-2 
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4.2.2 Přímá implementace 
Přímá implementace algoritmů z prostředí Matlab/Simulink do PLC B&R je 
umožněna více způsoby. Nejvíce používaným a tím také nejvíce optimalizovaným 
řešením je použití pluginu B&R Automation Studio Target for Simulink dostupného na 
www.br-automation.com.  
Podmínky použití: 
Blokové schéma se musí obsahovat pouze bloky ze standartní knihovny Simulinku 
nebo lze použít uživatelem vytvořené bloky (S-funkce level 1) 
Použití 
Po nainstalování pluginu, se automaticky objeví v knihovnách Simulinku knihovna 
obsahující bločky (B&R Config block, B&R Input block, B&R Output block, B&R 
Parameter block, …). Ty přidáme do simulačního modelu. V nabídce Simulation  
 Configure parameters nastavíme pevný simulační krok a v části B&R Basic Settings 
(objeví se po přidání bločku B&R config do simulačního schématu) nastavíme 
parametry pro spojení vygenerovaného kódu s programem vytvořeným v Automation 
Studiu. V Automation Studiu přídáme knihovny potřebné k propojení se Simulinkem 
(brsystem, sys_lib) a poté již stačí model zkompilovat (CTRL+B), čímž by se měl 
automaticky přidat do Automation Studia. 
Lokální proměnné vytvořené v Simulinku jsou po nahrátí automaticky vytvořeny 
v Automation Studiu. Globální proměnné se kvůli nebezpečí přepisu proměnných pro 
jiné programy automaticky nevytvoří a jsou pouze vygenerovány do souboru global.txt. 
Odtud je poté můžeme buď nakopírovat do souboru global.var nebo v případě, že 
nemáme jiné globální proměnné, stačí přepsat koncovku u souboru z *.txt na 
*.var. 
 
  
Obrázek 45, Zobrazení knihoven potřebných pro správnou funkci AS při použití B&R Automation Studio 
Target for Simulink (vlevo), hardwarová konfigurace použitého PLC (vpravo) 
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5 TESTOVÁNÍ 
Následující kapitola obsahuje testování algoritmů uvedených v teoretické části. 
Začátek kapitoly je věnován testování na modelech uvedených v 2.2, na konci jsou 
uvedeny průběhy získané při testování na reálných soustavách. 
Všechny průběhy uvedené v této kapitole začínají časem    . Tento čas však je 
pouze začátkem regulačního děje. Tomu vždy přecházel identifikační cyklus, kdy na 
soustavu působil bílý šum. Doba trvání tohoto děje byla přibližně        . 
5.1 Ověření na simulačních modelech 
Následující metody jsou testovány na soustavách uvedených v kapitole 2.2. Pro větší 
reálnost modelu jsou navíc na vstupu a výstupu soustavy zařazeny kvantizátory 
simulující A/D respektive D/A převodníky (v našem případě jsou nastaveny na úroveň 
0,005, tzn. 12bitové převodníky) na výstupu soustavy působí náhodná porucha, 
reprezentující rušení při měření atd., na závěr je za soustavou zařazena saturace    . 
5.1.1 Skokové změny DZ 
Soustava 1: 
 Identifikace: 2. řád/3. řád, RLS-REFIL-ARX-adaptivní směrové zapomínaní 
 Regulátor: Takahashiho regulátor 
Při průběhu došlo ke dvěma změnám   . V první části obsahuje soustava    
     , poté v čase        dojde k přepnutí na         . Na závěr dojde v čase 
       k změně na          . 
K simulaci byly použity 4 různé metody řízení soustav s dopravním zpožděním: 
1. Identifikace ARX pomocí modelu 2. řádu bez SP 
2. Identifikace ARX pomocí modelu 3. řádu bez SP 
3. Identifikace ARX pomocí modelu 2. řádu s užitím SP a pevně nastaveným 
      
4. Identifikace ARX pomocí modelu 3. řádu s užitím SP a pevně nastaveným 
      
5. Pevně nastavený regulátor na soustavu č.1 bez DZ, pro SP nastaveno 
     . 
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Obrázek 46, Přechodová charakteristika, soustava 1, skokové změny    
 
 
Obrázek 47, Akční zásah, soustava 1, skokové změny    
 
Obrázek 48, Vývoj parametrů  , při změnách DZ 
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Z výsledných grafů přechodové a akční veličiny můžeme vidět, že při změně DZ 
dojde ke zvýšené kmitavosti přechodového děje u všech metod. Nejhůře je na tom však 
regulační děj s identifikací pomoci modelu řádu 2. řádu, který se po první změně DZ 
stane na přibližně 50s téměř nestabilní, ke zlepšení dojde až po větším skoku žádané 
velečiny, kdy se soustava lépe identifikuje. Z průběhu můžeme vidět, že lepší 
regulačních výsledků okamžitě po změně DZ dosahují metody s užítím Smithova 
prediktoru. Metody bez Smithova prediktorů dosahují po změně Td přípustných 
výsledků až při větších změnách žádané hodnoty, po kterých se lépe zidentifikují.  
U porovnání pevně nastaveného regulátoru s užitím SP 2. řádu zjistíme, že ve 
střední části (       s) má díky drobnému přeidentifikování soustavy menší překmit 
při stejné délce náběhu adaptivní regulátor.  
Tabulka 6, Vysledná kriteria, soustava 1, skokové změny    
 RLS – 2. řád RLS – 3. řád SP 2. řád SP 3. řád 
Pevně 
nastavený 
Chybová 
funkce 
93,2 64,8 56,5 74,9 52,6 
Celková 
energie 
107,1 52,9 52,7 45,1 59,9 
Soustava 3: 
 Identifikace: 2. řád/3. řád, RLS-REFIL-ARX-adaptivní směrové zapomínaní 
 Regulátor: Takahashiho regulátor 
Hodnoty DZ: 
1. V čase   〈    〉           
2. V čase   〈     〉           
3. V čase   〈      〉          
 
 
Obrázek 49, Přechodová charakteristika, soustava 3, skokové změny    
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Obrázek 50, Přechodová charakteristika, soustava 3, skokové změny    
U soustavy č.3 docházelo k postupnému navyšování   , to vedlo ke stále se 
zvětšující kmitavosti přechodových dějů zejména u metod bez Smithova prediktoru. Při 
srovnání pevně navržené regulátoru s adaptivním regulátorem dojdeme k výsledku, že 
jsou totožné. To je způsobeno identifikací na soustavu s dopravním zpožděním    
    , která se během změn již příliš nemění a je tedy skoro totožná se soustavou pevně 
navrženou na        . 
Tabulka 7, Vysledná kriteria, soustava 3, skokové změny    
 RLS – 2. řád RLS – 3. řád SP 2. řád SP 3. řád 
Pevně 
nastavený 
Chybová 
funkce 
87,4 73,5 79,6 91,6 78,1 
Celková 
energie 
51,3 42,3 43,3 40,8 43,3 
 
5.1.2 DZ měnící se v každém kroku 
V této části bylo testováno chování regulačního děje při menších změnách    v každém 
kroku. Změny byly generovány pomocí bloku „White Noise“ v Matlabu. Přibližné 
velikosti    v jednotlivých krocích, můžeme vidět na Obrázek 51.  
 
Obrázek 51, Zobrazení části průběhu velikosti    
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K testování byly použity stejné identifikační a regulační metody jako v 5.1.1. 
Soustava 1: 
 
Obrázek 52, přechodová charakteristika, soustava 1, testovani rychlých změn    
 
Obrázek 53, akční zásah, soustava 1, testovani rychlých změn    
Tabulka 8, Vysledná kriteria, soustava 1, rychlé změny    
 RLS – 2. řád RLS – 3. řád SP 2. řád SP 3. řád 
Pevně 
nastavený 
Chybová 
funkce 
47,6 28,9 37,5 39,9 37,7 
Celková 
energie 
44,7 35,2 35,9 33,2 37,2 
 
Z porovnání chybových funkcí zjistíme, že nejmenších odchylek dosahuje adaptivní 
regulátor bez Smithova prediktoru s identifikačním modelem 3. řádu. Tři následující 
regulátory využívající SP vykazují u přechodových charakteristik stejné vlastnosti. 
Všechny mají sice velice nízký překmit (cca 3%) a nízkou kmitavost, avšak za cenu 
prodlužování přechodového děje (        oproti         při použití regulátoru bez 
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SP). Adaptivní regulátor bez využití SP a s identifikačním modelem 2. řádu byl stejně 
jako v minulém případě i tentokrát nevyhovující a vykazoval příliš velkou kmitavost. 
5.1.3 Odezva na skokovou poruchu 
V následující části byla testována schopnost algoritmů vypořádat se se skokovou 
poruchou. Ta přišla na výstup soustavy v čase t     s a její aplituda byla 1,5. 
Soustava 1 
 
Obrázek 54, Přechodová charakteristika, soustava 1, odezva na skokovou poruchu 
 
Obrázek 55, Akční zásah, soustava 1, odezva na skokovou poruchu 
Tabulka 9, Vysledná kriteria, soustava 1, odezva na skokovou poruchu 
 RLS – 2. řád 
RLS – 2. řád  
s modelem 
RLS – 3. řád SP 2. řád 
Pevně 
nastavený 
Chybová 
funkce 
47,4 34,2 44,5 32,2 42,8 
Celková 
energie 
89,6 36,2 34,1 69,4 10,9 
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Soustava 3 
 
Obrázek 56, Přechodová charakteristika, soustava 3, odezva na skokovou poruchu 
 
 
Obrázek 57, Akční zásah, soustava 3, odezva na skokovou poruchu 
Tabulka 10, Vysledná kriteria, soustava 3, odezva na skokovou poruchu  
 RLS – 2. řád 
RLS – 2. řád 
s modelem 
RLS – 3. 
řád 
SP  
(identifikace Td) 
Pevně 
nastavený 
Chybová 
funkce 
46,6 43,5 41,4 24,6 42,8 
Celková 
energie 
57,3 54,1 52,0 224,2 50,8 
 
Skoková porucha byla nejlépe vyregulována pomocí metod využívajících Smithův 
prediktor. Při porovnání adaptivních a pevně navržených regulátoru se stejnou 
strukturou vychází při vyregulování skokové poruchy jednoznačně lépe pevně navržený 
regulátor. U adaptivních regulátoru totiž nastává při působení poruchy k vychýlení 
identifikovaných parametrů  , podle kterých se nastavuje regulátor.  
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5.2 Ověření na reálném modelu 
Pro testování byl vybrán fyzikální model realizovaný operačními zesilovači 
s možností nastavení tří časových konstant. Požadovaného dopravního zpoždění jsem 
dosáhl pomocí dvou různých metod: 
1. zpoždění změřené hodnoty přímo PLC (pomocí jednostranné fronty)  
2. zahrnutí bloku Transport Delay do simulačního schématu 
Po ověření, že obě metody dávají stejný výsledek jsem přistoupil, kvůli 
jednoduššímu nastavení DZ, k metodě č.2.  
Měření na reálných soustavách proběhlo dvěma způsoby: 
1. Algoritmy regulátoru a identifikace běželi v PC v programu Matlab/Simulink. 
PLC je v tomto případě použito pouze pro generování akčního zásahu (podle 
hodnoty přijaté z PC) a měření. Tento způsob můžeme nazvat soft-real-time 
řízení. 
2. Algoritmy regulátoru a identifikaci běží v PLC a PC je využito pouze pro 
monitorování regulačního děje. Nebo popřípadě nastavení parametrů. Tento 
způsob můžeme nazvat real-time řízení. 
Při porovnání obou metod, bylo zjištěno, že při delších dobách vzorkovací periody 
(        ) dávají obě metody naprosto totožné výsledky. Proto byly následující 
testy naměřeny pomocí tzv. soft-real-time řízení, u kterého můžeme snáze zasahovat do 
regulační struktury a můžeme monitorovat všechny užívané veličiny. 
5.2.1 Nastavení fyzikálního modelu 
Jak již bylo zmíněno, jako reálná soustava byl užit fyzikální model realizující 
soustavu třetího řádu tvořeného třemi setrvačnými články. Přenos tohoto modelu je 
tedy:  
   
 
                     
 
Přístroj má sice nastavitelné konstanty         , avšak nastavená soustava 
neodpovídá soustavě výsledné. Proto jsem u soustavy naměřil vstupně/výstupní data při 
buzení soustavy bílým šumem (1000 vzorků při      ). Z naměřených dat jsem poté 
identifikoval diskrétní soustavu a tu převedl na spojitou (v Matlabu pomocí funkce c2d). 
Identifikovaná soustava se tedy nejvěrněji shodovala se soustavou: 
   
   
              
             
 
            
  
Při použití pevně nastaveného regulátoru se tedy kritické parametry počítají z této 
soustavy a vycházejí           a            
5.2.2 Různé periody vzorkování 
K soustavě bylo přidáno       . 
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Nastavení: 
Identifikace: RLS-REFIL-RIVm-Exp. adaptivní zapomínání 
Regulátor: Takahashiho + Smithův diskrétní modifikovaný prediktor (nastaveno DZ=     
 ) 
 
Obrázek 58, Přechodová charakteristika, reálná soustava, různé vzorkovací periody 
 
Obrázek 59, Akční veličina, reálná soustava, různé vzorkovací periody 
Tabulka 11, Vysledná kriteria, reálná soustava, různé vzorkovací periody  
                             
Chybová 
funkce 
310,1 405,2 478,9 552,3 
Celková 
energie 
828,7 802,3 771,5 758,7 
Chyba 
predikce * 
188,4 165,2 154,2 150,1 
 
* Chyba predikce se počítá jako suma absolutních hodnot rozdílu výstupu soustavy a predikce 
výstupu přepočítaná na počet vzorků 
 
Z průběhů můžeme vidět, že vzorkovací perioda má zásadní vliv na kvalitu regulace. 
Při prodlužovaní vzorkovací periody dochází k větší filtraci měřených hodnot na 
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výstupu a identifikace je tak přesnější, avšak dochází k prodlužování přechodového děje 
vlivem pomalejší reakce regulátoru. 
Ideální velikost    byla zvolena      , je to kompromis mezi přesností 
identifikace a rychlostí přechodového děje. 
5.2.3 Změna dopravního zpoždění 
U soustavy došlo v čase      s (tj.        u grafů přechodové a akční 
veličiny) ke změně velikosti dopravního zpoždění: 
                          
Nastavení: 
Identifikace: RLS-REFIL-RIVm-Exp. adaptivní zapomínání 
Regulátor: Takahashiho + Smithův diskrétní modifikovaný prediktor (nastaveno DZ=     
 ) 
 
 
Obrázek 60, Přechodová charakteristika, reálná soustava, změna dopravního zpoždění 
 
Obrázek 61, Akční veličina, reálná soustava, změna dopravního zpoždění 
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Obrázek 62, Vývoj parametrů  , u identifikace soustavy modelem druhého řádu bez využití SP 
Tabulka 12, Vysledná kriteria, reálná soustava, změna velikosti    
                   
         
Pevně nastavený 
Chybová 
funkce 
165,9 86,3 192,3 
Celková 
energie 
- 98,4 - 
 
Z průběhů si můžeme všimnout, že ihned po změně    drží žádanou hodnotu nejlépe 
pevně nastavený regulátor, při změně žádané hodnoty však dochází u adaptivních 
regulátorů k posunu parametrů   ke konstantám věrněji aproximujících soustavu 
s větším DZ. Díky tomu je poté (zejména u SP 2.řádu) regulační děj opět stabilní, na 
rozdíl od pevně navrženého regulátoru, který se již nedokáže s tak velkou odchylkou    
vyrovnat.  
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6 ZÁVĚR 
Diplomová práce se zabývala metodikou návrhu adaptivních regulátorů pro řížení 
soustav s DZ. V práci byly podrobně popsány jednotlivé části takového regulátoru. 
Tzn., byly zde uvedeny identifikační metody na bázi nejmenších čtverců vedoucí 
k odhadu parametrů regulované soustavy. Identifikační algoritmus založený na principu 
umělé neuronové sítě Marquard-Levenberg je sice obsažen v simulačních schématech, 
ale v práci je uveden pouze v příloze. Jeho uvedení v práci bylo zbytečné, protože 
identifikace pomocí něj nedosahovala takových výsledků, jako metody nejmenších 
čtverců s použitím RIV. Rovnice pro jeho použití jsou tedy uvedeny pouze v příloze.  
Dále byl uveden návrh zesílení a časových konstant regulátorů dle odhadovaných 
parametrů vystupujících z identifikace pomocí metody Z-N a pro možnost řízení také 
čtyři druhy regulátorů generujících akční zásah na soustavu. 
V druhé části byla probrána možnost řízení a identifikace soustav s dopravním 
zpožděním. U identifikace byly zmíněny dvě možnosti. První byla analýza čitatelového 
polynomu a druhou bylo hledání nejmenší chybové funkce při posunování vstupního 
vektoru. Při porovnání obou metod jsme došli k výsledku, že analýza čitatelového 
polynomu vede k identifikaci pomaleji a je méně přesná. Ke svému běhu však potřebuje 
nižší výpočetní výkon. Pro řízení soustav s DZ byly uvedeny dvě skupiny metod. První 
skupinou bylo řízení se zanedbáním dopravního zpoždění. Tato metoda však funguje 
pouze u soustav s nižšími hodnotami dopravního zpoždění přibližně do hodnot 
   
 
   . 
Pro řízení soustav s vyššími hodnotami    bylo potřeba využít řídící metody 
s modelem. Ty zde byly zastoupeny třemi modifikacemi Smithova prediktoru (základní 
verzí, diskrétní modifikovanou verzí a modifikací dle Vítečkové). Z těchto tří verzí se 
ve všech testovaných ohledech jevila nejlépe diskrétní modifikovaná verze. Při použití 
SP důležitá správná identifikace soustavy, regulační děj zde totiž probíhá na modelu a 
při špatné identifikaci   bude chyba vznikat nejen špatným navržením regulátoru, ale 
také rozdílným výstupem modelu a reálné soustavy. Nejdůležitější prvkem je však 
správná identifikace   , při testech bylo zjištěno, že již při chybě identifikace rovnající 
se           , začíná regulační děj selhávat. 
Pro možnost identifikace soustav byly v práci uvedeny jednotlivé možnosti a 
modifikace použití metod založených na bázi nejmenších čtverců. Při identifikaci 
zašuměných soustav bylo zjištěno, že základní verze začínají selhávat. Jako největší 
problém se jevily situace, kdy se u soustav držela delší dobu stejná žádaná hodnota. 
V těchto případech ovlivňoval identifikaci pouze šum a parametry   tak začínaly 
divergovat. Tento problém byl úspěšně vyřešen použitím vyšších metod proměnného 
zapomínání starších dat, zejména tedy algoritmus adaptivního směrového 
exponenciálního zapomínání. K zlepšení identifikačních metod také velice pomohly 
metody pomocných proměnných, které zrychlily konvergenci ke správným hodnotám 
vektoru  , a odmocninový filtry typu REFIL udržující pozitivní definitivnost 
kovarianční matice P. 
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V praktické části (kapitola 5) bylo provedeno testování na simulačních modelech 
v programu Matlab/Simulink. Na modelech bylo testováno chování adaptivních 
regulátorů při skokových změnách   , při nestálé velikosti     ovlivněné šumem a při 
působení skokové poruchy za soustavou. Testování probíhalo pěti různými způsoby: 
1. při identifikaci modelem 2. řádu 
2. při identifikaci modelem 3. řádu 
3. při identifikaci modelem 2. řádu za použití Smithova prediktoru 
4. při identifikaci modelem 3. řádu za použití Smithova prediktoru 
5. pevně nastavený regulátor 
K testovaným soustavám byly pro větší reálnost přiřazeny: 12. bitové A/D a D/A 
převodníky, saturace ±10 a na výstupu působil bílý šum. 
U testování regulačního děje při skokových změnách    (soustava č.1 – {1,95; 3,15; 
1,35}s, soustava č.3 – {0,4; 0,75; 0,9}s bylo zjištěno, že nejlepších vlastní dosahoval 
Smithův prediktor za využití modelu 2. řádu. Ten se i při stálém nastavení       
nejlépe adaptoval na změny DZ a díky tomu vykazoval lepší vlastnosti než ostatní 
regulátory. Např. u porovnání s pevně nastaveným regulátorem vykazoval menší 
překmit (2% oproti 20% u soustavy č.1 v části po první změně DZ)  při stejné době 
náběhu. U dalších testů dopadly výsledy adaptivních regulátorů podobně jako u 
testování skokových změn   . Nejlepších výsledků skoro ve všech případech dosahoval 
regulátor při použití Smithova prediktoru druhého řádu. Při použití Smithova prediktoru 
třetího řádu docházelo sice k snižování překmitu, avšak za cenu prodlužování 
přechodového děje. Jediná metoda, která se po testech dala vyřadit jako nevyhovující, 
byl adaptivní regulátor využívající soustavu 2. řádu bez Smithova prediktoru. 
Identifikační algoritmus v tomto případě nedokázal dostatečně aproximovat soustavu 
s DZ a regulační děj tak vykazoval příliš velkou nestabilitu.   
Poslední část byla věnována testování na reálném modelu. Pro testování byl vybrán 
fyzikální model realizovaný operačními zesilovači s možností nastavení tří časových 
konstant. Při ověřování běžel regulační program v programu Matlab/Simulink a s PLC 
komunikoval pomocí klienta mk_pvi. Prvním testovaným parametrem byla vzorkovací 
perioda   . Při testech bylo zjištěno, že nejoptimálnější bude řídit danou soustavu při 
vzorkovací periodě      . Delší vzorkovací perioda zajistí větší filtraci šumu při 
měření potřebnou pro správnou identifikaci modelu, přes který se bude soustava 
regulovat. V následujícím testu proběhlo porovnání Smithova prediktoru s modely 
různých řádů, kde bylo zjištěno, že při změně dopravního zpoždění u soustavy dosahují 
adaptivní regulátory lepších výsledků, oproti pevně nastaveným regulátorům.  
Na závěr tedy můžeme říct, že použití adaptivních regulátorů pro řízení soustav 
s dopravním zpožděním je možné a v mnoha případech (změna dynamiky soustavy, 
změna délky   , nepřesná znalost   ) dosahuje lepších výsledků než regulátor pevně 
navržený. Navržení adaptivního regulátoru není ale nijak jednoduché, zejména kvůli 
určení přesné periody vzorkování (nejlépe, aby byla celočíselným dělitelem dopravního 
zpoždění) a správné identifikaci DZ. U zpětnovazebních smyček užívajících SP dochází 
u adaptivních regulátorů při posunuté identifikaci    k lepší aproximaci identifikované 
 76 
soustavy a z modelu tak dostáváme výstup s menší odchylkou od skutečné hodnoty. 
Použití SP uvedených v práci je však vhodné pouze u snadno řiditelných soustav. 
V opačném případě je přechodový děj nestabilní a řešením pro řízení je použití dobře 
nastaveného neadaptivního regulátoru. 
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Seznam zkratek 
Zkratka/symbol Popis 
ARX AR – Autoregresivní část + X – externí vstup, model bez 
modelovaní poruchy 
ARMAX AR – Autoregresivní část + MA – moving avarange + X – 
externí vstup, model s modelováním poruchy 
PID proporcionálně integračně derivační 
PSD proporcionálně sumačně derivační 
K proporcionální zesílení 
TI integrační časová konstanta 
TD derivační časová konstanta 
N zesilovací činitel derivační složky 
Kp proporcionální zesílení (pro Takahashiho regulátor) 
KI integrační zesílení (pro Takahashiho regulátor) 
KD derivační zesílení (pro Takahashiho regulátor) 
TS perioda vzorkování 
p operátor Laplaceovy transformace 
z operátor Z-transformace 
q
-1
 operátor posunutí 
Kkrit kritické zesílení soustavy 
Tkrit kritická perioda soustavy 
w žádaná hodnota 
y výstupní veličina 
e regulační odchylka 
u akční zásah 
es porucha působící na soustavu 
Z-N Zigler-Nichols 
RLS recursive least squares method –  
rekurzivní metoda nejmenších čtverců 
NN neuronová síť – neural network 
RIV recursive identification variable – metoda pomocných 
proměnných 
RIVm viz RIV + m  model 
RIVd viz RIV + d  delay (zpožděný výstup) 
SP Smithův prediktor 
DZ dopravní zpoždění 
Td časová hodnota dopravního zpoždění  
Fz systém v disktrétním tvaru 
Fs systém ve spojitém tvaru 
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FR regulátor 
Gm model soustavy (pro Smithův prediktor) 
Gd model soustavy s dopravním zpožděním 
(pro Smithův prediktor) 
Dm model dopravního zpoždění (pro Smithův prediktor) 
    Soustava bez dopravního zpoždění vytvořená jako nejbližší 
aproximace soustavy s dopravním zpožděním 
   koeficient zapomínání 
  vektor identifikovaných parametrů 
  vektor zpožděných vstupů a výstupů soustavy 
P kovarianční matice 
S odmocnina kovarianční matice pro filtr REFIL 
KSO kvadratická suma odchylek 
PRBS Pseudo-random-binary-signal, vstupní signál pro identifikaci 
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 Seznam příloh 
 
Příloha 1: Vizualizace prostředí pro ovládání modelu 
Příloha 2: Rovnice identifikační metody Marquard-Levenberg 
Příloha 3: CD 
Příloha 1: Grafické prostředí 
 
Hlavní okno (vlevo), okno pro nastavení soustavy (vpravo) 
 
 
Okno pro nastavení regulátoru (vlevo), okno pro vykreslení grafu (vpravo) 
 
 
Okno pro nastaveni identifikace (vlevo), okno pro nastavení žádané hodnoty (vpravo) 
 
 
Příloha 2: Identifikační metoda Marquart-Levenberg 
 
Obrázek, Obecné schéma neuronové sítě 
Učení funguje dávkově: 
1. Při předložení učících vzorů vytvoříme chybový vektor  ,           
2. Minimalizujeme kritérium   
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|   je darivace i-tého výstupu podle j-té váhy pro r-t-z vzor 
Můžeme odhadnout vývoj chybového vektoru při změně vah: 
 (   )   ( )   ( (   )   ( ))  
Pro minimalizaci hodnoty vah tedy bude platit za přispění Gauss-Newtonovy metody: 
   (   )     ( )  ( 
  )      
Metoda Lenenberg-Marquardt k tomu ještě zavádí modifikaci 
   (   )     ( )  (    
  )      
 
Kde   je tlumící faktor 
Systém 
𝒛 𝟏 
𝒛 𝟏 
Neuronová 
síť 
𝒛 𝟏 
𝒛 𝟏 
𝒚𝒌 
𝒖𝒌 
𝑦𝑛𝑝 
