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Аннотация. Рассматривается задача построения математической модели зависимости выход-
ных переменных от входных переменных стохастического объекта с учетом априорных знаний о за-
висимости. Для решения этой проблемы используются как параметрические, так и непараметриче-
ские подходы. В работе предлагаются комбинированные алгоритмы идентификации и 
прогнозирования стохастических объектов с использованием линейной комбинации непараметриче-
ских и параметрических оценок регрессии. 
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Введение. Имеется обширная литература по оцениванию вероятностных характери-
стик с использованием дополнительной информации (априорной догадки). Комбинирован-
ные статистические адаптивные оценки с априорной догадкой и их свойства рассматрива-
лись в ряде работ, например, в [1-5]. В работе рассматривается случай, когда имеется 
предположение о виде оцениваемой функции, интерпретируемое как априорная догадка. 
Рассмотрим стохастический объект, который описывается функцией регрессии 
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где    1, ,..., ,pX Y X X Y  - (p+1)-мерный вектор p входов и выхода, ( , )p x y  - их общая 
плотность распределения, ( )p x  - плотность распределения входов, ( | )p y x  является услов-
ной плотностью распределения. 
Пусть    1, ,..., , , 1,..., ,pi i i i iX Y X X Y i n   - независимые наблюдения случайного векто-
ра  ,X Y .  В качестве непараметрической оценку функции регрессии (1) возьмем оценку 
Надарая-Ватсона [6] 
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 - p-мерное ядро (произведение р одномерных 
ядер),  1 ,..., pn n nh h h - p-мерный вектор параметров размытости. 
Обычно исследователь имеет некоторую информацию о характере зависимости выхо-
да объекта от входов. Предположим, что он может выразить это знание в виде заданной 
функции  , ,x  где     1 ,..., s   - вектор известных параметров. Этот тип информации 
мы назовем априорной догадкой. Рассмотрим задачу совместного использования непарамет-
рической оценки регрессии и априорной догадки. Подход с использованием комбинаций 
различных оценок изучался, например, в [7-10]. 
Комбинированные оценки для статической модели. В случае статических моделей 
в качестве комбинированной оценки регрессии возьмем [7-9] 
       ˆ ˆ1 ,R x r x x         ,                                               (3) 
где    есть  весовой коэффициент, определяемый из минимума критерия 
 
2
ˆ ( ) ( )M R x r x  .                                                           (4) 
Таким образом, из (4) получаем оптимальное   
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.                                        (5) 
Подставляя (5) в (4) и делая преобразования, получаем: 
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Второй член в (6) показывает, насколько СКО комбинированной оценки  Rˆ x , с учетом 
априорной догадки, уменьшается по сравнению с  r x . Так как оптимальное   (5) обычно 
неизвестно, рассмотрим её оценку, построенную методом бутстрэп 
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где    * * * * *1, ,, ,..., , , 1,...,j j j n j jX Y X X Y j B   - сгенерированная бутстрэп-выборка. 
Использование (6) в (3) приводит к адаптивной комбинированной оценке 
       ˆ ˆ ˆˆ ˆ1 ( ) ( ) ,
B
B BR x x r x x x       .                                         (8) 





Комбинированные оценки для динамической модели. Рассмотрим динамическую 
модель (см. [10-15]) 
 1 1,..., , ,..., ,t t t s t t q tY f Y Y X X                                                        (9) 
где tY   - выход объекта в момент времени t, tX   является значением экзогенного фактора в 
момент t, f  является неизвестной функцией, t  является последовательностью независимых 
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и одинаково распределенных случайных величин с неотрицательной плотностью распреде-
ления. 
Предположим, что f  ограничена и ее вид не меняется в изучаемом интервале време-
ни. В качестве априорной догадки о виде f  возьмем функцию  ,x   и рассмотрим следу-
ющую комбинированную адаптивную оценку:  
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Анализ реальных данных. Анализ цен акций Газпрома за 2016 год проводится на 
основе (10) с s=1 и q=1: 
 1 1, ,t t t tY f Y X                                                              (11) 
где 1,..., ,t n   tY  цена акции в момент времени t. Возьмем параметрическую функцию в виде 
       1 2 1 2
1 1( ; , ) ,t tX X        где для простоты положим 
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Модификацию оценки (2) интерполяционного прогноза для tY  зададим в виде 
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Тогда комбинированная оценка, для которой 1 1( ;0,2) 2 ,t tX X    задается формулой 
     ˆ 1 1 1 1 1 1 1 1 1ˆ ˆˆ ˆ, 1 ( , ) , 2 ( , ) ,
B
t t t B t t t t B t t tY R Y X Y X r Y X Y X X                              (13) 
Аналогичным образом строятся прогнозы 3
ˆ ˆ,...,n n LY Y   и 3,..., .n n LY Y   Качество иденти-
фикации и прогнозирования будем характеризовать средними относительными ошибками 
 ˆreal r  и  ˆreal r : 
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В Таблице I приведены средние относительные ошибки идентификации и прогнози-
рования цен акций для разных объемов наблюдений. 
 





10 50 100 
 ˆreal r  1,84 1,40 1,36 
 ˆreal R  1,31 1,23 1,23 
 real R  1,40 1,25 1,24 






10 50 100 
 ˆreal R  1,70 1,17 1,65 
 real R  1,75 1,24 1,66 
 
Из полученных результатов следует, что на практике предпочтительнее использовать 
комбинированную оценку по сравнению с непараметрической оценкой, особенно в случае 
небольших объемов выборок. 
Заключение. Результаты численного моделирования при конечных объемах наблю-
дений показывают преимущество (в точности оценивания) адаптивных комбинированных 
оценок по сравнению с оценками непараметрической регрессии. Особенно это преимущество 
проявляется для малых размеров выборок и большого уровня шума. Целесообразность при-
менения предлагаемого подхода на практике иллюстрируется анализом цен акций «Газпро-
ма» за 2016 год. 
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Введение. Налоги и сборы являются основной составляющей доходов бюджетов раз-
личных уровней. Совокупность правил по начислению и уплате налогов и сборов образуют 
налоговую систему. Эффективная налоговая система определяет развитие экономики госу-
дарства, а также проживающих на ее территории граждан. В данной статье приведем анализ 
налоговой нагрузки на страны ОЭСР, БРИКС и Евразийского экономического союза. 
Основная часть. Согласно анализу приведенных данных в Таблице 1, средний уро-
вень налоговой нагрузки на экономику в странах-членах ОЭСР в 2015 году составил 34,3% к 
ВВП, что на 0,4 процентных пункта выше значения в России - 33,9% к ВВП. При этом уро-
вень налоговой нагрузки в России без учета нефтегазовых доходов в 2015 году составил - 
23,1% к ВВП, что на 11,2 п. п. ниже среднего значения по ОЭСР. 
 
Таблица 1 -Налоговая нагрузка на экономику в странах ОЭСР (% ВВП). 
Страна 2008 2009 2010 2011 2012 2013 2014 2015 
Австралия 27,06 25,82 25,58 26,29 27,29 27,4 27,6 27,8 
Австрия 42,70 42,45 40,90 41,03 41,67 42,52 42,8 43,5 
Бельгия 44,16 43,10 42,37 42,90 43,95 44,64 45,0 44.8 
Великобритания 33,0 31,5 32,5 33,4 32,7 32,5 32,1 32,5 
Венгрия 39,7 39,2 37,56 36,5 38,6 38,2 38,2 39.4 
Германия 36,97 37,37 35,03 35,70 36,45 36,4 36,6 36,9 
