There have been recent applications of genetic algorithms to information retrieval, mostly with respect to relevance feedback. Nevertheless, they are yet to be evaluated in a way that allows them to be compared with each other and with other relevance feedback techniques. We here implement the different genetic algorithms that have been applied in the literature together with some of our own variations, and evaluate them using the residual collection method described by Salton in 1990 for the evaluation of relevance feedback techniques. We compare the results with those of the Ide dec-hi method, which is one of the traditional methods that yields the best results.
Introduction
Everyone is aware of the deficiencies in the first query that a user puts to an information retrieval (IR) system. Hence the importance of query optimization techniques that allow the user to obtain better results. One such technique is relevance feedback. This uses the information supplied by the user in response to a first retrieval of information from the system to modify the next query.
At the same time there have been major advances in the application of artificial intelligence (AI) techniques in the field of information science, particularly in IR which forms one of the main lines of AI research. First there were the applications of knowledge-based systems (of which Information Processing and Management 38 (2002) [793] [794] [795] [796] [797] [798] [799] [800] [801] [802] [803] [804] [805] www.elsevier.com/locate/infoproman expert systems are of one specific type) (Poulter, Morris, & Dow, 1994) , and of neural networks (Guerrero Bote, Moya Aneg o on, & Herrero Solana, 2002), followed by genetic algorithms (Goldberg, 1989; Holland, 1992; Michalewicz, 1995) , an AI technique which emulates the genetic evolution of species (Belew, 1989; Gordon, 1988a,b; Kwok, 1989 Kwok, , 1990 Raghavan & Agarwal, 1987) . Nevertheless, one would say that research uniting evolutionary computation with IR is still in its early stages.
A GA is an AI technique which uses adaptive procedures to solve problems of searches that satisfy certain requirements, and is inspired in the mechanisms of biological evolution, based on the principle of natural selection and on species' genetic codes.
The input to a GA is a population of individuals called chromosomes. These represent the possible solutions to the problem. The chromosomes may be randomly generated, or, if one already has some knowledge of the optimal distribution, one may use that information to create part of the initial set of potential solutions (Michalewicz, 1995; Yang & Korfhage, 1994) .
These individuals evolve in successive iterations called generations, by processes of selection, crossover, and mutation. These iterations stop when the system ceases to improve or when a set of maximum number of generations is reached. The output of the GA is the best individual of the final population or a combination of the best chromosomes of that population. Fig. 1 represents the algorithm of this process. The iterative procedure can be summarized as follows: during iteration (generation) t the GA has a population P ðtÞ of potential solutions (the chromosomes or vectors). Each chromosome is evaluated by means of the fitness function to give a measure of its suitability. The most suitable individuals are selected to form part of the reproduction population. Some of the members of this intermediate reproduction population undergo alterations (recombination) due to the action of genetic operators (crossover and/or mutation) to form new solutions which make up a new population P ðt þ 1Þ, and which in turn will Fig. 1 . Structure of a genetic algorithm (adapted from Michalewicz, 1995). be the initial population of the following generation. The process is iterated until the termination condition is reached.
As one can see that, for each problem to be solved, one has to provide an evaluation or fitness function f. Its choice is crucial for the GA to function well. Given some chromosome, the fitness function must return a numerical value proportional to the utility of the solution the chromosome represents. This score is used in the process of parent selection and in sorting or classifying the chromosomes. The fitness function must therefore be suited to the problem at hand, since the efficacy of the GA will to a great degree be determined by how faithfully f characterizes the function being optimized.
A GA is a versatile domain-independent technique with a certain implicit degree of parallelism which is well suited to the huge spaces of document databases.
Unlike neural networks, a GA is not specifically a learning algorithm, but it can be used in many learning tasks because of its adaptive nature: the possible solutions evolve towards better solutions, approaching the optimal case.
According to the study performed by Cord o on, Moya, and Zarco (1999), there exist three main areas of GA application to IR:
This third group of applications, query optimization, is the most numerous. They all have in common the use of a GA to perform the technique of relevance feedback. There has been no comparison of the results of these isolated experiments, however, with the traditional algorithms of relevance feedback. We shall here evaluate the different GA's applied to relevance feedback in the literature, following the vector model (the most commonly used model in this sort of application). We shall use the Cranfield collection, and the residual collection method, and then compare the results with those of the classical Ide dec-hi feedback method.
Antecedents
The first use of GA's was to solve problems in which there was feedback from the environment. In particular, they were used to fit parameters in, for instance, oil field simulations, market analysis, classification, etc. (Glover, 1987; Goldberg, 1989; Grefenstette, 1986 Grefenstette, , 1987 Hilliard & Liepins, 1987 , Robertson, 1987 . It is not surprising therefore that they began to be investigated in the IR field with respect to their application to relevance feedback (Yang & Korfhage, 1994) .
In the following, we discuss only the literature on which our current research is based, highlighting the fitness functions used by the GA's implemented in those studies. These are the functions (sometimes with certain modifications to adapt them to our experiment) that in the present work we shall implement within the previously determined optimal feedback GA. Robertson and Willett (1996) implement a GA which learns the weights of the query terms by means of relevance feedback. To calculate the individuals' fitness, they first find the inner product of each query of the collection with each document of the database. They then retrieve a fixed number of documents, and finally calculate the recall of the retrieval. We shall implement our functions fitness 1 and fitness 2 on the basis of the fitness function used in this work. Our function fitness 2 is a variant of fitness 1, using the cosine as similarity measure instead of the inner product.
Chen and co-workers (Chen, 1995; Chen & Iyer, 1998; Chen, Chung, & Ramsey, 1998 ) use a GA to learn the query terms which best represent a set of documents supplied by the user (this process they call inductive query by examples), and to end up with the construction of an intelligent agent which uses this genetics to implement the feedback module. Their fitness function finds the Jaccard index for each chromosome (possible query) with the rest of the chromosomes of the population to then obtain the mean value of these similarities. We derive our functions fitness 3, fitness 4 and fitness 5 from this work. The last two are practically the same as the first, but use the inner product and the cosine, respectively, as similarity measure.
Another work that merits special attention is that of Yang and Korfhage (1994) , which proposes a GA that optimizes the weights of a query by means of relevance feedback, after carrying out (as we also do) a process of eliminating stopwords and stemming the remaining terms. Each individual's fitness is calculated by comparing each query with the documents of the collection using the Euclidean distance as the similarity measure, and those documents whose distance is less than some given threshold are retrieved. Finally, the fitness is obtained from the following equation:
where Rr is the number of documents retrieved that are in the set of relevant documents provided by the collection (this might also be the number of documents judged as relevant by the user, if the user is present in the experiment), Rn is the number of documents retrieved that are not included in the standard relevant set, and Nr is the number of relevant documents that have not been retrieved.
We took our functions fitness 6 and fitness 7 from this work. Fitness 7 is similar to fitness 6, but instead of calculating a retrieval threshold, a quota of documents is set (the first 10 documents) in order to be able to compare the results with other functions that employ a quota instead of a threshold.
Another very innovative work, especially with respect to the fitness function, is that of Horng and Yeh (2000) . This also uses a GA to fit the weights associated with the query terms. The fitness function, as well as including the number of relevant and irrelevant documents retrieved, takes their order of appearance into account, since it is not the same that the relevant documents appear at the end of the list of retrieved documents as at the beginning. It is thus not necessary to set a threshold to determine whether a document should be retrieved. The authors see this as very important, since they argue that the value of the threshold affects the behaviour of the retrieval operation. If the value is too low, many irrelevant documents will be retrieved. If the value is too high, very few documents may be retrieved.
The fitness function that they employ (Chang & Hsu, 1999; Kwok, 1997 ) is constructed as follows. One calculates the similarity of the query vector with all the documents using the inner product. The documents are sorted by decreasing similarity, and finally the chromosome's fitness is given by the formula:
where jDj is the total number of documents retrieved, and rðdÞ is a function giving the relevance of the documents d, being unity if the document is relevant and zero if it is irrelevant. This function is our fitness 8.
Another approach is that of Martín-Bautista and co-workers (Mart ı ın-Bautista, Vila, & Larsen, 1999; Mart ı ın-Bautista, 2000) . While this does not follow the vector space model, we find it very interesting in its contribution of new ideas, amongst them two new fitness functions. The authors present GIRAF (Genetic Information Retrieval Agent Filter), an intelligent agent that can work off-line filtering documents retrieved from Internet. It is based on a GA with fuzzy genes that perform the adaptive learning of the user's requirements.
In this algorithm the chromosome population represents the user's possible preferences, and the different preferences compete to obtain the best representation of the said requirements. To calculate an individual's fitness, the authors propose in the first work (Mart ı ın-Bautista et al., 1999) that, since the chromosome is a set of genes, this value should be calculated as some aggregation class of fuzzy values of each gene. In particular, the authors used the arithmetic mean of the genes as follows:
where C i ðxÞ is the score of the ith chromosome on document x in generation j, l is the length of the chromosome, and l h g is the value of the membership function of the hth gene of type g. This function, modified to suit our experiments in the vector space model, will be our fitness 9. In their following work (Mart ı ın-Bautista, 2000), the author performs another experiment with a real representation as well as an experiment with a fuzzy representation, with the main aim of comparing the two methods. For the fitness function in the real case, they use the following combination of the classical measures of precision and recall:
since it seems reasonable that precision should have greater importance than recall (in the trials the value of m is set at 0.4). From this we obtain our fitness 10.
Besides the work on genetics that we have consulted, we cannot end this section without mentioning the work on relevance feedback of Salton and Buckley (1990) , which examines in depth six traditionally used methods. We have taken this work as a model for our experiments on feedback, and have also compared the behaviour of our GA's with the method that gave the best results in that earlier study -the Ide dec-hi method (Ide, 1971) .
This method consists simply in adding directly to the original query terms the terms of all the relevant documents of the set of documents provided for feedback (in our case 15), and removing those of the first irrelevant document obtained in the retrieval that belongs to the said set.
Formally, the modified query vector is the following:
where Q is the original query vector; D i is the vector of the relevant document i; and S is the vector of the first irrelevant document in the ranking.
Experiment and evaluation
As we mentioned above, one of our primary goals was to compare the behaviour of the different GA's with each other and with some traditional method, in particular with the Ide dec-hi method, which was the method that obtained the best results in the study of Salton and Buckley (1990) .
To this end, it was necessary to generate a trial database, created from a test collection -the Cranfield collection. A prime motive for choosing this collection is that it has been used in feedback and GA experiments on many occasions, so that it offers the greatest possibility for comparing results.
The collection consists of 1398 documents on aspects of aeronautical engineering, and 225 queries for which relevance judgements are known. From these, we had to make a selection of queries that are suitable for testing the relevance feedback technique that is the subject of the present work.
We initially set the number of documents for the implementation of feedback to 15 (we also ran trials with 10, 20, and 25 documents). I.e., for each query, the first 15 documents were examined for their relevance, and this information was used as feedback to the algorithm.
Not all the queries included in the collection were suitable for testing this technique however. Those which retrieve either all or none of the relevant documents are of no use for our purposes. We hence chose for the evaluation a set of (33) queries which had at least 3 relevant documents retrieved in the first 15, and lacked at least 5 relevant documents which still remained to be retrieved.
Document vectorization
Firstly, we performed the following steps to determine the terms that we would use to describe the documents of the collection:
1. Extracting all the words from each document. 2. Removal of stopwords, using the list of stopwords generated with the frequency dictionary of Kucera and Francis (1967) . 3. Stemming the rest of the words, using the Porter Stemmer which is the most commonly used stemmer in English (Frakes & Baeza-Yates, 1992; Porter, 1980) .
After applying this process to the documents of the Cranfield collection, we were left with 4307 terms, so that we shall be working with 1398 document vectors of 4307 components.
We assigned weights to the terms using the scheme proposed by Salton and Buckley (1990) , so as to equiparate our experiment as closely as possible with theirs. The formula is
where a ij is the weight assigned to the term t j in document D i , tf ij is the number of times the term t j appears in document D i , n j is the number of documents indexed by the term t j , and N is the total number of documents in the document database. Lastly, we decided to normalize the vectors by dividing them by their Euclidean norm, since the study of Noreault, McGill, and Koll (1981) showed that the best similarity measures are those that compare angles between vectors, and we performed a similar process to the above for the queries associated with each collection, obtaining the normalized query vectors which we shall try to optimize with relevance feedback.
Experimental design
The scheme of the experiment implementing the relevance feedback technique by means of the various methods is very simple (L o opez-Pujalte, 2000):
• Each query of the collection is compared with all the documents in the collection, using the cosine as similarity measure. We thus obtain a list of similarities of each query with all the documents.
• This list is sorted by degree of similarity.
• The normalized document vectors corresponding to the first 15 documents of the list, with their relevance judgements and the normalized query vector, are supplied as input to the algorithm responsible for the relevance feedback procedure.
• The program also generates as output a masking file which contains for each query all the documents which are not to be considered in the evaluation process (these will be the first 15 which have been used in modifying the queries), since we shall be following the residual collection method used by Salton and Buckley (1990) .
We used recall and precision to evaluate the results. To this end we interpolated the precision at fixed intervals of recall (0.1 in value) as described by Salton and McGill (1983) , and calculated the average of the precision at all the points of recall as was done by Salton and Buckley (1990) in their study of feedback, so as to be able to compare the two systems.
As we mentioned above, we used the method of residual collection, in which all the documents previously seen by the user (whether relevant or not) are removed from the collection, and both the initial query and the modified query are evaluated on this residual collection, since the relevance feedback operation must be judged for its ability to retrieve new documents.
With respect to the design of the GA, we experimented with several alternatives or improvements to the classical model (Herrera, Lozano, & Verdegay, 1995; Herrera, Lozano, & Verdegay, 1998 ):
• Different sampling mechanisms: simple universal sampling (Goldberg, 1989; Holland, 1992) , and stochastic universal sampling (Baker, 1987) , both of them with or without elitism (De Jong, 1975 ).
• Types of crossover: simple crossover (Goldberg, 1989; Holland, 1992; Michalewicz, 1995; Wright, 1991) , multi-point crossover (De Jong & Spears, 1992; Eshelman, Caruana, & Schaffer, 1989) , and another quite different type, natural crossover, used in the work of Horng and Yeh (2000) .
• Mutations: random mutations (Radcliffe, 1991; Michalewicz, 1995) , and random mutations within the interval ½À1; 1, since the GA of the work of Robertson and Willett (1996) showed improved behaviour when negative weights were introduced.
• Proposal of other operators: since the mean of the vectors of the final population gave the best results in some cases, we implemented an averaging operator that was applied alternatively with the crossover operator (although with a lower probability).
• Modification of the fitness function f: in order at times to accentuate the differences in some evaluations that gave very similar results, and to smooth out the differences of others, we scaled the fitness function as f 2 , f 3 , ffiffiffi f p and 10 f .
• Adaptive techniques: we also used an adaptive technique to adjust the two control parameters, the crossover probability (p c ) and the mutation probability (p m ), during the execution of the algorithm, in particular the method denoted by Yang and Korfhage as the ''hybrid method'' in which p c falls from 0.9 to 0.6 (by 0.05 each three generations) and p m rises simultaneously from 0.01 to 1, although p m is reduced rapidly in the last three generations so as not to lose the good solutions (Yang & Korfhage, 1994 ).
• Hybridization: we used Hybrid Genetic Algorithms (Davis, 1991) .
We also carried out numerous trials with different values of the control parameters, since these were obtained experimentally.
Results
After performing the experiments described above, we had as the result that the relevance feedback GA that showed the best performance presented the following characteristics:
• It is a hybrid GA, i.e., a GA which is the result of incorporating the information associated with another type of algorithm specific to the problem at hand (Davis, 1991) , and which receives as an initial population the most numerous and varied of all those that we experimented with. The population consists of the chromosomes corresponding to the relevant documents, to the irrelevant documents, to the latter with their terms negated, and to the optimized query. These document vectors were converted into chromosomes using the procedure presented by Chen (1995) in which the chromosomes are formed only by the terms of those first 15 documents which are different from zero (as well as those of the original query). First one calculates the set of terms contained in those documents. The size of the chromosomes is equal to the number of terms in the said set.
• As a selection mechanism it uses simple universal sampling with elitism. Simple universal sampling is based on constructing a roulette wheel with as many slots as there are individuals in the population, and with each slot's width being proportional to the value of the individual's fitness (Holland, 1992) . Elitism (De Jong, 1975) consists in introducing the best element of a generation into the next, if that element has been eliminated by chance.
• As genetic operators it uses simple one-point crossover and random mutation.
• It was notable that the control parameters p c and p m were considerably higher than those which are normally used, especially p m (p c ¼ 0:8 and p m ¼ 0:2), since it is this which helps to maintain the population's diversity and to avoid premature convergence of the algorithm.
• We also found that including a process to normalize all the population's chromosomes each time that the genetic operators were applied to them improved the GA's performance (even though the chromosomes came from documents that had already been normalized).
• Finally, the GA sometimes returns the best chromosome found during the process, and at other times returns the centroid of the chromosomes of the final population whose fitness is equal to the maximum value found in that generation, depending on the fitness function that was used.
• The maximum number of generations is 20, since from then on the population no longer improves.
Having found the GA that gave the best relevance feedback results, we set out to investigate further the fitness function. We had found that this was the decisive element in giving a wellbehaved GA, since the rest of the alternatives cited above led to minimal variations in the results given by the algorithm, and which were in no case significant. The variations were significant, however, when we changed the fitness function used by the GA. We implemented all the fitness functions presented in the literature for this type of experiment, with the necessary adaptations for their use in the present setup.
The final results are listed in Table 1 , giving the mean precision for each of the algorithms implemented, and the percentage improvement with respect to the initial unoptimized query. With respect to the manner the GA calculates the solution, as we mentioned above it depended on the fitness function that was used, with there being two alternatives as shown in the table:
• The ''best'' solution: the best chromosome found during the entire process.
• The ''centroid'' solution: the centroid of the chromosomes of the final population whose fitness is the maximum value calculated for that population. One sees that the results varied greatly depending on the fitness function that was used. The results range from yielding no improvement in the GA's which use the fitness function used by Chen and its variants, and that used in Mart ı ın-Bautista et al. (1999) (possibly in the latter case because the function was designed by the authors for a fuzzy model, not a vectorial model), to achieving an improvement of 123.6% with the fitness function 8.
The relevance feedback technique with the best performance was therefore a genetic technique, in particular that which used function 8 designed by Horng and Yeh (2000) .
As can be seen in Table 1 , in most cases the GA gives the best results with the former method (the best). The exception is the GA that uses the fitness function 8, which gave the best results using the centroid method.
As can be seen in Fig. 2 , in the Cranfield collection there is a 120% improvement in many of the methods produced by relevance feedback with respect to the original query. The GA which uses the fitness function 8 and the centroid solution even surpasses the classical Ide dec-hi method. The percentage improvement with this GA was 123.6%.
Conclusions
GA's potentially have a major field of application in IR. In the case dealt with here, relevance feedback, the idea was to optimize the query to improve the results of the retrieval. On applying a GA to this technique, one can start out from a set of possible solutions (queries) that evolves under the algorithm with the aim of achieving optimization. The residual collection method of Salton and Buckley (1990) was found to be particularly well suited to evaluating the results of this process.
To guide the evolution of the possible solutions, one has to design fitness functions that allow the goodness of the solutions to be evaluated, using for the purpose the information coming from the user's feedback. It was in these fitness functions where the experiments most varied from one to another, so that these functions are the key to achieving a good level of improvement.
We tested here the different functions that have been described in the literature, mainly those that have been applied with the vector model, and others which, while not designed for this model, we adapted to it. The results showed that these algorithms allow a considerable improvement of the original query, implementing the technique of relevance feedback (in a single iteration). The improvement was from 50.7% to 123.6% (which corresponded to the best method acting on the Cranfield collection, the GA that used function 8), surpassing even the improvement obtained with the classical Ide dec-hi method which gave an improvement of 120.8%. The Ide dec-hi method is the best of the classical methods used in relevance feedback, according to the study of Salton and Buckley (1990) .
As we have already mentioned, it is worth noting that including a process of normalization of all the chromosomes each time that the genetic operators are applied to them (even though the chromosomes came from normalized document vectors) improved the behaviour of the GA.
But one can draw the conclusion that the greatest variation in the results of the different algorithms depends on the fitness function that is used, which is therefore of prime importance. Which function is used can lead to success or to utter failure in the exploration. Amongst the functions that were tested, the one that gave the best performance took into account not only which documents were retrieved, but also the order in which they were retrieved. I.e., one wants fitness functions that value not just that the possible solution retrieves many relevant documents and few irrelevant documents, but also values whether the relevant documents are at the beginning or end of the list.
In light of the results, we can state that, although there have been several works using GA's to implement relevance feedback, very few have contrasted the results with other more classical methods of IR, and perhaps have celebrated too much the major improvement given by the GA's without taking into account that this improvement had already been achieved with some of those traditional methods.
As a future line of research, we shall be looking into the algorithm's search procedure, so that we shall continue investigating into the design of fitness functions, laying particular emphasis on procedures which also take the order into account. It is this aspect that we consider to be the key to the performance of this type of GA.
