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SYNOPSIS 
An integral equauon descnpuon for linear systems is developed and used as the basis for the 
development of various system identification, model reducuon and order determination methods. 
The system mtegral equation is utilized in the problem of parameter identification in 
continuous hnear single-input single-output, multi-input multi-output and linear in parameters 
nonlinear systems. The approach is developed in the time domain where the effect of non-zero 
initial conditions and addiuve disturbances occurs naturally. Parameter estimates are deduced using 
several weighted residual concepts wluch have previously been used to produce approximate 
solutions to differential equauons. 
The problems of model order reduction and lumped parameter approx1mauon of distnbuted 
parameter systems are both reduced to a conunuous system parameter identification problem. 
Two different techniques for model order determination are developed for use with hnear 
conunuous-ume systems. The first is based on the behaviour of singular values of a specific non-
square matrix the elements of which are calculated from the evaluation of the integral equation at 
different points in time. The second uses the slufted Legendre polynomials to produce a square 
matnx whose non-zero eigenvalues then identify the order of the system under consideration. 
Several numerical examples Illustrate the applicauon of the methods to the problems of 
continuous system parameter 1denuficauon, model reducuon, lumped parameter approx1mauon of 
distributed parameter systems and model order determinauon. 
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1. AN OVERVIEW OF SYSTEM IDENTIFICATION 
1.1. Introduction 
In the field of control engineenng, the development of a model of a prescnbed physical 
phenomenon is of fundamental importance when seeking to synthesise control algorithms and 
malce analytical predictions about the behavmur of the system under the effect of control efforts and 
disturbances. This model can be either ph ys1cal, i.e. a full or reduced s1ze copy of the original 
plant, or mathematical where the relationship between the phys1cal vanables in the system are 
mapped onto mathematical structures by means of known physical laws. Physical model building 
may be a costly process and the costs of producing and testing models mcrease as components 
become more complex and h1gher perfonnances are requrred. Mathematical modelling came into 
bemg as a response to the pressure of these costs. Mathematical models can be divided into two 
classes: lumped and distributed parameter. The difference between the classes is that the vanables of 
interest for lumped parameter systems are functions of time alone whilst the distributed parameter 
model accounts for both time and spatial variations m the physical process. The dynamic 
behaviOur of lumped parameter systems is very often descnbed by either ordmary differential 
equations for continuous systems or difference equations for discrete systems. DtStnbuted parameter 
systems are those that are modelled by partial differential equations, mtegro-dlfferential equations or 
delay-differential equations. For such systems the s!llte space is inflrute-dimensional. Models can 
be either stochastic, where the relation between variables is given in tenns of stlltist1cal 
dlstnbutions, or detenn1rust1c where the probabtlity of events does not appear in the equations. 
One must also diStinguish between linear and nonhnear, flxed and time-varying models. Linear 
models of phys1cal systems are descnbed by hnear differential equations and are un1fled by the 
powerful superpositlon pnnc1ple. Correspondingly nonhnear models are descnbed by nonlinear 
differential equations but there is no sufficiently powerful pnnciple to unify them. The difference 
between fixed and ttme-varymg models 1s that m ftxed models the parameters of the equations 
descnbmg the system are cons!llnt whereas in the time-varying case these parameters vary with the 
time. 
In practical situations, mathematical models may be difficult to fonn ulate from phys1cal 
arguments because of e1ther some unknown phenomenon (such as unknown chem1cal reactions and 
unknown boundary cond1tions) or the extreme complexity of the physical plant. In such inslllnces 
we may reson to the system identification techniques where mput and output measurements from 
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the plant are used to determine an appropriate mathematical model. Parameter idenufication may be 
defined as the determmation, from experimental input/output data, of a set of unknown parameters 
in a mathematical model of a physical process such that, over a desired range of operating 
condluons, the model outputs are close, in some well-defined sense, to the process outputs when 
the two are subject to analogous it1puts and iruual conditions. Very often engineenng experience 
can provide valuable informauon about the most suitable form for the mathematical model whose 
parameters are to be idenbfied from observed mput/output data. In an engineering environment, the 
experimental data may be corrupted with n01se wh1ch may result in severe degradation of the 
parameter estimates. In such situations spectal idenufication methods are used to eliminate the 
influence of all dlsturbances thereby y1elding adequate estimates. In many practical applications the 
model order is not known a pnori and the overall system idenufication problem includes the 
determination of the model order as well as the parameters of the model. In such situations, the 
model order IS usually determined before the rest of the parameters, since 11 spec1fies the total 
number of unknowns to be idenufied (or estimated) in the mathematical model. 
Mathematical modelling of physical systems or processes can sometimes lead to very large 
models. The practical applicauon of modem concepts such as state esumauon, optimal state 
feedback and numencal sunulauon IS lun1ted by the capacity of the available digJtal computer. It IS 
therefore often desirable, and sometimes absolutely necessary, to reduce the order of the system 
model to simplify the analysis, simulauon and computauonal effort in the des1gn of controllers. 
This process is known as model order reducuon and is loosely defined as follows: given a 
mathemaucal model wh1ch IS cons1dered to be complex, find a Simpler mathemaucal model which 
adequately approxunates the original model For distnbuted parameter systems, the approxunauon 
(order reducuon) of the infinite dimensional space by a fimte dimensiOnal one IS of pnmary 
concern since only a finite number of actuators and sensors can be used m pracuce. The 
approximation 1s achieved by means of discretisation methods (e.g. finite differences or finite 
elements) and the reduced order model thereby deduced is a lumped parameter model. The fimte-
dimenslonal controller can be synthesized e1ther by a dlrect model reducuon, wh1ch consists of 
reducing the distnouted parameter model and then synthesizing the controller Vl3 the established 
theory of lumped parameter systems, or by indirect model reduction which consists of synthesizing 
an mfmite-dimens1onal controller and then obtainmg a fimte dunensJOnal approx1mauon. 
In the followmg secuon of this chapter we g1ve a brief overview of the work done over the 
last few years on the subjects of system idenuficauon and model order reducuon. 
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1.2. Literature survey 
1.2.1 Model order determination 
Considerable interest has been pa1d to methods for order determination and a variety of 
techmques have been proposed for this purpose. Almost all existing methods are designed for 
discrete system order estimation. Some of these techniques are based on the minimization of 
AkaJ!ce's criteria (the fmal prediction error "FPE" and the Akaike information criterion • AIC") 
(Chan et a/ [I], Ed.tnunds [2]). Both AIC and FPE appear to be very powerful practical approaches 
([3]) for stochastic system (mainly auto regressive moving-average process) order determination. 
An extension of Akallce's final predictor error (FPE) criterion, based on the analysis of the 
estimated variance of the white noise in a SISO auto-regressive moving average process, is, 
presented by Chan et a/ [1]. This modified FPE was found to be more consiStent than the 
previous procedures in predictmg the correct model structure. A mod.tfied versiOn of the AIC test 
suggested by Ed.tnunds [2] is shown to be more accurate and more useful than the normal AIC test 
in testing model order for control system design purposes. The relationship between the model 
order and the confidence limits in the estunated parameters has been used to show that this method 
can decrease the chance of overestimatmg the order. 
Among methods based on the system informauon matrix are those designed for discrete 
models which investigate the near smgulanty of the product moment matnx, 1ts condition number, 
determinant ratio and the behaviOur of its determinant (Sagara et al [3], Chow [4], Wellstead [5] 
and Soderstrom [6]). A recursive algonthm for the determinant ratio, associated with an 
instrumental product moment (IPM) matnx, 1s descnbed by Sagara et al [3] as a useful order test. 
The algorithm provides a fitting error explained in the context of the instrumental variable method, 
called the "mstrumental res1dual" (IR), and the parameter estunates of the model By explOiting the 
concept of IR and using the parameter estimates, a more robust statisuc is obtained for noisy 
situations. Chow [4] has proposed a method for ARMA processes where the order is determined by 
testing the singularity of the correlauon matrix. The near singularity test associated with an 
instrumental vanable modification to the product moment technique, which overcomes the 
problem of addiuonal computanonal effon required for n01sy Situations, IS descnbed by Wellstead 
[5]. Most of these techniques use iterative schemes and natural observed inpur/output data for 
testing the order oflmear systems. Soderstrom [6] has mvestigated how the model order influences 
the smgularity of the information matnx and deduced that th1s singulanty IS eqwvalent to 
parameter identifiability of the system. 
Other methods developed for the purpose of discrete system order determmanon include the 
pole-zero cancellation technique (Sodestrom [7]), the mmimization of the res1dual error (Young et 
---------
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a/ [8]) and methods designed for adapt1ve systems (Shinnaka et a/ [9]). Application of the 
pole/zero cancellation test to models obtained from least-squares Identification is considered by 
Soderstrom [7]. A technique presented by Young et a/ (8] is based on properties of the parametric 
error-covariance matrix generated by instrumental variable estimators. The algorithm is recurs.ve 
and applicable to a wide vanety of discrete and conunuous systems. 
A technique designed to Idenufy both the structure (order) and the p313111eters of a general SISO 
lumped conunuous system from observed input/output data is presented by Saha [10]. The method 
is called the 'Poisson moment functional approach'. It was tested with noisy data and found 
superior to the methods based on evaluauon of rank of certain mfonnauon matrices. 
There have been many attempts to compare the various existing methods. Woodside[ll] 
descn"bed three procedures based on a measured product moment matrix for testing model orders: 1-
the near singulanty of the infonnation matrix, 2- comparison of residuals and 3- the hkehhood 
ratio for system order. A brief review of some methods for model structure testing is given in 
Soderstrom [12], where Akruke's criteria (FPE, AIC) and the F-test are compared and shown to be 
asymptotically eqwvalent. Unfortunately the results were erroneous; corrections were made by 
Akaike in [13]. Seven order detennination techmques for discrete models are investigated and the 
rules for their application are fonnulated by Unbehauen and Gohrin [14]. The tests are those of :1-
detenninant ratio test, 2- condition number, 3- polynomial test, 4- test for independence, 5- test for 
nonna!Ity, 6- test of signal errors, 7- the F-test. Unbehauen and Gohnn concluded that there is no 
universal test for estimating the accurate order and a smgle test can cause incorrect decisions 
whereas the application of several testing methods will specify the most accurate order of the 
model. A Similar report was written by Van Den Boom and Van Den Eden [15] where the 
descnption of 5 tests are given: 1- the behaviOur of the error function, 2- the whiteness of the 
restdual, 3- the staustical independency of the loss function (i e. F-test), 4- the behaviour of the 
detenninant and 5- the pole/zero cancellation effect. Stmulated results show that an acceptable test 
of order is possible even at a signal-to-nOise ratio of -15 dB. Although the behaviour of the 
detennmant was the method preferred by the authors, they advised the use of the different tests in 
parallel for an accurate order detenninauon. 
1.2.2 Lumped parameter identification 
The parameter idenufication problem received much attention in the last twenty years and a 
multitude of techniques, ranging from frequency response analysis to various sophisticated time 
domain parameter identificauon approaches, have been proposed. When fonnulating an 
identtficauon problem under the assumpuon of a given fonn of system equations, an error critenon 
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(usually of quadrauc form) is mtroduced to g1ve a measure of how well a model fits the 
expenmental data; minimisation of this criterion wtth respect to the parameters then yields model 
parameter estimates. This formulation leads to an optimization problem and the different 
parametric methods used to solve it are classified with respect to the type of model under study and 
to the type of signals used (continuous or discrete, deterministic or stochastic). They are also 
classified w1th respect to the specific algorithm used to minimize the chosen criterion. Thus there 
are many possibihties for combining experimental comhtlons, model classes and criteria. A broad 
distinction can be made between on-line and off-line schemes. On-line methods give esumates 
recursively as the measurements are obtained and must be used if the identification scheme is to be 
employed in an adaptive controller. For off-line methods the data is collected and processed as a 
batch rather than sequentially. 
The following description of the ex1sting techniques will be based on the type of s1gnals used 
and the specific algorithm of optimization. Thus no d1stinct1on shall be made between discrete and 
contmuous system models when discussing the vanous Identification methods. For those who 
wish to make that distinction, the relevant references are: 
Continuous models 
Discrete models 
[30], [35], [37], [38], [39], [44), [51]. 
[20], [21], [22], [31], [36], [40), [42], [43], [45], [46], [50]. 
Several attempts to compare vanous identification methods have been made (Ljung and Glover 
[19], Ljung [20], Iserman et a/ [21) and Saridis [22]) but the compansons are largely mconclusive 
in the sense that there is no method that IS universally besL LJung and Glover [19) present 
connections and distinctions between some basic identification techniques in the time domain and 
those in the frequency domain together wnh a discussmn of their ease of use in different 
experimental conditions; the conclusion was that time and frequency domain techniques are 
complementary rather than competing. Ljung [20] presents the close conceptual relationships 
between basic approaches to the estimation of the transfer function of hnear systems where the 
classical methods of frequency and spectral analysis are shown to be related to the time domain 
methods of predictor error type. The asymptotic properues of the estimates obtained by the 
respective methods are descnbed and discussed and asymptotic expressions for the esumate of mean 
square error are shown to be similar for both types of method. Performance, computational effon 
and overall reliability of six recurs1ve idenuficauon and parameter estimation methods are compared 
in Isermann et a/ [21]. The methods are those of least-squares, generaliZed least-squares, 
instrumental vanables, stochastic apprmumatlon, correlation analysis in the least-squares parameter 
estimation and Founer analysts. The type of processes to which the techniques can be applied and 
the type of poSSible input s1gnals are g1ven and the overall reliabl11ty of methods is tested by the 
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percentage of successful runs for a given total number of runs. It IS suggested that •dentificauon 
methods using the same a priori knowledge of the process model result in about the same 
performance. The main differences between the identificauon methods are therefore to be seen in 
the kind of input signals, computational expense, overall reliability and the a priori known 
factors. The computaUonal and the convergence properUes of six other •denufication algorithms for 
linear discrete-time dynamic systems (cross-correlation method, the f"rrst and second stoehastic 
approximation techmques, the maximum likehhood, the maximum a posteriori filter and the 
extended Kalman filter) are also compared by Saridis [22). The conclusion drawn was that very 
poor results were demonstrated by the application of the maximum a posteriori filter. 
An exphcit description of all the possible methods of parameter 1denufication IS beyond the 
scope of this survey. We shall restnct ourselves to discussing only the major techniques used in 
parametric Identification problems. Explicit descriptions of all existing procedures can be found in 
Eykhoff [23] and Norton [24]. Non-parametric methods, where the model of dynamic process can 
be obtained by means of simple methods in terms of non-parameterized representations such as the 
impulse response, the step response and the frequency response are dtseussed by Wellstead [25] and 
Rake [26] • Further details about system identification are given in surveys by (Astrom and 
Eikhoff [27], Balakrishnan and Peterka [28), Nieman [29), Young [30), Saridis [31) and Mehra 
[32). The survey written by Nieman [29) discusses the work on 1denuficauon and estimation 
techmques applied to lumped parameter deterministic dynamical systems before 1971. It also 
outlines the general charactenstics of the different methods and provides a comparison of the 
techniques and a guide in their application to specific problems. Young [30) reVIews the progress 
of research on parameter esumation for conunuous-ume models over the period 1958-1980. An 
exposiuon of the stochastic approximation algorithms and their application to various parameter 
idenufication and self organlZlng control algonthms is presented by Sandls [31). The design of 
optimal inputs for system idenuficauon in linear dynamic systems IS the subject of the survey 
written by Mehra [32) where several different representauons of the optimal input and several 
methods for Its numencal computauon are considered. A most recent survey on the subject of 
system Identification was reponed by Unbehauen [33) where an introducuon to idenufication 
methods usmg parameter estimation was given. The author discusses the four steps into which the 
1denufication procedure can be divided: 1- planning and analyzmg the experimental conditions (state 
of the process, selection of input signals and sampling time); 2- selecuon of an approximate model 
structure; 3- esumation of the parameter models (direct solution, recursive solution and iterauve 
soluuon), 4- model validation (including order testing). 
In the determimsuc case, it is assumed that the noise is either not present in the system or is 
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neglig1ble. Some deterministic approaches admit zero mean no1se but cannot express the 
uncertainty of the estimates caused by the noise (StreJC [34]). The most important class of 
deterministic parameter Jdenufication is the least squares technique because of 1ts simplicity and 
ease of practical implementation. Here the mdex of performance cons1sts of the sum (integral) of 
weighted error squares and the error is defmed as the difference between the model and the system 
outputs (Golubev and Horowitz [35] and Strejc [36]). In Golubev and Horowitz [35] the transfer 
function of continuous stable or unstable models is calculated using repeated integrauon of the 
data. The technique was found suitable for problems where existing techniques failed. The 
algorithm has in practice been found applicable for approximating model orders not greater than 
ten. Systems with larger orders yield Ill-conditioned normal equations. In Strejc [36] analyucal as 
well as numerical approaches to least-squares methods (instrumental variable method, the 
generalized least squares and the extended least squares) for the esumation of system dynamics of 
regression model form are described. White noise and correlated noise are also discussed. The 
methods can be used either on-line (recurs1ve least-squares) or off.!Jne. It was shnwn that the most 
important factors influencmg the success of idenufication schemes are the excitation of the system 
to be identified, the chmce of output variables wh1ch can be measured, the precision of 
measurements, the signal-to-noise rauo, the properues of noise, the method of idenufication, the 
numerical procedure of calculauon, the redundancy of parameters in the regression model, the 
sampling penod and the length of computer word. Other teehmques used for the same purpose 
include gradient search methods which are recursive schemes for finding the minimum of the error 
critenon (Eykhoff [23]), adapuve algonthms (Ichlkawa [37]) where the algorithm has an excellent 
(exponential) convergence property, and other methods based on the propriety of orthogonal 
polynomials such as shifted Legendre polynomJals (Hwang and Guo [38], Chang and Wang [39]). 
In [37] the problem 1s assumed to be noiseless and the plant is asymptotically stable. An error 
equauon IS formed and the adaptive law for parameter identification is proposed. The problem 
reduces to solving a set of ordmary dlfferenual equations to which suitable imtial condJUons must 
be supplied. The technique proposed by Hwang and Guo [38]Jdenufies the parameters of a linear 
multi-input multi-output system. The method involves multiple integration of the ordmary 
differential equations and the system mput/output data IS expanded in shifted Legendre series. An 
overdetermined set of hnear algebraic equations in the parameters is generated by means of an 
operauonal matrix wh1ch relates shifted Legendre polynomials to theU" integrals. This operauonal 
matrix was first used by Chang and Wang [39] for single-input single-output parameter 
Jdenufication. 
Stochasuc methods comprise stausucal and probabllisuc approaches. It •s assumed that the 
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dynamical system is subject to random disturbances which satisfy some general stabstical 
properties (belonging to a certain type of distnbuuon with known stausucal moments e g. mean 
value) and techniques which account for the mfluence of disturbance components are used to 
esumate the system parameters. The most Important class of parameter eswnation methods are 
based on the following prmciples: least squares parameter esumauon (Janiszowski [40]) where the 
effect of the identification errors is analysed, maximum likelihood and predicnon error methods 
(Astrom [41), Puthenpura and Smha [42]), Bayesian approaches (Peterka [43]), correlation methods 
(Godfrey [44)) and non-linear filtering techniques (Halme et al [45], Saridis [46]). Astrom [41) 
reviews the maxnnum hkelihood method and the closely related prediction error method and their 
applicanon to system parameter estimation IS given. The problem of robustness (sensitivity of the 
estimates to variation in data) is discussed. Various ways of minimizing the likelihood function are 
also discussed together with alternative methods for compunng the likelihood funcuon, its gradient 
and its Hessian. The basic ideas behind the parameter esnmation methods are also discussed 
together w1th computational aspects, theoretical results, model validation and selecuon of model 
structures. The modified maximum likelihood method presented by Puthenpura and Sinha [ 42)1s 
sim1Iar to the ordinary maximum llkehhood method, possessmg its important propernes but with 
an addiuonal advantage of better convergence and robustness. The method is based on the censormg 
of the observed data and has been found useful in cases where generalized least squares and ordinary 
maximum likelihood methods fail (e.g. in situations w1th gross errors in the data due to large 
disturbances). An mttoducuon to the mam features of the Bayes1an method are bnefly summariZed 
by Peterka [43] where an attempt is made to bUild a consistent theory of system idenuficanon on 
the Bayesian basis; real-ume idenufication, estimation and prediction in the closed loop, redundant 
and umdentifiable parameters, time-varymg parameters and adapUv1ty problems are also discussed. 
The theory and application of correlation methods are displayed in Godfrey [44] where the use of 
cross-correlauon functions to determine we1ghting functions of linear systems is emphasised and 
the corresponding frequency domain expresSions are derived. In Halme et al [45] a non-linear filter 
is mtroduced and 1ts relauonsh1p with the well known extended Kalman filter is derived. The 
authors state that this non-linear filter suffers less computational complexities than the extended 
Kalman filter. A convergence analysis of the extended Kalman filter is given by Ljung [46] and it 
IS shown that the estimates may be biased or even divergent 1f no term is added to the filter. The 
scheme can be interpreted as the max1mization of the hkehhood function for esumauon of the 
parameters or as a recurs1ve prediction error algonthm. 
The maximum likelihood procedure and the predicuon error methods are regarded as the most 
general and powerful methods of parameter esumation since they have the advantage that they can 
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be applied to a wide variety of model structures and experimental conditions. They have good 
asymptotic properties but a draw back is that they require substantial computanonal effort. The 
non-hnear filtering method is a formulation which uses the state-space Goint state/parameter) 
approach where the solution ts obtamed recursively. There is no general solution to the non-linear 
ftltenng problem. Therefore most techniques rely on locallinearizanon to yield a sub-optimal filter 
such as the "extended Kalman filter" whose esnmates are biased and there is no guarantee of 
stabthty of the filter. 
In the following secnon we give a broad classificanon of distnbuted parameter system 
identification techniques and the contnbutions of several authors to the development of each 
technique. 
1.2.3 Distributed parameter system identification 
The distnbuted parameter system (DPS) tdennficanon problem has been the subject of recent 
surveys (Polis and Goodson [52], Polis [53] and Kubrusly [54]). Polis and Goodson [52] have 
presented a thorough overview where a step by step approach for distributed parameter system 
tdentificanon JS given, major exiSting techniques are discussed and their applications are illustrated. 
The problem is divided into etght largely independent subproblems:l- write the mathematical 
descnpnon containmg unknown parameters of the physical plant; 2- choose a method for solving 
the mathemanca! description; 3- decide on measurement type and location in the spatial domain; 4-
choose a cnterion of performance; 5- perform a sensitivity analysts; 6- perform the physical 
experunents to obtain data; 7- choose an optimization scheme; 8- perform an error analysis. The 
survey reveals the contnbution of vanous authors to each step in the solunon to the distributed 
parameter system idenbfication problem. Polis [53] extended the work wtth his survey in which 
results concernmg the distnbuted parameter system idennficanon problem over the period 1977-
1982 are outlined. An interesting classificanon of the different methods used to identify the 
parameters for distnbuted parameter systems is given by Kubrusly [54] where the maJor techniques 
are classified accordtng to three main classes as shown by Ftg 1.1. Methods belonging to the fu:st 
class are those based on the optimizanon schemes which are directly apphed to the model in its 
original form (distnbuted or infinite-chmensional) ([55], [59], [61], [62], [63], [66], [67], [69] and 
[74]). The second class consists of those methods that reduce the dJStnbuted parameter model to a 
Jumped parameter model (descnbed by ordinary differenual equations) by means of techniques such 
as fimte differences, fimte elements and Galerlan's method ([56], [61], [64], [68], [71], [73] and 
[75]). Techmques avatlable for lumped parameter systems are used to estimate (or identify) the 
unknown parameters of the anginal model. The thrrd and last class compnses techniques usmg 
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finite dlfferences or mtegrnl transfonnauons to reduce the partial differenual equations to a set of 
algebraic equations ([57], [58], [60]). 
r---------------------1 
{I) Class-I: Direct Methods 
I 
("single" stage) 
I 
-----------------------
-----------------------I Class-2: Reduction to an LPS I 
I (fmite-dim. state space) I (2-A) DISCRETE-TIME LPS 
I (difference equations) ~ I DPS PARAMETERS 
descnbedby (2) I f I (finite or PDE infmite-dim. ("mfm1 te-dim. I I 
state space) CONT.-TIME LPS param. space) 
I (ODE) ~ I (2-B) 
I I ~~~~~--~~~]l;~)~~~~~~~~ 
(3) I ALGEBRAIC I 
I EQUATIONS I 
I I 
Class-3: Reduction to an algeb. Eq. 
L---------------------1 
Figure 1.1. Classification of the ldenuficauon Procedures for DPS. 
Paths (2-A) and (2-B) in Figure 1.1 charactenze the routes to reducmg the d!stnbuted parameter 
system to a dlscrete or continuous-time lumped parameter model. The bnk (2-3) represents the 
poSSibility of reduction to an algebraic equation v1a an ordinary differential equation. Among 
techniques for reducmg dlstnbuted parameter model into lumped parameter model or into algebraic 
equauons are: 
Path(2-A) 
Path (2-B) 
Path (2-3) 
Path (3) 
Fmite-differences [75] 
Method of lines (fm1te-differences over spaual domain) [61] 
Method of Characterisuc [56], [73] 
Galerkin method [64] 
Cubic splines [71] 
Fimte elements [68] 
Method of lmes+integrnl transformation [60] 
Fmite-Mferences [58] 
Integrnl transformation [57] 
For each of the above classes, the optimization algonthms used to minimize the performance 
----------------- ----
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cnterion are those used for the lumped parameter identification problems: gradient methods ([56), 
[59), [61), [62]), least-squares [62], non-hnear programing [63), non-linear flltering [64) and 
stochastic approaches ([73), [74], [75]). 
Perdreauville and Goodson [57) IS one of the early works in distributed system parameter 
idenufication. They reduced the higher denvauves to those corresponding to the available data by 
multiplying each s1de of each partial differenual equation by a suitable function (usually powers of 
sin~~~ depend upon the form of the PDE and the measured data) m order that, after integrating 
by parts, non integral terms evaluated on the boundaries are all zero, and, hence simphfy 
subsequent computauon. The result of this operation is a set of algebraic equations in the 
unknown parameters. The method apphes equally well to linear and nonlinear models (where 
extraneous terms may be included). The case of spatially varying coefficients is also considered and 
normal operaung records may be used. However th1s method has some limitations: 1- results are 
significantly affected by noise; 2- on-hne apphcauons are not convement; 3- the PDE's may 
contain terms that cannot be treated since it is not always easy to find the appropriate matnx 
funcuon; 4- each of the PDE's has to be considered separately. 
Collins and Khatri [58) assumed a determmistlc class of PDE's descnbed by time varying 
models wluch can be nonlinear m the dynamics but must be linear in the parameters. They 
approximated the partial derivatives using finite differences and expressed the q unknown 
parameters in the differential equations and in the boundary conditions by these vanables at the 
mesh points, an operation which reduces the identification problem to that of solving a 
q-dimensional linear algebraic equation. The use of finite difference formulae imphes that 
observations are taken at a fimte number (>q) of pomts in time and/or space. The method then 
requires the inversion of a q•q matnx wh1ch is frequently ill-conditioned in practice. The authors 
suggest that least-squares estimation and suffic1ent separation in ume and/or space of the q points 
can reduce this ill-conditioning problem. Normal operaung data and on-line identification may be 
used but, due to the necessity of takmg all measurements in the spatial domain simultaneously and 
due to the sensiUv1ty of the method to the level of measurement error, the authors have shown that 
this technique is not generally useful particularly for systems with ume-varying parameters. 
Seinfeld [59) has developed a method for nonhnear distributed parameter system idenufication 
where the parameters may enter in the boundary condluons as well as in the parual differenual 
equations. The method uses the steepest descent algorithm which is based on the minimization of 
the difference between the observed output and that predicted by the model. Seinfeld referred to the 
relation between observab1hty and 1denufiability and suggested that observab1hty and sensor 
locations m1ght be based on sens1Uvity considerations. 
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Fainnan and Shen [60) developed a melhod called the 'moment funcnonal melhod' which is a 
modification of Perdreauv1lle and Goodson's melhod. They avoid spatial integrations and time 
integration was accomplished after muluplying lhe differential equation by a modulauon function 
of the form: Pk(t2-t)=(t2-t)k/k! • exp(- c(tr t)), whose derivatives vamsh at t2 and when 
t ~ - .... The result of this procedure is a set of algebraic equations in the unknown system 
parameters. Observations were taken at a finite number of pomts in space and assumed to be 
noiseless. Applicauon was made to lhe one-dimensional wave and diffusion equauons and was 
extended to include systems characterized by lhe one-dimensiOnal diffusion equation with a 
coefficient wh1ch is a polynomial in ume. 
Seinfeld and Chen [61] used noisy experimental data and algorilhms based on steepest descent, 
quasilinearization and collocation methods for an off-line esumanon of constant parameters in 
nonlinear PDE's and BC's. Opumallocanon of measurements were also investigated and were 
determined by minimizing lhe vanances of lhe parameter esnmates. Estimation of diffusivity in 
the heat equation, lhe activation energy for a smgle reaction from dynamic pi ug flow reactor data 
and the permeabwtes m a two-region reservoir model were included. 
The Identification of a vector of unknown spanally-varymg parameters m nonlinear partial 
differential equations from noisy observanons was examined by Chen and Seinfeld [62]. Two 
techniques were presented: steepest descent and least squares filtermg. Dlffusmty m the heat 
equauon was esnmated. 
The fimte difference melhod was used by Hamza and Sheirah [63) to approximate the partial 
derivatives in lhe system equation. To identify ume-varymg parameters in DPS, they mimmized 
the integral of the weighted error squared over an observauon mterval by means of a nonlinear 
programming technique. In lhe case of constant parameters lhe melhod reduces to lhat proposed by 
Collm and Khatri (matrix inversiOn). The technique is suitable for on-line application and uses a 
limited number of sensors. No1sy measurements, extraneous terms and expenmental data were 
considered. It was found lhat satisfactory results can be obtamed 1f lhe signal-to-nmse rauo IS 
greater than twenty to one. 
An approach to the distributed parameter identification problem is proposed in a step by step 
procedure by Polis, Goodson and Wozny [64]. An approximate solution to lhe distributed model, 
based on a finite set of orlhogonal functions over the spatial domain, IS assumed and Galerlan's 
critenon is used to reduce the PDE to a set of ODE's. The constant parameters are idenufied using 
standard melhods for ODE's. Three opumization schemes are discussed to minimize lhe cntenon; 
a steepest descent melhod, a search techmque and non-linear fJ.ltenng. In lhe nonhnear filtenng 
technique, the estimation equauons are derived by embedding lhe onginal process mvolving fixed 
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durauon T and the final observation c in a class of process for which OST and -<c<+oo and 
interconnecung the costs for these processes. The form of the resulting sequential estimation 
equations is analogous to the well known extended Kalman filter equauons. 
Ward and Goodson [65] proposed a method for 1denufying unknown parameters in nonlmear 
boundary conditions. The method reqmred as many measurement sensors as there are unknown 
boundary conditions which must be linear in the parameters. Applications to the heat conduction 
with radiation boundary and to the canulever beam with a nonlinear moment at the boundary were 
presented. 
Kobayachi and Hltotsuya [66] estimated the unknown initial states in DPS of parabolic and 
hyperbolic types with continuous-time input/output data. They constructed finite dimensional state 
observers to perform the state esumauon. Usmg the state esumates, they determined the unknown 
input distribution functions. A parallel theory was presented by Kobayachi [67] in which discrete-
time observers were considered. 
Sehitoglu [68] has proved that a Lyapunov des1gn technique combined with the finite element 
method can be used to obtain efficient real-time parameter identification algorithms for DPS's 
governed by parabolic and hyperbolic PDE's. The fmite element technique reduces the problem into 
a set of ODE's. A smtable quadrauc performance index of Lyapunov type was then performed in 
connection w1th Lyapunov's second method to denve a proportional and a proportional plus 
integral type idenuficauon scheme. The method required output data of the dependent variable at a 
number of points in the solution domain but knowledge of the process m1tial condiuon is not 
required. The application was successfully carried out on ume-invanant and space dependent 
parameters m wave and diffusion equauons. 
Kltamura and Nakagm [69] studied the Identifiability of spaually varying parameters in DPS's 
descnbed by a linear one-dimensiOnal parabolic parual differential equation. Several results about 
the idenufiabillty and non-identifiability of the parameters were g1ven. Courdesses [76] corrected 
errors in Kitamura and Nakagm's formulauon and gave necessary and sufficient conditions for 
idenufiabtllty of system parameters. 
A second order, linear one-dtmensJOnal, parabolic partial dtfferential equation With spatially-
varymg parameters was constdered by Pterce [70]. He has shown that, under ceruun conditions, the 
etgenvalues of the PDE are uniquely idenufiable by observations at one point in space. In the case 
where the equation is m normal form and m which one coeffictent appears, thts coeffictent can also 
be determmed by observauons at one point in space. 
A techmque, based on cubic spline approximauons for esttmating vanable coefficients (in 
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space and time domain) m parabolic distributed systems was presented by Banks [71]. Convergence 
results and a summary of numencal performance of the algonlhms are gtven. 
Dale and Cohen [72] used steady state frequency response data near resonance frequencies to 
identify unknown parameters in linear vibratory systems descnbed by a hyperbolic partial 
differenual equations where the steady state equations may be reduced to a set of ordinary 
differential equations in the spaual vanables. Neither analytic soluuon to the system nor multiple 
o V o 
response transducers are required. 
Carpenter, Womy and Goodson [73] reduced a linear first order partial differential equation to a 
set of ordinary differential equauons using a method based upon determining a characteristic 
equation for the system, and chose stochastic approximation algonthms as a recurstve search 
scheme for finding the estimates by minimiZing a quadratic performance criterion. The method is 
designed for DPS's described by a set of partial differential equations of the form: 
auJat + A(u,x,t)auJax + b.(u,x,t) = 0. Where u(x,t) is an n•l vector, and one or both functions 
A(u,x,t) and h(u,x,t) were assumed to be unknown and Cl in u. Noisy measurements and limited 
available measurement transducers were discussed with the following conclusions: 1- esumates are 
shown to converge for noisy measurements. 2- the noise has no effeCl on the estimation of h. but 
introduces a bias term in the esumauon of the elements of A. 
Sunahara, Ohstuni and Intamura [74] invoked the Bayestan theoretic approach and ftltering 
techniques m the Markovian framework for 1denufying !he unknown parameters in stochastic 
DPS's. A linear stochasuc PDE was analysed, where the unknown parameters which were assumed 
to be a set of random constants with known probabtlities were contained in the exciting terms. 
Kubrusly and Curtain [751 applied stochastic algorithms based on noisy observations at a flmte 
number of discrete points for identification of space varying parameters in DSP's. The model was 
a second-order linear parabolic PDE, excited by random inputs w1th non specillc restricuon about 
probah1lities, a fimte difference technique bemg used to reduce the DPS to a discrete·ttme lumped 
parameter system. 
Parameter identification for distributed parameter systems may not be helpful to the control 
engtneer at the present time smce there are not many assoc1ated design tools. The most natural way 
to obtain controllers for such systems is to base them on a lumped parameter (im1te dimensional) 
approximation of distributed parameter models. Such an approxunatton involves reduction of the 
infimte dimensiOnal space over which distributed systems are defined, to an approximate finite 
dimensional subspace. 
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1.2.4 Model order reduction 
Model order reduction applied to high order systems is another subject which has generated a 
great deal of interest in the last twenty years. The methods proposed for this purpose can be divided 
into three groups: 1- aggregauon methods; 2- Pad6-type and partial realization; 3- error 
minimisation approaches. The methods are equally applicable to both discrete and conunuous time 
systems. 
The fii'St group of methods is based on aggregation theory where the reduced order model is 
directly derived from the high order model under consideration through algebraic relationships 
(Hickin and Sinha [80]). Usmg a canonical form for the origmal system, the authors combmed two 
techniques to obtam the aggregated reduced order model. They retain the desll'ed eigenvalues of the 
original system to ensure the stab1hty and match certam of the generalized Markov parameters to 
proVIde a good fit to the steady state response. Among techniques which can be regarded as 
aggregation methods are the dominant pole approach wh1ch consists of retaining dominant 
eigenvalues (corresponding to slow modes) of the original system (Bonvin and Mellicharnp [81] 
and Mahapatta [82]) and the perturbation method where fast phenomena are neglected (Kokotovic 
et a/ [83], Kokotovic et a/ [84], Litz and Roth [85] and Lastman et a/ [86]). These approaches 
preserve the stability of the system but may not preserve the static gain. In [81] six of the most 
commonly used modal reducuon techniques are analysed and their performances are compared by 
determmmg the characteristics of each method, i.e. 1- steady state agreement; 2- initial value 
agreement; 3- independence of the reduced model on the ch01ce of retamed state variables and 
inputs; 4- e~genvector onentaUon. Weaknesses and strengths of the approaches such as the steady 
state agreement, the transient state agreement and the dependence of the reduced model on the 
choice of mputs are thereby revealed. A criterion for selecting the size of the low order model after 
simplifying a higher order plant wh1ch 1mproves the steady state response of the reduced model 
obtained by Davison and Chidarnbara's technique IS presented by Muhapatra [82]. An 1terauve 
scheme for the separauon of slow and fast modes wh1ch also unproves the accuracy of the lower 
order model in the steady state response is giVen in [83]. Results on singular perturbations used for 
model order reduction and separation of time scales in control system design are surveyed by 
Kokotovtc et a/ [84]. Litz and Roth [85) descnbe the state decomposition for smgular perturbation 
order reduction and introduces a measure for the degree of dependency of state variables on the high 
order dominant e1genvalues. The contnbution of each state to the total impulse energy is evaluated 
to determine the most important states to be retamed m a reduced model apprOlumauon [86]. The 
method may be regarded as a combmatlon of singular perturbauons and aggregauon. 
The second approach to the problem IS based on the expansion of the original transfer 
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function. In the Pade approximation method, the approximant and the approximated transfer 
functions are expanded into a Taylor or Laurent senes and the coefficients of the reduced model are 
found by matchmg the Markov parameters ( or ume moments) of the two expansions (Daly and 
Coleboum [87) and Shamash [89)). Although the method of Pade approximauon was originally 
designed for transfer function models It has been implemented for systems in the state space form 
[87). Elementary eqwvalence transformauons were used to progressively tridiagonalise the state 
matrix, hence generating approxunations of increasing order. Warwick [88) has defined an error 
polynomial in the z domain in terms of the difference between the step response of the onginal 
model and that of the reduced model. He has shown, by setting the coefficients of this polynomial 
to zero, that the Markov parameters and the time series proporuonals of the reduced model can be 
matched with those of the ongmal system model. This second approach to model reduction 
preserves the static gain of the original model but may give an unstable reduced order model. The 
algonthm introduced by Shamash [89) ensures that the reduced order model derived by equating 
time moments is stable if the origmal plant IS stable. The conunued fraction expansion (Chen and 
Shieh [90)) and the ume moment approach (Zakian [91)) are related to the Pade approximation 
(Paraskevopoulos [Ill)). The methods proposed by Chen and Shieh [90) are applicable to both 
state space and transfer funcuon representations. If the system is in transfer funcuon form then the 
technique expands the funcuon mto a conunued fraction and sunply Ignores certam quouents. If the 
system IS m state space form, the state matriX is parutioned and some parts of it are discarded. The 
time moment approximation method [91) is based on matching the step responses of the reduced 
model and that of the process; its relationship to Pade approximauon is stated in the paper. A 
similar method which preserves stability is the Routh approximauon technique where the two 
transfer functions are expanded in a canomcal form called the "alpha-beta" expansion and the 
reduced model is derived so that the coefficients of Its "Routh table" agree up to a given order with 
those of the ong~nal system ([92], [93), [94), [95) and [96)). Hutton and Friedland [92) used the 
Routh approximauon method to reduce the order of linear ume-mvanant systems. The technique 
guarantees the stability of the reduced model if the original plant is stable. The sequence of 
approXImations converges monotomcally to the original in terms of "impulse response" energy, 
and the poles and zeros of the approx1mant move towards the poles and zeros of the process as the 
order of the approximation increases. The application of Routh approximations and the 
simplificauon of two distnbuted parameter mechanical systems (DPS) are descnbed by Huuon and 
Rabm [93). Frrst, usmg the fimte element model of the structure, a low order Iransfer function IS 
obtained for studymg vibrations. Second the Routh method is used m the design of a thermal 
control system where the heat conducuon is modelled as a distnbuted parameter system whose 
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transfer function has infmite order. The accuracy of the approximation is determined by companng 
the approximate poles. residues, time and/or frequency responses as funcuon of the reduced order. 
The results obtained indicate rapid convergence of the approximation accuracy as the order of the 
reduced model increases. An improvement to the Routh-Pade approximauon techniques is presented 
by Lepschy and Viaro [94]. The method contains two free parameters and a systematic procedure to 
evaluate the coefficients of the reduced model is shown to g~ve a good fit in the Pade sense (good 
approximation in the neighbourhood of S=O), and a suitable stability marg~n. A frequency domam 
approach is given by Lucas and Davidson [95] where the method is based upon the Schwarz 
canonical form. The approach IS shown to have a continued fracuon representauon and is related to 
the Routh method descnbed by Hunon and Friedland [92]. It is also shown that this technique can 
be combined with a time-moment matchmg method to improve polynomial and step response. The 
approach reported by Farsi et al [96] is designed to reduce the model order of linear discrete 
systems. The Routh stability criterion is used to determme both the numerator and the 
denominator of the transfer funcuon. The numerator is also determined by an alternative mixed 
method of Markov-Pade approximant matchmg. 
The last type of approximation method is the optimization approach which leads to the 
minimization of some cost function involving the error between the output of the reduced model 
and that of the approximated system. Either direct schemes involvtng the state space representation 
(Wilson [97], Rtggs and Edgar [98], Wilson and Mishra [99] and E1telberg [lOO]) or the observed 
input/output data (Smha and Bereznm [101], Sinha and Pille [102], Genes1o and Pome [103]) are 
generally used. The algorithm presented by Wt!son [97] fmds the optimum reduced order model for 
continuous linear muluvanable and multi-output systems. The least-squares reducuon method 
which is applicable to multi-input smgle output processes and based on the impulse response is 
reported by Riggs and Edgar [98) where necessary condiuons for the opumum linear dynamic 
model reduction are also derived. The mean-square error is used in [99] for obtaining the reduced 
models for multi-input multi-output systems w1th a step and other forms of inpuL The mean 
square error of the transient portion of the system response is mm1m1zed, while the steady state 
portion is matched exactly. The method proposed by Ettelberg [100] minimizes the equation error 
and yields a stauonary exact model via a set of algebrmc equauons. The technique IS also used to 
reduce the order of unstable time-invanant models by inttoducing a ume varying weighung matnx. 
Sinha and Bereznai [101) presented an Iterative algonthm for finding the optimum reduced order 
model. Starting from an approximate first or second order model, the opumum IS determined and 
the process is continued, increasing the order progressively. A method wh1ch requrres less 
computauonal effort and which IS based on the use of the matnx pseudo-inverse to estimate the 
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lower order model parameters is g1ven by Sinha and P!lle [102]. It minimizes the sum of the 
square errors between the response of the process and that of the model at sampling mstants. The 
algorithm is also iterauve. Genesio and Pome [103] described the problem of reducmg the model 
order of time-invanant dynam1c systems from noisy data. The reduced model is such that the 'worst 
case' error w1th respect to the unknown system is minunized when the input runs over a given seL 
An algonthm 1s g~ven for the computation of the opumal reduced model and the error bounds 
according to the disturbances. 
Several other approaches have been reported such as the Chebyshev polynomial techniques 
(Bistritz [104]), the Walsh series approach (Subbayan and Vruthilingam [105]), the L1 and I.,. 
norm minimization (El-Attar and Vidyasagar [106]), the reduction over a frequency interval 
(Langholz and BIStritz [107], the optimal Hankel-norm approximation (Kung and Lin [108], 
Glover [109]), and a model following technique (Hassan and Cook [110]). 
A bnef review of the most common order reduction methods was recently presented by 
Paraskevopoulos [111]. The different techmques are grouped under six main approaches: 1- the 
theory of aggregation, 2- the dominant-pole or eigenvalue approach, 3- Pad6-type approximant and 
partial realization, 4- Routh approx1mauon, 5- perturbauon methods and 6- the error minimization 
approach. These approaches are briefly descnbed and compared and a comprehensive set of 
references 1s g~ven in the paper. The conclusiOn was that the philosophy of most of the model 
order reduction techniques presented is based on the idea of neglecting the fast phenomena involved 
in the original mathemaucal model. 
Although model reduction has rece1ved considerable auenuon, there is sui! no universal model 
reduction approach. This thesis presents a new integral equation derived approach to the problem of 
model reducuon for conunuous ume systems. The approach IS derived in the time domain and 
based on the system input/output data measurements where the effect of non-zero initial condiuons 
and additive disturbances occurs naturally. The main advantage of usmg mpur/output data IS that 
the onginal model of the system need not be available. 
1.3. Outline of the thesis 
Although continuous system dynamics are classically descnbed m terms of the system 
ordinary differential equation, the direct use of this mathematical model for system 1dennfication 
and model order reduction purposes may not lead to sausfactory numencal results. In practical 
eng~neenng problems the observed input/output data is often subJect to unknown disturbances and 
successive numencal differenuauon of such data yields meaningless values. 
An altemauve mathematical representauon, called the system integral equation, of conunuous 
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time-invanant system dynamics ts mtroduced in chapter two. The formulation is fU"St derived in the 
context of hnear SISO systems where the presence of addtuve disturbances at both system input 
and output ts included m the analysts. The formulauon ts then extended ID cover linear MIMO and 
nonlinear systems. The effect of tmtial condtuons ts exphcttly reflected in the mtegral equation and 
a formulation ID recover such tmual condtuons ts gtven in the context of hnear SISO systems . 
• The concept of weighted restdual methods, whtch have been used classically ID produce 
approxunate solutions ID ordinary differential equations (Finalyson [112]), is extended ID the two 
problems of continuous linear system identificauon and model reducuon m chapter three. The three 
individual areas of equauon solution, system tdenufication and model reduction are classtfied as 
fundamental problems and several indivtdual approaches arise from the general weighted residual 
framework. The apphcation of some weighted restdual methods ID the problem of parameter 
idenuficauon in continuous hnear SISO, MIMO and nonhnear systems is illustrated by several 
numencal examples. The mtegral equation is used as a basts for identificauon (imtial state and 
parameter idenufication) problems. The approach ts developed m the time domain and the effect of 
non-zero imtial condtuons and determmisuc addttive disturbances at system mput and output are 
included m the tdenttficauon. In the nonlinear parameter idenuficauon problem, the parameters of a 
nonlmear ordmary dtfferenual equauon descnbmg the unforced rolhng motion of a shtp (Roberts 
[49]) are idenufied. 
The problem of conunuous lmear system order reduction from observed mput/output data is 
posed as an identificauon problem in chapter four. The advantage of this approach ts that the 
original system model need not be known. The numencal examples include linear SISO and 
MIMO model reducuon. An example is included to illustrate some of the potenual dtfficwues that 
can nse from use of the stgnal restdual and the subsequent nonlinear opumtZaUon. An application 
to a pracucal problem where a htgh order model of an automauc voltage regulator ts reduced ID a 
lower order modelts gtven at the end of the chapter. 
Two new techmques for continuous system order determination m conunuous SISO systems 
are presented m chapter five. The ftrSt method is based on the behaviour of smgular values of a 
speclfic non-square matnx, the elements of whtch are calculated from muluple integrals of input 
and output data. The second method uses shtfted Legendre polynomtals ID produce a square matnX 
whose non-zero etgenvalues then tdenufy the order of the system under considerauon. 
Chapter six discusses the approxtmauon of a distnbuted parameter model by a lumped 
parameter model, i e. given a dtstnbuted parameter model descnbed by a parual differential 
equauon, boundary and imual condtuons and 1ts mput/output data at spectfied pomts m the spaual 
domam, the problem ts ID find an approximauon ordmary dtfferenual equation which if subject to 
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an input signal and iniual conditions stmtlar to those of the parual dtfferenual equation, gtves rise 
to an output stmtlar to that of the dtstnbuted model. The problem is therefore that of tdentifymg 
the parameters of the ordinary differenual equation or of its equivalent mtegral equation. The 
numerical examples include models of both hyperbolic and parabolic type. 
Chapter seven presents the conclustons of the thesis and relates the use of the integral equanon 
representation of conunuous system dynamics m the problems of system parameter tdennficanon, 
model reduction, order detenninauon and lumped approximation of distributed parameter systems. 
A bnef descnpnon of another technique for idennficauon and model reduction of continuous 
linear systems which also avOids numencal differentiation of the data is given in Appendix A. The 
method is based on an appropriate choice of a set of funcuons of ume whose derivatives vanish on 
both the lower and upper limit of the observauon time mterval. The effect of the initial conditions 
in the final equations which are obtained after multiplymg the ordmary differenual equation by 
chosen functions and integrating the product over the observation time interval is eliminated. 
AppendiX B bnefly outlines a new technique for reducing high order models of continuous 
linear systems. The original model must be known since the method is based on some carefitlly 
selected points m s domain at whtch the origtnal transfer funcuon must be evaluated. The results 
given by thts method are excepuonally good. However, the choice of the points in s domain to 
ensure stabtlity of the reduced model is based on a heuristic analysts and further research is needed 
to theorencally jusnfy this choice. 
Some properues of the shifted Legendre and Chebyshev polynomtals used m connection with 
Galerkin techmque in the identificanon, order determinauon and order reduction problems are 
discussed in Appendix C. 
Appendix D contains work published by the author of thts thests in conjunction with the 
supervtsor, Dr A. H. Whttfield. 
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2. AN INTEGRAL EQUATION FORMULATION 
FOR 
SYSTEM DYNAMICS 
There are two modelling and analysis approaches m customary use for linear systems: the 
frequency domain approach and the ume domain approach. Both approaches are derived from the 
ordinary differential equation which descnbes the dynamic behaviour of the physical system under 
consideration. The fundamental vehicle for frequency domam analysiS is the transfer function which 
expresses the relationship between the Laplace transform of the system output and Laplace 
transform of the system input when all the initial condtbons of the ordinary differential equation 
are zero. It is often referred to as an input/output description. Perhaps the m~~~e domain 
system representation is the state space description in which the plant dynamics are descnbed as a 
set of rtrSt-order differential equations; this description is equally applicable to SISO and MIMO 
systems. 
In the following section we shall denve an alternative description of the time domain 
behaviOur of a system: the system "mtegral equation" representation. The advantages of the 
integral equation descripuon become obvious in the area of system identification (order and 
parameter tdentification) and order reduction as will be seen m the following chapters. We shall 
derive the integral equation formulation for linear ume-mvariant single-input single-output (SISO) 
systems. The formulauon will then be extended to include lmear ume-invanant multi-mput multi· 
output and nonlinear systems. Although the analysis can be further extended to include time-
varying systems, such systems shall not be considered in thts thesiS. 
2.1. An integral equation for linear SISO systems 
A non-delay linear SISO system is shown in block diagram form in Fig.2.1. 
Input u(t) Output x(t) 
SYSTEM 
Figure 2.1. Block dtagram of a simple linear system 
Continuous systems of this form may be expressed as an ordmary differential equation 
-24-
(n) (n-1) (n-1) 
x (t) + a1x (t) + ..• + a0 x(t) = b1 u (t) + ... + b0 u(t) (2.1) 
subject to initial conditions x<•l(O) = x,0 (i = 0, !, ... , n-1), where x<il(t) = dix(t)/dti, or by the 
equivalent transfer function 
(2.2) 
in which the input to the system u(t) produces a corresponding output x(t). Equations (2.1) and 
(2.2) are the most common expressions for non-delay continuous linear SISO system dynamics, 
with (2.1) providmg a time-domain description and (2.2) giving rise to a frequency-domain 
description. An alternative time-domain descnption w1ll now be presented in the form of a 
multiple mtegral equation. 
Firstly we introduce some notation that w1ll be used to concisely express a multiple integral. 
We define 
t ~k Tz 
x(k>(t) = J J ··· J x(;)d;~ ··• d1c_tdic Forkl!:2 
0 0 0 
t 
(I) f X (t) = x(-c1)d; 
0 
For a linear SISO system descnbed by (2.1), cons1der evaluation at an arbitrary time -c1 and 
integrate from 0 to t with respect to -c1: 
(n-1) (n-1) (n-2) (n-2) (I) [x (t)-x (0)]+a1[x (t)-x (O)]+ ••. +a 1[x(t)-x(O)]+a X (t) n- n 
(n-2) (n-2) (!) 
= b1 [u (t)- u (0)] + .•. + bn-l [u(t)- u(O)] + bn U (I) 
The latter equation holds at all points m time, and hence consideration of 1ts evaluation at ~ 
followed by integration from 0 to t w1th respect to 1:2 g1ves 
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[x (n-2)(t)- x(n-2)(0)- tx(n-!)(0)] + a
1 
[x(n-3)(t)- x(n-3)(0)- tx(n-2)(0)] + ... +an-I [X(l)(t)- tx(O)] 
+a x<2>(t) = b
1
[u(n-3)(t)- u(n-3)(0)- tu(n-2)(0)] + ..• + b 
1
[U(l)(t)- tu(O)] + b d2l(t) 
n ~ n 
Continuing this process to the point at which (2.1) has been integrated n times and collecting 
terms, we have 
n n n k-1 
"" (k) "" (k) "" t "-~X (t)- "-bkU (t)+ "-ck--=-x(t) 
k•l k=l k=l (k-1)! 
(2.3) 
where 
c1 =- x(O) 
The effect of input and output denvative iniual conditions is contained entirely m the terms 
n 
"" k-1 
"-'1: t /(k-1)1 
k=l 
and these terms can only be omitted from the mtegral equation formulation of (2.3) 1f all initial 
conditions are zero. 
Equation (2.3) IS obtained after repeated (n nmes) integration of input and output data over a 
defined time interval. Indefimte integration can also be used to obtain an expression sim1Iar in 
structure to (2.3). Thus if we denote 
_(n) JJ J X (t) = •.• x(t)dt 
n-tuple 
then after n indefimte mtegrations of equation (21) we obtain 
n _(k) n _(k) n ti L~X (t)-rbkU (t)+rak-=-x(t) 
k=l k=l k=l (k-1)! 
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However this latter equation is of no computational use precisely because the elements 
X (k) (t), U (k) (t); (k=1.2r••,n) represent the kth indefinite integrals of x(l) and u(l) respectively. 
The major mouvauon for selecting the integral equation as a vehicle for system idenufication 
and model reduction is that reconstruction of signal integrals is more accurate than the 
reconstruction of signal denvatives particularly from noise corrupted signals. Thus mtegral 
equation description of a system will be centtal to much of the analysis of this thesis. 
2.2. Additive disturbances 
Physical systems, under normal operating conditions, are often subject to some additive 
disturbances. In the following sections we shall extend the integral equation formulation for 
continuous linear SISO systems to include the effect of such disturbances at system input and 
output. The formulation will then be extended to include continuous lmear multi-input multi-
output (MIMO) and nonlinear systems. 
2.2.1 Linear SISO system rormulation 
Consider a continuous lmear SISO system under normal operating conditions and whose block 
diagram is shown in Fig. 2.2. The observed system input and output, denoted r(t) and y(t) 
respectively, are related to the actual system mput and output, u(l) and x(t), by 
u(t) = r(t) + p(t) 
y(t) = x(t) + q(l) 
where p(l), q(t) are determmistic disturbances. 
Disturbance 
(t) 
Disturbance 
q(t) 
Measured Input to System 
mput r(t) + system u(t) .-------.output x(t) + 
---+..et' 'l---i~ SYSTEM + .. 
Ftgure 2.2. SISO system wtth disturbances. 
Measured 
r output y(t) 
We shall now derive the integral equation representation for conunuous linear SISO systems under 
these conditions. Since x(t) = y(t)- q(t) and u(l) = r(t) + p(t), the mtegral equation (2.3) governing 
x(t) for a given u(t) can be rewntten as an mtegral equation governmg y(l) for a gtven r(t) as 
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~ (k) ~ (k) f. t 1 ~ (k) ~ (k) ..::..~ Y (t)- ..::..bkR (t) + ..::..ck ---q(t)- ..::..~Q (t)- ..::..bkP (t) =- y(t) 
k=l k=l k=l (k-1)1 k=l k=l 
where p{kl(t) and Q(kl(t) are integrals of the disturbances defined as follows: 
ti. "2 
Q(k)(t) = f f--- f q(1)d1dtz --- d\_td\ 
0 0 0 
ti. "2 
p(k)(t) = f f--- f p(tl)d1dtz ·-- d\_td\ 
00 0 
t 
Q(l)(t) = fq(1)d1 
0 
t 
p(l)(t) = fp(tt)d1 
0 
fork~ 2 
(2.4) 
Equation (2.4) holds at any point in tlllle t, and the system parameters (ak, ~; k=l,2, .•. ,n) can be 
identified from measurements of the system input/output data over a certam observation time 
mterval 
2.2.2 Quantitative disturbance descriptions available 
In thiS Situation p(t) and q(t) are assumed to be known precisely; therefore the case when 
disturbances are known to be zero IS covered by the analysis of th1s section. Smce p(t) and q(t) are 
known at all pomts in ume t, the actual system mputs and outputs can be recovered v1a 
u(t) = r(t) + p(t) 
x(t) = y(t) - q(t) 
and (2.3), from which the equauon (2.4) arose, can be considered at any ume c 
n n n k-1 
"' (k) "' (k) "' t 
..::..akX (t)- ..::..bkU (t) + ..::..ck -- =- x(t) 
k=l k=l k=l (k-1)! 
(2.5) 
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Equation (2 5) provides an exact description of the system. ltts essential that the inmal condiuon 
parameters arc included in any estimation process when the system has non-zero imtial conditions, 
which ts the case in most physical sttuations. 
2.2.3 Qualitative disturbance descriptions available 
In cenain sttuations we may only have qualitative knowledge of the determimstte disturbances 
that are present in a system, and quanufymg such disturbances may require additional work. 
Typically we may be aware that a measurement transducer incorporates an offset and a cahbrauon 
exercise would be required to evaluate this offset Such qualitative knowledge can be mcluded in the 
precedmg analysis when the disturbance IS linear in its unknown parameters. Suppose that the 
disturbances have the form 
n 
p(t) = f ex g (t), 
j=l J J 
n 
q(t) = 't.l3 h (t) 
j=l J J 
in whtch the functions (git); j=l,2,. • .,np) ,(hit); j=l,2, ... ,nql are known, although the 
parameters (aJ; j=l,2, .... Bp). (I3J; j=l,2, ...• nq) ar~ unknown. Then (2.4) gtves 
(2.6) 
or 
where 
and Hj(k)(t), GJ (k)(l) arc the klh mtegrals of h/1) and g/l) as defined by X(kl(t) for x(t). The effect 
of the unquanufied dtsturbances p(t) and q(t) has now been included in the analysts. 
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The effect of polynomial disturbances (e g offsets and romps etc ... ) can be mcluded in the 
0 
analysis without explicitly introducing the np + nq unknown parameters that would generally be 
required. By way of an example, consider a system sub;ect to unknown polynomial disturbances at 
both the input and the output, i.e. 
n 
p(t) = fcx r-1• 
j=l J 
n ~ "I 
q(t)= LP r-
J=t J 
Then after collecting the powers oft due to multiple integrations of p(t) and q(t} (2.6) becomes 
n n n k-l In k-1 n +n k-1 
"(k) "(k) "t t ~·t L...,akY (1)-L...,bkR (t)+L...,Ck--- cx'k--LP'k-=-y(t) (2.8) 
k=l k=l k=l (k·l)! k=2 Id k=l k! 
where (cx'k; k=2,3, ... ,np+n) and !P'k; k=l,2, ... ,nq+n) can be detcrmmed from (cxJ; j=l,2, ... .npl 
and !PJ:j=l,2, ... ,nql respectively. Aftercollecung all the powers oft m (2.8) we obtain 
(2.9) 
where ns is the larger of the two integers "P and nq, i.e. n. = max (Dp, nq). 
For the pan.cular case where both disturbances p(t) and q(t) are simply offsets, i e. 
u(t) = r(t) + Po and y(t) = x(t) + q0 , the final equauon becomes 
or 
(2.10) 
where the parameters (dk; k=l,2,. .,n+l) include the effects of both the system Initial condmons 
and the offsets on the govemmg integral equauon. 
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2.3. Initial state recovery 
The Integral equauon (2.3) exphc1tly contains the parameters (ck; k=1,2, ... ,n) which are 
dependent upon system intttal conditions. In the following section we outline a formulation for 
hnear ume-invanant SISO systems which utihses th1s fact and thereby yields explicit 
1denufication of m1tial state variable values in the companion observable state space formulauon. 
The concept of observability arises when we consider the following problem: we are g1ven a 
representation of a lmear time-invariant SISO system in the form 
z(t) = Az;(t) + ]!u(t) 
T 
x(t) = .d ?;(t) 
(2.1!) 
where the matr1x A, the vectors h and d are of appropriate dimensiOns and z. 1s the (n• 1) state 
vector, the mput u(t) and the· output x(t) are observed over an interval of time [0, t]; the 
observabihty problem is to find the miual state zo = ?;(0) g1ven both the input and the output over 
an interval of ume [0, t]. 
The following theorem w11l enable us to determine the intual state zo of companion 
observable state space vector from observauons made on the system input and output data. 
Theorem: 
If the state space representation (2.11) is in its companton observable form, i.e. 
0 -a n 
1 
- an-1 
A= 0 1 
-an-2 
0 1 -a1 
bn 
b n-1 
h= b n-2 
b1 
ll= 
0 
0 
1 
then the miual state values (zk(O); k=l,2, .• .,n) of z;(t) are equal to the constants in the integral 
equation (2.3) (- ck; k=n,n-1, ... ,1), i.e. 
cl= -Zo(O) = x(O) 
c2= -Zn-1 (0) 
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Proof: 
If we let: 
fJ(t) =- 3n+l-Jz,(t) + hn+l-Ju(t), j = 1, 2, .... n. 
then equation (2.11) can be wnuen as: 
z1 =f1<t> 
z2 = zl + f2(l) 
z = z 1 + f (t) n n- n 
x(t) = z,(t) 
The integration from 0 tot of the above set of firSt ordmary differenual equations gives: 
where 
__11) 
z1 (t) = z1 (0) + Fj (t) 
(1) _(2) 
z2(t) = z2(0) + z1(0)t + F2 (t) + Fj (t) 
2 n·l 
z0 •2(0)t z1(0)t (l) (2) ( ) 
z (t) = z (0) + z 1(0)t + + ... + + F0 (t) + F 1(t) + ·- + F1° (t) n n n- 2! (n-1)! n-
F(i)(t) ~ - a z<il(t) + b u<il(t) £ • 1 2 J n+l-J n n+l-J or J = ' '···· n 
Replacmg F}'l(t) and z,(t) in the nth equauon : 
(0) n-1 n n 
x(t) = z (0) + z 1(0)t + .•• + zl t - Lli.:X(k)(t) + ~)ku(kl(t) n n- (n-1)! k=l k=l 
Comparing this equation to equauon (23) we obtain: 
Zt(O) =- Cn 
z2(0) =- Cn-1 
z,(O) =- c1 = x(O) 
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We have proven that the imtial stale Zo of a system under ns compamon observable form ir equal 
to the vector {- ck; k=n,n-1, ... ,1} m the mtegral equation (2.3). 
In the following chapters the integral equatton (2.3) is used to identify the parameters 
{ak, bk; k=1,2, .•. ,n} and the imual condtttons {ck; k=1,2, .•. ,n} of a hnear system from observed 
input/output data. The parameters {ck; k=1,2, ... ,n} are then used as imua1 conditions for the 
observable form of state space representation and this latter form is simulated using the observed 
input to yield the correspondmg model output behaviour. The results of the idenuficauon are 
assessed by companng the observed output and the computed model output 
2.4. Linear MIMO system formulation 
The precedmg SISO linear system , formulation scheme is now extended to cover linear 
MIMO systems where r measured inputs r(t) gtve nse to m measured outputs :,:(t). Such measured 
signals may differ from the actual system mputs JJ.(t) and outputs x(t) by addttive dtsturbances, i e. 
n(t) = r(t) + n(t) 
:,:(t) = !_(t) + n(t) 
where ll(t) and g(t) are r-and m- dtmens10nal vectors respectively, as shown m Ftg. 2.3 
Measured 
inputrN 
Disturbance 
+ 
+ 
~I) 
Input to 
system!!.(!) 
SYSTEM 
System 
output ~(t) 
Ftgure 2 3. MIMO system wtth dtsturbances. 
+ 
Dtsturbance 
+ 
~I) 
Measured 
output y(t) 
....... -
For a proper MIMO hnear system the m ordinary dtffercnual equations rclatmg the r mputs n(t) to 
the m outputs x(t) can be written as 
n r n 
(n)() " (n-k)() _" "b.tJ (n-k)() X,e t+"-li;:X,e t-"-"-kuj t 
k=l j=l k=l 
(.t =1, 2, ... ,m) (2.12) 
Not all n modes of the system may be observable m ~eh of the outputs, and therefore one or more 
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of the ordinary dtfferenual equations in (2.12) may be of order less than n. Following the same 
multiple integration arguments used in the SISO case, the equivalent set of system integral 
equauons 
where 
k-1 T k-1 
l (k-1) "' (k-j-1) "'"' ti (k-j-1) 
'1.:=-X.z (0)-kaX.z (O)+kkb· Ui (0) 
J=1 J •=1j=l J 
and the assoctated set of mtegral equations for measured inputs and outputs is 
(.Z = I, 2, ••• , m) (2.14) 
As in the SISO case, thts latter set of integral equations can be used to descnbe the system 
dynarmcs when the disturbances ll(t) and ll(t) are known precisely and when such disturbances are 
known only qualitauvely but are lmear m their unknown parameters. 
When Jl{t) and ll(t) are known exactly the actual system mputs and outputs can be recovered at 
any point in time t via 
ll.(t) = r.(t) + ll(t) 
z.(t) = :L(t) - ll.(t) 
and the equation to be considered at all time is: 
n r n n k-1 
"' (k) "' "' 1:1 (k) "' l t kl1:X l (t)- k kbk u. (I) + k'i.: -- =-X .z<O 
k=1 J=1 k=1 J k=1 (k-1)! 
(.Z =I, 2, .. ., m) (2.15) 
The procedure for includmg only linear-in-parameters qualttauve effects is idenucal with the 
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SISO case, i.e. for 
Pp>= ~~~i g,p> G = 1, 2, ••• , r) 
•= 
n t 
qj.t) =I~- t h. t<t) (! = 1, 2, ••• ,m) 
i=l 1 1 
equation (2.14) becomes 
or 
n r n n k-1 ln t n fn t 
""' (k) ""' ""' .PJ (k) ""' t 1 ""' (k) ,t..,~Y t (t)-,t..,,t..,bkR. (t) +,t..,<;.,- - ~-tt·.e<O-,t.., ~la}i·.e(t) 
k=J J=lk=l J k=J (k-1)! i=l I I k=h=J I 
-i i ~<(; .or>(t) = -y.e(t) (t = 1, 2, .... m) (2.17) 
j=lk=h=l J J 
where 
- t .PJ 
CL • = bk Q. 
-xtJ IJ 
In the case of polynomllll disturbances, i.e. 
!PI 1-l ~t i-1 p (t) = ..Vx. t and q t<O = L p. 1t G = 1, 2 .... .r ; t = 1, 2 .... , m) l 1=! IJ t=l 1 
the final expression of (2.14) is 
(! = 1, 2, ... , m) (2.18) 
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where n,,e = max (nqt• npj•j = 1, 2, ... , r). For simple offsets (nqt = 1; "PJ = 1) we have 
~ (k) ~ ~ lj (le) ~I l t! .t..~Y,_ (t)-£..£..bkR. (t)+.c..dk-- =-y,_(t) 
k=l J=lk=l J k=l (k-1)! 
(t = 1, 2, ... , m) (2.19) 
Once again the effect of all the initial condJtions and the offset is entirely contamed in the terms 
d'-k tk-lf(k-1)!; (k= 1,2, .•• ,n+1). 
2.5. Nonlinear system formulation 
The preceding integral equation approach can also be extended to cover the description of 
certain nonlinear system dynamics. Initially we shall consider a SISO system governed by an 
ordinary dJfferential equation of the form 
n' 
(n) (n·l) "" (n-1) (n) 
x (t) + a1 x (t) + ••• + a0 x(t) + 6 'Y.f,[x(t), u(t), t) = b1 u (I) + ••. + b0 u (t) (2.20) 
where the non-lineanty can be expressed by the functions [f5[x(t), u(t), t]; s =1, 2, ... , n'}. The 
mtegral equatton equivalent is 
n' n k·l (I) (n) "" (n) "" t (I) (n) 
x(t) + a1X (t) + .•. + a X (t) + £.. 'Y F [x(t), u(t), t) + £..Ck --= b1U (t) + •.. + b U (t) n s=l s s k"l (k-1)! n 
where the parameters { ck; k=1 ,2, .•• ,n} cover the effect of non-zero initial conditions and 
t Tn "z 
F~n)[x(t), u(t), t] = J J. .. J f,[x(~), u(~), t1ld1 ... dt0 _1dt0 
0 0 0 
(2.21) 
When input and output disturbances are known, u(t) and x(t) are again recoverable from the 
measured input and output and the equation to be used for system identtfication is 
(2.22) 
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Linear-in-parameters nonlinear systems may also lead to a similar analysis as that given for 
linear systems when the disturbances are only known quahtatively but are linear in their unknown 
parameters. Specific invesugation of the particular nonlinear system is needed to ascertain whether 
or not this is the case. Consider an example in wluch a system is governed by a nonlinear ordinary 
differential equauon 
The equivalent integral equauon is 
If the measured output is the actual output plus a constant offset and the measured input is equal to 
the actual input, i.e. y(t) = x(t) + q0, r(t) = u(t), then the associated integral equation for y(t) and 
r(t) is 
or 
or 
~~ 
a1 (Y(l)(t)- ~tl- b1R(l)(t)- b2R(2)(t) + "'1 J J [y(1.)- !Jol2 dt1d~ + c1 + c2t =- y(t) + ~ 
00 
~~ 
a1 Y(l)(t)- 21qoY(
2)(t)- b1R(l)(t)- b2R(
2)(t) + 1 J Jl (t1)~d~ 
00 
The relations betwec~ the parameters a 1, a2, ~ 1 • ~2 • .yl' d1, d2, d3, the original system 
parameters and the unknown offset are 
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Thus this particular nonlinear system w1th output subject to a constant offset yields an integral 
equation wluch is linear in its unknown parameters and which can therefore be used as a vehicle for 
1denufication. The governing dlfferenual equation for a more generallmear·in·parameters nonlmear 
system may be written 
n' 
"" (n) (I) (n·l) (I) 
.L..iY. g [x (t), ••. , x (t), x(t), u (t), •.. , u (t), u(t), t] = 0 
s=l s s 
and the equivalent integral equauon can only be wntten as 
n' 
"" (n) (n) (1) (n·l) (I) 
,t .. iY. G [x (t), ... , x (t), x(t), u (t), ...• u (t), u(t), t] = 0 
s=l s s 
where 
With the inclusion of input and output disturbances, the assocmted integral equauon for y(t) and 
r(t) is 
n'' 
"" (n) (n) (n) (n·l) (n·l) 
,(..., Y5 G 5 [y (t)- q (t), •.. , y(t)- q(t), r (t) + p (t), ... , r(t) + p(t), t] = 0 
s=l 
which may or may not prov1de a useful descnption for idenuficauon purposes. 
2.6. Summary 
We have an altemauve mathematical formulauon (the integral equauon formulation) for 
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descnbmg the dynamics of conunuous systems. The integral equation for linear SISO and MIMO 
systems was formulated in generality whereas nonhncar systems require careful md1vidual 
formulauon. The effect of additive detemmistic disturbances at system input and output IS included 
m the analysis. Particular attenuon was given to unknown polynomial disturbances, amongst 
wh1ch the offset is the most common. 
The mtegral equation explicitly preserves the effect of initial condluons and a formulation to 
recover these conditions was given in the context of linear SISO systems, although the same 
analysis tS applicable to MIMO systems. 
The importance of the integral equation formulation will be seen m the followmg chapters 
when the problems of system 1denuficauon and model reducuon will be considered in some detrul 
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3. WEIGHTED RESIDUAL APPROACHES TO LUMPED 
PARAMETER SYSTEM IDENTIFICATION 
In !his chapter we recall !he descriptions of linear and nonlinear continuous system dynam1cs 
and express !hem in a unified context by a general operator statement. Three individual areas of 
interest, namely equation solution, system identification and model reduction, are defined and 
class1fied as fundamental problems. Allhough !he definitions are given in !he context of linear 
SISO systems !hey remain valid for linear MIMO and nonlmear systems. The application of many 
existing weighted residual melhods, classically applied to the equation solution problem, are 
extended to cover !he problems of system identification and model reduction. The significance of 
!he choice of input signals in !he idenuficauon and model reduction problems is considered and !he 
application of several we1ghted residual methods are 11luscrated by several numerical examples 
where !he effect of disturbances at system mput and output is included. 
3.1. Operator representations of system dynamics 
A general operator statement describmg !he dynamics of continuous linear SISO, linear 
MIMO and nonlinear systems w11l be presented in !he next three sections. The operator will be 
explicitly fonnulated for lmear systems whereas careful indlVldual fonnulation wlll be reqwred for 
nonlinear systems. 
3.1.1 Linear SISO systems 
As previously stated, !he most common time domain expression for !he dynamics of a non-
delay time-invariant continuous lmear SISO system is an ordinary differential equauon of !he fonn 
x(nl(t) + a1 x<n-ll(t) + ... + 3nx(t) = b1 u<n·ll(t) + ... + bnu(t) (3.1) 
subject to iniual conditions x<•l(O) = x10 (1=0,1, .•• ,n-I). We can wnte such a general ordinary 
differential equation as a linear dilferential operator equauon. Thus if we defme an operator t d such 
that 
n n·l 
L(n)[g(t)] = [d g(t) d g(t) ••• d g(t) I) T 
d n ~I ~ ~ dt (3.2) 
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where ({i1; i=l,2, ... ,s) are constant vectors of appropnate dimensions, then (3.1) may be written 
as a linear differential operator Ld[x(t), u(t)] = 0, subject to the same initial conditions on x(t) and 
its derivatives, where lit= [1, a1, .•• , a,l and li2 = [bl• ... , bn{ 
As shown in chapter 2, an alternative description of this system is provided by the integral 
equation expression 
where 
and 
l 
x'1\t>=Jxc;>~ 
0 
ti. ~ 
x<k>(t)= JJ ... J x(~)di .•• d1c_1d1c 
00 0 
(3.3) 
(k=2,3, ••. ,n) 
fork<:2 
Equation (3.3) can also be replaced by a more general expression, i e. Li[x(t), u(t)] = 0 if the linear 
integral operator L1 is defined as 
,... ~ 
Li[gl(t), ~(t), ···• gs(t)] = Jf ... J Ld[gt(i)• ~(tl)' ···• gs(tl)]did'll ••• dtn (3.4) 
00 0 
Thus we can express the dynamics of such a linear system by a general operator statement 
L[x(t),u(t)] = 0, where L includes the system initial conditions if it is an integral operator or is 
subject to such initial conditions if it is a differenual operator. 
3.1.2 Linear MIMO systems 
The precedmg SISO linear operator representauon is now extended to cover :MIMO systems 
where r inputs give nse to m outputs. The ordinary differential equauon representation of :MIMO 
systems is given by a set of ordinary differential equauons: 
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n r n 
(n)() "" (n-k)() _ "" ""b.!j (n-k)( ) X t t + "'-l\X t t - ""' ""' k U t 
k=l j=l k=l J 
(t =I, 2, ... , m) (3.5) 
with the initial conditions x,e <•>(0) = x,e iO (i=O,l, .•. ,n-1; l=1,2, ••. ,m). Usmg the differenual 
operator defined by (3.2) we can represent linear MIMO systems by the set of linear differential 
operators L d [x ,t(t), u1 (t), •.• , Ur{t)) = 0, (.&=1,2, ••. ,m), subject to the same initial conchtions on 
(x,e(t); l=1,2, ••. ,m) and their derivauves, where li1 = [l,al•·--·~l andJi,ei = [btil• ... ,btinlT 
(i=1,2, ••• ,r; l=l,2, .•. ,m). 
Similarly the integral equation representauon for MIMO systems is 
n r n n k-1 Lt;.;X~)(t)-L Lb~U(k) (t) +'Le! _t_ =- x z<tl (t =I, 2, •• , m) (3.6) 
k=l J=l k=l J k=l (k-1)! 
where 
can be replaced by a set of general integral operator statement Li [x_e(t), u1(t), ••• , Ur(t)] = 0 
(l=l,2, •.. ,m), where Li is defmed by (3.4). 
Thus we can express the dynamics of linear MIMO systems by a set of general operator 
statement L[x_e(t), u1(t), •.. , ur(t)] = 0 (.&=1,2, ... ,m), where L includes the effect of initial 
conditions if it is an mtegral operator or is subject to initial conditions 1f it is a differential 
operator. 
3.1.3 Nonlinear systems 
As there is no explicit general orchnary differential equation descr1bing nonlinear system 
dynamics there IS no explicit general operator statement for such systems. For a general nonlinear 
SISO system represented by a general ordmary chfferential equation of the form 
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n' 
"" (n) (!) (n·l) (I) 
,t,.;Y
5
g
5
[x (t), ... , x (t), x(t), u (t), ... , u (t), u(t), t] = 0 
s=l 
(3.7) 
or by the equivalent integral equauon 
n' 
"" (n) (n) (I) (n-1) (I) 
,t ... ;Y
5 
G 
5 
[x (t), ... , x (t), x(t), u (t), .... u (t), u(t), t] = 0 
s=l 
(3.8) 
where 
a general nonlinear operator statement of the form N[x(t), u(t)] = 0 can be used to replace (3.7) or 
(3.8), where N contains the effect of tmtial conditions if 1t replaces (3.8) or subject to iniual 
conditions if it replaces (3. 7). 
3.2. Three fundamental problems 
Although the definitions of the problems of interest are gtven m the context of linear SISO 
systems (i.e. using a single hnear operator statement), the definitions remain valid for linear 
MIMO and nonlinear systems. Having posed the dynamics of a linear system as 
L [x(t), u(t)] = 0 (3.9) 
we shall now disunguish between three basic problems: 1- equation soluuon, 2- system 
identification, 3- model order reduction. 
In the problem of equation solution we seek to find the function x(t) which solves equation 
(3.9) for a prescribed input u(t). The precise structure of the operator t and all the associated 
parameters of the system are assumed known i.e. the system order n, the constant coefficients 
(ak,!>J.:; k=1,2 ... ,n] and either the iniual condiuons x<•l(O)=x1o (i=O,l, ... ,n-1) if t is a differential 
operator as m (3.1) or the constants (ck; k=l,2, ... ,n] if t is an integral operator as m (3.3) are 
specified. We note that although the integral equation (3.3) is an entirely valtd description of the 
linear system, the ordmary differential equauon (3.1) is the standard vehicle to calculate x(t) both 
analytically and numerically. 
In the second situation 1 e. the problem of system tdentificauon, it is generally presumed that 
• 
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the order of the system, n, is known and that the values of the output x(t) when the system IS 
subject to a prescribed input u(t) are also known over a certam mterval of time. In practical 
Situations, the number of numencal values of the input/output data over a g1ven time interval1s 
finite and generally available at discrete pomts in time i.e. as time series (x(t,); i=O,I, ••• ,N}, 
[u(t1}; i=0,1, •.. ,N}. The problem then is to idenufy the parameters [ak,bJo; k=1,2 ••• ,n} m the 
system ordinary differential equation (3.1). Given the input/output data, its successive derivauves 
can be numerically calculated and the ordinary differenual equation (3.1) may be used to identify the 
system parameters. However the integral equauon (3.3) may act as a more robust vehicle for this 
purpose since, if either the input or output signals are corrupted by noise, fanning the derivauve 
components of (3.1) may yield numencally unacceptable approximations. Smce the parameters 
[ck; k=1,2, ... ,n} are fundamental to the integral equation expression of system dynamics, they 
must also be identified in this latter fonnulation. 
A third and final problem is that of model reduction. Here it is presumed that either a high 
order model has been identified or that input/output data from a high order system is av31lable. 
The problem is to identify parameters [ak,bJo; k=1,2, •.• ,n} in a reduced model which still convey 
the important dynamics of the higher order system with order Rs (>n}. 
3.3. Weighted residual methods 
3.3.1 A residual rormulation ror SISO systems 
Weighted residual methods (Finlayson [112]) prov1de a class of approaches to the problem of 
solving an ordinary dtfferential equauon of which (3.1) is a typical example. Such methods could 
also be used to solve an integral equation of the fonn (3.3) and we shall therefore present such 
methods in the context of general linear operator equation (3.9). 
In the context of equation soluuon, weighted res1dual methods calculate a set of unknown 
parameter values (a;; i = 1,2, ..• .Nal in an approximate solution x(t} to the operator equauon (3.9) 
where: 
N 
x<t>=fa.w<t> 
t=l 1 1 
(3.10) 
and (IJI;(t); i=1,2, .•. .Nal are combinations of preselected basis functions such as monomials 
[ti-1; i=1,2, •.. ,Nal or onhogonal polynom1als (P,.1(t); i=1,2,. •. .Nal• chosen so that i(t) 
satisfies the g1ven tnitial conditions on x(t). The techmque for determining the parameters 
[a1; i=1,2, .•• .Nal is dictated by the parucular method chosen. For ltnear operator equation 
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soluuon problems, a residual 'R(t) arises from the application of the known linear operator to the 
approximate solution x(t). Thus 
'R(t)=L[X{t), u(t)] (3.11) 
and the weighted residual methods calculate the solution parameters [a;; i=l,2~".Nal by forcing 
'R(t) to zero m various ways. 
In the following we seek to mvcstigate vanous system identification and model reduction 
techniques which also anse from the applicauon of weighted residual principles. In the context of 
system idenufication an equation residual is fanned by application of a linear operator with correct 
structure but potentially incorrect model parameters wh1le in the model reduction problem an 
equation residual is fanned by applicauon of a linear operator with mcorrect structure and 
consequently mcorrect parameters. In both situauons an equation residual 'R(t) arises from the 
application of an approximate operator t to the actual system input and output, i.e. 
'R(t)=L [x(t), u(t)] (3.12) 
In the case of system idenufication and model reducuon via the ordmary differenuat equation (3.1), 
we seek the parameters (ak,bk; k=l,2, ... ,n) whtle via the integral equation (3.3) we seek the 
parameters (ak.~•ck; k=1.2~ .. .nl which smtably force the residual to zero. 
An alternative range of approaches to system idenufication and model reduction may be 
generared by consideration of a Signal residual. ThiS latter residual IS defined as: 
'R (t) = x(t) - x(t) 
where x(t) IS the output of the system and x(t) IS the output predicted by a model when subject to 
the same input and initial cond1uons. 
We can now encompass all three basic problems in one general weighted residual 
fonnulauon. We defme the general problem as that of findmg a parameter vector ll. wh1ch SUitably 
forces a residual 'R~ ,1) to zero, noting that in the case of operator equation soluuon the parameter 
vector ll. has components fa.; i=I,2, ... .Nal and the res1dual is formed by (3.11) whtle in the case 
of system Identification l! has components ( ak.~; k= 1 ,2, ... ,n} for the ordinary differential equauon 
(3.1), (ak·~·ck; k=l,2, ... ,n} for the integral equation (3.3) and the residual is fanned by (3.12). In 
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general we denote the number of parameters m the vector l!. by NP. For te [O,T rl we write an inner 
product of two functions g1 {t) and g2{t) as <g1 {t),g2{t)>; for example the inner product generally 
used m this thesis is 
Tr 
<g1 <t>. ~<t>> =I g1 {t)~{t)dt 
0 
{3.13) 
The standard wetghted residual methods for operator equation solution will now be written m 
terms of the latter general formulauon and therefore all such methods are equally applicable to the 
problems of system identification and model reduction. Havmg dcfmed the residual, the general 
formulation of weighted restdual methods is given by 
{3.14) 
where the (q>1{t); i=l,2~ ... } are called weightmg functions. These functions can be chosen in many 
ways and each choice corresponds to a different cnterion which gives the name of the particular 
weighted residual method. 
In the context of nonlmear operator equation solution, a residual 'll {t) anses from the 
applicatiOn of the known nonlinear operator to the approximate solution x{t). Thus 
A 
'll(l!. ,t) =N[x{t), u{t)] {3.15) 
and the weighting restdual methods calculate the solution parameters (a;; i=1,2, •.. .Nal by forcing 
the residual 'll(l!. ,t) to zero. 
1n the case of nonlinear system idenuficauon and model reduction an equatfon residual arises 
A 
from the application of an approximate nonlinear operator N to the actual system input and 
output, i.e. 
A 
'll(l!. ,t) =N[x{t), u{t)] {3.16) 
and the parameters (a\; i=1,2, .•• .Nal are found by forcing the residual 'll(l!. ,t) to zero usmg 
standard weighted residual methods {3.14). 
The most common techmques applted to solution equation, but equally applicable to system 
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identification and model reduction are defmed and described below. 
Method of moments 
solve 
e. 
i-1 
< 'R(a,t), t > = 0 i=l,2, ••• .Np (3.17) 
Here the weighting functions are the monomials (ti-1; i=l,2, ••. .Npl• thus successively higher 
moments of the residual are required to be zero. The res1dual is forced to zero by making it 
orthogonal to each of the monomials thereby selected. 
Ga/erkin 
solve 
e. 
<'R(a ,I), 'V (t)> = 0 
1 
i=l,2, ... ,NP 
where {'lf1(t); i=l,2, ••. ) form a complete (orthogonal) set of functions on [O,Trl. i.e. 
{ 0 for i;<j <'V,(t), ~(t)> = ..0 for i=j 
(3.18) 
The residual is forced to zero by makmg 11 orthogonal to each of the complete set of chosen 
functions. 
Least squares 
min < 'R(a, 1), 'R(a, t) > 
e. 
solve < 'R(a, t), il'R(a' t) > = 0. 
e. aa 
(3.19) 
i.e. 
Here, the weighting functions are il'R(a ,t)fcla. The interpretation IS that the mean square residual 
is being minimized with respect to the parameter vector a . 
Point collocation 
solve <'R(a ,t),ll(t-1
1
)>=0 i=O,l, ... ,NP-1 
a 
i e. sdve 
!!. 
(3.20) 
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where t1 are values oft, r, e [O,TrJ. The displaced Drrac delta functions are the chosen weighting 
functions. The residual is required to be zero at spec1fied points r,. 
Onhogonal collocation 
solve 
a 
i.e. sdve 
a 
<~<.!!. ,t),li(t-t.)>=O 
1 
(3.21) 
where r, are roots of polynomials which are orthogonal with respect to the inner product dermed on 
[O,Trl· 
Least squares point collocation 
i.e. 
N0-1 
min 2:~2(.!!., t1) a 1=o 
solve 
a 
Nc-1 a~(.!!. • t1) l:~al.t > = n 
i=o 1 a~ 
where Ne> Np and 1; are values of 1, t, e [O,TrJ. 
Least squares quadranue 
i.e. 
mm 
2 
solve 
a 
N -1 
Iw ~2(.!!.,L) 
i=O I 1 
~1 a~c.e..n 
l.,w.~(.!!..L) 1 =Q 
•=0 1 1 a~ 
(3.22) 
(3.23) 
where Nq > Np and (t,. w1; i=0,1 •.. .Nq·1) are suitable quadrature pomts (on (O,Trl) and weights 
which approximate the least squares mner product problem defined by (3.19). 
We bnefly note a s•m•lanty between application of the trapezoidal rule in least squares 
quadrature and the least squares pomt collocation formulation. Thus when Nq = N0 and the 
quadrature points (t,; •=0,1, ... .Nq·1) are equally spaced with LI.T=Ij+1- t, then usmg the trapezoidal 
rule ID (3.23) leads to an equauon set 
i.e. 
m in 
lt 
solve 
Jl. 
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while the least squares pomt collocation scheme (3.22) produces a set of equations 
solve 
lt 
~~ a~m .t> 
L~~.t> a 1 =!l. 
1=0 1 Jl. 
(3.24) 
(3.25) 
We note that (3.24) and (3.25) only dtffer by the factor 1/2 in the contnbutions from ~~ ,lo) and 
~ (a,tNq-1). Thus for Nq relatively large, winch will generally be the case in the idenuficauon 
problem and can be forced in the operator equauon soluuon and model reducuon problems, (3.24) 
will only dtffer marginally from (3.25) and we can expect very sim1lar estimates of Jl. from both 
methods. 
3.3.2 Comparison or methods 
As previOusly commented, apphcauon of the various weighted res1dual methods is well 
developed for the problem of operator equauon solution. We shall now contrast the vanous 
methods when applied to this latter problem and when applied to the problems of system 
identification and model reducuon. 
One fundamental difference between the problems is that when cons1denng equation solution 
the number of unknowns, NP, in the approximate expansion can be increased. Hence ID the 
integral non-least squares methods (method of moments and Galerkin) the reSidual can be made 
orthogonal to an mcreasmg number of funcuons while in the collocauon non-least squares 
methods (pomt collocation, orthogonal collocauon) the res1dual can be forced to zero at an 
increasmg number of points, both strateg1es ultimately producmg a more accurate soluuon. 
However the number of unknowns IS fixed ID both the 1denuficauon and model reducuon problems 
and the number of equauons produced by (3.17), (3.18), (3.20) and (3.21) may not be sufficient to 
adequately force the residual to zero in a global sense. Th1s IS particularly true in the model 
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reducuon problem where the number of free parameters is generally small. Hence the problems of 
system identification and model reduction may well be best addressed by least squares approaches. 
A second difference between the three problems results from the nature of the input/output data 
available for system Identification and model reduction in that such data is available at only 
discrete, usually equ1distant, points in time. Thus the inner product integrals required by the 
method of moments, Galerkin and least squares must be evaluated numerically using the av:ulable 
data. This is in contrast to the equation solution problem where such integrals can often be 
performed analyucally following application of the equauon operator to the continuous 
approximation of the solution. 
Several other distincuons will now be drawn between the three fundamental problems when 
addressed by the various weighted residual methods. 
M et hod of rrwments 
The inner products mvolving the monomial basis functions that are required by this method 
can yield a rather ill-condiuoned set of equations in each of the fundamental problems. ThiS 
phenomenon is particularly apparent for larger values of Np and is therefore less significant m the 
system identification and model reduction problems when Np tends to be relatively small. 
Nonetheless use of extended precision anthmetic dunng the solution of (3.17) IS recommended 
when applying this technique to all three fundamental problems. 
Galerkin 
For the operator equation solution problem the basis functions ('1'1(t); i=1,2, ..• .Npl used m 
the inner products (3.18) are fixed as the funcuons defined in the approximate solution expansion 
(3.10) and are therefore constramed by the need to impose any initial conditions upon this 
expansion. However there is no such resmcuon in the system idenufication and model reduction 
problems and a wide choice of complete function sets ('1'1(t); i=1,2~ .. J is available. Typically we 
could choose the standard inner product (3.13) and use 
i=l,2, •.• (3.26) 
where P1_ 1(t) is the shifted l.egendre polynom•al of degree (i-1), such polynomials forming an 
orthogonal basis on [O,Trl (Hwang and Guo [38]). Since such polynomials are s1mply linear 
combinations of the monomial bas1s functions, the set of equations (3.18) formed by this choice 
of ('1'1(1); i=I,2, ••• .Npl should y1eld identical soluuons to that given by the equauon set (3.17) 
produced by the method of moments. However the orthogonality of the shifted Legendre 
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polynomials on [O,Trl produces a better conditioned set of equations and soluuons produced 
numerically from (3.18) are generally more accurate than those produced numencally from (3.17) 
and are therefore to be preferred. 
Another useful approach withm the Galerkin classificauon is given by defining the inner 
product as 
(3.27) 
and choosing the basis functions as 'lf1(t) = T
0 i-l (t), the shifted Chebyshev polynomials of degree 
(i-1) on [O,Trl, such polynomials formmg an orthogonal basis with respect to the latter inner 
product on [O,Trl· Solution of the Galerkin equations (3.18) then prov1des a model which 
approximately mmimises the maximum value of the residual on [O,TrJ. 
Alternative sets of basis functions are prov1ded by considering the Fourier series of ~(t). Thus 
choosmg the standard inner product (3.13) and 
{ 
COSlt (i-l)tfl"f 
ll((t) = 
1 smmt/1" f 
i = 1,3,5, ••• 
i = 2,4,6, ••• 
(3.28) 
and solving (3.18) forces the first NP coefficients of the general Fourier series expansiOn of ~(t) 
with penod T f to zero. Further alternative choices within this category are 
'lf1(t) = COS!t(l·l)tfl"f i = 1.2~··· (3.29) 
which forces the flCSt Np coefficients of ~(t), considered as an even function with period 2T f• to 
zero and 
i = 1,2, •••• (3.30) 
which performs the correspondmg role when ~(t) is considered as an odd function w1th period 2Tr. 
Least squares 
Since the inner product integrals wh1ch arise in this method have to be computed by a 
quadrature scheme, comparison of the fundamental problem formulations w11l be treated under the 
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least squares quadrature heading. 
Pollll and orthogona/ collocatzon 
The limited number of free parameters in both the system identification and model reduction 
problems severely restricts the apphcauon of the point and orthogonal collocation methods since 
the residual is forced to zero at a minimal number of points. The advantage of the orthogonal 
collocation method is that the collocation pomts are picked automatically thus avoiding the 
arbitrary (and possibly poor) cho1ce by the user. 
Least squares poznt collocation and least squares qupdrature 
These methods are equally applicable to each of the three fundamental problems. The 
input/output data points are restricted m the system idenuficauon and model reduction problems 
and hence the values of mput and output at quadrature rule collocation points will almost certainly 
need to he de~ved from interpolation of the measured data points. As suggested previously, there is 
a close similarity between least squares pomt collocation and least squares quadrature when the 
trapezoidal rule IS used as the quadrature scheme in the latter technique.The least squares point 
collocauon method has been previously conSidered in isolation (Wlutfield and Messali [51]). 
3.3.3 Comparison of residuals 
At this stage we emphas1se that problems of entirely different structure result from the use of 
equation and signal residuals when performmg system idenufication and model reduction. The 
signal residual is derived from a simulauon of the system subject to a prescnbed input and initial 
conditions. Thus, even for a lmear system, the signal residual w1ll depend non-linearly upon the 
model parameters and all the weighted residual methods w1ll require either the solution of a set of 
non-lmear equations or a complex non-linear optimisation. In either case the resulting problem is 
generally of considerable magrutude. By contrast a linear system, or even lmear-in-parameters non-
linear system, yields an equauon residual wh1ch is lmear in the unknown model parameters and the 
weighted residual methods produce ezther a set of linear equauons or a linear least-squares problem. 
In both cases the solution is umque and easily computed. 
3.3.4 Residual formulations for linear MIMO systems 
Weighted residual methods are now extended to mclude the MIMO system formulation of the 
three fundamental problems. 
In the context of linear operator equation Ld [x _e(t), u1(t), ... , Ur(t)] = 0, (.t =I, 2 •••. ,m), all 
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the weighted residual methods calculate the parameters (a.ei: 1=1,2, ... .Na: i=1,2, .•. ,m} m an 
A 
approx1mate solutiOn x jt)whcre 
Na 
R.e(t) = La.e.1J1
1
(t) 
1=1 
.& = 1,2, ... ,m (3.31) 
and (1J11(t); i=1,2, .•. .Nal are combinations of preselected basis functions such as monomials 
(ti-1; •=1,2, ... .Nal ororthogonal polynomials (P1• 1(t); i=1,2, ... ,Nal• chosen so thatx,e(t) 
satisfies the iniual conditions on x,e(t). The parameters (a.ei: i=1,2, ... .Na: i=1,2, ... ,m} are 
calculated by simultaneously forcing the res1duals (~ ,e(t); .£=1,2, .• ,,m}, which arise from the 
application of known linear operator to the approximate solution x .e (t), I.e. 
t =1,2, ... ,m (3.32) 
close to zero over a prescnbed ume intervaL 
In the problems of system idenufication and model reduction the equation residuals 
A 
( ~ .e(t); t=1,2, ... ,m} arise from the application of an approx1mate operator L to the actual system 
inputs and outputs, i.e. 
.£ =1,2, ... ,m (3.33) 
and the parameters (ak,bkli; k=l,2, ..• ,n; .£=1,2, .•. ,m; j=1,2, ... ,r} in (3.5) or 
(ak, bkti, ckt; k=l,2, ... ,n; .£=1,2, ... ,m; J=l,2, ... ,r} m (3.6) arc idenufied by foremg all the 
res1duals ( ~ .e(t); .£=1,2, ... ,m} simultaneously close to zero. 
As m the linear SISO system idenufication and model reductiOn problems, other approaches 
may be developed by cons1dering the s1gnal residual 
.£ =1,2, ... ,m (3.34) 
where (x,e(t); .£ =1,2, ... ,m} are the system outputs and (x.e(t); .£ =1,2, ... ,m} are the outputs 
predicted by the model when subject to same inputs and imtml conditions. 
In order to encompass the three bas1c problems in a one general formulauon as for SISO 
systems where only a smgle res1dual is mm1mized by vanous weighted res1dual methods, we need 
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to formulate a smgle residual expressiOn. One way is to square all the residuals and take the sum, 
i.e. 
~ 2 ~Cl!. ,t) ="" ~:i(t) 
t=l (3.35) 
where Jl. has the components [at;: i=l.2~ .. .Na: .t=l,2,. .. ,m) if the problem is that of finding an 
approximate solution to (3.5). In the case of system identification and model reduction problems Jl. 
has the components [ak• ~lJ; k=l,2,. .. ,n; .t=l,2, ... ,m; j=1,2, .... r) if the residual in (3.33) is 
formed by an approximate differenual operator or [ak, bk.ti, ckt; k=l,2,. • .,n; .t=l,2, ... ,m; 
j=l,2 .... ,r) If the restdual is formed by an approxtmate integral operator. 
Havmg chosen a single residual expression, the general formulation of the weighted residual 
methods is given by 
solve <~Cl!., t),CI\.(t)> = 0 i=l,2~ ... 
.e. 
(3.36) 
where [ cp1(t); i =1,2, ... } are weighung funcuons. Expresston (3.36) is the same as (3.14) which 
was formulated for linear SISO systems, therefore all the previously weighted residual methods 
discussed in the context of SISO system are equally applicable to MIMO systems. 
We note that the smgle restdual in (3.35) expression can be formed from either signal residual 
or equations residual. 
3.4. Choice of input signal 
Before we present the pracucal applicauon of integral equation based weighted residual 
approaches to system identification, we raise an tmportant quesuon on the choice of input stgnals 
whtch are to be used for the Identification purpose. 
An interesting feature of the integral equauon approach to system identificauon is that the set 
of input signals that can be applied to the system is limited and therefore must be carefully 
selected. Referring to the SISO linear system and tts governing mtegral equation (3.3), the 
parameters [ck: ~=1,2, ... ,n) arise solely from initial condttions and tf all these condtuons are 
known to be zero then we have ck = 0 (k= 1,2, ... ,n) and we need only estimate the parameters 
[ak, bk: k=l,2, ... ,n). In such a situation the input u(t) must be chosen such that 
[x<kl(t),UCkl(t); k=l,2, ... ,n) form a set of 2n linearly independent funcuons of time in order to 
-SS-
avoid singularity problems. As a consequence, mputs such as a simple exponenual function 
u(t) = exp(->..t) may be ruled out, since u<2l(t) = -UOl(t)/A., as may a simple smusoid 
u(t) = sinwt, smce u<3l(t) = -uO>(t)/w2. 
In the most general idenufication problem we may not have zero mitial conditions and the 
system integral equatiOn demands that we must tdentify the full parameter set 
[al:• bk• ck; k=1,2, ••• ,n}. In such situations u(t) must be chosen such that 
{X(kl(t), u(kl(t), tk-1; k=l,2, .•• ,n} forms a set of 3n linearly independent functions of ume. 
Thus, while a step input is useful in the case of zero initial condition situation, it is actually 
eliminated from consideration as an input in the unknown initial condiuon situauon since for 
u(t) = y (a constant), u(il(t) = )'ti/t! and the functions {X(kl(t), u(kl(t), tk-1; k=1.2r .. .nl do not 
possess the requisite lmear independence. Similarly one must also be careful not to choose input 
signals of polynomial form such as 
t . 
u(t) =La.~ 
J=O J 
(t =I, 2, ... , n-2) 
when the initial conditions are'not zero for some integrals [u{kl(t); k=1,2, .... n} can be a linear 
combination of [tk-1; k=l,2, ... ,n}. Inputs of the form 
t 
u(t) =La J 
J=O J 
(t = 1, 2, ... , n+n,-1) 
where n5 is the largest of the two polynomial disturbance orders ( input disturbance and output 
disturbances) of the system are also prohibited. Some integrals of these signals can be a linear 
combinauon of some elements of the set [tk-1; k=1,2, .•• ,n + n5). 
3.5. Numerical results 
Before we document the results of applymg several of the previously defmed weighted residual 
techniques to various problems of system tdenuficauon, we shall flfStly idenufy the appropriate 
residual and then explain the numencal implementauon of these methods. 
3.5.1 Numerical implementation 
The procedure for implementing MIMO system idenuficauon tech01ques is a simple extension 
of SISO idenufication techniques and therefore only SISO numerical implementauon will be 
detailed here. 
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SIDce the system IDtegral equauon (2.4) holds at any po1Dt t = t. and the measured input and 
output are available at discrete points in time, we have 
( i = o. 1, ••• ) (3.37) 
From the measured input r(t.) and the measured output y(t.) (i=0,1,2, .• _), their respective multiple 
integrals R{k)(t.) and y(k)(t.) can be evaluated by a suitable quadrature scheme. A panicularly 
simple and computabonally efficient fonnulauon is aVll!lable if the trapezoidal integration rule is 
used with equidistant sampling in time; this is usually the case in digital sarnpliDg. Thus if 
t; = iAT (i=0,1, 2, ••• ) then we have: 
where 
R(k)(t;) = R(k)(t;.1) + [R(k·l) (t1) + R(k·l)(t1• 1)] AT/2 
Y(k\t,) = Y(k)(t;.1) + [Y(k·l)(t1) + y(k·l)(t;.J)] AT/2 
for k>O 
for~ 
for ~1 and k2:1 
In (3.37) the values of the multiple integrals (Y{k)(t.). R{k)(t,); k =1.2 •.••• n; i =0,1, ••• ) are 
therefore quickly computed and the values (t.<k-l)f(k·1)! ; k = 1.2 ••.. ,n) are known via the 
sampling time instants. Once a res1dual has been created idenuficanon of the system parameters of 
the system parameters (ak• bJc. ck; k =1.2 ••.• ,n) can be carried out using ~e previously descn"bed 
weighted res1dual techniques ID situations wh1ch are disunguished by the degree to which 
knowledge of the disturbances is available (qualitative or quanutative knowledge as previously 
descnbed). 
Equation (3.37) is a valid descnpuon of our system (as shown by Fig. 2.2.) assuming that 
there is no noise m the measured input/output data and there is no error due to the quadrature 
scheme used in the integrauon fonnulation. However ID a practical situauon the measurements 
may be corrupted by noise and the quadrature scheme of integration will be subject to errors and 
therefore a residual is generated: 
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(3.38) 
where.!! is the parameter vector (ak• !>Jc, ck; k=1,2, .•. ,n)T to be idenllfied. 
We are now m a position to document the implementation of the weighted residual techniques 
used to idenufy the vector.!!. In order to sunplify the analySis we shall consider the case where the 
disturbances are unknown polynomials. A similar analysts can be performed for other disturbances. 
With polynomial disturbances equation (3.38) becomes: 
n n n+n. k-1 
~(.!! ,t.) = y(t.)+ La. y(k)(t) -LbkR(k)(t) +Lil-t-
• • k=ll< • k=l 1 k=l""k (k-1)! 
(3.39) 
Where ns 1s the largest of the two polynomial q(t) and p(t) orders, as in equation (2.9), and .!! is 
the parameter vector.!! =[al .... 3n•bl, ... bn, d1, .. .,dn+n JT. 
s 
Least squares· 
As descnbed by (3.19), the least squares method entatls minimizing of the sum of the 
reSiduals squared over the observauon time interval [O,Trl i.e. 
min < 'R(.!! ,t), 'R(.!!, t) > 
l!. 
Thus using the standard inner product previously defined by (3.13) as: 
Tr 
< gl (I). ~(t) > = J gl (t) ~(t)di 
0 
the least squares method is equivalent to: 
Tr 
min J 'R2(.!! ,t) dt 
l!. 0 
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Since the data is observed at discrete points in ume t. (i = 0,1, .•. , N) and the integral equation 
residual is therefore known only at such points in ume we may approximate the least squares 
method by the least squares point collocation scheme (3.22), i.e. 
(3.40) 
where tN = Tr, the approximation arising when the trapezoidal rule is used as a quadrature scheme 
to evaluate the mtegral of ~2<.e., t) between 0 and Tr, as shown in § 3.3.1. The {N+l) residuals 
are given by imposmg equation (3.39) at (N+ I) points in time t; (i =O,l, ••• ,N), thereby giving rise 
to a set of (N+l) algebraic equations in the system parameters. 
_y(l)(fo) ..• -Y(n)(fo) R(l)(fo) ..• R (n)(fol m' ~<.e. ,to> y(fo) t0 ••• 1 al 
_y(l)(~)-.-Y(n){~) R(l\_> ..• R (n)(~) m' : ~<.e. ,tl) y(tl) tl ••. 1 an 
b. I 
= b~ 
d' 1 
~<.e. ,Trl y(T~ _y(l)(T~ ••. -Y(n)(T~ R(l)(T~ ..• R (n)(Tf) ~··-1 d'~'+l 
Where m'=n+n5-1 and dk'=- dJI(k-1)! ; (k=1,2~ ... m'+1). In the matrix fonn we have: 
£(.a) = ~ - Mll. 
Replacing the residual in (3.40) we get: 
N , 
m in L ~2<.e. ,t) =mm Jl(jJ) .2 (ID= min 
lt 1=0 1 lt lt 
or 
N 
T ~-Mll)~-M.ID 
~ 2 T T T T-T mm~~ (.e.,t.)=mm:t :t-ll. M:t-:t MJl.+Jl M-M.a 
lt 1=0 1 lt 
The soluuon of this equation is g1ven by (3.19), i.e. 
(3.41) 
(3.42) 
(3.43) 
solve 
e. 
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(l T TT T TT 
- [l: ~-ll. M ~-:1: Mll.+ll. M Mll.l =l! 
illl. 
which has analytic solution 
(3.44) 
(3.45) 
Such analytical solution is available for any model which is linear in parameters and an application 
to a linear-in-parameters nonhnear model will be given in the examples. 
Method of moments: 
The method of moments is the soluuon of the set of algebraic equations in the NP 
<Np = 3n+n.> parameters as defined by (3.8). i.e. 
which. using the standard inner product (3.13) and the residual (3.39) is equivalent to: 
or 
The result of the operauon is the solution of the following set of equations in the matnx form: 
(3.48) 
Where M' is the partiuoned matrix M'= [M1 Mz M3l and 
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(I) (2) (n) 
<-y (t), 1> <-y (t), 1> ••• <-y (t), 1> 
<-Y(1\t), t> <-Y(2\t), t> ... <-Y(n)(t), t> 
(!) N ·I (2) N ·I (n) N ·I 
<-Y (t),t P > <-Y (t),t P > ... <-Y . (t),t P > 
<Rn>(t), 1> m oo < R (t), 1> ••• < R (t), 1> 
< R
(l)(t), t> (2) (n) < R (t), t> ••• < R (t), t> 
0) N -1 (2) NP-1 (n) Np·l 
< R (t),t P > < R (t).t > ... < R (t),t > 
~= 
m' 
<-1 • 1> <-t • 1> .•• <-t • 1> 
<-1 • t> 
m' 
<-t,t> ... <-t ,t> 
N -1 N ·I m' N -1 p p p 
<-1 ,t > <-t,t > ... <-t ,t > 
~= [ <y(t), 1> <y(t), t> .... <y(t), tNP-1>JT, ll. =[a! a2 ... 3n b1 ~ .... bn d'1 d'2 ... d'm•+JIT 
and d'r dkf(k-1)! ; (k=1.2 .... .m'+1). 
Knowmg y(t) and r(t) and their respective muluple mtegrals at equidistant discrete points in 
time on the interval [0, T rl the inner products are numerically evaluated using the seventh order 
Newton-Cotes scheme, i.e. 
Tr 
1-1 I i-1 <~(ll.. t), t > = ~(ll.. t).t dt 
0 
66T 1U.T Tr 
I i-1 I 1-1 I i-1 = ~(ll.. t).t dt+ ~(ll.. t).t dt + ... + ~(ll.. t).t dt (i =1,2, ..• .Np> 
0 66T Tr6.:l.T • 
Where 
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with IJ.:+j = tk + j6. T. 
Galerldn Method: 
The unplementaUon of Galerkin's method is sirmlar to that of the ume moments except that 
the monomials (ti·l; i=l,2, ... ,Npl are replaced by a complete set of functions 
(1j11(t); t=l,2, ... .Npl on [0, Ttl· The matnces M1 M2 and M3 of the partiuoned matrix M of 
equation (3.48) and the right hand side' become: 
(1) (2) (n) 
<-y (t), '1'1 (t)> <-y (t), '1'1 (t)> ••• <-y (t), '1'1 (t)> 
(1) (2) (n) 
<-y (t), lj12(t)> <-y (t), 'l'ltl> •.• <-y (t), lj12(t)> 
<-Y(1)(t),w.r (t) > <-Y(2)(t),'I'N (t)> ... <-Y(n)(t),'lfN (t)> 
··~ p p 
(1) (2) (n) 
<R (t), w1 (!)> <R (t), w1 (t)> ... <R (t), w1 (t)> 
(1) (2) (n) 
<R (t), lj12(t)> <R (t), lj12(t)> ••• <R (t), lj12(t)> 
(1) (~ w 
<R (t),'lfN (t) > <R (t),'I'N (t) > ... <R (t),'I'N (t)> 
p p p 
~= 
m' 
<-1 ·'I'N (!) > <-t, 'I'N (t) > ... <-t •'I'N (t)> 
p p p 
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~ = [ <y(t), '1'1(t)> <y(t), '1'2(t)> •..• <y(t), 'i'N (t)>]T. p 
The orthogonal polynomials used in the numerical applications are the slufted Legendre 
polynomials ('lf1(t)=P,.1(t); i=1,2, ... .Npl and the shifted Chebyshev polynomials ('lf1(t)=T"i-l(t); 
i=1,2, ••. .Npl described in Appendix C. For the results quoted Galerkin (general Fourier), Galerkin 
(even Fourier) and Galerkm (odd Fourier) the functions 'lf1(t) are given by equations (3.28), (3.29) 
and (330) respectively. 
We note that in the case of Galerkin (Chebyshev) method, the inner product 
cannot be evaluated using the seventh order Newton-Cotes formula since the integral is singular at 
both 1ts limits, i.e. at t = 0 and t = T f ; a change of variable IS therefore necessary. For our 
numerical results we substitute: 
2t 
cost=- -1 or 2t t=an:cos(- -1) 
Tf Tf 
and the inner product becomes 
• Tf I" • <~(at), T. 1(t)> =- ~(a t).T. 1(t) dt 
·- 4 ·-0 
Since the data is given at equidistant points m time (t. T = constant), the quadrature scheme used 
perform the integral Is the trapezoidal rule with a variable step size t.t given by 
2(t+t.T) 2t 
t.t =arc cos( -1)- arc cos(- -1) 
Tf Tf 
The numerical results g1ven by the Galerkin (Chebyshev) method and those given by Galerkin 
(Legendre) are expected to be potentially different because of the difference m the mtegration 
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scheme and the different residual weighting. 
For this example of polynomial disturbances, tf only the system parameters 
(ak• bk; k=l,2, ... ,n} need to be identified, i.e. neither the system imtial condluons nor the 
quantitative nature of the disturbances are of interest, equation (3.48) can be simplified by only 
higher order shifted Legendre or Chebyshev polynomials as weighting functions. Specially we use 
the formulation 1 
solve <~<at), 'l((t)> = 0 i = m'+2, m'+3, ••. , m'+N +1 
.f!. I ' p 
where Np= 2n. The elements of malrix M3 become tdentically zero since 
t 
<Pk(t), t > = 0 '<l.!<k 
and 
• t 
<Tk(t). t > = 0 '<! t <k 
where Pk(t) and T" k(t) are the shifted Legendre and Chebyshev polynomials respectively. For a 
proof see Appendix C. 
3.5.2 Numerical data 
Unless othcrwtse stated the data used for identification purposes is generated by subjecting the 
system model under consideration to an input and prescnbed mitial conditions and integrating the 
corresponding first ordinary d!fferenual equauons usmg the well known Runge· Kutta fourth order 
scheme. The form chosen for the set of first ordinary differential equations IS the canonical 
observable form which usmg the analysts of §2.3, allows us to directly compare the initial 
condluons under which the model was stmulated and the mtual conditions (ck; k=l,2,. •• ,n} 
identified by the various methods. 
Where analogue to digital (NO) conversion is quoted, the signal minima and maxima have 
been scaled to full range on [0,4095) with intermediate values bemg taken from the nearest integer 
of the scaled stgnal within that range. Such 12-btt NO converston incurs a measurement error of 
approxtmately 0.025%. When an offset value is quoted such an offset was imposed on the true 
system output but was presumed unknown as far as the idenuficauon was concerned. No offset 
indicates a knowledge of zero offset and therefore tdenuficauon of any offset value was 
unnecessary. 
3.5.3 Linear SISO systems 
Example]. 
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A first-order system w1th a1 = b1 = I, i.e. x + x = u, was used as a vehicle to show the 
effectiveness of the trapezoidal integration scheme for calculating the values of the multiple 
integrals and the influence of mtegration step stze 6. T upon parameter estimation. With initial 
conditions and disturbances at input and output known to be zero, only the parameters a 1 and bt 
need be estimated. Figure 3.1 shows the variation of those estimates w1th step size 6.T time umts 
for a total observation ume of Tr= S units when the input to the plant is r(t) = 2!/(1 +2t). 
For the given system, which has a unit time constant, acceptable estimation occurs for 
6.T..0.1 with improved accuracy being attamed by even shorter sampling intervals. The same fll'St· 
order system is also used to illustrate the effect of 12-bit AID quantization on parameter 
estimation. With both input and output being passed into a 12-bit AID (full scale range • S.12 V 
to S.l2 V) without rescaling and sampling parameters 6.T = 0.01, N=300, T=3, the results shown 
in Table 3.1 were obtained. Quanuzanon clearly reduces the accuracy of the estimates, though by 
a tolerable degree. 
System 
Example2. 
W1thoutAID 
1.000 
1.000 
Idenllfied model 
Table 3.1. 
Here we consider a system with transfer funcuon 
F(s) = X(s) = s + IS 
U(s) s2+ lOs + 21 
which has an equivalent state space descnpuon 
W1thA/D 
0.9938 
0.9957 
( 
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1.20 
>< )( a 1 
1.15 
~ 1.10 
J 
1.05 
14---~~~~PAnT~~--.-~~~ 
0.01 0.1 
Fig. 3.1. Effect oft;. T on parameter esumauon. 
(System~+ x = u, I.e. a1=1, b1=1.) 
1 
t;.T 
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zl (t) =- 21l7,(t) + 15 u(t) 
~(t) = z1(t) -10 l7,(t) + u(t) 
x(t) = l7,(t) 
We frrstly consider the effect of initial condiuons on the system parameter estimates. The 
system model was subject to ID!tial conditions z1 (0) = I, ~ (0) = 2 and an input u(t) = sin t. 
Discrete data was coilected on the ume interval [0, 2] with N = 200 sample points (1.e. dT= 0.01). 
With no noise contamination the methods of least squares, time moments and Galerkin (i.e. 
Legendre, Chebyshev, even, general and odd Founer) ail identified the system ll"ansfer funcuon as 
l.OOOs + 14.992 
2 
s + 9.996s + 20.989 
and the parameters reflecting the imual conditions were idennfied as c1 =- 2, ~ =- 1.002. The 
same system model was simulated with different imual conditions which were: z1 (0) = 4, 
z2(0) = 5, but With the same input (u(t) = sin t) and same number of sampling points ( N = 200). 
The transfer function idenufied by all the methods was 
I OOOs + 14.992 
2 
s + 9.996s + 20 989 
and the parameters c1, ~were idenufied as c1 =- 4.006, ~ =- 5.000. The above two examples 
indicate that the imtial conditions have no effect on the system parameter esnmates. Since in both 
situation the parameters and the initial conchuons were accurately idenufied. The small error m the 
esumated parameters occurs as a result of sampling the conunuous input/output Signals at discrete 
points in ume. 
For the same system and under the same conditions as above (i.e. z1 (0) = I, ~(0) = 2), we 
consider the effect on the parameter esumates of eliminating the miual conditions in the final set 
of algebraic equations produced by choosmg the Galerkin we1ghted residual method 
so~ve < 'R(fr, 1), IJ1
1
{t) > = 0 for i = 3,4,5,6 
where 1Jf1{t) = Pi-1(1) are the shifted Legendre polynomials. The elements of matrix M3 of equauon 
(3.48) are identically zero and the final set of equations to be solved IS 
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<-Y(I)(t).P
2
(t)> <-Y<2>(t),P
2
(t)> <R(t)(t),P2(l)> <R<
2
>(t).P2(t)> a1 <y(t), P2(t)> 
<-Y(I)(t),P
3
(t)> <-Y(2)(t),P3(t)> <R(I)(t),P3(t)> <R(2)(t),P3(t)> ~ <y(t), P3(t)> 
<-Y(I)(t).Pit)> <-Y(2\t),P
4
(t)> <R(I)(t),P
4
(t)> <R(2)(t),P4(t)> bl <y(l), Pit)> 
<-Y(t)(t).Ps(t)> <-Y(2)<t>.Ps<O> <R(t)(t).Ps<O> <R(2)(l).Ps(t)> b2 <y(t), Ps(t)> 
The transfer function was idenufied as 
l.OOOs + 14.992 
s 
2 
+ 9 .996s + 20.989 
This suggests that that computational effort can be Simphfied by selecting high order shifted 
orthogonal polynomials without loss of accuracy in the parameter estimates. We note that the 
shifted Chebyshev polynomials could have been used for the same purpose. 
We now examme the effect of the input signal on the estimated parameters. The same system 
model was subjected to initial condtuons z1 (0) = I, Zz(O) = 2, but this time to a different type of 
input signal, i.e. u(t) = 21/(1 + 2t). The number of sampling pomts was also the same number of 
data points (N = 200). Under similar conditions (i.e. no noise contamination) the same methods 
idenufied the model as 
l.OOOs + 14.993 
2 
s + 9.997s + 20.990 
and the rest of the parameters as c1 =- 2, c2 =- 1.003. We nouce that that the parameter 
esumates and the tniUal condiuons Idenuficd using the two different inputs u(t) = sm t and 
u(t) = 2t/(1+2t) are almost identical. 
The latter system was also used to account for unquantified determmisUc disturbances in the 
Identification procedure. The system, subject to Imtial condiuons x(O) = 2, ~0) = -19 (i.e. 
z1(0) = 1, z2(0) = 2), was stimulated by an input r(l) =sin t, and the measured output y(t) was 
taken as y(t) = x(t) +3. The idenuficauon scheme (2.10) was Implemented wherein 11 is assumed 
that the system has a constant offset at the output though the value of the offset is unknown. The 
choice of r(t) = sin t does not cause any problems in the identificauon of second-order systems 
since only the integrals R0l(t) = 1- cost and R(2) (I)= t sm tare involved m the overdetcnmned 
equations columns, and together with the columns y(l) (t), y(2l(t), 1, t, t2f2! they form a linearly 
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mdependent set of functions. Such an mput could not, however, he used for a third-order system 
identification since R(3) (t) = t2/2! +cos t- 1 is a linear combinauon of R(l) (t) and t2/2!. 
However, an input of the form r(t) = A1smro1t + A2sinro2t would suffice. Following the notation 
of (2.10) with d3 as the coefficient of t2/2! and sampling with .:l.T = O.ot, N" 700, T = 7 we 
obtain the results shown in Table 3.2. The least squares idenllficauon procedure (3.45) was used to 
estimate the parameters. The value of the unquanllfied offset is evaluated from d3 = a2qo as 
q0 = 3.001 with full floating-point data and q0 = 3.000 wtth 12-blt dlgiUZed data. Again the 
identification procedure yields accurate parameter estimates. 
Identification model 
System Without AID Wtth AID 
n 2 2 2 
al 10.00 9.996 9.990 
az 21.00 20.98 20.99 
bt 1.00 1.000 0.9966 
bz 15.00 14.99 14 99 
d3 62.96 62.97 
Tbale 3.2. 
When both input ( r(t) = 21/(1 +2t)) and output signals were subJect to 12-bll AID conversion 
the results shown m table 3.3 were obtained. The system was subject to initial conditions x(O) =2. 
x(O) =- 19, and data was collected on the tune interval [0,7) with N=700 sample pomts. Clearly 
the presence of quantisauon error and unknown observation offset have httle effect on parameter 
esumation for the least squares approach and the polynomtal based approaches of the method of 
moments and Galerkin (Legendre and Chebyshev) though the Founer approaches are somewhat less 
robusL This wtll often be the case since Legendre and Chebyshcv polynomial expansiOns of the 
integral equation residual wtll generally converge quicker than a Founer senes expansion. 
Idenufication method 
Least squares 
Method of moments 
and 
Galerlan (Legendre) 
Galerkin (Chebyshev) 
Galerldn (General Fourier) 
Galerkin (Even Fourier) 
Galerldn (Odd Founer) 
3.5.4 A linear MIMO system 
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No offset 
0.995s + 15.000 
2 
s + 9.996s + 21.000 
0.988s + 15.005 
2 
s + 9 .995s + 21.007 
1 008s + 14.982 
2 
s + 9.994s + 20.975 
0.8517s + 15.14 
2 
s + lO.OOOs + 21.19 
0.989s + 15.008 
2 
s + 9.998s + 21.011 
0988s + 15.04 
2 
s + 10.01s + 21.066 
Table 3.3. 
Offset= 3.0 
1.07s + 14.952 
2 
s + 9.979s + 20.893 
0.991s + 15.006 
2 
s + 9.993s + 21.004 
0 933s + 15.041 
2 
s + 10.012s + 21.084 
0.878s + 14.957 
2 
s + 10.015s + 21.080 
0.88s + 15.05 
2 
s + 9.994s + 21.10 
0.83s + 14.973 
2 
s + 9.940s + 21.019 
A three-output two-mput linear system with transfer function matrix 
3 
S+4 
4 
G(s) = (s + 4)(s + 0 6) 
3 5(s + 1.0) 
(s + 4)(s + 0 6) 
2.7(s + 5) 
(s + 4)(s + 0.6) 
1.2 
s + 0.6 
O.S(s + 10) 
(s + 4)(s + 0.6) 
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was sumulated by mputs u1 (t) = 20 sin 0.5t, u2(t) = 2Ssin t and subject to initial condiuons 
x, (0)= 4.0, xl(O) = -15.3. xz(O) = 2, x2(0) = -7.8, XJ(O) = 1.0, x3(0) = -4.0. Offsets of 5, 1 and 
0 umts were added to the actual outputs to create three measurements Yi (t), Y2(t), YJ(t). The 
extension of the least squares scheme (3.42) to MIMO integral equauon (3.6) was implemented to 
idenufy a total of 23 unknowns, and using AT= 0.01, N = 900, Tr = 9 for each measurement the 
pertinent parameters lead to the following idenufied transfer funcuon matrices: 
exact data: 
[ 
2.999(s + 0.6000) 
1 0.00015(s + 26660.0) 
(s + 3.999)(s + 0.6000) 
3.4996(s + 1.0000) 
12-bu AID data 
[ 
3.003(s + 0.601) 
1 
-0.003(s -1337.0) (s + 4.013)(s + 0.5998) 
3.507(s + 1.001) 
2.7(s + 4.999) l 
1.2(s + 3.999) 
0 500I(s + 9.996) 
2.700(s + 5.015) l 
1.199(s + 4 014) 
0.498(s + 10.07) 
Clearly the exact data yield VIrtually exact identificauon once the appropriate pole-zero 
cancellations and the neglig1ble term 0.00015s are accounted for. The 12-bit NO sampled data 
yields slightly less accurate identificauon. 
3.5.5 A linear-in-parameters non-linear system 
The unforced rollmg motion of a ship may be approximately described (Roberts [49] a,b) by 
the normalized equauon 
(3.49) 
Esumauon of the parameters a1, a2, n1, n21s to be cons1dcrcd when the roll angle x(t) is measured 
d1rectly and m the presence of a unknown offset; Gawthrop [48] has previously considered this 
problem. 
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Double mtegration of (3.49) gives the integral equation for x(t) as 
t'2 t'2 
a1X(I)(t) + ~X(Z)(t) + n1 f f lx(-r1)1X{-r1)c!;d"2 + n2 J J x3 ("S)did'l-
0 0 0 0 
x(O)- ti{O)- a1 tx(O) =- x(t) 
In the presence of an unknown offset q0, the measured roll angle is y(t) = x(t) + %• and the 
associated integral equation for y(t) is 
(3.50) 
where 
It 1s nouceable that the cub1c non-Iineanty in x(t) gives nse to cubic and quadrauc nonlinear 
expressions for y(t), together wJth contnbutions to linear and initial condJUon coefficients. 
Equauon (3.50) can be tmposed at points in time ti (i=O,l, •.. ,N) to form a set ofN+l equations m 
the unknowns ( a1, a2, y1, y2, d1, dz, d3) and least squares solutions then yield values of these 
unknowns. Parameter and imual-condtuon idenuficauon follows from equations such as 
though this latter equation set JS not umque (e g. a2 could be calculated from az = (-d3-nzqo3)/qo). 
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W1th parameter values a1 = 0.02, a2 =1.00, n1 = 0.01, n2 = 0.0002 and imtial cond1tions 
x(O)= 40, ~(0) = 0.1, the latter system produces a trans1ent as shown in Fig.3.2. For identification 
purposes, dtscrete samples were taken with <1T = 0.01, N = 900, T = 9 in s•tuauons of zero and 5 
units offseL Two further data sets were 
ldenuficauon modeL 
System With exact data With AID sampled data 
Offset= 0 
CtJ 0.02 00199 0.0187 
a2 1.00 0.9999 1.0000 
'Y! 0.01 0.0100 0.0101 
'Y2 0.0002 0.0002 0.0002 
'Y3 0 0.0000 0.0000 
dl -40.0 -40.00 -40.00 
d2 -0.9 -0.8976 -0.8900 
d3 0 -0.0007 -0.0029 
Table 3.3 
created by 12-bit full range AID samplmg of the latter data sets. The results shown in Table 3.3. 
and table 3.4. were obtained. 
The exact data g.ve virtually exact identification, while the 12-b•t AID sampled data are 
marginally worse, the principle source of error in the latter case being the numerical differentiation 
of y required to form y. Gawthrop [48] has reported reasonable parameter estimation (e.g. 
a 1=-0.0232) usmg exact data with <1T = 0 01, N = 5000 and T =50, and concluded that inaccurate 
imual condition 1denufication (e.g. x(O) = 43.608) may be due to an •denufiability problem. 
However, even the severely limited data set used above g1ves accurate parameter and m•tial 
condition 1denuficauon and there is apparently no identifmb1hty problem inherent in the system. 
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Fig. 3.2. Unforced rolling motion of a sh1p. 
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Idenufication model 
System Wuh exact data With ND sampled data 
Offset= 5 
al 0.02 0.0199 0.0187 
a2 1.05 1.015 1.0 
Y1 0.01 0.0100 0.0101 
12 0.0002 0.0002 0.0002 
Y3 -0.003 -0.0029 -0.0030 
dl -45.00 -45.00 -45.00 
d2 -1.00 -0.9970 -0.9797 
d3 -5.025 -5.025 -5.028 
Table 3.4. 
3.6. Summary 
A unified operator representauon of conunuous systems dynamiCs has been presented. Three 
fundamental problems of differential equauon solution, system identification and model reduction 
have been defined and several weighted residual methods for solving these problems have been 
presented. The integral equauon formulauon has been used with various weighted residual methods 
for parameter idenufication in continuous lmear SISO, MIMO and linear-in-parameters nonlinear 
systems. The integral equation for linear systems can be formulated in generality which is not the 
case for linear-m-parameters nonlinear systems which require careful individual formulauon. Effects 
of dtsturbances at both input and output can be included in the analys1s. Parameiers that anse 
naturally from non-zero initial conditions must also be estimated in the procedure. However if 
Galerlan mehtod w1th high order shifted Legendre or Chebychev polynomials is used the effect of 
non-zero iniual conditions wlll be eliminated from the equation residual and therefore the 
correspondmg parameters need not be idenufied. This also serves the purpose of eliminating the 
effect of additive polynomial disturbances from the integral equation residual. Thus large 
simplification in computational effort can be made by using Galerlan method for solving 
1denufication problems. Excellent results were obatined followmg the application of vanous 
weighted residual methods to problems of identifying SISO, MIMO and nonlinear system 
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parameters in the presence of offsets and measurement errors caused by 12-b•t analogue to d1gital 
conversion of data. A feature of the procedure IS that care must be taken in the chmce of test input 
signal, w1th cenain standard mputs such as impulses, steps and ramps being excluded from 
consideration in the presence of non-zero imual conditions. Care must also be taken in selecting 
the step SIZe when using the trapez01dal quadrature scheme to compute the multiple integrals of 
data. A small step size would results m better estimates of the system parameters since using such 
steps enables us to pick up more information from the fast decaying modes of the system 
response. However this would result in using even larger amount of data points since information 
is also needed about the slow transient modes and the steady state part of the system response. 
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CHAPTER 4. 
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4. MODEL ORDER REDUCTION 
The integral equation based weighted residual approaches to system idcnufication d1scussed in 
the previous chapter will now be extended to the problem of conunuous linear system model 
reduction. Using observed input/output data of the origmal hnear h1gh order system. a lower order 
model, which conveys the important dynamics of the system under consideration, will be 
determined. The various weighted residual methods wh1ch idenufy the reduced model are illustrated 
by numencal examples. 
4.1. Introduction and problem statement 
In many engineenng invesugations the complexity of a control system or a filter IS often a 
primary considerauon. Any soluuon designed without regard for its practical implementation may 
often be judged as unsausfactory because the requ~red calculauons cannot always be made in the 
time ava1lable. Satisfactory solutions can be ach1eved by simplifying the mathematical model 
under study, i.e. by reducing the order of the ordinary differential equation describing the system or 
its components, or by reducing the equivalent dimension of its state vector. The problem can be 
addressed in two d1fferent ways. The f~rst is by definmg a des1red structure (i e. a structure of 
prcdcfined order) for the controller or fllter and then opum1Zing the free parameters with respect to a 
g1ven performance index. This method has been used to des1gn fllters having less complexity than 
say Kalman filters and is known as reduced-order-filtermg. The second way of addrcssmg the 
problem is by f~rstly reducmg the model of the physical system that IS actually of high order, and 
then des1gnmg a filter or controller based on the reduced model thereby obt:uned. This method is 
referred to as reduced-order-modellmg. Our concern is not to discuss which of the methods leads to 
an easy and better soluuon to the design problem, but is to consider how a reduced model of a 
plant which could be a filter, a controller or a system to be controlled or s1mulated can be obt:uned. 
One may construct a reduced model usmg several techniques as said m § 1.2.4 but most of 
those approaches requue the avrulabliity of the high order model and large amount of computauonal 
effort. The approach which will be used here is based on the measured inpul/output data and the 
mtcgral equation descripuon of the system. First, a dcsued structure of the reduced model1s fixed 
then the model parameters are determmed by forcing an equauon res1dual to zero on the observation 
t1me mterval. The advantage of using input/output data IS that a reduced order model can be 
obtained without explicnly 1denufying the high order system. Here it is assumed that original 
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system is of high order n5 and is descnbed by the ordinary dllferential equation 
(n,) _ (n,-1) _ _ (n,-1) _ 
x (t) + a1x (t) + •.. +a x(t) = b1u (t) + ... + b u(t) '\ n, (4.1) 
or by the equivalent transfer function 
- n,-1 -
b1s + ... + b X(s) n, 
U(s) = n, n,-1 
s + li1 s + ..• + li n, 
This system is to be approximated by a model of lower order n<n5: 
(4.2) 
such that the residual 'R(t) = x(t)- ~(t) is forced close to zero on the observation llme mterval 
[0, Trl. where x(t) is the output of the origmal model, ~(t) is the output predtcted by the reduced 
model when subject to the same input u(t), and Ji ts the vector parameter (ak,bj,; k=l,2, .•• ,n]T to 
be determined. 
4.2. Reduction to identification problem 
As stated prevtously, under normal operating condttions a lmear SISO system shown in 
Fig.2.2 can be represented by the equivalent mtegral equauon 
where p(kl(t) and Q(kl(t) are the kth integrals of the disturbances p(t) and q(t) at the input and 
output respectively, i e. 
u(t) = r(t) + p(t) 
y(t) = x(t) + q(t) 
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and r(t), y(t) are measured input and output of the h1gh order system. Suppose that the desired 
reduced order model which conveys the important dynamics of the system has the following form 
(4.4) 
where n <ns and ~ (t) is the output predicted by the reduced model. The parameter veetor 
Jl. = (ak,bk,ck; k=l,2, •.• ,n)T has to be 1denufied using the system measured mput r(t) and output 
y(t). If the reduced model mput u(t) and output~ (t) were replaced by the system measured input 
and output m (4.4) the result would be an equation res1dual which reflects the effeet of addluve 
disturbances in the measured data, J.e. 
The parameter veetor Jl. = ( ak,bk,ck; k= 1,2, ..• ,n} T can now be determined by forcing the 
residual ~<a ,t) close to zero using weighted res1dual methods descnbe in the previous chapter. We 
note that if the residual ~<a ,t) is zero equation (4.5) will be the same as (2.4) used previously for 
system idenuficauon where y(t) was the output of the system whose parameter veetor 
Jl. = (ak,bk,ck; k=l,2, ••• ,n)T were 1denufied from mput/output data. Hence from now on, the 
problem of model reducuon w11l be treated m the same manner as that of system parameter 
idenufication. 
When a quanutauve descnption of disturbances JS avrulable the model order reducuon problem 
is be formulated usmg the followmg mtegral equauon 
However, if the disturbances are unquantilied, i.e. 
p(t) =I a g (t), 
J=l J J 
n 
q(t) = r~ h (t) 
j=l J J 
(4.6) 
where (g;(t); j=l,2, ... .npl• {h;(t); j=l,2, •.. .nql are known, but the parameters (aJ; j=l,2, ... ,npl. 
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(J3it);j=l,2, ... .nql are unknown, then the equation to be used is 
(4.7) 
and Pjk = 13J~ and ~k = '1bk. In particular, if the disturbances are polynomials of unknown 
coefficients, i.e. 
~ "1 
p(t) = l.,a.( • 
j=l J 
then (4.7) becomes 
~ . 1 
q(t) = 2.., 13 ( 
j=l J 
where ~~pq= max (~, nq). When p(t) and q(t) are simply offsets we obtain 
n n n 1 k·l 
"" (k) "" (k) ~ t 4,~Y (t)- 4,bkR (t) + 2..,~-- =- y(t) 
k=l k=l k=l (k·l)! 
(4.8) 
(4.9) 
The MIMO model reduction problem can be fonnulatcd in a similar way as in §2.4. of linear 
MIMO system fonnulatiom. 
Notice that although the parameters {ck; k=l,2, ... ,n} in (4.6) have to be idenufied, they no 
longer 1denufy the in1Ual state values of the anginal model for the dimensions are not the same. 
They identify the in1tial state values of the reduced model. These iniual state values are important 
if simulation the reduced order model is needed for the purpose of comparing the measured and the 
predicted outputs. However, if the origmal model is available then zero initial conditions can be 
imposed in generating the input/output data which are needed to find the reduced order model and 
the parameters {ck; k=l,2r .. .nl need not be idenufied. The integral equation to be used when the 
onginal model is available 1s therefore simply 
( 4.10) 
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and standard Signals such as steps, impules and rnmps are allowed as inputs for generating the high 
order system output data. 
4.3. The integral equation and system modes 
In this secuon we shall analyse the effect of the integral equation representation and the 
anginal system modes on the the order of the reduced model. To simplify the analysis we shall 
consider only the problem with zero imtial conditions and with no addiuve diSturbances. In such a 
situauon the integral equation residual to be considered is 
n n 
x(t) + L:;.,X(k)(t)-L\U(k)(t) = ~(fl.t) 
k=l k=l 
(4.11) 
and the problem of model reduction is that of finding the vector parameter 
lt = (ak,bk; k=l,2, ... ,n)T by forcing the residual ~(lt. t) close 10 zero on [0, Trl using weighted 
residual methods. We shall now investigate the effect that the various system modes have on the 
integral equauon residual and shall seek to convey the reason why the system mtegral equauon is a 
useful vehicle for the purpose of model reduction. To simplify the analysis we shall assume that 
the original system has distinct modes, i e. the transient part of the solution to the ordinary 
differenual equation (4.1) is a linear combination of n5 distinct exponenuals. We can therefore 
write the solution as 
n, 
x(t) = Let' exp(jl) + h(t) 
J=l J 
(4.12) 
where h(t) = pu(t+T), p bemg the system gain. Substituung this soluuon into (4.11) we obta.m 
(4.13) 
where H(k) is the kih integral of h(t). In the equation residual (4 13) the modes of the orlg.mal 
system which are affected by the reduced model order n are reflected by the expression 
(4.14) 
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It is evident that the effect of fast modes (those with large lyJI) on the integral equation residual is 
naturally constrained by division by "!!• whilst the same process naturally amphfies the effect of 
the slow modes. Therefore forcing the mtegral equauon residual to be small will naturally identify 
1ts pnnciple components, i.e. the slow modes of the system. 
We conclude that the integral equatmn serves the purpose of model reducuon problem well 
because it naturally restrains the effect of the original system fast modes and increases the effect of 
slow modes and any residual thereby formed is primarily dependent on the system gain and slow 
transient modes. Choosing the ordinary differential equation and differentiating the data would have 
exactly the oppos1te effect, i.e. it would restrain the effect of slow modes and increasmgly 
emphasize the effect of fast mode components m the equation res1dual. 
4.4. Numerical results 
Since the model reduction problem ha_s been reconstituted as one of parameter identification, 
the numerical implementation of the weighted res1dual melhods applied to model reduction is the 
same as in !he previous chapter, and therefore will not be discussed here. We shall document the 
results of applymg the techniques to various problems of model reduction. Unless olherwise stated 
the residual used in each melhod ar1ses from the system integral equation, the formulation 
following that g1ven in §3.3. The input/output data required to produce low order models IS in the 
form of discrete time series [u(t;).x(t,); i=O,l •.. ,N) where the points t, are equidistant in time and 
span the interval [O,Trl. i.e. IN= Tr. Thus the inner product integrals required by the method of 
moments and the Galerkin technique (Legendre and Fourier) must be evaluated by a suitable 
quadrature rule; here the seventh order Newton-Cotes scheme is used. The trapezoidal scheme with 
variable step size is used in the case of Galerkin (Chebyshev) techmque for the same reasons as 
previously, i.e. to avoid the smgularity of the integrand at both limits of the observation time 
interval. 
Results quoted as 'least squares' have come from implementation of the least squares pomt 
collocauon equations (3.22); such results differ only neghg1bly from those produced by the least 
squares quadrature technique. In documenting the Galerkin technique, the results denoted 'Legendre' 
have been produced by choosing the shifted Legendre polynomials on [O,Trl. (3.26), as basis 
functions while !hose denoted 'general Founer', 'even Fourier' and 'odd Fourier' have been produced 
by basis function choices (3.28), (3.29) and (330) rcspecuvely. The mner product used for all the 
latter bas1s functions is the unweighted inner product (3.13). Results denoted 'Chebyshev' have 
been produced by the Galcrlan techmque using sh1fted Chebyshev polynomials on [O,Trl as bas1s 
functions m association wilh !he weighted inner product (3.27). 
4.4.1 Linear SISO model reduction 
Example 1. 
The linear system With transfer function 
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375000(s+0.08333) G(s) = 
7 6 s 4 3 2 
s +83.635s +4097s +70342s +853703s +2814271s +3310875s+281250 
has been used previously (Sinha and Bereznai [101], Sinha and Pille [102], Genesio and Pome 
[103]) to J.!lustrate model reduction techruques. The response of tlus system was simulated for a 
unit step input, zero iniual conc!Iuons and data was collected at N = 100 discrete equidistant points 
in time on the interval [0,10). Applicauon of the various weighted residual methods produced the 
second and third order reduced models shown in table 4.1 below. 
Idenuficauon method Second order Third order 
2 
Least squares 0.029s + 0.296 - 0.046s + 0.589s + 0 039 
2 3 2 
s + 2.201s + 2.512 s + 4.013s + 5.140s + 0.364 
Method of moments 0.023s + 0.282 2 
and - 0.042s + 0.576s + 0.034 
Galerldn (Legendre) 2 s + 2.093s + 2.399 3 2 s + 3.924s + 4.991s + 0.313 
0 0084s + 0.3229 2 Galerkin (Chebyshev) - 0.038s + 0.558s + 0.018 2 3 2 
s + 2.2420s + 2.743 s + 3.778s + 4.737s + 0.176 
-0.031s + 0.592 2 Galerlcm (General Fourier) - 0.048s + 0.592s + 0.077 
2 3 2 
s + 3.919s + 5.001 s + 4.131s + 5.408s + 0.680 
0 034s + 0.250 2 Galerkin (Even Fourier) - 0.045s + 0.588s + 0.045 
2 3 2 
s + 1.969s + 2.126 s + 4.026s + 5.168s + 0.407 
0.057s + 0.195 2 Galerlcm (Odd Fourier) - 0.048s + 0.599s + 0.049 
2 3 2 
s + 1. 799s + 1.663 s + 4 093s + 5.284s + 0.442 
Table 4 1. 
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The outputs produced by applymg a unit step to the actual system and the second and thtrd order 
reduced models produced by the least squares technique are shown in F1g.4.1. Clearly a third order 
model adequately descnbes the system dynam1cs though 1t IS arguable whether or not the second 
order model does so. Figure 4.2 shows sim!lar outpu!S for second order and third order models 
produced by other authors. The second order model was identified by Sin ha and Pllle [I 02] as 
Ga(s) = 0.341 
2 
s + 2.2412s + 2.9316 
while the tlurd order model was given by Sinha and Bereznai [101] as 
2 
Ga(s) = - 0.1142s + 0.854s + 0.40 
3 2 
s + 6.6677s + 9.605s + 3.4836 
Clearly the least squares weighted residual approach improves upon the step response transient 
approximation of the lauer two models. The step responses from the other weighted res1dual 
techniques differ only marginally from those in F1g.4.1 produced by the least squares point 
collocation approach. F1gure 4.3 shows the step responses of the second and third order models 
derived by using shifted Chebyshev polynomials and the weighted inner product (3.27) Within the 
Galerlan technique. As expected, the second order model1s mfenor to the thtrd order model though 
its trans1ent clearly Illustrates an almost even distnbution of error over the sampling penod. 
The above seventh order model output was also corrupted by additive Gaussian noise 
N(0,0.006) to simulate the effect of collecung noisy data from a high order system. The third order 
models identified by the vanous techniques are shown in table 4.2. At fmt s1ght it appears that the 
least squares method produces a Significantly different mpu!/output model following the vis1ble 
pole/zero cancellauon. In fact the third order models denved from noiseless data, shown m shown 
in table 4.1, differ only neghg1bly m thetr response since they 1denufy one very fast mode together 
with a second order mode whose real and imagmary parts are very sirnt!ar to that produced by the 
least squares method when applied to the noiSy data set. Figure 4.4 shows a v1sual comparison of 
the output of the third order reduced model1denofied v1a the G~lerkin (odd Founer) technique. 
Clearly the noise level is significant (s1gnal to noise rauo a twenty to one) and has a consequent, 
though not disastrous, effect upon parameter 1dentificauon in this latter scheme which is one of the 
weakest implementauons of the Galerkm technique. 
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Fig. 4.1. Least squares reduced model responses. 
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Fig. 4.2. PreviOus second and third order model responses. 
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Fig. 4.4. The effect of observauon noise upon reduced model identificauon. 
Identificauon method 
Least squares 
Method of moments 
and 
Galcrlan (Legendre) 
Galerldn (Chebyshev) 
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Tiurdordcr 
0 0255s2+ 0.331s- 0.000418 (0.0255s + 0.332)(s- 0.0012) 
= 3 2 2 
s + 2.333s + 2.8082s- 0.0036 (s + 2.334s + 2.811)(s- 0.0012) 
- 0.0036s 2 + 0.5488s + 1.0339 
3 2 
s + 6.2133s + 11.188s + 8.766 
0.0418s2 + 0.2913s + 0.3217 
3 2 
s + 2.978s + 4.540s + 2.720 
- 0.0201s2+ 0.9667s + 1.331 Galcrldn (Genernl Fourier) 3 2 
s + 9.363s + 16.870s + 11.224 
Ga!erldn (Even Fourier) 
Galerlan (Odd Fourier) 
- 0.0425s\ 0.7058s + 0.8267 
3 2 
s + 6.510s + 11.13ls + 7.0229 
- 0.1185s2+ 0.9582s + 0.5023 
s
3 
+ 6.840s2+ 11.113s + 4.2942 
Table4.2. 
To tllustrate the effecuveness of the techniques in presence of unquanufied polynomial 
disturbances, the actual input/output data of the original seventh order model was subject to the 
following additive disturbances when the measured input was r(t) = 2sm(0.5t) and the iniual value 
x(O) = 0.2: 
p(t)=l+t q(t)=3+2t+t2 
The second order model transfer funcuon idenufied using the Galerlan technique (with Legendre 
polynomtals Pi_1(t) fori= 6,7,8) was 
Ga(s)= 2 1.058 
s +7.043s+8.530 
Ftgure 4.5 shows the actual output x(t) of the seventh order model together with the actual output 
of the latter second order approxtmauon when both models are subject to the same input 
r(t) = 2sin(0.5t). 
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Fig. 4.5. Model simulation following idenufication 
in presence of unknown polynomial diSturbances. 
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Example 2. 
The major emphasiS in this section has thus far been placed on the residual formed from the 
system integral equation where application of the vanous wctghted residual methods leads to either 
a set of linear equations or a linear least squares problem. In thts example we Illustrate some of the 
potential difficulties that can arise from use of the stgnal residual and the subsequent nonlinear 
optimisation. The specific problem is to find a second order approximauon of the form 
a 
to the fourth order system 
2 
G( ) = s + 15s + 50 s 4 3 2 
s +5s +33s +79s+50 
The latter system was simulated for a unit step input with zero initial conditions and the output 
x(t) was collected at N = 80 equidistant pomts in the time mterval [0,8). The least squares method 
was used with the robust stmplex method as the nonlinear optimisation algonthm. The 
formulauon derived from the output signal residual, i e 
Tl 
J A 2 <~(a.t), ~(a.t)>= (x(t)-x(a,t)) dt 
0 
where ~m ,t) IS the output produced by the second order model when simulated with a step mput 
and zero initial conditions for a given !!=(01, e2]T. For every new estimate e1 and~ produced by 
the simplex algorithm the second order model was Simulated and the inner product was evaluated 
until the mmimum was reached. An extremly large of computational (cpu) effort was therefore 
needed, espectally when madequate tmtial estimates were chosen thereby leading to a very slow mte 
of convergence. 
Wtth initial parameter esumates for e1 and e2 of I and 40 respectively the optimisauon 
routine predicted a second order reduced model 4.347/{s2+5.538s+4.347) whde wtth initial 
estimates 0 and 50 the model 92.804/{s2+119.5s+92.804) was produced. The resulting reduced 
order model is clearly dependent on the ch01ce of intual parameter estimates and tt may be thought 
that the optimtsation rouune has converged to two different local minima, a posstbtlity in any 
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such nonlinear opumisation. Figure 4.6 shows the contours of the integral of the squared signal 
residual critenon and the presence of a long valley is ev1denL F1gure 4.7 shows the value of the 
latter cntenon as a function of 91 in a line taken along the valley and indicates that 91=5.538, 
92=4.347 is a unique mmunum that 1s potentially difficult to reach and that 91=119.5, 92=92.804 
is just a pomt along the valley that the optimisauon has not progressed beyond. 
4.4.2 Linear MIMO model reduction 
Example I. 
Although not detailed in the text, all the we1ghted residual techniques can be applied to lmear 
MIMO system 1denufication and control. We shall briefly quote the results from the appbcauon of 
one such model reduction method to a two mput, two output system with transfer function malnX 
4 3 2 4 3 2 Ss +108.5s +811.5s +2443.5s+25515.5 4.5s +95 4s +742.14s +2509.704s+3111.225 
D' D' 
G(s)= 
4 3 2 4 3 2 7.5s +142.ls +994s +2862.3s+2910.6 6.75s +145.125s +1123.74s +3673.917s+4225.284 
D' D' 
where 
D'=(s+2)(s+4)(s+6)(s+8)(s+l0) = s5+30s4+340s3+t800s2+4384s+3840 
The two mput s1gnals were chosen as: 
r1 (t)=20sin(0.5t) rz{t)=25sin(t) 
and the two outputs were computed on a ume interval [0,5] w1th N=IOO, samples being taken at 
eqwd1stant points m ume. The transfer function matriX with second order elements was identified 
by least squares method as: 
7.472s+18 698 5.605s+22.916 
D D 
Ga(s)= 
8.518s+21.337 9.578s+31.480 
D D 
where 
D=s2+t6.407s+28 083 
In figure 4.8 a companson is made between the true outputs and those of the reduced model. It can 
be seen that the reduced model is a very good approximation to the origmal system. 
1 • 8 
1 • 6 
1 • 4 
1 • 2 
.... 
= 
1 • 0 
0.8 
0.6 
0.4 
0.2 
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Fig. 4.6. Integral of squared signal restdual. 
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Fig. 4.7. Integral of squared stgnal residual along valley. 
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Fig. 4 8. A MIMO system and reduced model simulauon. 
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Example2. 
Here, the problem is to sunulate the behaviour of a de electric generator under the control of 
an automatic voltage regulator (a. v.r.). Tlus problem arose from a study of the operation of the 
generator as part of a power supply system in a mtlitary vehicle by M'" Keith Gregory in the 
department of Electrical and Electronic Engineenng at Loughborough Uruversity of Technology. 
The block diagram of system arrangement is shown in Fig.4.9 below. 
0 c utput urrent 
Main -• Exciter Lcni Generator 
vi 
P.W.M VOUI A.V.R + v2 
Switchmg 
Figure 4.9. System arrangement. 
In particular, we are concerned with the behavtour of the a.v.r. which creates the greatest problems 
in the circuit analysis smce its simulation is very slow and requires large amounts of 
computational effort. The ma1n section of this automatic voltage regulator circuit is shown m 
Fig.4.10. 
.l 
I 
R4 I 
I ~v3 
I 
1 1 Vout 
I 
I 
I y I y 
Figure 4.10. Electnc circUit of an a.v r. 
The devtce maintams the output voltage of the de generator constant under varying load 
conditions. The output from the ctrcuit V out controls the excitation level of the generator. The 
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main mput V 1 is effectively the tenmnal voltage of the generator, the second input V 2 is nonnally 
constant but can be vaned to limtt the generator output under overload condluons. For nonnal 
operation if V 1 falls V out rises and if V 2 falls V out falls. 
The central part of the cm:Utt is the dtfferential operational amplifier A. The amplifier output 
is V out and is related to the potential difference between the two inputs + and - • The frequency 
response of the amphfier ts effectively specified by the external components R7, R8, ~. C4, and 
c5, wtth Rs, R6, and c3 causing the amplifier to give an output proportional to the voltage V 3 
and its integral. The voltage v3 is derived from v1 via the dividing network R1, R3 and R4 and is 
smoothed by R2, c1 and C2. 
When stmulating the operauon of the generator, in the ume domam, under the control of this 
device it is necessary to detennine V out for any known values of V 1 and V 2· Calculatmg a transfer 
function for such a circutt is tedious and error prone and is generally based on the assumption that 
the operational amplifier is perfect This assumpuon can be avoided by usmg a simple equivalent 
circuit for A such as that shown in Fig.4.11 below. 
Ftgure 4.11. Electric cm:uit of an amphfier. 
• I I 
•V 
1 out 
I y 
The apphcauon of standard network analySis techmques to the complete cm:utt is straightforward, 
for instance mesh analysts gives nine integral equations of the fonn 
' 1 
V=Ri+CJult 
where i is the mesh cunenL These equauons can be solved in the time domain using standard 
numencal techniques, but the solution reqUtres large amounts of compuung time because the 
equauons are stiff, integration step lengths of lOOns typtcally bemg required. Obviously tt is 
desrrable to avotd such step lengths in simulations over periods of seconds so a transfer funcuon 
rcpresentauon of some fonn is to be preferred. 
If the numencal solution of the circuli mesh equauons is used as a source of data, a transfer 
funcuon of some order may be idenufied whtch can be solved m the time domain at step lengths of 
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4011s, as required by the generator equauons. The use of such a transfer function would give a b•g 
reduction in the computing times for the generator s1mulation. The problem is therefore that of 
model reduction, i.e. use the input/output data of the Circuit to find a transfer function of 
reasonable order which, if put in place of the circuit equauons, would give a suitable 
approximation to the behaviOur of the system. 
To produce the output data V out needed to approximate the circuit model of the a v .r. by a 
fourth order transfer funcuon, the circuit was simulated with an integration step length of 200ns 
and for inputs V 1 and V 2 as 
and 
{
27 
V
1 
= 
27 
_ I 5(500t) 
(1.0 + SOOt) 
{
6.2 
v2 = 6•2 _ o.2csootl (1.0 +SOOt) 
for t ,;; 0.0304 
fort > 0.0304 
for t ,;; 0.0606 
for t > 0.0606 
The output values were collected at N = 600 eqwdistant points in the time interval [0, 0.12], i.e. at 
intervals of 0.0002 sec; Fig.4.12 shows the graphical representation of V out· The delayed 
excitations V 1, V 2 were chosen because of the suffness of the system and the prohibitive ume 
taken for data acquisition from both transtent and steady state phases of the system response. These 
inputs also enable us to collect reasonable amount of data from both the trans1ent state 
(0.0304<~.12) and the steady state (0!>tS0.0304) of the response V out· The least squares pomt 
collocauon method produced the followmg transfer funcuon matrix: 
where 
3 2 
fl(s) = 84.132s - 1616878.167s - 37~89795.1209s- 6411244539.342 
3 2 
lz(s) = 35367.3343s + 25715173 085s + ~460497056.143s + 42570034721.4 
and 
D = s4 + 1545.927s3 + 2818236.948s2 + 1604387979.8943s + 24989106304.39 
To assess the performance of such a fourth order model the characteristics of the de electriC 
generator (the exciter field voltage Fig.4.13; the generator current and voltage outputs Fig.4.14 and 
Fig.4.15; and the timing ramp Ftg 4.16) under the control of both the original circuit model and 
its fourth order approxtmant when the input V 2 IS kept constant at 6.2 were plotted. Although the 
a.v.r. output is slightly different from that of its the reduced order model as shown m Fig.4.17, 
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this does not result in sigmficant differences in the generator characteristics. What is more 
Important is that the generator can be simulated wilh a 42% less computational effort (cpu ume) 
using the fourth order model 
Notice that techniques requinng zero 1mual condiuons will not be able to be used m such 
circumstances, i.e. cm:umstances where using few data points of a previous steady state and few 
data points from the actual tranSient state of the system response for identification or model 
reduction purposes. Those techmques will reqmre huge amounts of data points between the 
transient and the steady state of the system response, espec1ally when if the system is very slow. 
4.5. Summary 
The problem of model reduction from mput/output data has been reduced to that of parameter 
idenufication and Lhe concepts of we1ghted residual methods, which have in the past been 
classically used to solve ordinary d1fferenual equauons, have been extended to cover Lhis problem. 
The system integral equation, from which the residual is formed, has been shown to be a useful 
vehicle to derive reduced order models from noisy input/output data since any residual thereby 
formed is primanly dependent on the system gam and slow transient modes. Thus excellent results 
have been obtamed followmg application of vanous we1ghted residual melhods though the least 
squares pomt collocauon method is favoured by the author for it is an optimisation scheme and 
requires less computational effort. The app~cations presented include SISO model reduction wilh 
and without adchtive chsturbances and MIMO model reducuon problems. In MIMO model reducuon 
the least squares method was applied to a practical problem mvlovmg the reduction of a high order 
model of an automauc voltage regulator (a.v.r.). The ongmal model of the a.v.r. was difficult to 
obtam and the only way of obtaming the corresponding reduced model was by using input and 
output data of the system. A range of potenual Galerkin approaches has been presented and 1t is 
noteworthy that use of Chebyshev polynomialS and an associated weighted inner product yields 
models that have a relauvely even signal error over the sampling mterval. 
When applying we1ghted res1dual methods to hnear systems descnbed by their integral 
equation, model parameter esumates result from the soluuon of a set of linear equations and hence 
any convergence difficulues assoc1ated w1th nonlinear problems generated by weighted Signal 
residual methods are avoided. Add1Uonally, computauonal effort is kept to a minimum by use of 
the integral equauon res1dual. As a gu1de, computauon times usmg the integral equation res1dual 
are typically two orders of magmtude smaller than when using the signal residual in problems with 
four or five parameters. 
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CHAPTER 5. 
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5. SYSTEM ORDER DETERMINATION 
In this chapter we present two different methods for identifying the order of a continuous linear 
SISO system using input/output data. A non.square matrix is formed whose columns represent the 
values of successive muluple integrations of the input and output data at many equidislant points 
in the time interval of observauon. The first method is based on the number of non·zero singular 
values of this matnx. The second method produces a square matrix by projecting the columns of 
the latter non·square matnx onto an orthogonal space spanned by slufted Legendre polynorruals and 
deduces the order of the system from the number of non·zero eigenvalues of the square matrix 
thereby obtained. The effect of disturbances on the esimated model order is analysed and the 
techniques are illustrated by numencal examples. 
5.1. Introduction and problem statement 
Although much attention has been given to parameter identiflcauon of linear systems, 
relanvely little effort has been tmployed in idenufymg the system order; it is assumed to be known 
in most situations. In practice this assumpuon ts not always fulfllled and therefore the number of 
identifiable parameters is not predetermmed. Thus the deciSion of the order IS very important and 
any Identification procedure without a pnori knowledge of this parameter may be judged 
unsatisfactory for many pracucal applications. Moreover, of those techmques for system order 
determmation which do extst most are destgned for discrete systems as are the majority of 
parameter tdenuflcation methods. Also such methods are often computationally demandmg since 
they are largely based on itemuve procedures. 
The techniques which w!ll be developed here are destgned for conunuous linear system order 
determination. Thetr mam advantage over those diScussed in the hterature survey IS that, given an 
initial over estimate of the model order, the true system order is determined by a precise 
formulation. Lit!le computauonal effort IS required and the methods are found to be robust in 
identifying the correct order even when data is subject to additive disturbances. The problem is 
stated as follows: gtven input/output data observations of a continuous linear SISO system 
described by 1ts ordmary dtfferenual equauon 
(5.1) 
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(i) 
X (0) = x10 i = I , 2, ... , n-1 
where (x(i)(O); i=1,2, .... n·l) arc the initial conditions, x(t) is the system output and u(t) the 
system input, we seek to determine the system order n without any pnor knowledge of the system 
parameters (a;. b1 ; i=1,2, ... ,n). 
Since the methods are based on multiple mtegrals of data it is better to replace (5.1) w1th its 
eqwvalent integral equation representation, i.e. 
(5.2) 
The problem IS now to determine the order n of the system using only the successive mtegrals of 
input/output data, i.e. (U(k)(t),X(k)(t); k=1,2r .... ). 
To develop the analytical relation between data and its multiple integrals we devote the next 
two sections to the solution of the system ordinary differential equation (5.1) and its multiple 
mtegrals. 
5.2. Solution of input/output equations 
A classical way of fmdmg the solution of equation (5.1) is to map the ordmary differential 
equation in the time domain mto an algebraic equation m the complex frequency domain via 
Laplace transformation. The algebraic equation is solved and the result is mapped back into the 
time domain via inverse Lap lace transformation to provide the solution of the onginal ordinary 
differential equation. The Laplace transform of (5.1) gtves 
where X(s), U(s) are the Laplace transform ofx(t) and u(t), and the coefficients (c1 ; i =1,2, ... ,n) 
are identical to those in the integral equauon (5.2). Notice that Laplace transform of (5.2) could 
have been used to produce the same equauon (5.3). Fmally equauon (5.3) may be solved for the 
transformed output, i.e. 
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X(s)= 
n-1 
c1s + ... +en 
n n·l + 
n-1 b1s + ... + bn 
n n-1 
U(s) (5.4) 
s +a1s + ... +an s + a1s + .•. +an 
Now X(s) can be expressed as a partial fraction expansion in tenns of the roots of its denominator 
polynomial (assuming that U(s) is rational funcuon of s). These are clearly the system poles, i.e. 
the roots of the charactenstic polynomial: 
plus any additional roots in the denommator of U(s). The characteristic polynomial P(s) can in 
general be factorised as: 
where R = r1 + r2 + ••. + rk; y1, y2, ••• , yk are repeated roots and 'Yk+t•Yk+l' •. ··'Yk+n-R 
are disunct roots. The transfonned output can then be expanded as: 
rl p rk p k+n-R B 
X(s) = L _I_J_ + ... + L _k_J_ + L _l_ + H(s) 
J=l (S+Y/ J=l (S+tl J=k+l (s+~) 
(5.5) 
where {(3,
1
; i=l,2, ••. ,k; j=l,2, ••• ,r1), {B1; J=l,2, .•. ,k+n-R) are constants known as residues and 
H(s) is a rational functiOn of s whose denominator is that of U(s). Mappmg back the transfonned 
output mto the time domam usmg inverse Laplace transfonnation we obtain the general solution 
of (5.1) which can be written as: 
rt rk. k+n-R 
x(t) = LP1 t 1 exp(-'- t) + ..• + LPk ~-I exp(-lt) + LB exp(-Yt) + h(t) (5.6) J=l J J=l J J=k+IJ J 
We note that the shape of the output ttme function x(t) IS dctennined principally by two factors: 
the poles of the system and the shape of the ttme functton h(t). The shape of h(t) is suntlar to that 
of the input u(t) except that 1t IS phase shifted and muluplted by the system gam p, 1.e: 
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h(t) = pu(t+T) (5.7) 
Notice that if the input is not a periodic signal we have T = 0 and h(t) = pu(t). We define the 
fundamental solution set of (5.1) as being the umon of the subsets corresponding to each of the 
repeated roots and the subset corresponding to distinct roots, i.e: 
(5.8) 
Hence the soluuon can be written as 
n 
x(t) = L~ w (t) + h(t) 
1=1 1 1 
(5.9) 
where the coefficients [~; ;i=1,2, ... ,n) can be dctennined. 
5.3. Multiple integration 
In this section we shall find an analyucal relationslup between the signal output x(t) and its 
successive integrals 
forq >2 
t (5.10) 
(1) f X (t) = x(tl)d1 
0 
However before doing so we shall firstly find a general formulauon obeyed by successive integrals 
of the general expression : 
r, 
x (l)= L~ t 1 exp(-'l;l) 
r, J=l •J 
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Integraung once gives: 
= ±~ [ (_I!:: + Q-lrti·2 + ... + Q-l)(i=2) ... I )exp(-'(~)] 
J=l lJ 'Y, ..;; r. 
Collecung tenns in ~. ~2, ••• :t'i we obtrun: 
where~ (1); j =1,2, .•• r; are constants whtch can be detennmed. Thus 
IJ 
t 
0 
continuing thiS process we see that the qlh (q<:l) multiple integral of x.,;<t) will have the fonn: 
and hence the qlh multiple integral of x(t), i.e: 
(5.11) 
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where (~ ;j=l,2, .•. ,q) are constants whtch can be dctennined and H(q){t) is the qth integral ofh(t) 
as defmed by (5.10). X(q)(t) can also be wnuen as: 
q2:1 (5.12) 
where (wJ(t); j=l,2,. .. , n) are the elements of the fundamental set defined in (5.8) and 
!a}q); j=1,2, ... ,n) are corresponding coefficients. 
5.4. A non-square matrix for model order determination 
We shall propose a method for detennining the order of a linear SISO system. The method 
consists of mvestigating the behavtour of the singular values of the following rectangular matrix 
X (l)( ~' x(2)( ) X( m)( ) u<2)( ' u(m)( ~' m-1 tO' t0 ... to tO' ••. tO' to ... 'o 
M= (5.13) 
X(!)( ) x(2)( ) x(m)( ) u(2)( ) u(m)( ) m-1 ~ ~ ... ~ tN ... ~ ~ .. -~ 
where (~; j=O,I, ... ,N) are the discrete points in time at which input/output data tS observed and m 
is an over esumate of the model order. The matrix M ts of dtmension (N+l, 3m-2}, with 
N+ 1» 3m-2 in general. 
Theorem: 
U n is the order of the system and m>n then there exists an input signal u(t) such that the 
matrtx M has n5=(m-n) zero smgular values. The order of the system is therefore given by 
Proof: 
To prove the theorem we need to show that there are n5 columns in the matnx M which 
whtch can be expressed as a linear combmauon the other n+2m-2 columns. We can select these 
columns to be 
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(5.14) 
X(n+l)( ) x(m)( ) ,IN... IN 
and show that every one of them can be expressed as a linear combination of the rest of the 
columns of matrix M. To do thts we must show, that for all 1 ~ j ~ m, x<n+j)(t) and 
(X(i)(t};t=1,2, .•. ,n}, (u'il(t); i=2,3, .•• ,m) and {ti; i=1,2, ••• ,m-1) are lmearly dependenL Using 
the integral equauon representation for linear systems (5.2) we can generate n5 lmear combinations 
relating ( X(n+J) (t); j= 1,2, •.. ,ns) to (x<•> (t); i= 1,2, .•. ,n), (U(i) (t); i=2,3, .•. ,m) and 
{ti; i=l,2, ... ,m-1 ). If the theorem holds for n5 > n it automatically holds for n5 < n , therefore 
we only need to prove it for the case where n5 > n. Integrating the mtegral equation (5.2) n5 umes 
from 0 to t we generate the followmg set of algebrruc equauons: 
n·l n n k+n ·1 (n+n,) (n,) "" (k+n,) "" (k+n,) "" t ' 
a X (t) =-X (t)-~~X (I)+ ~bkU (t)-~ck 7-----:-:-: 
n k=l k=l k=l (k+n5-1)! 
From which we can wnte: 
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(5.15) 
where the coefficients (akGl, ~k(J), ykul; j=l,2, .•. ,nsl can be determined. Using forward 
subsutuuons in (5.15) we can show that for all l!>J!>ffi, x<n+j\t) can be expressed as a linear 
combmation of (X(1)(t); i=l,2, .•. ,n}, (u''l(t); i=2,3, ... ,m} and (ti;i=l,2, ..• ,m-l}, i.e: 
for j=l,2, .•• ,n5 (5.16) 
ul G> ul. . . Gl u> u>.· where (akJ .~kJ ,ykJ , J=l,2,. .. ,n5 } can be determmed from (ak ·~k ,yk ,J=l,2, .• .,n5 }. 
This means that there are n. columns which are linearly dependent on the other columns of matrix 
M and hence there are at least n5 zero-singular values. If we show that (X(i)(t); i=1,2,. •. ,n}, 
(U(i)(t); i=2,3,. .• ,m) and {t1; i=l,2,. .. ,m-l} are linearly independent we can say that the matnx M 
has exactly n5 zero singular values. We can do that prov1ded that the input u(t) IS a non periodic 
signal and chosen so that (u'il(t); i=l,2, ..• ,m) and (ti·l; i=l,2, .•• ,m) are bnearly independent. 
Tlus means that any linear combmation 
(5.17) 
unless a',= W; = 0, 't i >I. If (X('\t); t=l,2, .•. ,n}, {u'1l(t); i=2,3, ••• ,m) and (t1; i=l,2, .•. ,m-1} 
were linearly dependent then constants (a"i; i=l,2, .•. ,n},{~" 1 ; i=2,3, •.. ,m) and (y",; 
i= I ,2, •.. ,m-1) can be found such that they are not all zero and 
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(5.18) 
Now for a non-periodic signal u(t) we have h(t) = pu(t) and Ifql(t) = pU(q)(t). U we replace 
{X(i)(t); i=1,2, ... ,n} in (5.18) by the right-hand-side of (5.12) we obtain an equation of the fonn 
(5.19) 
where {a,; i=1,2, •.• ,n}, {J.Li; i=1,2, •.. ,m} and {vi; i=1,2, ••. ,m} are not all zero. Notice that 
{cri; i=1,2, ..• ,n} cannot all be zero because (5.19) would contradict (5.17). Rearranging (5.19) we 
have 
(5.20) 
Equation (5.20) can only be true u the expression of the input u(t) contains a linear combination 
of the elements of the fundamental set of solutions { w1(t); •=1,2, ... ,n}, i.e. 
n 
u<t> = f<t> +Is w co 
1=1 1 1 
(5.21) 
where {1;1; i=1,2, .•. ,n} are not all identically zero and f(t) is the soluuon of the homogeneous 
ordinary dJ.fferenual equation 
(5.22) 
Choosmg an input s•gnal such as given by (5.21) means exciung the system at one of its natural 
modes. If such inputs are avOided then condmon (5.17) becomes sufficient to make matnx M have 
exactly n5 zero-smgular values. This completes the proof of the theorem. 
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5.4.1 A simplified problem 
The prev1ous theorem was proved for a general Situation. However the problem can be 
simplified by e1ther an adequate chmce of input signal or by imposmg zero imual conditions when 
generating the mput/output data. 
Standard inputs 
Standard input s1gnals such as impulses, steps and ramps cons1derably simplify the form of 
the matrix M whose singular values are to be determined. This also results in less computational 
effort thereby requrred to fmd the singular values. If one of these standard inputs is selected, the 
columns (d')(t); i=2,3, ... ,m) and (ti; 1=1,2,. .. ,m-l) wlil be linearly dependent and therefore only 
the maximum number of linearly mdependent columns are needed in such circumstances. The 
following matnces will be used when such standard mputs are selected to sumulate the system: 
M = unpulse 
X(1)(to) (m)( ) m·1 ... x t0 t0 ... t0 
(1) (m) m·1 
X (~) ... X (~) ~···~ 
M = 
ramp 
M = Slep 
(1) (m) m 
x (t0) ..• x (t0) 1o ... t0 
(1) (m) m 
X (~) ..• X (IN) ~ ..• ~ 
(1) (m) m+1 
X (~) ..• X (~) ~ ... ~ 
Each of these matrices has n5 zero smgular values. 
Zero mitzal condmons 
Imposmg zero miual condmons when generating the data also simplifies the computauonal 
effort by rcducmg the s1ze of the matru M wh1ch then has the form 
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Mzero= 
The input u(t) can also be a step, Impulse or a ramp. 
S.S. Use of shifted Legendre polynomials 
In this section we will generate a square matnx by projectmg the columns of matrix M onto 
an appropriate number of shifted Legendre polynomials (P .&(t); t=q,q+l, ... }. The projection of a 
column x<il(t); t e [0, Trl onto a shifted Legendre polynomial P .&(t); t e [0, Trl is defmed by the 
following inner product 
Tr 
<x''\o. P z<t>> = J x''\t)P ,_(t) dt 
0 
where Tr= tN. We note that 
<t
1
,Pt(t)>=O Lf t>i 
(5.23) 
(the proof for thts can be found m AppendiX C) and the result of projecung (X(1)(t); i=l,2, ... ,m}, 
(U(1)(t); I=2,3, .•• ,m), (ti; t=l,2, ... ,m-1) onto (2m-1) shifted Legendre polynomials 
(P .&(t); t=q,q+l ... , q+2m-2), where q>m-1, produces the square matrix 
(5.24) 
(I) (m) (2) (m) 
<X (t),Pq.(t)> ... <X (t),Pq-(t)> <U (t),Pq.(t)> ... <U (t).Pq-(0> 
where q'=q+2m-2. We also note that the presence of mmal conditions has been eliminated by tlus 
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process of proJection. 
Theorem: 
If n IS the order of the system and m>n then the matrix ML has n5 =(m-n) zero-eigenvalues. 
Therefore the order of the system is given by n=m-n5• 
Proof: 
Equauon (5.16) gives: 
j=l,2, ... ,n5 
This means that n5 columns 
j= 1 ,2, ..• ,n5 (5.25) 
l=q,q+l, ••. ,q+2m-2 
are hnearly dependent on the other columns. Smce the mput s1gnal is chosen so that 
(X(i)(t);i=l,2, ..• ,n) and (u<1>(t);i=2,3, ... ,m) are linearly independent, the matnx ML must have 
exactly n5 zero e1genvalues. 
5.5.1 A simplified problem 
As previOusly stated an appropnate choice of input signals simplifies the computational 
effort. Therefore for standard mputs (steps, 1mpulses, ramps) the matrix to be used to compute the 
eigenvalues becomes 
(I) (m) 
<X (t),P q.(t)> ... <X (t),P q.(t)> 
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where q'= q+m-1. Notice that the number of non-zero eigcnvalues is equal to the system order n. 
In the case of a ramp mput stgnal the shifted Legendre polynomtals must be chosen such that 
q>m+l. 
5.6. The effect of disturbances 
In practical snuauons the measured input/output data may be subJect to unknown addtuve 
disturbances and in this secuon we shall invcsugate the effect of these dtsturbances on system order 
determination. The relationship between the measured and the true system input/output data is then 
given by: 
u(t) = r(t) + p(t) 
y(t) = x(t) + q(t) 
where r(t) and y(t) are the measured data, x(t) and u(t) being the true signals of the system. Very 
often the disturbances are simple offsets due to cahbration of the apparatus but we shall consider 
the general case of polynomial disturbances. 
5.6.1 Effect of polynomial disturbances 
Suppose that additive dtsturbances on both the mput and the output are polynomials wtth 
unknown coefficients, i.e. 
"u . 
u(t) = r(t) + L'l': t1 
1=0 1 
y(t) = x(t) + I.'P/ 
t=O 
(5.26) 
where nu, ny. (lj/1; t=l,2, ... .nul and ( <p1; i=l.2r .. ,ny) are unknown. The output of a linear system 
when subject to the input u(t) is the sum of two outputs, that due to r(t) and that due to the 
corresponding addiUve polynomtal. The total output y(t) wtll therefore have the form: 
n "u 
x(t) = LA1w1(t) + h'(t) + L'V'/ 
•=I t=O 
(5.27) 
where h'(l) = pr(l). The measured output wtll therefore be: 
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n n, 
x(t) = LA·w (t) + h'(t) + l:'V" t1 
1=1 1 1 t=O I 
(5.28) 
where n1= max(n0 ,ny). By usmg prevtous analysis that led to (5.12), the qth integral of the 
measured output will have the form 
(5.29) 
The only dtfference m structure between (5.29) and (5.12) is that (5.29) has (n1+1) more terms, i.e. 
(tq, tq+l. 00 .. tq+n1), therefore the matrix M to be considered in thts situation must have at least 
(n1+1) more columns than previOusly. If n1 is unknown then (nb+1) columns can be added to 
matrix M (with n~nt) to gtve: 
(I) (m) (2) (m) m+nb 
Y (t0) oo• Y (to> R (t0) oo• R (t0) t0 000 t 0 
M= 
Following simtlar analysis with shifted Legendre polynomtals ML becomes: 
where q>m+nb and q'= q+2m-2. Noucc that wtth shifted Legendre pclynomials the matrix ML has 
the same form as before, except that the pclynomtals are of higher degrees. 
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5.6.2 A simplified problem 
We no!e that 1f the input s•gnal is of a standard {steps, impulses, ramps) form the problem can 
also be simplified s1mply by choosing the matnx to be 
_11) _lm) m+nt, 
r <to> ·- y· <to> la ··· la 
M =M =M = ramp step unpulse 
Further sunphfications can be made using the sh1fled Legendre polynomials of appropriate order 
since the matnx becomes 
for q;;:, m+nb and q' = m+q-1. 
5.7. Numerical results 
In pracuce we provtde an 1mual over esumatc m of the model order. The matnx M IS then 
computed by su1table numencal multiple integration of the input/output data sets; here the 
trapezmdal integration scheme is used. The inner product in!egrals which consutute ML are 
computed numencally using the Newton-Cotes seven pomt formula The results are quo!ed for 
measured data in full floating point form and also for such data following twelve bit analogue to 
digital conversion. The routine to find singular values of M reduces M to upper triangular form by 
Householder transformauons. It then uses Givens plane rotations to reduce the triangular form to a 
bidiagonal form, and finally the QR algonthm 1s used to obtain the singular value decomposiuon 
(Wilktnson [18]). The routine used to find the eigenvalues of ML involves the reduction of ML to 
an upper Hessenberg form and the QR algorithm (WJ!kmson [17]). 
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Example 1. 
Firstly we constder a sunple ftrst order system 
~t) +x(t) =u(t) 
The total observation tune was chosen to be T r = tN = 5 wtth N = 500. The input was a unit-step 
i.e. r(t) = 1 'I t > 0. Two different estimates (m=2 and m=4) of the order were talcen and the 
singular values of Mstep and eigenvalues of M'L are as shown in tables 5.1 and 5.2. Results for 
the situation in which the measured output dtffers from the actual output by a constant offset are 
also documented. 
No offset 
167.3 
17.98 
1.25 
0.37.10·14 
no offset 
-0.175 
0.99.1Q-9 
m=2 
m=2 
Singular values of M51ep : 
m=4 
Offset=4.0 No offset 
667.03 338.24 
67.8 46.5 
0.492 8.48 
0.11.10·13 1.46 
0.18 
0.12.1Q-13 
0.9.10-14 
0.37.10·14 
Table 5.1. Singular values of Mstep for example 1. 
Etgenvalues of M'L: 
offset= 4.0 
~.175 
0.99.1Q-9 
m=4 
no offset 
~.162.10-1 
~.10.10-9 
~.18.10·10 
0.33.10-11 
Table 5.2. Eigenvalues of M'L for example 1. 
Offset=4.0 
1378.10 
186 9 
32.84 
4.24 
0.453 
0.22.10·13 
0.11.10·13 
0.10.10-13 
offset=4.0 
~.162.10-1 
~.10.10-9 
~.18.10·10 
o.33 to-u 
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The singular values were calculated on a computer whtch has E=IQ-7 as the value of£ such that 
l+e > I. Hence values less than IQ-7 are considered as neghgible. From the above results we can 
see that the offset did not change the number of non-zero etgenvalues nor the number of zero 
singular values and in all cases the system order is correctly tdenufied as one • 
Example 2. 
This second example consists of a second order system: 
x(t> +4~t> = 4r(t> 
with the irutial conditions 
x(O) = 0.5, ~0) = - 2.0 
The input signal r(t) was again a unit-step and the time interval for measurements was T f = ~ = 5 
wtth N = 500. The results shown below are for both types of data, i.e. floaung point and 
following 12 bit analogue to d!gttal conversiOn. Over esnmates of the system order were chosen 
as m= 3, 4 and 5. The singular values and eigenvalues were found to be: 
Smgular values of Mstep 
m=3 m=4 m=5 
Real data ND Real ND Real ND 
269.99 26999 347.83 347.83 398.03 39803 
33.49 33.49 47.45 47.45 59.02 59.02 
5.48 5.48 8.68 8.68 11.73 11.73 
0.77 0.77 1.52 1.52 2.33 2.33 
0.28 0.28 0.30 0.30 0.38 0.38 
O.I.I0-13 0.13.1Q-4 0.117 0.117 0.19 0.19 
0.64.1Q-13 0.14.1Q-4 0.02 002 
0 16.JQ-l4 0.30.IQ-S 0.17.IQ-13 0.12.1Q-4 
O.ll.lQ-13 0.32.!Q-S 
0.43.IQ-14 0.26.JQ-6 
Table 5.3. Singular values of M51ep for example 2. 
Real data 
-0.141 
0.11 
0.4.10-9 
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Eigcnvalues of M'L 
m=3 
NO 
-0.141 
0.11 
Real 
0.087 
-0.03 
m=4 
-0.16.10-5 (0.29.10-11 
+j0.15.10-10) 
(0.29.10-11 
-J0.15.10-10) 
NO 
0.087 
-0.03 
Real 
-0.047 
0.0057 
m=5 
-0.27.10-5 -0.23.10-10 
-0.68.10-6 (-0.10.10-11 
+j0.31.10-11) 
(-0.10.10-11 
-J0.31.10-11) 
Table 5.4. Eigenvalues of M'L for example 2. 
NO 
-0.047 
0.0057 
(-0.15.10-5 
+J0.9.10-5) 
(-0.15.10-5 
-J0.9.10-5) 
-0.46.10-7 
The noise effect induced by A ID quantisatlon error makes determination of zero singular values 
and eigenvalues more difficult and m such mstances the relative sizes of adjacent singular values 
and eigenvalues must be noted • It is then clearly possible to disunguish negligible values from 
non-zero values. Agam we note that the system order is correctly Identified as two. 
Example3. 
ThiS is the same example as the previous one with the exception that the output and the input 
are subJect to additive polynomial disturbances i.e. 
g(t) = 1 + t h(t) = 3 + 2 t + t2 
In such a Situation we use the square matnx (M' I.) formulation. The inner products of the multiple 
integrals and the shifted Legendre polynomials had q = 6 for m=3, q = 7 for m=4 and q = 8 for 
m=5. The observation interval time was IN = 5 with N = 250. The numerical results show that the 
number of non-zero eigenvalues M'L IS two m all cases. 
m=3 
0.29.10-1 
-0.65.10-3 
-0.25.10-8 
Eigcnvalues of M'L 
m=4 
-0.12.10-2 
0.103.10-3 
-0.912.10-8 
-0.450.10-8 
Table 5.5. Eigcnvalucs of M'L for example 3. 
m=5 
0.48.10-2 
-4 
-0.130.10 
-0.98.10-7 
0.26.10-8 
-0.69.10-8 
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Examp/e4. 
A final example consists of a third order system where the charactensuc polynomial has a 
repeated rooL The system, subject to a step input r(t) = I, IS 
'i'(t) +5~(t) +8X{t) +4x(t) = 4r(t) 
~(0) = -14.0, X{O) = -2.0, x(O) = 0.5 
with a correspondmg charactensuc polynomial 
P(s)=(s+2)2(s+l) 
The ume interval of measurement IS T f = tl'l = 8 with N = 400. Only one estimate of the order was 
taken, i.e. m= 5, and the results are quoted in full floaung poinL 
Singular values of Mstep 
No disturbance 
225.883 
198.604 
32.377 
7.006 
1.447 
0.5001 
0.1125 
0.000321 
0.229.10-10 
0.33.10-13 
m=5 
No disturbance 
-0.117 
0.32.10-1 
-0.35.10-3 
0.117.10-10 
0.298.10-10 
E1genvalues of M'L 
q(t) = 3 + 2 t + t2 
p(t) = I + t 
0.67.10-2 
-0.114.10-2 
-4 0.311.10 
-0.22.10-7 
0.71.10-8 
Table 5.6. Singular values of Mstcp and e1genvalues of M'L for example 4. 
The numcncal values show that a repeated root of the charactensuc polynomial has no effect in 
1dennfymg the order of the system under study. 
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5.8. Summary 
Two methods have been proposed for system order idenulicauon in continuous SISO systems; 
these can easily be extended to include MlMO model order determmauon. The first method is based 
on the behaviour of singular values of a non-square matrix the elements of which represent 
multiple integrals of input/output data sets. The second method is based on inner producting the 
columns of th1s non-square matrix w1th shifted Legendre polynomials to produce a square matnx. 
The number of zero eigenvalues of th1s square matrix determines the system order. The major 
advantage of these techmques over many others in the hterawre is that only one test is sufficient 
to exactly determine the order of the system under consideration. Non-zero initial conditions and 
additive polynomial disturbances at both m put and output have no effect on finding the correct 
order. Although the methods can 1dcnufy the order from data generated using a wide range of 
nonperiodic input signals, standard mputs such as steps, Impulses and ramps are to be preferred 
since they significantly reduce the dimension of the problem. 
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CHAPTER6. 
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6. LUMPED PARAMETER APPROXIMATION 
OF 
DISTRIBUTED PARAMETER SYSTEMS 
The problem of approximating d!stnbuted parameter systems by lumped parameter models 
will be reduced to an identification problem where the unknown parameters can be identified from 
measured input/output data using various weighted residual methods. Numencal examples include 
application of the least squares method to idenufy lumped parameter models which approx1mate 
distnbuted models of parabolic (heat equation) and hyperbolic (wave equation) structures. The effect 
of noisy observations is also considered. 
6.1. Introduction 
D1stnbuted parameter systems (DPS's) are systems where the state variables vary conunuously 
in one or more spaual d!rections within physical system boundaries. Unhke continuous lumped 
parameter systems (LPS's) which are modelled by ordinary differenUal equations, contmuous DPS's 
are modelled by partial differential or mtegro..d!fferential equations. DPS dynam1cs of parabohc and 
hyperbohc type can in general be represented by an operator statement, i.e • 
.C
1
(x(z,t)) = .Cz<x(z,t)) + u(z,t) z e n (6.1) 
with in1Ual and boundary cond1Uons 
x(z,O) = x0 z e n 
.i:_ (x(z,t)) = ll. Z E r 
where .C1 and .Cz are partial d1fferential operators, n IS the spaual domain with boundary r, .1: is a 
vector parual d!fferential operator whose d!mens1on ts determined by the number of boundanes and 
u(z,t) IS a forcing term Even though DPS's as descnbed by (6.1) are infinite dimensiOnal, usually 
they must be controlled by fimte dimensional controllers. There are two methods of desigmng 
controllers for such systems. The frrst method is to approximate the DPS to be controlled by a 
fimte number of lumped parameter models and use classical methods based on lumped systems to 
des1gn the controller. The second technique, called the d!rect method, is to design an infinite 
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dimensional controller then reduce its model for implcmenlation purposes. Our concern is not how 
to design controllers but is how to oblam a lumped parameter approximatton to a distributed 
parameter system. The obvious way is to decompose the spatial domain n mto a sufficient, fintte 
number of smaller domains and oblatn the correspondmg mathematical description. This can be 
achieved by discretizmg the spatial domain usmg either fimte difference or finite element 
techniques. More detat!s about discretization methods can be found m TzafeslaS [79). In both cases 
the distributed parameter system will be decomposed m to a flDlte number of subsystems which are 
coupled through interaction variables. The corresponding mathematical description of the 
decomposed system will have the form 
" L
1
(x (t)) = g(x {t), u {t), w) 
1 1 1 1 
(i =1,2, ... ,N,) (6.2) 
with the intual and boundary conditions 
x1{0) = XiQ (i =1,2, ... ,N5) 
:t, (x,(t)) <: Q (i =1,2, ... ,N5) 
" where L
1 
IS an ordmary differential operator, N, ts the number of subsystems and w; is the 
mteractton function which represent the interactton with other subsystems and which can be 
expressed as 
w1 = h(x!, xz, ... , xk, ... , xN,) k * i (i = 1,2, ... ,N5) 
Thts approach to approximaung DPS's by a finite number of mterconnec11umped parameter 
models has attracted the attentton of some researchers. Macleod and Campbell [77) used lumped 
dtscrete models of parallel and cascade types to approximate distributed systems. The parameters of 
these models were idenufied from input/output data The techmque IS based on spattal and temporal 
pulse response denved from the Green's function assoctated with the boundary condiuons. The 
authors fll'St derive a "parallel model·discrete space" from pulse responses at each point in space, 
and "parallel model·discrete time" from the pulse response at various points in time. They then 
combine the space and time pulse response models in vanous ways to obtain the overall model of 
DPS. For the cascade modcllmg, the system was dtscreuzed m ttme and space m to small segments 
(using fimte differences) and a series of mterconnected identtcal transfer functions is formed from 
the pulse response of each segment. This approach was applied to a diffusion type system. The 
-130-
authors suggest that 1f the system 1s homogeneous the cascade model is preferable smce it requires 
fewer spatial observauons than the parallel model. However, if the system is not homogeneous the 
cascade type cannot be used. Anderson and Parks [78) approximated an LC transmission line, an 
RC line (heat equation), a towed cable and a deep-sea mine hauling pipe by lumped systems. 
Controllab1hty properues were examined m the frequency domain in order to delimit the region of 
val1dity of the approximation w1th the conclusion that approximations were vahd over a hmited, 
low pass, temporal frequency band and fast acung (high frequency) controls do not g1ve good 
approximations. 
In the following sections we shall determine lumped parameter models which approx1mate a 
distnbuted parameter system at a given point m the spatial domam from direct observations of 
mput/output data at that point The problem will be reduced to that of idenufying the parameters of 
lumped models using we1ghted res1dual methods apphed to the integral equation representauon of 
the system dynamics. 
6.2. Problem statement 
Given a spatial coordinate z = z1 of a subsystem at wh1ch the output x(t) IS observed over an 
mterval of time [0, Trl when the system 1s subject to an input signal u(t), the problem 1s to 
obtain a lumped parameter model of the form 
(6.3) 
which conveys the Important dynamics of the subsystem under considerauon, where ~ (t) is the 
output predic~ by the lumped parameter model when excited with the input u(t). 
6.3. Reduction to identification problem 
It was previously stated that when idenufymg the parameters of a lumped parameter linear 
SISO system from input/output data it is better to use the equivalent inteS?l equation 
representation for 1t IS a more robust veh1cle in determining the parameters. We therefore replace 
(6.3) by 1ts equivalent mtegral equauon 
(6.6) 
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where the parameters (ck; k=1,2, .. ,n} represent the effect of mitial condiuons. The problem is 
now to idenufy the parameter vector ft = (ak.~·ck; k=1,2, ... ,n)T from measurements made of the 
the system output y(t) at g1ven point z, m the spat1al domam n and the system mput r(t), such 
that (6 6) conveys the imponant dynam1cs of the distributed parameter system. This means that the 
input/output pair of the lumped parameter model (6 6) must be very close to that of the subsystem 
of coordinate z,. lf the measured input/output data r(t) and y(t) where 
u(t) = r(t) + p(t) 
y(t) = x(t) + q(t) 
are substituted into (6 6) the equation becomes 
where p(t), q(t) are the addiuve disturbances and (p(kl(t); k=1,2, .. ,n}, (Q(kl(t); k=1,2, .. ,n) are thetr 
success1ve integrals respectively, the res1dual 'R(ft ,t) arising from the substituuon of; (t) and u(t) 
by y(t)- q(t) and r(t) + p(t) in equation (6 6). The parameter vector ft = (ak.~·ck; k=1,2, ... ,n]T 
can now be determined by forcing the residual 'R (ft ,t) close to zero on [0, Trl using various 
weighted residual methods descnbed in chapter three. 
Equation (6.7) and (4 5) preVIously used for order reducnon problems are structurally identical. 
Since the order reduction problem from input/output data was treated as an identtfication problem, 
the lumped parameter approximation of distributed parameter systems Will therefore be treated in 
exactly the same manner. 
In pracnce the d1stnbuted parameter systems are approXImated by a fimte number N5 of 
mterconnected subsystems each of which IS approximated by a lumped parameter model. So far'" 
we have formulated the problem of approximating a single subsystem by a lumped parameter 
model. However the techruque can eas1ly be extended to cover the approxiiDaUon of all subsystems 
in one single formulation. The N5 interconnec"l'tubsystems can be considered as smgle MIMO 
system where r inputs give rtSe to m outputs. The problem can therefore be treated as a MIMO 
lumped parameter approximation and formulated in a s1m1lar way as that of MIMO system 
parameter 1denuficauon. 
6.4. Numerical results 
In th1s section the approximation of DPS's descnbed by vanous heat and wave equauons are 
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approximated by lumped parameter models is considered. The parameters of the lumped models are 
determmed from input/output data by least squares point collocation (3 22), the numerical 
implementation of wh1ch IS given in §3.5.1. 
The effect of n01sy data on the lumped model parameters IS investigated when approXImaung 
the one-dimensional heat equation. Other aspects of the deduced lumped parameter model such as 
its order and its frequency domain characteristics are also investigated. 
6.4.1 One-dimensional heat equation 
Consider the following partial differenual equauon which represents a mathematical model for 
the heat conducuon m a thin bar 
2 
_Clx_(z_,t_) = a:.:::Cl...:x~(z;:,;,tz.) 
Clt Clz 2 
with boundary and iniual cond1Uons 
x(O,t) = P 
x(1,t) = 0 
x(z,O) = 0 z e [0, 1] 
a>O (6.13) 
which models a step mput in temperature at one end of the bar. The solution of the parual 
dlfferenual equauon (6.13) subject to the latter m1Ual and boundary conditions is given by 
~ 2 
x(z,t) = P(l-z) -~ L sm(knz)exp(-(lm) at) 
lt k=l k 
(6.14) 
This analytical solution is used to generate N = 300 output data points at a fixed coordinate 
z = 0. 7 and at equidistant intervals d. T = 0.02 of time, i.e. T f = 6. The constants of the soluuon 
were chosen as P = 10 and a = 1. The parameters of the approximating lumped models are 
determmed for several values of the chosen order nand the results are shown m table 6.1 below m 
the form of transfer funcuons expanded mto partial fractions. 
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ordern Transfer funcuon 
1 F(s) = 1.945 
s + 6.481 
2 F(s) = 5.339 6665 -
s + 9.95 s + 27.17 
3 F(s) = 5.065 13.196 7.793 + 
s + 9.837 s + 38.47 s + 60.82 
4 F(s) = 5.065 13.169 + 7.768 + E(s) 
s + 9.837 s + 38.46 s + 60.90 
5 F(s) = 5.064 13.50 + 8.092 + E(S) 
s + 9.837 s + 38.64 s + 85.00 
8 F(s) = 5056 12.611 + 1.75 + E(S) 
s + 9.834 s + 38.60 s + 69.11 
Table 6.1. 
The results in the above table imhcate a lumped parameter model of order three should yield a 
reasonable approximation to the distnbuted. The simplifications occur through pole/zero 
cancellations in the global transfer function every time the identified lumped parameter model is 
assumed to be of order n greater than three. We note that the parameters of the resulting transfer 
. 
funcuons for n > 3 are very close to those of the third order transfer function. We can also note 
that the important characterisucs which are inherent in the solution (6.14) are well reflected by the 
transfer function of the approximaung lumped model. The dominant modes of the soluuon (6.14), 
i.e when k= 1 and 2 are close to those of the transfer function. This can be seen in the exponential 
expressions which constitute the transient part of (6.14) and that of the lumped parameter model 
which approximates It, i e. 
exp(-7t2t) ~ exp(- 9.83t) and exp(- 47t2t) • exp(- 38t) 
The transient step response predicted by the third order lumped parameter model and that of the 
system at z = 0.7 are shown in Fig 6.1. To complete the companson of the two models we assess 
the performance of the lumped parameter model in the frequency domam and compare it to that of 
the origmal diStributed parameter system. The transfer funcuon of the distributed parameter system 
was calculated analytically and found to be 
~ 
c 
~ 
" p:
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F1g. 6.1. The reponses of the system (at z=0.7) and the third order lumped model. 
(One dimensional wave equauon) 
sinh j"f (1-z) 
G(z,s)= j"f 
. h s sm -
a 
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(6.15) 
where z = 0.7 and the transfer funcnon of the lumped parameter model approximation when n = 3 
was 
2 
F(s) = -0.184s - 53.036s + 6904.132 
3 2 
s + 109.121s + 3316.167s + 23013.776 
(6.16) 
The performance of the two transfer functions G(z,s) and F(s) m the frequency domam is shown by 
the Nyquist plot Fig. 6.2 and the Bode diagram Fig. 6.3 and Fig. 6.4. It can be seen the 
approximation is excellent up to a frequency of 100rad/s. 
To see the effect of nOise on the parameters of the lumped model we corrupted the solution 
(6.14) with a Gaussian noise N(O, 0.06) and used the resulllng signal in the Identification scheme. 
The transfer function was idennfied as 
1.906s 2 + 0.6099s + 5.594 
F(s) = 3 2 
s + 6.708s + 4.793s +18.662 
and the predicted transient step response of this lumped model•s shown together with the measured 
and the true system step responses m F•g. 6.5. 
6.4.2 Two-dimensional heat equation 
A thick pipe (inner radius r1 = 1 cm, outer radius r2 = 4 cm) is half iron and half copper. The 
p1pe IS 1mmersed m a liqu•d which mamtains the outer temperature at x(r2, t) = 0°c wlule steam at 
x(z,t) = 20°c (lzl < r1) passes through the interior. It 1s assumed that the steam causes a 
convective heat flux of 0.38 (20- x(z,t))1.2S cal/ cm Is. The irutial temperature IS x(z,O) = 0°c. 
• 
-136-
0.05 
0.00 +----,f/-----4-------------21( 
t:. 6. predicted curve 
-0.05 )*(-~)( system curve 
-0.10 
-0.15 
-0.20 +------1--~=~==:.._-.-----, 
-0.1 0.0 0.1 0.2 
Fig. 6.2. The frequency responses of the system (at z=0.7) 
.md the Utird order lumped model. 
Re. 0.3 
-137-
-10-r---------
-20 
-30 
)*E---7<)( system gain 
-40 fs,...---f> predicted gain 
-50 
-60 
-704-~'"nm-rr~~-r~mmr-rTTrrmr-rTTrmm 
0.01 0.1 1 10 100 1000 
Frequency (rad/= ) 
F1g. 6.3. Frequency analysis of the Gruns. 
-138-
0~-------=~~-------------------
-100 
-200 
A---6 predicted phase 
-300 >'*<---~)( system phase 
-400 
-5004-~~~~~~n=-~~mr-T~Tmrr-,-rn~ 
0.01 0.1 1 10 100 1000 
Frequency (rad/sec.) 
F1g. 6.4. Frequency analysis of the phases. 
" 
"' c 8. 
"' 
" !>:: 
-139-
3.5 
3 
2.5 
)( )( measured output 
2 .& 6. predicted output 
0 0 system output 
1.5 
1 
0.5 
0~-----r----~----~----~----~r---~ 
0 0.5 1 1.5 
T1me (sec.) 
2 2.5 
Fig. 6.5. The effect of noise on the lumped parameter model approximation. 
3 
-140-
Point z 
Iron 
Copper x = O"c 
The heat conducuon equation describmg the above system 
ax{z,t) [ a
2 
x(z,t) + a
2 
x(z,t)] 
Cp pat= a ax'f a~ + F(x,z,t) (6.17) 
where x1 and x2 are the coordinates of z, i.e z = (X1, x2) and Cp heat capacity, p density, a 
conductivity. It 1s clear that in our case F(x,z,t) a 0 since we do not have any heat generation or 
heat loss. For the numerical example the charactenstics of !he matenal were 
copper iron 
Cp 009 
a 0.94 
p 896 
0.11 
02 
7.87 
cal/K 
cal/sec. cm. K 
gr /cm3 
A numencal package (TWODEPEP [119]) usmg finite elements for solving partial differential 
equations m two dimensions and was employed to generate N = 500 output data pomts at 
equidistant mtervals t..T = 0 02 of ume and at a coordinate point z = (-1.5, 15). The transfer 
function obtained for a selected order n = 3 was 
2 
F() = - 0.0023s + 14210s + 0.7315 
s 3 2 
s + 8.9526s + 10.76ls + 3 0296 
The transient step response g1vcn by the above model is good approx1mauon to the step system 
response soluuon as shown m F1g 6.6. 
" 
., 
c 
8. 
., 
" 1:1:: 
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7.4.3 One-dimensional wave equation 
A further example conststs on studymg small transverse vibrations of a small stretched stnng. 
The string, initially of umt length, fixed at both ends, is subject to a constant tenston and an 
external force u(z,t) per unit length actmg normally to the stnng. 
Assocl3ted assumptions are: 
-The stnng is perfectly fleXIble. 
-The displacements x are small compared to the length. 
-The tension F is constant all time and for x e [0,1]. 
-The mass of the string is negligtble. 
Under the above assumpuons the parual differential equation descnbing this system is of the form 
;/ x(z,t) rl'·;l x(z,t) u(z,t) 
=::.....::..::.>:'?-+--
a? p2al P 
where p is the density per unit length of the stnng, with boundary conditions 
x(O,t)=O} 
t> 0 
x(1,t) = 0 
and initial condtuons 
x(z,t) = g(z) 
ox{z,t) = 0 
at 
where g(z) IS chosen to be: 
{
-2cxz 
g(z)= 
-2aQ.-z) 
(6.18) 
Letting c = F I p, ~ = clat and choosmg as mput u(z,t) = Asm(CJJt) the analytical solution of the 
above problem IS 
~ 
x(z,t) = LGk(t)sm{k7tZ) 
k=O 
(6.19) 
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where 
the constant Bk and Bk • bemg 
-8a klt B =-- Stn-k 2 2 • {klt) 
B • _ - 2Ao{1- coslm) 
k - \k7t(~ - J> 
The input chosen was u(z,t) = sin(2t), the constant c = F I p = 1 , a= 0.0001 and the analytical 
solution (6.19) was used to generate N = 1000 output data points at z = 0.7 and at equidistant 
intervals of of time 6T= 0.01. The transfer funcuon was identified as 
forn=2 
0.00005s + 1.038 F(s) = 
2 
s + 0.00046s + 9.892 
forn=3 
0 00005(s + 20760) =~~~~~~~~~ (s + 0 0002- j 3.145)(s + 0.0002 + J 3.145) 
2 ' 
F(s) _ 0.0018s + 1.037s + 3.3608 = 0.0018(s + 3.25)(s + 566 0) 
l + 3.242s2 +9.886s + 32.007 (s + 3.24)(s + 0.0013 + j 3.143)(s + 0.0013- j 3.143) 
•----~0.~00~1~8(~S~+~566~0~) __ ___ 
(s + 0.0013 +j 3.143)(s + 0.0013 -J 3 143) 
The pole/zero cancellauon when n = 3 seems to suggest that a lumped parameter which 
approximates the string dynamics at z = 0.7 1s of order two. We also note that the dominant 
harmomc (the fundamental) in the soluuon (6.19) has been Identified, i.e A.1 = lt • 3.14. Fig.6.7 
shows how well the the stnng vibrations at z = 0. 7 can be approximated by a second order lumped 
parameter model response to the same m put u(t). 
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6.4.4 Two-dimensional wave equation 
An elastic square membrane of denstty per urut area p,1s subject to a force u(z,t) perpendicular 
to its surface. The membrane is fixed along Its boundaries. The parual differential equation 
descnbmg the displacements along the force axis together wtth the mttial and boundary condiuons 
are as follows: 
2 
a x(z.t) ) u(z.t) 
+ +--a~ P 
where x
1 
and x2 are the spatial coordinates. The initial conditions are 
x(z,t) = g(z) 
ax(z,t) = 0 
at 
and the appropriate boundary conditions are 
x(O,~,t) = 0 
x(l,~,t) = 0 
x(X1,0,t) = 0 
x(X1,l,t) = 0 
t :2: 0 
• 
(6.20) 
The parameters of the partial d!fferenual equauon were chosen to be c = p = 1. For a sinusoidal 
input u(z,t) = Asin(rot) and tmtial displacement of the fonn g(z) =a x.1 x2 the analyUcal soluuon 
to the above problem is given by 
- - [B , B• , 4A(l- cosjn:)(l- cosnt)smox] COS"- t + . SlDI\. l+ . . x(X1 ,~,t) = LL 'l 'l 'l 'l r,1n2 _d) sm(tn:x1)smG~) ~~! J ~ 
(6.21) 
where ;\. 2,j ,. w2 and 
• I B = -4ACi(l- COSjn:)(l- COS!lt) ---:..:.....-:--
'! 1Jn:2x- rl>A. 
lj lj 
B .. = 4a cos(m)cosGn:) \ 
lj ijlr 
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For an input u(z,t) = 10 sin(0.5t), z = (0.7, 0.7), a = 0.001 and N = 700 points given at 
equidistant intervals t.T=O.Ol of ume the transfer function idenbfied was: 
foro =2 
~0~.000~6~s~+~l~.09~5~=~----~0.~0006(~~s~+~l7~8~1.~~~------F(s) =-
2 
..,. 
s + o.0189s + 19.979 (s + 0.0054 + j 4.470)(s + 0.0054- j 4.470) 
for n = 3 
-S 6 
F(s) = 0.98•10 (s + O.l109•10 )(s- 1.749) 
(s + 0 0020 + j 4.46)(s + 0.0020- j 4.46)(s- 1.748) 
-S 6 
• ..,.-....,...0:::.9:::;8~•..::1 O::......l(::..s +.:....:::0·:.:.ll;:09:;,•,..:1:::0-')'--
(s + 0.002 + J 4.46)(s + 0.002 - j 4.46) 
Here again the pole/zero cancellation seems to suggest that a reasonable lumped parameter model is 
of order two. The dominant harmonic in the solution (6.21) has also been well identified, i.e 
)..11 = 1t • 2112 • 4.44. The approximation by a second order model is a good approx1mauon as 
it can be seen in Fig.6.8 where the predicted and the system transient responses are shown. 
6.5. Summary 
We have invesugated the problem of approXImating DPS's from input/output data by lumped 
parameter models. The problem was reconstituted as that of idenufying the parameters of the 
integral equation representation of linear systems using weighted residual methods discussed m 
chapter three. Excellent results were obtained following the applicauon of the least squares pomt 
collocation method to problems of approxlffi3Ung d1stnbuted parameter systems of both parabolic 
and hyperbolic type, at a desrred pomt of in the spaual domain, by lumped parameter models. The 
applications include approx1mauon of heat conducuon in a thin bar, heat convection in a thick 
pipe and forced VIbratiOnS Of an elasUC Stnng and an elasUC membrane. ln an applicatiOnS the 
transient behaviour of the distnbuted system was well approximated by the correspondmg lumped 
model transient behaviour. The dominant modes of the original system were also well identified. 
The effect of noisy observauons 1s mcluded in the application of approXlmaung the heat equation. 
Although the applicauons giVen were for approximating DPS's at one smgle pomt in the spaual 
domam the whole system can be approximated by several lumped parameter models using 
measurements at several points and formulating the problem as that of MIMO parameter 
Jdcnuficauon. 
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CHAPTER 7. 
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7. CONCLUSIONS AND FUTURE WORK 
An alternative mathemaucal formulauon for descnbmg continuous system dynamics has been 
introduced. This integral equauon formulauon explicitly reflects the effect of imtial conditions of 
the system under consideration and a technique to recover these conditions is given. This 
representation of system dynamtcs has also an important propeny of reJecting the noise and 
therefore remains a valtd descnption of continuous systems in noisy situations. The integral 
equation is extended to cover the descnpuon of linear MIMO and nonlinear system dynamics under 
a wide range of operating conditions, i.e. wtth various descriptions of additive disturbances. The 
formulauon is derived in generality for linear systems though It is clear that careful individual 
formulation is required for nonlmear systems. 
The basic concept of weighted restdual methods, classically used to produce approximate 
solutions to ordinary differential equauons, is extended to two fundamental problems in control 
engineenng, t.e. continuous system tdenufication and model reduction. The two latter problems 
were grouped wtth the problem of ordmary cbfferential equauon solution and an operator statement 
representation of system dynamics was used as a unifying background. 
The system integral equauon from whtch a restdual IS formed is used as a basic vehicle for 
parameter tdentificauon of conunuous hnear SISO, MIMO and nonlinear systems using vanous 
weighted restdual methods. The equauon residual is formed by selecting an integral equation of 
correct structure but unknown parameters to describe the dynamtcs of the system. The parameters 
of thts integral equation are then identified from the observed system input/output data usmg 
wetghted residual methods. The effect of addtuve polynomial disturbances is included in the 
analysts and several numencal examples illustrating the applicauon of wetghted restdual methods 
to system parameter idenufication problems m the presence of unknown offsets are given. The 
applicauon to the nonlinear system tdentificauon problem is illustrated by a practical example 
where the parameters of a nonlinear ordmary cbfferenual equation descnbmg the unforced rollmg 
motion of a ship are correctly idenufied. A feature of the integral equation formulation is that 
parameters anse naturally from non·zero imtial concbuons and must be tdenufied alongside the 
integral equation parameters. It is also essential to include parameters in the esumation that may 
not be of stgmficant interest such as parameters of unquanufied additive disturbances should any be 
thought to be present. However, considerable stmpliftcation can be achieved when the 
tdentificauon problem is solved usmg the Galerkm method wtth htgh order shtftcd Legendre or 
Chebyshev polynomtals as weightmg funcuons m the attendant inner products. This eliminates 
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the effect of iniUal condiuons and can even ehmmate the effect of polynomial disturbances from 
the problem. Therefore since the weighted residuaf methods can be extended to either Identify the 
coefficients of any polynomial diSturbance or elimmate them (using Galerkin methods with high 
order polynomials) from the equation residual thereby formed we conclude that the integral equation 
serves the system idenuficauon problem well in an engmeering environment where the most 
common additive disturbances are offsets (due to bad calibration of apparatus) and zero mean 
Gaussian noise. Among the vanous weighted residual methods applied to parameter identification 
problems the least squares point collocauon method is preferred by the author for it is the only 
optimisation scheme and requires less computauonal efforL However, if the system observed 
input/output data IS subject to high order polynomial addiuve disturbances then Galerlan methods 
become preferable for their ability to elimmate the effect of such diSUJrbances from the problem. 
For multi-input mulu-output system parameter identification the formulauon is given such that 
the number of unknowns to be estimated is kept to a minimum and the reduction in order of any 
ordmary differential equation is indicated by pole/zero cancellation in the idenufied transfer 
function. 
A further feaUJre of using mtegral equation for system identification purposes is that one must 
be careful in choosmg the input signal to generate the system output data points. Standard inputs 
such as impulses, steps and ramps are excluded from consideration m the presence of non-zero 
initial cond!Uons and/or additive disturbances of polynomial form. Exponential and smus01dal 
signals also demand careful cons1derauon as to whether or not they may be used as inputs. Such 
inputs and disturbances generate similar terms in the mtegral equauon and do not permit the 
individual influence of the mput to be identified. 
Care must also be taken in selecting the step s1ze of integration when usmg the trapezoidal 
rule as the quadrature scheme to compute the muluple integrals of the system input and output 
wluch consutute the equauon residual. Systems w1th fast modes requrre smaller step size in order 
to pick up more information about the fast decaying modes of the system response. This leads to 
using larger amount of data points since information about the slow transient and steady state 
modes of the system response 1s also needed. The advantage of using the trapez01dal rule is that it 
has an easy nestmg process for computing the success1ve multiple integrals of the system 
input/output data from the previous mtegrals, therefore simplifymg the Implementation procedure. 
When applying weighted res1dual methods to hnear parameter systems descnbed by theu-
integral equation, model parameter estimates result from the solution of a set of linear equauons 
and hence any convergence dtfficulues associated with nonhnear problems generated by weighted 
signal residual methods are avoided. Add1Uonally computauonal effort is kept to a mmimum by 
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the use of the mtegral equauon residual. As a gutde, computauon times using the integral equation 
residual are typically two orders of magmtude smaller than when using the stgnal residual in 
problems wtth four or five parameters. 
The problem of model reduction using input/output data has been reduced to that of identtfying 
the parameters of the reduced order model usmg the integral equauon representation of system 
dynamics to form a corresponding equation residual. The equauon residual is formed by choosing 
an integral equation of incorrect structure and unknown parameters to approximate the important 
dynamics of the original system. The parameters of thts integral equation residual are then 
idenufied by forcing the restdual close to zero on the observation ttme mterval using weighted 
residual methods. The integral equauon serves the model reduction problem well smce it restrains 
the effect of the system fast modes m the equation residual vta repeated integration of the data. 
Therefore any residual thereby formed is primanly dependent on the system gain and slow transient 
modes. Excellent approximations of linear SlSO and MIMO systems were obtained using several 
weighted residual methods applied to the integral equation residual thereby formed. In particular 
excellent results were produced for a practical problem of approxtmaung the dynamics of an 
automauc voltage regulator (a.v.r.) by a model of lower order. The a.v.r. model was charactensed 
by the interaction of very fast and very slow modes, thus making any simulation demand a large 
computauonal effort. The reduced model approxtmant thereby obtained reduces the sunulation time 
by fony percent and produces a very good performance in the control of the circuit voltage. 
Two methods for conunuous SISO system order determinauon have also been proposed. The 
first method deduces the system order from the number of non-zero singular values of a non-square 
matnx the elements of which are formed from repeated mtegration of the observed system 
input/output data. The second method uses shtftcd Legendre polynomials to square the lauer matnx 
then deduces the system order from the number of non-zero eigenvalues of the square matnx 
thereby obtamed. The advantage of both techniques is that given an iniual esttmate of the model 
order which ts greater than the true order of the system, the order of the model is found by a precise 
formulatton. The analysis includes the effect of addttive disturbances and excellent results were 
obtamed followmg the apphcauon of both methods to tdenufymg the order of conunuous SISO 
systems from noisy input/output data, in the presence of addtttve polynomtal dtsturbances and 
non-zero intttal condtttons. The computauonal effort ts considerably reduced by the use of standard 
input stgnals such as tmpulses, steps and ramps. The second method ts preferable when the system 
mput/output data is subJect to htgh order polynomtal addtuve dtsturbances since the method can be 
used to ehminate such dtsturbances usmg htgher order shtftcd Legendre polynomtals. 
Approxunauon of dtstnbutcd systems by lumped parameter models usmg input/output data is 
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also reduced to that of lumped parameter identification usmg an integral equatiOn residual. The least 
squares method was successfully applted to approximate vanous diStnbuted parameter systems of 
the parabolic and hyperbo!Jc types. In the examples investigated, lumped parameter approximation 
accurately tdentified the dommant time constants of the distributed system. 
Future work 
The integral equauon formulation was derived in the context of non-delay time-invanant 
continuous systems. Further research is required to extend the formulation to tune-varying and to 
delayed systems and invesugate the application to identification of such systems. 
When solving the problem of system identification, model reduction and lumped parameter 
approximation of dtstn"buted parameter systems usmg the least squares method, the input/output 
data and tts successive multiple mtegrals are required as one batch of numbers over the whole 
observation time interval. This entails a heavy data storage overhead espectally in the case of 
MIMO system identification problems. Further work is needed to overcome this Situation. One 
posstbiltty is to reformulate the problem such that data is processed sequenually, therefore 
producing an on-line identification method. Thts can be achieved for example by using the 
recursive least squares given by Young [50] applied to successive rows of the integral equauon 
reSt duals. 
The purpose of obtairung a reduced-order model may be to design a conaol or a ftlter based on 
the model and thus have stmpler design. Although the performance of the reduced model obtained 
usmg weighted residual methods appltcd to an mtegral equation restdual was judged as satisfactory 
when corn pared to that of the origmal model, future investigation is needed to see whether the 
performance of any conaoller or ftlter whose destgn IS based on the reduced model thereby obtained 
is satisfactory when applted m the conaol of the origmal system. When approximating distn"buted 
parameter systems by lumped parameter models stmtlar mvestigauons are needed to assess the 
performance of any controller or filter whose destgn is based on the lumped parameter model 
approximant. 
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Appendix A. 
AN INTEGRAL EXPRESSION FOR SYSTEM IDENTIFICATION 
AND 
MODEL ORDER REDUCTION 
We shall introduce an altemauve tcchmque for system idenufication and model reduction 
problems which elimmates the effect of non·zero tntual condiuons. The technique is based on an 
appropriate choice of a set of funcuons which are en differenuable on the observation time interval 
[0, Trl and which vanish together with their denvatives up to order (n-1) on the boundaries of this 
interval. A numerical example will be gtven to tllustrate the application of the method. 
A.l. Statement or the problem 
Consider a general linear smgle·input single-output system of order n descnbed by the ordinary 
chfferenual equation 
(m s; n) (A.1) 
and suppose that we wish to identify the parameters Ca.: i=1,2 .... ,n}, (b1; i=1,2, ... ,m} from 
observations made of the system output x(t) and the system mput u(t), wtthout having to perform 
any numerical dtfferenuation of the signals, which m pracuce may lead to serious errors. 
A.2. Problem solution 
The parameter vector l!. = (a.. bJ; i=1,2, ... ,n; j=l,2, ... ,m)T to be identified has Np= (n+m) 
components. We therefore need a set of NP hnearly mdependent algebraic equauons to uniquely 
determine the NP parameters. Let (ill/!); J=l,2,. .. ,Npl be a set of NP funcuons whtch are at least 
en differentiable on the observauon ttme interval [O,T rl and whtch vantsh together with thetr 
derivatives up to order (n-1) on the boundartes of thts mterval of observations, Le 
{ill?><t); k=0,1,. ,n; J=1,2, ... .Npl are conunuous on [O,Trl 
arxl 
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• 
The NP requued equations are then generated by muluplying equation (A. I) by each of the 
functions (cl>/!); j=I,2, •.. .Npl and integraung the resulting equations over the observauon time 
interval [O,Trl· The result of this operation leads to the followmg equations 
Tr nTf mTf 
f<l> (t)x(n)(t) +La J<~> (t)x(n-i)(t)dt- Lb J<~> (t)u(m·i)(t)dt = 0 G=I,2, •.• ,Np) (A.2) J 1 J 1 J 0 1=1 0 1=1 0 
Before performing the integration of equation (A.2), we need to fmd the integral of the general 
expression 
Tr f c!>p>l)(t)dt 
0 
(iS n) (A.3) 
where g(t) is any funcuon of time. Using successive mtegrauon by pans expression (A.3) becomes 
(t s n) 
and since {cj>J(k)(Tf)• c!>J(kl(O); k=O,t •.• .n·l; j=I,2, ... .Npl =0 the final expression wtll become 
Tr Tr f <~>p>i)(t)dt = f c!>~1)(t)g(t)dt 
0 0 
(iS n) (A.4) 
and therefore, by analogy equanon (A 2) becomes 
Tr n Tr m Tr 
(-!)" J <!>~0\t)x(t)dt + La1(-1)1 J c!>;""1)(t)x(t)dt-Lb/-1)1 J c!>;m·i)(t)u(t)dt = 0 G=I,2, ... ,Np) (A.S) 
0 1=1 0 1=1 0 
Havmg chosen the funcuons ( c!>p); J= 1,2, ... .Npl, their denvauves up to order n can be calculated 
and a set of NP equauons in the system parameters with coefficients dependmg on cl>/!) and their 
derivauves, the system input u(t) and the system output x(t) can be obtained. 
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A.J. Choice or the input 
The mput signal must be carefully selected for 1t IS not difficult to generate an tU-conditioned 
problem. For instance 1f the input signal is a step then 
Tr J $(i)(t)t(t)dt = 0 'V i >0 and 'V j = 1,2,. •• ,NP 
0 J 
and in the case of a s•mple sine wave input we have 
Tr Tr 
J $('\t)u{t)dt =a J $(i+k)(t)u(t)dt 
0 J 0 J 
fork =1,3,5, .••• 
The impulse signal must also be excluded for the same reasons. A general criterion for choosing 
the input signal u(t) is that it must be at least cm differentiable on the observation nme interval 
[O,Tr). Also together w1th its derivatives up to order m must form a set of (m+ I} hnearly 
independent signals on [O,Trl· 
A.4. The effect or an offset 
Suppose that the observed input/output data are subject to some constant adchnve disturbances, 
i.e: 
u(t) = r{t) + d1 
y(t) = x{t) + d2 
where r(t) and y(t) are the measured input/output data and, u(t) and x(t) are the true input/output 
pair of the system. Equation (A. I), when the system is subject to offsets would become 
n m (n) 'C' (n-1) 'C' (m·t) 
y (t) + L.. ay (t)-L,b r (t) =a d2+b d1 =ad 
•=l 1 •=l 1 n m 
(A.6) 
If we differentiate equation {A.6} once we have: 
n m 
(n+l)() 'C' (n-i+l)() 'C'b (m-HI)() O y t+L,ay t-.c...u t= 
t=l 1 t=l 1 
(A.7) 
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Equauons (A.7) and (A. I) are of the same form except that (A.7) IS of order (n+l) rather n. 
Therefore a chOice of Np at least c<n+l) differentiable funcuons !41pl: j=I,2, ... .Npl whose 
denvatives up to order n vanish on the boundaries of [0, TrJ would give a set of NP algebraic 
equations of the form 
Tr n Tr m Tr J 41~n+1)(t)y(t)dt+ La,(-J/ J 41t•+l)(t)y(t)dt-Lb
1
(-J/ J 41~m-I+l)(t)r(t)dt= 0 G=I,2, ... ,Np) 
0 •=1 0 1=1 0 
(A.S) 
The technique can be extended to mclude additive disturbances of polynomial form. 
There are two problems which arise when using this method for either identification or model 
reduction purposes. The first problem is that of fmding funcuons !41p); j=I,2, ... .Npl wh1ch 
vanish together with their derivauves at both limits of the observation time interval The second 
problem is that these functions may exert an undesirable ume weighting on the residual. 
A.S. Numerical application 
ldenlification example 
We consider the problem of identifying the parameter of a linear SISO system whose ttansfer 
function is 
2 
F(s) = 3s + 2s + 6 
3 2 
s + 6s + lls + 6 
The above system was simulated with an input u(t) = 2sm2t + 2sin3t after converung the ordinary 
differential equation mto a state space observable form. The initial state vector was chosen as 
z1(0) = 3, z2(0) =I, z3(0) = 2. One thousand (N = 1000) output data points were collected at 
equidistant mtervals (6.T = 0.01) of time. The functions {41/1); j=l,2, .•. ,6) were selected as 
2ltt 3 41(t) =(!-cos-) 
J TfJ 
G=I,2, ••.• 6) 
where {TrJ: J=l,2, ... ,6) are the final the final times of observati~n and which were chosen as 
Tn = 2, Tf2 = 3, Tn = 5, Tr4 = 7, Trs = 9, Tr6 = 10. This is an easy way of generaung Np 
funcuon 41}1) from one formula, i.e. by chv1ding the whole observation ume mterval into NP 
smaller intervals and generaung the Np desrred equations by muluplying the ordinary differential 
equauon by 41p> before integrating the product on [0, TrJ]. The derivatives of {41/1); j=1,2, ... ,6) 
were calculated numencally using the following formulae 
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. - 3<!> (0) + 4<!> (6T) - <1>(261) 
<1>(0) = J J 
l 26T 
• -<I> (t-6T) + "'(t+61) 
"'(t)= J J 
J 26T 
With real data and no disturbances the transfer function was identified as 
2 
G(s) = 3s + 2s + 6 
3 2 
s + 6s + lls + 6 
With an offset on the output (offset= 4) and using 12·blt ND conversion the identified function 
was 
2 
G( )= 3s + 2.002s + 6000 
s 3 2 
s + 5.998s + 11.007s + 6.002 
Model reductwn example 
The example IS the same as that previously considered in §4 4.1 where the original transfer 
function was 
F(s) = 375000(s+O 08333) 
7 6 s 4 3 2 
s +83.635s +4097s +70342s +853703s +281427ls +3310875s+281250 
The system was simulated under the same conditions as before except for the mput signal which 
was u(t) = t2, because a step mput is prohibited even with zero iniual conditions. To approximate 
F(s) with a third order transfer function G(s) we needed SIX algebraic equations. The functions 
(<!>it); j= 1,2, •.. ,6} were generated usmg the same formula as in the identification example above 
but this ume with different (Tfj; j=1,2, ... ,6} wh1ch were Tn = 5, Tfl = 6, To= 7, Tr4 = 8, 
Trs = 9, Tr6 = 10. The third transfer function was identified as 
2 
G(s) = ; 0.094s ; 0.664s + 0 061 
s + 4.227s + 5.817s + 0 546 
Nouce that the parameters of this transfer funcuon are very close to those found in §4.4.1 using 
weighted res1dual methods. 
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Appendix B. 
A COMPLEX DOMAIN POINT COLLOCATION METHOD 
FOR 
MODEL REDUCTION 
We shall introduce a new technique for system model reduction which is based on point 
collocation in the complex domain. This method is very sunple and gives excellent results but 
requires further research to theoretically justify the selection of the collocation pomts. The 
suggestions gtven in this Appendix are based on purely experimental results. 
B.l Problem statement 
Consider a system of order 11s described by the transfer function 
- m,·l -
b1 s + .•• + bm Q( ) F(s) = ----:----'''- = _s 
n, _ n,·l _ P(s) (B.!) 
s +a1s + •.• +an 
' 
The order reduction problem is that of finding the parameters (ak; k= 1,2, ... ,n~ 
(bk; k=1,2, ... ,m} of a transfer function 
= 
B(s) m Sn (B.2) 
n 
s +A(s) 
where n S n,, such that, when subject to the same input u(t) the two transfer functions F(s) and 
G(s) give rise to almost same outputs. 
B.2 Problem solution 
Since the requirement is that the outputs given by the two transfer functions should be the 
same, the problem becomes that finding the parameter vector ll. = (a1, .... &n,b1, ... ,bml T such that 
residual 
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A 
'll(a ,s) = X(s)- X (s) (B.3) 
A 
is forced close to zero, where X (s) = G(s)U(s) and X (s) = F(s)U(s). 
One of the standard weighted res1dual techmques we suggest to solve this problem is the point 
collocation method, i.e. 
solve 'll(ll. ,s) = 0 i = 1,2, ..• 
.!!. 1 
(B.4) 
Suppose that the set of collocation points {s,; i=1,2, .•. ) contains n0 complex values and 11r real 
values, then for every complex value equation (B 4) yields two equations and for every real value 1t 
yields one equation only, i.e. 
real 'll(a ,s) = 0 
1 } i =1,2, .•. ,00 (B.5) 
'll (ll. ,s ) = 0 
1 
i = 1,2, ... ,nr 
If NP = 2n0 + n, is the dimension of the parameter vector a then equation (B.4) can be written as 
(B.6) 
where 
i=1,2,. .. ,n0 
If we reformulate the problem in terms of the unknown parameters, equation (B.6) becomes 
Q(s
1
) B(s) 
--U(s ) - ---'1'----U(s) = 0 
P(s1) 1 s: + A(s1) ~ 1 
(B.7) 
which is equivalent to wntmg 
=0 (B.8) 
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or 
n 
- Q(s )A(s) + P(s.)B(s) = Q(s )s 
1 1 1 1 11 
(B.9) 
The collocation points fs.; i=l,2, •• .Np-ncl must be carefully selected and that is the main object 
of the followmg section. 
B.3 Choice or the collocation points 
There are four steps for choosing the collocation points (~; i=l,2, •• .Np-ncl each of wh1ch is 
explained below. 
Step 1. Parrialfracnon expanswn 
In order to be able to select a set of collocation points fs.; i=l,2, .. .Np-ncl we must first 
expand the system response X(s) = F(s)U(s) into partial fraction expansion, where every complex 
conjugate pa1t is combmed to form a second order parttal fraction, hence leaving every mode w1th 
real coefficients. To explam this procedure we suppose for simplicity reasons that all the n, poles 
of F(s) are simple and, I<,. of them are real, n.- I<,. are complex. The system response can must be 
expanded as 
(B.IO) 
where m0= (n,- k,.)/2 and H(s)U(s) is the forced mode of the response. 
Step 2. Mode dominance 
Usmg Parseval's theorem we compute the energy corresponding to every mode of the partial 
fraction, for example for a f!CSt order mode 
energy = a?f2Yi 
and for a second order mode 
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etc ..• 
We define the dominancy of a mode as follows: The larger the energy of a mode (compared to 
energies of other modes) the more dorrunant its contnbution to the system response. 
Step J.Ch01ce of the order 
If the partial fraction expansion (B.lO) is written in a decreasing order of mode dominancy 
(most dominant modes flrst), one can decide what the best order of the reduced model can be, 
simply by dec1ding how many modes w1th very small contnbuuon in energy there are. However 
for those who prefer paying the cost of having a less accurate model a smaller order can be selected. 
This order can be defmed in terms of the orders of the most dominant modes in the parlial fraction 
expansion, i.e. 
if H(s)U(s) is a dominant mode 
n= 
fki tf H(s)U(s) is not a dominant mode 
•=1 
where (le,; i=l,2, ... ,p) are the orders of the ftrSt p most dominant modes in the expansion and ku is 
the order of the forced mode H(s)U(s). Therefore the problem of choosing n depends on the number 
of the most dommant modes p, which m turn depends on the user's choice and the accuracy 
required. 
Step 4 Collocatton potnts 
The choice of the collocanon points depends on the poles of the p most dominant modes (on 
the real pan and on the unaginary part of these poles). If the poles are a parr of complex conjugate, 
i.e. Pj = aJ ± i~j (aJ < 0), then an adequate choice will be sJ = yJ +iSJ ,w1th yJ ~ abs(aj) and 
SJ * ~J or Sj • -13r If the pole is a real (muluple or simple), i.e. pJ = aJ, then a good choice 
w1ll be Sj • abs(aJ). Other values of s if needed (to complete the set of equauons) can be selected 
using arbitrary pomts from the neighborhood of the values already chosen (i e. same order of 
magmtude). No complex conjugate parr should be selected if one 1s to avoid linear dependency of 
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the equauons. If all dominant modes are real and F(s) ts not a decreasing function of son [O,oo) 
then one may have to include points from around both stdes of the extrema in order to avoid an 
unstable reduced order model 
The choice of [s,; i=l.2~--.Np-ncl is based on purely experimental results, it ts by no means 
an optimal choice and therefore further research is required to theoreucally justify the results. The 
technique gives excellent results even where other methods have fatled. 
B.4 Numerical applications 
Example 1. 
Here we consider the same seventh order example as before, i.e. the seventh order system with 
the transfer function 
F(s) = 375000(s+0.08333) 
7 6 5 4 3 2 
s +83.635s +4097s +70342s +853703s +281427ls +3310875s+281250 
The partial fracuon of the system step response X(s) = F(s)U(s) written in an increasing order of 
mode dominancy is 
X(s) =l.lll 
s 
0.124 
+ 
s+0.09 
0.13s+0.57 
2 
s +4.04s+5.02 
0.0003s-0.056 0.00003s+0.0013 
2 + 2 
s +15.34s+239.52 s +64.15s+2537.351 
The dominant modes are the ftiSt three modes, i e. those corresponding to the poles p1 = 0 (wtth 
energy = oo), P2 = 0.09 (with energy • 0.08), P:l = 2.024 ± j 0.964 (with energy • 0 01). The 
energy contnbuted by the last two modes were negligible, they were less than 5. 10· 1. The 
collocation pomts needed to generate SIX equations were selected from the netghbourhood of the 
poles of the dominant modes, i.e. s1 = 0, s1 = 0.1, s1 = 0.2, s1 = 0.3 and s1 = 2+j. The transfer 
function of the third order model approxtmant was found as 
2 
G(s) =- 0.0412s + 0.562s + 0.0466 
3 2 
s + 3.879s + 4.960s + 0.4201 
Notice how the parameters of this transfer function are close to those found when using weighted 
residual methods in §4.4.1. 
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Example2. 
This example has been considered by Ouyang et a/ [115], where the denominator of the 
reduced model is constructed from the poles of large dispersion based on the concept of power 
decompos!Uon. The numerator is found by using the frequency response matching technique. The 
transfer function of the system under consideration was 
3 2 
F( ) ,. 13.2s + 84 Ss + 167.2s + 96.8 
s 4 3 2 
s + 10s + 35s + SOs + 24 
and the reduced second order model found by the authors was 
R(s) = 13.1667s + 32.2667 
2 
s +6s+8 
The authors compared the performance of this reduced model in both the tune and frequency 
domains to those of the reduced models previously found by Chen et a/ [117], Sharnash [116] and 
Harshavardhana et a/ [118]. the reduced models were 
Rl(s) = ~3.1344257s + 23.473727 
s + 5.3183360s + 5.827510 
~(s) = 167.1999s 
2
+ 96.799992 
34.3003s + 50s + 24 
~(s) = 9.27~8s + 8.06667 
s + 3s + 2 
(by Harshavardhana et a[) 
(by Chen et a[) 
(by Sharnash) 
The performance of R(s) was found to be much better than those in [117] and [116] wh1ch were 
obtained usmg Pade approximation method. The reduced model found by Harshavardhana et al 
[118] was obtained usmg the Hankel-norm approximation method. 
The expansiOn into partial fraction of the system step response is 
X(s) = 4.0333 
s 
1 2.5 0.2 0.333 
--- --- --- ---S+2 s+4 s+ 1 s+3 
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We need four equations to idenufy the 'four parameters of a second order model The poles are all 
real, so we need four values of s to generate four equations. The dominant modes are those 
corresponding to poles p1 = 0 (with energy = -), P2 = 2 (with energy • 0.85), P3 = 4 (with 
energy - 0.78), p4 = 1 (with energy • 0.02). The collocation pomts selected were s1 = 0, ~ = 2, 
S:3 = 4, s4 = l, and the second order transfer function was found as 
G(s) = 13.1697s + 22.7642 
2 
s + 5.2677s + 5.6440 
Notice how the parameter of G(s) are close to those of R1 (s). The performance m both time and 
frequency domains of these two transfer functions are idenucal to that of the original system as 
F1g.B.l and Fig.B.2 show. The transfer function R(s) found by Ouyang et a/ [115] is a good 
approximation to F(s) whereas the R2(s) and R3(s) are very poor approximations. 
B.S Remarks 
For a dominant complex mode with poles not near enough the imagmary axts (not osctllatory 
mode) a real value of scan be used instead of the corresponding complex one. 
If a correct stauc gam IS required, then either use a response due to mputs such as steps or 
ramps, or select a collocation point at the origin, i.e. s = 0 (if real), s = 0 + je (if complex). If 
however the system JS known to operate under particular inputs such as sme waves and impulses 
(no static gam required) then responses subject to those parucular inputs may be used to derive the 
reduced model required. 
If, for accuracy reasons we decide to increase the order of the reduced model, we may do so by 
increasing 1t w1th the order of the next dommant mode in the sequence (two •f the next dominant 
mode is complex, one if it is a real mode). In decreasing the order, we may do so by decreasing 1t 
with the order of the less dommant mode to be dropped from the sequence already selected. 
If, for some reason, we want to keep certain poles of the origmal model, th1s can be done by 
simply selecting this pole as one of the collocation pomts. 
In reducing the order of a transfer function by a certain integer value, it is sometimes better to 
reduce the order of the numerator by the same integer value. 
The dommancy of the modes depends very much on the input used. 
5 
4 
3 
2 
1 
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F1g. B.l. Umt step responses of the ongmal system and the reduced models. 
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F1g. B.2. The frequency responses of the onginal system and the reduced models. 
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Appendix C. 
LEGEND RE AND CHEBYSHEV POLYNOMIALS 
In this Appendix we recall some pertinent propenies of Legendre and Chebyshev polynomials. 
C.l Legendre polynomials 
Legendre polynomials [Pn(x); n = 0,1, ... ) are polynomials which are defined for x e [-1, I) 
and which satiSfy the Legendre ordinary dlfferenbal equation 
2 
2 d Pn(x) Pn(x) (x -1)-- +2x-- -n(n+l)P (x)=O 
2 dx n 
dx 
where n is the order of the polynomial P n(t). They are given by the general formula 
These polynomlllls are also related to each other by the recurrence formula 
P0(x) =I 
P1(x) = x 
Pn(x)=! [<2n-l)xPn·1(x)-(n-l)Pn.z<x>J forn2:2 
C.l.l Orthogonality property 
If we try to calculate the integral 
1 
I= JPn(x)xmdx form <n 
·1 
then by replacing the polynomial P n(x) with its values (C.2) we obtain 
1 n 
n Jmd 2 n 2 n! I= x --;;-<x -I) dx 
·1 dx 
Integrating once by parts gives 
(C. I) 
(C.2) 
(C.3) 
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[ 
n-1 ]I I n-1 
n m d 2 n m-1 d 2 n 
2 n! I= x --(x -1) -mJx --(x -1) dx 
dxn-1 n-1 
-1 dx 
-1 
The integrated term (i.e. the square bracket) is zero because the (n-1)th derivative of (x2-1)n 
contains (x2-1) as a common factor. Continuing the integrauon process m times we finally get 
1 _n-m [ n-m ]
1 
n m a 2n m d 2n 2 n! I= (-1) m! J --(x -1) dx = (-1) m! --(x -1) 
n-m dxn-m 
-1 dx 
-1 
which is equal to zero if m 1s less than n. We therefore have 
1 
I= JPn(x)xmdx =0 form <n 
-1 
We deduce that for any polynomial Qm(x) of degree m less than n the integral 
1 
J~(x)Pn(x)dx=O 
-1 
which 1mplies that the Legendre polynomials are orthogonal 
C.2 Chebyshev polynomials 
(C.4) 
Chebyshev polynomials [Tn(x); n = 0,1, ... ) are polynomials which are defined for x e 
[-I, 1] and are g1ven by the relauon 
where it is natural to putT. n(x) =Tn(x). Well known tngonometnc formulas give at once 
T0(x) = 1 
T1(x) = x 
Tn+l (x) = 2xTn(x)- Tn-l (x) for n 2: I 
(C.5) 
(C.6) 
It can easily be shown that these polynomials satisfy the second order ordmary d1fferenual equation 
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2 
2. d Tn(x) dTn(x) 2 (1-x )-~- -x-- +n T (x)=O 
dx2 m n 
(C.7) 
C.2.1 Othogonality property 
The Chebyshev polynomials are onhogonal with the weigh function l/{1-x2)112 i.e. 
(C.8) 
Any power m of xm can be expressed as a linear combination of Chebyshev polynomials of order 
n less or equal to m. The first few such expression are 
1 = T0(x) 
x=T1(x) 
x2 = <To(x) + T2(x))/2 
x3 = (3Tt(x) + T3(x))/4 
x4 = (3To(x) + 4T2(x) + T4(x))/8 
xS = (IOT1 (x) + ST3(x) + Ts(x))/16 
x6 = (10To(x) + 1ST2(x) + 6T4(x) + T6{x))/32 
m 
The general coefficient in the expansiOn x m= L '1cTk(x) is given by 
k=O 
From the above result it follows that 
and therefore for any polynomial Qm(x) of order m less than n we have 
JIT (x)O (x) n "m dx=O 
·1 !2- (C.9) 
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C.3 Shifted Legendre and Chebyshev polynomials 
The domain of definition ofLegendre and Chebyshev polynomials can be shifted from [-1, I) 
to [0, Trl by changing the vanable x into t e [0, Trl. i.e by letting 
2t 
x=--1 
Tf 
The polynomials (P n<x), Tn(x); n=O,l, ... } become polynomials in the vanable t e [0, Trl• i.e. 
!Pn(t), T0n(t); n=O,l, ... } whtch are called shifted Legendre and shifted Chebyshev polynomials 
respectively. The orthogonality properties of these polynomials are preserved under the 
transformation, i.e. 
Tr {0 JP (t)P (t) = Tf n m --
0 2n+l 
m "n 
m=n 
and 
m= n=O 
Properties (C.4) and (C.9) also remam vahd when the variable xis changed into (2tfl'r-1), i.e. for 
any polynomial Qm(t) of order m less than n we sttll have 
Tr 
J Q,(t)P0 (t) = 0 
0 
and 
which is also true when Qm(t) = t"'. 
T. • 
fr n (t) T (t) "m n dt=O 
o J t-{2t/Trt>2 
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Integral-equation approach to system identification 
A. H. WHITFIELDt and N. MESSALit 
This paper presents an mtegral~equauon approach to the problem or parameter 
!dent1ficauon in contmuous linear SISO. MIMO and linear-m-parameters non· 
hnear systems Parameter estimates are deduced from an appropnate set of 
overdetermmed equat1ons. whtch are solved m a least-squares sense The effects of 
detenmmsuc disturbances at system mput and oucput are also mcluded m the 
analystS 
I. Introduction 
Parameter rdentrfication of continuous-time system mode' rs possibly less 
prevalent than that of drscrete-t1me models (Astrom and Eykhoff 1971, Strejc 1980), 
but is nonetheless an extens1ve area of current research (Eykhoff 1974, Young 1981). 
Recent developments (Chang and Wang 1982, Hwangand Guo 1984) have focused on 
expression of secllon of the system tranSient as an orthogonal function expansion, 
which is then used m an mtegral equation governing the system dynamics. The 
orthogonahty of the basis funct1ons leads to extenSive Simplification of the mtegral 
equation, and accurate rdent1ficat10n of determ1mst1c hnear MIMO systems has been 
reported (Hwang and Guo 1984) m the absence of external drsturbances. A maJor 
drsadvantage of orthogonal-functJOn expansiOn approaches IS the reqUirement that all 
the data acqu1red over the observatiOn mterval is needed to find the coefficients in the 
expanSion. 
Thrs paper presents an mtegral-equallon approach for contmuous hnear SISO, 
lmear MIMO and hnear-m-parameters non-hnear system rdentrficatron that can be 
Implemented m the latter batch manner or as a recumve algonthm The effect of 
determmrst1c drsturbances at system input and output IS mcluded m the analySis, w1th 
Identification schemes bemg proposed m two Situations· first when the disturbances 
are known exactly and secondly when such diSturbances are only known in functional 
form but are hnear in the1r unknown parameters A Similar mtegral-equat10n 
approach has been denved (Golubev and Horow1tz 1982) from a frequency-domain 
error cntenon: however, thelf spec1fic mtegral-equauon formulation rs only valid for 
zero mrllal condruons. zero diSturbances and zero mean noise. The approach 
developed in thiS paper is denved m the ume domam, and the effect of non-zero imtlal 
cond1t1ons and disturbances occurs naturally. 
2. An integral equation for linear SISO systems 
Any non-delay hnear SISO system can be expressed as an ordmary differential 
equation of the form 
<'"'(r)+a 1<'"" 11(r)+ ... +a,<(l)=b1u4"" 11(r)+ . +h,u(r) (I) 
Rece~ved 13 June 1986 
t Deporlment or Engmeenng Malhemat1cs, Umverslly or Technology. Loughborough, 
Leicestershire LE II 3TU. England. 
------------------------------
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subject to m1t1al conditions '"'(0) = .<,0 (i = 0, I, . , n- I), where ·''"tt) = d1'<(t)/dti, or 
by the equ1valent transfer funct1on 
X(s) b,s"- 1 + .. + b,_,s + b, 
U(s) = s"+a1s"- 1 + ... +a,_ 1s+a, 
(2) 
in wh1ch the input to the system u(r) produces a correspondmg output '(r) Equations 
(I) and (2) arc the most common expressiOns for non-delay linear S1SO dynam1cs, 
With (I) prov1ding a time-domain descnpt1on and (2) giving rise to a frequency-
domain description. An alternative t1me-domam description Will now be presented m 
the form of a multiple mtegral equat1on. 
Firstly we introduce some notation that Will be used to concisely express a 
mult1ple mtegral. We define 
x··•(r)= I~r---r-'(t.Jdt, ... d •. _,d •• for n 6; 2 
X111(r) = J>(t1) dt 1 
For a hnear S1SO system described by (1), consider evaluation at an arbitrary time t 1 
and integrate from 0 to t w1th respect to t 1 : 
[x••- 11(r)- x•·- 11(0)] + a1 [x1"- 2'(r)- x••- 21(0)] + ... +a,_, [x(t)- x(O)] + a,X"'(t) 
= b1 [u••-21(r)- u••- 21(0)] + ... + b,_ 1 [u(t)- u(O)] + b,U01(t) 
The latter equation holds at all pomts m t1me, and hence cons1derat1on of 1ts 
evaluatiOn at t 2 followed by integratiOn from 0 to t With respect to t 2 g1ves 
[x••- 21(1)- x'"- 21(0)- tx••- 11(0)] +a 1 (x••- 31(r) - x••- 31(0)- ~<'"- 21(0)] + ... 
+a,_, [X"1(r)- rx(O)] + a,X121(r) 
= b1 [u'"- 31(t)- u••- 31(0)- ru••- 21(0)] + ... 
+ b,_, [U111(r)- ru(O)] + b,U121(r) 
Contmumg thts process to the point at wh1ch (I) has been mtegrated n t1mes and 
collectmg terms, we have 
" " 11 tt-1 L a,X'"tt)- L b,U"'(t) + L c,-(k I)' = -x(t) - (3) 
l•l k•l tal - • 
where 
c1 =-,(0) 
t-1 11-1 
c,= _,,.- 11(0)- L a1xl>-l- 11(0)+ L b,u"-1- 11(0) (k=2.3,. .. ,n) p•l rct 
The effect of the m1t1al conditions on mput and output denvat1ves IS contamed 
• 
entirely m the terms L c,r'- 1/(k- 1)'. and these terms can only be omitted from the 
.. , 
integral-equation formulation of (3) 1f all m1t1al cond1t1ons are zero. 
It IS mteresting to note that an equat1on of s1m1lar structure to (3) can be obtained 
VIa mdefinite integration. Thus If we denote 
X1"1(rJ = J J. . J '(tJ dt 
•luplc 
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then tndefinite mtegration of (I) gives 
" " " tl- I L a,,f"'ft)- L b,O"'Ct) + L J,-k 1 1 =-~(I) t•l t•l t•l ( - ) 
Agam the fundamental presence of powers of 1 is obv1ous m this indefimte mtegral 
equation This latter equatton IS of no computational use prl:c1sely because rt IS 
mdefinite and the constants li, (k = I, 2, ... , n) are only defined once the lower limit of 
each mtegral is stated. 
3. Linear SISO system identification 
In certain phys1cal situations the measured system input and output may differ 
from the actual system mput and output by an additive determ1mstic disturbance, the 
most common such disturbance bemg an offset We now turn to the problem of 
1dent1fymg the system parameters {a., b,, k =I, 2, ... , n) of the ordinary differential 
equation ( 1), of the transfer funct1on (2) and of the mtegral equation (3) m the absence 
and m the presence of such add1t1ve disturbances The measured system input and 
output, denoted r(r) and y(r) respectively, are then related to the actual system m put 
and output, u(r) and .<(!) respectively, by 
u(r) = r(IJ + p(t) 
J{l) = .<(!) + q(l) 
where p(r), q(r) are determmistic disturbances, see F1g I. 
111"SUIED 
DtST\.RBANCE 
plcJ 
tlf'IJT + 
r<tl + 
DISTt.RSAHCE 
qlt.J 
I'EASI.H:D 
OUTPUT 
y(t.J 
Figure t SISO system w1th diSturbances 
Smce .<(I)= y(l)- qft) and u(r) = r(r) + p(r). the mtegral equat1on (3) govermng .<(1) 
for a g1ven 11(1) can be rewntten as an mtegral equation govermng Jil) for a g1ven r(r) as 
" • " rt-t .. L a, Y1"(r)- L b,R'"(t) + L c,-k 1 1 - q(l)- L a,Q'"(t) .1:"'1 .t•"l t•l { -) t""'l 
• 
- L b,P'"(t) = -}'(I) (4) 
t•l 
Equat1on (4) holds at any pomt m t1me t = t1, and we now cons1der 1dent1ficat1on of 
the system parameters i "•· h,. k = I, 2. • nl by 1mposmg (4) dt many pomts m t1me 11 
fr = 0. I. ... N) G1ven that the measured mput and output are avmlable at these 
d1screte pomts m t1me, the multiple mtegrals R"'(r,) anC: Y"'Cr,) can be evaluated by a 
suitable quadrature scheme A particularly s1mple and computatlonally effic1ent 
formulation IS ava1lable 1f the trapezotdal mtegratlon rule IS used w1th eqmd1stant 
samplmg m t1me; th1s is u•ually the case m d1g1tal samphng. Thus 1f 11 =Ill. T. 
I= 0. I •.. , N. then we have 
R"'cr,J = R"'cr,_ 1 J + [R''- "cr, J + R"- "cr._ 1 Jl ll. T.'2} 
} "'ft,J = Y"'ft,_ .J + [}'"- "cr, J + Y"- 11cr, _ tl] ll. T 2 (5) 
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where 
R'"'(t,) = r(t,), Y'"'tt,) =>it,) 
Thus tn the set of equatiOns 
" 11 " tt-1 11 L a,Y'"(t1)- L b,R'"(t1)+ L c,-(k' I)  -q(t,)- L a,Q'"(t,) 
t•l 1•1 l•l - t•l 
• 
- L b,p"tt,) = ->it,) (i = o; I, ... , N) {6) 
·-· 
the values of the multtple mtegrals { Y'"{t1), R"1{t1), k =I, 2, ... , n, t = 0, I, .. , N} are 
known, as are the values {tl'- 11/(k- 1)'. k =I, 2, ., n) vta the samphng-ttme instants 
Esttmatton of the system parameters {a,, b,; k =I, 2, ... , n) vta the set ofequattons (6) 
wtll now be tackled tn two sttuattons, whtch are distmgutshed by the degree to whtch 
knowledge of the dtsturbances is a vatlable. 
3 I. Quantttatwe dtsturbance descrrpllons ava1lable 
In thts sttuation p(t) and q(t) are assumed to be known prectsely; therefore the case 
when dtsturbances are known to be zero ts covered by this sectton. Stnce p{t,) and q(t1) 
are known at each point in ttme t, the actual system tnputs and outputs can be 
recovered vta 
u{r1) = r(t1) + p{t1) 
x{t,) = >it1)- q(t,) 
and (3). from whtch the equauon set (6) arose, can be constdered at each t1• 
11 " 11 t•-1 L a,X"1{t,)- L b,U"'(t1) + L c,-(k' 1 1 = -x(t1) {1 = 0, 1, .. , N) (7) t"'l t""l l=l - ) 
The multtple mtegrals {X"'(t,), U"'(t,). k =I, 2, , n.1 = 0, I, , N) can be calculated 
from the recovered values x(t,), u(t,) ustng a quadrature rule such as (5) and, together 
w1th the values r:- 1/(k- 1)1, (7) prov1des a set of hnear equattons for the system 
parameters {a,, b,, k =I, 2 •. , n) and the tnltlal-condltiOn parameters {c,; k = 
I, 2, , n} It ts essenttal that the tntltal condttton parameters are mcluded tn the 
esttmatiOn process when the system has non-zero tntttal condtttons, whtch ts the case 
tn most phystcal sttuattons These terms do not appear tn the analysts of Golu bev and 
Horowttz (1982), where the ttme-domam tntegral equatton was denved from a 
frequency-response error cntenon. For the quadrature scheme to be accurate, N wtll 
be large, and hence the set of(N + I) hnear equattons (7) ts generally overdetermmed 
for the 3n unknowns {a,, b,, c,; k =I, 2, .. , n} and must be solved tn a least-squares 
sense. 
3 2 Qualitative disturbance descrrptrnns ava1lahle 
In certatn Situations we may only have a quahtattve feel for the determtniSttc 
dtsturbances that are present tn a system, and quanttfymg such dtsturbances may 
reqUire addtttonal work. Typ1cally we may be aware that a measurement transducer 
mcorporates an offset, and a cahbrat1on exerctse would be reqUired to evaluate th1s 
offset Such quahtattve knowledge can be tncluded rn the precedtng analys1s when the 
disturbance IS ltnear rn tls unknown parameters Suppose that the dtsturbances have 
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the form 
p(t) ~ ~ :x,g,(t), q(t) ~ t {J,It,(t) 
s:at s•l 
m wh1ch the functions {g,(t).s~ 1,2, ...• p,}, {h,(t);s~ 1,2,.. ,q,} are known, 
although the parameters {:x,. s ~ I, 2, .. , p,}. {P,; s ~ I, 2, ... , q,} are, unknown. Then 
(6) gives 
f a, Y'"(t1)- f b,R"'It,) + f c, kr: - 1
1
11 - t P.[h,(t1) + f a,H:"!r,)J l•l t•l 1(•1 ( - • s•l l•l 
- ~ :x, t b,G:"(t,) ~ -}it,) (1 ~ 0, I, .•. , N) (8) 
s•l l•l 
or 
'" L p,h,lt,) 
••• 
where /I,,~ (J,a, and 'i,, ~ 11.,b,. The effect of the unquant1fied disturbances p(t) and q(t) 
has now been included m the analysis, and 1f the set of N + I hnear equations (9) IS 
solved w1th respect to the system parameters (a., b,; k ~I, 2, . , n}, the mltlal-
conditlon parameters (c,; k ~I, 2, ... , n} and the disturbance parameters {P,. {/1,,; 
k ~I, 2, ... , n}; s ~ I, 2, .. , q,} {'i,,; k ~I, 2, .. , n, s ~I, 2, .. , p,} then the system 
parameters will be correctly identified. Again, N w1ll be large for accurate quadrature 
of the multiple mtegrals, and the set of N + I hnear equauons (9) must be solved m 
a least-squares sense w1th respect to the total set of (3 + q, + p,)n + q, unknown 
parameters As before, 1t is essent1al to include parameters in the estimation that may 
not be or significant mterest. 
The effect or polynomial disturbances (e g offsets and ramps) can be mcluded in 
the analys1s Without exphc1tly mtroducmg the p, + q, unknown parameters that 
would generally be requued. By way or an example, cons1der a system subJeCt 
to constant, but unknown, offsets at m put and output, 1.e. u{t) ~ r(t) + Po and }it) = 
x(t) + q0 • Then (8) becomes 
t a,Y"'(t1)- t b,R'"It1)+ t c, k.:-;,, •~t t•l l•l ( -
. .: 
- L b,p.kl ~ - y(t,) (I~ 0, I, •..• N) 
t~ l . 
or 
11 .. .... ~-1 L a,Y"'It1)- L b,R"1(t,)+ L d,-k' 11 ~ -)1t1) (I~O.I •...• N) (10) ••• ••• t•l ( - ). 
where the parameters {d,; k = I, 2, .. , n + I} mclude the effects of both the system 
m1t1al cond1t1ons and the offsets on the govermng mtegral equat1on Clearly the 
system parameters {a,, b,; k ~I, 2, .. ,11} are found by solvmg the generally over-
deterrnmed set of N +I equations (10) wtth respect to {a,, b,; k =I, 2, .. ., n) and 
:d,; k ~ I, 2, ..• n + 1). If the system has only one offset present then the esumat1on 
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procedure can abo cvJiuatc thts off;ct. Thus tf the system hJ> Jn offset q0 between the 
actuJI output x(t) and the mea.urcd output J11) then cl,., = u,q0 , and smce a, has 
been e;llmated, q0 ts JVJIIable from q0 = d, • .fa,. 
4. Linear MIMO system identification , 
The precedmg SISO lmear system-tdenllficatton scheme ts now extended to cover 
MIMO systems where r measured mputs r(t) gtve nse to m measured outputs Y(l). 
Such measured signals differ from the actual system mputs u(r) and outputs x(r) by 
addtttve dtsturbances, i.e. 
U(l) = r(l) + p(l) 
y{t) =X( I)+ q(l) 
where p(t) and q(t) are r· and m-dimensiOnal vectors respectively, as shown in Fig. 2. 
DISTt.ASANCE 
eu.J 
DISTllliANCE 
gl~) 
SYSTEI1 t£ASI.f£D 
OJlPUT OOTPUT 
... !ltJ ... • ~(t,J 
===X):==::;l SYSTEM I=====::::;Q:::::::::=> • 
INPUT TO 
SYSmt 
uU.I 
Figure 2. M IMO system wllh dtslurbanccs 
For a proper MIMO linear system the m ordmary dtfferenttal equations relatmg 
the r inputs u(r) to the m outputs x(t) can be written as 
" ' . 
x[''(r) + L a, xi'- 11(1) = L L Wu)'-*'(t) (/ = I, 2, .. , m) (I I) 
1:•1 J•lt•l 
Not al111 modes of the system may be observable in each of the outputs, and therefore 
one or more of the ordmary dtfferenttal equations m (11) may be of order less than n 
However, wtth the system as e'pressed in (I I), the number of parameters to be 
estimated is generally mmtmtzed, and the reduction m order of any dtfferenllal 
equatton wtll be indtcated by pole-zero cancellatton. Followmg the same multtple 
mtegratton arguments used m the SISO case, the equtvalent set of system mtegral 
equattons ts 
" " " " tk-1 I a,x:"uJ- r E b~u:"<tl+ I c:-k-1-, = -x,<rJ <1=1,2, ·'"' 02J 1:•1 J•ll:•l i: .. l ( - ). 
and the assocJated set of mtegral equattons for measured mputs and outputs ts 
' . 
- L L W P~*'(t) = - y1(1) (1 =I, 2, .. , m) (13) 
J= Lt= I 
As m the SISO case. thts latter set of mtcgral equations can be used to identtfy the 
system parameters [a,,{h~,l= 1.2 •.. m:J= 1.2 • ... r};k= 1,2 •... ,n} when the dis· 
turbances p(t) and q(t) arc known prectsely and when such dtsturbances are known 
only qualitatively but are lmcar m thctr unknown parameters. 
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When p(l) and q(l) arc known exactly the actual system inputs and outputs can be 
recovered at any pomt in time 11 via 
u(11) = r(11) + p(11) 
x(11) = y(l,)- q(l,) 
and {12) can be considered at such pomts m time: 
f. a,X!"(11)- i: f. WU)"(11)+ f. cl kr:-• 1 = -x1(t1) •=• J•l>•l ••• ( -1). 
(I= 1,2, ... ,m;•=0,1, ... ,N) (14) 
Th1s IS a set of N + 1 hnear equations for the n(mr + 1) system parameters [a,, {W; 
I= 1, 2, ... ,m, J = 1, 2, ... r); k = 1, 2, ... , n} and the mn init1al cond1t1on parameters 
[cl, I= I, 2, ... ,m, k =I, 2, ... , n}. Accurate quadrature of the multiple mtegrals wdl 
only be guaranteed 1f N is large, and parameter estimation generally follows from a 
hnear least-squares analysis However, the s1ze of the estimatiOn problem for complex 
M IMO systems must be noted, i e there IS a total of mn(r +I)+ I parameters to be 
estimated Thus for a Jet engme w1th S mputs, 33 states and S outputs (Edmunds 1979) 
there 1s a total of 991 unknowns, and N must be greater than or equal to 991 to 
prov1de a solut1on. 
The procedure for includmg only lmear·m-parameters quahtatlve effects is 
1dent1cal w1th the SISO case and w1ll not be detailed here However 11 is once again 
emphas•zed that polynomial disturbances should be considered separately smce their 
associated mult•ple mtegrals only g1ve rise to powers oft and only margmally increase 
the order of the est1mat1on problem 
5. Non-linear system identification 
The precedmg integral-equation approach can also be extended to cover the 
1dentlficat10n of certain non-hnear systems. Initially we shall cons1der a SI SO system 
governed by an ordmary differential equatiOn of the form 
.. 
~'"'(I) + a1 ~~·- 11(1) + ... + a, <(I) + L 7,!,[ ~(I), 11(1), 1] 
•• I 
=b,,i"- 11(1)+ .. +h,ll1"1(1) (15) 
where the non-hneanty can be expressed by the funct1ons {f,[ \(I), 11(1), 1], s = 
I, 2, .. n'}. The mtegral-equatlon eqmvalent 1s 
• 
x(t)+a1X111(1)+. +a.X'"1(1)+ L ;·,P,"'[\(I),u(l),l] 
'"I 
" tk-1 
+I c,-'--=b1U111 (1J+ +b.(,'"'(l) (16) 
>•I (k-1)! 
where the parameters { c,; k = 1, 2 .... , n} cover the effect of non-zero mttlal conditions 
and 
P,"'[~(l),u(l),l]= J~J:· .. J:'J,[x(r 1 ),11(r 1),r 1]dr1 • dr._ 1 dr. 
When mput and output disturbances are known, u(l) and x(f) are agam recoverable 
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from the measured m put and output and { 16) can be conSidered at the set of pomts in 
t1me r, (i = 0. I, .. , N), i e 
• • • 
' a,X'"(r1)- ' b,U'"(r,) + ' ·· "'"'[•(r) u{r) r] L. L. L. "'i ' I • o • I 
t"'l t•l s•l 
• 
" tt-1 
+ L c,-{k 1 1 1 = -x(r1) (i = 0, I, ... , N) (17) 
·-· - ) 
The set of N + I equations (17) is linear in the system parameters {a., b,; k = 
I, 2,.. , n}, {;•,; s =I. 2,. . ., n'} and the lntttal condition parameters {r,; k =I, 
2, ... , n}, and a least-squares solution of this generally overdetermmed equatton set 
should accurately tdenllfy all the system parameters. , 
Identification ofhnear-in-parameters non-hnear systems may also lead to a linear 
least-squares analysis when the disturbances are only known quahtatively but are 
linear in their unknown parameters Spec1fic invest1gatton of the parttcular non-hnear 
system is needed to ascertam whether or not this is the case. ConSider an example in 
which a system is governed by a non-linear ordinary differential equation 
-~ + a1x + y1x2 = b1tl + b2u 
The eqmvalent mtegral equation is 
a1X 111(t)- b 1 U111(t)- b2 U121(t) + 71 I I' x2 (t,) dt1 dt2 +c1 + c2t = -x(t) 
If the measured output is the actual output plus a constant offset and the measured 
m put IS equal to the actual m put, i e y(r) = x(r) + q0 , r(t) = u(r), then the associated 
mtegral equation for y(r) and r(t) is 
a1 [Y' 11(t)- q0t]- b, R111(r)- b2R121(r) + 71 t J:• [}{t,)- q0 ] 2 dr, dt2 
+c, +c2t= -y(t)+q0 
or 
r· r·· a, Y'"(r)- 2;·1 q0 Y121(r)- b1R111(r)- b2R121(r) + 71 Jo Jo y2(r1 ) dt1 dt2 
r' 
+ [r 1 - q0 ] + [c2 - a, q0 ]t + 71 q~ 2 ! = - }'(!) 
Hence 1f we pose an overdetermmed set of hnear equations as 
r· r·· %1 Y111(r1) + %2 Y121(r1)- P1 R111(r1)- P2R' 21(t,) + ;:, Jo Jo y'(r,) dt1 dr 2 
r' 
+d, +d2r1 +d32'1 = -y(t1) (t=O,I, ... ,N) 
and 1dent1fy the parameters %1 , %2, p,, p,, 71, d,, d2 , d3 by a least-squares analySis 
then the ortgtnal system parameters and the unknown offset can be found from 
a, =x,, 7, =7,, b, =P,, b,=Pz 
and 
-- -- -- - - -- --------------------------------
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The governmg drfferenU.!I equatron for a more general linear-in-parameters non-
hnear system may be wntten 
• 2: ;·,g,[.<1"1(1), ..... <111(1), x(l). u••- 11(1), •. .,u111(1),11(1),1] = 0 
•• I 
and the equivalent integral equauon can only be written as 
.. 2: 7,G:"1[x1"1(1), ... , x111(1), <(1), u••- 11(1), ... , u111(1), u(l),l] = 0' 
••I 
where 
r· r·· r·· 0,"•= JoJo "Jo gJdt •... r,_ 1 dr,. 
With the mclusron of m put and output disturbances, the associated mtegral equation 
for y(l) and r(1) is 
• L ;•,G:"1[y1"1(1)- q1"1(1), ... ,){1)- q(l), r••- 11(1) + p1"' 11(1), ... , r(l) + p(l),l] = 0 
••I 
Even in the situatron where p(l) and q(t) are known exactly, denvatives of both 
measured input and output s1gnals are required to form the coefficients of a set of 
equattons for the unknown {;·,; s = I, 2, .. , n') In the presence of even very low levels 
of noise (e g. from AID quantrzatlon), higher denvatives will be determined maccurate-
ly, and the 1dent1ficauon scheme can only be expected to work when low-order 
denvauves are present in the non-hnear functtons. If the drsturbances are only 
known qualitatively but are hnear m therr unknown parameters then mvestigation of 
the particular non-lmeanty IS required to determme whether or not all unknown 
parameters may be estimated by a hnear least-squares analysts, A numencal example 
of such a non-lmear system IS grven in § 7.4 
6. Choice of input signal 
An mterestmg feature of the mtegral-equat1on approach to system rdenuficatJon is 
that the set of mput s1gnals that can be apphed to the system 1s hmrted Referring to 
the SISO hnear system and its governmg mtegral equatiOn (3), 1t can be seen that ifthe 
actual mput to the plant rs of the momc polynom1al form u(l) = 11 (/ = 0, I, . , n- 2) 
then the columns of (7) are linearly dependent on the columns generated by any non-
zero mlllal cond1Uons Hence a hnear least-squares solut1on for the system parameters 1s 
not a variable In the case where the drsturbances are only known quahtat1vely, the 
measured m put r(l) must be such that the columns { R"'(l), k = I, 2, ... ,n} m the set of 
overdetermmed hnear equatrons (9) are not hnear combm.1t10ns of the columns 
arrsmg from non-zero imual cond1t1ons and from unknown d"turbance parameters 
In the case of constant unknown offsets, polynomml m puts of the form r(1) = 1' 
(r = 0, I, ., n- I) are proh1b1ted.It IS therefore mterestmg to note that standard test 
signals such as impulses, steps and ramps are excluded from use wrth th1s rdentrlica-
tiOn techmque when the system has non-zero rmual cond1t1ons Clearly the columns 
: R'"(l,); k =I, 2, ... , n} must also be hnearly mdependent of one another. Thrs often 
precludes the use of purely exponential and smusordal functrons. 
7. Results 
7.1. Numencalrmplemenwlion 
The results quoted m th1s secuon •re based on use of the trupezo1dal integrat1on 
scheme (5) w1th a Householder transformation scheme (Noble 1976, Wtlkmson and 
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Re•n•ch 1971) providing the least-squares solutiOn to all sets or overdetermmed hnear 
equatiOns, each of wh1ch is bu1lt from observatiOns over the whole t1me mterval 0 !o T. 
Such an en-hloc approach entails a heavy data-storage overhead, wh1ch could be 
av01ded by use orthe recumve least-squares solut1on techmque (Placket! 1950, Young 
1974) applied to successiVe rows of the mtegral equation 
ldent1ficat1on results are quoted for measured data in full ftoatmg-pomt form and 
also for such data followmg 12-b•t analogue-to-d1g1tal conversion. In the latter 
Situation the data IS accurate to one d1g1t m 4096, 1 e. to approximately 0 025% when 
scaled to full range. 
7.2 SI SO lmear SJStems 
A first-order system w1th a1 = b1 = I, 1 e .. <+ < = u, was used as a vehicle to show 
the effectiVeness orthe trapezoidal integration scheme for calculating the values of the 
mult1ple mtegrals and the influence of mtegrat1on step s1ze liT upon parameter 
estimation. With mltial cond111ons and disturbances at m put and output known to be 
zero, only the parameters a1 and b1 need be estimated. F1gure 3 shows the variation of 
those estimates With step s1ze li Tt1me umts for a total observatiOn t1me ofT= 5 units 
when the mput to the plant IS r(r) = 21/(1 + 21) 
For the g1ven system, wh1ch has a umt time constant, acceptable estimation occurs 
for liT=:: o- I w1th improved accuracy bemg attamed by even shorter sampling 
intervals. The same first-order system is also used to illustrate the effect of 12-b•t A/D 
quant1zat10n on parameter estimation. W1th both input and output bemg passed into 
120 
,...__., a I 
115 (J-€J b I 
.. 
" 0 
> 
L 
.. 110 
'ii 
E 
" L 
.f 
I OS 
liT 
F1gure 3 Effect of~ Ton parameter esUmdtlon (System i + t = u. 1 e a1 = 1, h1 = I ) 
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a 12-btt A/D (full scale range -5 12 V to 5·12 V) wtthout rescahng and samphng 
pJrameters &T=OOI, N=300. T=3, the results shown m Table I were obtained. 
Quanttzation clearly reduces the accuracy of the esttmates. though by a toler.1ble 
degree. 
a, 
b, 
System 
I 000 
1000 
without A/0 
I 000 
I 000 
ldenttfied model 
wuh A/0 
(}9938 
(}99S7 
For the higher-order systems that follow, the poles P1 (t = I, 2, ... , n) and zeros Z, 
(i =I, 2 ....• n- 1) of the system and any correspondmg model are also quoted A 
second-order system was tested wtth 11(1) = 21/{1 + 21), x(O) = 2, '!0) = -19, known 
zero dtsturbances and sampling parameters 11 T = 0 01. N = 200, T = 2 wtth the results 
shown in Table 2. Once agam accurate tdenttfication results despite the hmited 
quanttty of sampled data. The accuracy could be further improved by decreasing &T 
and tncreasmg T 
tdenttfied model 
System Without A/0 wuh A/0 
n 2 2 2 
a, 1000 9 997 9994 
a, 21 00 2099 2099 
h, tOO t 001 099S9 
h, IS 00 1499 1498 
z, -tSOO -1499 -IS OS 
P, -300 -3000 -3002 
P, -700 -6997 -6992 
Table 2 
The latter system was also used to tllustrate the mclus10n of unquanttfied 
determtntsttc dtsturbances in the analysis. The system, subject to tmttal condtttons 
\(01 = 2. '(0) = -I 9. was sttmulated by an m put r(l) = stn 1. and the measured output 
.till \\aS taken as }it)= '(r) + 3. The tdenttficatton scheme (10) was tmplemented 
\\ heretn tt IS assumed that the system has a COnstant offset at the OUtput though the 
value of the offset is unknown The chotce of r(l) = stn 1 does not cau•e any problems 
tn the tdenttficatton of second-order systems stnce only the mtegrals R111(1) = 1 -cos 1 
and R"'(l) = 1- sin 1 are mvolved tn the overdetermmed equ&ttons columns, and 
together wtth the columns Y'"(tl. Y' 21(1). 1.1.1 1/2! they form a hnearly tndependent set 
of functions Such an tnput could not. however. be used for a thtrd-order system 
tdenttficatton stnce R131(1) = 11/2 1 +cos 1- I ts a linear combtnatton of R"'(l) and 
r' 2' However. an tnput of the form til) =A •in w 11 +A, sin w 2r would suffice. 
• 
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Followmg the notatron of (10) wrth d3 as the coefficient or r2/2! and sampling w1th 
T= 001. N = 700, Ta 7 we have the results shown m Table 3 Agatn the Jdent1ficauon 
procedure y1elds accurate parameter estimates. The. value or the unquant1fied offset is 
evaluated from d 3 = a2 q0 as q0 = 3 00 I wnh full ftodting-point data and q0 = 3 000 
With 12-btt dtgtttzed data 
Identified model 
System Without A/0 With A/0 
n 2 2 2 
a, 1000 9996 9990 
a, 2100 2098 2Q-99 
b, 100 I 000 09966 
b, 15 00 14 99 1499 
z, -1500 -1499 -1505 
P, -300 -3000 -3006 
P, -700 -6997 -6985 
d, 6296 6297 
Table 3. 
7.3 A lmear M I MO system 
A three-output two-input hnear system with transfer function matnx 
3 2 7(s + 5) 
s+4 (s + 4)(s + 0 6) 
G(s)= 4 I 2 (s + 4)(s + 0 6) s+06 
3 5(s + I 0) 05(s+ 10) 
(s + 4)(s + 0 6) (s + 4)(s + (}6) 
was sumulated by tnputs ut! I)= 20 stn 0 Sr, u,(r) = 25 sin 1 and subject to imual 
cond1tions .<t!OJ = 4 0, .<,(0) = -153 •. ~2 (0) = 2, .< 2(0) = -7 8, .<3(0) = I 0, x,(O) = 
-4 0 Offsets of 5, I and 0 umts were added to the actual outputs to create three 
measurements y1 (I), }'2(1), }'3(1). Extension of ( 13) to tnclude the effects of unknown 
offsets leads to a set of equations m 23 unknowns, and usmg 6 T = 0 01, N = 900, 
T = 9 for each measurement the perttnent parameters lead to the following tdenufied 
transfer-function matnces· 
exact data: 
[ 
2 999(s + (}6000) 
(s + 3 999):s + (}6000) 0 00015(s + 26660 0) 
3 4996(s + I 0000) 
12-blt A/D data· 
[ 
3 003(s + 0 601) 
(s + 4 013);s + (}5998) -0 003(s- 13370) 
3 507(s +I 001) 
2 7(s + 4 999) l 
1·2(s + [999) 
(}5001(s ~ 9·996) 
2·700(s + 5 015)] 
1199(s+~ 
4•DIIt 
(}498(s + I 0 07) 
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Clearly the exact data ytcld virtually exact tdenuficauon once the approprwe 
pole-zero cancellauons and the neghgtble term 0 000 I Ss are accounted for The 12-btt 
AiD sampled data yields shghtly less accurate idenuficatton. 
7 4 A lmear-rn-parameters nmr-lmear S}'Stem 
The unforced rolhng motton of a shtp may be approximately descnbed (Roberts 
1982 a. b) by the normalized equauon 
~ + (a1 + n,lxiJ:< + (a1 + n1.<1 )< = 0 (18) 
Esumauon of the parameters u1• a1 , n1.n1 ts to be constdered when the roll angle <(I) 
ts measured d1rectly and m the presence of an unknown offset: Gawthrop (1984) has 
previOusly constdered this problem. 
Double mtegration of (18) gtves the mtegral equauon for <(I) as 
r· r·· a1X111(t)+a2Xlll(t)+n1 JoJo lx(r1)l<(r,)dr1dr2 
+n1 J~s:· <3(r,)dr1 dr1 -x(0)-t<(0)-a1t<(0)= -x(t) 
In the presence of an unknown offset q0 , the measured roll angle is }~I)= x(t) + q0 , and 
the assoctated mtegral equation for y(r) ts 
2 1 Y" 1(r) + 2 1 Y111(t) + ;·1 S: f:\ii<1)1Jir1) dr 1 dr1 + ;·1 f~ J>3(r1) dr 1 dr1 
(I 9) 
where 
7 1 = a1 + 3q~n1 
i't=n,, 
d1 = -<(0)-q0 • d1 = -a1 ~0)-.\(0)-a1 q0 , d3 = -a2q0 -n1q~ 
It ts nouceable that the cubtc non-hneanty m _,(r) gtves nse to cubtc and quadrauc 
non-hnear expreSSions for >itJ. together wtth contnbullons to hnear and m1t1al 
condtuon coeffictents. Equauon (19) can be tmposed at pomts m t1me r,(t = 0. I,. , N) 
to form a set of N +I equat10ns m the unknowns [u1• a 1, ;·1, ;·1 , ;·3 , d1, d1 , d3 :. and 
least-squares soluuons then yteld values of these unknowns. Parameter and tmllal· 
condttton 1denttfication follows from equattons such as 
a1 =:r: 1, n1 =," 1, n2 =;·2 
qo = -i'Jf3nz.. a2 = :Xz- 3q5nl 
<(0) = -d1- q0 , x(O) = -d1 - a1x(0)- a1q0 
though thts latter equatiOn set IS not umque (e g. a1 could be calculated from a1 = 
( -d,- n1q~)/qo) 
Wtth parameter values a1=002. a 1 =100, n1=001,n2 =00002 and tnlltal 
condtuons <(0) = 40. \(0) = Q-1, the latter system produces a transient as shown in 
Ftg 4 For ident1ficat1on purposes. dtscrete samples were taken wuh T = 0 01. 
N = 900, T = 9 in sttuattons of zero and 5 umts off;ct. Two further data sets were 
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80 
60 
lim1f of 
40 observalton interval 
I 
20 
" 0> 
c 
< 0 
0 
"' 
-20 
-•o 
-oo 
-so 
0 10 20 30 40 so 
Time 
Figure 4. Unforced rolhng mouon of a shop 
ldent1ficauon 
System wnh exact data woth A1 D s•mpled ddt.o 
Offset= 0 
2o 002 00199 00187 
x, 100 09999 I 0000 
;, 001 00100 00101 
7:z 00002 00002 00002 
;, 0 00000 00000 
d, -400 -4000 -4000 
d, -09 -0 8976 -0 8900 
J, 0 -00007 -00029 
Offset= 5 
x, 002 00199 00187 
x, I 015 I 015 I 0 
71 001 00100 00101 
,, 0002 00002 00002 
;, -0003 -00029 -00030 
d, -4500 -4500 -4500 
d, -100 -09970 -09797 
J, -5025 -5025 -5028 
T•ble 4 
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created by 12-bit full-range A/D samplmg of the latter data sets. The results shown 
m Table 4 were obtarned 
The e•act data grve vrrtually exact rdentrficatron, whrle the 12-brt A/D sampled 
data are margrnally worse, the prrncrple source of error rn the latter case being the 
numencal drfTerentratron of y requrred to form j·. Gawthrop (1984) has reported 
reasonable parameter estrmatron (e g 2 1 = -00232) usrng exact data wrth T= 0 01. 
N = 5000 and T =50, and concluded that inaccurate rnitial condrtion rdentrficatron 
(e g x(O) = 43 608) may be due to an rdentrfiabrhty problem. However, even the 
severely hmited data set used above grves accurate parameter and rnrttal condrtron 
rdentrficatron and there is apparently no rdentrfiabihty problem rnherent in the system. 
8. Conclusions 
An rntegral-equation formulation has been presented for parameter identrficatron 
m contrnuous linear SlSO, MlMO and hnear-rn-parameters non-hnear systems 
Parameters that arrse naturally from non-zero rnrtral condrtrons must also be 
estrmated rn the procedure Effects of drsturbances at both m put and output can be 
rncluded rn the analysrs A feature of the procedure rs that care must be taken in the 
chorce of test rnput srgnal, wrth certain standard rnputs such as rmpulses, steps and 
ramps being excluded from consrderatron in the presence of non-zero inrtial 
condrtrons Golubev and Horowrtz (1982) denved the same procedure for hnear SISO 
systems subject to zero rnrtral condrtrons vra a frequency-domarn formulation and 
rnvestrgated parameter estimation rn the presence of srgnrficant levels of noise The 
ttme-domarn approach presented rn thrs paper must now be extended to rnclude such 
notse levels 
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Continuous system order identification from plant input-1>utput data 
A. H. WHITFIELDt and N. MESSAL!t 
Th1s paper presents two techmques for system order detemunauon rn continuous 
S1SO systems. The first method IS based on the behaVIOUr or smgular values or a 
SpecifiC non-square matnx, the elementS or WhiCh are calculated rrom multiple 
mtegrals or input and output data. The second method uses sh1rted Legendre 
polynomials to produce a square matnx whose non.zero eigenvalues then 1denufy 
the order of the system under consaderauon 
I. Introduction 
The basis of most parameter tdenufication techntques is that the system order and 
therefore the number of tdenttfiab1e parameters IS predetermined. The problem of 
system order determmation has therefore received considerable attentton over the last 
two decades and a vanety of methods has been proposed for thiS purpose. The most 
common methods are those based on the mmimtzatton of Aka1ke's ( 1978) cnteria (the 
final predicuon error (FPE) and the Akatke information cntenon (AIC)) (see 
Edmunds 1985, Soderstrom 1977, Chan, er al. 1974), and those based on the system 
mformauon matnx (see Van den Boom and Van den Enden 1974, Woodside 1971, 
Wellstead 1978, Sagara er al. 1982, Unbehauen and Gohnng 1974) Among methods 
based on the system informauon matnx are those which investtgate the near 
smgulanty of the product moment matrix, the condttion number, the determmant 
ratto and the behavtour ofthe determmant Most of the latter techmques use Iterative 
schemes to identtfy the order of the system. Among other techniques developed for 
order determmatton are a pole-zero cancellation method (Soderstrom 1975) and the 
mmtmization of the residual error vanance (Young er a/ 1980). 
ThiS paper presents two d1fferent techmques for use wtth conunuous ttme systems 
wh1ch are based on matnces formed by multtple mtegrals of mput and output data. 
The advantage of the proposed methods IS that, gtven an m1tial esumate of the model 
order whtch IS greater than the true order of the system, the order of the model IS 
found by a preCise formulation. First, a non-square matnx is formed usmg multtple 
mtegrals of the measured mput-<:>utput data; the system order IS then determmed by 
the dtfference between the estimated order and the number of zero smgular values of 
the non-square matrix. Shtfted Legendre polynomtals are then used to produce a 
square matnx where the number of non-zero etgenvalues determmes the order of the 
system. _ 
The techmques are presented m the context that the mput to the system is a step, 
though the analySis can be extended to include other mputs 
2. Shifted Legendre polynomials 
Before presenting the methods for system order determmation, we bnefly 
summanze some pertment properties of shtfted Legendre polynomtals. Legendre 
Rece1ved 17 November 1986 
t Department or Engtneenng "'athemaucs. Un1vers1ty or Technology, Loughborough. 
Le1cestersh1re, LEt I 3TU, England. 
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polynomials { Q,( <)' i = 0, 1, 2, ... , n} are defined for xe [ -1, 1] and are gtven by the 
followmg recurrence relation. 
Q.(.<) = 1 
Q,(x) = x 
1 Q.(.<) = -[(2n- 1)xQ.- 1( <)- (n- 1)Q._ 1(x)] n , 
n=2, 3, 4, ... 
( 1) 
In the ttme domam t e (0, T,] we define shtfted Legendre polynomtals P,(r), 
1 = 0, 1, 2, .• by substituting .< = (21/T,)- 1 in ( 1) for all r wtth 0 <>r<> T,. Shtfted 
Legendre polynomtals are therefore defined by: 
Po(r) = 1 
2t P,(r)=--1 T, 
1 P.(r) = -[(2n -l)P1(r)P._ ,(r)- (n -l)P._ 2(r)] n 
n=2. 3, ... ; O~t~T, 
(2) 
Shtfted Legendre polynomtals form a complete set of orthogonal polynomtals on 
[0, T,]. Therefore any ttme functlonf(r) whtch IS defined on [0, T,] and ts square 
mtegrable can be expanded as a shtfted Legendre senes (Hwang and Guo 1984): 
~ 
J( t) = I J.P,( t) (3) 
••• 
The orthogonahty of the shtfted Legendre polynomtals ts demonstrated by the mner 
product: 
{ 
T, 
r, --
( P.(t), P .(r)) =f. P.(t)P ...(t) dt = ~~ + 1' m=n (4) 
3. System order determination 
The methods of system order determmatlon wtll be presented wtth the assumption 
that the system response to a step input ts available. We bnefly mtroduce some 
notation for future reference. 
Any non-delay SISO system subject to a step input can be descnbed by the 
ordmary dtfferentlal equation: 
.<1"'(r) + a,.,c•- 11(r) + .. + a~"<!t) = c 
.<"1(0) = x,0 , i = 0. 1, 2, .. , (n- 1) 
(5) 
where n IS the order of the system, •"'(r) = d'\lt)/dt', and the system IS subject to tntttal 
condttlons .<111(0) = <,0 fort= 0, I,. , (n- 1 ). The charactenstlc polynomtal of( 5) has 
the followmg form: 
p(s)=s"+a 1s"- 1 + . +a. 
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whtch can in general be factorized as· 
p(s) =(S+7tl''(s+72)'' oo(S+7,)"(s+;·,. 1) oo• (s+7 ... -.J 
where R=r1 +r2 + .. +r1; 719 i'2, •••• 7• are repeated roots and i'••t• i'1:: 1, •..• 
7>+•-• are dtstmct roots We define the fundamental soluuon set of (5) as bemg the 
umon of the subsets correspondmg to each of the repeated roots and the subset 
corresponding to dtstmct roots, i e. 
{w1(1), w2(1), oo•• w,(l)) 
= {11- 1 exp( -711), j= 1,2, oo.,r1) v 00 v {ri-I exp( -7,1), J= 1,2, .. ,r,) 
u {exp ( -7,. 11), exp ( -7 .. 21), oo•• exp ( -;·,., •• 1)} (6) 
Therefore, the general soluuon of ( 5) 1s of the form. 
x(r) = [ p,,IJ-I exp ( -711) + oo• + I p,111- 1 exp ( -711) J•l J•l 
i:+• .. R 
+ L 81 exp ( -;-,1) + d J•h·t 
where {P,,: I= l,2, .. ,k; j= 1,2, •oo,r,), {81: j= l,2,.oo,k+n-R} are con-
stants whtch can be determmed by the imttal conditions and d = cfa,. 
3.1. Multiple mcegrauon 
The following notauon for the multiple mtegrals considerably stmphfies the 
subsequent analysts. 
X'"'(r)= I~ I:· oo• J:'x(ttl dt 1 oo• dt,. 1 dt, forn~2} 
(7) 
X'"(l) =I~ <(t1) dt 1 -
Before we mvesugate the process of muluply mtegratmg the output x(l), we shall find 
a general formulauon obeyed by successiVe tntegrals of the general expression 
•• 
x =' P c'- 1 exp (-"r) 71 L. IJ /1 
/•1 
mtegratmg once gtves: 
r· x,. dt = r· I p,,tl-l exp ( -7,t) dt = t P.J r· t'- 1 exp ( -7,t) dt Jo JoJ•I J"•l Jo 
= [ p,J[[tl-1 + (J-l!t'-' + . + (j-1)(~"-2) ool ]exp(-;,tJ]' 
J•l ,, i''; ,, 0 
Collecting tenns m t, r1, . , t'', we obtam 
I~ x,. dt = [(JJ1t' + /Jll't + 00 + ~~:::t'·-'] exp, -7,t)]• 
where P::',J =I, 2, oo•• r1 are constants whtch can be determmed. Thus 
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Contmmng th1s process we see that the qth mtegral of x,. wdl have the form 
,, 
x~~'<r> = L tJ:7'r1- 1 exp c -u>- tJ:1'- Pll-u,-
J•l 
and hence the qth mtegral of x(r): i e. 
-PU'l''- 1 
.. (q- I)' 
X""t)=X'"+X'"+ +X'"+X'" + +X''' + dt' 
"\ 71 72 ••• '/le l'lr•l ... 711• .. -111 q! 
~ ... 
= l.. p<1•]rl- 1exp(-y1r)+ ..• + L p<,~rl- 1exp(-y,r) j•l }• I 
i:+•-11 t" 
+ L Hj" exp ( -711) +c,. 1 + c,r+ ... +c10 J•t·tol q. 
where c., c,, ... , c,. 1 are constants which can be determmed. X"'(r) can also be 
wntten as 
where {w,(r): j =I, 2, ..• , n} are the elements of the fundamental set defined in (6) 
and { aj'~ j = I, 2, ... , n} are respective coefficients. If we let 
c 
V,{r)=w,{r), j=1,2, .. ,(n-l) and V.(t)= •,;,'+w.(t) 
a. 
Then we can write 
• 
X 1"(r) = L a}41 V1(t) + c,r + J•l 
3.2 Non-square matrix 
r• 
.. +c,l q. (8) 
The first technique of system order 1dent1ficauon consists of investigating the 
behaviour of the smgular values of a non-square matnx F defined by 
F = [ ~111(r0) ~"'(10) ••• ~1-1(10) U111(r0) ~'M'(ro)l (
9
) 
X 11 '(r.J X"'(r,,J .. x••xr.,) U"~r.,) . u•·~r.,) 
where r0, r1, .. , r, are the diScrete pomts 10 time at wh1ch both mput and output are 
observed, m IS an over est1mate of the model order and 
r' U 111(r) = 1. 1 = I, 2, ., m I. 
are the 1th mtegrals of the step m put as defined for X 111(r) m (7). Thus there are (N + I) 
mput-<output data measurements and N ~ 2m in general. 
Theorem 
If n IS the order of the system and 1f m> n then the matnx F has n, =(m- n) zero-
smgular values. The order of the system IS therefore g1ven by n =m- n, 
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Proof 
Usong the general formula (8) we can generate successiVe multiple ontegrals X'"( c), 
i=l.l ... ,m. 
• 
X 111(t) = L: a\11 V,(t) + c1t 
J•l 
• t' X"~t) = L: a}21 Vit) + c2t + c, 2, J•l 0 
" ,: t" 
X'"'(t) = L: a)"'V,{t) + c,r + c,_, 2, + ... + c11 J•t n 
If we cons1der the first n equatiOns we have 
a\11V1(r) + a~11 V2(t) + ... + a~11V,(t) = X"'(t)- c,t 
2 
a\"V,(t) + a~"V,(t) + .. + a~"V,(t) = X"'(t)- c2t- c1 ~! 
a\''V1(t) + a~"'V2(t) + ..• +a~"' V,( I)= X'"'(r)- c,t- ... c1 :: 
Equation ( 11) IS a set of linear algebraiC equations wh1ch, 1f solved g1ves 
(10) 
( 11) 
( 12) 
where {%,,, 8,,: i= 1,2, .. ,n: J= 1,2, .,n} are constants determined by 
{c,: r= 1,2, ... ,n} and {a~"· J= 1.2. .. ,n; k= 1,2, .. ,n}. Equation (12) shows 
that any V,(t), 1 =I, 2 •... , n IS a ltnear combrnation of {X"'(tj· 1 =I, 2. ... , n} and 
{ r'· 1 = I, 2 ••••• n}. If we replace V,(tl, J = I. 2. ... , n by the nght-hand s1de of ( 12) 
in the last (m- n) equations of ( 10) we have: 
. [ • • t'] t•••lJ x•·· 11(l)= L a~•·lJ L %,,X'''(t)+ Le,,, +c,.ll+ ... +c,(-1)' 
J•t 1·1 ••1 L n+ 
{13) 
. [ . . t'] X 1"''(t) = L a~'"1 L 2,1X 111(tJ + L 8,11 + c"'c + 
J•l ••1 1•1 I 
Thus defimng 
• 
q,,X'''(t) = L a\"x,1X 11'(t) ,., 
C~t + 
et " " t' r" 
. +<',-k' = L: L: e.J-;+c,t+ .. +c,k, 
Jall•l I, • 
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'lk such that n < k ~m then 
,. r•• t 
X•••'"J-" X"'IJ+ • + +·' \r- '- ,,,.. 1 t c ... ,t ... ,,-1 --1) l•L n+ 
( 14) 
Equauon ( 14) shows that any X 1'1(t) where n < 1 ~m, can be expressed as a bnear 
combtnallonor{X 111(r)· j=l,2, ... ,n)and{t· k=l,2, .,i} Vre[r0,r,].Thus 
the followmg n, columns (n, =m- n) of matnx F 
( 15) 
are bnearly dependent on the first n and the last m columns of the matrix F and 
therefore F must have n, =(m- n) zero smgular values 
In pract1ce we prov1de an imual over-esumate m of the model order. The matnx F 
is then computed by su1table numencalmtegrat10n of the output signal The smgular 
values ofF are computed, the number of zero smgular values (nJ is noted and the 
system order is g1ven by n =(m- n,). 
3 3 Use of shified Legendre polynom1als 
We have shown that the 1th mtegral of the system output can be wntten as 
r' 
X'''(r) = ~,,X"'(r) + ~z1X121(t) + .. +~ .. X'''( c)+ c;t + .. + c'1 1 ( !6) I. 
where n < 1 ~m. We have also stated that any function/(!) wh1ch IS defined on [0, T,] 
and IS square mtegrable can be expanded as a shifted Legendre senes and that 
(P,(!), Pm(!J)= J:' P,(t)Pm(t) dt=O, for m"'n 
Therefore any polynom1al of the form 
f{r)=q,t'+q,_,t'- 1 + .. +q0, r;;.O 
can be expanded as 
f.( c) =b,P,(r) +b,_ 1P,_,(r) + .. +b0 P0(r) 
and ( 16) can be expressed as 
' I 
X'11(t) = 2: ~.,X<fi(r) + L J,J,(r), n < 1 ~m 
1~ I J•l 
(17) 
( 18) 
where the monommls {rib'· j =I, 2. ... , •} have been wntten as shifted Legendre 
funcuon expansiOns {J;!r): 1 =I. 2. .... 1} Now 
(J;I r), P,(!J) = 0, 1 < q 
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and hence ( 18) gives 
• (X''1(r), P,(r)) = L ~.1(X 1' 1(t), P,(r)) 
J"l 
V1 w1th n < 1.;;; m, q >m and T, = T,. Thus the (m•m) square matnx F, defined as 
[ 
(X"~r), P,(r)) 
F, = (X111(t), ;,.__
1
(t)) 
(X1m1(l), P,(l)) l 
.(XIml(t), ;f+m-l(t)) 
( 19) 
has only n linearly mdependent columns and therefore n non-zero e1genvalues when 
q>m. 
Smce x(r) and the mult1ple mtegrals { X 1'1(r): i = l, 2, •.• ,m) are only ava<lable at 
d1screte pomts m time t0 , t 1, ... , c,, the inner product mtegrals wh1ch consutute F, 
have, m pract1ce, to be computed numencally The second techmque for system order 
1denttfication therefore cons1sts of formmg the matnx F,; the number of non-zero 
eigenvalues ofF, then determines the system order. 
4. Effect of disturbances 
We have noted that the general solutton of ( 5) was 
~ .. 
x(c) = l.. P1,cJ-I exp ( -y1r) + .. + L p,,cJ-I exp ( -y,r) 
J•l J"" 1 
.\:+11-R 
+ L 81 exp ( -y,r) + d J•t+l 
when subject to a step m put r{ c) =c. In pract1cal s1tuauons, the input and the 
measured output may often be subject to add1t1ve disturbances, i e. 
u(r) = r{r) + g(r)} 
y(r) = x(r) + h(r) (20) 
where r{r) and y(t) are the measured mput and output, u(t) and x(r) bemg the true 
system m put and output. We shall now mvest1gate the functtonabty of the two system 
order 1denttlicauon schemes m the presence of typ1cal but unquanttliable 
disturbances. 
4 1. Effect of a constant offset 
Suppose that the additive disturbances on both the mput and the output are 
constant offsets, i e. 
g(r) = ~} 
h(t)=11 
(21) 
where ~ and 11 are unknown constants. The m put to the system u( t) = r( c) + q IS st<ll a 
step 1f r(r) IS d step and~ IS a constant Therefore the measured output w1ll st1ll be of 
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the form ( 6). i e. 
y(r)= ~ /1'11r1- 1exp(-y1r)+ .. + [ Jr.il- 1exp(-;•,r) 
}•1 }•I 
1:+11-1 
+ L .Bjexp(-y1r)+p J•t+l (22) 
EquatiOns (22) and (6) are structurally identical. Thus by usmg the measured input 
r(r) and output >{r) and by formmg the matnces 
and 
F = [ ~~~10) ~2,r0) ••• ~~~ro) ~"'(ro) ... ~~~'(roll 
Y"'(r,) Y'21(r,) ... yt~•(r.,) R111(t,) R'~~t,) 
[ 
( Y' 11(r), P Jr)) 
F.= ( Y'"(t), ;,•~-~(t)) 
the analysis of the precedmg secttons still apphes Thus even in the presence of 
constant offsets, for an assumed system order m> n, the actual system order is given 
by n =(m- n,) where n, IS the number of zero smgular values ofF or alternatively by 
the number of non-zero eigenvalues of F •• 
4.2. Effect of other polynomial disturbances 
When the disturbance is a polynomial wtth unknown coefficients, a shght 
amendment to the square matnx F. still permits the system order to be Identified 
Suppose that the disturbances have the form: 
"• ..... 
g(r) = L 'l',r1,, h(r) = L c/>,t 1 
i•O J•O 
where n,, n,, {'1'1: 1 = 0, I, ., n,}, {4>1: 1 = 0, I, .. , n,} are unknown. The output due 
to a polynom1al input 1s a sum of the complementary function (linear combmauon of 
elements of the fundamental set) and a particular mtegral ( polynom1al of the same 
degree as the mput). Therefore the measured output wtll have the form: 
" , cl 
y(t) = 2: A,w,{t) + 2: "r; (23) 
J•l J•O ). 
where s = max (n,. n,). T'lus the 1th mtegral of the measured output can be wntten as 
11 I+J tj 
Y'''(r) = L Al"V,(r) + L %~11 - (24) 
J•l }•1 j! 
Thus by the analysis that led to ( 18) we have 
(25) 
Vn<l~m 
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and 
• ( ym(t), P,(t) > = L p,1( Y"'(t), P,(t)) J•l 
Vt with n < 1.;; m, q >(m+ s) and T, = T.v· Hence the matnx 
( ytml(l), P,(t)) l 
( ytm1{1), ;t+m-t(l)) 
(26) 
(27) 
has only n linearly mdependent columns and therefore n non-zero e1genvalues when 
q >(m+ s). Thus we form F, numerically for a suffic1ently large q and, as before, the 
number of non-zero eigenvalues or F, determines the system order. 
5. Numerical results 
The results are quoted for measured data m full Hoatmg pomt form and also for 
such data followmg twelve b1t analogue to d1gital conversiOn. The routine to find 
singular values or F reduces F to upper tnangular form by Householder transform· 
ations. It then uses Gtvens plane rotations to reduce the tnangular form to a 
b1d1agonal form, and finally the QR algonthm IS used to obtam the smgular value 
decompos1t1on (Wilkmson 1978). The Newton-Cotes seven pomt formula was used as 
the quadrature scheme reqUired for the mner products mvolvmg sh1fted Legendre 
polynomials. The routine used to find the elgenvalues or F. mvolves the reduction or 
F, to an upper Hessenberg form and the QR algonthm (W1lkmson and Remsch 1971). 
Example I 
Firstly we cons1der a s1mple first order system 
x(t) +x(r) = u{t) 
The total observation time was chosen to be T.v = 5, w1th N = 500. The mput was a 
unlt·step 1 e r( t) = I, V 1 > 0 Two d1fferent estimates (m = 2 and m = 4) or the order 
were taken and the smgular values and the e1genvalues are as shown below Results for 
No offset 
167 3 
1798 
125 
o-11 x w-•• 
Offset= 4 0 
66703 
678 
(}492 
(}11 X 10-ll 
F 
No offset 
338 24 
46 5 
8 48 
146 
(}18 
o-12 x w-" 
o-9 x to-•• 
(}37x 10_,. 
m=4 
Table I S•ngular values ofF for Example I. 
Offset= 40 
137810 
1869 
3284 
424 
(}453 
()-22 X IQ"" tl 
(}11 X IQ-Il 
a-to x to-" 
1408 
No offset 
-(}175 
(}99 X 10- 9 
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Offset~ 4 0 
-(}17S 
Qo99x 10- 9 
F, 
No offset 
-Qol62x 10- 1 
-(}(Q X 10- 9 
-(}(8 X 10-IO 
(}33x 10- 11 
Table 2. E1genvalues ofF, for Example 1 
m~4 
Offset~ 4 0 
-Qol62x 10- 1 
(}!Ox 10-9 
-(}(8 X 10-IO 
(}33 X 10-ll 
the SitUatiOn m whtch the measured output d1ffers from the actual output by a 
constant offset are also documented. 
The smgular values were calculated on a computer wh1ch has • = 10- 7 as the value 
of£ such that I+£> I. Hence values less than 10- 7 are considered as neghg1ble 
From the above results, we can see that the offset d1d not change the number of non-
zero eigenvalues nor the number of zero smgular values, and m all cases the system 
order is 1dent1fied as one. 
Example 2 
Th1s second example consists of the second order system· 
x + 4;( + 3x = 4r 
with the 1ntt1al condittons 
x(O) =05, ;({0)= -20 
The m put s1gnal r( r) was again a umt-step and the t1me mterval for measurements was 
T., = 5 With N = 500. The results shown below are for both types of data, i e ftoatmg 
pomt and followmg 12 b1t analogue to d1g1tal converston. Esumates of the system 
order were chosen as m = 3, 4 and 5. The smgular values and e1genvalues were as . 
shown m Tables 3 and 4. 
m=3 
Real data 
269 99 
3349 
5 48 
(}77 
(}28 
(}(X 10-ll 
26999 
33 49 
5 48 
(}77 
(}28 
(}(3 X 10-• 
F 
m=4 
Real 
347 83 
47 45 
8 68 
!52 
(}30 
(}117 
o-64 x w-~• 
o-16 x w-~~r 
AID 
347 83 
47 45 
8 68 
1 52 
(}30 
(}117 
(}(4 X 10-• 
(}3Q X 10-S 
Real 
398 03 
5902 
11 73 
2 33 
(}38 
(}19 
(}02 
(}J7x 10- 13 
(}ll X 10-ll 
(}43 X 10-l• 
Table 3 Smgular values ofF for Example 2. 
AID 
398 03 
59 02 
ll 73 
2 33 
(}38 
(}(9 
(}02 
o-12 x Io-• 
(}32 X 10- 5 
(}26 X 10- 6 
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F. 
m=3 m=4 m=5 
Real A/D Real AID Real A/D 
-1}14t -l}t4t 1}087 1}087 -1}047 -1}047 
1}11 ll-11 -1}03 -1}03 1}0057 1}0057 
1}4 X 10- 9 -l}t6 X to-• (ll-29x 10- 11 -ll-27x 10-• -ll-23x to-•• (-ll-t5x 10-• 
+JI}t5 X t0- 10) +jl}9 X 10- 5) 
(ll-29 x to-u -ll-68 x to-• ( -o-to x to- 11 ( -o-t5 x to-• 
-JI}t5 X t0- 10) +JI}3t X 10- 11) - 11}9 X 10- 5) ( -1}(0 X 10-ll -1}46 X t0- 1 
-JI}3t X (0- 11) 
Table 4 Etgenvalues ofF, for Example 2. 
The no1se effect mduced by A/D quant1zation error makes the determmatwn of 
zero smgular values and e1genvalues more difficult In such mstances, the relauve s1zes 
of adjacent smgular values and e1genvalues must be noted. It IS then clearly possible to 
distmguish negligible values from non-zero values Agam we note that the system 
order 1s correctly 1dent1fied as two. 
Example 3 
Th1s IS the same example as the prev1ous one w1th the except1on that the output 
and the input are subject to polynom1al add1t1ve dtsturbances, 1 e. 
g{t) = 1 +r, h(t) = 3 +2r + r' 
In such a situation we use the square matnx (F,) formulation. The mner products 
of the multiple mtegrals and the shtfted legendre polynomtals had q = 6 for m= 3, 
q = 7 for m= 4 and q = 8 for m= 5. The observatiOn interval time was T,v = 5 Wtth 
N = 250 The numencal results show that the number of non-zero etgenvalues F. ts 
two m all cases 
m=3 
o-z9 x w-• 
-o-65 x w-' 
-ll-25 x w-• 
E<ample 4 
F, 
m=4 
-o-t2 x w-• 
o-103 x to-• 
-1}912 X 10-a 
-1}450 X 10-a 
Table 5. Etgenvalues of F. for Etample 3 
m=5 
ll-48 x w-' 
-o-13o x to-• 
-ll-98 x w-' 
o-26 x w-• 
-ll-69 x w-• 
A final example conststs of a third order system where the charactenstlc 
polynomtal has a repeated root. Thus the system, subject to a step mput r(r) =I, ts 
'It)+ 5.f( t) + 8i(t) + 4< = 4r(t) 
<(0)=-t40. \'(0)=-20, <{0)=05 
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m~5 
Smgular values or F Etgenvalues or F~ 
No dasturbancc 
225 883 
198 604 
32 377 
7-006 
1447 
IJ-5001 
IJ-1125 
IJ-000321 
o-229 x w-•• 
IJ-33 X 10"" 
No diSturbance 
-IJ-117 
IJ-32x 10" 1 
-(}35 X 1()" 3 
IJ-117x 10" 10 
IJ-298 x to·•• 
q(r) • 3 + 21+ r' 
p(r)~l+r 
(}67 X (()" l 
-IJ-114 X 10" 2 
(}Jll X 10·• 
-IJ-22 X (()" 7 
(}7l X 10" 0 
Table 6. Smgular values ofF and e•genvalues ofF, for Example 4 
The corresponding charactensnc polynomial IS' P(s) = (s + 2) 1{s + I). The time 
interval of measurement IS TN = 8 With N = 400. Only one esnmate of the order was 
taken, i.e. m= S, and the results are quoted in full fioanng point 
The numencal values show that a repeated root of the charactenst•c polynomial 
has no effect in ident1fy10g the order of the system under study 
6. Conclusions 
Two methods have been proposed for system order ident11icanon 10 cont10uous 
SISO systems. They can easily be extended to mclude MIMO model order 
determ10ation. Non-zero 10tt1al conditions and constant offset disturbances at both 
10put and output have no effect on lind10g the correct order. The major advantage of 
these techniques over many others 10 the literature is that only one test IS suffic1ent to 
exactly determ10e the order of the system under cons1deratton. The test m put s1gnal1s 
restricted to standard 10puts such as steps, 1mpulses and ramps. Additionally, the use 
of 10ner products wuh Legendre polynomials can cope w1th additive polynom1al 
disturbances at both 10put and output 
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Appendix D3. 
Weighted re~idual approaches to system identification 
and model reduction 
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This paper extends the weighted residual concept of ordinary differenual equation solution to 
the two problems of contmuous hnear system Identificauon and model reduction. Although 
continuous system dynamics are classically dcsenbed in terms of the system ordinary differenual 
equation, an equivalent integral equation description exists and it IS this lauer equation which is 
used as the basiS of the various idenuficauon and model reduction techniques. Several individual 
approaches Within the broad class of weighted residual approaches are detailed and a number of 
numerical examples are presented to Illustrate the app!Jcauon of such schemes. 
* Deparunent of Engmeering Mathemaucs 
University of Technology 
Loughborough 
Leicestershire 
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1. Introduction 
System •denufication and model reduction are two of the most prevelant topics in the current 
literature on control engineenng. The former problem is characterised by the availability of 
input/output data from which a suitable parametriC system description is sought. The latter 
problem is charactensed by the avrulab1hty of a high order parametensed model to which an 
appropriate low approximauon is sought. A high order model can, of course, be simulated for 
specified iniual conditions and therefore input/output data can be generated and used for the purpose 
of model reduction. This paper uses input/output data sets as the basis for solutions to the two 
problems of system identification and model reduction. In both problems we shall consider linear 
SISO systems though the methods presented are readily extended to linear MIMO systems and 
linear-m-parameters non-linear systems. 
Parameter idenufication of continuous-time system models has a long history as shown by the 
surveys m Eykhoff (1974), Young (1981). Frequently identification methods are based on the 
system transfer function and the assocmted system ordinary differential equation though Whitfield 
and Messali (1987) have recently presented a robust method based on an equivalent integral 
equation formulation. This paper uses predominantly the same integral equauon descripuon but 
presents the latter method as only one of a number of techmques that will be presented and 
classified as weighted residual methods. 
The problem of model reduction has also received considerable attention over the last two 
decades. One group of methods is based on aggregauon theory and includes the dominant pole 
approach (Mahapatra 1971, Bonvin and Mellichamp 1982) and a perturbation method (Kokotovic 
and O'Malley 1976, Kokotovic et al 1980). A second approach is to consider approx1mauons to 
the h1gh order model transfer functions. Such methods include the continued fraction approach 
(Chen and Shieh 1968), a ume moment method (Zalaan 1973) and coeffiCient matching in the 
Laurent series between the reduced and ongmal model (Sharnash 1974, Daly and Colebourn 
1979). A further approach is to consider minimizauon of an error criterion which measures the 
difference between the high order model and the approx1mant outputs for specified inputs (Wdson 
1974, Riggs and Edgar 1979, Wilson and Mishra 1979). Recent attention has focused on model 
reduction by balanced realisauon (Glover 1984). All the latter methods rely on the availability of a 
high order parametric descnpuon of the plant. Order reduction methods which uuhse only 
input/output data sets are based pnmardy on error criteria and mclude time domrun (Sinha and Pille 
1971, Smha and Bereznru 1971) and frequency domam (Genesio and Pome 1975, Whitfield and 
W•lliarns 1987) approaches. The maJor advantage of uulising mput/output data is that a higher 
order system can be approximated by a low order model without the need to exphc1tly identify the 
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parameters peninent to the high order system. Such data will therefore be used in the various 
methods of model reduction presented in thiS paper. 
The techniques to be presented denve directly from the class of weighted res1dual methods 
wh1ch have been used classically to produce approximate solutions to differential equations 
(Finlayson 1980). The three individual areas of equation solution, system idennfication and model 
reduction are classified as fundamental problems and the applicanon of the weighted residual 
methods to each problem is developed from a general frarneworlc. SpecifiC results from the 
application of such methods to various idenufication and model reduction problems are then 
presented. 
2. Linear system considerations 
In this secuon we denote the output of a linear system by x(t), this output resulting from 
certain imual condluons when the system IS subject to a prescribed input u(t). 
2.1 Time domain system representations 
The most common ume domain expression for the dynamics of a non-delay time invariant 
linear SISO system is an ordinary differential equanon of the form 
(1) 
subject to initial condiuons x(i)(O) =x;o (i=0,1, ... n·1). We can wnte such a general ordinary 
differential equation as a lmear differential operator equation Ld[x(t),u(t)] = 0, subject to the same 
miual conditions on x(t) and its denvanves. 
An alternative description of this system is prov1ded by the integral equation expressiOn 
(Wlutfield and Messali 1987) 
(2) 
where 
(k=2,3, ••. ,n) 
3 
-----------------------------------------------------------------------------
l 
x(l)(t)= Jx<;ld1_ 
0 
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x(k>(t)= JJ ... J x(t1)d1. ..• d\.td\ 
00 0 
for~ 
We can write the integral equation (2) as a linear mtegral operator equation t,[x(t), u(t)] = 0. Thus 
we can express the dynamics of such a linear system by a general operator statement 
t [x(t), u(t)] = 0, where t includes the system irutial conditions if it is an integral operator or is 
subject to such initial conditions if it is a differential operator. 
2.2 Three fundamental problems 
Having posed the dynam1cs of a bnear system as 
L [x(t), u(t)] = 0 (3) 
we shall now distinguish between three basic problems. 
The fJtSt problem is that of the solubon of the system equation (3). Here we seek to fmd the 
func110n x(t) which solves equation (3) for a prescribed input u(t) and inillal condibons x<il(O)=x,0 
(i=0,1, ... ,n-1) when the structure and coefficients of t are given precisely i.e. the constants n, 
(ak,bk; k=l,2, ••. ,n} in (1) and (2) are given and the constants (ck; k=1,2, ••. ,n} m (2) are 
calculable. Although (2) is an entirely valid description of the linear system, the ordinary 
differential equation (1) is the standard vehicle to calculate x(t) both analyncally and numerically. 
A second problem IS that of system identification. Here it is generally presumed that the order 
of the system, n, is known and that a lime history of the output x(t) is available for a given mput 
u(t). In practice the input and output may only be avrulable at discrete points in time i.e. as time 
senes (x(t,); i=0,1, .•• ,N1-1}, (u(t;); i=O,l, .•• ,N1-1}. The problem then is to 1den11fy the parameters 
(ak.~; k=1,2, ... ,n} in the system ordinary dlfferennal equation (1). The integral equallon (2) may 
act as a more robust vehicle for thts purpose since, 1f either the input or output s1gnals are 
corrupted by noise, fonnmg the derivative components of (I) may yield numerically unacceptable 
approximallons. Since the parameters (ck; k=1,2, ..• ,n} are fundamental to the integral equanon 
expression of system dynam1cs, they must also be identified in th1s latter approach (Whitfield and 
Messali 1987). 
A third and final problem IS that of model reduction. Here 1t 1s presumed that e1ther a h1gh 
order model has been idenufied or that mput/output data from a high order system is avrulable. 
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The problem is to Identify parameters {ak,bJc; k=l,2, ... ,n) in a reduced model which still convey 
the important dynamics of the higher order system with order n, (>n). 
3. Weighted residual methods 
3.1 A general reSidual formulation 
Weighted residual methods (Finlayson 1980) provide a class of approaches to the problem of 
solvmg an ordinary differential equation of which (I) is a typical example. Such methods could 
also be used to solve an integral equation of the form (2) and we shall therefore present such 
methods in the context of general linear operator equation (3). 
All weighted residual methods calculate a set of parameter values {a,; i= I ,2, ... ,N) in an 
approximate solution ~(t) to the operator equation (3) where: 
N 
'<t>= La; 'I',<!) 
i=l 
(4) 
and {1Jf
1
(t); i=l,2, •.. ,N} are combinations of preselected basis functions such as monomials 
[ti-1; i=l,2, ... ,N} ororthogonal polynomials (P1• 1(t); i=l,2, .•. ,N}, chosen so that ~(t) satisfies 
the pven initial conditions on x(t). The technique for determining the parameters (a,; i=l,2, ... ,N} 
is dictated by the panicular method chosen. In the context of linear operator equation solution, a 
residual 'R(t) anses from the application of the known lmear operator to the approxnnate solution 
~(t). Thus 
'R(t)=L[>{t), u(t)] (5) 
and the weighted residual methods calculate the solution parameters (IX;; I=l,2, ••. ,N) by forcing 
'R(t) to zero in various ways. 
This paper seeks to investigate vanous system identification and model reduction techniques 
which also anse from the application of weighted residual principles. In the context of system 
Identification an equation residual is formed by application of a linear operator w1th correct 
structure but potentially incorrect model parameters while m the model reduction problem an 
equation residual is formed by application of a linear operator with incorrect structure and 
consequently incorrect parameters. In both Situations the residual 'R(t) arises from the application 
of an approxnnate operator t to the actual system input and output i.e. 
'R(t)=L [x(t), u(t)] (6) 
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In the case of system identification and model reducuon via the ordinary differential equation(!), 
we seek the parameters (ak,bk; k=l,2, ... ,n) while via the integral equation (2) we seek the 
parameters (ak•ht•ck; k=1.2~--.nl which swtably force the residual to zero. 
A range of alternative approaches to system identification and model reduction may be 
generated by consideration of a signal residuaL This latter residual is defined as: 
~ (t) = x(t) - i(t) 
where x(t) is the measured output of the system and i(t) is the output predicted by a model when 
subject to the same input and imtial conditions. 
We can now encompass all three basic problems in one general weighted residual 
fonnulation. We define the general problem as that of finding a parameter vector l! which suitably 
forces a residual ~(l! ,t) to zero, noung that in the case of operator equation solution the parameter 
vector l! has components (Cli; i=1,2, ... ,N} and the residual is fanned by (5) while in the case of 
system identification l! has components (ak•ht; k=l,2, .•. ,n} for the ordinary differential equation 
(1), (ak,bk,ck; k=l,2, .•• ,n} for the integral equation (2) and the residual is formed by (6). In 
general we denote the number of parameters in the vector l! by NP. For te [O,T r1 we write an inner 
product of two functions g1 (t) and g2(t) as <g1 (t).g2(t)>; for example the mner product generally 
used in this paper is 
Tr 
<gl(t), Sz(l)> = J gl (l)Sz(l)dt 
0 
(7) 
The standard weighted residual methods for operator equation solution will now be wntten m 
terms of the latter general fonnulation and therefore all such methods are equally applicable to the 
problems of system identification and model reduction. 
Method of moments 
Galerldn 
solve 
ll. 
i-1 <~(l!.t),t >=0 
where {1j1
1
(t); 1=1,2, ••. } form a complete set of functions on [O,Trl-
6 
(8) 
(9) 
Least squares 
mm < 1l~, t), 1l(lL t) > 
B. 
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i.e. solve < 1l~, t), o1lm' I) > = ll 
a aa 
Point collocation 
i.e. save 
B. 
where lj are values oft, lj e [O,Tf]. 
Orthogonal collocation 
solve <1l~ ,I), S(t
1
)> = 0 i=O,l, ..• ,NP-1 
a 
i.e. solve 
B. 
(10) 
(11) 
(12) 
where t, are roots of polynomials which are orthogonal with respect to the inner product def"med on 
[O,Trl· 
Least squares point collocation 
N.-I 
i.e. 
min L1l2~.t) 
B. 1=0 
solve 
B. 
N.-I a1lm. t
1
) 
L1lm.t> =ll 
1=o I aa 
where N0 > NP and t, are values oft, lj e [O,TrJ. 
Least squares quadralure 
i.e. 
m in 
B. 
solve 
B. 
N-I 
I, wi 1l2~ • t) 
1=0 
N ·I il1l~ • t) I w.1l~ ,t.) = ll 
1=0 1 I aa 
(13) 
(14) 
where Nq > NP and (t,. w1 ; i=0,1, ... Nq·1} are suitable quadrature points (on [O,TrD and weights 
which approxnnate the least squares mner product problem def"med by (10). 
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We briefly note a s1milanty between applicauon of the trapezoidal rule in least squares 
quadrature and the least squares pomt collocation fonnulauon. Thus when Nq = N0 and the 
quadrature points ( t,; i=0,1, ••. .Nq·1) are equally spaced with .6. T =t,+l' t, then using the trapezoidal 
rule in (14) leads to an equation set 
i.e. 
m in 
.!!. 
solve 
.a 
while the least squares point collocauon scheme (13) produces a set of equations 
solve 
.!!. 
(16) 
We note that (16) and (15) only differ by the factor 1{2 in the contributions from 'R(.a .to) and 
'R(.a, tNq.1). Thus for Nq relatively large, which will generally be the case in the idenufication 
problem and can be forced in the operator equation solution and model reduction problems, (15) 
will only differ marginally from (16) and we can expect very Similar estimates of .a from both 
methods. 
3.2 Companson of methods 
As previously commented, application of the various weighted res1dual methods is well 
developed for the problem of operator equation solution. We shall now contrast the vanous 
methods when applied to this latter problem and when applied to the problems of system 
identificauon and model reduction. 
One fundamental difference between the problems IS that when considenng equation solution 
the number of unknowns, Np• in the approximate expansion can be increased. Hence in the 
integral non-least squares methods (method of moments and Galerkm) the residual can be made 
orthogonal to an increasing number of functions while in the collocation non-least squares 
methods (pomt collocauon, orthogonal collocauon) the residual can be forced to zero at an 
increasmg number of points, both strategies ultimately producing a more accurate solutiOn. 
However the number of unknowns IS fixed in both the idenufication and model reduction problems 
and the number of equations produced by (8), (9), (11) and (12) may not be sufficient to adequately 
force the residual to zero m a global sense. ThiS is particularly true m the model reduction problem 
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where the number of free parameters is generally small. Hence the problems of system 
identification and model reduction may well be best addressed by least squares approaches. 
A second difference between the three problems results from the nature of the input/output data 
available for system identification and model reduction in that such data is available at only 
discrete, usually equidistant, points in time. Thus the inner product integrals required by the 
method of moments, Galerlcin and least squares must be evaluated numerically usmg the available 
data. This is in contrast to the equation solution problem where such integrals can often be 
performed analytically following application of the equation operator to the continuous 
approximation of the soluuon. 
Several other distinctions will now be drawn between the three fundamental problems when 
addressed by the various weighted residual methods. 
Method of moments 
The inner products involving the monomial bas•s function that are required by this method can 
yield a rather ill-conditioned set of equations in each of the fundamental problems. This 
phenomenon is particularly apparent for larger values of Np and is therefore less significant in the 
system idenuficauon and model reduction problems when Np tends to be relatively small. 
Nonetheless use of extended precision anthrneuc durmg the solution of (8) is recommended when 
applying this technique to all three fundamental problems. 
Galerldn 
For the operator equation solution problem the basis functions {1J11(t); i=l,2, ... .Npl used in 
the inner products (9) are fLXed as the functions defined in the approximate soluuon expansion ( 4) 
and are therefore constrained by the need to impose any initial conditions upon this expansion. 
However there is no such res111cuon m the system idenuficauon and model reduction problems and 
a wide choice of complete function sets {1J11(t); i=l,2, ... ) is available. Typically we could choose 
the standard mner product (7) and use 
i=l,2, ... (17) 
where Pi_1(t) is the sh1fted Legendre polynomial of degree (1-1), such polynomials forming an 
orthogonal basis on [O,Trl (Hwang and Guo 1984). Smce such polynomials are simply linear 
combinations of the monomial bas1s funcuons, the set of equauons (9) formed by thiS choice of 
{1J11(t); i=l,2, ... .Npl should }'leld idenucal solutions to that given by the equauon set (8) produced 
by the method of moments. However the orthogonalny of the sh1fted Legendre polynomials on 
[O,Trl produces a better conditioned set of equauons and solutions produced numencally from (9) 
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are generally more accurate than those produced numerically from (8) and are therefore to be 
preferred. 
Another useful approach within the Galerkin class1fication is g1ven by defining the inner 
product as 
(18) 
and choosing the basis functions as 1j11{t) = T* ;.1(t), the shifted Chebyshev polynomials of degree 
(i-1) on [O,Trl. such polynomials forming an orthogonal basis w1th respect to the latter inner 
product on [O,Trl· Solution of the Galerkm equations (9) then provides a model which 
approximately mmimises the maximum value of !he residual on [O,T rl· 
Alternative sets ofbas1s functions are provided by considermg !he Fourier series of ~(t). Thus 
choosing !he standard inner product (1) and 
- { COSlt (i-1)1/Tf i = 1,3,5, .. . 
'l',(t)- smllit/Tf 1 = 2,4,6, .. . (19) 
and solving (9) forces the first Np coefficients of !he general Founer senes expansion of ~(t) with 
penod T r to zero. Further alternative choices witlun this category are 
1j11(t) = COSlt(i-1)1/Tf i = 1,2, .... (20) 
which forces the first NP coeffic1ents of ~(t), considered as an even function with penod 2T f• to 
zero and 
1j11{t) = SIDltit/Tf i = 1,2, .... (21) 
which performs the corresponding role when ~(t) is cons1dered as an odd function with period 2Tr. 
Least squares 
Since the inner product integrals which arise in th1s method have to be computed by a 
quadrature scheme, comparison of the fundamental problem formulations will be treated under the 
least squares quadrature heading. 
Point and onhogona/ collocation 
The limited number of free parameters m both the system idenufication and model reducuon 
problems severely restncts the application of the point and orthogonal collocation methods since 
the residual is forced to zero at a minimal number of points. 
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Least squares pmnl collocatiOn and least squares quadrature 
These methods are equally applicable to each of the three fundamental problems. The 
input/output data points are restricted in the system idenufication and model reduction problems 
and hence the values of input and output at quadrature rule collocation points will almost certainly 
need to be denved from mterpolation of the measured data points. As suggested previously, there is 
a close similarity between least squares point collocation and least squares quadrature when the 
trapezoidal rule is used as the quadrature scheme in the latter technique.The least squares point 
collocation method has been previously considered in isolation (Whitfield and Messali 1987). 
3.3 Comparison of residliLlls 
At this stage we emphasise that problems of entirely different structure result from the use of 
equation and signal residuals when performing system idenufication and model reduction. The 
signal residual is derived from a simulanon of the system subject to a prescribed input and initial 
conditions. Thus, even for a linear system, the signal residual will depend non-linearly upon the 
model parameters and all the weighted residual methods Will require etther the soluuon of a set of 
non-linear equations or a complex non-linear optimtsation. In either case the resulting problem IS 
generally of considerable magrutude. By contrast a linear system, or even linear-in-parameters non-
linear system, yields an equation residual which ts linear in the unknown model paremeters and the 
weighted residual methods produce either a set oflinear equations or a linear least-squares problem. 
In both cases the solution is umque and easily computed. 
4. The integral equation formulation 
We have already stated that accurate reconstruction of integrals in the mtegral equation (2) 
from potenually nmse corrupted mput/output data ts the major motivation for its use as the 
vehicle for system identification and model reducuon. We shall now consider certain other features 
of the integral equauon formulauon which are perunent to these two fundamental problems. 
4.1 Restncttons on input functions 
The parameters (ck; k=l,2, .•. ,n) in (2) arise solely from 1nt!lal conclltions. If all initial 
conditions are known to be zero then we have ck=O (k=l,2, ••. ,n) and we need only estimate the 
parameters (ak,bk; k=l,2, .•. ,n). In such a sttuauon the input u(t) must be chosen such that 
(X(kl(t),U(kl(t); k=l,2, •. n) form a set of 2n hnearly mdependent functions of ume. As a 
consequence, mputs such as a simple exponenual funcuon u(t) = exp(-At) may be ruled out, since 
u<2l(t)=-U0l(t)!"-. as may a stmple smusoid u(t)=smrot, smce u(3l(t)=-U0l(t)/ro2. Identification 
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is often reqtred in zero mternal initial condition situations and such zero initial conditions can 
always be imposed on a high order model simulation when creating input/output data for the model 
reducuon problem. 
In the most general identification we may not have zero initial conditions and we therefore 
need to identify the full parameter set (ak,bk,ck; k=l,2, •.. ,n}. In such situations u(t) must be 
chosen such that (x(kl(t),tJ(kl(t),f-1; k=l,2, •. n} forms a set of 3n linearly independent functions 
of time. Thus, while a step input is useful in zero iniual condiuon situation, it is actually 
eliminated from consideration as an input in the unknown initial condition Situation since for 
u(t)=y (a constant), u<•l(t)=yt'/11 and the funcuons (X<kl(t),U<kl(t),tk-1; k=l,2, •. n} do not possess 
the reqws1te linear independence. 
4.2 The effect of additive disturbances 
The system idenufication problem may encompass a situauon in wh1ch the measured system 
input and output, denoted r(t) and y(t) respectively, differ from the actual system input and output, 
denoted u(t) and x(t) respectively, by unknown additive determmisnc disturbances. Thus 
u(t) = r(t) + p(t) 
y(t) = x(t) + q(t) 
where p(t) and q(t) are the unknown disturbances. The integral equation (2) descnbing the 
dependence of x(t) on u(t) can then be written as the integral equauon 
(Whitfield and Messali 1987) which descnbes the dependence of the measured output y(t) on the 
measured input u(t) and the disturbances p(t) and q(t). In certain circumstances only qualitauve 
knowledge of p(t) and q(t) can sun yield accurate 1denufication. Thus if p(t) and q(t) can be 
expressed as 
p(t)= Ia g (t) 
j=l J J 
q(t)=t h (t) 
j=l J J 
where {aj; j=l,2, ••• ,npJ,[p1; j=l,2, ••• ,nq} are unknown and (g1(t); J=l,2, .•. ,np}, 
(hp); j=l,2, .•. .nql are known then (22) can be written (Whitfield and Messali 1987) 
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(23) 
Simultaneous estimation of the disturbance parameters (pJ,(PJk; k=l,2, •.. ,n); j=1,2,. .. ,nq}, 
(cxJk; k=l,2, ... ,n; j=1,2, ..• Rp). the iniual condJtion parameters (ck; k=1,2, ..• ,n) and the system 
parameters (~.~; k=1,2, ••. ,n) should then permtt correct identification of the syStem when both 
input and output Signals are contaminated with unquantified disturbances. Once again care must be 
taken to ensure the hnear independence of the time varying functions in (22). Thus tf the 
disturbances are constant unknown offsets, Po at input C!O at output, then (22) reduces to 
n n n k-1 n k n k 
"" (k) "" (le) " t "" t "" t y(t) + £...~ Y (t)-£-bieR (t) + ..C.,l):-- - 'lo-k~'I(J- - £.-bkpO- = 0 
k=l k=l k=l (k-1)! k=l k! k=l k! 
Thus the multiple integrals (P(kl(t),Q(kl(t); k=1.2~--.n-1) have generated terms proportional to 
(tk; k=l,2, •.. ,n-l} which are lmearly dependent on the corresponding terms generated by non-zero 
imual conditions. The only independent term generated by such offsets is proporuonal to tn and 
hence esumation of the system parameters ( a1c,~; k= I ,2, ••. ,n) is achieved by estimation of the 
parameters (ale.~; k=l,2, ... ,n) and (die; k=l,2, .•. ,n+l} in the equauon 
y(t) + i~y(k)(t)- ibkR(k)(t) + I1~ tl = 0 
le= I le= I k= I (k-1)! 
5. Results 
We now document the results of applying several of the prevtously defined weighted residual 
techmques to various problems of system idenufication and model reduction. Unless othel'Wlse 
stated the restdual used in each method arises from the system integral equauon, the formulation 
following that given m the prevtous secuon. The input/output data requtred to produce low order 
models is m the form of discrete time series (u(t,),x(t1); i=0,1, ... ,N1-1) where the pomts t. are 
equidistant m time and span the interval [O,T rl- Thus the inner product integrals required by the 
method of moments and the Galerlan rechmque must be evaluated by a suitable quadrature rule; 
here the seventh order Newton-Cotes scheme is used. 
Results quoted as 'least squares' have come from tmplementation of the least squares pomt 
collocauon equations (13); such results dJffer only negligtbly from those produced by the least 
squares quadraUtre technique. In documenting the Galerlan rechmque, the results denoted 'Legendre' 
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have been produced by choosing the sh1fted Legendre polynomials on [O,TrJ. (17), as basis 
functions while those denoted 'general Founer', 'even Fourier' and 'odd Fourier' have been produced 
by basis funcuons choices (19), (20) and (21) respectively. The inner product used for all the latter 
basis functions is the unweighted inner product (7). Results denoted 'Chebyshev' have been 
produced by the Galerkin technique using shifted Chebyshev polynomials on [O,TrJ as basis 
functions in assoc~ation with the weighted inner product (18). 
Where analogue to digital (AID) conversion is quoted, the s1gnal mmuna and mwma have 
been scaled to full range on [0,4095) with intermediate values being taken from the nearest integer 
of the scaled signal within that range. Such 12-bit AID conversion incurs a measurement error of 
approximately 0.025% • When an offset value is quoted such an offset was imposed on the true 
system output but was presumed unknown as far as the idenufication was concerned. No offset 
indicates a knowledge of zero offset and therefore identification of any offset value was 
unnecessary. 
Example 1. 
Here a system with transfer funcuon 
X(s) _ ~S::..:.+.::15:...._ 
U(s) / +10s+21 
was subject to iniual condiuons x(0)=2, x(0)~19 and an input u(t)=2t/(1+2t). Discrete data was 
collected on the time mterval [0,7] w1th N1=700 sample points. With no n01se contamination the 
methods of least squares, moments and each Gal er kin approach (i.e. Legendre, Chebyshev, general, 
even and odd Founer) all idenbfied the system transfer function as 
1.0000s+14.993 
2 
s +9.997s+20.99 
The small error in the estimated parameters occurs enurely as a result of sampling the continuous 
input/output signals at discrete points in time. 
When both input and output signals were subject to 12-bit AID conversion the results shown 
in table 1 were obtamed. Clearly the presence of quantisauon error and unknown observation offset 
have little effect on parameter esumauon for the least squares approach and the polynomial based 
approaches of the method of moments and Galerkin (Legendre and Chebyshev) though the Fourier 
approaches are somewhat less robust. Th1s will often be the case since Legendre and Chebyshev 
polynomial expansions of the mtegral equauon residual will generally converge qmcker than a 
14 
Fourier series expansiOn. 
Identification method 
Least squares 
Method of moments 
and 
Galerldn (Legendre) 
Galerlan (Chebyshev) 
Galerlan (General Fourier) 
Galerkin (Even Fourier) 
Galerldn (Odd Fourier) 
Example2. 
-226-
No offset 
0.995s + 15.000 
2 
s + 9.996s + 21.000 
0.988s + 15.005 
2 
s + 9.995s + 21.007 
1.008s + 14.982 
2 
s + 9.994s + 20.975 
0.8517s + 15.14 
2 
s + 10.000s + 21.19 
0.989s + 15.008 
2 
s + 9.998s + 21.011 
0.988s + 15.04 
2 
s + 10.01s + 21.066 
Table 1. 
The lmear system With transfer funcuon 
Offset= 3 0 
1.07s + 14.952 
2 
s + 9 .979s + 20.893 
0.991s + 15.006 
2 
s + 9.993s + 21.004 
0.933s + 15 041 
2 
s + 10.012s + 21.084 
0.878s + 14.957 
2 
s + 10.015s + 21.080 
0.88s + 15.05 
2 
s + 9.994s + 21.10 
0.83s + 14.973 
2 
s + 9.940s + 21.019 
G( ) = 375000(s+O 08333) 
s 7 6 s 4 3 2 
s +83.635s +4097s +70342s +853703s +28!4271s +3310875s+281250 
has been used previously (Genesio and Pome 1975, Sinha and Bereznai 1971, Sinha and Plile 
1971) to Illustrate model reducuon techniques. The response of this system was Simulated for a 
unit step mput, zero m1Ual conditions and data was collected at N1 = 100 diSCrete equidistant pomts 
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in time on the interval [0,10]. Application of the various weighted residual methods produced the 
second and third order reduced models shown in table 2. 
Idenllficauon method Second order Third order 
2 
Least squares 0 029s + 0.296 - 0.046s + 0.589s + 0.039 
2 3 2 
s + 2.20ls + 2.512 s + 4.013s + 5.140s + 0.364 
Method of moments 0.023s + 0.282 2 - 0.042s + 0.576s + 0.034 
and 2 3 2 Galerlcin (Legendre) s + 2.093s + 2.399 s + 3.924s + 4.99ls + 0.313 
0 0084s + 0.3229 2 Galerkm (Chebyshev) - 0.038s + 0.558s + 0.018 
2 3 2 
s + 2.2420s + 2.743 s + 3.778s + 4.737s + 0.176 
-0.03!s + 0.592 2 Galerkin (General Fourier) - 0.048s + 0.592s + 0.077 2 3 2 
s + 3.919s + 5.001 s + 4.13ls + 5.408s + 0.680 
0.034s + 0.250 2 Galerkin (Even Fourier) - 0.045s + 0.588s + 0 045 2 3 2 
s + 1.969s + 2.126 s + 4.026s + 5.168s + 0.407 
0.057s + 0.195 2 Galerkin (Odd Fourier) - 0.048s + 0.599s + 0.049 2 3 2 
s + I. 799s + 1.663 s + 4.093s + 5.284s + 0.442 
Table 2. 
The outputs produced by applying a umt step to the actual system and the second and third order 
reduced models produced by the least squares technique are shown in figure I. Oearly a third order 
model adequately describes the system dynamics though It is arguable whether or not the second 
order model does so. Figure 2 shows similar outputs for second order and thrrd order models 
produced by other authors. The second order model was Idenufied by Sinha and Pille (1971) as 
Ga(s) = 0.3401/(s2+2.2412s+2.9316) while the third order model was given by Smha and Bereznai 
(1971) as Ga(s) = (-0.1142s2+0.854s+0.4)/(s3+6.6677s2+9.6050s +3.4836). Clearly the least 
squares weighted residual approach improves upon the transient approximation of the latter two 
models. The step responses from the other weighted residual techmques differ only marginally from 
those in figure 1 produced by the least squares pomt collocauon approach. Figure 3 shows the step 
responses of the second and third order models denved by using shifted Chebyshev polynomials and 
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- ..._ 
)( ?< True response 
6. -:6. Reduced model output for n=3 
121----..JZJ Reduced model output for n=2 
0.00~--------------------------------------
-0.02~------~------------~------~----~ 
0 2 4 6 8 10 
Time 
Fig. 1. Least squares reduced model responses. 
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Fig. 2. Previous second and third order model responses. 
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Fig. 3. Step responses from Galerkm {Chebyshev) models. 
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the weighted inner product (18) within the Galerkin technique. As expected, the second order model 
is inferior to the th1rd order model though its transtent clearly tllustrates an almost even 
distribution of error over the sampling period. 
The above seventh order model output was also corrupted by additive Gaussian noise 
N(0,0.006) to stmulate the effect of collecting noisy data from a high order system. The third 
order models identified by the various techmques are shown in table 3. At firSt sight it appears that 
the least squares method produces a sigmficantly different mput/output model following the visible 
pole/zero cancellation. In fact the third order models derived from noiseless data, shown in shown 
in table 2, differ only negligibly in their response since they idenufy one very fast mode together 
with a second order mode whose real and imaginary parts are very similar to that produced by the 
least squares method when applied to the nmsy data set. 
Identificauon method 
Least squares 
Method of moments 
and 
Galerkin (Legendre) 
Galerlan (Chebyshev) 
Th1rd order 
2 0.0255s + 0.331s- 0.000418 _ (0.0255s + 0 332)(s- 0.0012) 
3 2 - 2 
s + 2.333s + 2.8082s- 0.0036 (s + 2.334s + 2.811)(s- 0.0012) 
- 0.0036s 2 + 0.5488s + 1.0339 
3 2 
s + 6.2133s + 11.188s + 8.766 
2 0.0418s + 0.2913s + 0.3217 
3 2 
s + 2.978s + 4.540s + 2.720 
2 
- 0.0201s + 0.9667s + 1.331 Galerldn (General Fourier) 3 2 
s + 9.363s + 16 870s + 11.224 
Galerlan (Even Founer) 
2 
- 0.0425s + 0.7058s + 0.8267 
3 2 
s + 6.510s + 11.131s + 7.0229 
Galerldn (Odd Fourier) 
2 
- 0.1185s + 0.9582s + 0.5023 
3 2 
s + 6 840s + 11.113s + 4.2942 
Table 3. 
Ftgure 4 shows a visual comparison of the output of the third order reduced model idenufied via the 
Galerkm (odd Fourier) techmque. Clearly the notse level is significant and has a consequent, 
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True response 
Measured output 
Reduced model output for n=3 
0.00~-----------------------------------
-0.02~----~~----~------.------.------. 
0 2 4 6 8 10 
Time 
Fig. 4. The effect of observation noise upon reduced model idenufication. 
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though not disastrous, effect upon parameter 1denufication in this latter scheme wh1ch is one of the 
weakest implementaUons of the Galerkin technique. 
To illustrate the effectiveness of the techniques in presence of unquantified polynomial 
disturbances, the actualmpu!/output data of the original seventh order model was subject to the 
following addluve disturbances when the measured input was r(t)=2sin(0.5t) and the iniual value 
x(0)=0.2: 
p(t)=l+t q(t)=3+2t+t2 
The second order model transfer function identified using the Galerldn technique (With Legendre 
polynomialS Pi-! (t) for ~) was 
G ( )= 1.058 
as 2 
s +7.043s+8.530 
Figure 5 shows the actual output x(t) of the seventh order model together with the actual output of 
the latter second order approximation when both models are subject to the same input 
r(t)=2sin(0.5t). 
Example3. 
Although not detailed in the text, all the weighted residual teehruques can be applied to linear 
MIMO system idennficauon and control. We shall bnefly quote the results from the application of 
one such model reduction method to a two input, two output system with transfer function matrix 
4 3 2 4 3 2 Ss +108.5s +811.5s +2443 5s+25515.5 4.5s +95.4s +742.14s +2509.704s+3111.225 
D' D' 
G(s)= 
4 3 2 4 3 2 1.5s +142.1s +994s +2862.3s+2910 6 6.75s +145.125s +1123.74s +3673.917s+4225 284 
D' D' 
where 
D'=(s+2)(s+4 )(s+6)(s+8)(s+ 10) = s5+ 30s4+ 340s3+ 1800s2+4384s+ 3840 
The two input s1gnals were chosen as: 
r1 (t)=20sin(0.5t) r2(t)=25sin(t) 
and the two outputs were computed on a ume mterval [0,5] with N.= lOO, samples being taken at 
equidistant points in nme. The transfer funcuon matrix with second order elements was idenufied 
by least squares method as: 
22 
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0.3 tr- -t:,. True response 
>< )( Reduced model output for n=2 
-0.1 
-0.2 I 
-0.3~------~------~--------.-------. 
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Time 
15 
Fig. 5. Model Simulation followmg identification in 
presence of unknown polynomial disturbances. 
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7.4 72s+ 18.698 5.605s+22.916 
D D 
Ga(s)= 
8.518s+21.337 9.578s+31.480 
D D 
where 
D=s2+16.407s+28.083 
In figure 6 a companson is made between the true outputs and those of the reduced model. It can be 
seen that the reduced model is a very good approximation of the anginal system. 
Example4. 
The major emphasis m this section has thus far been placed on the residual formed from the 
system integral equation where application of the vanous weighted residual methods leads to either 
a set of linear equauons or a linear least squares problem. In th1s example we Illustrate some of the 
potential difficulties that can arise from use of the signal residual and the subsequent non-linear 
optimisation. The specific problem ts to find a second order approximauon of the form 
to the fourth order system 
2 
G( ) = s + 15s + 50 s 4 3 2 
s +5s +33s +79s+50 
The latter system was simulated for a umt step mput w1th zero initial conditions and data was 
collected at Nt=80 equidistant points in the ume interval [0,8]. The least squares method was used 
with the robust simplex method (Nelder and Mead 1965) as the non-linear opumisauon algorithm. 
With initial parameter esumates for 91 and 92 of 1 and 40 respectively the optimisation routine 
predicted a second order reduced model4.347!(s2+5.538s+4.347) wlule with IDlual esumates 0 and 
50 the model92 804/{s2+119.5s+92.804) was produced. The resulting reduced order mode! IS 
clearly dependent on the choice of iniual parameter estimates and it may be thought that the 
opumisation routine has converged to two different local mmima, a poss1b1hty in any such non-
linear optimisauon. Figure 7 shows the contours of the mtegral of the squared signal residual 
critenon and the presence of a long valley is ev1denL Figure 8 shows the value of the latter 
cntenon as a function of 91 in a !me taken along the valley and md1cates that 91 =5.538, 92=4 347 
is a umque mm1mum that is potenUally difficult to reach and that 91=119.5, 92=92.804 is just' a 
point along the valley that the opumisauon has not progressed beyond. 
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Fig. 6. A MIMO system and reduced model simulauon. 
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Fig. 7. Integral of squared signal residual. 
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6. Conclusions 
The class of we1ghted residual techmques provides a set of well established methods for the 
soluuon of ordmary differential equauons. We have extended th1s basic concept to cover two 
fundamental problems m control engmeering: contmuous system identification and model 
reduction. The weighted residual methods have been presented in a general operator framework 
though the discrete nature of input/output data available for model reducuon implies that integrals 
involved in many of the formulations must be computed numerically. 
The system integral equauon, from wh1ch a residual is formed, is used as the basic vehicle 
smce it has useful noise re)ectton properties and any residual thereby formed is primanly dependent 
on the system gain and slow transient modes. Thus excellent results have been obtained to both 
problems of idennfication and model reduction following application of various weighted residual 
methods though the least squares point collocanon method is favoured by the authors. A range of 
potential Galerkin approaches has been presented and 1t is noteworthy that use of Chebyshev 
polynomials and an assoc1ated weighted mner product yields models that have a relatively even 
signal error over the sampling interval. 
When applying weighted residual methods to linear systems described by their integral 
equation, model parameter esumates result from the solution of a set of linear equauons and hence 
any convergence difficulues associated w1th non-linear problems generated by weighted signal 
residual methods are av01ded. Additionally, computational effort is kept to a mmimum by use of 
the integral equation residual. As a gwde, computauon times usmg the integral equation residual 
are typically two orders of magnirude smaller than when using the s1gnal residual in problems With 
four or five parameters. 
References 
Bonvin, D., and Mellichamp, D. A., 1982, Int. 1. Control, 35, 829. 
Chen, C. F., and Shieh, L. S., 1968,/nt. J. Control, 8, 561. 
Daly, K. C., and Colebourn, A. P., 1979, lnt. 1. Control, 30, 37. 
Eykhoff, P., 1974, System Identification (London: John Wlley and Sons). 
Finlayson, B. A., 1980,Nonlznear Analyszs zn Chemical Engzneermg, (New York: McGraw-Hill) 
Genes1o, R, and Pome, R, 1975, Int J. Control ,21, 203. 
Glover, K., 1984, Int. J. Control, 39, 1115. 
Kokotov1c, P. C., Alemong, J. J., Winkelman, J. R., and Chow, J. H.,1980,Automatzca,16, 23. 
Kokotovic, P. C., O'Malley, R. E., and, Sannuu, P., 1976, Automatica, 12, 123. 
28 
-240-
Mahapatra, G.B., 1979, I. E. E. E. Trans. Aut. Control, 24, 135. 
Nelder, JA., and Mead, R., 1965, Comput. J., 7, 308. 
Riggs, J.B., and Edgar, T. F., 1974, lnt. J. Control, 20, 213. 
Shamash, Y., 1974,/. E. E. E. Trans. Aut. Control, 19, 615. 
Sinha, N. K., and Bereznai, G. T., 1971, 1nl. J. Control, 14, 951. 
Sinha, N. K. and Pille, W., 1971, lnt. J. Control, 14, 111. 
Whitfield, A. H., and Messah, N., 1987, 1nl. J. Control, 45, 1431. 
Whitfield, A. H., and Williams, N. G., 1987,/nt. J. Syst. Science, (to be published). 
Wilson, D. A., 1974, Int. J. Control, 20, 57. 
Wilson, D. A., and Mishra R. N. 1979, lnt. J. Control, 29, 267. 
Young, P.C., 1981, Automatica, 17, 23. 
Zakian, V.,l973, Int. J. Control, 18,455. 
29 
~ 
['j 
n 
I 
r 
11 
' ~ lr. 
if 
I 
: 1 
I 
! 
I 
! 
{. 
I 
\ 
