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Abstract
The aim of this article is to prove a Thom-Sebastiani theorem for the asymptotics
of the fiber-integrals. This means that we describe the asymptotics of the fiber-
integrals of the function f⊕g : (x, y) → f(x)+g(y) on (Cp×Cq, (0, 0)) in term of
the asymptotics of the fiber-integrals of the holomorphic germs f : (Cp, 0) → (C, 0)
and g : (Cq, 0) → (C, 0). This reduces to compute the asymptotics of a convolution
Φ ∗ Ψ from the asymptotics of Φ and Ψ modulo smooth terms.
To obtain a precise result, giving the non vanishing of expected singular terms in
the asymptotic expansions of the fiber-integrals associated to f ⊕ g, we have to
compute the constants coming from the convolution process. We show that they
are given by rational fractions of Gamma factors. This enable us to show that these
constants do not vanish.
Résumé.
L’objet de cet article est de démontré un théorème ”à la Thom-Sebastiani” pour
les développements asymptotiques des intégrale-fibres des fonctions du type f ⊕ g :
(x, y) → f(x) + g(y) sur (Cp × Cq, (0, 0)) en terme des développements asympto-
tiques des intégrale-fibres associées aux germes holomorphes f : (Cp, 0) → (C, 0) et
g : (Cq, 0) → (C, 0). Ceci se ramène à calculer les développements asymptotiques
d’une convolution Φ ∗ Ψ à partir des développements asymptotiques de Φ et Ψ
modulo les termes non singuliers.
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Nancy-Université, CNRS, INRIA et Institut Universitaire de France,




Pour obtenir un résultat précis donnant la non nullité des termes singuliers attendus
dans les développements asymptotiques des intégrale-fibres associées à f ⊕ g, nous
devons calculer les constantes qui apparaissent dans la convolution. Nous montrons
qu’elles sont données par des fractions rationnelles de facteurs Gamma, ce qui nous
permet de montrer qu’elles sont non nulles.
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Titre abrégé : Thom-Sebastiani ...
Titre anglais : A Thom-Sebastiani theorem for fiber-integrals.
Contents
1 Introduction. 3
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Le but du present article est de montrer directement un théorème à la ”Thom-
Sebastiani” (voir [S.-T. 71]) pour les développements asymptotiques des intégrale-
fibres d’une fonction de la forme (x, y) → f(x) + g(y) où f et g sont deux
fonctions holomorphes au voisinage de l’origine dans Cp et Cq respectivement.
Il résulte du théorème général de développement asymptotique des intégrale-fibres






où f : U → C est une fonction holomorphe non constante sur une variété complexe
U de dimension n + 1 et ϕ une (n+ 1, n+ 1)−forme C ∞ à support compact






où les fonctions θj,α et ξ sont C
∞ au voisinage de s = 0, où A ⊂]− 1,+∞[∩Q
est un ensemble fini et où µ : A→ N est une application à valeurs dans [0, n].
Nous dirons qu’une fonction qui admet une telle écriture au voisinage de l’origine ad-
met un développement asymptotique standard uniforme1 de type (A, µ) en s = 0.
En fait, le résultat que nous présentons consiste essentiellement à montrer la sta-
bilité par convolution de la classe des fonctions admettant à l’origine de C des
”développements asymptotiques standards uniformes”, en précisant les exposants et
les degrés des termes logarithmiques de la convolée à partir des informations corre-
spondantes pour les fonctions initiales.
Donnons une définition qui facilitera l’énoncé de notre résultat.
Définition 1.0.1 Pour deux types donnés (A, µ) et (B, ν) nous définirons le type
(A ∗B, µ ∗ ν) de la façon suivante :
A ∗B = {α+ β + 1, α ∈ A, β ∈ B}.
(µ ∗ ν)(α + β + 1) = µ(α) + ν(β) quand α, β et α + β + 1 ne sont pas dans N.
(µ ∗ ν)(α + β + 1) = µ(α) + ν(β) + 1 quand α + β + 1 ∈ N, α et β non dans N.
(µ ∗ ν)(α + β + 1) = µ(α) + ν(β) − 1 quand α ou β (ou les deux) sont dans N.
Précisément nous montrons le premier théorème suivant :
Théorème 1.0.2 (Thom-Sebastiani pour les intégrale-fibres.) Soient f et
g deux fonctions holomorphes au voisinage de l’origine dans Cp et Cq respective-
ment. Supposons que les intégrale-fibres de f et g admettent des développements
1nous considérons ici des fonctions ”uniformes” contrairement aux fonctions holomorphes ”mul-
tiformes” que l’on obtient dans les intégrales ”à la Malgrange”, c’est à dire en intégrant des formes
holomorphes sur des familles horizontales de cycles (voir [M. 74]).
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asymptotiques standards uniformes de type respectifs (A, µ) et (B, ν). Alors
les intégrale-fibres de la fonction f ⊕ g : (x, y) → f(x) + g(y) admettent des
développements asymptotiques standards uniformes de type (A ∗B, µ ∗ ν).
Mais au delà du résultat qualitatif du théorème 1.0.2 qui permet de prévoir quel
terme peut apparâıtre dans le développement asymptotique standard uniforme de
la convolution de deux fonctions admettant de tels développements asymptotiques,
il est important de savoir si les termes ”candidats” donnés dans ce théorème donnent
effectivement des termes non nuls pour la convolée. Ce problème est assez délicat, et
en présence de plusieurs termes dans les développements asymptotiques des fonctions
initiales, des phénomènes de compensations peuvent se produire et faire disparâıtre
un terme attendu. Aussi dans la seconde partie de cet article étudions-nous en détail
le cas de la convolution de deux fonctions admettant un seul terme singulier non nul
dans leurs développements asymptotiques respectifs2. Nous montrons dans ce cas
que le terme attendu pour la convolution est effectivement non nul, c’est à dire que
nous prouvons le théorème précis énoncé ci-dessous.
Il n’est pas difficile de se convaincre que pour ce faire on doit calculer précisement
les constantes qui apparaissent lors de l’opération de convolution, ce qui amène à
faire toute une série de calculs qui sont assez fastidieux et pas aussi simples qu’on
pourrait le penser à priori.
Mais, heureusement, les constantes trouvées s’expriment dans tous les cas comme
des ”fractions rationnelles de facteurs Gammas”. On peut donc montrer la non nul-
lité des constantes qui interviennent et donc répondre complètement à la question
posée dans le cas considéré.
Un corollaire combinant la proposition 1.0.3 ci-dessous et le théorème précis 1.0.4
montre alors que, quitte à bien choisir la forme test et à admettre un décalage des
exposants entiers, décalage borné ne dépendant que de f, g et des compacts con-
sidérés, le terme attendu associé à des termes apparaissant effectivement pour f et
g, apparâıt effectivement pour la fonction f ⊕ g.
On notera que le calcul explicite des constantes permettra à l’utilisateur potentiel
qui souhaite aller au dela de l’énoncé de notre ”théorème précis” et de son corollaire
de déterminer dans le cas général, c’est à dire pour un produit de formes test données
arbitraires, si un phénomène de compensation se produit dans le cas de la fonction
convolée des deux intégrale-fibres données. Le cas où la somme r + r′ n’admet
qu’une seule écriture avec r ∈ Af , r
′ ∈ Bg est probablement simple à élucider.
Avant de donner l’énoncé du théorème précis, il est important de disposer du résultat
suivant qui permet effectivement de satisfaire l’hypothèse de ce théorème.
2en fait on regroupe ensemble les différentes puissances de Log|s| correspondant aux mêmes
exposants pour s et s̄.
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Proposition 1.0.3 Soit f̃ : (Cn+1, 0) → (C, 0) un germe de fonction holomorphe,
et soit f : X → D un représentant de Milnor de f̃ . Soit K ⊂ X un compact ; il
existe un entier κ ne dépendant que de f et de K vérifiant la propriété suivante:
soit ϕ ∈ C ∞K (X,C)





admette le terme c.|s|2r.sm.s̄m
′
.(Log|s|)j dans son développement asymptotique en
s = 0, avec c ∈ C∗, r ∈ Q∩ [0, 1[, j ∈ [0, n] et (m,m′) ∈ N2, où nous supposerons
l’entier j maximal pour r,m,m′ donnés. Alors pour tout N ≥ κ+1+(m+m′)/2










où Pj est un polynôme unitaire de degré j.
Théorème 1.0.4 (Le théorème de Thom-Sebastiani précis.) Soient f̃ et g̃
deux germes de fonctions holomorphes au voisinage de l’origine dans Cp et Cq
respectivement, et notons f : X → D et g : Y → D′ des représentants de Milnor
de ces germes. Soient ϕ ∈ C ∞c (X)
p,p et ψ ∈ C ∞c (Y )
q,q des formes test vérifiant
les propriétés suivantes :
• Il existe des rationnels r, r′ ∈] − 1, 0] des entiers m,n,m′, n′, j, j′ et un



















où Pj et Qj′ sont des polynômes unitaires de degrés respectifs j et j
′. On
supposera que pour r = 0 (resp r′ = 0) on a j ≥ 1 (resp. j′ ≥ 1).











.R(Log|s|) + χN(s, s̄) + O(|s|
2N)
où c est un nombre complexe non nul et où R est un polynôme unitaire dont
le degré est déterminé de la façon suivante :
• si r, r′ et r + r′ + 1 sont non nuls le degré de R est j + j′.
• si r et r′ sont non nuls mais r+ r′ + 1 = 0 le degré de R est j + j′ + 1.
• si r ou r′ est nul (ou les deux) le degré de R est j + j′ − 1.
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Remarque. Si on a r = 0 et j = 0 alors l’intégrale fibre de ϕ ne présente qu’un
terme non singulier (modulo O(|s|2N)) et donc la convolution des deux intégrale-
fibres aura au moins la même régularité que l’intégrale fibre de ϕ. On ne peut donc
pas espérer de terme singulier dans ce cas. 
On notera que la valeur précise de la constante c qui dépend de r, r′, m,m′, n, n′
est donnée dans la section 3.
La démonstration du théorème précis est l’objet de la section 3 et découle des corol-
laires 3.2.2, 3.3.2 et 3.5.3.
Combiné avec la proposition 1.0.3, ce théorème donne immédiatement le corollaire
suivant qui précise ”presque complètement” le module des développements asymp-
totiques de la fonction (x, y) 7→ f(x) + g(y) à partir de ceux de f et g.
Corollaire 1.0.5 Dans la situation du théorème précédent, fixons des compacts
K ⊂ X et L ⊂ Y ; il existe un entier κ, ne dépendant que de f, g,K, L, tel
que, si les intégrale-fibres des formes ϕ ∈ C ∞K (X)
p,p et ψ ∈ C ∞L (Y )
q,q admettent









avec c.c′ 6= 0 les entiers j et j′ étant maximaux pour r,m, n (resp. r′, m′, n′)
donnés, alors il existe une forme test θ dans C ∞c (X × Y )
p+q,p+q telle que le










où R est un polynôme unitaire dont le degré est déterminé de la façon suivante :
• si r, r′ et r + r′ + 1 sont non nuls le degré de R est j + j′.
• si r et r′ sont non nuls mais r+ r′ + 1 = 0 le degré de R est j + j′ + 1.
• si r ou r′ est nul (ou les deux) le degré de R est j + j′ − 1.
Remarque. Comme on l’a déjà fait remarquer plus haut, des compensations
éventuelles entre divers termes des développements asymptotiques ne permettent
pas, en général, d’assurer que la forme test ϕ∧ψ aura dans le développement asymp-
totique de son intégrale-fibre le terme attendu correspondant aux termes donnés dans
les développements asymptotiques des intégrale-fibres de ϕ et ψ.
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Autrement dit, la forme test θ sera, en général, différente de ϕ ∧ ψ, et le décalge
par l’entier κ sera nécessaire.
Une conséquence simple de ces résultats est le corollaire suivant, sur le polynôme
de Bernstein à l’origine (voir par exemple [K. 76]) d’une fonction de la forme
(x, y) 7→ f(x)+g(y), qui peut également se déduire du théorème de Thom-Sebastiani
topologique (voir [Sak.73]) et des résultats de Malgrange-Kashiwara (voir [M.83] ou
bien [Bj.93] ch. 6) sur le lien entre la monodromie du complexe des cycles evanes-
cents et les racines du polynôme de Bernstein.
Mais, bien sûr, les résultats ci-dessus sont bien plus précis puisque, non seulement il
sont au niveau des termes singuliers des développements asymptotiques, mais aussi
puisqu’ils contrôlent les décalages entiers dans les puissances de s et s̄.
Corollaire 1.0.6 (Thom-Sebastiani pour le polynôme de Bernstein.) Soient
f : (Cp, 0) → C, 0) et g : (Cq, 0) → (C, 0) deux germes non constants de fonctions
holomorphes. Alors toute racine du polynôme de Bernstein à l’origine du germe
f ⊕ g : (x, y) → f(x) + g(y) est modulo Z somme d’une racine du polynôme de
Bernstein de f en 0 et d’une racine du polynôme de Bernstein de g en 0.
Réciproquement, si α et β sont des racines respectivement des polynômes de
Bernstein de f et g à l’origine, il existe une racine γ du du polynôme de
Bernstein de f ⊕ g : (x, y) → f(x) + g(y) qui est congrue modulo Z à α+ β.
2 Le théorème de convolution.
2.1 Utilisation du théorème de Fubini.
Commençons par montrer comment le théorème de Fubini permet de ramener notre
problème à la détermination du développement asymptotique à l’origine d’une con-
volution.
Proposition 2.1.1 Soient f : X → D et g : Y → D des représentants de Milnor
de deux germes de fonctions holomorphes à l’origine de Cp et Cq respectivement.
Pour ρ (resp. σ ) une fonction C ∞ à support compact dans X (resp. dans Y )



















dx ∧ dx̄ ∧ dy ∧ dȳ




Φf,ρ(s− u).Ψg,σ(u).du ∧ dū.
Preuve. Commençons par remarquer que, d’après le Nullstellensatz, il existe un
entier N en une (p− 1, p− 1)−forme ω de classe C ∞ au voisinage de Supp(ρ)
dans Cp vérifiant
ω ∧ df ∧ df̄ = |f(x)|2N .dx ∧ dx̄.
On a alors, au voisinage de Supp(ρ) × Supp(σ), l’égalité
ω ∧ dy ∧ dȳ ∧ d(f + g) ∧ d(f + g) = |f(x)|2N .dx ∧ dx̄ ∧ dy ∧ dȳ.
On peut alors écrire, toujours au voisinage de Supp(ρ) × Supp(σ), sur la fibre
{f(x) + g(y) = s} :
dx ∧ dx̄ ∧ dy ∧ dȳ




∧ dy ∧ dȳ.




dx ∧ dx̄ ∧ dy ∧ dȳ























.du ∧ dū =
∫
u∈C
Φf,ρ(s− u).Ψg,σ(u).du ∧ dū 
2.2 Le théorème de convolution.
Montrons maintenant notre théorème de développement asymptotique pour une
convolution.
Théorème 2.2.1 Considérons deux nombres réels α et β strictement plus grands








θ(s− u).η(u).|s− u|2α.(Log|s− u|2)j.|u|2β.(Log|u|2)k.du ∧ dū.
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Alors il existe des fonctions (ζl)l∈[0,L] et ξ dans C
∞








• L = j + k si α, β, α+ β + 1 6∈ N,
• L = j + k + 1 si α, β 6∈ N et si α + β + 1 ∈ N,
• L = j + k − 1 si α ou β ou les deux sont entiers.
De plus, on a L = −1 dès que α ∈ N et j = 0 ou, symétriquement, dès que
β ∈ N et k = 0.
Démonstration. Nous la ferons en plusieurs étapes.
Première étape. Remarquons déjà que les conditions α > −1 et β > −1
assurent que, pour s 6= 0 la fonction intégrée est localement intégrable. De plus
le support compact de la fonction η montre l’intégrabilité globale. La fonction est
donc bien définie sur C∗.
Le changement de variable v = s−u dans l’intégrale définissant la fonction Fα,β,j,k
montre que les triplets (θ, α, j) et (η, β, k) jouent des rôles symétriques.
Par ailleurs il est clair que pour α ∈ N et j = 0 on a une convolution entre une
fonction C ∞c est une fonction intégrable à support compact . On obtient donc une
fonction C ∞c , et de même pour β ∈ N et k = 0.






θ(s− u).η(u).|s− u|2α.(Log|s− u|2)j.|u|2β.(Log|u|2)k.du ∧ dū
donne manifestement une fonction C ∞ sur l’ouvert {|s| < ε/2}, puisque main-
tenant la fonction intégrée est C ∞ en s et majorée par une fonction intégrable
fixe ainsi que chacune de ses dérivée partielles en s, s̄.
Pour prouver l’existence du développement asymptotique à l’origine de la fonction
Fα,β,j,k il suffit donc de le faire pour la fonction obtenue en intégrant seulement sur
le disque {|u| ≤ ε}.
Troisième étape. Montrons maintenant que si la fonction θ est plate à l’ordre
N ≥ 1 à l’origine, alors la fonction Fα,β,j,k est de classe C
N−1 au voisinage de







où les fonctions θi sont dans C
∞
c (C), il s’agit de voir que, pour chaque i ∈ [0, N+1],







est de classe C N−1 au voisinage de l’origine. Montrons ceci par récurrence sur
N ≥ 1. Pour N = 1 il s’agit de voir que les fonctions G0, G1 et G2 sont continues





est continue en (s, u) pour i = 0, 1, 2 puisque α > −1, et de l’intégrabilité de la
fonction u 7→ η(u).|u|2β.(Log|u|2)k.
Supposons l’assertion montrée pour N − 1 ≥ 1 et montrons-là pour N .
On a, d’après le théorème de dérivation de Lebesgue,
∂Gi
∂s



















.θi(s− u).η(u).Rα,β,j−1,k(s, u).du ∧ dū
où l’on a posé, pour simplifier l’écriture,
Rα,β,j,k(s, u) = |s− u|
2α.(Log|s− u|2)j .|u|2β.(Log|u|2)k






sont plates à l’ordre N − 1 à l’origine, l’hypothèse de récurrence donne que ∂Gi
∂s
est de classe C N−2 au voisinage de l’origine. Comme il en est de même pour ∂Gi
∂s̄
,
par un calcul analogue à ce que l’on vient de voir, ceci achève la preuve de notre
assertion.




up.ūq.|s− u|2α.(Log|s− u|)j.|u|2β(Log|u|)k.du ∧ dū
où j, k, p, q sont des entiers et où α et β sont des réels strictement plus grands
que −1. On va établir la proposition suivante :
Proposition 2.2.2 La fonction Gp,qα,β,j,k est de la forme suivante:
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où Φ est une fonction analytique au voisinage de l’origine qui dépend de α, β, j, k, p, q,
où les constantes cl dépendent également de α, β, j, k, p, q, et où l’on a
• L = j + k quand α, β, α+ β + 1 6∈ N,
• L = j + k + 1 quand α + β + 1 ∈ N et α, β 6∈ N,
• L = j + k − 1 quand α ou β ou les deux sont entiers.
On notera que ceci implique que la fonction Gp,qα,β,j,k est C
∞ en dehors de
l’origine et admet, quand s → 0 un développement asymptotique avec des ter-
mes ”singuliers”3 éventuels bien précis, et que ce développement asymptotique est
indéfiniment dérivable, c’est-à-dire que toute dérivée partielle de Gp,qα,β,j,k admet
quand s → 0 le développement asymptotique obtenu en effectuant formellement
les mêmes dérivées partielles sur le développement asymptotique trouvé que celles
effectuées sur Gp,qα,β,j,k.
Preuve. Posons u = s.t pour s 6= 0. Alors Gp,qα,β,j,k(s)
/
sp.s̄q.|s|2(α+β+1) est
donné par l’intégrale :
∫
|t|≤1/|s|
tp.t̄q.|1 − t|2α.|t|2β.(Log|s.(1 − t)|)j .(Log|s.t|)k.dt ∧ dt̄.
Commençons par supposer que α+ β + 1 6∈ N.
Comme l’intégrale pour |t| ≤ 3 est un polynôme en Log|s| de degré au plus
j + k dont les coefficients dépendent de façon C ∞ de (α, β) ∈] − 1,+∞[2, nous






tp.t̄q.|1 − t|2α.|t|2β .(Log|s.(1 − t)|)j .(Log|s.t|)k.dt ∧ dt̄.
3c’est-à-dire qui ne sont pas dans C[[s, s̄]].
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Ecrivons
(Log|s.t|)k = (Log|s| + Log|t|)k et
(Log|s.(1 − t)|)j = (Log|s| + Log|t| + Log|1 − 1/t|)j
et développons notre intégrale par la formule du binôme. On obtient ainsi un
polynôme de degré ≤ j + k en Log|s| et le coefficient de (Log|s|)j+k−h est,
à une combinaison linéaire à coefficients constants de fonctions de la forme
∫
3≤|t|≤1/|s|
tp.t̄q.|1 − t|2α.|t|2β .(Log|1 − 1/t|)h1.(Log|t|)h2.dt ∧ dt̄
où h1 + h2 = h.






























ce qui donne que Γp,qα,β,j,k(s)
/
sp.s̄q.|s|2(α+β+1) est combinaison linéaire à coefficients
















On notera que le polynôme en cos(ϕ), γh1α,ν(cos(ϕ)), est une fonction C
∞ de
α ∈]−1,+∞[, et donc que Ch1α,ν dépend également de façon C
∞ de α ∈]−1,+∞[.




|1 − x.e−iϕ|2α.(Log|1 − x.e−iϕ|)h1.ei(p−q)ϕ.dϕ







est (−1)p+q−paire. Ceci se voit facilement en changeant x en −x et ϕ en ϕ+π.
Ceci montre que Ch1α,ν est non nul seulement quand les entiers p + q et ν ont
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même parité.
On en déduit que, sous notre hypothèse α+ β + 1 6∈ N, l’exposant
2(α+ β + 1) + p+ q − ν = 0 n’apparâıt pas dans le développement (∗).









où Pj,k est un polynôme de degré ≤ j+k, dont les coefficients dépendent de (α, β)
de façon C ∞ ainsi que de p et q, et où Φj,k (qui dépend également de α, β, p, q)
est analytique au voisinage de l’origine.
On remarquera que le calcul explicite des coefficients du développement en série de
la fonction Φj,k montre qu’elle dépend de façon C
∞ de (α, β) ∈ (] − 1,+∞[)2,
α+ β + 1 6∈ N.








est C ∞ en s au voisinage de l’origine.






vp.v̄q.|s− v|2α.|v|2β.dv ∧ dv̄




vp.v̄q.|s− v|2α.|v|2β.dv ∧ dv̄


















∈ C[[s, s̄]]. (∗∗∗)


























Comme on a supposé (α + β + 1) 6∈ N, et que Φ0,0 est (−1)
p+q−paire, on en







)q.|s|m ∈ C[[s, s̄]]
ce qui prouve notre assertion pour j + k = 0.
Supposons l’assertion démontrée pour j+k ≤ n et montrons-là pour j+k = n+1.
Supposons, par exemple j ≥ 1. Alors on a, grâce à l’hypothèse de récurrence
Gp,qα,β,j−1,k(s) − s





et que la dépendance en (α, β) ∈ (] − 1,+∞[)2 des calculs précédents est C ∞, on











ce qui prouve notre assertion pour le couple (j, k) en vertu de l’unicité du développement
asymptotique.
Remarque. Si α ou β est entier, mais toujours en supposant que α+β+1 6∈ N,
on constate que pour j + k = 0 on n’a pas de terme singulier pour la fonction
Gp,qα,β,0,0. La récurrence sur j+k montre que l’on peut prendre L = j+k−1 dans
ce cas. 
Dans le cas où α+ β + 1 = m ∈ N la fonction Φ0,0 sera la somme d’une fonction
analytique et d’un terme logarithmique du type δ.|s|2m+p+q.Log|s|2, qui sera obtenu
pour ν = 2m+ p + q. On peut alors mettre le terme initial c.|s|2m.sp.s̄q dans les
termes non singuliers, sortir le terme logarithmique et conclure de façon analogue
au cas précédent pour la fonction Gp,qα,β,0,0. Le cas où (j, k) ∈ N
2 est arbitraire s’en
déduit alors par dérivation j−fois en α et k−fois en β.
Il nous reste à prouver que pour (α, β) ∈ N2 on a en fait un polynôme en Log|s|
de degré ≤ j + k − 1. Il suffit en fait de montrer ce résultat pour j + k = 1 car le
cas général s’en déduit immédiatement par dérivation en α et β.
Il s’agit donc de montrer que pour (α, β) ∈ N2 et, par exemple4 j = 0, k = 1 la
fonction Gp,qα,β,0,1 est C
∞. Mais ceci est évident puisque la fonction u→ |u|2α est
C ∞ dans ce cas. 
4rappelons que l’on a symétrie entre j et k.
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Cinquième et dernière étape. D’après la seconde étape, on peut se contenter
d’integrer sur le disque {|u| ≤ 1} pour prouver l’assertion. Fixons un entier N .
D’après la troisième étape, on peut alors remplacer dans l’intégrale les fonctions θ
et η par des polynômes de degrés N + 1 pour établir l’existence et la forme du
développement asymptotique d’ordre N puisque l’erreur commise sera de classe
C N au voisinage de l’origine.
En développant le polynôme en s − u on est alors ramené à montrer l’existence






Ceci est donné par la proposition de l’étape 4.
On remarquera que l’on a prouvé en même temps que les fonctions Fα,β,j,k sont
C ∞ en dehors de l’origine, puisque c’est le cas pour les fonctions Gp,qα,β,j,k. Ceci
achève la preuve du théorème 2.2.1. 
2.3 Preuves de la proposition 1.0.3 et du corollaire 1.0.6.
Commençons par démontrer la proposition 1.0.3.
Preuve de la proposition 1.0.3 . Soit donc K un compact de X contenant





ψ], ψ ∈ C ∞K (X,C)
n,n}
où DA(F ) désigne le développement asymptotique à l’origine de la fonction F .






où R ⊂ Q ∩ [0, 1[ est un sous-ensemble fini.






est stable par ces deux opérateurs, la noethérianité de C[[s, s̄]] implique que M̃K
est également de type fini sur C[[s, s̄]].
Mais d’après [B.-S. 74]5, on a sn+1. ∂
∂s
MK ⊂ MK ainsi que s̄
n+1. ∂
∂s̄
MK ⊂ MK .
Ceci montre que l’on a l’inclusion
M̃K ⊂ MK [s
−1, s̄−1].
5en combinant l’inclusion fn+1.Ωn+1X ⊂ df ∧ Ω
n












La finitude de M̃K sur C[[s, s̄]] donne alors l’existence d’un entier κ, ne dépendant
que de f et du compact K, tel que l’on ait
|s|2κ.M̃K ⊂ MK .
Il nous suffit donc de prouver la proposition pour M̃K en prenant κ = 0 dans ce
cas.















permet de supprimer dans le développement asymptotique de ϕ tous les termes
qui ne sont pas des O(|s|2N) (il n’y en a qu’un nombre fini) et qui ne sont pas de la
forme |s|2r.sm.s̄m
′
.P (Log|s|) où P est un polynôme de degré égal à j (rappelons
que l’on a supposé que j est maximal pour (r,m,m′) donné). Ceci permet alors
de conclure. 
Remarque. Si la fonction f est contenue dans son idéal jacobien au voisinage
du compact K, on a M̃K = MK et l’on peut prendre κ = 0 dans la proposition.
On a donc le résultat optimal dans ce cas.
En utilisant de manière anticipée les résultats de la section suivante, nous allons
démontrer le le corollaire 1.0.6.
Preuve du corollaire 1.0.6. La première partie du corollaire est immédiate
puisque l’on sait que modulo Z les racines du polynôme de Bernstein de f à
l’origine correspondent aux exposants qui apparaissent effectivement dans les
développements asymptotiques des intégrales fibres au voisinage de l’origine ; voir
par exemple [Bj. 93] chapitre 6.5.
La réciproque est conséquence de la proposition 1.0.3 qui permet d’appliquer le
théorème précis 1.0.4 et ainsi d’éviter les phénomènes de compensation entre différents
termes des développements asymptotiques de f et g. 
3 Calcul des constantes :
démonstration du théorème précis.
3.1 Préliminaires.
Notation. Pour a, b, · · · des nombres complexes, nous noterons α, β, · · · leurs
parties réelles respectives.
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Notons pour p, q entiers positifs,
Up,q := {(a, b) ∈ C
2 / α + p/2 > −1 et β + q/2 > −1}
U0p,q := Up,q ∩ {(a, b) ∈ C




Vp,q := Up,q \ {(a, b) ∈ C
2 / a+ b+ 1 ∈ Z}.
On remarquera que pour (a, b) ∈ U0p,q, on a a + b + 1 6∈ N puisque les inégalités
imposées impliquent −1 − p+q
2
< α+ β + 1 < −p+q
2
. 











On remarquera que γra,m = 0 si r 6= m modulo 2, puisque l’intégrale considérée
est invariante par le changement x→ −x et θ → θ + π.




il nous suffira donc de considérer le cas où m est dans N.
On remarquera également que les coefficients γra,m dépendent holomorphiquement
de a sur l’ouvert α > −1, d’après la formule de Cauchy.















Γ(a + 1)Γ(b+ q + 1)Γ(−a− b− 1)
Γ(−a)Γ(−b)Γ(a + b+ q + 2)
. (*)
Preuve. Commençons par remarquer que la convergence absolue de l’intégrale
définissant Gq est assurée en t = 0 par la condition 2β + q + 1 > −1, en t = 1
par la condition α > −1 et en |t| = +∞ par la condition 2(α+ β) + q+ 1 < −1.
Donc la fonction Gq est bien holomorphe sur l’ouvert U
0
q .
Pour prouver la formule (∗) il suffit de le faire quand a = α et b = β. Ce que
nous supposerons donc dans la suite.






















































.Cjk si k = q + 2j, avec j ∈ [0, k], et






































Utilisons alors la formule classique
∫ +∞
0


















Γ(β + q + j + 1).Γ(−α− β + j − 1).(q + 2j)!
Γ(α− q − 2j + 1).[(q + 2j)!]Γ(q + 2j − α).j!(q + j)!
.
Après simplification par (q+ 2j)! et utilisation de la formule des compléments qui
donne
Γ(α− q − 2j + 1).Γ(q + 2j − α) =
π













Γ(β + q + j + 1).Γ(−α− β + j − 1)
Γ(q + j + 1).j!
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Γ(j + x).Γ(j + y)
Γ(j + z).j!
=
Γ(x).Γ(y).Γ(z − x− y)
Γ(z − x).Γ(z − y)
.





Γ(β + q + 1).Γ(−α− β − 1).Γ(α+ 1)
Γ(−α).Γ(−β).Γ(α + β + q + 2)
c’est à dire la formule annoncée. 
Remarques.
1) Le changement t→ 1/t transforme Gq(α, β) en Gq(α,−(α + β + q + 2)).
On constate que ceci est bien compatible avec la formule obtenue puisque si
α′ = α, β ′ = −(α + β + q + 2) on a
β ′ + q + 1 = −α− β − 1, −α′ − β ′ − 1 = β + q + 1,
α′ + β ′ + q + 2 = −β etc...
2) On notera également que l’ouvert U00,q est stable par cette involution, puisque
β ′ + q/2 + 1 = −α − β − q/2 − 1 > 0 ainsi que
α′ + β ′ + q/2 + 1 = −β − q/2 − 1 < 0
pour (α, β) ∈ U00,q.
3) On remarquera que pour (α, β) ∈ U00,q ∩ R
2 le nombre Gq(α, β) est réel. On







|1 − t|2α.t̄q.|t|2β.dt ∧ dt̄ = Gq(α, β).
On a donc, pour (a, b) ∈ U00,q l’égalité Gq̄(a, b) = Gq(ā, b̄). 
Considérons maintenant la même intégrale que dans le lemme précédent mais en
demandant seulement à (a, b) de vérifier les conditions de convergence en t = 0
et t = 1 c’est à dire d’être dans l’ouvert U0,q défini par les inégalités α > −1 et
β+ q/2 > −1. L’intégrale diverge alors à l’infini, mais le lemme suivant montre que
sa ”partie finie”, c’est à dire le terme constant dans le développement asymptotique
à l’infini de cette intégrale donne le prolongement méromorphe de la fonction Gq à
l’ouvert U0,q.
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Γ(a + 1).Γ(b+ q + 1).Γ(−a− b− 1)






2(a+ b+ 1) + q − r
.32(a+b+1)+q−r















est un O(ρ−N−1) et donc que pour 2(α+ β + 1) + q−N − 1 < 0 l’intégrale de 3
à +∞ converge et la limite cherchée est simplement la valeur de cette intégrale.
Il s’agit donc simplement de montrer que le prolongement analytique de la fonction
holomorphe Gq définie sur l’ouvert U
0
0,q est bien donné par cette intégrale. On
concluera alors grâce au lemme précédent.
Mais pour (a, b) ∈ U00,q, en coupant l’intégrale définissant Gq pour |t| ≤ 3 et pour
|t| ≥ 3 et en utilisant le développement (@) à l’ordre N dans cette dernière,
on obtient bien l’égalité de la limite du membre de gauche de (∗∗∗) avec Gq sur
l’ouvert U00,q, puisque |s|
−[2(a+b+1)+q−r] tend vers 0 quand s → 0, étant donné
que l’on a α + β + q/2 + 1 < 0 et r ≥ 0. 
On remarquera que ceci montre que le prolongement analytique de la fonction Gq
a des pôles simples (au plus) sur les droites
a + b+ 1 =
r − q
2
pour r ∈ N, r = q modulo 2.
Le fait que ces points soient réellement des pôles simples quand a + b+ 1 ∈ N est
montré à posteriori par la formule que l’on a établie. Ceci permet de calculer les
coefficients γra,q. On obtient, pour a 6∈ N, en utilisant la formule des compléments
(on notera que a 6∈ −N sous nos hypothèses, puisque l’on a α > −1 et aussi que
r+q
2
− a 6∈ −N, puisque r+q
2
















Γ(a+ 1 − r−q
2














et 0 sinon, ce qui cöıncide bien avec (@@).
La situation précédente où a+ b+ 1 ∈ N avec a non entier est examinée dans le
lemme suivant.
Lemme 3.1.3 Soit q un entier positif ou nul. Pour (a, b) ∈ U0,q, a + b + 1 ∈ N,



































2(a+ b+ 1) + q − r












Γ((a+ 1 − r0+q
2








Preuve. La preuve est la même que pour le lemme précédent sauf que le terme
pour r = r0 donne un terme logarithmique dans ce cas. On doit donc évaluer la
valeur en 2(a+ b+ 1) + q = r0 de la somme
1
2
Γ(a+ 1).Γ(b+ q + 1).Γ(−a− b− 1)





a + b+ 1 + (q − r0)/2
.
Compte tenu de la formule (@@), du fait que l’on a, pour k ∈ N,













quand z → 0, un calcul simple montre que la valeur de cette limite est bien celle
annoncée. 
On notera que cette limite n’est jamais nulle puisque l’on suppose que a n’est pas
un entier
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|1 − t|2a.(1 − t)p.|t|2b.t̄q.dt ∧ dt̄
On a alors
Fp,q(a, b) =
Γ(a + p+ 1).Γ(b+ q + 1).Γ(−a− b− 1)
Γ(a+ b+ p+ q + 2).Γ(−a).Γ(−b)
Fp,q̄(a, b) = (−1)
p.
Γ(a+ p+ 1).Γ(b+ q + 1).Γ(−a− b− p− 1)
Γ(a+ b+ q + 2).Γ(−a).Γ(−b)
.
Remarques.
i) On vérifie facilement les égalités ”évidentes à priori” sur U0p,q ∩ R
2
Fp,0 = Fp,0̄ et F0,q = F0,q̄.
ii) Une conséquence simple du lemme précédent est le prolongement méromorphe
des fonctions Fp,q et Fp,q̄ à l’ouvert Up,q avec des pôles au plus simples sur
les droites a + b+ 1 ∈ N.
Preuve. La formule suivante sera la clef de cette preuve.







Γ(x+ y + j)
=
Γ(x).Γ(y + p)
Γ(x+ y + p).Γ(y)
.
Preuve. Montrons cette égalité par récurrence sur p ≥ 0. Le cas p = 0 est
trivial. Supposons la formule démontrée pour p et montrons-là pour p + 1. En





Ap+1(x, y) = Ap(x, y) −Ap(x+ 1, y) =
Γ(x).Γ(y + p)
Γ(x+ y + p).Γ(y)
−
Γ(x+ 1).Γ(y + p)
Γ(x+ y + p+ 1).Γ(y)
=
Γ(x).Γ(y + p)
Γ(x+ y + p+ 1).Γ(y)
[x+ y + p− x]
=
Γ(x).Γ(y + p+ 1)
Γ(x+ y + p+ 1).Γ(y)
. 
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Γ(b+ q + j + 1)
Γ(a+ b+ q + j + 2)
)
et en utilisant le lemme ci-dessus avec x = b+ q+1, y = a+1 on obtient la formule
annoncée.





(−1)j .Cjp.Gq−j(a, b+ j)
=
Γ(a+ 1).Γ(b+ q + 1)







Γ(−a− b− j − 1)
Γ(−b− j)
)
La formule des compléments donne alors la formule annoncée. 
Remarque. Pour a + b+ 1 6∈ N, les nombres complexes Fp,q(a, b) et Fp,q̄(a, b)
sont non nuls. 
3.2 Le premier cas.
Notation. Soient 0 ≤ p ≤ q deux entiers et soit D le disque unité du plan
complexe. Pour (a, b) ∈ Up,q et s ∈ D












|s− u|2a.(s− u)p.|u|2b.ūq.du ∧ dū
Proposition 3.2.1 (Le premier cas : a+ b+ 1 n’est pas dans N.) On sup-
pose que (a, b) ∈ Vp,q. Alors il existe des fonctions Φp,q et Φp,q̄ qui sont C
∞ sur
Vp,q ×D, holomorphes sur Vp,q pour s ∈ D fixé, telles que l’on ait sur Vp,q ×D
∗
Fp,q(a, b)[s] = Fp,q(a, b).s
p+q.|s|2(a+b+1) + sp+q.Φp,q(a, b, s)
Fp,q̄(a, b)[s] = Fp,q̄(a, b).s
p.s̄q.|s|2(a+b+1) + s̄q−p.Φp,q̄(a, b, s)
Preuve. Remarquons déjà que le fait que ces fonctions soient C ∞ sur l’ouvert
U0p,q × D
∗, holomorphes sur U0p,q pour s ∈ D
∗ fixé, est conséquence immédiate
Thom-Sebastiani... 24
des définitions. Nous allons commencer par traiter le cas de Fp,q. Pour s ∈ D
∗
effectuons le changement de variable u = s.t. On obtient
















|1 − t|2a.tq+j.|t|2b.dt ∧ dt̄.






|1 − t|2a.(1 − t)p.|t|2b.tq.dt ∧ dt̄.

































= C1j,q(a, b) + |s|
−2(a+b+1).Ψj(a, b, |s|
2). (B)
la fonction Ψj étant une série de Laurent en |s|
2 dont les coefficients sont holo-
morphes en (a, b) pourvu que a + b 6∈ Z. On notera que la puissance maximale
négative en |s|2 dans Ψj est (j + q)/2 ≤ (p+ q)/2.
On obtient alors








où nous avons posé









Ceci établit l’assertion annoncée pour la fonction Fp,q sauf qu’il nous reste à montrer
les deux points suivants :





2) est bien C ∞ en
s = 0, c’est à dire ne présente pas de termes non nul de la forme sp+q/|s|2k
avec k ≥ 1.
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2. Montrer que la constante Cp,q(a, b) est bien égale à Fp,q(a, b).
Pour établir le premier point considérons un nombre complexe λ ∈ C∗ et calculons
la différence Fp,q(a, b)[λ.s]−λ
p+q.|λ|2(a+b+1).Fp,q(a, b)[s]. Le changement de variable





|s− v|2a.(s− v)p.|v|2b.vq.dv ∧ dv̄.
Cette différence est donc C ∞ sur C2×D, holomorphe sur C2 à s ∈ D fixé. Mais
la présence d’un terme non nul de la forme c.sp+q/|s|2k avec k ≥ 1 produirait






nécessairement non nul puisque α + β + 1 > −1, ce qui contredirait l’aspect C ∞
en s = 0 de cette différence.
L’identification de la constante s’obtient facilement en utilisant les lemmes 3.1.2 et
3.1.4.
La preuve pour la fonction Fp,q̄ est tout à fait analogue.
On notera que le terme sp.s̄q/|s|2k est C ∞ pour k ∈ [0, p], puisque l’on a supposé
0 ≤ p ≤ q, ce qui explique le facteur s̄q−p dans ce cas. 
Remarque. Pour a ou b dans N on a Fp,q(a, b) = 0 ainsi que Fp,q̄(a, b) = 0
ce qui montre que la fonction considérée est C ∞ en s = 0. Ceci est évident à priori
puisque l’on convole une fonction C ∞ avec une fonction localement intégrable à
support compact.
Corollaire 3.2.2 Dans la situation de la proposition précédente, soient j et k
deux entiers, et définissons pour (a, b) ∈ Vp,q les fonctions





|s− u|2a.(s− u)p.(Log|s− u|2)j .|u|2b.uq.(Log|u|2)k.du ∧ dū





|s− u|2a.(s− u)p.(Log|s− u|2)j .|u|2b.ūq.(Log|u|2)k.du ∧ dū
Alors on a
F j,kp,q (a, b)[s] = P
j,k
p,q (a, b)[Log|s|
2].sp+q.|s|2(a+b+1) + sp+q.Φp,q(a, b, s)
F j,kp,q̄ (a, b)[s] = P
j,k
p,q̄ (a, b)[Log|s|
2].sp.s̄q.|s|2(a+b+1) + s̄q−p.Φp,q̄(a, b, s)
où P j,kp,q et P
j,k
p,q̄ sont des polynômes de degré j+k dont les coefficients dépendent
holomorphiquement de (a, b) et dont les coefficients dominants sont donnés par





obtenues via l’opération ∂
j+k
∂ja∂kb
sur les fonctions Φp,q et Φp.q̄ de la proposition
précédente.
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Preuve. Il suffit d’appliquer l’opérateur différentiel ∂
j+k
∂ja∂kb
dans l’assertion de la
proposition précédente. 
Complément. Dans le cas où a (ou bien b) est dans N, avec (a, b) ∈ Up,q, le








































+ holomorphe(z) pour k ∈ N et z voisin de
0, on constate que pour obtenir le coefficient cherché il suffit de remplacer (si par
exemple c’est a qui est dans N) le facteur 1/Γ(−a) dans l’expression de Fp,q
par le nombre (−1)a+1.a! (resp. dans l’expression de Fp,q̄ ) . Ceci montre que
ces coefficients sont non nuls (car a et b ne peuvent être simultanément dans N
puisque a+ b+ 1 6∈ N par hypothèse).
Donc dans ces cas les polynômes en Log|s|2 P j,kp,q (a, b) et P
j,k
p,q̄ (a, b) sont de degré
exactement j + k − 1 . 
3.3 Le second cas.
Proposition 3.3.1 (Le second cas : a, b non entiers et a+ b+ 1 ∈ N.) On sup-





2 + cp,q(a, b)
]




2 + cp,q̄(a, b)
]
.sp.s̄q.|s|2(a+b+1) + s̄q−p.Ψp,q̄(a, b, s)





Γ(a+ p + 1).Γ(b+ q + 1)





Γ(a+ p + 1).Γ(b+ q + 1)
Γ(a+ b+ q + 2).Γ(a+ b+ p+ 2)
où les fonctions Ψp,q et Ψp,q̄ sont C
∞ sur Up,q ×D, holomorphes sur Up,q pour
s ∈ D fixé, et les fonctions cp,q et cp,q̄ sont holomorphes sur Up,q.
Remarque. Quand on suppose de plus que a et b ne sont pas entiers, les
nombres F̃p,q(a, b) et F̃p,q̄(a, b) ne sont pas nuls. 
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Preuve. Elle est analogue au cas de la proposition 3.2.1 sauf qu’il faut prendre
en compte l’apparition du logarithme puisque le fait que a+ b+1 soit entier oblige





. Posons rj = q+ j+2(a+ b+1), et
reprenons le calcul de l’intégrale Ij (voir (A) dans la preuve de la proposition 3.2.1).
Le terme en sp+q.|s|2(a+b+1).Log|s| aura pour coefficient −γ
rj
a,q+j . On obtiendra
ainsi que















Γ(b+ q + j + 1)




Γ(a+ p+ 1).Γ(b+ q + 1)
Γ(a+ b+ 2).Γ(a+ b+ p+ q + 2)
d’après le lemme 3.1.5.
Le calcule analogue pour le coefficient F̃p,q̄(a, b) donne,















Γ(b+ j + 1)




Γ(a + p+ 1).Γ(b+ 1)




Γ(a + p+ 1).Γ(b+ q + 1)
Γ(a+ b+ q + 2).Γ(a+ b+ p + 2)
d’après la formule des compléments. 
Corollaire 3.3.2 Dans la situation de la proposition précédente, soient j et k
deux entiers, et définissons pour (a, b) ∈ Up,q vérifiant a+ b+1 ∈ N, les fonctions





|s− u|2a.(s− u)p.(Log|s− u|2)j .|u|2b.uq.(Log|u|2)k.du ∧ dū





|s− u|2a.(s− u)p.(Log|s− u|2)j .|u|2b.ūq.(Log|u|2)k.du ∧ dū
Alors on a
F j,kp,q (a, b)[s] = P
j,k
p,q (a, b)[Log|s|
2].sp+q.|s|2(a+b+1) + sp+q.Φp,q(a, b, s)
F j,kp,q̄ (a, b)[s] = P
j,k
p,q̄ (a, b)[Log|s|
2].sp.s̄q.|s|2(a+b+1) + s̄q−p.Φp,q̄(a, b, s)
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où P j,kp,q et P
j,k
p,q̄ sont des polynômes de degré j + k + 1 dont les coefficients
dépendent holomorphiquement de (a, b) et dont les coefficients dominants sont
donnés par F̃p,q(a, b) et F̃p,q̄(a, b) respectivement, et où les fonctions Φ
j,k
p,q et
Φj,kp,q̄ sont obtenues via l’opération
∂j+k
∂ja∂kb
sur les fonctions Φp,q et Φp.q̄ de la
proposition précédente.




de la proposition précédente. 
Le dernier cas à traiter est celui où a et b sont entiers. Ceci ne peut s’obtenir
comme précédemment par dérivation du cas où les logarithmes n’apparaissent pas.
Il faut donc traiter directement l’analogue des corollaires 3.2.2 et 3.3.2.
3.4 Le dernier cas.
Proposition 3.4.1 (Le cas a et b entiers.) Donnons-nous deux entiers
0 ≤ p ≤ q. Supposons maintenant que a et b sont dans Z et que l’on a
a+ p/2 > −1 et b+ q/2 > −1. Pour (j, k) ∈ (N∗)2 et s ∈ D∗ posons alors





|s− u|2a.(s− u)p.(Log|s− u|2)j .|u|2b.uq.(Log|u|2)k.du ∧ dū





|s− u|2a.(s− u)p.(Log|s− u|2)j .|u|2b.ūq.(Log|u|2)k.du ∧ dū
Alors on a
F j,kp,q (a, b)[s] = P̌
j,k
p,q (a, b)[Log|s|
2].sp+q.|s|2(a+b+1) + sp+q.Φp,q(a, b)[|s|
2]
F j,kp,q̄ (a, b)[s] = P̌
j,k
p,q̄ (a, b)[Log|s|
2].sp.s̄q.|s|2(a+b+1) + s̄q−p.Φp,q̄(a, b)[|s|
2] (C)
où P̌ j,kp,q et P̌
j,k
p,q̄ sont des polynômes de degré exactement j + k − 1 et où les
fonctions Φj,kp,q(a, b) et Φ
j,k
p,q̄(a, b) sont analytiques réelles.
Preuve. Commençons par rappeler que pour j = 0 ou k = 0 (cas exclus
de l’énoncé ci-dessus) les fonctions considérées sont C ∞ comme convolées d’une
fonction C ∞ et d’une fonction localement intégrable à support compact.
Le changement de variable u = t.s, pour s 6= 0 fixé donne
F j,kp,q (a, b)[s] = s
p+q.|s|2(a+b+1).I(s)




|1 − t|2a.(1 − t)p.(Log|1 − t|2 + Log|s|2)j.|t|2b.tq.(Log|s.t|2)k.dt ∧ dt̄
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ainsi qu’une expression analogue pour F j,kp,q̄ (a, b)[s]. Des calculs analogues à ceux
déjà détaillés plus haut montrent facilement que l’on a des expressions du type (C),
mais avec des polynômes en Log|s|2 à priori de degrés inférieurs ou égaux à k+j+1.
Nous allons démontrer l’assertion sur le degré de ces polynômes par récurrence sur
j + k = n ≥ 2. Pour n = 2 on a nécessairement j = k = 1 et il s’agit de montrer
que les polynômes P̌ 1,1p,q (a, b) et P̌
1,1
p,q (a, b) sont de degrés exactement égal à 1. Le
pas de récurrence qui va suivre montrera qu’ils sont de degrés au plus égal à 1. Il
nous suffit donc de montrer que le coefficient de Log|s|2 est non nul.
Ceci résulte du calcul de la constante γ1,1 qui est fait au paragraphe 3.5.
Supposons démontré que pour n ≥ 2 le degré des polynômes P̌ j,kp,q (a, b) et P̌
j,k
p,q̄ (a, b)
est au plus égal à j+k−1 et montrons ceci pour un couple (j, k) ∈ (N∗)2 vérifiant
j + k = n+ 1. Soit λ ∈ C∗ et calculons la différence
F j,kp,q (a, b)[λ.s] − λ
p+q.|λ|2(a+b+1).F j,kp,q (a, b)[s]










|s− v|2a.(s− v)p.|v|2b.vq.Z.dv ∧ dv̄
avec Z :=
[
(Log|λ| + Log|s− v|)j.(Log|λ| + Log|v|)k − (Log|s− v|)j.(Log|v|)k
]
On constate que la première intégrale est C ∞ sur D, et que la seconde est une
combinaison linéaire des fonctions F j
′,k′
p,q (a, b) avec j
′ + k′ ≤ n. On en déduit
facilement notre assertion.
De plus, si γ(j, k) désigne le coefficient de (Log|s|)j+k−1 dans P̌ j,kp,q (a, b) le calcul
ci-dessus donne facilement la relation
γ(j, k) = (j + k)!γ(1, 1) ∀j, k ≥ 1
ce qui montre que si γ(1, 1) est non nul, il en est de même pour tous les
γ(j, k), ∀(j, k) ∈ (N∗)2. Nous allons montrer au paragraphe suivant que la constante
γ(1, 1) (qui dépend de a, b, p, q) est non nulle, ce qui achèvera la preuve. 
3.5 Le calcul de γ(1, 1).






Log|1 − x.eiθ|2.eipθ.dθ =
x|p|
|p|






Log|1 − x.eiθ|2.dθ = 0.
Pour x > 1 on a Cp(x) = Cp(1/x) pour p 6= 0 et C0(x) = Log x
2.
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Alors on a Cp(x) = x
−p.Ap − x
p.Ā−p. Comme la formule de Cauchy donne




pour p < 0
on conclut facilement. 







Alors le coefficient du terme en sp.s̄q.Log|s|2 dans le développement asymptotique




On remarquera que le terme en sp.s̄q.Log|s|2 est le seul terme non C ∞ dans le
développement de cette fonction à l’origine.








avec Z := (Log|s| + Log|1 − t|).(Log|s| + Log|t|)




où les intégrales I1, I2 et I3 vont être examinées ci-dessous.
Remarquons déjà que le développement asymptotique de A ne donnera jamais de
contribution au terme qui nous intéresse.






tp.t̄q.(Log|1 − t| + Log|t|).dt ∧ dt̄ .


















Comme le lemme précédent donne Cp−q(ρ) =
ρ−|p−q|
|p−q|
puisque l’on suppose p 6= q,






p+ q + 2 − |p− q|
+
1
(p+ q + 2)2
.






tp.t̄q.(Log|1 − t| + Log|t|).dt ∧ dt̄



























p + q + 2 + |p− q|
−
1
(p+ q + 2)2






p+ q + 2 − |p− q|
−
1




4(p+ 1)(q + 1)







tp.t̄q.(Log|1 − t|).(Log|t|).dt ∧ dt̄


















et il n’y a pas de terme en Log|s| dans le développement asymptotique de I3(s),
puisque p+ q + 2 − |p− q| ≥ 2.
Le cas p = q est analogue en utilisant le calcul de C0(x) dans le lemme précédent,
en prenant garde au cas x > 1. 
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|s− u|2a.(s− u)p.Log|s− u|.|u|2b.ūq.Log|u|.du ∧ dū
Le coefficient du terme en |s|2(a+b+1).sp+q.Log|s| dans le développement asympto-




Γ(a + 1).Γ(b+ 1)
Γ(a+ b+ 2)
.
Γ(a+ p+ 1).Γ(b+ q + 1)
Γ(a+ b+ p+ q + 2)
.
Le coefficient du terme en |s|2(a+b+1).sp.s̄q.Log|s| dans le développement asympto-




Γ(a+ 1).Γ(b+ q + 1)
Γ(a+ b+ q + 2)
.
Γ(a + p+ 1).Γ(b+ 1)
Γ(a+ b+ p+ 2)
.
On remarquera à nouveau que, pour chacune de ces fonctions, le terme considéré
est le seul terme non C ∞ du développement asymptotique.
Preuve. La formule du binôme et la proposition précédente donne que le coeffi-





























(b+ j + 1)(b+ q + k + 1)










on obtient facilement le résultat annoncé. L’autre cas est analogue. 




• [B. 82] Barlet, D. Développements asymptotiques des fonctions obtenues par
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