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ABSTRACT
This study represents the first econometric study that has attempted to model energy 
demand exclusively for Jordan. In so doing, recent developments in time series 
econometrics modeling techniques are adopted to estimate total energy demand 
functions at the aggregate and sectoral levels together with demand functions for 
individual fuels for Jordan using a new data set covering the period (1968-2000). 
Different econometric approaches were employed to estimate Hie elasticities including 
OLS, Johansen’s ML, DOLS and ARDL to enable a comparison of the statistical 
results and the estimated price, income, urbanization elasticities. The different 
econometric techniques therefore act as a check of the robustness of the results 
obtained.
All estimates of the demand functions whether at the aggregate level or at the 
disaggregate levels are robust not only in terms of statistical competence but also in 
terms of economic intuition. At the aggregate level, the various econometric 
techniques yield almost identical elasticity estimates. The estimates indicate a long 
run elasticity of around unity with respect to per capita GDP, 0.35 with respect to per 
capita area constructed, -0.30 with respect to real energy prices, a coefficient around 
0.1 for the dummy variable representing the level of conflict in the region and a 
coefficient around 0.7% p.a. for the time trend as a proxy to the Underlying Energy 
Demand Trend (UEDT). The income elasticity implies that economic growth is likely 
to be accompanied by proportional increases in energy consumption. The price 
elasticity suggests that taxes on their own are unlikely to achieve government goals for 
energy conservation or environmental improvement, although they may well be 
efficient for revenue raising. Furthermore, evaluating the impact of per capita area 
constructed on energy consumption levels helps provide guidance for the future need 
of power generation and refining capacities.
The study present forecasts for aggregate energy, aggregate electricity and aggregate 
petroleum over the period 2001-2015 using 2000 forecasts from the Jordanian 
governments and international organizations for the exogenous variables. The 
forecasts are constructed using three different scinarios of the GDP and area 
constructed growth, with constant real energy price at the 2000 level and with real 
energy prices increasing by '2% annually. The low growth scenario assumes 4% 
annual growth of GDP and area constructed, the medium growth scenario assumes 6% 
for both annual growth of GDP and area constructed, and the high growth scenario 
assumes 8% annual growth of GDP and 6% annual growth of area constructed. With 
constant real energy price, the low growth scenario suggests that total energy demand 
will increase by an average annual growth rate of 3.9 % over the forecasted period. 
The medium growth scenario idicates that the total energy demand will increase by an 
average annual growth rate of 6.37 % over the forecasted period, implying that 
aggregate energy demand will double by the year 2012. The high growth scenario 
suggests that the total energy demand will increase by an average annual growth rate 
of 8.24 % over the forecaste period and double by the year 2010.
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C H A PTER  1. IN TR O D U CTIO N
1.1 Introduction
Jordan, as a small developing country, has been characterised by a high import/GDP 
ratio; accompanied with a weak productive sector and a relatively stagnant export 
sector. The development process in Jordan has been constrained by high foreign debt 
servicing costs and low foreign exchange resources due to fluctuations in the inflow 
of Arab aid and workers remittances following the 1990-1991 Gulf crises. These 
constraints forced Jordan to undergo a momentous transformation process, based on a 
major restructuring of the country’s economy1. This includes reduction in 
governmental expenditures, new regulations for monetary stability and tax reform and 
a wide range of privatisation programs, which includes energy and electricity sectors.
The pervasive and vital importance of research on energy demand in Jordan stems 
from the importance of energy for the processes of production and manufacturing and 
it is as such a key element of sustainable development. Thus, research on energy 
demand in Jordan hardly needs emphasising. Since local resources are either limited 
or undeveloped2. Jordan depends entirely on imported crude oil and refined petroleum 
products to meet its domestic energy demand, which has grown remarkably during the 
period of this study.
1 Royal Jordanian Information Memorandum (2000).
2 Limited finds of natural gas and oil have made at Al-Risha in the eastern desert near the borders of 
Iraq, indicating the availability of some hydrocarbon resources.
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Jordan’s development status shows that the growth of future energy demand will 
depend on a host of factors such as the growth in various economic sectors, 
developments in socio-economic activities, population growth and expected 
international oil prices. Moreover, improvement in standard of living contributes to a 
continued increase in energy consumption. The continuous growth in energy 
consumption has imposed serious burdens on the national economy. This growth has 
given rise to the increase in energy cost expressed in terms of the burden 011 the 
balance of payments and the increase in financial burden on the government budget. 
For example, the cost of imported oil during the period of the study constituted about 
6-18 % of the GDP, 32-130 % of exported goods and 12-19 % of imports3. 
Furthermore, the increasing cost of energy directly influences all domestic 
macroeconomic variables such as gross domestic product (GDP), price level 
(inflation), and unemployment, since energy is a vital element in all economic sectors 
such as industry, transportation, construction, agriculture and domestic sector. This 
increase in energy cost also raises the question of what alternatives Jordan should 
choose in directing its development process and energy structure, within the limits of 
a policy aimed at rationalising utilisation of its resources.
The investment needed in the energy supply sector to meet anticipated growth in 
energy consumption is extremely high. This will be especially so in the provision of 
adequate power generation and refining capacity which already account for a large 
proportion of total public sector investment. It should be noted that investments in the 
energy sector accounts for about 25 % of total public capital expenditures. The capital
3 Calculated by the researcher.
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required for expansion of the energy sector came from international and regional 
development institutions and through bilateral concessional lending or aid. For the 
future, the capital flow from these sources will be restricted to investments in 
education, health and other social projects4.
The growing concern over the environment and the global nature of the environmental 
problems has focused attention on the pattern and the trend of energy demand. The 
environmental and health consequences of energy consumption growth are likely to 
be severe because of the increasing emissions of greenhouse gases such as carbon 
oxides from the energy sector. It is evident that further analysis of energy use and 
energy policies of Jordan is very important.
In spite of the importance of the above issues and the country’s dependence on 
imported energy and the vulnerability to the international oil price increases, I have 
not found any econometric energy demand studies for Jordan in the literature. Aburas 
and Fromme (1991) provide a descriptive analysis of the household energy demand in 
Jordan based on the 1987 household energy survey. Aburas (1993) provides an 
inventory of Jordan’s currently proven reserves. Recently Aburas (1999) explains the 
recent reforms in the power sector in Jordan including the government planes of 
liberalising the electricity sector. While these studies have contributed in improving 
our understanding of the energy sector, they do not provide a rigorous basis for 
explaining past behaviour or predicting future energy requirements. This study by
4 Abu Ras, R (1999)
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contrast presents the first comprehensive econometric analysis of energy demand in 
Jordan using a consistent and comparable data set.
In this study, I employ the most recent advances in econometric techniques for the 
analysis of dynamic models to investigate the pattern and structure of energy demand 
in Jordan. My econometric analysis is based on a consistent time series data 
disaggregated by activity and type of fuel, which uses the theoretically appropriate 
measures of income, price and urbanisation. It is hoped that this study provides fresh 
data and evidence on the major determinants of energy consumption in Jordan.
The configuration of this chapter is as follows: The next Section discusses the 
objectives of the study. Section Three presents the plan of the study. Section Four 
deals with the sources of data used in the study.
1.2 Objectives o f the Study
Econometric modelling of energy demand is widely undertaken to provide 
information on income and price elasticities. Such information is, however, flawed if  
proper account is not taken of the time series properties of the variables used in the 
investigation, and the size and nature of the samples from which the data is obtained. 
Early demand studies for industrialised countries such as (Pindyck, 1980) or (Bohi, 
1981) appeared before these issues were raised, while more recent work has addressed 
the problem of cointegration among variables using primarily error correction 
methods. Few studies have been directed towards investigating the structure and 
characteristics of demand for energy in the developing countries; see for example
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(Munasinghe, 1990), (Dahl, 1994), (Eltony, 1995, 1996a, 1996b), (Masih and Masih, 
1996a, 1996b) and (Balabanoff, 1994).
Obtaining reliable estimates of energy demand models is made difficult by the 
limitations of existing techniques. Non-stationarity of the economic variables 
involved in the analysis of energy demand leads to violation of the classical 
assumptions of standard regression methods, and to spurious estimates. The possible 
endogeneity of regressors is another problem not well handled by OLS. Finally, the 
sample sizes available for data analysis are usually small leading to small sample bias 
in estimates. This is particularly relevant to the developing countries where statistical 
data is of recent origin.
The objectives of this thesis are as follows:
• The analysis of the long run characteristics of demand for energy by 
developing and estimating demand functions at aggregate and sectoral levels 
and demand functions for individual fuels.
• The provision of forecasts of demand for energy in Jordan until the year* 2015 
using 2000 forecasts from government and international organisations for 
population, economic growth and energy prices.
The government forecasts energy consumption using simple intuitive or ad hoc 
methods by assuming continuation of historical patterns of the energy 
consumption growth. While these methods are simple and easy to use, they are
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not always as accurate as the formal method based on estimating the demand 
functions I am adopting in this thesis. The functions at aggregate and sectoral 
levels together with demand functions for individual fuels can better reveal the 
structure and characteristics of demand for energy in Jordan and help to provide a 
framework for the analysis of energy policy in Jordan. By identifying the main 
determinants of the pattern and structure of energy demand a deeper 
understanding of the issues surrounding the energy policy in Jordan can be 
achieved so that we are led to the provision of improved forecasts. A fuller and 
more detailed understanding of the trends of energy demand is clearly of crucial 
importance in obtaining more reliable forecasts.
1.3 Plan of the Study
To achieve the objectives of this study discussed above, this thesis is made in eleven 
chapters. Chapter Two provides a comprehensive analysis of the developments of 
energy in Jordan. In particular, the imports of oil and petroleum products and the 
impact of its cost on the Jordanian economy are investigated. The energy consumption 
developments and the energy intensity are also discussed.
Chapter Three summarises studies pertaining to aggregate energy, electricity and 
refined petroleum products according to consuming sector (residential, transportation, 
industrial and commercial) and according to modeling technique and type of data for 
the developing countries. Furthermore, special attention is paid to the oil importing 
developing countries; Jordan is one of the countries belonging to this specific group.
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Chapter Four is concerned with the analytical framework of deriving energy demand. 
The economic theory of consumer and producer are briefly overviewed. Duality 
aspects for consumers and producers and the special problems involved in applying 
the theory to energy demand are particularly emphasised. Chapter Four also discuses 
the choice of econometric modelling for the sectoral energy demand. Furthermore this 
chapter also deals with both the dynamic specification and the choice of functional 
form.
Chapter Five provides a discussion of the latest advances in dynamic time series 
modelling such as stationarity, integration, and cointegration. Furthermore, this 
chapter describes the procedures of estimation and tests for non-stationary time series 
analysis, which will be used in my empirical analysis.
My empirical results are presented in Chapters Six, Seven, Eight, and Nine. Chapter 
Six illustrates the application of the methodology described in Chapter Four and 
Chapter Five to the aggregate energy demand for energy in Jordan. Chapter Six
i
presents alternative elasticity estimates for aggregate energy.
Chapter Seven investigates energy demand at the disaggregated levels. As a first stage 
in disaggregation, the final consumption of energy is considered by the main sectors 
of the economy namely; the industrial, residential, transportation and the commercial 
sector, which includes agriculture and public energy’s use.
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Chapter Eight investigates energy demand at fuel type disaggregation level. Here I 
discuss the final consumption of energy in Jordan disaggregated into electricity and 
petroleum products. This chapter examines the aggregate electricity demand in 
Jordan. Furthermore, the aggregate electricity demand is disaggregated into industrial, 
residential, commercial and the water-pumping sector. The water-pumping sector 
includes street lighting, hospitals, charities, and broadcasting and TV consumption of 
electricity and was not further disaggregated. The chapter follows the same structure 
as with aggregate and sectoral data. Initially, the properties of the time series included 
in the model are discussed and then I proceed to analyse the results for each sector 
employing different econometric techniques to ensure that estimates do not vary 
across different estimation methods.
Chapter Nine deals with the aggregate demand for refined petroleum products as well 
as the individual petroleum products: Liquid Petroleum Gas, Gasoline, Kerosene, 
Diesel (Gas Oil), Jet Fuel (Avatage and Avatar) and Fuel Oil.
Chapter Ten evaluates the models by out-of-sample forecasts for 1996-2000, which 
was not used in estimation, and provides forecasts of energy demand for the period 
2001-2015 using 2000 forecasts from government and international organisations for 
population, economic growth and energy prices.
The final Chapter draws conclusions about the empirical results and evaluates the 
estimates and discusses the policy implications and future research.
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Long time series of consistent and comparable data on energy consumption at the 
aggregate and sectoral levels are crucial for estimating reliable econometric energy 
models, and for developing energy policies and forecasting future demands.
The data in this study relate to the period 1968 to 2000 to estimate elasticities with 
respect to the main determinants of the energy demand in Jordan such as income, 
urbanisation and resettlement and domestic energy prices using advanced econometric 
techniques. These data are obtained from various official sources including the 
Ministry of Energy and Mineral Resources (MEMR), the Central Bank of Jordan, the 
General Department of Statistics (GDS), the Jordan Electricity Authority (JEA), the 
National Electric Power Company (NEPCO), Jordan Petroleum Refinery Corporation 
(JPRC), Jordan Electric Power Company (JEPCO), and Irbid District Electric 
Company (IDECO)5.
1.4 D ata U sed in the Study
s Detailed descriptions of the data are provided in appendix A 
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C H A PTER  2. D EV ELO PM EN T O F EN ERG Y IN JO R D A N
2.1 Introduction
Jordan depends entirely on imported crude oil and refined petroleum products to meet 
its domestic energy demand because local sources of energy are very modest. 
However, since the second half of the 1970s, Jordan witnessed a remarkable growth in 
energy demand. This growth has given rise to an increase in energy cost whether 
expressed in terms of burden on balance of payments or of increase in financial 
burden on the budget as a result of subsidising domestic energy prices. The growth in 
various economic sectors, developments in socio-economic activities, population 
growth and improvements in standard of living in Jordan, will contribute to a 
continued increase in energy demand.
In this chapter I provide a descriptive analysis of the developments in the domestic 
energy resources as well as the developments in energy consumption over the period 
of the study. This chapter also discuses the cost of energy imports and its cost’s 
impact on the national economy with respect to the balance of payments, the 
government budget and the environment.
The plan of this chapter is as follows. The next section provides a backgroimd of 
Jordan. Section Three briefly discuses the developments in the domestic energy 
resources, which include oil, gas, oil shale, and renewable energy resources. Section 
Four discusses the structure of the Jordanian economy. Section Five deals with the 
developments of the imports of oil and petroleum products. Section Six deals with
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cost of energy imports and its cost’s impact on the national economy with respect to 
the balance of payments, the government budget and the environment. Section Seven 
analyses the development in the energy consumption and its sectoral distribution. 
Section Eight discusses the energy intensity for the period of study. Finally, a 
summary and conclusion is made in Section Nine.
2.2 Background
The area of Jordan is 96.2 thousands square kilometres most of which is arid land and 
the rest is wide plains on the Eastern Hills, As more than 90% of the Jordanian 
population lives in the Northwestern areas. Jordan forms a geographical unit with the 
Sham Region (Large Syria) in the aspects of topography, population, weather, history 
and national aspiration. Thus Jordan is located in Southwest Asia between latitudes 
29-33 degrees north to Equator and between longitudes 34-39 degrees east. Jordan 
occupies a middle location among the Arab Asian states. Syria borders Jordan from 
the north, Iraq and Saudi Arabia from the east, Gulf of Aqaba and Saudi Arabia from 
the south and Palestine from the west (see Figure 2.1).
The population of Jordan in the year 2000 exceeded 5 million, which means that 
Jordan’s population almost quadrupled over the period of the last three decades. This 
marked increase was caused partly by the high birth rate, which has an average of 
4.08% annually since 1968 and partly by the migration of people from West Bank of 
Jordan, and recently from Kuwait. According to the place of residence and way of life, 
the population of Jordan is divided into two social sectors, the people of urban areas
Chapter 2 11
with 74% of the population and the people of rural areas with 26% of total 
population1. It is worth noting that this ratio was the reverse in 1968.
Figure 2.1: Jordan
The weather in Jordan is semi-arid, and moderate in temperature, Mediterranean with 
four equal seasons of the year. This warm and moderate area is characterised by warm 
and dry weather in summer but moderate and rainy in winter. Thus Jordan does not 
have severe weather conditions where it requires a great deal of energy for heating or 
cooling.
2.3 Inventory of Primary Jordanian Sources
Jordan’s presently known exploitable energy resources consist of limited quantities of 
crude oil, natural gas, solar energy for water heating and a very minor proportion of 
hydroelectric potential. Over the longer term with higher oil prices and improvement
1 General Department of Statistics.
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in technology its large oil shale deposits could prove to be a significant factor in 
meeting local energy demand. Additionally the country’s wind energy potential is 
being investigated and is expected to make some contribution to electricity generation 
as wind technology improves. In what follows, these resources will be briefly 
highlighted.
2.3.1 Oil and Gas
In 1984 Jordan announced its first modest oil discovery, the Harnzeh field in the 
Northeastern part of the country. Since the field is still being evaluated, no estimate of 
the reserves is available. In 1987, natural gas was also discovered in the same region 
(Al Risha). The Jordanian Electricity Authority (JEA) installed gas turbine generators 
at the site to utilise the gas for power generation.
2.3.2 Oil Shale
Oil shale reseives are scattered all over the country, especially in the middle and the 
northern part of Jordan2. These reserves of oil shale have been estimated at about 40 
billions tonnes, which contain about 4 billion tonnes of crude oil. Their quality as a 
raw material for the production of oil or as fuel for generation of electricity is 
relatively good. Mining is inexpensive and the near surface strata of the shale 
facilitate open-pit mining. However, the problem with oil shale in Jordan as in every 
other part of the world is economic and environmental. What complicates the 
economic viability of such projects further is the volatility of international oil prices.
2 Allujoun and Alshallaleh are the main known areas that contain huge reserves of oil shale.
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Great emphasis is placed on the direct application of solar energy in domestic water 
heating. It is estimated that 24% of household’s own solar water heaters, thereby 
saving about $6millions annually of the cost of imported primary energy3.
In the field of wind energy, Jordan Electricity Authority has established two wind- 
farms, the first in 1988 rated at 320kW; the second in 1994 rated at 1.35MW and they 
both are connected to the national grid. With limited water resources, currently only 
King Tall dam hydro station is used for electricity generation at a total capacity of 
22GWh, and consequently this figure represents the total capacity of the available 
hydro energy sources in Jordan.
2.4 Structure of the Jordanian Economy
The productive structure of GDP and its sectoral distribution plays an important role 
in determining the energy consumption and its intensity in the economy. In other 
words, the consumption of energy is related to the economic structure of a country. 
There is a positive relationship between demand for energy and the share of industrial 
sector in total output and an inverse relationship with respect to the share of 
agriculture sector and services sector in the total output (Munasinghe, 1993).
Table 2.1 summarises the relative importance of the agriculture, industry, and services 
sectors to the gross domestic product in Jordan. It is apparent that industrial 
production has clearly made a substantial contribution to total economic growth in
2.3.3 Renewable Energy Resources
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Jordan over much of the last three decades. In the 1970s, growth in industrial output 
outpaced that of GDP and it is clear that the sector’s share has increased from 17.0% 
in 1969 to 27.7% in 1979 (see Figure 2.1). The major factors underlying this 
performance has been the economic boom in the oil exporting Arab countries which 
has provided markets for Jordanian exports and the rapid growth in resource based 
industries such as phosphate, cement and potash. This growth has brought with it 
similar' growth in energy consumption. With the drop in oil prices in the second half 
of the 1980s and the 1990 Gulf War, the industrial growth has fallen well below that 
of GDP and the growth of the service sector. As a consequence, industry’s share of 
GDP fell to 24.7% in 1994. It is also clear from Table 2.1 and Figure 2.2a that the 
agriculture sector share has fallen from 12.3% in 1969 to 2.5% in 1999. «
Figure 2.2b shows real per capita GDP for Jordan over the period of study. It is 
evident that this was falling from the beginning of the period of study until the mid 
1970’s because the region in this period witnessed the Arab- Israeli war and the first 
oil crises. The increase of oil prices was accompanied by the economic boom in the 
neighbouring oil exporting Arab counfries which has provided markets for Jordanian 
exports, financial aids and so on. Notice that the real per capita income started 
increasing from 1975 until 1986. The 50% devaluation of the Jordanian Dinar in 1987 
and 1988 resulted in a sharp increase in the net exports. This resulted in a sharp 
increase in GDP. Afterwards per capita GDP declined as a consequence of the Gulf 
War and the wave of inward migration to Jordan from the Gulf countries (particularly
3 MEMR (1997).
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from Kuwait). After the 1992 per capita income stalled to increase modestly until 
1996 where it declined again.
Table 2.1:
Tbe Relative Importance of Economic Sectors to GDP (% of GDP).
Sector/Y ear 1969 1974 1979 1984 1989 1994 1998 1999
Agriculture 12.3 12.2 7.0 6.6 6.6 4.6 3.2 2.5
Industry 17.0 24.4 27.7 27.4 26.7 24.7 24.8 25.1
Services 70.7 63.4 65.4 66.0 66.7 70.7 72.0 72.4
Sources: Central Bank of Jordan, Department of Research and Studies, Yearly Statistical Series (1964- 
1993), October 1994.Central Bank of Jordan, Department of Research and Studies, Monthly Statistical 
Bulletin, different Issues. Central Bank of Jordan, Department of Research and Studies, Annual 
Report, Different Issues
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Jordan depends almost entirely on imported crude oil and refined petroleum products 
to meet its domestic energy needs, since local resources are either limited (oil and gas) 
or undeveloped (oil shale). In 1997 the energy production from local resources 
amounted to 1800 tons crude oil and 10.7 billion cubic feet of natural gas. The overall 
local production is 225 thousands tons of oil equivalent and it contributes 5% of the 
domestic needs4.
Jordan imported crude oil from Saudi Arabia through a single large pipeline (the Tap 
line) that was originally designed for much larger exports to the Mediterranean 
through south Lebanon. In addition, refined petroleum products were also imported 
from Kuwait and Iraq by road. After the 1990 Gulf War, Jordan started importing all 
of its domestic needs of energy from Iraq5.
Imports of crude oil and refined petroleum products during 1997 reached 4373 
thousand tons of which 3444 thousand tons were crude oil and 929 thousand tons 
were petroleum products where the imports of crude oil in 1968 was 367 thousands 
tons.6 The total petroleum imports increased by 12 fold. Petroleum products were 
imported for the first time in 1980.This is apparent from Table 2.2 and Figures 2.3 and
2.4 which summarise quantity of crude oil and petroleum products imports over the 
period 1968-1997.
4 Ministry of Energy and Mineral Resources (1998) The Annual Report.
5 Jordan imports oil from Iraq with permission from the United Nation. These imports are through 
official government-to-govemment sales agreements.
6 MEMR (1986, 1997) the annual reports.
2.5 Im ports o f  Crude O il and R efined Petroleum  Products
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Quantity of Total Oil Imports
The period of study will be divided into four stages through out this chapter where 
each stage has its own characteristics. The average annual growth of oil imports for 
the period 1968-1975 was 13.03%, which is characterised by the transfer from 
traditional energy into the commercial energy. The average annual growth of oil 
imports for the period 1976-1982 was 17.61%, in which this period witnessed a veiy 
high growth rate in all economic sectors.
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Due to the slow down of the economic growth, the second Gulf war and the discoveiy 
of natural gas during the period (1983-1991), the average annual growth of energy 
imports declined to 2.61% and refined petroleum products constituted an increasing 
percentage of imported petroleum. The period (1992-1997) had witnessed an 
improvement in the performance of the national economy. So the average annual 
growth of oil imports increased to 6.2%.
Table 2.2:
Quantity of Crude Oil and Petroleum Products Imports
Period % Average growth p.a 
Crude oil
%Average growth p.a 
Petroleum Products
% Average growth 
p.a
Total
1968-1975 13.03 0 13.03
1976-1982 17.61 0 17.61
1983-1991 -1.48 35.6 2.61
1992-1997 7.00 4.31 6.2
1968-1997 8.61 11.90 9.48
Source: Ministry of energy and Mineral Resources, Annual Reports Different Issues.
2.6 The Cost o f Petroleum Imports and the National Economy
The last two oil price shocks of 1973-74 and 1979-80 have left a lasting impact on the 
entire world .The oil shocks marked the end of the rapid growth performance of both 
industrialised and developing countries and were followed by higher inflation and 
unemployment rates7. Apart from the oil exporting countries all other country 
economies have suffered from the rapid increase of oil prices, the most adverse 
consequences were felt by a group of oil importing developing countries in which 
Jordan belongs to this group.
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The cost of imported oil and refined petroleum products constitutes a major 
significant burden to the national economy. With the increase in both the price of oil 
and the quantity imported, the cost of energy consumed increased 114 fold from JD 
3.217 million in 1968 to JD367 million in 1997s. Figure 2.5 illustrate energy imports 
compared with the total exports and total imports.
Figure 2.5:
Cost of Energy Imports, Total Exports & Total Imports
^  ^  ^  ^  ^
2.6.1 Impact on the Balance o f Payments
The great increase in the price of oil in the 1970s had a significant impact on the 
balance of payments of Jordan. Table 2.3 summarises the cost of total energy imports 
and its ratio to the total exports, total imports and the gross domestic product. It is 
apparent that total energy imports as a percent of total exports increased drastically 
after 1975. The average ratio for the period 1968-1975 was 36% and this ratio rose 
drastically to reach 130% for the year 1983. This implies that the cost of imports
7 See Munasinghe, M (1990).
8 Central Bank of Jordan (1989, 1998) Annual reports.
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exceeded the earnings from total exports. With the drop in oil prices in the second half 
of the 1980s and the increase of exports, the ratio dropped to 50%. Total energy 
imports as a percent of total imports increased after 1975 reaching 20.3% in 1982.
Table 2.3:
Cost of Energy Imports and its Ratio to Exports, Imports and GDP*.
year Imported Total Imports Total Exports G D P  Cost o f Energy Im ports  Related to: 
^  Total Exports Total Imports GDP
  (%) (%) (%)
1968 3.22 57.49 12.17 156.1 26.43 5.60 2.06
1969 3.81 67.75 11.92 183.4 32.01 5.63 2.08
1970 3.75 65.88 9.32 174.4 40.21 5.69 2.15
1971 4.45 36.27 8.82 186.2 50.41 12.26 2.39
1972 4.59 95.31 12.61 207.2 36.37 4.81 2.21
1973 4.16 108.20 14.10 218.3 29.47 3.84 1.90
1974 5.20 156.51 39.44 247.3 13.19 3.32 2.10
1975 24.87 334.01 40.75 312.1 61.03 7.45 7.97
1976 37.14 339.54 49.55 421.6 74.95 10.94 8.81
1977 43.04 454.42 60.25 514.2 71.44 9.47 8.37
1978 46.78 458.83 64.13 632.2 72.95 10.20 7.40
1979 73.99 589.52 82.56 753 89.63 12.55 9.83
1980 122.15 715.98 120.11 984.3 101.70 17.06 12.41
1981 176.13 1043.50 169.03 1164.2 104.20 16.88 15.13
1982 231.93 1142.48 185.58 1321.2 124.97 20.30 17.55
1983 207.40 1103.31 160.09 1422.7 129.56 18.80 14.58
1984 205.13 1071.34 261.06 1498.4 78.58 19.15 13.69
1985 193.66 1074.95 255.35 1605.9 75.84 18.02 12.06
1986 111.08 850.20 225.62 1639.9 49.23 13.06 6.77
1987 149.37 915.55 248.77 2136.2 60.04 16.31 6.99
1988 151.00 1022.47 324.79 2264.4 46.49 14.77 6.67
1989 245.00 1230.01 534.11 2372.1 45.87 19.92 10.33
1990 305.75 1725.83 612.25 2668.3 49.94 17.72 11.46
1991 313.00 1710.64 598.63 2855.1 52.29 18.30 10.96
1992 332.00 2214.00 633.76 3493 52.39 15.00 9.50
1993 317.00 2453.63 691.28 3811.4 45.86 12.92 8.32
1994 300.00 2362.58 793.92 4250 37.79 12.70 7.14
1995 330.00 2590.25 1004.53 4560 32.85 12.74 7.09
1996 345.00 3043.56 1039.80 4710 33.18 11.34 6.70
1997 367.00 2908.09 1067.16 5606 34.39 12.62 6.55
1998 300.00 2727.3 1034.5 5180 29.00 11.0 5.8
1999 376.00 2686 1253.33 5290 30.00 14.0 7.0
2000 568.00 3209 1346 5450 42.2 17.7 9.6
Sources: Central Bank of Jordan, Annual Report Different Issues. Ministry of Energy and Mineral 
Resources, Annual Report Different Issues.* in millions JD.
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However, the average annual growth rates were 27.2%, 19.2% and 20.6% for energy 
imports, total imports and total exports respectively. Notice that the average growth of 
energy imports exceeded the average growth of total imports and total exports. This 
indicates the importance of the energy commodity compared to all commodities the 
Jordanian economy traded throughout the period of this study.
2.6.2 Impact on Government Budget
It has been widely claimed in the literature that all sources of energy in the developing 
countries are priced below their opportunity cost (Al-Faris, 1999) and this practise is 
self-evident in Jordan where most petroleum products are priced below the border 
prices. This is apparent from Table 2.4, which shows domestic and border prices for 
petroleum products in 1992 for Jordan. It is apparent that the price of jet fuel, 
kerosene and fuel oil is well below their corresponding border prices.
Table 2. 4:
Domestic and Border Prices for Petroleum Products (January 1992)($US/ton)
P ro d u c t B o rd e r
P r ic e
D o m estic
P ric e
T a x  o r  
subsidy
%  D o m e s tic /B o rd e r
L P G 390 394 4 101
Gasoline 360 683 323 190
Jet fuel* 338 201 (137) 59
Jet Fuel 338 449 111 133
Kerosene 320 221 (99) 69
Gas O il/D iesel 318 213 (105) 67
F ue l O il 169 150 (19) 89
Source: M inistry o f Energy and M ineral Resources, Unpublished Report. * The price for the national 
airline.
The government’s interference in the domestic energy market has been heterogeneous 
and varied over time. Fixing energy prices below international market prices has been 
common practice. Moreover, discrimination among different social or economic 
groups and different sources of energy has been widely prevalent practice. The
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common case is to levy heavy taxation on relatively less-elastic products such as 
gasoline, and to subsidise what are called ‘social products4 such as kerosene, diesel 
and fuel oil. However, one distinct feature of energy pricing policy in Jordan has been 
nominal rigidity. This is evident from Figure 2.6a that shows the nominal prices of the 
petroleum products in Jordan over the period 1968-1997. Apart from gasoline, 
nominal energy prices have been kept stable for a considerable time. Figure 2.6b 
shows the corresponding real energy prices. It is clear that the real energy prices have 
declined over time. This decline is attributed to the rigidity of nominal energy price 
and as a consequence of the growth of general price index (inflation).
Figure 2.6a:
Nominal Prices of Gasoline,kerosene.Diesel and Jet Fuel
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Figure 2.6b:
Real Prices of Gasoline, Kerosene, Diesel and Jet Fuel (1985 prices)
In general, energy prices are kept under government control for economic, political, 
and social reasons. For economic reasons, the government views pricing policy as an 
instrument of stabilisation to control inflation and in this context government policy 
has been more concerned with the extent of price fluctuations than with average price 
levels since international prices of refined products have experienced rather wide 
valuations. The government has intervened to insulate domestic consumers from 
instability on the world market, and has used energy pricing policy extensively in their 
development efforts since energy is viewed as the engine of development. Therefore 
the government subsidised jet fuel in order to enable the national airline to compete 
with other airlines. The government also subsidised fuel oil, which is mainly used in 
the industrial sector and electricity generation so that the Jordanian industrial sector 
can compete with the industrial sector in the neighbouring Arab countries such as Iraq 
and Saudi Arabia, which have the advantage of facing very low energy prices. As is 
clear from Table 2.5, the government subsidy for petroleum products was substantial 
as a percentage of energy imports.
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Table2.5:
Government Subsidy for Petroleum Products
year N et subsidy(JD M illio n ) %  Energy Im ports
1975 17 68.4
1976 17 45.8
1977 18 41.8
1978 22 47.0
1979 37 50.0
1980 31 25.4
1981 20 11.4
Source: Ministry of Energy and Mineral Resources, Unpublished Report.
. For political reasons, an increase in energy prices (electricity and petroleum products) 
could have severe consequences for the Jordanian government. In a country like 
Jordan, where a big percentage of population lives in poverty, political instability and 
social unrest could increase. Moreover, Jordan imports oil and petroleum products 
from Iraq at a considerably low price, and thus the public perception is that these 
products should be available to them at cut price. The government is unwilling to 
eliminate subsidies or impose taxes on the so called social products having in mind 
the 1996 riots after even reducing the bread subsidies. One has also to take into 
consideration the unique social structure of Jordan; tribes whose loyalties lie with 
neighbouring Arabic countries that have very low energy prices dominate the rural 
areas. The strong ties between them and the neighbouring countries (e.g. Saudi Arabia 
and Iraq) make the prospect of price increases - price increases that would probably 
lead to social instability and upheaval- completely infeasible.
For social reasons, the common practice by the government is to impose taxes on 
gasoline and to a lesser extent on liquid gas, which are used by middle and upper 
classes and subsidise kerosene, diesel and fuel oil. The government under prices
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kerosene mainly because the poorer segments of society and rural areas use it. It also 
under-prices diesel because it is widely used in public transportation used by the low- 
income segment of society. Diesel is considered the main source of energy in the 
agriculture sector, which employs a relatively large percentage of the work force. In 
doing so, the government distributes the development gains fairly.
The investment needed in the energy supply sector to meet anticipated growth in 
energy consumption is extremely high. As is evident from Table 2.6, 99 % and 89% 
of the investment during the periods 1976-1980 and 1981-1985 respectively was 
directed to the provision of adequate power generation and refining capacity, which 
already account for a large proportion of total public sector investment.
Table 2.6:
Investment by Subsector for 1975-1980 and 1981-1985(JD Million)
Sector 1976-1980 % Total 1981-1985 % Total
Power 87 57 163 72.3
Refining and marketing 65 42 37.5 16.6
Petroleum Exploration 1 0.6 23 10.2
Oil shale Exploration 0.8 0.4 1.6 0.7
Geothermal Exploration 0 0 0.4 0.2
Total 153.8 100 225.9 100
Source Ministry o f Energy and M ineral Resources, Unpublished Report.
It should be pointed out that investment in the energy sector accounts for more than 
25 % of total public capital expenditures. The capital required for expansion of the 
energy sector came from international and regional development institutions and 
through bilateral concessional lending or aid. For the future, the capital flow from
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these sources will be restricted to investments in education, health and other social 
projects9.
2.6.3 Environment
Energy is at the veiy centre of many of the current concerns over the global 
environment and the degradation of local, regional and national environment. The 
energy sector is causing potential harm to the air and water quality and health of 
people living near sector facilities. A recent study by International Resources Group 
(1994) gave examples of energy sectors in attention to environmental issues, which 
include:
• Health problems from the emission of odour and sulphur dioxide from the refinery 
at Zarqa10. Analysis of emissions carried out by an independent environmental 
auditor suggested that the refinery emit 30-40 tons of Sulphur dioxides per day, or 
between approximately 11000-15000 tons of sulphur dioxide per year.
• 30000 tons of waste oil is generated each year, less than 5% is returned to the 
refinery for reprocessing. The remainder is discarded into storm drains, surface 
water bodies or into ground causing contamination of surface and ground water 
system.
• Significant leakage of crude oil and fuel oil from the transportation and storage 
processes.
9 Abu Ras, R (1999)
10 Zarqa is the second largest city in Jordan, it is ten miles to the northern east of the capital Amman
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• The disposal of old polychlorinated biphenyl-containing transformers lead to 
significant leakage of hazardous materials into the soil and ground water.
Figure 2.7 illustrate the amount of carbon dioxide emissions C02 emission increased 
from 203 thousands tons in 1960 to 3135 thousands tons in 199411. This 15.5 fold rise 
is attributed to the growth in demand for fuel in the transportation sector which is 
exclusively reliant on fuel, the massive expansion of energy-intensive industries and 
the fuel oil-based thermal generation in the electric power sector.
‘Carbonisation index’ or carbon intensity is a useful indicator of C02 emission in a 
country; it is usually measured in tones of carbon per tons of oil equivalent12. Carbon 
intensity is calculated by dividing the amount of carbon dioxide emission measured in 
tons by the amount of energy consumption in the country measured in tons of oil 
equivalent.
Let C be the slope of the carbon intensity. If the energy mix in a country stays the 
same over time 0=0. If C >0 (Carbonization) the energy mix is changed to carbon 
intensive fuels (heavy fuels). If C<0 (decarbonization) the energy mix is changed to 
less carbon intensive fuels (light fuels).
11 United Nation (1994)
12 See Mielnik and Goldemberg (1999).
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Figure 2.8 shows the carbonization index for Jordan over the period 1960-1994. It 
indicates that the slope of the carbon intensity is approximately negative over the 
period; C<0 (decarbonization). This implies that the increase in energy consumption 
in the Jordanian economy is greater than the increase in C02 emissions. This can be 
attributed to three factors; the expansion in using solar energy, where 24% of 
households in Jordan use water solar heating system for heating water (MEMR, 
1997), the use of natural gas for generating electricity in which 25% of the electricity
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generated in Jordan is based on natural gas13, and the interconnection of the national 
grid with Egyptian and Syrian grid where the economy consume energy generated in 
these countries without emission.
2.7 Energy Consumption
Jordan had witnessed remarkable growth rates of energy consumption during the last 
three decades. The high rate of growth in energy consumption is attributed to 
economic and social factors. The period of study is divided into four stages where 
each stage has its own characteristics as follows:
• The First Stage (1968-1974):
The period of commercial energy expansion and transformation from traditional (non­
commercial) to commercial energy including petroleum products, and electricity. 
Despite the economic and political instability of Jordan and the region, the total 
petroleum consumption increased by an average rate of 11.8% annually. The high 
growth rate were due, in part to the low initial consumption levels at the beginning of 
the period, and as a consequence of rapid growth of the gross domestic product, the 
population growth and the massive expansion of energy-intensive industries and fuel 
oil-based thermal generation in the electric power sector.
I3NEPCO(1998).
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Figure 2.9: Refined Petroleum Pixxlucts Consumption
LPG —■— Gasoline —A Kerosene —X— Diesel
Figure 2.10: Jordan Energy Consumption(1968=l)
As it is evident from Figure 2.9, the highest growth rates among the petroleum 
products was the liquid petroleum gas with 14.4% annually due to it is rapid 
expansion in the household sector and in the commercial sector. Gasoline 
consumption grew by 11.5% annually due to the demand increase for cars and
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transportation, and fuel oil grew by 10.5% annually and that’s due to electrification, 
where it has been used extensively to generate electricity, and kerosene, diesel, jet fuel 
grew 9.4%, 10.6%, and 9.5% respectively.
• The Second Stage (1975-1983):
During this period GDP achieved very high growth rates. The increase of world oil 
prices was accompanied by an increase of demand for Jordanian workers in the oil 
producing Arab countries and an increase of financial aids to Jordan. The total refined 
petroleum products grew by 14.9% annually. This great increase of refined petroleum 
products consumption was due to many factors including the implementation of 
developing planes, the subsidised prices of petroleum products and electricity, the 
high growth of energy intensive industries in Jordan such as phosphate, cement, 
potassium, steel, fertilisers and petrochemicals. The highest annual growth rate was 
for fuel oil 13%. The percentage of population supplied by electricity rose from 39% 
in 1976 to 78% in 1983. The moderate growth rate of kerosene consumption was due 
to the shift to LPG consumption.
• The Third Stage (1984 -1991):
This period is characterised by a slow down in both economic growth and energy 
consumption. This period witnessed two economic crises, where the first started in the 
first quarter of 1988 due to the accumulation of many problems including the 
insufficient revenues of foreign currency as a direct consequence of some Arab states 
not fulfilling their financial commitments towards Jordan. A sudden decrease of 
workers remittances from the oil Arab producing countries due to the collapse of
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international oil prices, the consequence of this crises is the devaluation of the 
Jordanian currency and an increase of debt services, and inflation and high 
unemployment. The second crisis was due to the second Gulf War in 1990, which had 
a disastrous impact on the Jordanian economy. Starting with the blockade of port 
Aqaba, the only Jordanian port, which links the country to the outside world, followed 
by the fall of Jordanian exports especially to both Kuwait and Iraq and finally by a 
drastic fall in tourism. During this period liquid petroleum gas achieved the highest 
growth rate of 7.3% and the fuel oil 6.4% and gasoline2.5% and kerosene was 
4.5%and diesel 1.8% and jet fuel achieved negative growth rate of 4.5 %.
• The Fourth Stage (1992-):
This is the so-called recovery stage, where the performance of the Jordanian economy 
improved. In 1992 the foreign debts were rescheduled by the USA and EU as an 
encouragement for Jordan to get engaged in the peace process in the Middle East. 
Jordan signed a peace treaty with Israel, tourism improved, new markets for the 
Jordanian goods and services developed. These all indicate an improvement in the 
performance of the Jordanian economy. The average growth rate of refined petroleum 
products reached 7%. It is noticed for the first time that the growth rate of GDP 
exceeded the growth rate of refined petroleum products. It is attributed to the 
improvement in the efficiency of energy consumption14.
Liquid petroleum gas continued to achieve the highest growth rates amongst the 
refined petroleum products, it increased by 11.2 % followed by fuel oil 7.7%, diesel
14 MEMR(1998)
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6.9%, kerosene 6.2%, Jet fuels 5.9% and gasoline 5.6%. It is worth mentioning that 
growth rate in the jet fuel is due to the sanctions imposed on Iraq where most Iraqi 
staited travelling across Jordan.
2.8 Energy Intensity
Energy intensity is defined as the quantity of energy (measured in tonnes of oil 
equivalent) necessary to produce one unit of output (measured in thousands of local 
currency at constant prices). It is a useful measure of the changes, which take place 
over time in the relationship between energy consumption and gross domestic 
product15. Energy intensity is presented by the following:
I r =Q/GDP
where Ir, is energy intensity in real prices; Q, is quantity of energy consumed in the 
economy; GDP is real gross domestic product. There are a number of factors other 
than income and prices seem to influence energy intensity. These factors include 
supply factors; climate through its effect on the use of energy for heating and cooling; 
the availability and use of traditional biomass energy; population density through its 
effect on the use of energy for transportation. There are changes in energy intensity 
reflecting the combined effects of changes in the structure of economic output, energy 
efficiency improvements or losses, and changes in the fuel mix. None of these effects 
is separately identifiable at this level of aggregation. However, this measure remains a
15IEA (1994).
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simple descriptive tool. Figure 2.11 presents energy intensity over the period 1968- 
2000. The energy intensity increased sharply until the middle of 1980’s due to energy- 
based industrialisation and electrification. As shown in Figure 2.2b per capita GDP 
has risen sharply in 1987 and 1988 due to the devaluation of the Jordanian Dinar. This 
has lead to a sharp fall of the energy intensity. Towards the end of the 1980’s the 
energy intensity started increasing with slower rate than the begimiing of the period. 
The first half of 1990’s witnessed a slow decline of energy intensity and increased 
only in 1995 and became steady during the period 1996-2000. In general, energy 
intensity tend to rise with GDP, but whereas the industrialised countries have tended 
to reduce their energy intensities over time.
Figure 2.11: Energy Intensity
2.9 Summary and Conclusions
This Chapter has provided a descriptive analysis of the developments in the domestic 
energy resources as well as the developments in energy consumption over the period 
1968-1997. It also examines the cost of energy imports and the impact on the national
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economy with respect to the balance of payments, the government budget and the 
environment.
Jordan depends almost entirely on imported crude oil and refined petroleum products 
to meet its domestic energy needs, since local resources consist of limited quantities 
of crude oil, natural gas, solar energy for water heating and a very minor proportion of 
hydroelectric potential. Over the longer term with higher oil prices and improvement 
in technology its large oil shale deposits could prove to be significant factor in 
meeting local energy demand.
Jordan had witnessed remarkable growth rates of energy consumption during the last 
three decades. The high rate of growth in energy consumption is attributed to the 
economic and social factors such as the growth in various economic sectors, 
developments in socio-economic activities, the improvement in standard of living and 
the government energy pricing policy. Fixing energy prices below international 
market prices has been common practice in Jordan. The government has used energy 
pricing policy extensively in their development efforts since energy is the engine of 
development.
The growth in energy consumption has imposed serious burdens on the national 
economy. This growth has given rise to the increase in energy cost expressed in terms 
of the burden on the balance of payments. The great increase in the price of oil in the 
1970s had a significant impact on the balance of payments of Jordan. Total energy 
imports as a percent of total exports increased drastically after 1975 to reach 130% for
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the year 1983. This implies that the cost of imports exceeded the earnings from total 
exports.
The growth of energy consumption also increased the financial burden on the 
government budget. The investment needed in the energy supply sector to meet 
anticipated growth in energy consumption is extremely high. Especially in the 
provision of adequate power generation and refining capacity which already account 
for a large proportion of total public sector investment. The growing concern over the 
environment and the global nature of the environmental problems has focused 
attention on the pattern and the trend of energy demand. The environmental and health 
consequences of energy consumption growth are likely to be severe because of the 
increasing emissions of greenhouse gases such as carbon oxides from the energy 
sector.
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CHAPTER 3. LITERATURE REVIEW
3.1 Introduction
The interest in the energy sector in the developed and developing countries has dramatically 
increased since the first oil price shock in the early 1970s. Energy economics suddenly 
captivated the policy agenda and attracted a widely diverse group of researchers. The 
resulting voluminous literature varied greatly in breadth, reflecting different models for 
energy policy analysis (e.g. Taylor (1977), Bohi (1981), Wirl and Szirucsek (1990), Watkins 
(1992), Dahl (1993, 1994a, 1994b), and Bhattacharyya (1996)). Major topic areas included 
theoretical models of energy demand and supply, energy-economy interaction, exhaustible 
resources, cartel theory application to OPEC and environmental economics, which is 
attracting more attention from energy economic analysts because the energy sector is the 
major source of environmental pollution and global warming.
Modeling energy demand, whether for residential, industrial or transportation purposes has 
been the focus of a growing number of studies for both developed and developing countries. 
The evidence on the structure of energy demand and the long run and short run response of 
energy demand to economic growth and to changing domestic and international prices is still 
mixed. The empirical studies demonstrate that there are widely conflicting estimates of price 
and income elasticities. The estimates vary considerably from one study to the other, in one 
case suggesting that price is veiy important and in the other that it is not. Sometimes 
implying that economic growth is the controlling factor while other times suggesting price is 
dominant. In general, one would expect a larger income elasticity in developing countries 
than in the developed ones due to the differences in the stages of development. The
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developing countries are witnessing rapid growth in the high-energy intensive industries such 
as electricity and heavy industries to sustain the development process whereas the developed 
countries are replacing their heavy industries with low-energy intensive industries. 
Furthermore, one would expect a lower price elasticity in developing countries than the 
developed countries due to the governments pricing policies; the developing countries often 
subsidize energy (not market-determined) and tend to keep prices stable over long periods 
which results in low price elasticities whereas the developed countries generally have more 
market-determined energy prices which varies and consequently results in relatively higher 
estimated price elasticities.
There are wide variations among statistical estimates of price and income elasticities because 
these studies are based on different models, types of data, regions, countries, time periods, 
different functional forms and econometric techniques. However, by careful comparison, I 
find that if properly stratified, compared and interpreted, different models and data types do 
tend to produce a reasonable degree of consistency. My main aim in this chapter is to 
summarize these findings and compare elasticities. Thus, a comparison between the results of 
existing studies and my results shall be provided.
The purpose of this chapter is to provide a survey and an overall review and evaluation of the 
econometric literature on energy demand that can be used as a reference. The focus will be on 
the developing countries, especially the oil-importing countries. This may assist us to 
understand the pitfalls as well as the successes of the available estimates, and provide a basis 
for selecting among the results. The evaluation is intended to highlight the difficult 
conceptual problems, the progress in overcoming them and the gaps that remain.
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This chapter is divided into four sections. Section Two discusses the classification of energy 
demand into three major approaches: the structural (engineering), the end-use and the 
econometric approach. Section 3 provides summaries of the existing studies. Section 4 
provides an evaluation and critique of the summarized studies.
3.2 Model Stratification
Studies of energy demand can be classified into three major approaches, namely, the 
structural (engineering), the end-use and the econometric type. The structural approach 
usually links the demand for particular fuels with the type of capital equipment in use, the 
energy efficiency of the equipment and the degree of its utilization. The end-use or techno- 
economic approach relies on energy surveys, technical studies and energy audits for the 
calibration of the energy model’s parameters. The econometric approach is the most widely 
used approach to modelling energy demand because of the availability of data on energy 
consumption, population, income, prices and other relevant economic variables. In what 
follows I review these approaches, which have been employed in energy demand modeling.
3.2.1 Structural Approach
Fisher and Kaysen (1962) developed one of the earliest structural (engineering) modeling 
efforts1. In this approach the demand for fuel z, is given by the following:
1 Taylor, Blattenburger, and Verlerger (1977) have developed another variation of the basic model. McFadden, 
Puig and Kirshner (19 77) also made use of the 1975 survey of household in U SA  and developed the most 
successful analysis of residential demand.
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j
utilization at time t, and ev is the technical energy coefficient of fuel i when used in
conjimction with the capital equipment of type j  .This structural characterization of energy 
demand clearly highlights the three main ways that demand for a particular fuel can be 
affected: namely through changes in the utilization of the existing capital stock, by altering 
the energy efficiency of the existing equipment through retrofitting and by investing in new 
capital equipment. Changes in energy efficiency can be brought about by better insulation of 
homes, regular servicing of the machinery or by retrofitting of existing equipment with 
energy-saving devices. The effect of changes in real energy prices and incomes on energy 
demand can then be studied by analyzing the short term and long term responses of different 
components of the demand ( KJt, y/jt and to price and income changes. This structural 
engineering process approach, while theoretically attractive, is highly data-intensive and so 
far has found only limited application even in the case of the developed countries2.
3.2.2 The End-U se Approach
Chateau and Lapillonne (1991) pioneered the end-use approach. The primary motivation of this 
approach is to forecast trends in energy demand at disaggregated level through estimating the 
energy demand in sectors or industries where a technical relationship between output and 
energy use is well established. This approach relies on energy surveys, technical studies and 
energy audits. The approach has also been used for historical analysis and assessment of
where K Jt is the quantity of capital equipment of j  in use at time t , if/jt is the degree of its
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conservation policies. The focus of this approach is the disaggregation of the sectoral demand 
into homogeneous modules, so that energy demand of each module can be easily linked to 
technical and economic factors that govern energy demand of the sector. Simple examples of 
such homogenous modules include kerosene or liquid petroleum gas demand of households 
in a particular* region, or the fuel-oil demand of cement and steel industries in a given 
country. The modules in this approach correspond to optimal grouping or aggregation of 
energy demand by households 0 1* industries as far as their demand for a particular type of 
energy is concerned. The end-use approach is also theoretically attractive, but this approach 
has not been widely used, primarily due to of the data limitation.
3.2.3 The Econom etric A pproach3
In contrast with the structural and end-use approaches the econometric approach is by far the 
most widely used approach in the literature. This is due to the availability of historical 
observations regarding the determinants of energy demand. The idea that demand analysis 
should be based on as homogenous grouping of consumers as is possible is clearly important 
for a valid empirical analysis and is a concern which is common to both the econometric and 
the end-use approaches. The main difference between the two approaches lies in the way 
energy demand relations are estimated. The econometric approach almost exclusively relies 
on historical observations, while the end use approach relies on energy surveys, technical 
studies, energy audits to estimate energy demand relations.
The econometric approach consists of the estimation of suitable energy demand equations, 
which are formulated, frequently derived from neo-classical theory of producer (firms) or
2 See Bohi (19 81). 
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consumer (household) behavior. Econometric studies of demand include both single demand 
equations and studies of systems of demand equations.
A single demand equation study selects one equation from the demand system, which takes 
the following general form:
Q ^ f f P ^ P . J )  (3 .2 )
where Pk is the price of fuel * ; Y is a measure of income. Only two of the four conditions 
derived from economic theory are relevant to the single equations: the homogeneity 
restrictions and the negativity restriction4. Given that the demand theory based on the 
consumer (producer) behavior does not specify any particular functional form for the utility 
(cost) functions and consequently neither for the demand functions. In specifying an equation 
to estimate, we need to make some assumptions about the functional form to be used, which 
implies a corresponding assumed functional form for the utility (cost) functions. The 
logarithmic functional form (sometimes referred to as double log or log-linear or the 
traditional logarithmic) has been popular in recent literature regarding energy demand in both 
developing and developed countries. In this thesis the econometric approach is adopted in 
order to compare my findings with the other econometrics studies findings.
3 The econometric approach w ill be discussed in depth in Chapter 4.
4 A  complete derivation o f demand equations for both producers and consumers is given in the next chapter.
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This section examines the major econometric studies published in the literature regarding the 
energy demand in the developing countries. These studies do not completely exhaust the 
literature; they cover a good part of it.
In addition to the econometric studies for the developing countries, Tables 3.1 and 3.2 are 
summarizing a selection of recent econometric studies for the developed countries for the 
purpose of comparability. In the case of developed countries the variety of modelling efforts 
and the quality of the data far exceeds those available for the developing countries.
I will confine my detailed review below to studies of energy demand in the developing 
countries. Within the developing countries special attention is paid to the oil importing 
developing countries; Jordan is one of the countries belonging to this specific group.
These studies can be organized according to the type of models, econometric techniques and 
methods of estimation in order to reflect the progress made in the field of energy demand 
modelling in the developing countries. This variety and progress of modelling techniques of 
energy demand in the developed countries is not observed in the case of the developing 
countries. The econometric techniques applied to the demand for energy in the developed 
countries are used after a span of time equivalent to approximately a decade in the case of the 
developing countries. For instance, the application of the cointegration theory appeared in the 
studies of energy demand in the developed countries in the late 80s while in the case of the 
studies on developing countries it appeared after the mid 90s and for a limited number of 
studies. In addition, the models used in most of the studies for developing countries, lack
3.3 A Summary of Existing Studies
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sophistication due to data limitation. Moreover, in order for my purposes of research to be 
served, I choose to organize them according to my own study, by the level of fuel 
aggregation. I begin with total energy, total petroleum, and total electricity and continue on to 
energy demand in the various sectors of the economy in chronological order.
3.3.1 Total Energy D em and
In comparison with the literature on total energy demand in the developed countries, the 
literature on energy demand in the developing world is rather thin. The list of studies 
available includes Ibrahim and Hurst (1990), Dahl (1994b), Al-Mutairi and Eltony (1996), 
Erdogan and Dahl (1997) Galli (1998) and Pesaran et al (1998). Table 3.3 provides a 
summary of the estimates of price and income elasticities that have been obtained from the 
following studies5.
The important study by Ibrahim and Hurst (1990) is amongst the studies covered both in 
Dahl’s (1993) survey of oil demand elasticities and in Dahl’s (1994) survey of energy 
demand elasticities for the developing countries. It is important because it concentrates on 
eight oil-importing developing countries (Brazil, India, Korea, Morocco, Pakistan, 
Philippines, Taiwan and Thailand) as well as five oil-exporting developing countries 
(Algeria, Egypt, Indonesia, Mexico and Saudi Arabia). My interest lies in the analysis of the 
demand in these oil-importing countries, which have similar level and pattern of consuming 
energy to Jordan.
5 A  selection o f total energy demand studies for the developed countries are given in Table 3.1 where I  
presented estimates o f  price and income elasticities for comparability.
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Ibrahim and Hurst related the aggregate energy consumption and the aggregate oil 
consumption (Et) to real GDP (7,), oil and energy price indexes (Pit), the corresponding 
lagged consumption (Et-i) and other explanatory variables that determine total energy and oil 
consumption behavior (Zt) 6. The demand function is assumed to be double logarithmic, and 
the data set used in estimation for the period 1970-1984.
InE, =bQ+bl Ini? + b2 InYt + b3Zt + /tinEt_x (3.3)
Ibrahim and Hurst considered the results to be good, taking into account the measurement 
problems involved in constructing the data. For most oil importing countries, the estimated 
long run income elasticities are around unity. Several countries have an income coefficient 
substantially greater than one implying that income is the dominant variable in determining 
the demand for energy in the developing world. The total energy price index is found to be 
more significant than the total oil price index in four of the countries (Brazil, Pakistan, 
Philippine, and Taiwan). Neither the total price index nor the total oil indexes were 
significant for India. Ibrahim and Hurst attributed that to the fact that most of the Indian 
needs of energy are produced locally. The price elasticities with respect to aggregate energy 
in both short run and long run are low for all oil-importing countries and range between -0.11 
and -0.27, except for Taiwan, where it is slightly higher, with short run price elasticity of -  
0.24 and long run price elasticity of -0.53' The coefficient of the lagged dependent variable 
was either very small or insignificant for all countries indicating that there has been a veiy 
short-term adjustment process to changes in energy prices. Although this study is amongst the
6 Other explanatory variables used in this study include foreign transfers, and structural variables such as shares 
o f industrial or agricultural sector to GDP, these explanatory variables are included in the aggregate demand 
equation for only Korea and Morocco.
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few early studies attempted to model energy demand in the developing countries, the 
estimates are likely to be biased due to the small sample used in the analysis.
Dahl (1994b) surveyed 50 studies of energy demand for the developing world covering the 
period 1976-1991. She found that aggregate energy demand has, by far, the largest number of 
elasticity estimates, most models used in these studies are lagged endogenous models (partial 
flow adjustments) or static models, a few are polynomial distributed lags or include a lagged 
income variable in addition to lagged endogenous variable. Of the 50 equations for aggregate 
demand of energy, 15 of them have short- and long run elasticities or are dynamic, while 35 
have only an intermediate elasticity or are static7. The short run price elasticity from this 
pooled sample is -0.12 and is roughly one-third of the intermediate - and long run price 
elasticities. The intermediate and long mn estimates of prices are inelastic and average -0.33. 
The short nm income elasticity averages 0.53 and is almost one-third of the elastic long run 
response of 1.27. The intermediate run elasticity of 0.81 is somewhat closer to the short run 
elasticity. The average coefficient of the lagged endogenous variable is 0.57. Hence, on 
average, static models may be picking up the same price effect but a smaller income effect. 
Such a result may suggest that the lags in adjustment to income are longer than the lags in 
adjustment to price, that the price elasticities are small in absolute value, and that most of this 
price adjustment occurs within a year.
Dahl noticed that the bulk of the estimated short run price elasticities lie between -0.05 and -  
0.16, and the bulk of the estimated intermediate run price elasticities lie between -0.1 and -  
0.5, and the bulk of the estimated long run price elasticities lie between-0.1 and -0.65. The
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low price elasticities are found for low energy price countries and low-income countries. The 
estimates of short run income elasticities were more spread out with the bulk between 0.2 and 
0.9. The estimates of intermediate run income elasticities lie between 0.3 and 1.5 and the long 
run income elasticities lie between 0.8 and 1.7 those below this income elasticity tended to be 
very poor countries or are countries south of Sahara. Those above that tend to be oil exporters 
and lower middle-income countries. The static model has the most incorrect signs with few 
negative income elasticities and few positive price elasticities8. While this survey is useful, it 
can be criticized on the basis that it included energy demand estimates for European countries 
like Spain, Greece, and Portugal as developing countries, where these countries are 
developed countries and expected to have estimates rather similar to the ones of the 
developed countries.
The study by Al-Mutairi and Eltony (1996) employed two different econometric models to 
estimate the aggregate demand for energy in Kuwait. They use a time series of annual data 
for the period 1965-1989. In the first model, which is considered one of the few studies to 
utilize cointegration techniques in the developing countries, Al-Mutairi and Eltony combined 
cointegration techniques and an error correction model to obtain the price and income 
elasticities using the long run log lineal' specification of the following form:
In E = b0 + bx In P + b2 In Y + e, (3.4)
7 Dahl referred to the elasticities derived from the static models as the intermediate-run elasticity throughout her 
paper, where I  dealt w ith these as long run elasticities in the Tables presented at the end o f this chapter.
8 These static models are likely to be spurious regressions.
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The estimates obtained from error correction model suggest an elasticity of 0.48 with respect 
to income, and -0.12 with respect to energy prices in the short run. The estimated long run 
elasticities are 1.21 with respect to GDP and -0.23 with respect to energy prices. The 
estimated long run elasticity seem to be higher than what one expects since Kuwait is a major 
oil producing country and consequently per capita is very high. The omission of a structural 
variable that has an impact on the energy demand in the developing countries or a variable 
presenting technical progress might result in biased estimates of the long run income 
elasticity.
In the second model they developed a simultaneous system model to estimate the demand 
elasticities presented in the following two equations:
In E = b0 + bx In.P + b2 In.Y + (1 -  8) In E_x (3.5)
ln7  = c0 +Cj \nE + c2 ln£ (3.6)
where S is the percentage of output produced by the non oil sectors. They employed the two 
stages least square (2SLS) technique on each equation (3.5 and 3.6) and obtained estimates 
for short run and long run elasticities. The estimated short mn elasticities are found to be - 
0.20, 0.55 and in the long nm the elasticities estimates are -0.43, 1.13 for the price and 
income respectively. The income elasticities obtained by the two models seemed to be close 
to each other but in the case of price elasticities, the estimates seemed to vary. In comparison 
with other estimates for OPEC counfries summarized in Table 3.3, the estimated long run
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income and price elasticities are rather larger because these estimates are picking up the 
omitted variables’ effects.
The study by Erdogan and Dahl (1997) estimates the energy demand functions for Turkey. 
This study is important since it deals with a net importing country, which has a similar 
pattern of energy consumption as Jordan9. Erdogan and Dahl applied three different models to 
estimate the energy demand for Turkey, a static model as (3.4), a dynamic model (lagged 
endogenous model) as (3.3), and the Almon polynomial distributed lag which assumes that 
the influence of past energy prices on energy demand is completed after a finite number of 
periods (m). It takes the following form:
m
E,=a + bYl + ]£  CjPt_j + dZt + et (3.7)
7 = 0
Erdogan and Dahl tested for the choice of functional form for the linear versus the log-linear 
form of specification using Box-Cox test. The log-linear fonn was preferred to the linear 
form. The three models are used in the log-linear form to estimate the aggregate energy 
demand as well as industiy, manufacturing, and mining for the period 1970-1992. A time 
trend and a dummy variable for oil shocks in 1973, 1979 and 1991 are included in the 
regression.
Erdogan and Dahl concluded that the static model performed the most poorly, suggesting that 
talcing into account lags in adjustment allows better demand estimation. However, with more
9 Geographically Jordan and Turkey belong to the same region.
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disaggregated data, the static model performance improved with more significant price and 
income elasticities. The lagged endogenous model tended to have the best overall fit, but it 
was not able to measure any price effect, except for mining. The lagged endogenous model in 
terms of overall fit has always dominated the Almon model but, except for mining, the 
Almon model always dominated in being able to capture price elasticities. For this reason, the 
results from this model are favored. It is more flexible in terms of its lag structure than the 
lagged endogenous model and would be preferred when analyzing policies that affect prices 
or for forecasting when prices are highly varying.
Erdogan and Dahl found that energy demand elasticities in Turkey are somewhat similar for 
the aggregate economy, for industry, and for manufacturing. Both price and income 
elasticities are in the inelastic range. The short run price response is very small compared 
with the long run price response less elastic for the aggregate economy (-0.11) than for 
industry and manufacturing (-0.26 and -0.21, respectively). There is some ambiguity about 
the income response but statistical testing suggested that the short and long run income 
response were the same with income response slightly higher in manufacturing (0.69) than 
for aggregate economy and aggregate industry (0.56 and 0.50, respectively).
The lag structure on price for the aggregate economy tended to be declining over time with 
the response to more recent prices higher, whereas in industry and manufacturing the lag 
structure was increasing with the response to recent prices smaller. The optimal lag structure 
in these three analyses was found to include current price and three lagged prices. A trend 
towards increased energy consumption was found in all four cases with some reduction in 
energy consumption in the non-industrial sector during the 1973, 1979, and 1991 oil crises.
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The mining sector results were very different from the other results. Due to relatively high 
growth since 1970, this sector had an elastic long run price (-1.43) and income response 
(1.96) and slightly shorter lag structure. In evaluating the estimates discussed above, the price 
elasticities for the aggregate demand from the three models agree very well with these 
summarized in Table 3.3, but the income elasticities seemed smaller. The reason behind the 
relatively small income elasticities is likely because of the inclusion of the time trend and the 
structural variable in the regression.
An interesting study by Galli (1998) employed two different econometric models to estimate 
the total energy demand for ten developing Asian countries; Bangladesh, India, Indonesia, 
South Korea, Malaysia, Pakistan, Philippines, Sri Lanka, Taiwan and Thailand using annual 
time series data for the period 1973-1990. In the first model, a quadratic function of log 
income is added to the linear demand equation as follows:
LnQ( -<f>0+ <t>xLnP, + <j>2LnYt + (LnYt)2 (3.8)
Galli used the Random Coefficient Model (RCM) that averages the individual country 
estimates and the pooled Fixed Effect Model (FEM) that imposes equal slopes but allows for 
different intercepts across countries to estimate the price and income elasticities. The results 
are summarized in Table 3.3 where the RCM and FEM estimates have the expected signs; 
income is positive and squared income and price are both negative. The long run income and 
squared income coefficients are significant only in the FEM, the estimates of which are 5.47 
and -0.27 respectively using the quadratic function. In the second model, the last term of 
Equation (3.8) is excluded from the regression the long run income elasticity is found to be
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1.18 and the long run price elasticity around -0.30. It should be noted that the later results 
are in line with other results summarized in Table 3.3 for the Asian countries but the former 
results over estimate the income elasticities. Generally, the pooling technique may mask the 
results and give misleading information about these countries actual response to changes in 
prices, and income, because of great differences among these countries included in the 
analysis in terms of economic structure, pricing policies and the availability of alternative 
energy.
Pesaran et al (1998) represents the most consistent work carried out on energy demand in the 
developing countries. Pesaran et al estimated the total energy demand functions as well as the 
sectoral demand (residential, industrial, transportation and commercial sector), the individual 
fuels (electricity, petroleum) and the most important individual industries (chemical 
industries, iron and steel industries, non-metallic minerals industries, paper, pulp and printing 
industries10) of ten developing Asian countries. These countries include Bangladesh, India, 
Indonesia, South Korea, Malaysia, Pakistan, Philippines, Sri Lanka, Taiwan and Thailand. 
Pesaran et al employed two specifications to estimate the total energy demand for the ten 
Asian countries using time series annual data for the period 1974-1990. The energy share 
equation specification presented by equation (3.9) and the logarithm of this share equation:
m
= a, + S  Pij InPjt + s i ln(7, / Pt), i = 1,2,..., m (3.9)
7=1
10 Four countries are included in the analysis o f energy demand for the paper, pulp and printing industries; India, 
Korea, Taiwan, and Thailand, see Table 3.7
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where wit is level of expenditure share of the z'-th commodity group, Pjt is the price deflator 
of the commodity group j , Yt is the per capita expenditure on all m commodities, Pt is the 
price index.
Pesaran et al compared the two specifications and concluded that there is strong evidence in 
favor of the logarithmic specification. Based on the parameter estimates of the share 
equation, the estimated long run elasticities with respect to income and price are evaluated at 
sample means of the data. I have summarized the individual country estimates of long nm 
income and price elasticities for the energy share and logarithmic formulation in Table 3.3. 
The estimated long run income elasticities based on the share equation are significantly 
different from unity in Bangladesh, where it is substantially higher; Thailand, where it is very 
close to unity; Taiwan, where it is slightly below unity; and Sri Lanka where it is negative. 
Estimated long run price elasticities are significantly negative in four countries, 
insignificantly negative in one, insignificantly positive in four, and significantly positive in 
Korea.
In addition, Pesaran et al reported the ARDL (1,0,0), ARDL (1,1,1) and the ARDL 
(specification selected using the Schwarz criterion) individual country and pooled estimates 
based on the logarithmic equation since this model fitted much better than the shares or log 
shares models. The estimates of the ARDL (1,0,0) are summarized in Table 3.3. The 
estimated long run income and price elasticity estimates for Malaysia and Sri Lanka are 
clearly implausible. The same also applies to the estimates obtained for Bangladesh and could 
be due to data inadequacies used in the analysis. But it is interesting that if one excludes these 
countries from the sample, the remaining estimates are largely reasonable. The estimates of
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the long run income elasticity range from 0.84 (Philippines) to 1.56 (Indonesia) with an 
average estimate of 1.12, and the long mn price elasticities range from 0.05 (Pakistan) to -  
0.49 (Indonesia) with an average estimate of -0.22. The adjustment is much slower and more 
plausible in the log energy than in the log energy shares or share models. All the estimates of 
the adjustment coefficient are negative and fall in the range (-0.13 to -0.82). The estimated 
long run income elasticity based on ARDL (1,0,0) of the traditional logarithmic formulation 
is significantly different from unity in three countries, Bangladesh, Indonesia and Thailand 
and as with the shares model, in Thailand the estimated long run income elasticity is close to 
unity. The estimates of the long run price elasticities are much more plausible than those 
obtained using the share model; only three are positive (Bangladesh, Pakistan and Sri Lanka) 
and none of them significantly so. There are three significantly negative price elasticities.
The ARDL (1,1,1) model involves estimating six parameters from 17 observations, which 
could render the individual country estimates unreliable. The estimates of the adjustment 
coefficients fall outside the (0, -1) range in the case of countries: India, Sri Lanka, and 
Taiwan, where it is very close to zero. An adjustment coefficient close to zero also sheds 
doubt on the validity of the implied estimates of the long run coefficients. There are four 
positive estimates of long run price elasticities, none significant, and four significantly 
negative price elasticities. In general, the estimates of the price and income elasticities are 
similar to the estimates based on the ARDL (1,0,0) model, the exceptions are Taiwan and 
Malaysia, where the faster speed of adjustment produces lower and more plausible long run 
elasticities. Adding lagged prices and income does little for the fit.
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Pesaran et al examined the effects of pooling the data on the estimates of the long run 
elasticities using different pooling procedures and dynamic specifications. The Mean Group 
(MG) estimator does not impose any restrictions on estimates and pools the different 
elasticity estimates as the unweighted mean of the elasticity estimates from individual 
countries. The Pooled Mean Group (PMG) estimator, imposes equality of long run 
coefficients, but allows short-run coefficients to vary. The Dynamic Fixed Effect Estimator 
imposes equality of all slope coefficients and error variances, and allows only the intercepts 
to differ across countries. The results for the ARDL (1,0,0,) model suggest an estimate of the 
long run income elasticity of 1.23 and of price elasticity of -0.30. The PMG estimates are 
close to the MG estimates and the DFE estimates are rather larger. Pooling seem to lead to a 
much smaller estimated speed of adjustment; the MG estimates suggest speeds of 
convergence to equilibrium of a round 50 per cent a year, the PMG 30 per cent, the DFE 
about 20 per cent. The results for the ARDL (1,1,1) model suggest that the PMG estimates of 
the long run price and income elasticities hardly change, the DFE estimates of these 
elasticities are now very close to the PMG estimates and the pattern on adjustment 
coefficients remains. In summarizing Pesaran et al results for the 10 Asian countries, the 
estimated long run income elasticity is around 1.2 and the estimated long run price elasticity 
is around -0.30. These results are almost identical to those obtained by Galli regarding the 
demand for energy in the Asian developing countries. I argue that other important variables 
such as urbanisation, industrial share and so on could be important in explaining energy 
demand in these developing countries. The omission of such variables from the demand 
equations may have introduced biases in the estimation of the price and income elasticities. 
Another possible source of bias is the exclusion of a time trend in the demand model as a 
measure for the technical change or other exogenous factors.
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This section concentrates on the available studies on demand for individual fuels in the 
developing countries namely: petroleum products, electricity and coal.
3.3.2.1 Petroleum Demand
Petroleum is the main source of energy in most of the developing countries, hence the 
demand for petroleum products received an increasing amount of attention, and the literature 
on the oil demand is reasonable. The list of studies includes Dahl (1993), Kianian (1992), 
Dahl (1994a), Balabanoff (1994), Paga and Birol (1994), Al-Faris (1997), Al-Sahlawi (1997), 
Moosa (1998), Dahl and Kurtubi (2001). The price and income elasticities for petroleum are 
presented in Table 3.4.
Dahl (1993) surveyed the petroleum demand studies conducted for developing countries up to 
the year 1991. The studies are classified by level of fuel aggregation starting with the 
aggregate demand of oil estimates and continuing on to oil demand in the various sectors of 
economy. Dahl provided 55 elasticities on total oil demand derived from different types of 
models for a variety of developing countries. Most models used in these studies are lagged 
endogenous or static and few include lagged income or lagged price variable in addition to a 
lagged endogenous variable. It is noticed that a structural variable, which usually measures 
industrial production or industrial share, has been added to the demand equations in most of 
the studies. This addition reduced the income elasticity in the case of static models from 1.32 
to 0.85, which implies that a third of the increase in demand is from increased 
industrialization and die rest comes from increasing consumption.
3.3.2 Individual Fuels
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The bulk of the estimated short-run price elasticities lie between -0.05 and -0.09. For short 
run income elasticities, the bulk of the estimates fall between 0.3 and 0.5. The estimates of 
long-run elasticities fall between -0.13 and -0.26 for the price, and between 0.79 and 1.4 for 
the income. The estimates with the lowest price elasticities belong to either oil or energy 
exporters, low energy price countries or low income countries which have no responsiveness 
to price changes. Carol Dahl reported five estimates on total industrial demand for oil. Four 
were estimated using the translog model11 with price elasticity of -0.38, which is similar to 
the average for overall oil price. The study also reported 40 estimates for individual industries 
with an average price elasticity of -0.4012.
Kianian (1992) estimated the demand functions for the refined petroleum products (gasoline, 
kerosene, gas oil, and fuel oil and the total oil products) in Iran for the 1960-1989 period, 
with seemingly unrelated equations estimates (SURE). He specified these demand functions 
in the linear rather than double log-form to avoid a priori assumption that the income and 
price elasticities remain unchanged over the entire estimation period. Kianian argues that the 
linear form specification allows the elasticities to vary appropriately in proportion to the size 
of the price and income, which is a desirable property if the demand for energy is expected to 
become more elastic at higher and less elastic at lower prices and income. Moreover, the 
demand functions are specified in per capita form to account for the effect of population 
variable while avoiding such problems as high multicollinearity. Furthermore, each demand 
function includes its own lagged dependent variable in order to account for the dynamics or 
the distributed effects of the income and price variables on the demand for the petroleum 
products. Dummy variables on both the intercept and the slope parameters were added to the
11 The translog models are briefly explained in the next chapter.
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demand functions to account for the effect of the eight-year wai* with Iraq on the demands for 
refined petroleum products. The dummy variables are found to be insignificant and are 
dropped from the demand equations13.
Kianian reported the elasticities, calculated at the mean value and they seem to have 
theoretically reasonable size and expected sign and with the exception of the coefficient 
estimates on the price for kerosene and fuel oil. The estimates of price elasticities range 
between -0.04 for fuel oil to -0.25 for gasoline in the short run, and -0.22 for kerosene to — 
0.63 for diesel in the long nm. The estimates of income elasticity ranges between 0.1 for fuel
011 to 0.3 for kerosene in the short run and between 0.44 for diesel to 0.69 for fuel oil in the 
long run. Although these estimates for Iran are in line with other estimates for OPEC 
countries as in Table 3.4, where both income and price elasticities are relatively lower than 
those for other developing countries, there is a possibility of bias due to the exclusion of other 
important variables from the demand functions such as urbanization, technical progress and 
so on.
In her survey of oil products demand elasticities in developing countries, Dahl (1994a) 
included fuel for air transport and kerosene, gasoline, diesel, fuel oil and liquid petroleum gas 
for developing countries up to the year 1992. The 35 studies surveyed cover a variety of 
developing countries with variety of data and model types. Most models are static or lagged 
endogenous and few include lagged income or lagged price variable in addition to a lagged 
endogenous variable. It is noticed that other explanatory variables, which usually measures
12
The same criticism made for the total energy survey by Dahl applies to this survey.
13 This is expected because Iran is a large oil producer, and during the conflict such necessities are kept available 
at low price.
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industrial production or car stock, has been added to die demand equations in some of the 
studies.
Dahl concluded that the averages of estimates suggest that oil product demand is price 
inelastic and income elastic. The results are stronger for income than for price and suggest 
that with a constant price, there will be a move towards a lighter barrel as countries continue 
to develop. Oil exporting countries seem to have a lower price and higher income elasticity 
than for other countries.
Jet fuel demand elasticities suggest diat demand is price inelastic and income elastic. 
Kerosene demand appears to be less income elastic than overall oil demand and seem to be 
inferior good at higher incomes but a normal good at lower incomes.
The gasoline demand studies included in the survey were sensitive to data and model type. 
Studies utilized cross section data resulted elastic price elasticities, averaging as high as -1.25 
and short time series yielded average price elasticities as in elastic, averaging as low as -0.07. 
Income elasticities were less sensitive to data type and suggested that income elasticity was 
greater than unity unless structural variable was included in the demand equation. Diesel 
demand had weak price information, perhaps the result of omitting the price of gasoline, 
which is its best substitute and which has tended to have large price variations. However, the 
elasticities suggest that diesel is price inelastic and income elasticity is well above unity. Fuel 
oil demand seems to be more price and less income elastic than diesel. LPG demand is 
clearly income elastic and price inelastic.
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The study by Balabanoff (1994) is of interest because it investigates the energy demand in 
eight Latin American countries. These countries are Argentina, Brazil, Chile, Colombia, 
Ecuador, Mexico, Peru, and Venezuela, which represent more than 80% of total population 
and gross domestic product and, 90% of total energy consumption in the Latin America. 
Balabanoff employed a log linear dynamic functional specification to estimate the energy 
demand functions similar to (3.3) using a time series of annual data covering the period 1970- 
199014.
Balabanoff obtained reasonable results on both income and price elasticity for oil and 
electricity. The income elasticities range between 0.85 for Chile to 1.98 for Brazil in the long 
run for oil, and between 0.7 for Peru to 1.88 for Colombia for electricity. The price 
elasticities range between -0.15 (Venezuela) to -0.45 (Chile) in the long run for oil, and 
between -0.27 (Peru) to -0.57 (Colombia) for electricity. In general, these elasticities 
(especially the price) are within the range of other estimates obtained from the previous 
studies for the developing countries summarized in Table 3.4. The income is the main 
determinant of energy demand in the Latin American countries. It should be pointed out that 
if a structural variable were included in the demand functions for these countries the income 
elasticities would have lower magnitude. The omission of such variable from the regression 
would force the income to pick up the effect.
The study by Paga and Birol (1994) also of great interest, since it provides an empirical 
analysis of oil demand in eight major oil-consuming developing countries, namely Argentina,
14 Balabanoff included a time trend to represent technological progress in the electricity function for Argentina, 
M exico and Peru, and in the oil function for Brazil and Ecuador. The value o f the coefficient o f the time trend is
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Brazil, Colombia, India, south Korea, Mexico, Taiwan, and Thailand. They represent more 
than 60% of total oil consumption in the developing world. Argentina, Colombia and Mexico 
are net exporters of oil, while the others are net importers. They used a log linear dynamic 
functional specification similar to (3.3) to estimate the aggregate oil demand functions for the 
period 1971-1991.
Paga and Birol estimated the demand functions for each individual country by using the OLS 
method. The regression results for all countries seem to be statistically significant and 
provide a reasonable fit. The coefficient of oil prices and income indicate the close link 
between energy demand and income levels as well as domestic price movements. It is 
important to note that all price responses, including the ones of oil exporting countries, are 
statistically significant. However, the magnitudes of the elasticities vary considerably due to 
the economic levels and the market structures of the countries included in the analysis. The 
average long run income elasticity is 0.83 and it ranges between 0.39 for India to 1.44 for 
Brazil. The average long run price elasticity is -0.25 and it ranges between -0.03 for 
Colombia to -0.57 for Korea. These results are veiy similar to those obtained by Ibrahim and 
Hurst and Balabanoff previously and suggest that demand for petroleum is price inelastic and 
income is the main determinant of energy demand. All short run and long run elasticities are 
summarized in Table 3.4.
The study by Al-Faris (1997) also is important because it concentrates on the petroleum 
products in net oil-exporting countries in the Middle East. He employed a log linear dynamic 
functional specification similar to the model given by (3.5) to estimate the price and income
around 0.04 in most cases, suggesting that demand would increase by 4%  even after removing price and income
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elasticities of oil product demand in the Gulf Cooperation Council countries (GCC)15. He 
used annual data spanning the period 1970-1991 for six petroleum products namely: gasoline, 
LPG, kerosene, aviation fuel, gas oil/diesel and fuel oil.
He estimated the model for each individual country by using the OLS method. It is clear 
from the estimates summarized in Table 3.4 that the estimated price coefficients with the 
exception of aviation fuel in Oman have the correct sign and the majority is significantly 
different from zero. The average short run price elasticities in the GCC countries ranges 
between -0.14, for gasoline to -1.1 for fuel oil and the average long run price elasticities 
ranges between -0.66 for jet fuel to -5.8 for fuel-oil. Estimated income coefficients have the 
correct sign and are all significantly different from zero. The average short run income 
elasticities in the GCC countries are found to be 0.13, 0.29, 0.22, 0.26, 0.31, 0.32 and the 
average long run income elasticities are found to be 0.78, 0.93, 0.82, 0.63,0.69, 1.42 for 
gasoline, LPG, kerosene, jet-fiiel, diesel, and fuel-oil respectively. The estimated coefficients 
of the lagged endogenous variable have the expected sign and the vast majority is statistically 
significant at the conventional levels. These coefficients, with the exception of demand for 
LPG in Qatar and Bahrain, kerosene in Bahrain and demand for gas oil in Kuwait, are greater 
than zero and less than one, which confirm the adjustment to be not instantaneous. Al-Faris 
attributed the slow adjustment to several factors: (1) the existing capital stock cannot be 
replaced immediately. (2) The unwillingness of customers to conceive the changes in prices 
as permanent until sufficient time has lapsed. (3) Institutional effects, such as the
effect.
15 The G CC was established in 1986 and includes Saudi Arabia, United Arab Emirates (U A E ), Kuwait, Oman, 
Qatar, and Bahrain.
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characteristics of the infrastructure and control over exchange rates and its impact on 
imported durable goods.
In a separate study, Al-Sahlawi (1997) estimated the demand functions for oil products 
namely gasoline, diesel, jet fuel as well as the total products in Saudi Arabia. He employed 
the same double logarithmic function with lagged dependent variable as the model presented 
in equation (3-5) above. The model also is estimated by the OLS method but over the period 
1971-1995. The results suggest that all the coefficients have the expected sign and 
significantly different from zero at 95 percent significance. The short run elasticities of 
demand are -0.16, -0.09, 0.51 and -0.27 with respect to the prices, and 0.30, 0.29, 0.45, and 
0.18 with respect to the GDP for gasoline, diesel, jet fuel and aggregate oil products 
respectively. The corresponding long run elasticities are -0.80, -0.26, -1.00, -3.00 for price, 
and 1.5, 0.83, 0.88, 2.00 for income respectively. Notice that these results are different from 
those obtained by Al-Faris for Saudi Arabia.
Moosa (1998) used annual data covering the period 1950-1991 to estimate the demand for 
total oil in the developing countries 16as a whole. He estimated demand functions of the form
16 Moosa based this paper on a similar paper by Choe and Moosa (1997) w ith exactly the same title where they 
derived the model from a representative competitive firm ’s problem o f factor demands to minimize the cost. I  
do not include it in this review because they do not provide elasticity estimates.
g ,= a 0+aly ,+ a 2C,+^, (3.10)
LnQ, = a Q +axLnY{ +a2LnCt +£, (3.11)
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where Q is the demand for oil, Y is the income and C is the demand for coal, Moosa justified 
including coal as an explanatory variable in the above equations by arguing that oil prices do 
bring about long-run changes in oil demand, but only insofar as it is possible to use another 
form of energy as an alternative. However, the option of switching to another form of energy, 
which is highly dependent on technological consideration, is only possible in the long nm.
Moosa used four non-nested model selection tests (the Cox test statistic, the MacKinnon et al 
test, Bera-Mcaleer and the double-length regression test) and two selection criteria (Sagan’s 
likelihood criterion and Vuong’s likelihood criterion) to choose between the linear 
specification (3.10) and the log linear specification (3.11). Moosa showed that all the tests 
and criteria used reject the log-linear, constant elasticity specification in favor of the linear, 
variable elasticity specification. This finding supports the theoretical arguments against the 
use of the log linear specification.
Moosa conducted unit root tests for the variables and concluded that all variables are 
integrated of order 1. The cointegrating regression suggests that variables are cointegrated 
and estimates are significant and correctly signed. The long run elasticities were calculated at 
the mean values and found to be 2.07 for the income and -0.05 for the elasticity of 
substitution. Implying that the income is the dominant determinant of demand and the very 
low value of the elasticity of substitution suggests the unavailability of close substitutes for 
oil and the technological constraints faced by developing countries to switch from oil to coal. 
The price of oil was added to the equation but it was not significant, so it is safely dropped 
from the cointegrating regression, implying that the long run price elasticity is zero.
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In a recent study, Dalil and Kurtubi (2001) investigates the demand for refined petroleum 
products in Indonesia. They have estimated the demand functions for gasoline, kerosene, jet 
fuel, automotive diesel, industrial diesel, fuel oil, and total petroleum products. The functions 
are all double- logarithmic and are estimated from annual time series data covering the period 
1970-1995. The error correction-cointegration approach and the partial adjustment are 
employed. They find strong econometric evidence that long run cointegrating relationships 
exist between petroleum fuels consumed and their own price and personal income, except for 
heavy fuel oil. Their results from both models are statistically significant and with the 
expected signs and they seemed to be close to each other. The estimated price elasticities 
ranging between -0.036 for gasoline to -0.80 for jet fuel in the short run and between -0.63 
for gasoline to-1.19 for jet fuel in the long run. The income elasticities are 0.19, 0.09,0.19, 
2.15, 3.32, 0.92 in the short run and 1.29, 0.70, 0.63, 2.16, 1.73, 1.35 in the long mn for 
gasoline, kerosene, jet fuel, automotive diesel, industrial diesel, fuel oil, and total products 
respectively. The long run income and price elasticities obtained for the petroleum products 
and total oil from this study are in line with estimates summarized in Table 3.4 for the group 
of developing countries.
3.3.2.2 Electricity Demand
In one sense, the magnitudes of price and income elasticities of demand for electricity in the 
developing countries is academic at the present time because of the fact that electricity in 
most of the developing countries is clearly supply-determined where some segments of 
societies still do not have access to electricity. However, the fact that electricity in the 
developing countries is supply-determined is not an argument for ignoring price and income 
elasticities.
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In comparison with the literature on total energy and petroleum demand, the literature on the 
demand for electricity in the developing countries is rather modest. The list of studies 
includes Pesaran et al (1998), Hunt et al (1999), Gurer and Ban (1998), Diabi (1998), Nasr et 
al (2000).17 The price and income elasticities are summarized in Table 3.5.
In this section I begin with the study by Pesaran et al (1998) on the demand for electricity in 
10 Asian countries: Bangladesh, India, Indonesia, South Korea, Malaysia, Pakistan, 
Philippines, Sri Lanka, Taiwan and Thailand. Tins study represents the most consistent work 
carried out on electricity demand in the developing countries. Pesaran et al estimated the 
demand functions for electricity in the context of inter-fuel substitution between electricity, 
petroleum and other fuels (coal and natural gas) using the system of fuel share equations (see 
equation 3.9). The logarithm of real income (Y/Pt) was replaced by logarithm of per capita 
total energy consumption and by die reciprocal of per capita total energy consumption (1 /0 . 
The system of equations was estimated by the SURE method under the assumption of 
exogenous energy expenditure and prices at first and the results did not perform well, with 
evidence of misspecification and rejection of homogeneity.
In addition, the system was estimated using Cointegrating VAR model, where the time series 
were initially tested for stationarity and Johansen method was applied to determine the 
number of cointegrating vectors as well as estimating them. Elasticity estimates from the 
cointegrating VAR in fuel shares subject to homogeneity and symmetry restrictions were 
provided based on the reciprocal of the per capita total energy consumption and the logarithm
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of per capita total energy consumption specifications. The elasticity estimates are computed- 
using sample observations in 1990. I have summarized the estimates for price and income 
elasticities in Table 3.5. The estimates for most countries included in this study seemed to 
have the correct sign and have a reasonable size. The estimated long run price elasticity is 
positive in Malaysia and Thailand, and range between -0.12 for Taiwan to -2.15 for Thailand 
with an average o f-0.70. The estimated long run income elasticity is negative in Philippines, 
and range between 1.13 for Taiwan to 2.32 for Sri Lanka with an average of 1.52. These 
estimates are likely to be biased due to die small sample and the exclusion of time trend and 
other variables that are found important in the case of developing countries.
Hunt et al (1999) estimated energy demand functions for electricity, petroleum and wood in 
Honduras using a time series annual data covering the period 1973-1995. The relationships 
are estimated using the two-step cointegration methodology. The long run elasticities of 
energy demand for electricity with respect to GDP and population18 are obtained by 
estimating a general lagged function with lags of up to two years. The results suggest that 
there is a long-run cointegrating relationship between the logarithm of electricity 
consumption, the logarithm of the GDP and the logarithm of population. The results are 
summarized in Tables 3.4 and 3.5 suggest that the long run GDP-elasticity of electricity 
demand is 0.79 and the long-run population-elasticity 1.33. While this study is useful because 
it is amongst the few studies to use the cointegration technique in modelling energy demand 
in the developing countries, the estimates are likely biased due to the exclusion of important
17 It  must be noticed that more demand studies for electricity were part o f the studies reviewed for total energy 
and total petroleum sections, estimates o f the price and income elasticities are summarized in Table 3.5
18 The authors did not include the price in the electricity demand function but they claim that they considered 
various long run specifications.
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variables. These variables include the Underlying Energy Demand Trend (UEDT)19, 
urbanization and so on.
The study by Gurer and Ban (1998) related the aggregate electricity consumption to real 
GDP, prices, and levels of urbanization and industrialization that determine total electricity 
consumption behavior. The demand function is assumed to be logarithmic, and the data set 
used is cross-section data in 1995 for 112 countries representing all regions and economic 
stages20.
The method of Random Coefficients (RC) is employed to determine the country specific 
coefficients. In general, Gurer and Ban considered the results to be good taking into account 
the measurement problems involved in constructing the data. Gurer and Ban provided 
estimates of income and price coefficients for all the 112 countries, OECD countries, the 
developing countries and 67 specific countries. In Table 3.5 I summarized the price and 
income elasticities for all countries, OECD countries, developing countries, and a selection of 
developing countries which have similar pattern of consumption as Jordan including Algeria, 
Chile, Cuba, Egypt, Iraq, Jamaica, Libya, Syria, Tunisia and Turkey. It is evident that most 
developing countries income coefficients are high compared with the industrialized countries 
and ranges between 0.91 and 1.47 where the price coefficient ranges between -0.31 and -  
0.38. This implies that the income is the dominant variable in determining the demand for 
electricity in these developing countries. While this study is useful, pooling technique may 
mask the results and give misleading information about the different countries’ actual
19 The Underlying Energy Demand Trend (U E D T ) is deeply discussed in the next chapter.
20 Gurer and Ban reported the elasticities for 67 specific countries, and Jordan is not amongst these 67 countries.
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response to changes in prices and income because of the great differences among these 
countries in terms of energy reserves, pricing policy, economic structure and so on.
In the OECD countries the price coefficients ranges between -0.96and -1.04 and income 
coefficient ranges between 0.66 and 0.90 suggesting that price is more important than income 
in determining the demand for electricity. The low price coefficient in the developing 
countries is attributed to the fact that the energy policy in these countries is to control 
inflation and to provide the economy with the basic need of energy to assist development.
The study by Ali Diabi (1998) who estimated the demand for electricity in Saudi Arabia 
using regional cross section (five regions) data spanning the period 1980-1992 is important. 
Diabi related the per capita aggregate electricity consumption to real per capita GDP, prices, 
real price of appliances, temperature, levels of urbanization proxied by the number of 
telephones in the region and corresponding lagged consumption that determine total 
electricity consumption behavior. With the exception of the temperature variable, all other 
variables ate converted into natural logarithmic form. The model was estimated using 
different methods including OLS, cross-sectionally hetroscedastic and time wise 
autoregressive (CHTA), cross-sectionally correlated and time wise autoregressive (CCTA), 
Fixed Effect (FE regional effect), Fixed Effect (FE time effect), and Random Effect (RE).
The income and price elasticities seemed to vary with the method of estimation. The FE and 
RE methods of estimation are preferred because they fit the data better and outperform all the 
other estimators (for example the OLS method results produced insignificant positive price 
elasticity and insignificant income elasticity). The results of the study are considered good
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when FE or RE method is employed. The sign and magnitudes of virtually all the elasticity 
estimates are plausible. The estimated income elasticities are 0.1 in the short run and 0.11 in 
the long run. The estimated price elasticities are -0.10 and -0.12 in the short and long run 
respectively suggesting that demand for electricity in Saudi Arabia is price- and income- 
inelastic and that urbanization since its elasticity exceeds one, is the most important factor 
determining the level of electricity consumption.
In a recent study, Nasr et al (2000) have applied two econometric models to investigate the 
determinants of electrical energy consumption in post-war Lebanon. The impact of the GDP 
proxied by total imports (TI), and degree-days (DD) on electricity consumption(C) is 
investigated over different monthly time spans covering the period from 1993 to 1997. The 
first model applied is the static model of the following form:
Ct — A 4 BXTIt + B2DD + ulX (3.12)
The second model is a dynamic model (lagged endogenous model) with the following form:
Ct — A + BxTIt + B2DD + B3C(_ j + ut2 (3.13)
The time spans are chosen according to the rationing level of electricity supply. For the 1993- 
1994-time span, TI is found to be positive and significant determinant of electrical energy 
demand, whereas DD is negative and insignificant. This inconsistency was attributed to the 
extensive rationing policy followed during this period. For the 1995-1997 times span which 
includes reduced rationing period (1995), all the explanatory variables in both models are
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found to be significant at the 5 per cent significance level. Analysis results for the rationing 
free 1996-1997 time span also show the significance of TI and DD at 5 percent level.
3.3.2.3 Coal Demand
The inclusion of the following two demand studies for coal in China is primarily because of 
the sophistication of the econometric techniques used in the estimation. The price and income 
elasticities are summarized in Table 3.9.
The first study is by Masih and Masih (1996a) who presented robust estimates of price and 
income elasticities for coal demand in China, employing annual data from 1953-1992. They 
specified the coal demand function in double-log form. They perform different unit root and 
mean stationarity tests to verify that the series are univariately integrated21. In the second step 
they employ the Johansen procedure, which is based on maximum likelihood estimation 
technique to test multivariate cointegration. They utilize a recently developed modelling 
procedure devised by Stock and Watson (known as Dynamic OLS (DOLS)) to estimate the 
demand function22. The estimates of the long mn elasticities are -0.99 for the price and 1.07 
for the income. The shortcoming of this study is the exclusion of other variables that has an 
impact on the coal demand in china, since China is one of the fastest developing economies. 
Consequently, the exclusion of such variable is likely to result biased estimates of long run 
income and price elasticities. Another possible source of bias is ignoring the Underlying 
Energy Demand Trend (UEDT).
21 Masih and Masih used Dickey-fuller types tests and the non-parametric Phillips-Perron type tests which both 
are based on the null hypothesis that a unit root exists on the autoregressive representation o f the time series and 
Kwiatkowski et al. (KPSS) type tests o f mean stationarity to test for stationarity.
22 Masih and Masih argue that this estimator is known to be superior in small samples compared to a number o f  
alternative estimators, as well as being able not only to accommodate higher orders o f integration but also to 
account for possible simultaneity within regressors o f potential demand system.
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Chan and Lee (1997) also modeled the demand for coal in china, using time series annual 
data for the period 1953-1994. They also specified the coal demand function in double-log 
form. In addition to the national income and the real retail price of coal, they included the 
share of heavy industry’s output in the national income as a proxy for structural variation.
Chan and Lee applied the Johansen’s method for testing and estimating the long run 
relationship23. They found that not only income and price are important but also the share of 
industry is also a major determinant of demand for coal in China. The estimated long run 
elasticities are 0.85 for income, -0.82 for price, and 0.86 for the structural variable. Notice 
that the inclusion of the structural variable in the model has yielded lower estimates for the 
price and income elasticities than those obtained by Masih and Masih. This lends strength to 
my criticism of Masih and Masih estimates. Although Chan and Lee included the share of 
heavy industry’s output in the national income as a proxy for structural variation, ignoring 
UEDT is likely to yield biased estimates of price and income elasticities.
3.3.3 Sectoral Dem and
To this point, my focus has been on the aggregate energy and aggregate individual fuels. This 
subsection focuses on the sectoral demand for energy in the developing countries namely: 
industrial, transportation, residential and commercial sectors. Although studies on sectoral 
energy demand are receiving an increasing amount of attention, the literature on sectoral 
demand in the developing countries is still small compared with the studies on sectoral
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demand in the developed countries and can be quickly summarized. The estimates of price 
and income elasticities from the studies reviewed are presented in Table 3.6 for industrial 
sector, Table 3.7 for transportation sector, and Table 3.8 for residential and commercial 
sectors24.
3.3.3.1 Industrial Sector
I found the surveys by Dahl reviewed in the previous sections of great benefit because of the 
inclusion of a number of studies on sectoral energy demand, such as industrial, transportation, 
and residential sector. Table 3.6 includes estimates of income and price elasticities for the 
industrial sector from these surveys as well as estimates from studies reviewed in the 
previous sections.
I begin with the important study by Pesaran et al (1998). They use a logarithmic specification 
to estimate the industrial total energy demand for ten developing Asian countries using a time 
series annual data for the period 1974-1990. Pesaran et al follow the same procedure as with 
total energy demand reviewed previously. They report individual country estimates of long 
run income and price elasticities for the industrial sector and the pooled estimates based on 
ARDL (1, 0, 0), ARDL (1, 1, 1), and with order chosen by the Schwarz criterion.
The individual country estimates of long run income and price elasticities for the industrial 
sector based on ARDL (1, 0, 0) are summarized in Table3.6. The estimated long mn income 
elasticities range from -0.008 in Sri Lanka to 1.96 in Bangladesh. Estimates of income
23 This study is amongst the very few studies on the developing countries to employ the Johansen’s method.
24Table 3.2 summarizes a selection o f studies on sectoral energy demand conducted for developed countries for 
comparability.
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elasticity for Bangladesh, Indonesia, Malaysia, Pakistan and Thailand are significantly 
different from unity. The average income elasticity over the ten countries is 1.12, which is 
slightly lower than the aggregate, with a similar degree of dispersion. The estimated long run 
price elasticities range from 0.01 in Bangladesh to -1.01 in the Philippines. Only in Thailand 
is the price elasticity significantly negative. The average price elasticity for the 10 countries 
is rather higher than the average for the aggregate energy, -0.43 as compared to -0.26 with 
rather less dispersion25.
The estimates for the ARDL (1,1,1) specification produce some implausible estimates for 
most countries. The estimated adjustment coefficient is outside the (0,1) interval for India and 
Taiwan. The long run income elasticity is negative in Indonesia, Pakistan and Sri Lanka and 
the mean is only 0.72. The price elasticity is positive in five countries and the mean is 
positive. Given the small sample used for the estimation, The ARDL (1,1,1) leave low 
degrees of freedom that cause a very large dispersion in the estimates. Little reliance can be 
placed on these estimates.
The estimates where the lag order is selected by the Schwarz criterion suggest that in 
Bangladesh and India the static model is chosen; in Pakistan and Taiwan ARDL (1,0,1), in 
Philippines ARDL (1,1,0) in Thailand ARDL (0,1,1) and in the other four countries the 
partial adjustment model ARDL (1,0,0).
The effects of pooling the data on the estimates of the long run elasticities using different 
pooling procedures and dynamic specifications are examined. The PMG, MG, DFE, and SFE
25 In calculating the average price elasticity, I considered the positive values as zero.
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elasticities estimates based on the ARDL (1,0,0) specification are 1.12, 1.24, 1.29, 1.03 for 
income and -0.43, -0.52, -0.57, -0.16 for price respectively. As it is evident from Table 3.6 
the industrial estimates are rather similar to the aggregate estimates summarized in Table 3.3, 
where estimated income elasticities are close to unity, with the exception of Bangladesh, 
which is significantly larger, and price effects are negative. The price elasticity is rather 
larger for industry than the aggregate.
3.3.3.2 Transportation Sector
The transportation sector received more attention than any other sectors in the developing 
countries. The number of studies on transportation energy demand exceeds those available 
for other sectors. However, the econometric literature on transportation sector in the 
developing countries is still quite small and can be effectively summarized by looking at just 
few studies in which most of these studies concentrate on gasoline demand. I have covered 
six recent studies for detailed review, namely: Al-Faris (1993), Eltony (1994), Eltony (1995), 
Eltony (1996a), Pesaran et al (1998), and Banaszak et al (1999). The estimates of price and 
income elasticities of the reviewed are presented in Table 3.7.
I begin with the important study by Al-Faris (1993) that estimate the demand for gasoline in 
the Organization of Arab Petroleum Exporting Countries (OAPEC) that includes Saudi 
Arabia, United Arab Emirates, Kuwait, Bahrain, Qatar, Iraq, Egypt, Syria, Algeria, Libya, 
and Tunisia. All eleven members of OAPEC are included in this analysis. Time series for 
specific countries covering the period 1970-1990 are used because of great diversity among 
OAPEC states in per-capita income, retail gasoline prices, and population size. Al-Faris used
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a common approach to specify the dynamic functional specification in a double log linear 
form as follows:
LnGt -  C0 + CiLnPt + C i^^ t  + CffinVt + CaPbG(_x + st (3.14)
where V is total stock of cars operating at a particular time26. The above model is estimated by 
OLS method. In most cases, Al-Faris noticed that price and income together are not 
statistically significant in one equation for a particular country. If the price coefficient has the 
correct sign and is significantly different from zero, it is most likely that the income effect 
will be insignificant. This was attributed to the presence of strong common trends in the price 
and income data. The author dealt with this problem by introducing a time variable in the 
demand function, detrending by first difference and using the Cochran-Orcutt iterative 
method to estimate the demand functions. The total stock of car coefficient was deleted from 
the equations whenever was insignificant or having the wrong sign. The estimated average 
price elasticity in the short run is -0.15, with a range of estimates varying from -0.04 for 
Egypt to -0.40 for Iraq. The estimated average long run price elasticity is -0.68 with a range 
of estimates -0.26 for Libya to -2.10 for Bahrain. The estimates of price and income 
elasticities in the short run and long nm for all the 11 countries are summarized in Table 3.7. 
It is apparent that the short nm income elasticities ranges between 0.02 for Saudi Arabia and 
0.37 for Syria with an average of 0.12 and in the long run between 0.07 for Saudi Arabia and 
0.89 for Kuwait with an average of 0.45. For all countries the gasoline demand is more 
elastic with respect to price and income in the long run than in the short run. In the majority 
of OAPEC countries both price and income remain inelastic in the long run. This is because
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the majority of people consider private transport in these countries a necessity. The diversity 
of income and price elasticities among these countries is attributed to the wide variations 
among these countries in term of population, per-capita income, size of the country, and level 
of state subsidies, and all these factors account for these differences. It is noticed that income 
elasticities for countries with high per-capita incomes (Saudi Arabia, United Arab Emirates, 
Kuwait, Qatar, and Libya) are much smaller than their counterparts in countries with 
relatively lower per-capita income (Iraq, Egypt, Syria, Algeria, and Tunisia).
Eltony (1994) developed a simultaneous system model to estimate the demand for gasoline in 
Kuwait, using time series annual data for the period 1970-1989. He specified the demand for 
gasoline (Gdt) as a function of price of gasoline (Pg), income (F), and the stock of 
automobiles (SA). A partial flow adjustment model gives the stock of automobiles as a 
function of the price of gasoline, income, the price of new automobiles (Pn) and the lagged 
stock of cars (SAt-i). Because of the lack of data on average price of new automobiles, 
components of consumer index known as personal transport mean was used. The models are 
presented in the following two equations:
Gd, =a + bPg, +cY, + dSA, + eu (3.15)
SA,= f  + gPg, + hY, + iPn + jSA,_{ + e2, (3.16)
26 Al-Faris did not distinct between light and heavy vehicles, although some o f the heavy vehicles use diesel 
fuel, because o f lack o f data.
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Eltony employed the 2SLS technique on each equation and obtained the estimates. All 
coefficients have the predicted signs and are significant. The price elasticity is found to be -  
0.097 and the coefficient on the stock of cars is found 0.68 implying that as cars per capita 
increase, each car is used less intensively. The long mn income elasticity of demand is 0.62, 
the elasticity with respect to car stock is 0.12 and 0.57 for the lagged sock of cars. These 
estimates are similar to ones obtained by Al-Faris(1993) discussed above, confirming that the 
demand for gasoline is price and income inelastic.
In the same study Eltony estimated the demand for gasoline in Kuwait using the partial flow 
adjustment model. He used the same time series data and employed the OLS method with the 
Cochran-Orcutt correction for first order serial correlation. The estimated short run 
elasticities are found to be -0.04 for the price and 0.32 for the income. The corresponding 
long run elasticities are -0.21 for the price and 1.6 for the income and the coefficient of the 
lagged gasoline consumption is 0.80. The magnitude of long run income elasticity obtained 
here is almost three times that obtained from the previous model and the price elasticity is 
double.
Eltony (1995) estimated the demand for gasoline in Kuwait for the same period using a 
cointegration and error correction model. He used the double log linear form functional 
specification for the estimation of elasticities. The price elasticities are -0.37 in the short run 
and -0.46 in the long run. The income elasticities are 0.47 and 0.92 in the short and long run 
respectively. As it is evident from Table 3.7 the size of gasoline price and income elasticities 
for Kuwait varies greatly with functional forms demand and the econometric technique used 
for estimation.
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Eltony (1996a) estimated the demand for gasoline in the Gulf Council Cooperation (GCC) 
that includes Saudi Arabia, United Arab Emirates, Kuwait, Bahrain, Qatar, and Oman in two 
separate studies27. He used pooled time series data covering the period 1975-1989. The 
following dynamic specification in a double log linear form is employed:
LnGt = Aj + Bx LnPt + B2LnYt + B3 Ln Vt + B ^ LnP OPt + B5LnGt_x + (Jt (3.17)
where POP is the percentage of population in the driving age group. The model is estimated 
by an error component method, which allows separate country intercept. Eltony tested 
different lag structures of the gasoline prices and the dependent variable, with no significant 
improvement over those of the simple one time period lag. The short run and long am 
estimates of price and income elasticities are -0.09, -0.11, and 0.21, 0.23 respectively. He 
also estimated the demand function after dropping the stock of cars per capita (V). The new 
short run and long run estimates of price and income elasticities are -0.11, -0.13, and 0.41, 
0.48 respectively. Furthermore, he divided the GCC countries into two groups of countries 
according to their gasoline pricing policies, the first group includes Kuwait, Saudi Arabia and 
Qatar, and the second group includes United Arab Emirates, Bahrain, and Oman. For the first 
group, the elasticities are -0.10, -0.11 for the price and 0.39, 0.43 for the income in short run 
and long run respectively. For the second group, estimates of elasticities are found -0.04, - 
0.05, for price 0.28, 0.34 for income in the long run and short run respectively. Both price 
and income elasticities in long run and short run are inelastic for the GCC countries. These
27 In the second study, he extended the time series to cover the period 1975-1993 and used the same 
specification, see Table 3.4
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estimates show similarity to the estimates obtained by Al-Faris (1993), confirming that the 
demand for gasoline is rather income and price inelastic.
Pesaran et al (1998) followed the same procedure as in the industrial sector to estimate the 
demand for total energy in the transportation sector for the ten developing Asian countries 
using the same data set. They reported individual country estimates of long run income and 
price elasticities for the transportation sector and the pooled estimates based on ARDL (1,0, 
0), ARDL (1, 1, 1), and the order chosen by the Schwarz criterion.
The estimated long run income and price elasticities for the transportation sector based on 
ARDL (1,0, 0,) suggest that the long run income elasticities range from 3.3 in Malaysia to 
0.4 in India. Bangladesh, Korea and Thailand have income elasticities significantly greater 
than unity, India and Sri Lanka significantly less than unity. The average long run income 
elasticity over the ten countries is estimated to be 1.375. The long run price elasticity is 
almost exactly zero in Bangladesh and positive though not significant in Pakistan and Sri 
Lanka. The average price elasticity is -0.375 similar to the aggregate. The estimates for the 
ARDL (1,1,1) specification produce some implausible estimates. The estimated adjustment 
coefficient is outside the (0,1) interval for India and Taiwan. The long run income elasticity is 
negative in Indonesia, Pakistan and Sri Lanka and the mean is only 0.72. The price elasticity 
is positive in five countries and the mean is positive. As with the industrial regression, low 
degrees of freedom cause a very large dispersion in the estimates. Little reliance can be 
placed on these estimates.
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The estimates where the lag order is selected by the Schwarz criterion suggest that in Sri 
Lanka and Taiwan the static model is chosen, ARDL (0,1,0) in Bangladesh and ARDL 
(0,0,1) in India. The partial adjustment model ARDL (1,0,0) is chosen in the other six 
countries.
The effects of pooling the data on the estimates of the long run elasticities for the 
transportation sector using different pooling procedures and dynamic specifications are 
examined. The PMG, MG, DFE, and SFE elasticities estimates based on the ARDL (1,0,0) 
specification are 1.38, 1.41, 1.45, and 1.19 for income and -0.38, -0.36, -0.44, and -0.114 for 
price respectively. Like the industrial sector results, the results for the transport sector are 
generally similar to the aggregate but with higher long-run income elasticity estimates.
Banaszak et al (1999) used a multi-equation model to estimate transport demand for two 
substitutable fuels, gasoline and diesel in Korea and Taiwan employing a time-series data 
from 1973-1992. The model is presented in the following two equations:
In PC = b0 + bx In P + b2 In GDP + b3 In TC_X (3.18)
where
P = {DC ITC * DP} + {GC / TC * GP} (3.19)
ln(GC / TC) = aQ + a} In(GP -  DP) + a2 In GDP + a3 In (GC / TC)_X (3.20)
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Banaszak et al used the iterative nonlinear three- stage least square procedure to estimate the 
price and income elasticities for Taiwan and Korea. The estimates appear to have the correct 
sign and are significant at the 95% confidence level. The researchers claim that they 
attempted to include the industrialization ratio variable in the demand equations and did not 
report it because it did not produce significant results. However, the price elasticities are 
found to be-0.12, -0.38 in the short run, and -0.52, -0.87 in the long run for Taiwan and 
Korea respectively. The income elasticities are found to be0.23, 0.44 in the short run, and 
0.98, 0.99 in the long run for Taiwan and Korea respectively. It should be pointed out that the 
values of the long run income and price elasticities for those two countries are rather similar 
to the industrialized countries summarized in Tables 3.1 and 3.2.
3.3.3.3 Household and Commercial Sectors
With regard to the residential and commercial sectors in the developing countries, there is not 
much new to report. Both areas continue to be under-researched relative to industrial and 
transportation sectors. Only two studies are available on the developing countries, the first 
one is by Pesaran et al (1998), and the second one is by Eltony and Hajeeh (1999). The 
estimates of price and income elasticities of the residential and commercial demand are 
presented in Table 3.8.
In Pesaran et al study who followed the same procedure as in the aggregate demand and other 
sectors to estimate the energy demand functions for the household and commercial sectors in 
the ten developing Asian countries. The logarithmic specification is also used to estimate the 
models from the same data set for the period 1974-1990. Individual country estimates of long 
run income and price elasticities for the household and commercial sectors and the pooled
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estimates are also investigated based on ARDL (1, 0, 0), ARDL (1, 1, 1), and the order 
chosen by the Schwarz criterion.
The individual country estimates of long run income and price elasticities for the household 
sector based on ARDL (1, 0, 0) suggest that the long run income elasticities range from0.38 
in Sri Lanka to 2.95 in Pakistan. Bangladesh, India, Indonesia, Philippines, and Thailand 
have income elasticities significantly greater than unity, Korea significantly less than unity 
and Malaysia have unitary income elasticity. The average long-run income elasticity over the 
ten countries is 1.31. The long run price elasticity is significantly positive only in Korea and 
the Philippines and negative in the rest of the Asian countries involved in the analysis, the 
average is -0.14. In comparison with the average price elasticities for the aggregate and the 
industrial sector, as it is evident from Table 3.3 and 3.6 the average long mn price elasticity is 
rather lower.
For the commercial sector, the estimates of the long run income elasticity ranges between 
-0.62 for Pakistan to 3.99 for Bangladesh. The average of the estimated long-run income 
elasticity over the ten countries is 1.50. The estimated long run price elasticity is positive 
only in Pakistan and Taiwan but is significant and negative in the rest of the Asian countries 
involved in the analysis. The average of the estimated price elasticity of -0.42 is rather higher 
than the average for the aggregate and the residential sector.
The estimates for the ARDL (1,1,1) specification produce some implausible estimates for 
both the residential and commercial sectors. The estimated adjustment coefficient is outside 
the (0,1) interval for a number of countries. The long run income elasticity is negative in
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Indonesia, Pakistan and Sri Lanka. The price elasticity is positive in five countries and the 
mean is positive. As with the aggregate regression, low degrees of freedom cause a very large 
dispersion in the estimates. Little reliance can be placed on these estimates.
The estimates where the lag order is selected by the Schwarz criterion suggest that in 
Bangladesh and India the static model is chosen; in Pakistan and Taiwan ARDL (1,0,1), in 
Philippines ARDL (1,1,0) in Thailand ARDL (0,1,1) and in the other four countries the 
partial adjustment model ARDL (1,0,0). The estimates are very close to those estimates 
obtained by the ARDL (1,0,0).
The effects of pooling the data on the estimates of the long run elasticities for the household 
and commercial sector using different pooling procedures and dynamic specifications are 
examined. The PMG, MG, DFE, and SFE elasticities estimates based on the ARDL (1,0,0) 
specification are 1.31, 0.95, 1.09, and 0.98 in the household; and 1.50, 0.62, 2.38 and 1.36 in 
the commercial sector for income respectively. The long run price elasticities are -0.14, - 
0.48, -0.27, and -0.06 for the household sector and -0.42, -0.08, -1.27, -0.12 for the 
commercial sector respectively. Notice that the actual magnitudes of the price and income 
elasticity for the aggregate energy demand in the residential and commercial sectors vary 
from one method of estimation to another. Even so, however, I feel that more research will 
reduce the zone of uncertainty.
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The second study is by Eltony, M and Hajeeh, M (1999) who modeled the household energy 
demand in Kuwait employing a two-step approach28. In the first step, input share equations 
are derived from flexible cost function (translog) invoking Shepherd’s Lemma as follows:
hi P, = /?„ + J ]  p , In p„ + ± 2 ]  2  0 t  (In p ]t) ln( p „ ) (3.21)
where i electricity and j  oil product, Pt the aggregate energy price index
2
s u = fii+ Y ifif/h iP j,*  i ~1>2 a n d j-1,2 (3.22)
In the second step, tlie parameters obtained from these share equations are used to construct 
an aggregate energy price index.
In addition to the price index, other variables are used in estimating the aggregate demand 
function. They included the ratio of villas to total dwellings (VILLA) and a dummy variable 
(DUM1) to their specification of the aggregate demand function as follows:
Equation (3.23) is the model that Eltony and Hajeeh finally estimated for the total energy 
demand by the household sector, using the aggregate energy price index as one of the
28The authors did not mention any thing about the range of die data used for the study.
LnQt = fl0 + j3xLnGDPt + ]32LnPt + ]33LnVILLAt + ffD U M  1 + ut (3.23)
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explanatory variables. The results of both cointegrated long-run equation and the short run 
(the error-correction) equation suggest that all the estimates have the expected sign and are 
statically significant. The short-run elasticities are 0.09 for the income, -0.29 for the price 
and 0.33 with respect to the ratio of villas to dwellings. The long run elasticities are 0.38, 
with respect to GDP, -0.53 with respect to the price and 0.94 with respect to the ratio of villas 
to dwellings respectively. The dummy variable has a negative sign, indicating the negative 
effect of the second Gulf Wax- on the consumption of energy in Kuwait. Moreover, the 
coefficient of the error correction term is significant with an adjustment of 0.32. In general, 
the model is a very useful. Despite the fact that the ratio of villa to total dwellings reflects the 
income activity, it’s inclusion in the analysis, as an independent predictor constitutes an 
important innovation.
3.4 Summary and Conclusions
Studies on the structure and characteristics of energy demand in the developing countries are 
of recent origin, whereas studies for the developed countries go back as early as the 
beginnings of the 50s29. The variety of modeling efforts and the quality of the data far exceeds 
those available for the developing countries. There are a number of reasons behind that, with 
the most important being the lack of availability of substantial data for the period before the 
1970s, particularly for the retail or wholesales prices of the various fuels. Moreover, most 
researchers point out that the sectoral data that exist are full of unjustified assumptions 
regarding the prices30. In addition, in the case of some developing countries, the researchers
29 For example Houthakker (1951) estimated the residential electricity demand in the United Kingdom using 
cross-section observations on 42 provincial towns for 1937 to 1938.
30 See Ibrahim and Hurst(1990)
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of the studies point out that a large fraction of energy use consists of noncommercial fuels 
such as wood and animal waste for which meaningful market prices do not even exist.
As it is evident from the studies summarized in Tables 3.3-9, the econometric techniques 
applied to the data in the developed countries are the ones used in the case of the developing 
countries after a span of time equivalent to approximately a decade. Examples of the 
application of the cointegration theory appeared in the studies of energy demand in the 
developed countries in the late 80s while in the case of the studies on developing countries 
appeared after the mid 90s and on very limited scale.
The critical points of the studies reviewed in the preceding sections, in my opinion are as 
follows:
• The log-linear specification has been used in most of the studies for the aggregate
energy as well as the disaggregated and the individual fuels for both developed and
developing countries.
• The size of the price and income elasticities of energy demand varies. These 
variations among statistical estimates of price and income elasticities are due to the 
fact that these studies are based on different models, types of data, regions, countries, 
time periods, different functional forms and econometric techniques.
• The empirical studies for total energy demand, sectoral demand and individual fuel
type support the conclusion that the own-price elasticity is small, but nevertheless
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significant in the short run, and much larger in the long run (in absolute value) in both 
developed and developing countries. Therefore energy price is an important 
determinant of the amount of energy that is consumed and the form in which it is 
consumed. Any study, which does not yield a negative own price elasticity of some 
magnitude and importance, should be treated with caution. There is still a great deal 
of uncertainty in some cases but any claim that the price elasticities are positive or 
zero must be critically investigated. Lower price elasticities are noticed for low 
energy price countries, low-income countries and the exporting oil countries, which 
tend to have low energy prices. For aggregate energy, the best evidence places the 
estimates of own price elasticity in the range of -0.02 to -0.20 in the short run and 
from -0.30 to-0.50 in the long run. The estimates of long mn price elasticity of total 
energy consumption in the industrial, commercial and transportation sectors turn out 
to be more prices sensitive than the aggregate but the residential sector seem to be less 
sensitive than the aggregate. However, the developed countries tend to have higher 
price elasticities compared to those of the developing countries. For total oil, it ranges 
from -0.05 in the short run to -0.90 or more in the long run. For total electricity, price 
elasticity ranges from -0.15 in the short run to -1.0 or more in the long run. The 
statistical evidence for electricity in the developing countries is neither as extensive 
nor as strong as the one available for oil, but nevertheless it is convincing. For the 
petroleum products, the evidence is more mixed as magnitude of the price elasticities, 
although there is little disagreement that the price of petroleum products is an 
important determinant of the amount of oil consumed. Price elasticities seem to be 
inversely related to the lightness of the oil products. For the lower part of a barrel,
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price is more elastic because of the existence of strong substitutes. As we move to the 
upper part of the barrel, elasticities become smaller.
• The empirical evidence shows that in addition to income and price, other explanatory 
variables such as urbanization, industrialization, climate and so on are found to be 
important in explaining the demand for energy. The exclusion of such variables is 
likely to yield biased estimates of price and income elasticities.
• Although the time trend was included in the demand equations as a proxy to technical 
progress in three studies: Balabanoff (1994), Paga and Birol (1994) and Erdogan and 
Dahl (1997), it has been ignored in the majority of the studies. However, the time 
trend coefficient is found around 0.05.
• The empirical studies for aggregate energy, sectoral and individual fuel demands 
indicate that the income elasticity is small in the short run and much larger in the long 
run in both developed and developing countries31. In general, sectoral demand is more 
sensitive than the total energy demand to income (GDP). For instance, transportation, 
industrial, residential and commercial demand appear to have higher income 
elasticities than the total energy demand. The evidence with the magnitude of the long 
inn income elasticity is mixed and clearly depends on the type of model and technique 
of estimation employed. Most importantly, studies on oil importing countries indicate 
that the long run income elasticities whether for aggregate energy, sectoral or 
individual aggregate fuel (oil and electricity) demands are around unity. Several
Chapter 3 90
studies indicate that income coefficient is substantially greater than one implying that 
the income is the dominant variable in determining the demand for energy. However, 
estimates of long run income elasticity for the studies summarized range from 0.2 in 
the short run to 2.2 in the long run with the bulk around 1.25.
31 Hunt & Manning (1989), Hunt & Witt (1995), Hunt & et al (2000) gave larger short mn income elasticities 
than in the long mn for the UK.
Chapter 3 91
Ta
bl
e 
3.
1
Se
lec
tio
n 
of 
To
ta
l 
En
er
gy
 
D
em
an
d 
Ec
on
om
et
ric
 
St
ud
ie
s 
for
 
the
 D
ev
elo
pe
d 
C
ou
nt
rie
s
i '&
.3
3 oo ■S co
3 1  u B w
2 cf <0 oOTC
u a <u 0^  o s  LZ •■ti cr
^  S £
i  Sfr H V^>8 o Ufr w
c3 O °  O
s?tf S if 
f i .B | 5* !9 COQ 8
a»jfe> o
$
o w
i iO vi cj cj
* s
on caa s ® tt fr w o<-<cN«nto(N'CTtoiqO N H vioN H O O
co inTt- in 00 ON
t  -o g 
co tt
N CT -    ,o o o o q v Q in in c o in  o f r o f r o o f r © ©
B so a fr tt
CO -—' o<o Tf — O- o o o*©
CSNONOCO*—'COVOOTf —- ■7;oq-=t'~;totor-i(oo o o o o o o f r o
CS to so co <n •+• © ©
fr
* a o g
3
CO tt
CO VQ (Sco cs cs g o o ©
Tt-OCSOONCOi—I 1—I CO M ^^-cooh 'o inH©©©©©©©©©
in »n to to © © © © cs©
<ua.
H
_ avx fr
f§
3
H
u TJ
11 
S cl o a U <
-r)
a
13 <5
I iVi ° >3 U
8
WO
-2aA
£
$toTt
ICO tt
- l atf B Ao» a ©» 3 « g •< ON 2 fr.
2 OSa T j? 3 ©eg g to ■oS •< On ft
« Sa a
• r
S
tj -2 S' 
£ 3 *
SONON
'O ON
S"fS 
I s
f r
<«(Aa3-O
2} al 00
sa Aa t t
cs©
Co
nt
in
ue
d 
Ta
bl
e 
3.
1
_ §
ft'-g s a H £
.9
° oH-C Hi
kIB
I
o hJ
hJ O
c3CD
o >-i hQ o
CNo
VOo
&(O
w
3o
§w
a
o ©
•I — 2  
I " 1 S  1 -a s 2  o I J  R
Ifl wu  ^
I  es i s.a a 1 ■C id ct
Tf
£ 2
3 S'
I  ^£  CT« O' 
3 J2
0'S;
o  _ ov
« | 2  
■“ §£*
c
i
OS;
CT\
Ta
ble
 3
.2
Se
lec
tio
n 
of 
Ec
on
om
etr
ic 
St
ud
ies
 o
f 
Se
cto
ra
l 
En
erg
y 
De
ma
nd
 
for
 t
he 
De
ve
lop
ed
 
C
ou
nt
rie
s
No
te
s
Th
e 
da
te 
of 
m
os
t 
re
ce
nt
 s
tu
dy
 
is 
19
79
Th
e 
da
te 
of 
m
os
t 
re
ce
nt
 s
tu
dy
 
is 
19
82
Th
e 
da
te 
of 
m
os
t 
re
ce
nt
 s
tu
dy
 
is 
19
84
Th
e 
da
te 
of 
m
os
t 
re
ce
nt
 s
tu
dy
 
is 
19
88
Th
e 
St
oc
k 
of 
ca
rs 
re
pl
ac
es
 
the
 
in
co
m
e,
 
tim
e 
tre
nd
 
is 
in
clu
de
d 
in 
the
 
de
m
an
d 
fu
nc
tio
n
M
od
el 
& 
Es
tim
at
io
n 
Te
ch
ni
qu
e
Th
e 
av
er
ag
es
 
of 
11 
st
ud
ie
s
Th
e 
av
er
ag
es
 
of 
9 
st
ud
ie
s
Th
e 
av
er
ag
es
 
of 
68 
st
ud
ie
s
Th
e 
av
er
ag
es
 
of 
97
 
es
tim
at
es
Lo
g 
lin
ea
r, 
O
L
S
C
oi
nt
eg
ra
tio
n 
Un
re
str
ict
ed
 
E
C
M
Se
m
ilo
g 
fu
nc
tio
n,
 
Z
el
ln
er
’s 
2-
sta
ge
 
m
et
ho
d
Co
in
te
gr
at
io
n 
& 
E
C
M
 
O
LS
In
co
m
e
El
as
tic
ity
Lo
ng
-
Ru
n 601
0.
80
1.
21 CM O 00 o  o  o  t> rt rt © 0.
68
0.
70
na na na 1.
04
Sh
or
t-
R
un
0.
39
ZVO
04
8 OO•if
o
i—1 IHcn
© o  © 0.
48
0.
46
na na na 0.
89
Pr
ice
El
as
tic
ity
Lo
ng
-
Ru
n
-0
.5
8
o1
98'0" -0
.8
6 vd cn o  os cn •st- 
o  © oi ■ i -0
.2
9
-0
.2
9 cn co o\ Os i/n oo 
CM rt o■ i i
T—«
o1
Sh
or
t-
Ru
n
-0
.2
2 M3CM
o1 -0
.2
6
-0
.2
6 L; 2  1—1
o  o  o  1 1 1 -0
.1
3
-0
.0
8 >n o  ve t-~ oo 
CM o  o’■ i • -0
.3
2
Se
cto
r/ 
Ty
pe
 o
f 
En
er
gy
Tr
an
sp
or
ta
tio
n
G
as
ol
in
e
Tr
an
sp
or
ta
tio
n
G
as
ol
in
e
Tr
an
sp
or
ta
tio
n
G
as
ol
in
e
Tr
an
sp
or
ta
tio
n
G
as
ol
in
e
i
fr
J
O In
du
st
ri
al
/T
ot
al
E
ne
rg
y
In
du
st
ri
al
/ 
D
ist
ill
at
e 
oi
l 
R
es
id
ua
l 
oi
l 
To
ta
l 
el
ec
tr
ic
ity
Tr
an
sp
or
ta
tio
n
G
as
ol
in
e
Co
un
tr
ies
An
al
yz
ed
In
du
st
ri
al
co
un
tr
ie
s
In
du
st
ri
al
co
un
tr
ie
s(
O
E
C
D
)
In
du
st
ri
al
co
un
tr
ie
s(
O
E
C
D
)
In
du
st
ri
al
co
un
tr
ie
s
Fr
an
ce
 
! G
er
m
an
y 
U
K
U
SA
D
en
m
ar
k
Stu
dy
 
& 
Ty
pe
 o
f 
Da
ta
Bo
hi
 (
19
81
) 
A 
su
rv
ey
Bo
hi
 &
Zi
m
m
er
m
an
 
(1
98
4)
A 
su
rv
ey
Da
hl
, 
Ca
ro
l 
(1
98
6)
 
A 
su
rv
ey
Da
hl
 & 
St
er
ne
r 
(1
99
1)
 
A 
su
rv
ey
 
-D
ate
 o
f 
mo
st 
re
ce
nt
 
19
88
Da
rg
ay
 
(1
99
2)
 
An
nu
al
 
19
62
-1
98
8
Hu
nt
 &
Ly
nk
 
(1
99
2)
 
A
nn
ua
l 
19
52
-1
98
8
Ta
hr
i 
(1
99
4)
 
Cr
os
s 
Se
ct
io
n 
(1
97
4-
81
)
Be
nt
ze
n 
J 
(1
99
4)
 
An
nu
al 
da
ta
 
(1
94
8-
19
91
)
Co
nt
in
ue
d 
Ta
bl
e 
3.
2
.9
i  g
M
&$
fe3na•a
CD<D<D
8 1 6
8G8G
c/>2-523tntt QQ
"S’S  
a a I 
*  ^ a
a a |
^ e2 (S
03 a>
<3 >3W _j  _+^ § g 
a l l  
<: <i
.3 co °  >3L) O S3 3 -g WCO O s sfsi-saGO fal u  ed fa Ph
CNVI
o
On 00 o on co fa O fa
g © cd ca 'G. C O © fr cN ro o d d
o\ oow n <*>GOO ed ed lr! G C -h
CN
O
.-. vo cr\ _ o\ —i fr ro ri cQl/')frfefev) ti  
f a  f a  f a  _ 2  f a  f a  f a  f a
cofr<NN-vooov>TffNN-N-csrococNro
d d d d d d d ®
r-H fr Tf
o d d CN CN CN o d d
CN© Cd fe G © G G 9
C\ inO r—4
S o ©
"g jj '£ w
1 3
3 h
I
i t03
£3 “o JZ
K  w
T3 »h
1  s  
•S W 
§ a  
a  h
PS
.2
1
<
.2 O °
1 1  § * s ^ a g s,a co fro iv o a^P Q C i
u
< o'CO 3D W ► < I  IM 3 & 13W^ < I  EL &&■*
$£ >>tn t* Onct g On
cd ■ ■3 s  0 'SON
nT CTg) -- On ®n « OnrH S «i w  a iw a ©
s -S s
CT
ONSi
O’-  su g 8n
3 a 5  S on tf rS feCiiHfa 
W
On
« P " I« | g at)H SS
s w < |0) CT 00 a
On
z  g». onfH 4—<® ri a f r  
a v®a ON 
OJD^
3
cnON
Co
nt
in
ue
d 
Ta
bl
e 
3.
2
iff!a l i aSAVE'ST3 3^ ’O 5 4? 4) 4, -a 'g tj 3^ 3 j3 3 3 o o o o
a B .g .aoo oo oo yi
P  P  P  Pliilfe fe 5 fe
s’ f  H §*
i j § i
; .a §*< + u i u ■§ i T3 g1 3  § ■*^3 w> r* <U I .9 T3
M 1 1 ! og»ll 1^
©OOO©©-.©©
'tMONwonaJC-mw 'a-<qo\viqr^nr](Sin © rt o’ © © © d o rt © ©
CM O CM O O Od o o
CO tf) CM ■C) co CM O- to o o o o
cMcn c- ro © _ o r-< «>h <n cm co p, »o co t~- cm ffjo © c © © a © o o © ©
•M- O' a\ oo O' © co CMso so p, SD CO pj O' CM Os CM ioo © c o ©  « © © o o ©
0 Os ■-< O- ro c~-1 tf tf tf tf <13 © © O © ©o o o o
NOsncOt'On n ^ _ _  cnMMtnwcoOgingN ©’ © © © © ©
CO so 00 CO O O'o rt © oo
Os © *—< Os r—< CM —< COOh h Ohc) CM rHO O O O O O  g g © g o  © o  o  o  o  g g © § ©
So
w
§ § S w
13<D Ort H
„  s §’ § & «> .g §> s l ' l & o . g ^
p w o p o z a c l ^
U CO « — osfr § *P i 3 h  
3  S o  « 5 ft co <  os
os aos oON *“
<8
CO00os
ftos
'—• 5  os W)t» dc
| 8 -s 
i  2 §
O >.00c» "E Os
COcr•n
fe os
I
« £ §
soOS
Ta
bl
e 
3.
3
Se
lec
tio
n 
of 
Ec
on
om
et
ric
 
St
ud
ie
s 
of 
To
ta
l 
En
er
gy
 
D
em
an
d 
for
 
the
 D
ev
el
op
in
g 
C
ou
nt
ri
es
J;
TS
fr
.1?'5TSw
JSfr
S’!
ti
■*! 00 tt
a* as sO 3fr tt
ti rt
a l
I
_ aco fr
5
««toTS
scn
« a 
§ ta « ^
£ s■•aa  t > u «
Sty £ Jfct 88 8 ^  « g bpfr co yg 5  « S S
'3  a © g .2
g>-f ’B-l s fr *3 5 2 s l o
'O'ONCOCO^  + OON HIONOtnHNON ON V> ON to CO 00OO 00 1—j CS CN ©CD © T—I rH rH rH
VN *—< NO 00 ONCd a'Qtoin
n o ©  n o o o ©
in to co <n to cs r-j in h cs © o o o ©
ON to CS Tf 0000 cs .-I cs co© © g o o ©
© g © o  o  © © cd cd cd cd cd an n n n n a
^  « o 2
Hij« 3 w ^
uja 9 t3 vH i!  2
Ph Ph H
.2 •§co H <l>
-  8 8 2 I
cS) to =§ I s  gti
ONON .2 to<u rt .n
<7Tgf * |~ — 06 s — -
1  s a  M  I
a C f l S a  
s  § 3 g
2 2  s>tt r® 2?M H 2
NO r—1 <h in —1 ©O . 1—1 r-l' O ON to
<n ' .o h  
o f 00 
.0 ,0 .
© rH
O O
■fe* .£* -fro o *0 ’a *•£ ‘-a -43 -43
MM MMU U U Up, p. to to
Pi Pi Pi Pi cn fr cn fr
f r  f r  f r  Nm
0 0 0 0
3 3 3 33 3 3 3
CQ tt  t t  PQ
•S5 coP< 4)
■ ii
l §Q o
v„ °nNO ONSC 1-10\ 4a)
a  * V
1  fe* t8 SP 4) « «
S. ! -
J)
3Jl
O H W cn
«
S'ONONrH
g | on
1-38
w 13 ’?
« | g  
:s
3  <
S3
NO NOit; cn «n o fr ©
00 © rH O ©> rH
O ©' O
m © o ©
h PO
■S -3 »« 1 ONft TJ +<
<3
tSJO to
t f
o o
1 1
m !  cd cd3 3*a a
Tt- toTj-
>n cn ■n m o o
Tt- inCS Tt- o  o
Wfr
a3<u.9fr
cs to-ON
cs
Tf ©rH rH 
© ©
Tt-rH
o
2 ti
I fo U
00 ©
2C 13 2> On g as to 3  rH
s  § £« rf ON 0 to
Ta
bl
e 
3.3
 
co
nt
in
ue
d
VO ON fr* CN CT fr «T>O CT ON VN CT fr.
I—I I—I o  O  r—< o
S O fr- ro CT oo O OnO • •
cs OO OO £  fr OO g} gt—< Tf© o o
13) ed 5
" H i  3pq &  >3 m
00onon o"3 ©« ON
_ »—cVDfrCNCNTfCNOfrcO OSOInONmOOMONrHfjfafafafafaoddfafa
# C 2! ^ in 3 tn M •f S O N f f t r t g N f g f t m No d d f a ^ d - d d ®
pq 3 3 W
fr — OnQ 2 On
*13O <  ON « CT
He
NO Tf NO frcn cn ct © d o d o
s i
On
a t-h
§d:<  ON
OOOn
Ta
ble
 3
-4
Se
lec
tio
n 
of 
Ec
on
om
etr
ic 
St
ud
ies
 o
f 
To
tal
 O
il 
&
 O
il 
Pr
od
uc
ts 
De
ma
nd
 
for
 t
he 
De
ve
lop
in
g 
Co
un
tr
ies
. ofc
1a
Ina o 
4 .2"
I'I  
I s
cn 
tj fa 
«  O r.op o
bb rv Q aT 1-3 CT
ct
tf
tf
Jl
e>oa\0\mav*ncncnTfONCOO'COMWhHr—4 r—4 r—4 r—4 O 4—I O 1—4
Tf fr m vo vo mOO vo O Tf CN i®
d  © fa fa fa fa
vo fr Tf Ov >0 w VO Tf vo vo 
0 0 0 0 0
©  CN 
cn cn 
CN fa
tf Tf o  <n o  coCN CO 4—4 4—4 t—4
0 0 0 6 0
vofe cd © C
•33tnJtf<u«
•ctf
3
VO Tf Tf Tf CN © CN CO r-l VO fr Tf
O go* g o o o d ©
OV fr CN Tf 0000 CN 1-1 CN COd o  2 © © ©
Tf 00on cn
0 0 0 0 0
vo cni—4 ON
© o
cn
o ct s: ont-1 CN O 1-4
o  d  o  d  d
vo©© 2
IU
fa « £ 3 tS tf<U Vhcn o
gct ss «
CT Go tfCi 0  S5 fa 13fc .2 § f  tf Ofi fa
0) vD
i i
3 1
a . s l l l l l l
pqh2tf'^AHPHHS'<d
'm H Ucd » o <  M
I fc § -8 53 g
<J w CT g 00 <tj
OP
§ « 04 IU
£ ja
> 1 k §
•a
1
—a §w I 
a
w £ •£ 
“ 2 = 1w . *0 ©I JU  ^ uP Sv) f  fr V 00 v>OV r^ OV © CT ^  S  g
H © fc.
« cn fa -s 00 H ©v
■2 3® S g ©v
_ © ©v OVq CT 
CT 5cng  fr S g
l l  CT 
3  w © o " ^ ’SS
sj CT CT © a u
a 
ft
Ov
OV
Ta
bl
e 
3.4
 
C
on
tin
ue
d
ft SO
o  o
so
o
ro so O o CM CM ^ 8
bO
.9 tf,
0 'fr
1 °Q o
_ OSOs os ft s-tOS
3  3os « « 55
~  6*3 £-= 5  2 1
«fi
COO
§>§>C3 l< .
g g lo & 01 o
TJ fr9OB °»
l l
s a<d <d.9 fr
m | o 3
j - s s d
O' 00 rt O
CMT—<
o
o
o
so
o
>n 00 o  CM 00 frt © O CM O
aa> 0. 9
0<3 3
0
3(rt
ofrtrt
00 in so os cm <n cm O ssq o q cM > n cM O O fqr-l H I© r-l i—l r-l r-l r—l r-l
ooinsooooosT-,*sqoosqinoosqsqm^0 0 0 0 0 0 0 0 ®
o  g o  gR 1 P
cri
§ aCS8 fr 45 i l l  ^ i : a ' § 3 | g s lg •<ppuuw g(rt>!S
I  «H — n,
^  §so g i  fl 3 ft« <J ov
bp id rt "
13 fr<D ID 3 Tf•3 3OJ) gM  O fr rt rt TJ O
m- os r- to o  m•T ro Os in r-l 00
t-h C3 CO O o
^ rt rt O 3  C
00 © so © rl00 WM HOOV) O COOO©
Oo
in ro O 
>—1 © cm OOO OOOOO©
ft ro -rt- ro1—I rl 1—1 r-l« © © O OP I I I I
2 R
f ibft t—<
3  0< o
f r  , r t  2 fe a  f e
S fr S -a J  |  w fr ta h p  <
£ fr os
m g +fl 5ft e tf os« r-lrt
Irt
T
ab
le
 
3.4
 
C
on
ti
nu
ed
l/iCN »  oocn rsj o© co
tt § TS— 3 o Hhfe 3
o .o ,o ,o
1 1la
<D <Dt+H 9-H O <D
ii m fr ?C/1 to 
.2 § Q fr fe fe cS fr41 (UO Q o o o oti 'ti a, p,
IpsJ tt 
00 00
«: <i
‘C 'ti P. P.
^  tt00 00 4) 41 bp W)
<i <:
'ti *tiPi p.
Pi ttOT 00 4) 4>
Mfe fe
<  <i
s  a
l o l.3 © fe3 II n
g o  2d pn oo 3 tt
o (<3 ,o ,p ,<3 ,o
£ ? £  1) " *H
. g f r  ?
5  § 1
£  Q PL
CN
S  ^
g ? ? ! ?
S ^  - 'Bn  S Tj iO fr OT fr
s  a .s  a  ttfr Q £
> > > < < <
«±H q-t <+H OOO
g P! I!8 8 8fr fr fr
^  ^OT OT OT 41 41 4) 41 41 41bp bp bD M) 00 bJ)2 2 2 2 2 2O O O O O O?> > > > £ >C <! <J <i <«
’w ’H 'to OOO
a a aO P o o o ofr 3 fr 
tt tt tt
fe fe fe fe fe.O .O O o«s « c«41 41 41 41
§ § § aO Q O Oo o o o
fr  fr fr  fr 
t t  t t  t t  t t  
3  3 3 3
\M cn
s a
I f3= 0 
$  8 
a  S'41 X)
M V
, °  5P U fr
|fr fr
& &41
3 ^  fr ~o
, M » 3
B s>H
|h OOOI t"* rf on cn co0\ t"t vq o tt ooo © C4 m r-A cri
MJ\ (N O O O V) 00 t" .-toHNqo-;o o o o o M ho\ ro o On q h o r> iq h*-« d d d © ©
O O O O
rO 04 O r—id o 00 oo o\ V» COr] cj to to o cso d d d »-* d N vi h «n vi O f4 O O ©d o d o  d h to oy <n oo co— — O cq C4 ©o o d o o  d
_  VO O  O  00 CN O O O O t—< CO 9  9  « 9 9 9
oo o m q  to h  (4 q  oo h  h  q
O  rto rto rto r-H 0\
t> <N CO ^'O C4 ^4* C47 ^ 9 9 9  G S cj ho g M i n  N -  o cj o' o
MOOiMlOl'C; cs O Cj N Cj>— cp o o c^  c-~
©  OS to (MO 'C-1 CN |o o o  © s r- vo ._ .s cs nn c-vj9  9  § 9 9 9
oo cn oo co t>o  q  ±  n  oo inO O O o O CJ) H  OO to to No  d  o  o  cp*
0\ OO c4 vocq rt oo cq
9  a 9  9  9
h  q  o  to h  +•© o © cp r^‘
S totofr a 
° " (S
, ^ f r  «  O Q fr f l l  S s  s
J § l-oO rh o |-L( w rto
J S d S f i l
.9 8 « =
§ 2 I I  e S « £ s £
•J -13Orh O m S rS3 2 & 3 M1 1 * 1 2 * 3&%&U& gg | |  s-SJ  a g s  a g
Itt i O'
ponOn
N s
m
3 ON
A31/5
POnONto <3w  ti to &C, fr ON fr Q ON
< « A
rf S gE S t o
Ta
bl
e 
3.4
 
C
on
tin
ue
d
1^
■9  0  .9 pa 
8 ^
cf
'I g* 
g,*icr* «j
feb
J  0 5
£'9 ^
cr ps
s  a
i l lon CJ > ifaH 8 o
oorfiorocM sososocoi—i i-<«no\>nb-<sspoooooo o r t o o o o r t o o o ©
rMrHLno-iciTtooor^osV)v-ji-iin'OTfrsqvqsqos—if-'O r t d d d o H o d d d
m ' t C T ; S t N ( S O O < n r < b ' ' to o o r t o o o o r t - ©
nnooo■ ■ \  ■ r WV w  .  O ' f i  I '  _  nmi-nt^oogcomO'Sojrjir)
O O O O - O r - i o r - i l ) ©
§ JaO o H P-i
(MD
■9 wa .  a © c
a a©
&b.2j g fr S'.a .&*3 I rl 5 9 fr T3 3 fr ra fr fr ^I  a  fr 5 1 I I  £ £ (2 g
• g w l l l lIfr S'! .53
°  3 fr -3 fr -C
§ 8 a
| I  2
0021 — fi S 2 os
' « 2
0  CM
a I ©
g 2  a S
a
r t
os
(o'
« os saa £2© b~ tf OS
CNO
Ta
bl
e 
3.4
 
C
on
tin
ue
d
§
I
rt rt CT feG C O 4—i
Y2 CN fe + 
o d d o d d d d v S 't ’
S3
J
S“ §
i n ' o y  o o t t O i o i O N  o o f r ^ f r o f r v o c sfe* on . m —< m «—n vn fe* is. i/v fr. i—» rwOOo o \0 frfe O O o  r-H o  O o CN t"- O ON O n >nh o n  o o o o o
O g $5 <N ^  00 S
d  9  9  d  9  d  9
Oi - tCOfrTfVOCOfr f rSO j i H O H n H H W O O T
d d d d d d d d d 9
l C l 2 w O t o o t s '£l0 hh'+0 + 0 + —400
d d 9 d i d T ' d d d
c c i t ' O O N S n o o H C OO O O O N h M O O
d d d o ' 9 d d d d
 ^ q  VD
S § © © 9 9 9 9 9
$  fa o  fa CT
fa 9  © 9  9 o © cn o
<n c N o o w _ v o m —. cnTf0 f e © o 2 j ( N v o c n r 4 ]  o ni d cp fa ^  d fa o d
„ •*< fN W + ON *t 2  +  n  O N M o
g g © 9 C T 9 9 f e 9
<N fa CQ t" * o  •
fa 9  d  9  9 © o  o  o  o
ooorNv->Tf<Nir>oo© CN © *—4 4—4 O 4—4 o
d d d d d d d d © o © o © 9 9
O
fa tf
J3
"o
I
cdV « •B s
-£Pra S Sg •£ Ij 3 <5 § <i J3 >1 M tf fa C/w fa > s r l f S l s ia tf fa c/oo fa >
£H 4>
'U s L l
la s l l is
CNfr « o\ 1) flSN
f ig
|rt■afa
2  i s '>* <2 OV ^ CT 43V
P 1
Irtjafa
mo
Ta
bl
e 
3.4
 
C
on
tin
ue
d
T?
.9
Q rt rt O
§•1
11 5 °H o oo fr pM
ooom JJ m Os o ^o to cu o o o O rtC O B
o\ o cn vo cnCM b  SO —i b  pjo o n h  a
OstMO co so in o  rt o  o’ (N
to a ”  °o•t CM' © o © s S.9J o o o CM ro a ©
rHO n M t \o b  ro rn .—i m cM ro ro © © © o © o o
© Os rn _
O O O 3 r i s s- S o CM O ro o
co ro as b- vs osso b- -H so r-< vso  rt © rt rt o o  © >-i o  o  © ©
O (M Os M st N ro Os o m b- cm© © OO I-H CM I-JO O O © © rt o
© vs m oo so rt- os*—< H ^  *"“< »H *—tO O O O O Q o♦ I I i i l l
ft fr
g a .9 a>
v_J
I
S'S S |f r  1
M fr tf fr Ph rt
ft fr 
.S3 w
g H _ ° S  fr S fr g
«
i> ri . fr B.lisl-i-SicSwfr 3fr £ £
I  1 |  rt M ^
8»-8 S^frrtiirtrtcyoo
o
5<D 
p  -s a>s
5 —
1 3a a js a U tf
I
tf-o
Ta
ble
 3
.5
Se
lec
tio
n 
of 
Ec
on
om
etr
ic 
St
ud
ies
 o
f E
lec
tri
cit
y 
De
ma
nd
 
for
 t
he 
De
ve
lop
in
g 
Co
un
tr
ies
a - o CT a
aCTVItf u
4 .2* 
_ "5 aa
i s
TJd
fc*fa 
CT O
cnCT<u ObD „ bp O
|-1
i
l lbp |
3 #
83
&i
a
fa o
T-H CL ^ct © T
o ,o fa WHO
GO
'-S
fc CT g>-Sa o
M - a S o Bfa tf
cn w  oo «n ©  o
o  fr vq oo o\ vq fr
t—t t-h r-H r-H CZ5 Ci
O t> On CN CO 00 O CN O
00 O H OO CN
t-H O ri
O S id CT
cn tf
^  vo ono h _ 
vq cn cs ©  »n o  o  o  o  o  a o
CT
tf
W>a © o s fa tf
©CN
§9
VO © Tfcn © cn 
o d d
vovocnvoin>—ivooofrcncncncnrnmcnTfcncn
6 0 0 0 6 0 0 6 0 0
* a° 9d CT cn M
o © ©
§ 9 g 9 § g § 9
a
H
_ a
cn tf
B
H  W
I ct
1  0  3 |  § |<(UOO w !§Dh>
o
o t-i cn cn Tf in
$
a.
£
CT
Icn
Tf
© S'JH CT ©2 ©v
H  ©
CTrt
a
aad
3  a
a  I
fr<n go © ®s  ©v 9W
00©©
o> CT 
cn a
S S?
<r>
O
Ta
bl
e 
3.5
 
C
on
tin
ue
d
ft fr o
a
9  9sEJ 'J§ cr w
c3
1 1  
I Iw a>
1 1  •a froo U
§• .a
.a
Pi
g■fr
•5
i g^ o
T3T3<DbO
sS °JD 
& ^  
i i
M iorM O 'to 'tm omrsq oo'ot'in M H N N rom!G9T,;l' § rqrt'tCj os -j oo so cj ts •rO’— © O © r-HO CM rj- I-H © © © ©
so SOCM 00 b- © b]
oo b  to o© ih ro i—i © © © ©
•ci ■—* cn o  cm r-H £2 ft vs cm cnrtoor-;cMrt2:©©so D i H t i d d v o o n xf rt o  o
vs cm vs „ b-
9 fr 9 to rt fr
-H rn o  CO Tf Oo  o o
_ s  I ’ J™ <N O O
rt—t O  1-4o o o
Wttfr
a ibOfr <3 w 4> fr ft! W
B .3
vs j3 3 OTJ <D
►S W
£*‘o
1
S
« '8 * t i l l  g l  §■§ i i ig 9 fr g 1 1  £! ;c -g I  lj
!/> _» P-H <15 Cd4J 2 O cd es9 3 ^  'I J '!<
g u t !  ^t> a 9  -3 "P *cf i£ ; i 'g S 2 ie * £ £ g
— ®ca ©  3 © 3 rt
5  S  ^ S ;
s  «© to _P O N 
J &  ©
l l 3
S a g  .2 § 2  Q tf ^
©rt
—ca TI gs•w D 2« rt to
■£
—< iO o  ca l, 2 1■u 4> ©
1 fi 3fr ca to « a co
S rv ft
ft
©1-H
©1-HSn
1.©
VOo
Ta
ble
 3
-6
Se
lec
tio
n 
of 
Ec
on
om
etr
ic 
St
ud
ies
 o
f 
In
du
str
ial
 D
em
an
d 
for
 t
he 
De
ve
lop
in
g 
Co
un
tr
ies 5 • **'^■C o1 M cd *Sa s Se l  u
2 a I  a 
I  •■§ s. ^
© cr v> crm 4J T-H 41 Q OT
3
4> 3
* 3DO 3  Q a*M <D s i l lPs W OT
ti%
tt 2
PS*
Os VO wq in o rf
tin
W41U•ePh
tt
3
Tt-cn rn + r-o © o in[© o O to CN Tf O *-M o  o  o  o
*
CO
41
ftIH
ti, O fc,\v I41 tik  tt i l lfr tt
3£
H
1 1  fr afr w
2 ti
1 13 3
5 1
&D
r l  S3
l i i
i  iQ o
'9 ™Ph <D
fr ’J3
s i1 1 P o
<! 3 " 4)iSfr
33A
'o
H
N
ti5co
C\
t3ti 503 CA
41 41
* § g a
'g ©
3 2
A «
£On
S' ►. 5On « 41on F Jtito h 1.3 3 O ONa s
POnON
3Tfrtt 3 3 ti
i t5 ®DO < O
'Stt
00
£p  p—< On3 2 ON +>* 2 ^  41 3
ON
-  sti os2 OnS toa A a ®
•< On
o
Ta
bl
e 
3.6
 
co
nt
in
ue
d
S'
©"r-Hv-/
i l l ® 'S  Ph Q cn
©cTr-4
]§S Ph Q cn
S
©T“H"-ti"fa
§ S g i^ Ph Q cn
S  © —H
fa
M
G
PM
G
DF
E
SF
E,
AR
DL
(1
,0,
0)
lo ^  OO NOoo tq vo h- o  o  o  o
<N Tf © Tfm co in in 
0 0 0 0
M n co Tf OO CN VO Tf© © fa fa
fr © oo vo© 00 Tf fr
d  fa d  ©
o  © © <n oo Tf in © © d  fa fa
•n ■ri* t" Tj io r-4 t-h r-H
o  cj> o  © -0
.53
-0
.07
0.
01
-0
.09
00 00 Tf fr cn vq © ©
© o d d■ ■ i i
„  cn in £> vo on ©
© 9 9 9
m on in tn in oo cn in 
o q n i q
Ch
em
ica
l i
nd
us
tri
es
/ 
To
tal
 E
ne
rg
y
Iro
n 
and
 s
tee
l 
ind
us
tri
es/
 T
ot
al 
En
er
gy
No
n 
m
eta
lli
c  
mi
ne
ra
ls 
in
du
str
ies
/ 
To
tal
 E
ne
rg
y
Pa
pe
r, 
pul
p 
an
d 
pri
nti
ng
 
in
du
str
ies
/ 
To
tal
 E
ne
rg
y
Pa
pe
r, 
pul
p 
an
d 
pri
nti
ng
 
in
du
str
ies
/ 
To
tal
 E
ne
rg
y
Th
e 
10 
As
ian
 
co
un
tri
es
Th
e 
10 
As
ian
 
co
un
tri
es
Th
e 
10 
As
ian
 
co
un
tri
es
In
di
a
Ko
re
a
Ta
iw
an
Th
ail
an
d
In
di
a
Ko
re
a
Ta
iw
an
Th
ail
an
d
Pe
sa
ra
n 
et 
al 
(1
99
8)
 
A
nn
ua
l 
(1
97
0-
19
92
)
Pe
sa
ra
n 
et
al
(1
99
8)
 
A
nn
ua
l 
(1
97
0-
19
92
)
Pe
sa
ra
n 
et
al
(1
99
8)
 
A
nn
ua
l 
(1
97
0-
19
92
)
Pe
sa
ra
n 
et
al
(1
99
8)
 
An
nu
al
 
(1
97
0-
19
92
)
Pe
sa
ra
n 
et 
al 
(1
99
8)
 
A
nn
ua
l 
(1
97
0-
19
92
)
Ta
ble
 3
-7
:
Se
lec
tio
n 
of 
Ec
on
om
etr
ic 
St
ud
ies
 o
f 
Tr
an
sp
or
ta
tio
n 
De
ma
nd
 
for
 t
he 
De
ve
lop
in
g 
Co
un
tr
ies
N
ot
es
Sto
ck
 
of 
car
s 
is 
inc
lud
ed
 
in 
the
 
de
m
an
d 
fu
nc
tio
n 
ex
ce
pt
 f
or 
Ku
wa
it,
 B
ah
ra
in
, 
Qa
ta
r 
and
 
Tu
ni
sia
.
M
od
el 
& 
Es
tim
at
io
n 
Te
ch
ni
qu
e
Lo
g 
lin
ear
 w
ith
 
lag
ged
 d
ep
en
de
nt
, 
OL
S, 
Co
ch
ra
ne
- 
Or
cu
tt 
ite
ra
tiv
e
18 
sta
tic
 e
qu
at
io
ns
Lo
g 
lin
ea
r
Lo
g 
lin
ear
 p
er 
ca
pit
a 
sp
ec
ifi
ca
tio
n
Lo
g 
lin
ea
r, 
2S
LS
 
Log
 l
ine
ar
, O
LS
Co
int
eg
ra
tio
n 
&
EC
M
OL
S
In
co
me
 E
la
sti
cit
y
L-
R f rvoa\o coTfT *o \ooofr i / )OTfoocNrncsfeinfrcovoTfd d d d d d d d d d d d 1.
11
1.6
4
1.6
5
1.8
9
0.
69 CN CN VO VOd  fa 0.9
2
S-
R NOOONfOfOVOfr +  frOOCN O i-H O © © CN <—if'-)—'OOi- l
0 0 0 0 0 6 0 0 0 6 0 0 ad | 1
.42
 
na 0.
54
na 0.5
7
0.3
2
0.
47
Pr
ice
 E
la
st
ic
ity
L-
R o n o o o e o H r t t o t o v o i n ®  CN fr -H fr Tf i—1 rj- fO (N fr w
d f a d c N d d d d d d d o■ > 1 ■ 1 1 1 1 1 1 1 > -0
.0
9
-0
.42
-0
42
-1
.02
-0
.2
4
na -0
.2
1
-0
.46
S-
R OrNOC-lOTfOCNOOOftH
d d d d d d d d d d d dl l l l l l l l l l l l na -0
.3
6
na -0
.25
na -0
.10
-0
.0
4
-0
.3
7
Se
ct
or
/ 
Ty
pe
 
of 
En
er
gy
Tr
an
sp
or
ta
tio
n/
G
as
ol
in
e
Tr
an
sp
or
tat
ion
/ 
To
tal
 O
il
Tr
an
sp
or
tat
ion
/ 
To
tal
 e
ne
rg
y
Tr
an
sp
or
tat
ion
/
Ga
so
lin
e
Tr
an
sp
or
tat
ion
/
Ga
so
lin
e
C
ou
nt
ri
es
A
na
ly
ze
d
Sa
ud
i 
Ar
ab
ia
U
A
E
K
uw
ai
t
Ba
hr
ain
Qa
tar
Ira
q
Eg
yp
t
Sy
ria
Al
ge
ria
Li
by
a
Tu
ni
sia
Av
er
ag
e
D
ev
el
op
in
g
co
un
tr
ies
D
ev
el
op
in
g
co
un
tr
ies
Ku
wa
it
Ku
wa
it
St
ud
y A
l-F
ar
is 
(1
99
3)
 
A
nn
ua
l 
(1
97
0-
19
90
)
Da
hl
 (
19
93
)
A 
su
rv
ey
 
Da
te 
of 
ea
rli
es
t 
19
79
 
Da
te 
of 
m
os
t 
re
ce
nt
 1
99
2
Da
hl
 (
19
94
b)
A 
su
rv
ey
 
Da
te 
of 
ea
rli
es
t 
19
76
 
Da
te 
of 
m
os
t 
re
ce
nt
 1
99
1
El
to
ny
, 
M 
(1
99
4)
 
A
nn
ua
l 
(1
97
0-
19
89
)
El
ton
y 
& 
Al
-M
ut
air
i 
(1
99
5)
 
A
nu
ua
l 
(1
97
0-
19
89
)
Ta
ble
 3
.7 
Co
nt
in
ue
d
fr
aJ
'ti o o
I !
fr |
s i s
fe StyO Xt 4f
t i l
3 l ? l
$'  <D toristyy ti <d
t i l
3 11!
<D
MDO
3
CN CN—Ho ©
CN Tt Tt cn o o
Tto
o © m cn o ©
tio
V
l l
$ I& o
1fe <D
I !
8 § II
©  O  pq D
5
2> 2 oo ON 3  Cs
O tia  j s  tt o
to CNa, a.a a
a s
u
CN
B a a
S'ti ^
|  i s
t t  g y
£• « K?
o tito 4)tt ©
ON
Ta
bl
e 
3.7
 
C
on
tin
ue
d
« 2 
s 1rt Q I
B
rt
oo in o O rt rt CM 00 rt O CM O 00rt rt © OO H CM ooO rt rt o
i—t oo rt CM O O o © © CM H O © SO SO SO O O © CM CM O O
co © «n >n N h© o © SO so so o © © CM CM © O
’rt
t: 9o u cjo. g o
S fr « 9a s  oo .s2 8 .a sHOQ<
1
3 fr 
<b<D ri
I  -  I(DR
I I I Q Q
<U 4)
a  a
§ §
9 9
9  9  <3 <3 Q Q
(D 0>a a
§ g
1 1  > > 
<3 <3
■R2W
tn W in » => 3 =
rt o o  o • rt o  o o
fe >1 £ ^  
a  u £ feX o o oO Ph (IH Ph
in in © =3 t n tn o  o  o o o  o  so m
£ £ rt lr
in in 
id ©tn tn O o  o  o  o  oin CM
£ £
in in3  3  i n tn o  o  o  o  o  o  so cn
£ £ rt rt
Ph Ph
in in3 3 tn tn o  o  
o  o  o  oin CM
£  £  rt rt
Ta
bl
e 
3.7
 
C
on
tin
ue
d
!S
CN ON On VI cn on oo on o o o © ON On © ©
<n cn VN OO to On© © to ©
CN
cd © cd cdq + q q
—I m vs © Tt CN CN to
0 0 0 6
fr<D §
s g 8 i § fe .2 >>O Q <
1  ssi•r? w a) *Jr
p-t fr Oh tt <
J Hrn to .2
41 41 -M vh w c/i cdfe .2 .2 > O Q Q <
tt
ttU « 5
OTIDOTooom
VW tt ?■* tt
i  ©41 ON Mto
cncNpm^-ON — toOO©cncNiN^cn^Rnp O p r H ' H ’ Q O
>S 3 S a I 
frjfr § fr .&*13 .S S *33 J3 r=Jra O 12 om to fr 00 § Ph Ph
— CN ■S X ON q 2 cn 9 to
I i
13
s l i a2 Ph Q OT
00 © Tt Tt cn cn to r-i
© 0 0 0
<1 S
fr I S 8
00
^ -to CN_ to CN S s ON 9 to
= l i« s  «
1
§
I
CT* W 41 tt I wCN CN
C" ONt" 00ON ON 
©' ©
cn ON cn cn cn to o o
on ©to © >CN 00
S §
ctf
Iti
ti
§00C/3
0 
CN Cl,
1
OSH
-  -  s03 « CN ** B toV 9
Cn
CN
Ta
ble
 3
-8
Se
lec
tio
n 
of 
Ec
on
om
etr
ic 
St
ud
ies
 o
f 
Re
sid
en
tia
l 
and
 
Co
m
m
er
cia
l 
De
ma
nd
 
for
 t
he 
De
ve
lop
in
g 
Co
un
tr
ies Ifc
H
aoCTrtaCTV)tf
*
tf
tf
CN
g•■a
g
o
aJPi
k i ' t o i M o i o i n c o - n n  i N v p - i q q o s v q r o e o v q-I fa fa © fa <N
Lb
Itf
O•C
tf
tf CNrHo
o
© cd
F &ft. SmS <u o a t> tf *« CO o
w
"9w  S3
.8 CT
I« £»3 a
\ d i
g3‘9 OTOh <D
I !  1 1
g3*5 w CL <d81 & I I?:! g ^ f I IS a i a s i g s l e
►»!CT1-2
CO
fr ©V
3 *
i t *CT «MM OT 3
rt
O
3 ao> *S •« ° w o>O 'W 
CJft
f
^M- ON'tj
« § a  
*
Ta
bl
e 
3.8
 
C
on
tin
ue
d
Ti
m
e 
Sp
an
 
is 
no
t 
cl
ea
r
°
t-Tw
S S p I Lo
g 
lin
ea
r 
sp
ec
ifi
ca
tio
ns
, 
A
R
D
L(
1,
0,
0)
O
O
rrt
rt
i l l ® ' Lo
g 
lin
ea
r,
 
O
LS
>-< <n as oo cn os o  crs rt O rt o
o \ v o s t » o o ! f t H « o nOsb'jooob-Ni-HoosovsCOCMcnortfrortoo
© CM OO SO>n so cn co
t-H © CM —
oo
cn
o
as©
©
rt oo b~ so— rt CM o
o  o  o  o■ ■ i i
foOjOHco c s r t S o  g b i a s q o j g s o o g r H  © r t r t o o - o o - o  1 1 1 1 1 © 1 1 © 1
CM 00 b- CM rt O CM i—i© O rt Oi < i I
cnin
i
asCM
i
Re
sid
en
tia
l 
/ 
To
ta
l 
En
er
gy
C
om
m
er
ci
al
/ 
To
ta
l 
En
er
gy
Co
m
m
er
ci
al
 /
 
To
ta
l 
En
er
gy
H
ou
se
ho
ld
/ 
To
ta
l 
en
er
gy
Th
e 
10 
A
sia
n 
co
un
tr
ie
s
Ba
ng
la
de
sh
 
In
di
a 
In
do
ne
sia
 
So
uth
 
K
or
ea
 
M
al
ay
sia
 
Pa
ki
sta
n 
Ph
ili
pp
in
es
 
Sri 
La
nk
a 
Ta
iw
an
 
Th
ai
la
nd
Th
e 
10 
A
sia
n 
co
un
tr
ie
s
K
uw
ai
t
Pe
sa
ra
n 
et
 
al
 (
19
98
) 
A
nn
ua
l 
(1
97
0-
19
92
)
Pe
sa
ra
n 
et
al
(1
99
8)
 
A
nn
ua
l 
(1
97
0-
19
92
)
Pe
sa
ra
n 
et
 
al
 
(1
99
8)
 
A
nn
ua
l 
(1
97
0-
19
92
)
El
to
ny
 
an
d 
H
aj
ee
h 
(1
99
9)
 
A
nn
ua
l
Ta
ble
 3
.9
Se
lec
tio
n 
of 
Ec
on
om
etr
ic 
St
ud
ies
 o
f 
Co
al 
De
ma
nd
 
for
 t
he 
De
ve
lop
in
g 
Co
un
tr
ies
ti ®
i  §>
1 1  O o
I I
I I I  ti Y 'lt i  .-a g <d ?
S *g ■§ I
<D
I!3do
• i f
41 O.
41
Mlott
bjj a9 fr ti fr >2 -J tt W tt
M a
§ 5tt w
© ti 
OT tt
o o o o
t" r-^ oo ooci
ti
tt
w> .® s
tt tt
t:
^  a cn tt
<N cn cn cn oo oo Os I" o o o ©
CN © CN cn cn cn 
o o o
att fr toOT O Dp O< u
l}> tiDp O < O
fe ©
- Ia +•3 Dto au <
pOs
Os
CHAPTER 4. MODELLING ENERGY DEMAND
4.1 Introduction
“The demand for energy is in principle no different than that for any other commodity, 
and the statistical analysis is based on the same economic concepts”(Bohi, 1981: p7). 
Energy demand is derived demand, it is not directly consumed for its own sake, but it is 
used in conjunction with some form of energy-using equipment (durable goods) such as 
industrial machinery, household appliances or motor vehicles1.
In this thesis energy demand is disaggregated by four end uses: residential, commercial, 
industrial, and transportation and two fuel types, petroleum products and electricity. In 
the residential sector, households combine energy with durable goods to provide such 
services as cooking, heating water, lighting and to drive appliances, similarly the energy 
is used in the commercial sector to drive appliances. In the industrial sector energy is 
used as input in the production process; and in the transportation sector energy is 
demanded to provide various types of transportation services.
The objective of this chapter is to develop models of the demand for energy derived from 
the optimizing behavior of consumers and producers. These models will be used in the 
following chapters to estimate the demand for energy in Jordan. The underlying models 
should reflect the dynamics of the energy prices, economic growth and other exogenous 
variables that influence the consumption of energy.
1 This important feature is often ignored because derived demand models require a detailed model of 
appliance stock, where sufficient data are not available for developing countries.
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The layout of this chapter is as follows: Section Two is concerned with the analytical 
framework of deriving energy demand. The economic theory of consumer and producer 
behavior is briefly overviewed. Duality aspects for consumer and producers are 
particularly emphasized. Section Three discuses the econometric modeling of residential 
and industrial energy demand. Section Four deals with the choice of functional form 
Section Five deals with accounting for technical progress in energy demand. Section Six 
discuses the dynamic specification. Finally, a summary is made in Section Seven.
4.2 Analytical Framework
The demand for energy in the industrial sector and residential sector is distinguished in 
terms of industrial sector use of energy as production input and as the residential sector 
use of energy to provide utility2. The demand for energy in the residential sector is linked 
to consumer behaviour theory whereas the industrial demand for energy is linked to the 
theory of producer behaviour. In what follows both the consumer and producer behaviour 
are reviewed.
4.2.1 Consumer Behaviour
Classical consumption theory assumes that a consumer has a stable preference system, 
which can be described by means of utility function. The consumer selects the particular 
commodity basket for which his (her) utility function takes the largest value subject to his 
(her) budget limitation3. Formally the problem can be written as:
2 The same analysis is valid for the transportation and commercial sector
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Maximize U (q) subject to ^ , p(g, <Y (4.1)
where U(q) is the utility function, q is the vector of quantities, q i , . . . , q k  with corresponding 
prices p h ...,pk and Y, is the total expenditure. The solution of this problem leads to the so- 
called ordinary demand functions or Marshalian demands:
h  =%(Pi,Y) (4.2)
If qi is substituted in the original utility function we shall get the indirect utility functiorf: 
V ( p „ Y )  (4.3)
In general, it is more convenient to work with the dual of the above maximization 
problem, which is the problem of minimizing the expenditure subject to a given level of 
utility U, formally this is written as:
Minimize 2^.=ip.qi subject to U (q) > U (4.4)
The solution to this problem is the cost function:
C(pn U) (4.5)
3 For a thorough discussion see (Theil, 1975), (Deaton, 1980a, 1986) and (Varian, 1990) 
Chapter 4 118
which is assumed to be homogeneous of degree one in prices, increasing in U, non­
decreasing and concave in prices, continuous and twice differentiable. The partial 
derivatives of the cost function with respect to the prices.5
(4.6)
are the Hicksian or compensated demand functions. These give the demand for good i , 
qn when the consumer is compensated so as to maintain a constant utility level U. The 
Marshalian demand function q ^ W fp ^ Y ) ,  gives demand as a function of prices and 
expenditure. This can be derived from die cost function since the solution to the 
maximization problem (4.1) and the minimization problem (4.4) is the same so that:
expression for the demand function in terms of observable. Differentiating this expression 
with respect to prices gives:
(4.7)
where the indirect utility functions has been substituted into the cost function to derive an
^ dh{(Pi ,U) d W f p t J )  t d%( Pi,Y) 8Y 
'J dPj dPj dY dpj
(4.8)
4
The indirect utility function is used to derive the ordinary demand function by applying Roy’s identity 
and it is extensively used in the literature.
5 This is often known as Shepherd’s Lemma, see Deaton (1986).
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_ d % ( p „ Y )  d % ( Pi,Y) 
dPj  + dY qj
The second line of this can be rearranged as
3 % ( p „ Y )
dPj  dY  ( 4 '9)
This equation (4.9) is called the Slutsky equation. The first term is the substitution effect 
of change in price and the second is the income effect. For i=j, the substitution effect 
must be negative. The income effect may be positive or negative. If it is positive then the 
good is a normal good and the net effect of a price increase is to reduce demand. If the 
income effect is negative, then the good is an inferior good. In this case it is possible but 
unlikely for the income effect to outweigh the substitution effect so that the net effect of a 
price increase is to increase demand. A good with this peculiar property is known as a 
Giffen good.
Consumer demand theory implies that the demand functions resulting from the above 
analysis have the following properties:
• Adding up: is the requirement that total expenditure on all goods exhaust the budget 
so that:
I L m + 1 '  (4.10)
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• Homogeneity: both the Hicksian and Marshalian demand functions must be 
homogeneous of degree zero in prices and total expenditure, so that if all prices and 
expenditure change proportionally, then there is no change in demand
0  ~ VF  (Pj, 7) = %  (Op,, OY), for any value of 6 (4.11)
• Symmetry: the cross-price derivatives of the compensated demand functions must be 
symmetric so that allowing for compensation to maintain utility constant, the effect of 
a change in price of good i on the demand for good j  is the same as the effect of a 
change in the price of good j  on the demand for good i. Formally this restriction is 
presented as :
• Negativity (the law of demand); any increase in price of good i must cause a fall in its 
quantity or at least not rise; non-positive own price elasticities.
dh, _ dhj
(4.12)dpj dp.
or
(4.13)
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The neo-classical theory of producer behavior is based on the maximization of profit, 
subject to production function constraint. Formally the problem can be written as:
Maximize 7V- R - C  subject to Q -  Q(Xj , X 2,..., X x) (4.14)
where tv is the profit; R is the total revenue given by R = P Q ; C is the total cost given by
C -  2 ] RlX i , Q is output, Xi presents production inputs such as capital, labor, material 
and energy . The solution of this problem leads to die so-called factor demand functions:
F ^ F fP ^ Q )  (4.15)
where Fh is the demand for factor i with price P,-. The maximization problem above has a 
dual representation as well in terms of cost minimization subject to a given level of 
production Q, the minimization problem can be written as:
MinimizeC = C(g,/[.) subject to g  = ^ (X 1,X 2,...,Jf).) (4.16)
4.2.2 Producer Behaviour'
The solution of this problem leads to the same factor demand functions (4.15):
Ft =Fi(Pi,Q)
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It is clear that the demand for any input in the production of goods and services is a 
function of the level of output and all input priced.
The critical problems of empirical demand modelling in general is that demand theoiy 
does not specify any particular form for the utility function or the cost function and 
consequently neither the demand functions such as (4.2) and (4.15). In specifying an 
equation to estimate, the applied econometrician needs to make some assumptions about 
the functional form to be used, which implies a corresponding assumed functional form 
for the utility function or cost function. The earliest applied work used linear functional 
forms7. These have the advantage of adding up easily. However, the linear functional 
form implies that price elasticities are not constant but depend on the absolute level of 
prices. Thus logarithmic functional forms, in which elasticities are constant, have been 
more widely used8.
One important issue is that of exogeneity. In general it is assumed that prices are fixed to 
the consumer, and so can be treated as exogenous. However, total expenditure includes 
the expenditure on commodity i, piqt which involves the dependent variable, qL Thus 
expenditure is in principle an endogenous variable. Some applied work takes this into 
account and uses an instrument for expenditure in the demand equation9. On the other 
hand, the majority of empirical work especially empirical energy demand takes
6 A set o f constraints on input demand functions is implied by the assumption of cost minimization and by 
the general characteristics of the cost function, the constraints include homogeneity, symmetry and 
negativity for further details see Jorgenson, D.W (1986).
7 See Stone (1954).
8 The logarithmic functional forms will be discussed in depth in Section 4.
9 In Pesaran et al (1998) study, the logarithm of real income (Y/P,) was replaced by logarithm of per capita 
total energy consumption and by the reciprocal of per capita total energy consumption (1 /Q).
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expenditure as exogenous, arguing that this is a good enough approximation as long as#,- 
is small as a component of expenditure.
Another important issue is that of dynamics. The demand functions such as (4.2) and 
(4.15) is derived on the basis of the static formulation of the consumer’s decision 
problem, relating current demand to current prices and current expenditure. The 
inadequacy of the static models has been extensively discussed in the literature and will 
be examined fully in Section 6. In the next section the econometric modelling of 
residential and industrial sector are discussed.
4.3 Econometric Modeling of Demand
The demand equations derived from the economic theory of consumer and producer, 
which I reviewed in the previous section, considered some of the earliest economic 
relationships to be analyzed using econometric techniques. Econometric studies of 
demand include both single demand equations and studies of systems of demand 
equations. A single demand equation study selects one equation from the demand system, 
which takes the general form:
7) (4.17)
to estimate its parameters such as the price and income coefficients. The homogeneity 
and negativity restrictions derived from the economic theory are only relevant here. 
Generally, single equations parameters are less efficient than those that come from
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estimation of the complete system. However, estimating single equations from a demand 
system is popular because they are simple and comparatively cheap.
An econometric study of the system of demand equation estimates the complete system 
but it is only possible if the restrictions from economic theory are imposed. In what 
follows I will set out the standard econometric derivations of residential and industrial 
energy demands.
4.3.1 Econometric Modelling of Residential Energy Demand 
The residential energy demand functions in the literature are mostly derived on the basis 
of the static formulation of the consumer’s decision problem. Econometric energy 
demand functions for the residential sector are derived following a two-stage budgeting 
procedure where in the first stage, total expenditures of households are allocated a cross 
broad commodity groups with energy being one of these groups. In the second stage the 
composition of expenditures across the commodities within each group is determined, 
and then the total expenditure on energy is broken down across the different fuel types. 
This two-stage procedure is theoretically justified only under restrictive aggregation and 
separability assumptions. The most popular econometric formulations of this approach 
are the Almost Ideal Demand Systems10.
10 There are other econometric formulations that include the linear expenditure system (LES) which is due 
to Stone (1954b), the Rotterdam model due to Theil (1965) and Barten (1966) and the transcendental 
logarithmic (translog) utility due to Diewert (1971) Christensen, Jorgenson, and Lau (1975)
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The Almost Ideal Demand Systems (AIDS) of Deaton and Muellbauer (1980) provides 
one of the most widely used models in applied demand analysis. The popularity of this 
model is related to its simplicity and can be derived from a well-behaved utility function. 
The Almost Ideal Demand System (AIDS) is given by the following equation:
4.3.1.1 The Almost Ideal Demand Systems
s ,= a ,+'£/},jln(Pj ) + f ( ln(r/P), i=l,2.....k (4.18)
7=1
given time series data on prices, p t and quantities, qit> for goods i=l,2,...,k with total 
expenditure Y = p jqi and an aggregate consumer price index given by
■“CT) = where Sj is the budget share defined as p 1qi p.qj
To obtain the long run income and price elasticities, the natural logarithm of both sides of 
equation (4.18) is taken after the substitution for st to gives:
k
ln(p.) + ln fy .)-ln (r) = ln[a. + £  lnQ>.) + <f. ln(7/P)] (4.19)
i- 1
dlnfa,) i L ..
e, = — —  = 1 + (4.20)
1 d ln(7) 5,. V '
s ,  =
din(g,) _ p u 
ain(pf) s,
(4.21)
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economic theory imposes the following restrictions on the parameters of the long run 
share equation:
• Additivity:]Ta, =1, = ° > E £  =°>
M /=! /=1
k
• Homogeneity: = 0
7=1
• Symmetry: J3,. = J3..
4.3.2 Econometric Modelling of Industiial Energy Demand
The derivation of energy demand for the industrial sector stems from the producer 
behaviour theory where energy is treated as factor input. This approach is similar to that 
used recently by Pesran et al (1998) in estimating the industrial demand for energy in 
some Asian developing countries. The approach was used by Fuss (1977) to estimate the 
demand for energy in the Canadian manufacturing and by Pindyck (1979) in estimating 
the industrial demand for the OECD countries. The derivation of demand for the 
industrial sector involves a two stage budgeting process. After obtaining the total 
industrial energy demand and taking into account that it is a factor of production in the
and s y , are the income , own-price and cross price elasticities respectively. The
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first stage. In the second stage the total energy expenditure is split into expenditure on 
fuels such as petroleum products, natural gas and electricity. In the two stages, factor 
input demands are derived under the assumption of cost minimisation for a given level of 
the industrial output. The transcendental logarithmic (translog) cost function is used to 
derive the factor share equation in similar manner to that in the residential sector11. 
Consider the following transcendental logarithmic cost function
where C  is total cost; Q  is output; p it are the factor input prices. The derived demand
In C, = a„  + ' g  a , In p„ + £  7u(ln Pj,) ln( >
(=1 * »=1 j (4.23)
+ a e ln Q ,  + y o g  (In Q , ) 2 + £  r QI In P„ In Q ,-4 1-1
functions can be obtained using Shepard’s lemma by differentiating the cost function
with respect to prices, that is q, -  dC, IdP, . The share equation is obtained by:
iS',, = ainC, /d \n p it = p itqH /C t,or
s n = « , + £ r ! , l n ^ , + r eil n a , (4.24)
The economic theory implies that the following restrictions must be imposed:
111 will be referring to the models whether for residential or industrial based on the AIDS model or translog
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There are several limitations associated with applying these theoretically consistent fuel 
share equation models, whether for residential or industrial energy demand in the 
developing countries like Jordan12. Aside from data limitations regarding prices of all 
factor inputs, the underlining neoclassical assumptions of consumers facing market 
prices, cost minimization, and concave cost functions, while being theoretically sound, 
miss many of the economic realities of the developing countries including Jordan. As is 
shown in Chapter 2 that energy prices in Jordan are kept under the government control 
for economic, political, and social reasons. One important issue is that many of the major 
energy consumers are public companies that do not pay much attention to profit 
maximization or cost minimization. Another important issue is that substitution between 
fuels is more difficult in the developing countries as it requires changes in technology and 
the reallocation of capital and labour that are not always easy to organize.
4.4 Choice of Functional Form
I have reviewed over 100 energy demand studies for both developed and developing 
countries. The log-linear formulation is the most widely used modeling specification of 
energy demand. Recall that a single energy demand equation study selects one equation 
from the demand system, which takes the general form:
models as fuel share equations throughout this thesis. 
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In aggregation, this equation can be rewritten in a general form as follows:
Q = F(Pe,Pa,Y) (4.25)
where Q, is aggregate energy consumption; Pe> is the nominal price index for energy; Pa, 
is the nominal price index for all other commodities; Y is nominal expenditure. Equation 
(4.25) is assumed to have the following functional form:
Q = kPfl P flYb3 eui (4.26)
where k, is a constant; w, is the residuals assumed to satisfy the classical assumptions. 
Taking the natural logarithm of both sides of equation (4.26) gives:
LnQ = b0 -I- bxLnPe + b2LnPa + b3LnY + u, (4.27)
Given from the demand theory that demand functions must be homogenous of degree 
zero in prices and total expenditure, thus imposing this restriction yield the following 
function:
LnQ = b0 + bxLn{Pe / Pa) + b2Ln(YIPa) + u, ^  ^
12 The share equation models seem less frequent in recent studies on demand for energy in the developed 
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Notice that the above equation now is in real terms. Pesaran e/ al (1998) has shown that 
the log-linear model presented by equation (4.28) can be viewed as a log-share version of 
the (AIDS) share equation, which is theoretically consistent, and is commonly used in 
empirical energy demand analysis both in developed and developing countries. One of its 
important implications, that price and income elasticities are constant over large ranges of 
energy. Pesaran et al (1998) argue that the log-linear serves a useful baseline model 
against which the performance of the share equations could be judged. Pesaran et al go 
on arguing that while the share equation has the advantage of being theoiy consistent, but 
it may not fit the data as well as the log-linear model. Pesaran et al were forced to choose 
the log-linear functional form on grounds of selection criteria and to ignore its theoretical 
limitations for the estimation of energy demand functions in the 10 Asian developing 
countries.
The logarithmic model derived from (4.27) is flexible in the sense that other relevant 
variables like temperature, urbanization, foreign transfers, and structural variables such as 
shares of industrial sector and so on can be included in the demand function. The 
empirical evidence from the studies reviewed in Chapter 3 shows that these relevant 
variables are found to be very important in explaining the demand for energy especially 
in the developing countries. The exclusion of such variables is likely to yield biased 
income and price elasticities.
In this thesis I account for urbanization and resettlement in the demand for energy. 
Migration and improved conditions in the cities have contributed to an increase in the
countries.
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proportion of the urban population. In addition, most conflicts in the Middle East were 
accompanied by migration to Jordan where most migrants tend to live in the cities. It is 
possible that this factor should account for part of the continuous rise in energy 
consumption. In fact, while the general population rose by approximately 4.08 percent 
between 1968 and 2000, the growth rate of the urban population was higher, at 
proximately 5 per cent. Recall from Chapter 2 that the proportion of the urban population 
was 26 per cent by 1968, compared with 74 per cent in 2000. Therefore, energy use is 
expected to be highly dependent on economic growth, energy prices, and urbanization 
and resettlement.
The construction activity presented by the area-constructed is the only complete good 
quality time series available that may reflect the role of resettlement and urbanization. 
Notice that the area-constructed variable does not reflect level of urban population The 
area-constructed is taken as an indicator of the development process involving 
resettlement and urbanization, and has a substantial impact on other economic activities 
that are users of energy.
After accounting for the area-constructed, the demand function is presented as follows:
ln Q, =b0 + bx ln plt + b2 ln Yt + b3 ln A, + ut (4.29)
where At represents the area-constructed in Jordan and 6 5  is expected to have positive 
value.
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An important issue is the political instability in the region. Jordan belongs to the Middle 
East, which is one of the most turbulent regions in the world. This region witnessed 
several conflicts including the Arabic-Israel war in 1974, the first Palestinian uprising 
during 1985-1987 and the Gulf War in 1990. One would expect that these conflicts would 
have an impact on the demand for energy since these conflicts where accompanied by 
migration to Jordan. A dummy variable is used to account for die political instability. 
This variable is given the value of one in the presence of conflict and zero otherwise. 
After accounting for political instability the demand for energy is presented as follows:
ln Q , = b 0 + bx In p lt + b2 ln Yt + b3 ln A, + b4D  + ut (4.30)
where b4 is the coefficient of the dummy variable.
4.5 Accounting for Technical Progress in Energy Demand13
One of the primary objectives of energy demand modellers (forecasters) is to obtain 
unbiased estimates of elasticities in order to better understand the historical relationships 
between energy demand and it’s determinants. Estimates of demand elasticities are 
essential for reliable forecasting and energy policy model simulations.
The presence of technical progress in the energy demand complicated the task of 
modellers to estimate the energy demand elasticities. Jones (1994) points out that
13 This section relies heavily on Hunt et al (2000,2003) 
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technical progress in the energy demand stems from the improved efficiency of 
appliances due to the sustained increase of energy prices, and therefore slowly shifting 
the energy demand curve to the left over time. Jones goes on, stating “ the annual rate of 
technical progress therefore measures the secular growth rate in energy productivity over 
time”(p. 245). However, as Jones also points out other non-price factors may lead to 
greater energy productivity or technical progress. These include environmental 
regulations, fuel efficiency standards, substitution of labor, capital or raw material for 
energy inputs, and changes in tastes leading to a shift in the composition of goods and 
services that are less energy intensive.
Jones (1994) goes on to argue that “the reduction in aggregate energy demand due to 
technical progress are distinct from the standard long run adjustments to price increase 
that energy consumers make as gradually replace their energy consumption habits and 
pattern” (p.245). Notice that the distinction between the price effect and technical 
progress effects is essential. A rise in energy price will lead to a fall in energy 
consumption in the short run with a fixed appliance and capital stock. In the long run, 
energy consumption will fall further due to the installation of more energy efficient 
appliance and stock. Hunt et al (2000) join the debate, they stress that “ a model that does 
not explicitly model technical progress will over-estimate the (absolute) long run price 
elasticity since it will be forced to pick up both effects”(p.3).
In addition, Hunt et al (2000) disagree with the view of Kouris (1983), but agree with 
Beenstock and Willcocks (1983) and Welsch (1989) that there is a distinct role for the
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long run income elasticity of energy demand within this framework. In the short mn, with 
a fixed appliance and capital stock, a rise in the income (output) will lead to an increase 
in energy consumption. This increase could be significant before households (firms) 
install more energy efficient appliances and capital stock. In the long run more energy 
efficient appliances will be installed. Such income-driven technical progress has the long 
nm effect of reducing future energy demand by slowly shifting the energy demand curve 
to the left. Himt et al (2000) go on stating that “a specification that does not explicitly 
model technical progress might under estimate the long run income elasticity since it will 
be forced to pick up both effects”(p.4).
In a recent study by Hunt et al (2003), they stress that the underlying fiend in energy 
demand should be thought of as more than just technical progress and therefore introduce 
the idea of the ‘Underlying Energy Demand Trend . This encompasses the technical 
progress effect as well as those due to changes in consumer’s tastes and economic 
structure. Hunt et al (2003), go on to argue that “if the UEDT is not included, or modeled 
inadequately, these changes will be forced to be picked by the activity and price variable 
resulting in biased estimates of the income and price elasticities. This equally applies to a 
change in structure within sectors, for example, the changes over time of the sub-sectors 
of manufacturing” (p.5). Hunt et al (2000,2003) employed the structural time series 
model developed by Harvey et al (1986) to model the UEDT in estimating the energy 
demand functions for the UK. The structural time series model enabled them to allow for 
more flexible non-linear stochastic trend.
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Given the above discussion it is important to account for the UEDT in the energy demand 
functions14. In Hunt et al (2003) study, the stochastic model has yielded very close 
estimates of income and price elasticities as the conventional cointegration methods. 
Since I am employing the conventional methods, a simple linear time trend is used as an 
approximation to the UEDT in the energy demand function. After accounting for the 
UEDT, the demand function is presented as follows:
ln Q, =b0 +bx ln p h + b2 ln Yt + b3 ln A, + bAD + bsT + u, (4.31)
where T  represents a simple deterministic time trend as a proxy for the UEDT, the 
coefficient b$ could be positive or negative or zero. When this coefficient is positive, it 
implies that the demand for energy would increase by bs annually even after holding 
other variables constant. When the coefficient is negative, it implies that the demand for 
energy would fall by the rate b5 annually even after holding other variables constant. 
When the coefficient is not significantly different from zero it indicates that an 
improvement in energy efficiency of energy usage might be cancelled out by changes in 
the structure of the economy and/or consumer tastes (Hunt et al, 2003).
14 The energy demand studies used a simple deterministic trend as proxy to technical progress (which is one 
component of UEDT)- These demand studies include Beenstock and Wilcocks (1981,1983), Welsh (1989), 
Bentzen (1994) and Jones (1994) for the developed countries. Studies on developing countries include 
Balabanoff (1994), Paga and Birol (1994), and Erdogan and Dahl (1997).
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It has been shown that the derivations of energy demand whether for residential or 
industrial sectors using the fuel share or the logarithmic approach were based on a static 
formulation of economic theory.
These approaches ignores the dynamics of the adjustments in the process of interfuel 
substitution; habit formation, earlier commitments, and the cost involved in the 
adjustment of stock of appliance to price and income changes. This problem has been 
dealt with in the literature by joint models of appliance choice where these models are 
estimated using OECD micro data sets. It is not possible to apply such models to the 
Jordanian economy because of the limitation of the data.
Having a reasonable sample size for Jordan allows embedding the static demand 
equations within a dynamic framework to distinct between the short run and long run 
impacts of income and price changes on energy demand.
There are many approaches designed to distinguish between short run and long run 
consumption behaviour, which have been extensively used in energy demand studies in 
both the developing and developed countries to avoid the requirement of data on capital 
stock as is the so called lag adjustment model. The model is expressed in several different
4.6 Dynamic Specification
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ways and they reduce to an estimating function that includes lagged values of the 
dependent variable as an explanatory variable15.
The partial adjustment model proposed by Balestra and Nerlove (1966) and Houthakker 
and Taylor (1970) is used to present the relationship between the desired (Equilibrium) 
energy demand Q*( to the actual demand0 .  The partial adjustment model consists of 
two equations. The first one defines the equilibrium value, and expresses desired 
demand Q*t as a function of a vector of exogenous variables X t as follows:
Q/< =X,B* + uf (432)
The second equation states that the current value of Qjt adjusts to its equilibrium level
AQ, = Q , - QfM = <p(Q*u - Q/m) + v,, 0<(p = l - S < l  (4.33)
That is, in the current period the consumer will move only part of the way from the initial 
position Qit_x to the desired positionQ*t in response to any change. The closer (p is to one 
the faster the adjustment process.
Solving (4.31) and (4.32) forQ, we have:
15 For example Koyck model specifies consumption as a function of lagged prices and this specification 
reduces to the consumption as a function of prices and lagged consumption see (Bohi, 1981) and (Pindyck, 
1979) and (Gujarati, 1995)
Chapter 4 138
Qu -  x„b  + 5 Qm + u, (4.34)
where B = (l-£)B*,u, = (l-£ )e , + vf, notice that ut is not serially correlated, and
consistent estimates can be obtained by OLS(Johnston and Dinaro,1997). Returning to 
equation (4.31), it can be expressed as follows:
InQ, =bQ 4 bx Inpj, + b2 Inf, + b3 In A, + b4T + 5\nQt_x +u, (4.35)
Equation (4.35) is sometimes called the lagged endogenous log-linear or partial 
adjustment log-linear model or dynamic log-linear model, which has been extensively, 
used in the energy demand studies. The short run elasticities are bj for own price, hi for 
income and so on. The corresponding long run elasticities are bj/1-6, b2/l-§, and so on.
Equation (4.34) can be further generalized to be the #Ul order autoregressive distributed 
lag (ARDL) model that is:
InQt =b0 + bxo InpX( +bxx lnp1M + Inp Xt_q +b20 Inf; +b2X InYt_x +...+
b2q ln Mg + b30 ln 4  + b3\ ln 4-1 + -  + b3q ln 4-q + bJ  + <?0 lnQt-1 + 4  ^  Qt-2 + -  + (3*36) 
+ut
<i q q q q q
where V  bXi /1 -  V  St, V  b2l /1 -  V  St, and V  b3i /1 -  V  5t are the long run income, price
i-0 »=0 (=0 1=0 (=0 1=0
and area-constructed elasticities respectively.
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This chapter has reviewed the analytical framework of deriving energy demand. Duality 
aspects for consumers and producers and the special problems involved in applying the 
theory to energy demand are particularly emphasized. This chapter also overviews the 
econometric modelling of the residential and industrial energy demand based on the 
theoretically consistent fuel share equation models. It has been highlighted that there are 
problems associated with applying the fuel share equation models in the developing 
countries including Jordan. These problems include the data limitations, the underlining 
neoclassical assumptions miss many of the economic realities of the developing countries 
like the government interference in the energy market, the difficulty of substitution and 
so on. Therefore the fuel share equations are less frequent in the recent literature.
In contrast, the traditional log-linear (double log) formulation is the most widely used 
modelling specification of energy demand for both developed and developing economies. 
The traditional log-linear form is flexible, in the sense that other explanatory variables, 
which were found important in explaining energy consumption, can be added to the 
underlying demand function. Moreover, it yields elasticities in a convenient form and has 
been found to work well in previous studies using different econometric techniques. The 
use of the log-linear* formulation to specify the energy demand in Jordan enables me to 
compare my empirical results with other results from various studies on developed and 
developing countries in which energy demand was specified using the logarithmic 
specification.
4.7 Sum m aiy and Conclusions
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CHAPTER 5. ECONOM ETRIC METHODS
5.1 Introduction
In Chapter Four, the derivation of energy demand models using economic theory of 
consumers and producer’s behavior was illustrated. In this chapter, I provide a 
discussion of the latest advances in dynamic time series modelling such as 
stationarity, integration and cointegration in economic time series by describing the 
most commonly used procedures and tests that have been designed for non-stationary 
time series analysis in the literature. I employ these tools to estimate energy demand 
in Jordan in the coming chapters.
This chapter is divided into five sections. Non-stationarity is addressed in Section 
Two. Section three discuses the econometric methodology including tests for unit 
roots, testing and estimating the cointegration vectors. This section also deals with the 
analysis of the error correction model. Section Four discuses Autoregressive 
Distributed Lag (ARDL) modelling and unit root regressors. Section Five is 
concerned with the diagnostic tests and order selection (choice of lag-length). Finally 
a summaiy and conclusions are made in Section Six.
5.2 Addressing Non-Stationarity
Hendry and Juselius (2000) defined non-stationary process as a process that violates 
the stationarity requirements, so its mean and variances are not constant over time. A 
variable exhibiting a shift in its mean is a non-stationary process, as is a variable with 
a hetroscedastic variance over time.
Chapter 5 141
The classical regression theory has been predicated on the assumptions that the 
observed data come from a stationary process whose means and variances are 
constant over time. Recent developments of time series modelling reveal the 
invalidity of such assumptions for many real life economic phenomena. Non- 
stationarity of time series seems a natural feature of economic life. It can be due to 
evolution of the economy, political turmoil, legislative changes, and technological 
change.
Recent research has established that most real macroeconomic variables are described 
as non-stationarity1 and energy-related variables are no exception. In fact, energy 
consumption, real income and real energy prices were found to have a root close to 
unity in their autoregressive representation. The hypothesis that the root is unity 
cannot be rejected at standard significance levels (Hunt and Manning (1989); Hunt 
and Lynk (1992); Bentzen and Engsted (1993,1996,1997); Masih and Masih (1995, 
1996a, 1996b, 1997); Eltony, (1994,195,196); Al-Mutairi and Eltony, (1996); Eltony 
and Hajeeh (1999)).
To introduce the basic econometric concepts, consider a time-series, X t, and its 
autoregressive representation:
0( L ) Xt = a  + pX t_x+ st (5.1)
1 See Nelson and Plosser (1982) who provide evidence that economic time series are non-stationary, 
they tested for the presence of unit roots and could not reject that hypothesis.
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where 6(L) is a lag-polynomial in the lag-operator2, st is »d[0,a2]; identically 
independently distributed with zero mean and variance cr2; and we allow for both a 
constant a  and a fixed (or deterministic) linear* trend with slope (3.
I f  0(L) has all roots outside the unit circle, X t is stationary around a linear 
deterministic trend. We may say that X t is trend stationary, or that the non-stationarity 
in X t is of a deterministic type. However if  6(L) has one or more roots on the unit 
circle, then X t is non-stationary in a stochastic way. If 6(L) has d  unit roots, the lag- 
polynomial can be factorized as 9(L)= (/(L)Ad, where A -l-L  is the first difference 
operator, and where 6(L) then has all roots outside die unit circle. In this case, X t is 
said to be integrated of order d, which is denoted 1(d). A trend stationary series is said 
to be integrated of order zero 1(0). Finally if 6(L) has one or more roots inside the unit 
circle the series is called explosive, Since explosiveness of economic time series is 
very rarely observed, I will not deal with this case any further. In most cases 
integration of order one is the most relevant hypothesis to consider. An 1(1) process 
has to be differenced once, in order to be stationary. The simplest example of such a 
process is a random walk:
Z , = X M +s,  (5.2)
This model is obtained from (5.1) by setting a=j3=0 and 6(L)~ 1-6/L where <9/=l. If 
aH), X t is random walk with drift. If  aH) and pH), X t is non-stationary around a 
quadratic trend.
2 Dynamic processes are usually approached using the lag operator L such that LXt= Xul (see Hendry 
and Morgan (1995) chapter 4)
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Another way to investigate, the differences between 7(0) and 7(1) series is to look at 
the asymptotic theory that characterizes them. Consider the simple AR(1) process:
X ^ p X ^ + s ,  (5.3)
A basic result in statistics for stationary time series is that if -\<p< 1, p  denotes the
OLS estimate of p  and T is the sample-size, then ^ T ( p -  p)  converges to the normal
distribution according to the Central Limit Theorem. Hence, p  converges at the rate
aIt  to its true value. This is the well-known definition of consistency of an estimator. 
The Central Limit Theorem implies that standard statistical inference is valid 
asymptotically. However, if  the series is 7(1) such that p - 1 in (5.3) then this result no
longer holds. In this case f T ( p -  p)  does not have a well-defined limiting
distribution. Instead, T ( p - p )  has a well-defined limiting distribution, but this 
distribution is non-standard. Two very important observations follow from this result.
Firstly, since p  converges at the rate T, instead of V r ,  the estimator is 
superconsistent. It converges much faster to its true value than in the stationary case. 
Secondly, because the limiting distribution is non-standard, standard statistical 
inference is not valid asymptotically. Hence we cannot use the standard t-test to test 
hypothesis about p, instead we must base the test on the so-called Dickey-fuller 
distribution.
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Table 5.1:
A Summary of the Properties of Stationary and Integrated Processes
P ro p erty Xt is 1(0) Xt is 1(1)
M ean/C ovariance W ell defined mean/covariance N ot W ell defined mean/covariance
E(X) =  E(X,+t) - p  (Constant) E(X)*E(Xt+r)
E(X2)  =  E(X2t+T) = c? (Constant) E(X*J #E(X2,.,)
C ov(X ti,Xt2)= C o v(X tl.K ,Xt2-K )=Yti,t2=Yt, Cov(XthXti) yCov(Xtj+T,Xt2+T)
the Cov depends on the lagT=tr t2
Forecast Constant variance Increasing variance
Shocks to Xt Transitory effects Permanent effects
x t Often crosses its mean Rarely crosses its mean
A utocorrelation Dies out Does not die out
function
Source: Engsted and Bentzen (1997).
5.3 Econometric M ethodology
Like all other models that employ time series data, it is essential to recognize that 
unless the analytical tools used account for the dynamics of the relationship, the 
complexity of the interrelationships involved may not be fully captured. Hence, there 
is a requirement for utilizing the latest advances in dynamic time series modelling that 
allows for the coexistence of both short and long nm effects. The following sequential 
procedures will be adopted as part as my methodology.
5.3.1 Testing For U n it Roots
It has been shown that stochastic trends in the time series are important for statistical 
inference and that 7(0) and 7(1) series behave very differently. Numerous tests have 
been designed to test for stationarity, including the Dui'bin-Watson test developed by 
Sargan and Bhargava (1983), Philips-Perron test developed by Philips and Perron 
(1988), KPSS test proposed by Kwiatkowski et al (1992), and Dickey-Fuller (DF) and
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Augmented Dickey- Fuller (ADF) tests. The most convenient and widely used tests 
are the DF and the ADF tests, which I apply using the Microfit program.
5.3.1.1 The Dickey-Fuller and Augmented Dickey- Fuller tests
In order to test for the presence of unit roots, and hence to establish the order of 
integration of the variables in the data set, I use the Dickey-Fuller and Augmented 
Dickey- Fuller tests developed by Fuller (1976) and Dickey and Fuller (1979). These 
tests are the most widely used tests for stationarity analysis in the literature3. To 
illustrate the use of Dickey-Fuller tests, consider first an AR (1) process:
X , = a  + pX t_x + st (5.4)
where a  and p  are parameters and st is assumed to be white noise. Xt is a stationary 
series if -\<p<l. If p= l ,X t is a nonstationary series (a random walk with drift); if the 
process is started at some point, the variance of Xt increases steadily with time and 
goes to infinity. If the absolute value of p  is greater than one, the series is explosive. 
Therefore, the hypothesis of a stationary series can be evaluated by testing whether 
the absolute value of p  is strictly less than one. The null hypothesis Ho'. p= 1. Since 
explosive series do not make much economic sense, this null hypothesis is tested 
against the one-sided alternative HA : p< 1.
The test is carried out by estimating the following regression with Xt.i subtracted from 
both sides of equation (5.4):
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AX, = 0o +yX,_ (5.5)
Ho’. 7=0, Ha: y<l
Most of economic variables usually show some tendency to increase over time. For 
example GDP, aggregate energy consumption increases over time. This suggests that 
it may be appropriate to incorporate the linear fiend term into the model. If this fiend 
is omitted from the estimating regression, then the power of the t-test goes to zero as 
the sample size increases (Perron, 1988). Thus it is important to include a time fiend 
in (5.5) to give:
AX, =0o +0xt + yX,_x+s, (5.6)
If s, is serially correlated then the serial correlation needs to be corrected before the 
unit root test is performed. This correction involves adding the lagged terms 
AX,_x,...,AX,_p to the regression (5.6) to give:
where y -p-1 and the null and alternative hypotheses are:
The distribution of the test statistic is unaffected by the addition of these lagged 
differences. Tests based on (5.7) are known as augmented Dickey-Fuller (ADF) tests.
3 See Maddala, G.S and Kim , In-M oo (1998) p40.
p
A X, -  <f>0 + (j)xt + yX,_x + j?  AX,_, +s, (5.7)
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However, always including a constant and a time trend in the regression insure that 
the test will have the correct rejection frequency under the null hypothesis for most 
economic time series. The required critical values have been tabulated using Monte 
Carlo simulation by Dickey and fuller (1981), MacKinnon (1991) and most 
econometric software (e.g. Microfit, PC-GIVE, EViews) automatically provides 
appropriate critical values for unit root tests in all relevant cases.
5.3.2 The M eaning o f Cointegration
The cointegration technique developed by Granger (1986), and Engel and Granger 
(1987) is concerned with the long run equilibrium relationships. A number of 
variables exhibit long run equilibrium relationship(s) if they share common trend(s) 
then they are said to be cointegrated. Suppose we have the variables Yt, X t and that 
both are 1(1), we run the following static regression:
Y( = ot + frXt + et (5.10)
if Yt and Xt are not cointegrated then there is no possible values of the estimates a  and 
p  such that et can be stationary. If Yt and Xt are cointegrated however, then there is a 
single value for the two estimates a  and p  such that et is stationary. This is when the 
estimates are the weights of a cointegrating vector. The stationary error term in the 
above equation represents the long run equilibrium relationship between the two 
variables and this can only hold when there is cointegration. In what follows I discuss 
the tests used to test for the presence of long run equilibrium (cointegration vectors) 
as well as the short run dynamics and their estimation methods. These tests and
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methods are adopted in the following chapters in order to provide robust estimates of 
the demand functions for Jordan at the aggregate level as well as at the fuel level.
5.3.3 Testing and Estim ating The Long run Equilibria (Cointegration  
Vectors)
5.3.3.1 Engle-Granger (EG) Static method4
If we have k time-series variables, all integrated of order one, we run the following 
static regression:
Y, = P 0 + + PiX 11 +••• + +et (5.11)
Cointegration among the variables then implies that the residuals from this regression 
should be stationary. This can be tested using any of the tests for unit roots. In this 
thesis I use DF and ADF tests and also the CRDW test for confirmation5. The null- 
hypothesis is that residuals have a unit root against the alternative hypothesis that they 
are stationary. Hence if we regress Aet on et.j and lagged values of the fust difference 
of eh the null-hypothesis is rejected if the t-ratio of the et.j coefficient exceeds a 
critical value that depends on the significance level and the number of variables 
included in the regression. Note that we can’t use the same critical values as in the 
unit root testing, because now the variable in hand eh depends on estimated 
parameters /?’s in (5.11). Therefore, the critical values depend on how many
4 1 simply refer to this method OLS throughout this thesis.
5 A n  integrated process is characterized by an extreme degree o f positive serial correlation. This 
implies that calculated DW value is very small and it is an indication o f non-stationarity. Sargan and 
Bhargava (1983) report critical values for the D W  test o f  the null hypothesis o f a unit root. This test 
has been shown to be more powerful than Dickey-Fuller test when the time series under analysis is 
pure A R  (1) process.
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parameters we estimate in the cointegration regression (5.11). Where a cointegrating 
relationship cannot be found, no long run relationship among the variables can be 
demonstrated and we have the case of spurious regression.
This approach, while simple to implement, is not without problems. Parameter 
estimates can be biased in small samples but are superconsistent as well as in the 
presence of dynamic effects, and this bias varies inversely with the size of the sample 
and the calculated R2. When the number of regressors exceeds two there can be more 
than one cointegrating relationship or vector and it is difficult to give economic 
meaning to this finding. Then there is the problem caused by the likely endogeneity of 
the regressors, which would prevent OLS estimating the true values of the parameters.
5.3.3.2 Johansen’s Maximum Likelihood Procedure6
The difficulties associated with the OLS approach have led to the development of 
alternative system estimation procedures. These procedures include Johansen’s 
procedure, Box-Tiao procedure and methods depending on principal components7. I 
focus on the most well known one, proposed by (Johansen, 1988, 1991) and Johansen 
and Juselius (1990), it is known as Johansen’s maximum likelihood procedure8. I 
implement this procedure in this thesis because it improves on OLS in various ways. 
Firstly, the existence of, at most, one cointegrating vector is not assumed a priori, but 
is tested for in the procedure. Next, the Johansen procedure takes the regressors to be 
endogenous and applies appropriate methods. Finally, a more powerful set of tests are 
provided which enable the number of cointegrating vectors to be identified and the
6 This section relies heavily on Maddala and K im (1998)
7 See Maddala and K im (1998) p.165.
8 The Johansen’s procedure is built in all the known software packages (examples are M icrofit, PC- 
G IV E , E -V IE W S ).
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effect of various restrictions to be evaluated. Most importantly, the small sample 
biases and normalization problems inherent in the OLS method does not arise in the 
Johansen method. Recent applications include Himt and Witt(1995), Masih and Masih 
(1996a, 1996b 1997), Bentzen and Engsted (1993,1997), Silk and Joutz(1997), 
Pesaran et al (1998), and Clements and Madlener (1999), apart from Masih and Masih 
studies on China and on the newly industrialized Asian countries, the other studies are 
mainly on the developed countries.9
Implementing the method involves identifying the rank of the matrix II in the 
following equations:
x t=n1x t_l+...+npx l_p+st (5.12)
p-i
AX, =S + ,A X m + U X (5.13)
»=1
where Xt, is a column vector of the m variables T, and II represents coefficient 
matrices, A is a difference operator, p  denotes the lag length and 5 is constant.
This can be done using methods described in (Pesaran and Pesaran 1997). The rank r 
provides the number of cointegrating vectors, so that if the rank is 1 for example, a 
single stationary relationship exists which can be taken as the long run relationship. 
The parameters of the cointegrating relationship itself and the adjustment coefficients 
of an error correction model can be obtained by further decomposition of the matrix 
II.. The estimation and testing procedure of Johansen’s ML approach can be 
described as involving the following steps:
9 Almost all o f these recent studies are based on the traditional log linear functional form.
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Step I: AXt and Xt.i are first regressed on AXt.i, ..., AXt.p+i. if we denote the residual 
from these regressions Rot and Rkt respectively. The reason for this fust step is 
essentially that, since cointegration pertains to the relationship between AXt and AXt.i, 
we need to look at these two terms corrected for the influence of short run variables, 
NXt-i, ... AXt.p+h
Step 2: from the residuals in the first step(i?), we construct the residual product 
moment matrices, Sy*.
Ss = 5 Z RJ ' j. (5-14)1 M
This step corresponds to the construction of residual sums of squares (variances and 
covariance) in the standard regression model.
Step 3: based on the Sy’s from the second step, we solve the following eigenvalues 
problem:
- S k0SGQSQk\ = 0 (5.15)
and order the eigenvalues in decreasing order, \  > X2 >... > Xk. This step 
corresponds to the minimization of the sum of squared residuals in the standard 
regression model, but under a reduced rank restriction. Hence, this step is sometimes 
referred to as reduced rank regressions.
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Step 4: the number of non-zero eigenvalues from the third step denotes the 
cointegration rank, i.e. the number of cointegration relationships in the system. Two 
tests exist for the rank of n , r, based on these eigenvalues: the maximal eigenvalue 
test (Lmax), and the trace test (Ltrace):
Lmax = T Ln(l - Xr+1) (5.16)
LMCS = - T X L n ( l - l , )  (5.17)
i=r+l
In the Lmax test, the null-hypothesis is r cointegration vectors against the alternative of 
r+1 vectors. In the Ltrace test, the null-hypothesis is at most r cointegration vectors 
against the alternative of more than r vectors. Both of these tests have well defined, 
but non-standard limiting distributions and simulated critical values are tabulated in 
Johansen and Juselius (1990)10.
Step 5: having determined the cointegration rank in step 4, n  can be partitioned as 
II = a p ' , where p  is a (kxr) matrix whose column are the cointegration vectors, and
a  is the corresponding (kxr) matrix of so called factor loadings. The eigenvectors
associated with the r largest non-zero eigenvalues found in step 3 and 4 constitute the 
maximum likelihood estimates of the cointegration vectors.
An appealing feature of the Johansen’s ML approach is that it makes it possible to test 
hypothesis about a  and p , using standard chi-squared asymptotic inference.
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The Johansen procedure is asymptotically optimal if errors are independent normal 
(Gaussian). Philips (1991), Huang and Yang (1996) have shown that the Johansen 
procedure is very sensitive to this assumption; when errors are not independent 
normal, the procedure has a greater probability than the least squares methods of 
rejecting the null hypothesis of no cointegration even when there are no cointegration 
relations. Another limitation discussed by Philips (1994) is that Johansen procedure 
produces more outliers than the other procedures. Gonzalo and Lee (1995) showed 
analytically and numerically that in some situations of practical interest the Johansen 
LR tend to find spurious cointegration with the probability approaching one 
asymptotically. In summary, the major drawbacks of the Johansen’s ML procedure 
are:
Firstly, the sensivity to mispecification of the lag length and substantial size distortion 
in the tests for the second and subsequent cointegrating vectors, when the ratio of data 
points to the number parameter is small (of the order of 5 or less).
Secondly, extreme sensivity to departure from the underlying distributions of the error 
term.
Thirdly, tendency to find spurious cointegration, and high variance and high 
probability of producing outliers. By comparison, the least square methods are more 
robust. This is not a new conclusion. The same was observed in the case of 
simultaneous equation estimation methods regarding full information maximum 
likelihood and least squares methods.
S.3.3.3 Asymptotically Optimal Single-Equation Methods
10 Econometric software (e.g. M icrofit, P C -G IV E , and EViews) automatically provides the appropriate 
critical values.
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A number of asymptotically optimal single methods have been proposed in the 
literature. These methods are proposed by Philips and Hansen (1990), Philips and 
Loretan (1991) and Stock and Watson (1993). Their methods improve on OLS by 
coping with small sample and dynamic sources of bias.
Philips and Hansen procedure known as (The Fully Modified OLS) is fully non- 
parametric, since both the correction for endogeneity and the correction for serial 
correlation are done non-parametrically. Philips and Loretan nonlinear least squares 
(NLS) procedure has to be estimated by non-linear least squares. Engsted and Bentzen 
(1997) have successfully applied this procedure to the Danish data for the estimation 
of energy demand in Denmark.
Stock and Watson (1993) dynamic ordinary least square (DOLS) method involves 
estimating the following:
i=m 2
Y,=)? y ,+  | > (AX,_( + £, (5.18)
i'=-/h1
where mi and m2 are the lengths of leads and lags of the first difference of the 
regressors and selected to increase at an appropriate rate with T.
Suppose that Yt has been found to be 1(1) and at least some of the RHS variables 1(1) 
or 1(0), then DOLS estimates are obtained by regression analysis of the above 
equation. The method has the same asymptotic optimality properties as the Johansen 
distribution. It has been applied to the estimation of Chinese coal demand with 
success by (Masih and Masih, 1996).
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These methods have certain advantages over the OLS and the maximum likelihood 
procedures for estimating the energy demand functions in this thesis. They improve 
on OLS and Johansens’s method by coping with small sample and dynamic sources of 
bias. They also enable a comparison of the estimates and act as a check to the 
robustness of the estimates.
5.3.4 Shoit Run Dynamics: Error Correction Mechanism
So far I have shown that the cointegrating vector represents the long run relationship 
between the cointegrated variables. Granger and Engle (1987) demonstrated that if a 
number of variables are cointegrated there is always exists a corresponding error- 
correction representation. That implies that the changes in the dependent variable are 
a function of the level of disequilibrium in the cointegrating relationship (captured by 
the error correction term) as well as changes in other explanatory variables.
Suppose that we have the variables Yu Xt and that both are 1(1), are cointegrated with 
cointegrating relationship as follows:
ECTt =Yt - a - p X t (5.21)
Then the short relationship can be presented by:
p  i=m
AY, = aO + 'f la,AY,_l + '£ j3 iAX,_l + yECT,_t + e, (5.22)
f=l /=0
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which is an error correction model representation . All the terms in the above Error 
Correction Model (ECM) presentation are 1(0) so that the coefficients will have 
standard distribution. The coefficients of the first difference variables measure the 
short run effects while the error correction term ECTt.j contains the long run effects 
since it describes the relationship between the levels of the variables. The parameter y 
then measures the speed of adjustment in Yt towards its long run equilibrium level (- 
l<y <0). Thus if Yt temporarily deviates from its long run level, the error correction 
term, yECTt.i, pushes Yt back on hack.
The estimation of the ECM proceeds in two steps; in the first step the long run 
coefficients are obtained either by using EG or Johansen’s ML procedure11. The short 
run coefficients are estimated in the second step and they converge to their true values
at sJt  rate (consistent) compared with T rate (superconsistent) for the long run 
coefficients from the first step. Hence, the justification for dividing the estimation 
procedure into two steps is found in the different rates of convergence of the short run 
and long run coefficients.
5.4 Autoregressive Distributed Lag (ARDL) M odelling and Unit 
Root Regressors
Models with lagged dependent variables and serially correlated errors (ARDL) 
historically have played an important role in estimation of dynamic economic models. 
These models were used extensively in the applied literature before cointegration 
techniques introduced into econometrics by Granger (1986), and Engle and Granger
11 However the Engle and Granger procedure is only considered in the empirical chapters. 
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(1987)12. The cointegration technique is concerned with the analysis of long run 
relations between integrated variables assumes at least implicitly that the traditional 
ARDL methodology is no longer applicable when it is known or suspected that the 
underlying regressors have unit roots.
Pesaran and Shin (1997) re-examined the use of the traditional ARDL models for the 
analysis of long run relations when the underlying variables are integrated of order 
zero 1(0) and when some or all of the variables are 1(1) by considering the following 
general XRDL(p,q) model:
where X t is the ^-dimensional 1(1) variables that are not cointegrated among 
themselves, ut and st are serially uncorrelated disturbances with zero means and 
constant variance-covariances, and Pt are the kxk coefficient matrices such that the
vector autoregressive process in AXt is stable. The roots of = Oare
assumed to fall outside the unit circle and there exists a stable unique long rim 
relationship between Yt and X t.
12 I  have shown in the literature review chapter, that the lagged endogenous models are very popular in 
the energy demand studies for the developing countries.
(5.19)
AX i — Px AX(_x + P2AXt_2 +... + P$AXt_s + £f (5.20)
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Pesaran and Shin showed that the OLS estimators of the short run parameters oco, ai, 
/3, f i * p * q_xand </>=(<f>i<J)P)  are -consistent, and the covariance matrix of these
estimators has well-defined limit which is asymptotically singular such that the 
estimators of ai and f3 are asymptotically collinear with the estimators of (j). These 
results imply that the OLS estimators of the long nm coefficients defined by the ratios
S=ai /(/(I)  and 0=13i /(/(l)  where </>(!)= l~ 2 w A  ’ converSes t0 fEeii* hue values
faster the estimators of the short run parameters^/ and (3. The ARDL-based 
estimators of S  and 0  are T3/2-consistent and T-consistent respectively. These results 
are in line with the cointegration findings. Furthermore Pesaran and Shin show that 
valid inference on the long run parameters can be made using standard normal 
asymptotic theory.
In contrast the application of cointegration methods to the analysis of long run 
relations will be valid only if it is known with certainty that all the variables under 
investigation are 1(1), This requirement invariably involves the pre-testing of the 
variables for unit roots, which could be problematic, when T (the sample size) is 
small. Pesaran and et al (1998) applied the ARDL modelling technique to the 
estimation of the energy demand in a number of Asian developing countries using a 
time series annual data for the period 1974-1990. Pesaran and et al obtained reasonable 
results on both income and price elasticity for both total energy and sectoral demand of 
energy in the Asian countries.
In this thesis, I also apply the ARDL method to the estimation of energy demand 
functions. This enables a comparison of the statistical results and the estimated price,
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income, urbanization elasticities and acts as a check to the robustness of the results 
obtained from the different econometric techniques.
5.5 Order Selection and Diagnostic tests
One important consideration in the application of unit root tests, Johansen procedure, 
ARDL modelling and optimal single-equation methods, which I adopt in this thesis, is 
the choice of the lag order. Besides the Model selection information criterion, other 
rules have been suggested in the literature for the choice of the lagged terms (p) 
including Schewrt rule and Hall’s sequential rules13.
In order to select the optimal lag order in the application of unit root tests, Johansen’s 
procedure, ARDL modeling and the optimal single equation methods to the Jordanian 
data, I employ the model selection information criteria including Akaike Information 
Criterion (AIC), Schwarz Bayesian Criterion (SBC) and Hannan-Quinn Criterion 
(HQC). Such criteria's are only concerned with the issue of statistical fit and provide 
different approaches to trading-off fit and parsimony of a given econometric model. 
These information criteria are built into the econometric software package (Microfit), 
which I am relying on for all estimation.
In order to examine the statistically validity of the short run error correction model, 
the Stock Watson model, and the ARDL model, a battery of standard diagnostic tests 
are presented in the empirical chapters, which are:14
• R2 is the coefficient of determination.
13 See Schewrt (1989) and Hall (1994)
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• R2 is the coefficient of determination based on the first differences based on 
the first differences.
• DW is the Durbin-Watson statistics for first order serial correlation.
• S.E is the standard error of the regression, which is the standard deviation of 
dependent variable values about the estimated regression line.
• The serial correlation statistic (SC) is the Breusch-Godfrey Lagrange 
Multiplier test for first order serial correlation. It is based on the regression of 
the OLS residuals et on the k regressors and the lagged residuals. This test is 
approximately distributed as %2q) .
• The test for functional form misspecification (FF) is Ramsey’s RESET test. 
This is based on the R2 from an auxiliary regression of et on the k regressors
and y2, the squared fitted values from the original regression. Ramsey’s 
RESET test is approximately distributed as %2(\).
• The test for normality of the residuals (.N) is the Jarque-Bera test, which is 
approximately distributed as %2G) •
• The test for hetroseedasticity (H) is the Breusch-Pagan test. It is based on an 
auxiliary regression of the OLS residuals et on the squared fitted values y2 is
approximately distributed as X2(\) •
14 (Pesaran and Pesaran (1997, p.349)
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• The post sample prediction failure test (PF), which is based on estimating two 
regressions, one with the post sample observations included and one with out.
The prediction failure test is approximately distributed as %2(p) •
An important issue is the tracking performance of the models estimated. It is assessed 
by calculating the Root Mean Squares (RMS) values over the estimation period. The 
RMS is the most commonly used method to assess the models tracking performance 
and to determine how the endogenous variables follow the historical values, it is 
defined as follows:
RMS =
X ^  —X ^
l/T (—L —— — where X f , is the fitted value of X t ; X f , is the actual
Ji. ,
value of X , ; T, is the number of periods in the simulation.
5.6 Summary and Conclusions
This chapter shows that the current time series econometric practice recognizes that 
classical regression properties hold only for cases where variables are stationary 
(integrated of order 0), that by contrast most economic variables are integrated of 
order 1 (and hence do not satisfy these assumptions). It was highlighted that the 
Dickey-Fuller (DF and ADF) tests are the most convenient tests employed for testing 
stationarity in the literature. Tests on a series of regressions of original values, first 
differences in the series, second differences and so on where the null hypothesis to be 
tested is that the series have unit root (non-stationary). The possibility of cointegration
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between the variables included in a model could be examined by estimating the 
cointegrating regression initially by OLS. It was highlighted that CRDW, DF and 
ADF tests are used to test for a unit root in the residuals. Further evidence on 
cointegration is investigated by applying the Johansen procedure because it poses 
several advantages over the residual-based method in testing for cointegration. 
Moreover, the cointegrating vector is estimated by using the asymptotically optimal 
single equation, (DOLS and FM-OLS).
The approach taken in the following empirical chapters is to initially test for 
stationarity of variables using the DF and ADF tests. Long run energy demand 
relationships are estimated using OLS and tested for cointegration using the DF, ADF, 
and CRDW tests. The Johansen’s procedure is also applied to investigate evidence on 
cointegration because it poses several advantages over the residual-based method in 
testing for cointegration. In addition, the demand equations are estimated by using the 
asymptotically optimal single equation such as DOLS which posses several 
advantages over the Johansen’s ML procedure. Furthermore, given the reemergence 
of the ARDL models in recent studies for the analysis of long run relations in energy 
demand studies, the ARDL method is used to the estimation of energy demand 
functions. The various techniques applied to the estimation of the energy demand 
functions enables a comparison of die statistical results and the estimated demand 
elasticities and acts as a check to the robustness of the results obtained from the 
different econometric techniques.
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C H A P T E R  6. A G G R E G A T E  D EM A N D  F O R  E N E R G Y
6.1 Introduction
In this chapter I will apply the econometric methods described in the previous 
chapter to the aggregate data for energy demand in Jordan.
Wide variations have been observed among statistical estimates of price and income 
elasticities for die surveyed studies in Chapter Three. These variations were 
attributed to the use of different models, types of data, regions, time period, 
functional forms and econometric techniques. Do Jordanian aggregate demand 
estimates have similar variations due to different econometric techniques? I shall be 
able to answer diis question by employing different econometric methods for the 
estimation of aggregate demand in this chapter.
It was shown in chapters 3 and 4 that the traditional log linear (double log) 
formulation is the most widely used modelling specification of energy demand for 
both developed and developing economies. Moreover, the traditional log linear form 
yields elasticities in a convenient form and has been found to work well in previous 
studies using different econometric techniques. For forecasting, it is more convenient 
to work with the logarithm of the quantity of energy demanded than the share of 
energy in output. What is more, it is essential to compare my empirical results with 
other results from various developed and developing countries studies in which the 
energy demand was specified using the logarithmic specification.
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One important issue is the way energy price index is constructed. In general, in 
constructing a price index, one has to trade off two features. The weights should be 
relatively stable, otherwise price and quantity changes get intertwined, and at the 
same time the weights should accurately reflect the consumption patterns of the 
consumers over time the period under consideration. These two criteria tend to 
conflict. Ibrahim and Hurst (1990) prefer a fixed weight in order to generate 
aggregate energy price time series. Paga and Birol (1994) prefer the moving weights 
and they stressed that the use of fixed weight could lead to distortions due to the 
changing shares of fuels in aggregate energy consumption. In practice, changing the 
weights for Jordan makes relatively little difference. This is primarily because most 
of the energy prices tend to move together, so that the variations in the weights that 
occur make little difference to the index. The energy price index I am using in this 
study is calculated based on the moving weights. Furthermore, this energy price 
index is deflated by the consumer price index in order to give the real energy price.
In addition to real energy price and income, area-constructed is included amongst the 
independent variables. Area-constructed is taken as an indicator of the development 
process involving resettlement and urbanization, and has a substantial impact on 
other economic activities that are users of energy.1 It is essential to point out that the 
area-constructed does not reflect level of urban population. The model allows for 
changes in the political climate facing Jordan by incorporating dummy variables 
representing the level of conflict in the region. The model also allows for the 
Underlying Energy Demand Trend (UEDT) proxied by a deterministic time trend in 
the model.
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The traditional double-log formulation that will be used to represent the aggregate 
demand for energy in Jordan takes the following form:
lnQTNt = aQ+ ax lnp lt + a 2 ln YFNt + a 3 ln ANt + a4D + a 5T + ut (6.1)
where QTNt is per-capita aggregate energy consumption in Tons of Oil Equivalent 
(TOE); pi is the real price of energy; AN  represents the per-capita total area 
constructed in square meters; YFN is the real per capita gross domestic product.; T is 
a deterministic time trend as a proxy to UEDT ; D is a dummy variable for conflict 
and political instability in the region (D  is given the value of one in the presence of 
conflict or political instability and zero otherwise2 (1974, 1985-1987, 1990)); a {
parameters to be estimated; ut is the error term. The exact definitions and the 
sources of the data axe given in Appendix A.
The layout of this chapter is as follows: Section Two discusses the results of 
integration tests. In Section Three the presence of cointegrating vectors is tested and 
estimated using current techniques such as OLS, Johansen’s ML, DOLS, FM-OLS 
and the ARDL method. The short run dynamics is investigated in Section Four. 
Finally, a summary and conclusions are presented in Section Five.
1 Compared w ith A li D iaby (1998) who estimated the demand for electricity in Saudi Arabia, he 
included the number o f telephones in the regions as a proxy for the level o f  urbanization; so the 
construction activity I  am using is rather better proxy.
2 Jordan is part o f the M iddle East, which is considered to be the most turbulent region in the world. I  
combine the dummy variables in order to save degrees o f freedom taking into account that these 
events have a similar impact on demand.
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Figures 6.1-4 show time series plots of per capita aggregate energy consumption 
(QTN), real energy price (P/), per capita gross domestic product (YFN), and the per 
capita area constructed (AN) respectively. There is a clear upward trend in the per 
capita aggregate energy consumption, per capita gross domestic product, and per 
capita area constructed and a downward trend in the real prices of energy. The clear 
fiend-like shapes of these variables for the whole period indicate that they are non- 
stationary.
6.2 Integration (Testing Fo r Unit Roots)
Figure 6.1: Per Capita Total Energy Consumption(QTN)
1200
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Figure 6.4: Per Capita Area Constructed(AN)
As the discussion in Chapter Five makes clear, 1(0) and 1(1) series behave very 
differently and have markedly different implications for the proper interpretations of 
the series. It is therefore, important to be able to test whether a particular time-series 
is 1(0), or 1(1) since the autocorrelation function behave very differently for 
stationary and non-stationary series. As a prior to tests for cointegration, Dickey- 
Fuller and augmented Dickey-Fuller tests were used to test for unit roots and the 
results are presented in Table 6.1. In addition, Schwarz Bayesian Criterion (SBC), 
Hannan-Quinn Criterion (HQC) and Akaike Information Criterion (AIC) were used 
for selecting the order of augmentation. It is evident from Table 6.1 that none of the 
variables included in the analysis are stationary in levels and that the first difference
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of all the valuables is stationary. This confirms my suggestion in the previous chapter 
when I addressed non-stationarity, in which these variables associated with energy 
demand models have a unit root and are clearly non-stationary in levels.
Furthermore, tests for higher orders of integration were also applied confirming that 
the findings are first differenced stationary time series processes. These results for 
the Jordanian energy demand related variables are not surprising, given Bentzen and 
Engsted (1993,1996,1997); Masih and Masih (1995, 1996a, 1996b); Eltony 
(1994,1995,1996); Al-Mutairi and Eltony (1996); Eltony and Hajeeh (1999) findings 
that energy demand related economic variables have a unit root.
Table 6.1:
t-tests of Stationarity for the Aggregate Demand Related Variables(1968-997)
Series DF Levels ADF Levels DF First Difference ADF First Difference
LPi -1.5478 -28818 -2.7555** -3.1892*
LYFN -1.8569 -23846 42626* -3.9101*
LAN -1.7028 -1.7998 -5.0639* 4.9294*
LQTN -0.4858 -.62453 42549* -2.6037**
5%C. Value -3.58 -3.58 -2.98 -298
Notes: the Microfit program provides the critical values. * and ** Denote statistical significance at 
the 5% and 10% level. The augmentation order is chosen to be 1 for all variables.
6.3 Estimating the LR Equilibria (Cointegration Vectors)
The possibility of cointegration between the variables included in the model is 
examined by estimating the cointegrating regression initially by OLS. In the 
previous section, it was found that LQTN, LPj,LYFN, and LAN were all described as 
1(1) processes. Table 6.2 contains various OLS regressions with CRDW, DF and 
ADF tests for cointegration. In column (1), LQTN is regressed on a constant, LPj, 
LYFN and LAN. The CRDW suggests cointegration, but neither DF nor ADF tests
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for a unit root in the residuals are significant. However, the estimated long run 
elasticities are -0.42, 1.16 and 0.32 for the price, income3 and area-constructed 
respectively.
When a time trend is included in the regression in column (2) The CRDW test is 
suggesting cointegration whereas both DF and ADF do not confirm this. The 
regression has yielded smaller estimates of long run elasticities, -0.19 for the price, 
and 1.00 for income, 0.29 for the area-constructed, and 0.01 for the coefficient of the 
time trend as a proxy for the UEDT. The positive coefficient of the time trend is in 
accord with ones priors because of the increasing energy intensity in Jordan due to 
industrialization, electrification and the relatively low per capita energy 
consumption; The Jordanian economy has become more energy intensive over the 
period of study. The coefficient of 0.01 implies that the demand would increase by 
1% p.a. even after holding constant the income, area constructed and price effects. 
The size of the estimated coefficient of the time trend is not unreasonable. It is 
smaller than the 5 % obtained by Balabanoff (1994), Paga and Birol (1994), and 
Erdogan and Dahl (1997) for a number of developing countries, but larger than those 
obtained by Ninomiya (2002) for the whole economy of Japan and UK.
In column (3), in addition to the time trend, the dummy variable is included in the 
regression to account for the political and economic instability in the region. The 
dummy variable is a non stationary variable 1(0), and it is not clear whether it is valid 
to include in the long run equilibrium relationship. Therefore, in line with Engsted 
and Bentzen (1997), who included an 1(0) variable in the long run cointegrating
3 Strictly speaking, this should be called the GDP elasticity. However, I use the common notation of 
income elasticity as GDP in approximation of income.
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vector, it is included here in my general model4. When the dummy variable is 
included there is more support for cointegration: both the CRDW and the DF tests 
indicate cointegration. The estimated long run elasticities are -0.30 for the price, 
1.06 for income, 0.29 for area-constructed, 0.007 and 0.17 for the coefficients of 
time fiend and the dummy variable. Notice that the dummy variable included in the 
cointegrating vector has improved the indication of cointegration suggesting that 
political instability have a long run effect on aggregate consumption. When the time 
fiend is excluded from the regression in column (4), CRDW and DF tests still 
indicate cointegration, but the estimated long run elasticities are -0.46 for the price, 
1.16 for GDP, 0.31 for area constructed and 0.18 for the dummy variable. Notice that 
the inclusion of the time-fiend has yielded lower estimates of the income and area- 
constructed elasticities, suggesting that the elasticities are overestimated in the 
absence of the time fiend from the regression. The estimates in column (4) confirm 
that the exclusion of the time fiend from the regression is likely to obtain 
overestimated estimates of elasticities. These differences in the case of income and 
with respect to area-constructed elasticities are in line with the bias arguments in 
Hunt et al (2002) given the positive coefficient of the UEDT. When income 
increases and the UEDT is upward sloping, it is expected that the estimates of 
income (and area-constructed) will be overestimated.5
The estimates of long run income and price elasticity for the total energy are in 
accord with the estimates summarized in Table 3.3 for a number of developing 
countries. For example, Ibrahim and Hurst average estimates of long run price and
4 Engsted and Bentzen (1997) included the temperature variable which is 1(0) variable in the
cointegrating vector for aggregate energy demand in Denmark. They found that teperature did have an 
impact on energy demand in the long nm.
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income elasticities for eight oil-importing developing countries -0.27, 1.22 
respectively. In her survey of aggregate energy demand elasticities in developing 
countries, Dahl (1994b) finds that long run price elasticities lies between (-0.1 and -  
0.65) and income elasticity fall between (0.8 andl.7). In Pesaran et al (1998) study 
of demand for energy in 10 Asian developing countries estimates of elasticities are
1.2 for income and-0.30 for price. In Galli (1998) study of demand for energy in 10 
Asian developing countries estimates of elasticities are 1.18 for income and -0.32 
for price.
Table 6.2:
OLS Estimates of the Aggregate Energy Demand for the Period (1970-1997).
Regressor (1) (2) (3) (4)
Constant -7.4 -6.62 -697 -7.52
LPi -0.42 -0.19 -030 -0.46
LYFN 1.16 1.00 1.06 1.16
LAN 032 029 029 031
T 0.011 0.007 -
D 0.17 0.18
Diagnostics Measures
R2 0.953 096 0984 0.981
R2 adjusted 0.947 0953 0.98 0978
CRDW 1.23* 1.16* 2.15* 2.18*
DF -325 -325 -5.91* -5.68*
ADF(l) -3.57 -3.53 -3.13 -295
5% critical value •4.54 499 -538 499
Notes: Microfit gives the 5% critical values for DF and ADF. * and ** Denote statistical significance
at the 5% and 10% level
Further evidence on <;ointegration is investigated by applying the Johansen
procedure because it poses several advantages over the residual-based method in
testing for cointegration. The order of the VAR is chosen to be 1 based on (SBC) and
(AIC) criterion, taking into account the relatively small size sample available.
Cointegration LR tests based on both the maximal eigenvalues and the trace of the
5 If the UEDT is downward sloping, the estimates of income elasticity will be under estimated and the 
price elasticity will be over estimated.
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stochastic matrix are presented in Table 6.3. It should be pointed out that LR tests 
did not indicate cointegration when linear' trend is included in the cointegrating 
vector6. When the time trend excluded from the cointegrating vector the results 
indicate the presence of one cointegrating vector at 5% level of significance. This 
means that there exists a long-run relationship between the variables (LQTN, LYFN, 
LPh LAN)1.
Table 6.4 presents the ML estimates of the cointegrating vector of the aggregate 
demand over the period 1970-1997. The estimated long run elasticities are -0.31,
1.04 and 0.36 for the price, income and area-constructed respectively. Notice that 
these estimates are almost identical to the estimates obtained by the OLS. Moreover, 
when the VAR order is set to be 2, the cointegration LR test based on the maximal 
eigenvalue of the stochastic matrix indicates the presence of one cointegrating vector 
where the LR test based on the trace of the stochastic matrix indicates the presence 
of two cointegrating vectors. This slight contradiction in the tests for cointegration is 
not uncommon. Consequently it is assumed in subsequent analysis that one 
stationary relationship exists. In Table 6.4 the ML estimate of the cointegrating 
vectors using VAR (2) are presented. The estimated long run elasticities are 1.1 for 
income, -0.30 for price and 0.35 with respect to area-constructed. Notice that these 
elasticities are almost identical to those obtained from VAR (1), suggesting that the 
elasticities are robust to the different lag order. Moreover, these elasticity estimates 
also are very close to that obtained by using the OLS method.
6 Even when a time trend was included in the cointegrating vector the coefficient of the time trend is 
not found significantly different from zero.
7 The war dummy variable D is included in the Johansen procedure as a predetermined variable.
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Furthermore, tests for unit income elasticity and zero price elasticity are performed 
using a standard chi-squared test. The tests are t f ( \ )  = 0.10[0.748] for unit income 
and t f ( l )— 7.7 [.021] for zero price elasticity. It is clear that t f  value for the unit 
income elasticity restriction is not significant, suggesting the acceptance of the 
imposed restriction and when zero price elasticity imposed it is significant at 2.1%, 
and suggesting that the zero price elasticity restriction imposed can be rejected. The 
estimated income elasticity of unity suggests that a ceteris paribus rise in per capita 
GDP of 1 % raises energy consumption by 1%. Similarly, the estimated area- 
constructed elasticity of 0.37 suggests that a ceteris paribus rise in per capita area 
constructed of 1 % raises energy consumption by 0.37%. The estimated price 
elasticity of -0.31 suggests that a ceteris paribus rise in price of 1 % reduce energy 
consumption by 0.31%.
Table 6.3:
Johansen tests for Cointegration for the aggregate demand (1970-1997).
Hypothesis CuK ItoE
Null Alternative Statistic 95%CV Statistic 95% C V
r=0 r= l 44.T 27.4 73.0* 48.9
i<=l r=2 18.7 21.1 28.81 31.5
i<=2 r=3 9.8 14.9 10.1 17.9
i<=3 r=4 027 8.1 027 8.1
Notes: r is the number of cointegrating vectors. * Denote statistical significance at the 5% level.
Table 6.4:
Johansen Estimates of the Cointegrating Vectors (1970-1997).
Variable Exactly identified
VAR(1)
Over identified 
VAR(1)
Over identified 
VAR(1)
Exactly identified 
VAR<2)
LQIN -1.000 -1.000 -1.000 -1.000
LPi -0 .31  (0 .0 9 5 ) -029(0.073) 0.00 -0 .3 0  (0 .0 6 8 )
LYFN 1.04 (0  .13 ) 1.000 0.75(0.15) 1 .1 0 (0  .093 )
LAN 0 .3 6 (0  .049) 0 .3 7 (0  .034 )  
X2( l )= 0 .1 0 [0 .7 4 8 ]
0 .4 6 (0  .046 )  
X2( l ) = 7 .7 [ .0 2 1 ]
0 .3 5 (0  .0 3 5 )
Notes: Standard Errors are given in parentheses.
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I have shown in Chapter 5 that the simple OLS approach has a number of drawbacks 
not encountered by Johansen maximum likelihood approach. Hence, it is worthwhile 
to consider robust single equation methods that have the same asymptotic 
distribution as the Johansen method including DOLS method by Stock and Watson 
(1990) and FM-OLS method by Philips and Hansen (1990). The Stock-Watson 
DOLS estimates for total energy appears in Table 6.5. The demand equations are 
estimated including up to j = ±3 leads and lags, the insignificant lags and leads were 
dropped. The model is robust to various departures from standard regression 
assumptions in terms of residual correlation, hetroscedasticity, and misspecification 
of functional form non-normality of residuals and predictive failure test. The 
estimated price and area-constructed elasticities are almost identical to those 
obtained by OLS and Johansen method while the income elasticity is higher. All of 
the estimated long run elasticities have the predicted sign and are highly significant. 
The estimated long run elasticities are 1.45 for income, -0.44 for the price, and 027 
with respect to area-constructed. The dummy variable and the time trend (UEDT) are 
found insignificant and dropped from the demand equation. The result that UEDT is 
insignificant using DOLS indicate that technical progress is cancelled out by the 
other components of the UEDT such as consumer’s taste and structural changes. The 
significance of the coefficients of the lags and leads of the first difference of the 
explanatory variables in the equation suggests that the corrections for residual 
autocorrelation and endogeneity of the regressors have been important in the present 
application.
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Table 6.5:
Stock-Watson DOLS estimates of Aggregate Energy Demand (1970-1997).
Regressor Coefficient
Constant -9.3 [0.0001
LPj -0.44 [0.000]
LYFN 1.45 [0.000]
LAN 0.27[0.000]
DLAN -0.11[0.001]
DLYFN -0.65 [0.000]
DLYFNfl) -0.21 [0.008]
DLYFN(+1) 0.46 [0.000]
DLYFN(+2) 0.44 [0.000]
DLPf+2) -0.47[O.OOO]
Estimated LR Elasticities and Coefficients
Price -0.44
Income 1.45
Area-consfructed 0.27
UEDT 0
Instability 0
Diagnostics measures
fr 0.996
^Adjusted 0.995
DW 1.26
S.E 3.6%
SCx2(l) 2.60
FFx2(1) 1.80
N x2(2) 2.28
H x2(1) 0.09
PFx2(1) 0.11
Notes: P value is between brackets. SC; FF, N, H, PF are Lagrange multiplier statistics for
tests of residual serial correlation, functional form, normality, hetroscedasticity and predictive failure
tests.
Philips and Hansen FM-OLS method is also employed to estimate the aggregate 
demand for energy in Jordan. The FM-OLS estimates for aggregate energy appear in 
Table 6.6.The demand equations are estimated using truncation lag =3. Equal 
weights, Parzen weights, Bartlett weights and Tukey weights are implemented8. All 
the estimated long run elasticities have the predicted sign and are highly significant. 
Estimated long run income elasticity is around unity, price elasticity is -0.40, area- 
constructed 0.38, and the coefficient of the dummy variable is 0.20. When the time
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trend is included in the regression as shown in Table 6.7, the estimates of all the 
elasticities appear to be smaller than those obtained in the absence of the time trend, 
which supports the findings from OLS method. Moreover the estimated coefficient 
of the time trend of 0.007 is highly significant, implying that the demand would 
increase by 0.7%p.a, even after removing income, price and area-constructed effects.
Table 6.6:
Fully Modified Phillips-Hansen Estimates truncation lag = 3, (1970-1997).
Regressor Equal weights Paizen weights Baillettweights Turkey weights
-7.55[0.000] -73 [0.000] -73[0.000] -7.45[0.000]
1.17[0.000] 1.13 [0.000] 1.13[0.000] 1.16[0.000]
-039[0.000] -039 [0.000] -0.41[0.000] -0.43[0.000]
036[0.000] 037 [0.000] 036[0.000] 035[0.000]
0.19[0.000] 020 [0.000] 020[0.000] 0.19[0.000]
Notes: probability between brackets.
Table 6.7:
Fully Modified Phillips-Hansen Estimates truncation lag = 3, in the presence of 
deterministic trend in regression (1970-1997)
Regressor Equal weights Par/en weights Bartlettweights Turkey weights
Constant -6.81[0.000] -7.13 [0.000] -7.05[0.000] -7.05[0.000]
LYFN 1.03[0.000] 1.08 [0.000] 1.07[0.000] 1.16[0.000]
LP1 -032[0.000] -028 [0.002] -029[0.000] -028[0.002]
LAN 030[0.000] 030 [0.000] 030[0.000] 030[0.000]
D 0.17[0.000] 0.16 [0.000] 0.18[0.000] 0.17[0.000]
T 0.007[0.008] 0.007[0.017] 0.007[0.018] 0.007[0.015]
Note: see notes to Table 6.6
The ARDL method is also employed to estimating the aggregate demand for energy 
in Jordan. The partial adjustment ARDL (1,0,0,0) is chosen by the (SBC) criterion. 
The estimates and diagnostic tests for aggregate energy appear in Tables 6.8. In 
column (1), a time fiend is included in the model and in column (2) the model was
8 Although the different weights lead to similar estimates, the Parzen weights is recommended by 
Pesaran and Pesaran (1997, p.106).
Constant
LYFN
LP1
LAN
D
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estimated without the time trend. It is evident from Table 6.8 that the inclusion of the 
time trend in the regression seems to yield slightly better fit. A part from the 
coefficient of the trend the entire short run elasticities are highly significant and have 
the expected sign. The estimated short run elasticities are 0.44 for the income, -0.16 
for the price, 0,15 for area-constructed, 0.05 and -0.003 are the coefficients of the 
dummy variable and the time trend respectively. The corresponding long fun 
elasticities are 1.05, -0.38, 0.36, 0.1 and -0.006 for income, price, area-constructed, 
political instability, and technological progress respectively. The negative value of the 
time trend coefficient suggests 0.6% annual improvement in the technology. The 
model is robust to various departures from standard regression assumptions in terms 
of residual correlation, hetroscedasticity, misspecification of functional form, non­
normality of residuals and predictive failure tests at the 5% significance level.
In addition to the ARDL (1,0,0,0), where the lag order was chosen by the (SBC) 
criteria ARDL (1,1,1,1) and ARDL (2,2,2,2) were used to examine the sensitivity of 
the results to the length of the lag of the ARDL modeling technique. The ARDL
(1.1.1.1) that involves estimating 10 parameters has yielded estimates of long run 
elasticities of 0.98 for income, -0.34 for price, 0.39 for area-constructed and 
coefficients for the dummy variable of 0.09 and of -0.007 for the UEDT. The ARDL
(2.2.2.2), which involves estimating 14 parameters, gives long run elasticities of 1,00 
for income, -0.39 for price, 0.39 for area-constructed and coefficients for the dummy 
variable of 0.06 and of -0.009 for the UEDT. Although ARDL (1,1,1,1) and ARDL
(2.2.2.2) have yielded almost identical long run elasticities to those in Table 6.8, but 
they both failed the functional form test.
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Table 6.8:
ARDL (1,0,0,0) Selected Based on Schwarz Bayesian Criterion(1972-1997)
Regressor ARDL (1,0,0,0) 
With a trend
(2)
ARDL (1,0,0,0) 
Without a trend
Constant -2.76[0.000] -3.1 [0.000]
LQTN(-l) 0.58[0.000] 0.52[0.000]
LYFN 0.44[0.000] 0.48[0.000]
LP! -0.16[0.003] -0.13[0.006]
LAN 0.15 [0.000] 0.16 [0.000]
D 0.05 [0.021] 0.05 [0.021]
T -0.003[0.210]
Estimated LR Coefficients and Elasticities
Price -0.38 -0.28
Income 1.05 1.00
Area-constructed 0.36 0.33
UEDT -0.006 0
instability
Diagnostic Measures
0.10 0.10
R1 0.996 0.996
R‘Adjusted 0.995 0.995
S.E 2.4% 2.4%
S C f ( l ) 0.31 0.83
FFf(1) 3.41 4.6**
N / ( 2 ) 0.72 0.82
H / ( I ) 0.66 3.47
P F f  (3) 0.76 0.82
Notes: see notes to Table 6.5. *  and * *  Denote statistical significance at the 5%  and 10% level.
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Table 6.9:
Estimated Energy Demand based on the ARDL Approach with higher lag 
orders(1970-1997).________ ______________________________________
Regressors ARDL (2,2,2,2) ARDL (1,1,1,1)
Constant -2.8 [0.000] -2.59 [0.004]
LQTN(-l) 0.48[0.094] 0.5 8 [0.000]
LQTN(-2) 0.07[0.726]
LYFN 0.44[0.002] 0.44 [0.000]
LYFN(-l) -0.03[0.830] -0.03[0.741]
LYFN(-2) 0.04[0.716]
LPi -0.20[0.113] -0.17[0.068]
LP i(-l) 0.07[0.684] 0.02[0.772]
LPi(-2) -0.06[0.666]
LAN 0.12 [0.009] 0.13 [0.001]
LAN(-l) 0.05 [0.317] 0.04 [0.203]
LAN(-2) 0.01 [0.701]
D 0.05[0.021] 0.03[0.108]
T -0.004[0.209] -0.003 [0.189]
Estimated LR elasticities and Coefficients
Price -0.39 -0.34
Income 1.00 0.98
Area-Constructed 0.39 0.39
UEDT -0.009 -0.007
Instability 0.06 0.08
Diagnostic Measures
R1 0.997 0.997
fr  Adjusted 0.995 0.995
S.E 2.74% 2.43%
S C ^ (l) 0.90 0.10
FFX2(1) 16.3* 8.1*
N x2(2) 0.30 0.15
H x2 (1) 0.28 0.15
p f x2(1) 0.81 0.90
Notes: see notes to Table 6.5
Table 6.10 summarizes the estimated long run coefficients and elasticities from the 
preferred equations by the various econometric methods for the aggregate energy 
demand in Jordan. The DOLS has yielded the highest estimates of price and income 
elasticities. The estimates obtained by OLS, ML, FM-OLS and ARDL (1,0,0,0) are 
very close to each other. The estimated long run income elasticity is around unity 
and the estimated long run price elasticity ranges between (-0.28 and -0.44), and
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long run elasticity with respect to per capita area constructed between (0.27 and 
0.36).
Table 6.10:
A summary of the Estimated Long Run Coefficients and Elasticities
Elasticity O LS M L D O L S E M -O L S 4 A R D L  (1,0,0,0)
Price -030 -0.29 -0.44 -028 -0.28
Income 1.06 1.00 1.45 1.08 1.00
Area-constructed 029 0.37 0.27 0.30 0.33
Instability 0.17 na1 0 0.16 0.10
UEDT 0.007 0 0 0.007 0
N o tes :1 N o t available. ^Parzen weights.
The hacking performance of the models is assessed by calculating the Root Mean 
Squares (RMS) values over the estimation period. The RMS values are multiplied by 
100 so that these values can be interpreted as percentages. The RMS values are 12.9 
based on OLS, 5.7 based on ML, 11.4 based on DOLS, 9.4 based on FM-OLS and
3.4 based on ARDL (1,0,0,0). Notice that ARDL (1,0,0,0) has the lowest RMS 
value, suggesting that ARDL (1,0,0,0) outperform OLS, Johansen’s ML, DOL and 
FM-OLS in tracking the historical values of the aggregate energy demand.
6.4 Short Run Dynamics: Error Correction Mechanism
To estimate the short run parameters, consider the following error correction 
representation:
Hi ii2 it 3
Ain QTN, = C + £r,A lne7W M + £ a (AlnHWM + £/?,Alni>l,_,
m i-o m> (67)
»4 v '
+ Tj, A In ANt_, + k D  + S3ECTtA + st
/=o
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where A represents the first difference operator, ECT refers to the error correction 
term derived from the long run cointegrating relationship and the other variables are 
defined as in section 2; su are serially uncorrelated random errors iid[0,a2].
It is possible to estimate the short run model directly with the error correction term 
which includes the 1(1) variables in Column(l) and Column(2) (which includes the 
time trend in the cointegrating vector) from Table 6.2 i.e: and ECT\=LQTN- 
1.16LYFN-0.32LAN+0.42LP1+7.4 and ECT2=LQTN-1.00LYFN-0.29LAN+0.19LP1- 
0.011t+6.62. Notice that the CRDW has indicated cointegration in both cases. The 
rational for this choice is to avoid double counting of the dummy variable i.e: the 
dummy variable is included once in the error correction model, this rational will be 
applied in the subsequent chapters. I started by setting ni=n, i=l,...,3 in 
equation(6.7); employing the general to specific modeling strategy and successively 
exclude the most insignificant parameters, until a parsimonious model containing 
only significant parameters. It is evident from Table 6.11 that all the coefficients of 
the error correction model appear to have the predicted signs and are highly 
significant implying that all the variables influence aggregate demand in the short 
term. The estimated short run impact elasticities are -0.26 for price, 0.57 for income, 
0.15 for area-constructed and the coefficient of the dummy variable 0.06. The short 
run elasticities in the presence of the time trend in the long run cointegrating vector 
are -0.18 for the price, 0.56 for the income, 0.15 for area-constructed and the 
coefficient of the dummy variable, which present instability in the region of 0.06. 
The significance of the error-correction term indicates that real price, per capita 
income, and per capita area constructed (and time trend) as components of the long 
run cointegrating relationship are jointly influence the demand over the long term.
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Moreover the estimated coefficient for the error correction term of -0.50 indicate 
that 50% of any disequilibrium is adjusted each year.
Table 6.11
OLS Estimates of the Error Correction Model (1970 to 1997)
Regressor ALQ1N Regressor ALQJN
(1) (9
ALQTN(-2) 026[0.008] ALQTN(-2) 036[0.000]
ALPT -0.26[0.003] ALPT -0.18[0.036]
ALYFN 0.57[0.000] ALYFN 0.56[0,000]
ALAN 0.15[0.000] ALAN 0.15[0.000]
D 0.06[0.004] D 0.06[0.008]
ECTl(-l) -0.51 [0.000] ECT2(-1) -0.50[0.000]
Diagnostic measures
fr 0.847 fr 0.829
fr  Adjusted. 0.810 fr  Adjusted 0.788
F(5, 21) 23.3 F(5, 21) 20.0
S.E 2.8% S.E 2.9%
s c x2(i) 0.81 s c x2(i) 0.72
FFX2(1) 0.001 FFx2 (1) 1.49
N x2(2) 0.62 NX? (2) 1.68
H x2(D 3.34 H x2(1) 0.87
PFx2(3) 0.11 FF X (3) 125
Notes: A represents the first difference operator. See notes to Table 6.9
Returning to the ARDL (1,0,0,0) model, the coefficient of the error correction term 
can be calculated directly by (0-1) where 0 is the coefficient of the lagged dependent 
variable in the model. The estimated coefficient of the error correction term of -0.42 
is close to the one obtained above, suggesting that the speed of adjustment is robust 
to different estimation techniques. This result is in line with Hunt and Witt (1995) 
findings where they concluded that the speed of adjustment is invariant to the 
different estimation periods and technique in the case of aggregate energy demand 
for the UK.
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In this chapter I have presented different econometric approaches to estimate the 
elasticities of aggregate energy demand including OLS, Johansen’s ML, DOLS, 
FM-OLS, and ARDL. These estimates are based on annual data from 1968 to 1997 
saving three years for the post-sample prediction tests. The log linear form 
specification seems to fit the Jordanian data well. A long run equilibrium 
relationship between per capita aggregate energy consumed, price, per capita GDP 
and per capita area-constructed is found to exist for the period. This is in line with 
one’s priors.
As seen in Table 6.10 which summarizes the estimated long run coefficients and 
elasticities from the various econometric techniques, the estimates are very close to 
each other, the estimated long run income elasticity is around unity ( i.e: 1.04 from 
ML, 1.05 from ARDL, 1.06 from OLS, 1.08 from FM-OLS and 1.45 from the DOLS 
method) and the estimated long run price elasticity ranges between (-0.28 and -  
0.44), and long run elasticity with respect to area-constructed between (0.27 and 
0.36). The level of conflict has a positive effect on the demand for energy, which has 
been always accompanied by an increase in the population of Jordan. The estimates 
for the coefficient of the time trend is mixed. OLS and FM-OLS has yielded a 
positive value of 0.007 implying that the demand for energy would increase by 0.7% 
p.a. even after removing the income, price and area-constructed effects. ARDL 
produces value of -0.006, which is not significantly different from zero. These 
differences in the estimates for coefficient of the time fiend could be avoided in 
future research by adopting the stochastic structural time series models used by Hunt 
et al (2002).
6.5 Sum m ary and Conclusions
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The Johansen’s ML results are sufficiently close to the ones from the ARDL both 
giving unitary long run income elasticity and -0.24 and -0.29 for long run price 
elasticity respectively. As far as is known, there has been no previous work on 
estimating energy demand functions for Jordan and hence no estimates of the income 
and price elasticities. There are, however, a number of studies of energy demand for 
developing countries, the most recent estimates being summarized in Table 3.3 of 
Chapter 3. The studies imply that most of estimated long run income elasticities are a 
round unity and where most estimated long run price elasticities lie between -0.2 
and -0.5. Therefore my estimates are in line with these estimates.
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C H A P T E R  7. S E C T O R A L  E N E R G Y  D EM AN D
7.1 Introduction
In Chapter Six I have illustrated the application of the methodology described in the 
previous chapters to the aggregate energy demand for energy. However, in this 
chapter energy demand at the disaggregated level will be investigated. As a first stage 
in disaggregation, the final consumption of energy is considered by the main sectors 
of the economy namely; industrial sector, residential sector, transportation sector and 
commercial sector, which includes agriculture and public energy use.
Recall from the previous chapter that the estimates of price, income and area- 
constructed elasticities for the aggregate energy demand show similarity when 
different techniques are used. Would the estimates of these elasticities show similarity 
at the disaggregated level? To answer this question I follow the same structure as with 
aggregate data, first discussing the properties of the time series included in the 
demand model, then discussing the results for each sector by using the econometric 
methods used in the previous chapter. All the estimation methods applied to the 
aggregate data are reported with the exception of the Fully Modified Phillips-Hansen1.
Given the discussion in Section 6.1 of the previous chapter regarding the weights of 
price variable. The moving weight is preferred to the fixed weight in order to avoid 
distortions due to the changing shares of fuels in aggregate energy consumption.
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I was able to construct prices of energy for the industrial, residential, and 
transportation sectors, the prices should provide additional information about the 
disaggregated demand equations2. Per capita income (GDP) is not really the relevant 
activity measure for modelling disaggregated energy demand, however I use it 
primarily because of lack of alternative data. The indices of industrial production and 
value added measures, for instance, are more appropriate measures of industrial 
activity, but they are not available, and the data that is available have doubtful quality 
while the per capita GDP series I am using, is not subject to these limitations. The per 
capita area-constructed is included amongst the independent variables because it has 
been found to have great impact on aggregate energy demand in the previous chapter. 
In addition, it was shown in chapter 4 that the per capita area constructed captures 
structural effects, which influence all the sectors of die economy. Therefore my 
general model for all sectors include the per capita area constructed variable. The 
model allows for the UEDT approximated by a time trend in the model. The model 
also allows for changes in the political climate facing Jordan by incorporating a 
dummy variable representing the level of conflict in the region. The long run demand 
model used here is: -
In  Qi, -  b0i + bXj ln  Pi, + b2i ln  YFN, + b3i In  AN, + b4iT + bSiD + uu ( 7 . 1 )
where Qif , is the aggregate per capita energy consumption in sector i , 
industrial((2/A¥), residential(giWVf), transportation(g7W£) and commercial sectors
1 This is not explored in this and subsequent chapters since it gives almost identical results to OLS as 
illustrated in Chapter 6.
2 Due to the lack o f data on the prices o f the commercial sector, which involves agriculture and public 
energy use, the aggregate real energy prices is used as a proxy for the commercial real energy price.
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(QCNf) in year t; Pi is the real price of energy in sector f ; YFN; represents the per
capita real income; AN( is the per capita area constructed in square meters as a proxy 
to urbanisation and resettlement; T represents the UEDT encompassing technical 
progress, consumer tastes and so on; D is a dummy variables for conflict and political 
instability. It is given a value of one in the presence of conflict or political instability 
in the region and zero otherwise (1974, 1985-1987, 1990)); vit is an error term. The 
estimation is based on annual data from 1968 to 1997 saving three years for the post­
sample prediction tests.
This chapter is divided into six sections. Section Two presents integration tests. The 
cointegration results for disaggregated demand are presented in Section Three. Section 
Four presents the short inn dynamics. A comparison of the individual estimates is 
provided in Section Five. Finally, a summary and conclusions are made in Section 
Six.
7.2 Integration (Testing For Unit Roots)
Figures 7.1-7 show time series plots of per capita aggregate energy consumption in 
the industrial sector (Q1N), residential sector (QRN), transportation sector (QFRN), and 
commercial sector (QCN) which include agriculture and public energy use and all 
other uses of energy, real average industrial price (Pin), real average transportation 
price (Ptr), and real average residential price (Pre)\ There is a clear upward trend in 
the per capita sectoral energy consumption and downward trend in the real prices. The
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clear trend-like shapes of these variables for the whole period indicate that they are 
non-stationary.
3 Plots of per capita income, per capita area constructed and the aggregate real energy price are shown 
in Chapter Six.
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To test for the order of integration in the given time series, Dickey-Fuller and 
augmented Dickey-Fuller tests are used. The results are presented in Table 7.1. 
Following the same procedure as in Chapter Six, Schwarz Bayesian Criterion (SBC), 
Hannan-Quinn Criterion (HQC) and Akaike Information Criterion (AIQ  are used for 
selecting the order of augmentation. It is evident from Table 7.1 that none of the 
variables included in the analysis are stationary in levels. The first difference of all the 
variables are stationary suggesting that aggregate per capita industrial energy (LQ1N), 
aggregate per capita residential energy (LQJRN), aggregate per capita transportation 
energy (LQTBN), aggregate per capita energy in the commercial sector and all the real
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prices are I (1). The other variables included in the analysis such as aggregate energy 
real price (LP 1), per capita real income (LYFN) and per capita area constructed (LAN) 
were found integrated of order one or I  (1) in Chapter Six. Tests for higher orders of 
integration were also applied to the variables, confirming that the findings are first 
differenced stationary time series processes.
Table 7.1:
t-tests for Stationarity (1968 -1997)
Series DF Levels ADF Levels DFfinst
difference
ADF first 
difference
LQIN -1.187 -1.081 4.892* -2.878**
LQRN -2375 -2.122 -6.570* -3.885*
LQTRN -1.114 -1365 -3.682* -3.372*
LQCN -0.648 -0.749 4.032* -1.897
LPin -1.813 -1.769 -5340* -3.810*
LPtr -1.430 -1359 -5325* -2.730**
LPre -1.470 -1.640 4.671* -2.960**
5%C.value -3.580 -3.580 -2.980* -2.980
Notes: the Microfit provides the 5% critical values. * and ** indicates significance at 5% and 10% 
levels. The augmentation order is chosen to be 1 for all variables.
7.3 Testing and Estimating The Long run Equilibria (Cointegration  
Vectors)
The Cointegrating regression Durbin-Watson (CRDW), Dickey-Fuller (DF) and 
Augmented Dickey-Fuller (ADF) tests of the residuals examine the possibility of 
cointegration between the variables included in the models of the sectoral energy 
demand. Furthermore, evidence on cointegration will be explored by applying the 
Johansen procedure to test the presence of long-run relationship between the variables 
included in the cointegrating vectors.
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Columns (1-3) in Table 7.2 report the estimates of industrial energy demand in Jordan 
using OLS method. In column (1) the regression includes the price (LPin), per capita 
income (LYFN) as a proxy for output. The per capita area-constructed (LAN) is 
included in die industrial sector demand model because this variable has a significant 
impact on the aggregate demand and it captures other effects not accounted for by the 
output and price. The CRDW, DF and ADF tests do not suggest cointegration. In 
column (2), the time trend T is included in the regression as a proxy to UEDT, now 
the CRDW suggest cointegration but neither DF nor ADF tests confirm this. 
However, the estimated long-run elasticities are 1.12 for output4, -0.18 for the price, 
0.35 for area-constructed and the coefficient of the time trend is -0.003 which is not 
unreasonable. The negative coefficient of the time trend suggesting an improvement 
in the technical efficiency, even after compensating output, price and area-constructed 
effects, the energy consumption in the industrial sector would autonomously fall by 
0.3% each year. In column (3) D is included to the regression, the CRDW suggest 
cointegration, but unfortunately DF and ADF tests do not confirm this. The estimated 
long-run elasticities are 1.29 for output, -0.38 for the price, and 0.36 with respect to 
area-constructed and the coefficients of the dummy variable and the time trend are 
0.21 and -0.014 respectively. The estimates of the output, price and area-constructed 
elasticities show similarity with the estimates in the long run equation reported in 
chapter 6 for the aggregate energy demand.
7.3.1 Industrial sector
4 Strictly speaking, this should be called the GDP elasticity. However, I use the common notation of 
output elasticity as GDP in approximation of output.
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The Johansen ML results for industrial demand are reported in Table 7.4 and Table
7.5. Cointegration LR tests based on both the maximal eigenvalues and the trace of 
the stochastic matrix show the presence of one cointegrating vector at 5% level of 
significance, suggesting that there is a long-run relationship between the variables 
(LQIN, LYFN, LPin, LAN) included in the cointegrating vector5. Notice that the 
deterministic trend was initially included in the cointegrating vector here and in the 
subsequent sectors, but the LR tests do not indicate cointegration in its presence. The 
ML estimates of the cointegrating vector gives a long run output elasticity of 1.93, 
and long-run price elasticity of -0.85 and long run elasticity of demand with respect to 
area-constructed of 0.39. Notice that the output and price elasticities seem to be higher 
than those obtained by OLS. Tests for unit price elasticity and joint unit price and 
output elasticity are performed giving x2(l) = 0.137[0.711] and %2(2)= 9.38[0.009] 
respectively. This suggests accepting the hypothesis of unit price elasticity and 
rejecting the joint unit price and output elasticity hypotheses. This means that 
industrial energy demand is price and output elastic over the sample period.
The results of DOLS method for industrial energy appeal* in Table 7.6. The industrial 
energy demand equation passes all diagnostic statistics comfortably and there is no 
sign of misspecification. The estimated long-run elasticities are 0.88 for output, -0.19 
for the price, and 0.26 with respect to area-constructed. The dummy variable and the 
time trend were dropped from the industrial demand equation because they were 
statistically insignificant. The insignificance of the UEDT could indicate that an 
improvement in the energy efficiency of industrial energy usage is cancelled out by
5 The war dummy variable D is included in theJohansen Procedure here and in the subsequent sectors
Chapter 7 194
changes in the structure of the industrial sector. These estimates of price, output and 
area-constructed elasticities are rather close to the estimates obtained by OLS.
Tables 7.7 gives the ARDL estimates and diagnostic tests for the aggregate demand of 
energy in the industrial sector. The Schwarz Bayesian Criterion selects the ARDL 
(1,0,0,0). The estimated long run elasticities are 0.83 for output, -0.07 for the price, 
0.32 for area-constructed. Notice that the price elasticity is not significantly different 
from zero. The coefficients of the dummy variable and the time trend were both found 
insignificant and therefore dropped from the regression. The estimates by this method 
are close to the estimates obtained by the DOLS and OLS methods. The short run 
elasticities are 0.34 for output, -0.03 for the price and 0.16 with respect to area- 
constructed. All short run elasticities are correctly signed and have lower values than 
their counterpart long run elasticities. Moreover, the adjustment coefficient is -0.41, 
which is slightly higher than the one obtained by OLS method in Section 4.
As far as is known, there have been no previous studies on the industrial energy 
demand in Jordan. There are however a number of studies of industrial demand for 
some developing countries, the most recent being summarized in Table 3.6. For 
example, in her survey of industrial energy demand elasticities in developing 
countries, Dahl (1994b) finds that the estimated long run price elasticities lies between 
-0.35 and -0.45 and output elasticity fall between 0.89 and 1.06. In Erdogan and Dahl 
(1997) study of demand for energy in Turkey the estimates of long run price elasticity 
ranges between -0.02 and -0.21 and the estimates of output elasticity ranges between
as a predetermined variable. 
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0.45and 0.69 for the industrial sector6. In Pesaran et al (1998) study of demand for 
energy in 10 Asian developing countries the average estimates of elasticities for the 
industrial sector are 1.12 for output and -0.43 for price. My estimates of the long run 
elasticities for the industrial sector are in line with these studies.
7.3.2 Residential sector
Columns (4-6) in Table 7.2 report the estimates of residential energy demand in 
Jordan using the OLS method. In column (1), the regression includes LPre, LYFN and 
LAN which are all 1(1) variables. The CRDW test suggests there is a long relationship 
between the variables but unfortunately this is not confirmed by the DF and ADF 
tests. The estimated long-run elasticities are 0.27 for GDP, -0.14 for the price and 
0.23 for area-constructed. The estimated long run income elasticity is lower than the 
aggregate and industrial sectors. In column (5), the time fiend T is included in the 
regression, the CRDW suggests cointegration, but unfortunately this is not confirmed 
by the DF and ADF tests. However, the estimated long-run elasticities are 0.28 for 
GDP, -0.15 for the price, and 0.23 with respect to the area-constructed. The 
coefficient of the time fiend is -0.0005, suggesting, even after compensating income, 
price and area-constructed effects, the energy consumption in the residential sector 
would autonomously fall by 0.05% each year. Notice that the estimated long run 
elasticities do not change by the inclusion of the time fiend in the regression. In 
column (6), D is included in the regression, only the CRDW test suggests 
cointegration. However, the estimated long-run elasticities are 0.32 for GDP, -0.20
6 Erdogan and Dahl (1997) applied three different models to estimate the energy demand for Turkey, a 
static model, a dynamic model (lagged endogenous model), and the Almon polynomial distributed lag 
model.
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for the price, and 0.23 with respect to area-constructed. The coefficients of the dummy 
variable and the time fiend are 0.036 and -0.001 respectively. It is worth noting that 
the estimated long run inbome elasticity of 0.32 is somewhat smaller than those 
estimated for the aggregate energy in the previous chapter and for the other sectors in 
this chapter. This is in line with Hunt et al (2003) findings, where the estimated long 
run income elasticity in the residential sector is smaller than those estimated for the 
whole economy, manufacturing and transportation sectors in the case of the UK. The 
time fiend coefficient of -0.10% is identical to the residential sector in Japan and 
lower than the UK obtained by Ninomiya (2002).
Table 7.4 and 7.5 present the Johansen maximum likelihood procedure results for the 
residential sector. As in the industrial sector, the Johansen maximum likelihood 
procedure suggests that there is long run relationship between the variables (LQRN, 
LYFN, LPre, LAN) included in the cointegrating vector. The estimates of the long run 
elasticities are 0.51 for income, -0.29 for the price and 0.19 with respect to the area- 
constructed. The elasticities are all correctly signed and their values are similar to 
those obtained by OLS. Tests for zero income elasticity and joint zero income and 
price elasticities are performed giving %2(1) = 2.78[0.096] and %2(2)= 1.3[0.257] 
respectively. This suggests accepting both hypotheses of zero income elasticity and 
zero price elasticity hypotheses suggesting that the residential sector is not modelled 
adequately by this specification.
The results of DOLS procedure for the residential energy demand appeal* in Table 7.6. 
The estimated long-run elasticities are 0.29 for income, -0.14 for price, and 0.20 with
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respect to the area-constructed. The dummy variable and the time trend were both 
chopped from the demand equation because they were found statistically insignificant. 
Apart from the estimated price elasticity all the estimates are statistically significant 
and have the predicted sign. The insignificance of the UEDT could indicate that an 
improvement in the energy efficiency of residential energy usage is cancelled out by 
changes in consumer’s taste. The diagnostic statistics indicate that the industrial 
demand equation pass serial correlation, functional form, normality, and 
hetroscedasticity tests and fail predictive failure tests at 5% significance level. Notice 
that the DOLS estimates of elasticities are almost identical to the OLS and Johansen’s 
ML results.
Tables 7.7 also present the ARDL estimates and diagnostic tests for the aggregate 
demand of energy in the residential sector. The Schwarz Bayesian Criterion also 
selects the ARDL (1,0,0,0). The residential demand equation passes all diagnostic 
tests including residual correlation, hetroscedasticity, mispecification of functional 
form, non-normality of residuals, and predictive failure tests at 5% significance level. 
However, the estimated long run elasticities are 0.05 and insignificant for income, - 
0.08 also is insignificant for the price, 0.28 for area-constructed. The coefficients of 
the dummy variable and the time trend were found insignificant and dropped from the 
regression. The short run elasticities are 0.03 for income, -0.05 for the price and 0.17 
with respect to area-constructed. The adjustment coefficient is -0.60 suggesting that 
60% of any disequilibrium is adjusted each year.
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In summarising, the estimates for the residential sector using the different techniques 
seem to agree that the residential sector does not respond to both income and price. 
The insignificance of price and income suggest that the residential sector is not 
modelled adequately by these specifications. A possible reason is that large 
percentage of the growth of energy consumption in the residential sector is for 
commercial and industrial purposes.
7.3.3 Transportation sector
Columns (1-3) in Table 7.3 report the estimates of transportation energy demand in 
Jordan using OLS method. In column (1), the regression includes the price (LPtx), per 
capita income (LYFN) and per capita area constructed as proxy for urbanisation (LAN) 
which are all 1(1) variables. The CRDW, DF and ADF tests do not suggest 
cointegration. In column (2), the time trend T is included in the regression, now only 
the CRDW suggest cointegration. The estimated long-run elasticities are 1.30 for 
income, -0.34 for the price, and 0.24 for area-constructed. The coefficient of the time 
fiend of -0.013 suggesting, even after compensating income, price and area- 
constructed effects, the energy consumption in the transportation sector would 
autonomously fall by 1.3% each year. In column (3) D is included to the regression, 
now the CRDW suggest cointegration and this is confirmed by DF test at the 10% 
significance level. However, the estimated long-run elasticities are 1.64 for GDP, -  
0.81 for the own price, and 0.38 for area-constructed. The coefficients of the dummy 
variable and the time fiend are 0.21 and -0.016 respectively. The estimated long run 
price and income elasticities are greater than those obtained for the aggregate energy 
and for all other sectors of the economy.
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Table 7.4 and 7.5 give the Johansen maximum likelihood procedure results for the 
transportation sector. The Johansen maximum likelihood procedure suggests that 
there is cointegration between the variables (LQTRN, LYFN, LPtr, LAN). The 
estimates of the long run elasticities are 2.30 for income, -1.30 for the price and 0.32 
with respect to the area-constructed. The elasticities are all correctly signed and have 
expected magnitude. Tests for unit price elasticity and joint unit price and zero area- 
constructed elasticity are performed giving %2(1) = 1.11 [0.291] and x2(2)= 4.11 [0.128] 
respectively. This suggests accepting both hypotheses, of unit price elasticity and joint 
unit price and zero area-constructed elasticity hypotheses. Notice that these estimates 
of price and income elasticities are rather higher than those obtained by the OLS 
method.
The estimates and diagnostic tests from the DOLS procedure for the transportation 
energy demand appeal* in Table 7.6. The transportation energy demand equation 
passes all diagnostic statistics comfortably including serial correlation, normality, 
hetroscedasticity, and predictive failure tests but fail functional form test at 5% 
significance level. The estimated long-run elasticities are 2.51 for income, -0.97 for 
price, 0.23 with respect to area-constructed and -0.02 for the time trend. The dummy 
variable was dropped from the demand equation because it is found statistically 
insignificant. All the estimates are statistically significant and have the predicted sign 
and are very close to the estimates by the Johansen ML.
Tables 7.7 gives the ARDL estimates and diagnostic tests for the aggregate demand of 
energy in the transportation sector. The Schwarz Bayesian Criterion also selects the
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ARDL (1,0,0,0). The transportation demand equation passes all diagnostic tests 
including residual correlation, functional form, hetroscedasticity, non-normality of 
residuals, and predictive failure tests at 5% significance level. However, the estimated 
long run elasticities are 1.95 for income, -1.48 for the price, 0.32 for area-constructed 
and -0.05 for the coefficients of the time trend. The coefficient of the dummy variable 
was found insignificant and it was dropped from the regression. The short run 
elasticities are 0.37 for income, -0.35 for the price and 0.11 with respect to area- 
constructed. The adjustment coefficient is -0.19 suggesting that 19 % of any 
disequilibrium is adjusted each year.
The transportation sector seems to be more income and price elastic than the 
aggregate and the other sectors of the economy. My estimates are also higher than 
most of the estimates summarized in Table 3.7 for a number of developing countries.
7.3.4 Commercial Sector
It should be noted that this sector also includes agriculture and other sectors such as 
water pumping, street lighting and public energy uses. Columns (4-6) in Table 7.3 
report the estimates of this sector using OLS method. In column (4), the regression 
includes price (LP1), per capita income (LYFN) and per capita area constructed as 
proxy for urbanisation (LAN) which are 1(1) variables. The CRDW, DF and ADF tests 
do not suggest cointegration. In column (2) the time trend T is included in the 
regression, now the CRDW, only suggest cointegration. The estimated long-run 
elasticities are 0.73 for GDP, 0.81 for the price, 0.24 for area-constructed and 0.072 
for the coefficient of the time trend. The price elasticity being positive indicates that
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demand for energy in this sector is not modelled adequately and the price is likely 
capturing other effects. In column (3) D is included to the regression, now the CRDW 
suggest cointegration, but DF and ADF tests do not confirm this. However, the 
estimated long-run elasticities are 0.81 for GDP, 0.67 for the price, and 0.37 for area- 
constructed. The coefficients of the dummy variable and the time trend are 0.22 and 
0.07 respectively. In addition to the positive price elasticity, the size of the coefficient 
of the time trend is rather high compared with the findings for aggregate energy and 
the other sectors of the economy. Therefore the estimates for this sector should be 
treated with caution.
Table 7.4 and 7.5 present the results from the Johansen maximum likelihood 
procedure for the commercial sector. These results suggest that there is long run 
relationship between the variables (LQCN, LYFN, LPt, LAN) included in the 
cointegrating vector. The estimates of the long run elasticities are 0.93 for income 
0.73 for the price and 0.19 with respect to area-constructed. Joint tests for zero price 
and unit income elasticity and unit income and unit price elasticity is performed 
giving %2(2) = 13.67[0.001] and %2(2)= 3.49[0.175] respectively. This suggests 
rejecting the first hypotheses of zero price and unit elasticity and accepting the second 
hypothesis of unit price and unit income elasticity.
The results of DOLS procedure for the commercial energy demand appear in Table
7.6. The commercial energy demand equation passes all diagnostic statistics 
comfortably including serial correlation, normality, hetroscedasticity, but fail 
functional form at 10% level and predictive failure tests at 5% significance level. So
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estimates should be heated with caution. The estimated long mn elasticities are 0.72 
for income, 0.86 for price, 0.51 with respect to area-constructed. The coefficients of 
the time trend and the dummy variable are 0.07 and 0.19 respectively. Notice that 
these estimates are very close to those obtained by both the OLS and Johansen’s ML 
analysis.
Tables 7.7 gives the ARDL estimates and diagnostic tests for the aggregate demand of 
energy in the commercial sector. The Schwarz Bayesian Criterion also selects the 
ARDL (1,0,0,0). The commercial demand equation passes most diagnostic tests 
including residual correlation, hetroscedasticity, non-normality of residuals, but fails 
functional form test and predictive failure tests at 5% significance level. However, the 
estimated long run elasticities are 0.93 for income, 0.49 for the price, 0.34 for area- 
constructed, 0.06, and 0.17 for the coefficients of the time fiend and the dummy 
variable. The short mn elasticities are 0.64 for income, 0.34 for the price and 024 with 
respect to the area-constructed. The coefficients of the time fiend and the dummy 
variable are 0.12 and 0.04 respectively. Moreover, the adjustment coefficient is -0.69 
suggesting that 69 % of any disequilibrium is adjusted each year.
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Table 7.2:
OLS Estimation of Industrial and Residential Energy Demand (1970-1997)
Explanatmy Impendent variable
variables LQINt
(Industrial)
LQRNt
(Residential)
(1) (2) (3) (4) (5) ©
C -8.18 -826 -8.52 -3.11 -3.12 -3.17
DP it -0.13 -0.18 -0.38 -0.14 -0.15 -020
LYFNt 1.07 1.12 129 027 028 0.32
IANt 0.34 035 0.36 023 023 023
D 021 0.036
T -0.003 -0.014 -0.0005 -0.001
Diagnostics Measures
R2 0.887 0.888 0.926 0.881 0.882 0.886
R2 Adjusted 0.873 0.868 0.910 0.866 0.861 0.861
CRDW 0.85 1.19* 1.52* 1.45* 1.47* 1.47*
DF -2.74 -2.81 421 -3.55 -3.59 -3.56
ADF(1) -2.59 -2.64 -2.55 -2.64 -2.68 -2.79
95%C.Value 4.55 -5.02 -5.41 4.55 -5.02 -5.41
Notes: M icro fit gives the 95%  critical values. *  and * *  indicates significance at 5%  and 10% levels
Table 7.3:
OLS Estimation of Transportation and Commercial Energy Demand (1970-1997)
Explanatoiy Dependent vaiiable
variables LQTRNt
(Transportation)
LQCNt
(Commercial)
(1) (2) (3) (4) (5) (6)
C -7.79 -7.55 -7.37 -12.61 -7.07 -7.53
DP it -0.34 -0.60 -0.81 -0.76 0.81 0.67
LYFNt 1.30 1.51 1.64 1.80 0.73 0.81
LANt 024 0.36 0.38 0.57 037 037
D 021 022
T -0.013 -0.016 0.072 0.07
Diagnostics Measures
R2 0.836 0.862 0.910 0.865 0.970 0.983
R2 Adjusted 0.815 0.838 0.890 0.849 0.964 0.979
CRDW 0.72 120* 1.92* 0.62 136* 1.62*
DF -2.59 -3.49 -5.05** -2.12 -3.4 -3.94
ADF(1) -2.64 -3.53 -3.03 -239 -327 -2.47
95%C.Value 4.55 -5.02 -5.41 4.55 -5.02 -5.41
Notes: see Table 7.2a.
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Table 7.4: Johansen teste for cointegration
Sector/Hypothesis 
Ho Ha
Lmax
Statistic 95%C.V(90%C.V)
Ltrace
Statistic 95%CV(90%C.V)
LQIN (Industrial sectors) 
r=0 r= l 31.53* 27.42 6034* 48.88
K=1 r=2 19.99 21.12 28.81 31.54
i<=2 r=3 8.37 14.88 8.82 17.86
LQRN(Resk ieutial sector) 
r=0 r= l 25.01** 27.42(24.99) 44.91 48.88(45.7)
i<=l r=2 12.77 21.12 19.91 31.54
i<=2 r=3 6.3 14.88 7.14 17.86
LQIRN(Traiisjx)itotioii sector) 
r=0 r= l 31.41* 31.00(2832) 5028 58.93(55.00)
i<=l r=2 12.11 24.35 18.87 3933
i<=2 r=3 4.12 18.33 6.76 23.83
LQCN( Commercial Sector) 
r=0 r=l 36.12* 31 55.51** 58.93(55.01)
i<= 1 r=2 11.35 2435 1939 3628
i<=2 r=3 734 1833 8.05 2123
Notes: r is the number of cointegrating vectors. * and ** Denote statistical significance at the 5% level 
and 10% level.
Table 75:
Johansen estimates of the cointegrating vectois(1970-1997)
Regressors Exactly identified estimates Over identified estimates Over identified estimates
LQIN (Industrial Sector)
LPit -0.85(0.384) -1.00 -1.00
LYFNf 1.93(0.538) 2.11(0.275) 1.00
LANt 0.39(0.126) 039(0.133) 0.86(020)
LQRN(Residential Sector)
%3(1)= 0.137[0,711] Z 2 ( 2 ) =  9.38[0.009]
LPit -0.29(0.166) 0.000 0.000
LYFNf 0.51(0.240) 0.16(0.140) 0.00
LANt 0.19(0.060) 021(0.061) 024(0.061)
LQTRN ( Transportation Sector)
Z2(l)= 2.78[0.095] X2(2)= 1.3 [0.257]
LPit -1.30(0.30) -1.00 -1.00
LYFNt 2.30(0287) 2.10(0.195) 232(0214)
LANt 0.32(0.097) 0.31(0.097) 0.000
LQCN (Commercial Sector)
Z2(l)= 1.11 [291] Z 2 ( 2 ) = 4 M [ 0 . 1 2 8 ]
LPit 0.73(0203) 0.000 1.00
LYFNf 0.93(0220) 1 .0 0 1.00
LANt 0.38(0.086) 0.51(0.14) 0.36(0.091)
Z 2 ( 2 ) = l 3 . 6 7 [ 0 . 0 0 l ] Z 2 ( 2 ) ~  3.49[0.175]
Notes'. Standard Errors are given in parentheses and probabilities in brackets 
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Table 7.6
Stock-Watson Dynamic OLS estimates of Sectoral Energy Demand(1970-I997)
Explanatory
variables^ LQINt
(Industrial)
Dependent variable
LQRNt LQTRNt 
(Residential) (Transportation)
LQCNt
(Commerrial)
C -7.44[0.000] -328[0.000] -12.0[0.000] -6.93[0.000]
LPjt -0.19[0.000] -0.14[0.143] -0.97[0.000] 0.86[0.000]
LYFNt 0.88[0.000] 0.29[0.036] 2.51[0.000] 0.72[0.000]
LANt 026[0.000] 020[0.000] 0.23 [0.000] 0.51[0.000]
DLPit -0.55[0.058]
DLPg+1) -039[0.048]
DLPg+2)
DLPg-1)
DLPg-2)
DLYFNt -099[0.000]
DLYFNt(+l) 0.30 [0.032] 1.02[0.000]
DLYFNt(+2) 0.46[0.009]
DLYFNt(-l) -0.48[0.006]
DLYFNt(-2)
DLANf -0.48[.000] -0.11[0.036]
DLANt(+l) -0.10[0.086] 0.13[0.044] 029[0.006]
DLANt(+2)
DL4Nt(-l)
DLANt(-2)
D 0.19[.001]
T -0.02[0.000] 0.07[.000]
Estimated Long Run Elasticities and Coefficients
Income 0.88 029 2.51 0.72
Own Price -0.19 -0.14 -097 0.86
Area-constructed 0.26 020 023 0.51
UEDT 0 0 -0.02 0.07
Instability 0 0 0 0.19
Diagnostic Measures
0.916 0915 0980 0988
R? Adjusted 0.896 0.889 0967 0.983
SE 7.4% 5.6% 52% 8.4%
SCx2 (1) 2.82 0.008 0.026 0.09
FFX2 (1) 0.003 0.008 5.06** 5.03**
N X2 (2) 0.40 0.62 0.74 1.18
Hx2 0) 2.56 1.09 1.71 3.34
PFx2 (3) 4.39 11.53* 0.040 22.7*
Notes: The variables that resulted insignificant coefficients were dropped from the regression. 
Probabilities are between brackets. SC, FF, N, H, PF are Lagrange multiplier statistics for tests of 
residual serial correlation, functional form, normality, hetroscedasticity and predictive failure tests 
respectively. * and ** indicates significance at 5% and 10% levels.
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Table 7.7:
Autoregressive Distributed Lag Estimates of Sectoral Energy Demand Based on 
ARDL(1,0,0,0). _________________________ _____
Explanatoiy Dependentvariable
variables LQINt LQRNt LQIRNt LQCNt
(Industrial) (Residential) (Transportation) (Other sectors)
Dep.Vanable(-l) 0.59 [0.000] 0.40 [0.017] 0.81 [0.000] 031 [0.070]
C -3.03 [0.019] -1.16 [0227] -0.69 [0.466] -5.18[0.001]
LPft -0.03 [0.621] -0.05 [0.607] -0.35[0.012] 0.34[0.053]
LYFNt 0.34 [0.073] 0.03[0.868] 0.37 [0.044] 0.64[0.003]
LANt 0.13 [0.026] 0.17 [0.001] 0.11 [0.031] 024[0.006]
D 0.12[0.075]
T -0.01[0.001] 0.04[0.010]
Estimated Long Run Elasticities and Coefficients
Price -0.07 -0.08 -1.48 0.49
Income 0.83 0.05 1.95 0.93
Area-constructed 032 028 0.58 034
Instability 0 0 0.17
UEDT 0 0 -0.05 0.06
Diagnostic measures
R2 0.956 0908 0.973 0.986
R2 Adjusted 0.948 0.892 0.967 0.982
SE 8.0% 6.0% 6.4% 9.4%
SC x2 (l) 0.07 1.06 0.12 0.41
FFX2(1) 0.98 0.09 10.7 3.90**
N X2 (2) 0.88 0.46 3.80 0.83
H x 2 (1) 0.32 1.06 0.01 1.53
PFx2 (3) 0.72 1.91 1.31 4.45**
Notes: see notes to Table 7.6.
7.4 Short Run Dynamics: Error Correction Mechanism
In estimating the error correction model for the industrial sectoral demand including 
the industrial, residential, transportation, and commercial sector, dynamic equations 
for the differences of the I (1) variables along D and the EC term is given in Table 7.8. 
Notice that EC term is the residuals from OLS regressions reported in column (2), and 
(5) of Table 7.2 for the industrial and residential sectors and column (2), and (5) of 
Table 7.3 for the transportation and commercial sectors. I experimented with various
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lag lengths, employing the general to specific modelling strategy to obtain the 
preferred model. The equations reported iii Table 7.8 for all the sectors perform well 
by passing all standard diagnostic test including serial correlation, functional form, 
normality, hetroscedasticity and predictive failure tests at 5% significance level with 
the exception of transportation sector, which fails the serial correlation.
For the industrial sector, only the output elasticity is significant in the short run with a 
value of 0.83. Moreover, the estimated coefficient for the error correction term of -  
0.30 is highly significant, suggesting that 30 % of any disequilibrium is adjusted each 
year.
For the residential sector, the estimated short run elasticities are 0.23 for the price and 
0.36 for the income. Moreover, the estimated coefficient for the error term o f-0.97 is 
highly significant, suggesting that 97 % of any disequilibrium is adjusted each year.
For the transportation sector, the estimated short run elasticities are 0.27 for GDP, and 
-0.20 for. the price. Moreover, the estimated coefficient for the error term of -0.26 is 
highly significant, suggesting that 26 % of any disequilibrium is adjusted each year.
For the commercial sector, only area-constructed is significant in the short run with a 
value of 0.16. The estimated coefficient for the error term of -0.46 is highly 
significant, suggesting that 46 % of any disequilibrium is adjusted each year.
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Table 7.8:
OLS Estimates of the Error Correction Models of Sectoral Demand (1970-1997)
Explanatory Dependent variable
variables DLQlNt DLQRNt DLQIRNt DLQCNt
(Industrial) (Residential) (Transportation) (Commercial)
C
Dep.fl) 028[0.052] 0.59[0.045] 0.40[0.003]
Dep.(-2) 0.40[0.000]
Dep.(-3) 0.73[0.000]
DLPit 0.23[0.030] -020[0.083]
DLPji(-l)
DLPg-2) .
DLPitf-3) -0.72[0.005]
DLYFNt 0.83[0.000] 0.36[0.047] 027 [0.040]
DLYFNt(-l)
DLYFNt(-2)
DLYFNt(-3) -0.44[0.001] 0.53[0.013]
DLANt 0.16[0.067]
DLANt(-l) -0.10[0.030]
DLANt(-2)
DLANt(-3)
D
ECT(-1) -030[0.042] -0.97[0.001] -026[0.004] -0.46[0.011]
Diagnostic Measures
R2 0.481 0341 0.807 0.622
R? Adjusted 0.436 0284 0.746 0.550
SE 82% 7.1% 4.4% 8.9%
SCx2 (1) 2.71 0.14 5.79** 0.13
FFx2 (1) 0.48 2.26 0.86 3.72
N X2(2) 0.25 2.54 1.35 0.87
HX2 (1) 0.21 0.17 1.47 0.0004
PFx2 (3) 0.23 3.24 0.32 2.42
Notes: see notes to Table 7.6.
7.5 Comparison of the Individual Estimates
It is interesting to compare the estimates of the long run elasticities by the different 
techniques for the sectoral demand. A summary of the estimated long run coefficients 
and elasticities for the sectoral demand appear in Table 7.9 and plots of the estimated 
price, income and area-constructed elasticities are given in Figures7.8-10. In general, 
Johansen’s ML method has yielded higher estimates than the OLS, ARDL (1,0,0,0)
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and DOLS analysis. It is evident from Figures7.8-9 that the dispersion is greater in the 
industrial and transportation sector than in the residential and commercial sector. 
However, there is a considerable heterogeneity in the elasticity estimates at the 
sectoral level. The estimated long nm income elasticity for the industrial and 
commercial sector show similarity to the aggregate estimate, around unity, while this 
estimate for the residential sector is around 0.30 by OLS method and zero by tbe other 
methods, and for the transport sector is around 2. The estimated long run price 
elasticity ranges between -0.07 and -0.85 for the industrial sector, -0.08 and -0.29 for 
residential sector, -0.81 and -1.48 for transportation sector, while this estimate for the 
commercial sector ranges between 0.45 and 0.86. Notice that the commercial sector 
has yielded positive price elasticities based on all techniques. It is possible that this 
sector is not adequately modelled by this specification. The estimated long run 
elasticity with respect to area-constructed for all sectors is similar to the aggregate 
estimate, around 0.35. The estimated coefficient of the dummy variable presenting the 
political and economic instability in the region was around 0.20 for all sectors with 
exception of the residential sector, this estimate was given only by the OLS. The 
estimated coefficient of the time trend is, around -0,015 in all sectors with the 
exception of commercial sector, this estimate is 0.07.
In comparison with the aggregate energy in the previous chapter, the disaggregated 
data has yielded less statistically significant results than at the aggregate level. This is 
because in most cases there is more noise in the disaggregate data. This is because the 
available detailed data is probably less reliable than the aggregate data, which may be 
reasonably well estimated from the supply sources.
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The tracking performance of Hie models over the estimation period is investigated by 
calculating the Root Mean Squares (RMS) values. I have multiplied the RMS by 100, 
so these values can be interpreted as percentages. The RMS values are 9.7, 6.3, 9.3 
and 9.6 based on OLS, 10.9, 7.00, 6.7 and 11.4 based on ML, 10.4, 7.6, 6.8 and 9.5 
based on DOLS, 12.4 based on FM-OLS and 8.6, 5.5, 5.8 and 8.3 based on ARDL 
(1,0,0,0) for industrial, residential, transportation and commercial sector respectively. 
Notice that these RMS values for the sectors are higher than the values for aggregate 
energy in Chapter 6.
Table 7.9: A summary of the Estimated Long Run Coefficients and Elasticities
Long run Elasticity Method Industrial Residential Transportation Commercial
P rice O LS -0.38 -0.20 -0.81 0.67
M L -1.00 0.00 -1.00 1.00
A R D L 0.00 0.00 -1.48 0.49
D O LS -0.19 0.00 -0.97 0.86
Incom e O LS 129 032 1.64 0.81
M L 2.11 0.00 2.32 1.00
A R D L 0.83 0.00 1.95 0.93
D O LS 0.88 0.29 2.51 0.72
Area-constructed O LS 0.36 023 0.38 0.37
M L 0.39 0.24 0.00 0.36
A R D L 0.32 028 0.58 0.34
D O LS 0.26 0.20 0.23 0.51
Instability O LS 0.21 0.036 021 022
M L na na na na
A R D L 0 0 0 0.17
D O LS 0 0 0 0.19
U E D T O LS -0.014 -0.001 -0.016 0.07
M L 0 0 0 0
A R D L 0 0 -0.05 0.06
D O LS 0 0 -0.02 0.07
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In this chapter, I have estimated the demand for energy in the main sectors of the 
Jordanian economy; industrial, residential, transportation and commercial sector 
which includes public energy use and agriculture, by using OLS, Johansen ML, 
DOLS, and ARDL approach. These estimates are based on annual data from 1968 to 
1997 saving three years for the post-sample prediction tests. Apart from the residential 
sector, there is econometric evidence that long nm cointegrating relationships exist 
between the per capita sectoral energy consumed and real prices, per capita GDP and 
per capita area-constructed for most sectors analysed. This is in accord with one’s 
priors.
In general, the disaggregated data has yielded less statistically significant results than 
at tbe aggregate level. This is because in most cases there is more noise in the 
disaggregate data. This is because the available detailed data is probably less reliable 
than the aggregate data, which may be reasonably well estimated from the supply 
sources. However, for the industrial sector, apart from Johansen’s ML method, which 
seems to produce the highest elasticity estimates, the estimates from OLS, DOLS and 
ARDL are relatively close to each other.
The industrial sector estimates are rather similar to the aggregate demand results 
where the long run output elasticity is around unity implying that economic growth is 
likely to be accompanied by proportional increases in energy demand. The estimated 
long run price elasticity ranges between -0.07 by ARDL method to -0.85 by ML. The 
estimated elasticity with respect to area-constructed is a round 0.35. The estimated
7.6 Summary and Conclusions
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energy demand functions for the residential sector are poorly specified and differ 
significantly from the aggregate and other sectors.
The estimates for transportation sector is rather high compared to aggregate demand, 
the long run income elasticity is significantly greater than unity (LM and DOLS 
estimates are significantly greater than 2), implying that economic growth is likely to 
be accompanied by substantial increases in energy demand and hence environmental 
degradation. The estimated price elasticity being one implying that the transportation 
demand is elastic, suggesting that taxation may be an appropriate instrument for 
attaining government goals for energy conservation or environmental improvement. 
The long rims income elasticity for the commercial sector is similar to aggregate and 
industrial demand but the price elasticity is significantly positive, that is not surprising 
since most of the consumption in this sector is by the government or public uses. The 
elasticity with respect to area constructed is rather similar' to the aggregate demand in 
all sectors a round 0.35, evaluating the impact of area constructed on energy 
consumption helps provide guidance for the future need for energy.
The impact of political conflicts on the demand for energy in all sectors is positive 
because most conflicts in the Middle East were accompanied by migration to Jordan. 
The estimated coefficients of the time trend (UEDT) for the industrial, residential, and 
transportation sector is around -0.015 suggesting, even after compensating income, 
price and area-constructed effects, the energy consumption in these sectors would 
autonomously fall by 1.5% each year, this estimate for the commercial sector was 
0.07, suggesting that the demand for energy would increase by 7% per year in this
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sector even after removing price, income and urbanization. In general, my estimates 
for price and income elasticities are in accord with those estimates summarized in 
Chapter 3 for the developing countries.
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C H A P T E R  8. D E M A N D  F O R  E L E C T R IC IT Y
8.1 Introduction
As a first stage in disaggregation, the final consumption of energy by the main sectors of 
the economy (industrial, residential, transportation, and commercial sector) has been 
examined in chapter Seven. As a second stage of disaggregation, the final consumption of 
energy is disaggregated into electricity and petroleum, which are the main fuel types of 
energy in Jordan. Furthermore, the aggregate electricity demand is disaggregated into 
industrial, residential, commercial and the water pumping sector. The water-pumping 
sector includes street lighting, hospitals, charities, and broadcasting consumption of 
electricity and was not further disaggregated. As explained in Appendix A, I was able to 
construct prices of electricity for the different sectors. These prices provide additional 
information about the disaggregated demand equations. Given the discussion made in 
Chapter 6 where the moving weights are preferred to fixed weights, I use moving weights 
for all the sectors, i.e. the annual change in the share of each sector in total electricity 
consumption as well as the sector’s price are taken into consideration throughout the 
investigation period.
The log linear specification is utilised to represent the demand for electricity at the 
aggregated level as well as the demand disaggregated to industrial, residential, 
commercial and the water pumping sector.
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Real electricity sectoral prices, per capita income (GDP) and area constructed are 
included amongst the independent variables. It was highlighted in the previous chapter 
that the per capita income (GDP) is not the relevant activity measure for modelling 
disaggregated electricity demand. It is used primarily because of date limitation1. 
Moreover, the per capita GDP has yielded reasonable estimates of elasticities in the case 
of disaggregated demand in the previous chapter. The per capita area-constructed variable 
is included in the demand equations of electricity because it has been found to have a 
substantial impact on both the aggregate and sectoral demand of energy. The model 
allows for changes in the political climate facing Jordan by incorporating dummy 
variables representing the level of conflict in the region. The model also accounts for the 
UEDT by including a time fiend in the model. The demand for electricity is represented 
by the following equation:
ln QEit = eQt + eu Ini? + e2t ln YFN, + e3i ln AN, + e4iD + eSiT  + su (8-1)
where QE, represents the per capita electricity consumption in sector i , indusfiial(<2Z/V), 
residential(£JRiV), fiansportation(gTW) and commercial sectors (QON) in year t; Pi, 
represents real price of electricity in sector i at time t.
1 The indices o f  industrial production and value added measures for example are more appropriate
measures o f  industrial activity. But they are not available, and the available measures have doubtful quality
w hile the per capita GDP series I am using, is not subject to these limitations.
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YFN represents the per capita real income (GDP/ population); AN  represents the per 
capita total area constructed in square meters/ person; D, is a dummy variable for the 
level of conflict and political instability; T, is the UEDT encompassing technological 
changes, consumer tastes, structural changes and so on; e ’s are the parameters to be 
estimated; and s u the error terms.
This chapter is made into six sections. Section Two discusses the properties of the time 
series included in the analysis and the integration tests. The cointegration results for 
aggregate and sectoral electricity demand are presented in Section Three. The short run 
dynamics is investigated in Section Four. The comparison of individual estimates is 
provided in Section Five. Finally, a summaiy and conclusions are made in Section Six.
8.2 Integration (Testing For Unit Roots)
Figures 8.1-10 show the time series plots of the following: per capita aggregate 
electricity consumption (QEN); per capita aggregate residential electricity consumption 
(QERN); per capita aggregate industrial electricity consumption (QEIN); per capita 
aggregate commercial electricity consumption (QECN); per capita aggregate water 
pumping electricity consumption (QEON); real average electricity price (PE); real 
average residential electricity price (PR); real average industrial electricity price (PI); 
average real commercial electricity price (PC); and average real electricity price in the 
water pumping sector (PA). There is a clear upward trend in the per capita electricity 
consumption (QEN, QERN, QEIN, QECN and QEON). Per capita income and per capita
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area constructed have already been discussed in Chapter Six. Moreover, we are observing 
a downward trend in the average real electricity prices (PE, PR, PI, PC and PA). The 
clear trend-like shapes of these variables for the whole period indicate that they are non- 
stationary.
Figure 8.1: Per Capita Aggregate Electricity Consumption (QEN)
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Figure 8.3: Per Capita Industrial Electricity Consumption (QEIN)
Figure 8.4: Per Capita Commercial Electricity Consumption (QECN)
Figure 8.5: Water Pumping Electricity Consumption(QEON)
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Figure 8.6: Real Average aggregate Electricity Price(PE)
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Figure 8.7: Real Average industrial Electricity price(Pi)
Figure 8.8 Real Average Residential Electricity Price(PR)
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Figure 8.9 Real Average Commercial Electricity Price(PC)
Dickey-Fuller and augmented Dickey-Fuller tests were both used to test for unit roots and 
the results are presented in Table 8.12. It is evident from Table 8.1 that none of the 
variables included in the analysis are stationary in levels. The first difference of the 
variables LPe, LPI, LPR, LPC, LPA, LQEN, LQEIN, LQERN, LQECN, LQEON are 
stationary.3
2 Schwarz Bayesian Criterion (SBC) and Akaike Information Criterion (A IC ) were both used for selecting 
the order o f augmentation.
3 Other variables included in the analysis such as per capita income (GDP) and urbanization are found 1 (1 ) 
in Chapter Six.
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Table 8.1:
T-tests for Stationarity (1968 -1997)
Series DF Levels ADF Levels DF flist difference ADF first difference
LPE -1.842 -1.95 -5.18* -3.82*
LPI -1.813 -1.769 -5.34* -3.81*
LPR -2.314 -2.398 -5.396* 4.303*
LPC -2359 -2376 -5.531* 4.623*
LPA -1.054 -1.342 4.573* -3.248*
LQEN 0.273 -0.599 4.019* -3.575*
LQEN -0247 -0.651 -3.453* -2.114
LQERN -0.119 -1.179 -3.330* -3.284*
LQECN -0.694 -1.144 -3.660* -3.037*
LQEON -1.362 -1.851 4.598* -3.528*
5% C. value -3.58 -3.58 -298 -298
Notes: M icrofit gives the DF critical values. *  Indicates significance at 5 % level. The augmentation order 
o f 1 is chosen for all variables.
8.3 Testing and Estimating the LR Equilibria (Cointegration Vectors)
The cointegrating Durbin-Watson (CRDW), and both Dickey-Fuller (DF) and 
Augmented Dickey-Fuller (ADF) tests of the residuals are employed to examine the 
possibility of cointegration between the variables included in the models of aggregate and 
sectoral electricity demand. Furthermore, evidence on cointegration will be examined by 
applying the Johansen procedure to test the presence of long-run relationship between the 
variables included in the cointegrating vectors.
8.3.1 Aggregate Electricity Demand
Columns (1) and (2) in Table 8.2 reports the estimates of aggregate electricity demand in 
Jordan using OLS method. In column (1) the regression includes 1(1) variables. The 
CRDW, DF and ADF tests for a unit root in the residuals is insignificant at both a five 
percent and ten percent level. However, the estimates of the long run elasticities are 1.90
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for income, -1.15 for price, and 0.16 for area-constructed. In column (2), T and D are 
included along with the non-stationary variables, and now there is more support of 
cointegration: CRDW, DF and ADF increased drastically. Now the estimated long-run 
elasticities are 1.19 for income, -0.20 for price and 0.12 with respect to area-constructed. 
The coefficients of the dummy variable and the time trend are 0.24 and 0.06 respectively. 
The long run estimates of elasticities show similarity with the estimates in the long run 
equation reported in Chapter 6 for the aggregate energy demand. Moreover, these 
estimates of long run income and price elasticity are in line with the estimates 
summarized in Table 3.5 for a number of developing countries. For example, Balabanoff 
(1994) average estimates of long run price and income elasticities for eight Latin 
American developing countries -0.25, 1.38 respectively. In Gurer and Ban (1998) study 
the average estimates of long run price and income elasticities are-0.36 and 1.18 for 112 
countries representing all regions and economic stages, and-0.34, and 1.21 for the group 
of developing countries. In Pesaran et al (1998) study of demand for energy in 10 Asian 
developing countries estimates of electricity demand elasticities are 1.52 for income and 
-0.70 for price.
The positive slope of the UEDT is in accord with one’s priors because of the increasing 
energy intensity in Jordan due to industrialization, electrification and the relatively low 
per capita energy consumption4. The estimated coefficient of the time trend being 0.06, 
suggests that the electricity demand would increase by 6% eveiy year even after 
removing other effects such as price, income and area-constructed. The coefficient of the
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time trend is rather high compared with those obtained for aggregate and sectoral 
demand.
Table 8.3 reports the Johansen maximum likelihood procedure tests for cointegration 
amongst the variables included in the aggregate demand for electricity. VAR (1) is 
chosen based on (SBC) and (AIC) criterion taking into account the size of the sample5. 
Notice that the deterministic fiend was initially included in the cointegrating vector here 
and in the subsequent sectors, but the LR tests do not indicate cointegration in its 
presence. However, cointegration LR tests based on both the maximal eigenvalues and 
the trace of the stochastic matrix shows the presence of one cointegrating vector at 5% 
level of significance; this implies that there is a long-run relationship between the 
variables (LQENLYFN, LPE, LAN) included in the cointegrating vectoA
Table 8.4 gives the Johansen maximum likelihood (ML) estimates of the cointegrating 
vector. The estimated long run elasticities are 1.23 for GDP,-0.07 for own price and 0.32 
with respect to area-constructed. Tests for unit income elasticity and zero price elasticity 
and joint unit income and zero price elasticities are performed giving x2(l) 
=0.365[0.546], x2(l)= l-7[0.191] and x2(2)=l-024[0.599] respectively. This suggests 
accepting the hypothesis of unit income elasticity and zero price elasticity hypotheses. 
This means that GDP and area-constructed are the main determinants of the aggregate
4 Over the period o f study the Jordanian economy has become more energy intensive.
5 Akaike Information Criterion (A IC ) tend to select higher order o f augmentation than Schwarz Bayesian 
Criterion (SBC); in such cases, I  favoured the lower order because o f the moderate sample size.
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demand for electricity, hence economic growth is likely to be accompanied by 
proportional increases in electricity demand and the prices have a neutral impact on 
electricity consumption. Notice that these estimates are quit close to those obtained by the 
OLS.
The estimates and diagnostic tests of DOLS method for aggregate electricity appear in 
Table 8.5. The diagnostic statistics indicate that the aggregate electricity demand equation 
pass all diagnostic tests including serial correlation, functional form, hetroscedasticity, 
normality and predictive failure tests at 5% significance level. The estimated long-run 
elasticities are 1.63 for income, -0.86 for the price, 0.40 with respect to area-constructed. 
The dummy variable and the time trend were dropped from the demand equation because 
they both were statistically insignificant. The absence of the UEDT in the electricity 
demand could indicate that an improvement in electricity efficiency is cancelled out by 
changes in consumer’s taste and economic structure. As in the case of the aggregate 
demand for energy, the DOLS method seems to produce relatively higher price and 
income elasticities than OLS and Johansen LM methods.
The ARDL (1,0,0,0) is selected based on Schwarz Bayesian Criterion. The estimates and 
diagnostic tests for aggregate electricity demand appear in Tables 8.6. The electricity 
demand equation pass all the diagnostic statistics tests including serial correlation, 
functional form, hetroscedasticity, normality and predictive failure tests at 5% level. The
6 The war dummy variable is included in the Johansen procedure here and in the subsequent sectors as a 
predetermined variable.
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estimated short run elasticities are 0.22 for income, -0.007 for price and 0.1 for area- 
constructed. The corresponding long run elasticities are 1.55,-0.05,and 0.68. Apart from 
the price elasticity, which is not significantly different from zero, all other elasticities 
have the predicted sign and are highly significant. The coefficients of the dummy variable 
and the time trend were both found insignificant and they were dropped from the 
regression. The adjustment coefficient from is calculated and found to be-0.14, which is 
slightly higher than the one reported in Table 8.7 based on the OLS method.
8.3.2 Industrial Electricity Demand
The results from the OLS method for the industrial electricity are reported in column (3) 
and (4) of Table 8.2. As in the aggregate electricity demand the inclusion of D and T in 
the regression increased CRDW, R2 and the DF values drastically. However, the 
estimated long-run elasticities are 1.12 with respect to output7, 0.03 for price, 0.12 with 
respect to area-constructed. The coefficients of the dummy variable and the time fiend are 
0.31 and 0.07 respectively. The price elasticity being very low is not surprising since the 
prices of electricity is kept very low for long time by the government to develop the 
industrial sector in order to compete with the neighbouring Arabic countries which have 
abundance of energy resources. As discussed for the aggregate electricity, the positive 
slope of the UEDT is expected because over the period of study the Jordanian economy 
has become more energy intensive. The estimated coefficient of the time trend being 
0.07, suggests that the electricity demand would increase by 7 % eveiy year even after 
removing other effects such as price, income and area-constructed.
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Table 8.3 reports Johansen ML procedure tests of cointegration for the industrial 
electricity demand. VAR (1) was chosen based on (SBC) and (AIC) criterion. 
Cointegration LR tests based on both the maximal eigenvalues and the trace of the 
stochastic matrix are employed to test for cointegration. The trace of the stochastic 
matrix shows the presence of one cointegrating vector at 10% level of significance while 
the maximal eigenvalues do not. This contradiction in the tests for cointegration is not 
uncommon. Consequently it is assumed in the subsequent analysis that one stationary 
relationship exists in this data set.
Table 8.4 gives the ML estimates of the cointegrating vector (LQEIN, LYFN, LPI, LAN) 
suggesting a long-run output elasticity of 2.96 and long-run price elasticity o f-1.27 and 
long-run elasticity of demand with respect to area-constructed of 0.69. These elasticities 
are higher than those for the aggregate electricity demand and more than the other sectors 
analysed in this chapter. Tests for zero and unit price elasticity are performed giving 
X 2( l )  = 0.7.23[0.007] and x2Q)= 0.112[0.738] respectively. This suggests rejecting the 
zero price elasticity hypotheses but accepting unit price elasticity. These results imply 
that demand for electricity in the industrial sector is price elastic. Notice that these 
estimates for output, price and area-constructed are higher than those obtained by the 
OLS method.
7 See footnote 2 o f Chapter 7. 
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The results of DOLS procedure for the industrial electricity demand appeal* in Table 8.5. 
The estimated long-run elasticities are 1.83 for income, -0.60 for price, 0.56 with respect 
to area-constructed. The dummy variable and the time trend were dropped from the 
demand equation because they were both found statistically insignificant. The estimates 
of price and output are statistically significant and have the predicted sign. The diagnostic 
statistics indicate that the industrial electricity demand equation pass serial correlation, 
functional form, and hetroscedasticity, but fail the normality and predictive failure tests at 
5% significance level. However, the estimates of the long run price and income 
elasticities differ from those obtained using OLS, but show similarity with those obtained 
using Johansen’s ML.
The long run and short run demand elasticities and diagnostic tests for industrial 
electricity demand based the ARDL (1,0,0,0) appear in Tables 8.6. The industrial 
electricity demand equation passes all the diagnostic statistics tests at 5 % level. The 
estimated long run elasticities are 0.54 for output, 1.4 for price, but it is not significantly 
different from zero, and 1.55 for area-constructed. The coefficients of the dummy variable 
and the trend were found insignificant and dropped from the regression.
On the contrary to the aggregate electricity demand where I have observed that the 
estimates of elasticities showed some similarity to an extent when using all four 
econometric estimation methods (OLS, Johansen ML, ARDL and DOLS), the estimates 
for industrial sector vaiy, this may reflect the lack of an appropriate activity measure. The 
estimates obtained by LM and DOLS are rather similar to each other in terms of the
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predicted sign and they both seem to give a reasonable size of income and price 
elasticities where the OLS and ARDL seem to give contradicting estimates. However, the 
estimated income and price elasticities are higher than those for the aggregate electricity 
demand are.
8.3.3 Residential Electricity Demand
Columns (5) and (6) of Table 8.2 present the results from the OLS for the electricity 
demand in the residential sector. As discussed for the aggregate and industrial demand, 
the demand equation is estimated with the time fiend and without. The inclusion of the 
variables (D and T) in the regression improved the values of R2, CRDW and increased DF 
drastically, implying that these included variables influence the demand for residential 
electricity in the long run. However, the estimated long-run elasticities are 1.22 for the 
income, 0.13 for the price and 0.24 with respect to arearconsfiucted. The coefficients of 
the dummy variable and the time fiend are 0.2 and 0.07 respectively. Compared with the 
estimated long run income elasticity obtained in the previous chapter for the aggregate 
energy in the residential sector, this estimate for the residential electricity is higher.
Table 8.3 presents the Johansen maximum likelihood procedure test for cointegration in 
the residential electricity demand. Unrestricted intercepts and unrestricted fiends in the 
VAR are assumed for this analysis. Both SBC and AIC criteria selected VAR (1). 
Cointegration LR tests based on the maximal eigenvalues suggest one cointegrating 
vector at 5% level of significance and the trace of the stochastic matrix shows the 
presence of one cointegrating vector at 10% level of significance. Consequently it
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assumed that one stationary relationship exist between the variables (LQERN, LYFN, 
LPR, LAN) included in the cointegrating vector.
Table 8.4 The ML estimates of the cointegrating vector gives a long-run income 
elasticity of 1.35 and long-run price elasticity of 0.27 and long-run elasticity of demand 
with respect to the area-constructed is 0.30. Notice that these results are similar to OLS 
results discussed above, apart from the price having positive elasticity, all other 
elasticities are correctly signed and of reasonable magnitude. Tests for unit income 
elasticity and joint unit income and zero price elasticity are performed giving x2(l) — 
2.85[0.091] and %2(2)= 0.94[0.333] respectively. This suggests accepting both hypothesis 
of unit income elasticity and zero price elasticity hypotheses, implying that electricity 
demand in the residential sector is determined mainly by income and area-constructed.
The results of DOLS procedure for the residential electricity demand appear in Table 8.5. 
The estimated long-run elasticities are 0.50 for income, 2.03 for price, 0.69 with respect 
to area constructed and 0.015 for the time trend. The dummy variable was dropped from 
the demand equation because was found statistically insignificant. Apart from the 
estimated price elasticity, which is not significant, the other estimates are statistically 
significant and have the predicted sign. The diagnostic statistics indicate that the 
residential electricity demand equation pass serial correlation, normality, 
hetroscedasticity and predictive failure tests at 5% significance level, but fail the 
functional form test.
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Tables 8.6 give the ARDL results for the demand for electricity in the residential sector. 
The Schwarz Bayesian Criterion also selects the ARDL (1,0,0,0). The estimates and 
diagnostic tests for residential demand for electricity in Jordan appear in Table 8.6. The 
model is robust to various departures from standard regression assumptions in terms of 
residual correlation, hetroscedasticity, and misspecification of functional form and non­
normality of residuals at 5% significance level. The short run elasticities are 0.36 for 
income, -0.02 for the price and 0.16 with respect to area-constructed. It is apparent from 
Table 8.6 that apart from the elasticity with respect to income and urbanisation all other 
elasticities are not significantly different from zero, all short run elasticities are correctly 
signed and have lower values than their counterpart’s long run elasticities. The 
adjustment coefficient is -0.23 indicating that in the case we are off the long run 
equilibrium level with 23% of the adjustment, taking place within the first year. The 
estimated long run income elasticity is significantly different from zero and is found to be 
1.37. The estimated long run price elasticity is -0.09 and it is not significantly different 
from zero; the long run elasticity with respect to area-constructed is significantly different 
from zero and found to be 0.46. The coefficients of the dummy variable and the time 
trend were both found insignificant and were dropped from the regression.
8.3.4 Commercial Electricity Demand
The estimates for commercial demand for electricity appear by the OLS method in 
column (7) and (8) of Table 8.2. The estimated long-run elasticities are 0.99 for the 
income, -0.03 for the price and 0.18 with respect to area-constructed. The coefficients of 
the dummy variable and the time trend are 0.23 and 0.06 respectively. The estimated long
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run income elasticity of unity implies that economic growth is likely to be accompanied 
by proportional increases in energy consumption in the commercial sector. The price of 
electricity has to increase substantially in order to achieve significant future reductions in 
electricity consumption in the commercial sector. The estimated coefficient of the time 
trend of 0.06 implies that even after removing all other effects, the electricity 
consumption in the commercial sector would increase by 6% annually.
Table 8.3 provides the Johansen ML tests for cointegration in the commercial electricity 
demand. Unrestricted intercepts and unrestricted fiends in the VAR are also assumed for 
this analysis. The order of the VAR is chosen to be 1 based on (SBC) and (AIC) criteria 
taking into account the moderate size of the sample. Cointegration LR tests based on both 
the maximal eigenvalues and the trace of the stochastic matrix shows the presence of one 
cointegrating vector at 5% level of significance. Implying that there is a long-run 
relationship between the variables (LQECN, LYFN, LPC, and LAN) included in the 
cointegrating vector.
Table 8.4 presents the ML estimates of the cointegrating vector. The estimated long-run 
elasticities are 1.00 for the income, 0.23 for the price, and 0.17 with respect to the area 
constructed. Apart from the price, all the elasticities are correctly signed and of 
reasonable magnitude. Tests for zero price elasticity and jointly unit income and zero 
price elasticity are performed giving %2(1) = 0.782[0.367] and x2(2)= 2.54[0.281]
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respectively. This suggests accepting the hypothesis of unit income elasticity and zero 
price elasticity. Notice that these estimates are almost identical to those obtained by OLS.
The results of DOLS appeal* in Table 8.5. The estimated long-run elasticities are 0.96 for 
income, -0.27 for price, 0.25 with respect to area constructed and the coefficients of the 
dummy variable and the time trend 0.14 and 0.040 respectively. All the estimates are 
statistically significant and have the predicted sign. The diagnostic statistics indicate that 
the commercial electricity demand equation pass serial correlation, normality, 
hetroscedasticity and predictive failure tests, but fail the functional form test at 5% 
significance level.
Furthermore, the demand for electricity in the commercial sector is estimated using the 
ARDL method. ARDL (1,0,0,0) is selected based on Schwarz Bayesian Criterion. The 
estimates and diagnostic tests for commercial demand for electricity in Jordan appeal* in 
Tables 8.6. The estimated long run income elasticity is statistically significant and found 
to be 0.88. The estimated long run price elasticity is statistically insignificant with the 
value of 0.16.The estimated long run elasticity with respect to area-constructed is 0.33 
and the coefficient of the dummy variable and time trend are 0.19, 0.05 respectively. The 
corresponding short run elasticities are 0.08 for the price, 0.43 for the income,0.16 with 
respect to area-constructed, and the coefficients of the dummy variable and time trend are 
0.09 and 0.026 respectively. Apart from the price elasticity all the elasticities are 
significantly different from zero. The adjustment coefficient is -0.49 implying that 49% 
of any disequilibrium is adjusted each year. The ARDL method is robust to various
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departures from standard regression assumptions in terms of residual correlation, 
hetroscedasticity, and mispecification of functional form and non-normality of residuals 
at 5% significance level. Over all the estimated elasticities obtained by the different 
econometric techniques for electricity demand in the commercial sector are almost 
identical.
8.3.5 Water Pumping Electricity Demand
In addition to water pumping this sector includes street lighting, hospitals, charities, 
broadcasting and TV consumption of electricity. Column (9) and (10) of Table 8.2 give 
the results from the OLS method. The inclusion of T and D in the regressions improves 
the fit and provides more support of cointegration. However, The estimated long-run 
elasticities are 0.75 for income, -1.00 for the price and -0.11 with respect to area 
constructed. The estimated coefficients of the dummy variable and the time trend are 0.06 
and 0.03 respectively. Compared with the estimates of the other sectors in this chapter the 
estimated income elasticity is the lowest and the estimated price is the largest.
Table 8.3 reports the Johansen maximum likelihood procedure tests of cointegration for 
electricity demand in the water-pumping sector. Unrestricted intercepts and unrestricted 
trends in the VAR are assumed for this analysis. VAR (3) was chosen based on the (AIC) 
criterion. Cointegration LR tests shows the presence of one cointegrating vector at 5% 
level of significance; this means that there is a long-run relationship between the 
variables (LQEON, LYFN, LPA, LAN) included in the cointegrating vector.
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Table 8.4 gives the ML estimates of the cointegrating vector. The estimated long-run 
elasticities are 1.08 for income, -0.99 for the price and 0.44 with respect to the area 
constructed. Tests for zero price elasticity and joint unit income and unit price elasticity 
are performed giving %2(1) =11.48[0.001] and %2(2) =0.278[0.870], this suggests rejecting 
zero price elasticity hypothesis and accepting the hypothesis of unit income and unit price 
elasticity. This means that demand for electricity in the water-pumping sector responds to 
price and income changes. The estimated price elasticity being unity confirm the findings 
from the OLS.
The DOLS results appeal* in Table 8.5. The diagnostic statistics indicate that the water 
pumping electricity demand equation pass functional form, normality, hetroscedasticity 
and predictive failure tests at 5% significance level, but fail the serial correlation test. The 
area-constructed variable, the dummy variable and the time trend were dropped from the 
demand equation because they were found statistically insignificant. However, The 
estimated long-run elasticities are 0.38 for income, and -1.42 for the price. Notice that the 
estimated income elasticity is even lower than the estimates obtained above by OLS and 
Johansen’s procedure. In contrast, the estimated price elasticity is higher.
The estimated demand elasticities and diagnostic tests for water pumping electricity 
demand appear in Tables 8.6. ARDL (1,0,0,0) is selected based on Schwarz Bayesian 
Criterion. The estimated long run elasticities are 1.80 for income, -0.34 for price and 0.42 
with respect to area-constructed, and both the coefficient of the dummy variable and the 
time trend were found insignificant and dropped from the regression. Apart from
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hetroscedasticity, the water pumping electricity demand equation pass all the diagnostic 
statistics tests including serial correlation, functional form, normality tests at 5% level. 
The adjustment coefficient from this method is -0.33, which is very close to the error 
correction term obtained using the OLS method. Notice the estimates of long run 
elasticities rather differ from OLS, Johansen’s and DOLS results with the income 
elasticity approaching 2, implying that economic growth is likely to be accompanied by 
substantial increases in energy consumption in the water pumping sector.
Table 8.2:
OLS Estimation of Aggregate and Sectoral Electricity Demand (1970-1997)
Explanatoiy
variables LQENt 
(Aggregate) 
(1) (2)
LQEINt 
(Industrial) 
(3) (4)
Dependent variable 
LQERNt 
(Residential)
(5) (6)
LQECNt
(Commercial)
(7) (8)
LQEONt 
(Water Puiil) 
(9) (10)
C -8.4 -8.43 -11.73 -9.95 -9.7 -11.18 9.92 -9.89 -3.17 4.17
DP it -1.15 -0.20 -0.98 0.034 -1.07 0.13 -127 -0.03 -1.38 -1.00
LYFNt 1.90 1.19 2.16 1.12 1.89 1.22 1.91 0.99 0.87 0.75
LANt 0.16 0.12 0.28 0.12 0.26 024 0.08 0.18 -0.10 -0.11
D 024 0.31 020 023 0.06
T 0.06 0.07 0.07 0.06 0.03
Diagnostic Measures
R2 0.948 0.991 0.892 0.970 0.936 0.990 0.947 0.990 0.968 0.970
R2 Adjusted 0.942 0.990 0.878 0.960 0.928 0.990 0.941 0.988 0.964 0.960
CRDW 0.79 1.94* 0.79 1.48* 0.74 1.82* 1.07* 1.71* 0.97* 1.97*
DF -2.51 -5.31* -2.52 -3.95 -2.40 4.67 -2.88 4.95 -3.43 -3.56
ADF(1) -2.38 4.96** -1.92 4.95 -2.44 -3.55 -2.67 -3.95 -3.07 4.16
95%C.Value -4.53 -5.38 453 -5.38 4.53 -5.38 4.53 -5.38 4.53 -5.38
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Johansen Teste of Cointegratkm for Aggregate and Sectoral Electricity Demand(1970- 
1997)
Table 83:
Sector/Hypothesis Lmax Lfrace
Ho Ha Statistic 95%CV(90%CV) Statistic 95% CV(90%CV)
LQEN (Aggregate)
r=0 r= l 31.67* 31.00 61.84* 58.93
K=1 r=2 21.5 24.35 30.17 39.33
i<=2 r=3 8.14 18.33 8.82 23.83
I.QEIN (Industrial sector)
r=0 r= l 26.00 31.00(2832) 55.00** 58.93(55.00)
i<= 1 r=2 19.11 24.35 29.03 39.33
K=2 r=3 9.9 18.33 ' 9.92 23.83
LQERN(Resklential sector)
r=0 r= l 29.9** 31.0(28.32) 62.18* 58.93
K=1 r=2 19.00 24.35 32.14 3933
K= 2 i-3 1335 18.33 13.43 23.83
LQECN(Cbmmerrial sector)
r=0 r= l 32.48* 31.00 65.96* 58.93
r<= 1 1-2 12.11 24.35 33.48 3933
K=2 r=3 4.12 18.33 12.12 23.83
LQEON( Water Pumping sector)
r=0 r= l 50.65* 31 79.36* 58.93
i<= 1 r=2 22.42 24.35 28.71 39.33
K=2 1-3 5.98 18.33 6.3 23.83
Notes: r is the number o f cointegrating vectors. *  and * *  indicates significance at 5% and 10% respectively
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Johansen Estimates of the Cointegrating Vectors for Aggregate and Sectoral Electricity 
Demand(1970-1997)__________  ____
Table 8.4:
I)ep.Variabte/ Exactly identified estimate 
Regressor
Over identified estimates Over identified estimates
LQEN(Aggregate dechidfy)
LPit -0.07(0259) 
LYFNf 123(0248)
0.00
1.18(0.17)
0.00
1.00
LANt 0.32(0.163) 0.33(0.15)
X 2 ( l ) = 0 . 0 7 [ 0.792]
0.45(0.17)
;^(2)=i.024[0.599]
LOELN(Industrial Sector)
LPn -127(0.92) 
LYFNt 2.96(1.17) 
LANt 0,69(0.600)
0.00
1.44(0217)
023(0.09)
X 2 ( l )  =7.23 [0.007]
-1.00
2.66(0.400)
0.59(0.40)
X 2 ( 1 ) = 0 . 1 1 2 [ 0 J 3 8 ]
LQERN (Residential Sector)
LPit 026(026) 
LYFNf 1.35(0.155) 
LANt 0.30(0.061)
0.54(023)
1.00
0.43(0.11)
X 2 ( l ) =  2.85[0.091]
0.00
1.00
0.30(0.035)
X 2 ( 2 ) = 0 . 9 4 [ 0 . 3 3 3 ]
LOECN (Commercial Sector)
LPit 023(027) 
LYFNf 1.00(024) 
LANt 0.17(0.11)
0.00
1.18(0.134)
0.13(0.099)
X 2 ( l ) - 0 . 1 8 2 [ 0 3 1 6 \
0.00
1.00
022(0.07)
X 2 ( 2 ) = 2 . 5 4 [ 0.281]
ZOEOVrWater Pumping Sector)
LPit -0.99(0.161) 
LYFNf 1.08(0.163)
LANt -0.43(0.101)
0.00
1.77(0.570)
-1.03(0.36)
^(i;=11.48[0.001]
-1.00
1.00
0.40(0.052)
X 2 ( 2 ) =  0.278[0.870]
Notes: Standard errors in parentheses
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Table 8.5:
Stock-Watson Dynamic OLS estimates of Aggregate and Sectoral Electricity
Demand (1970-1997).____________________________________________
Explanatory Dependentvariabies
variables1 u r n . LQEINt LQERNt LQECNt LQEONt
(Aggregate) (Industrial) (Residential) (Conuueitid) (Water Puni.)
Constant -7.7[0.000] -10.84[0.000] ~15.0[0.000] -8.4[0.000]
LPjt -0.86[0.000] -0.60[0.000] 2.03[0.000] -027[0.089] -1.42[0.000]
LYFNt 1.63[0.000] 1.83 [0.000] 0.50[0.001] 0.97[0.000] 0.38[0.000]
LANt 0.40[0.000] 0.56[0.000] 0.69[0.000] 0.26[0.004]
D IP a -1.31[0.000]
DLPg+l) -0.59[0.000] 0.62[0.000] -0.49[0.007] -0.88[0.000]
DLPg+2)
DLPg-1) -0.62[0.000] -0.72[0.000]
DLPtf-2) -0.52[0.001]
DLYFNt -0.99[0.000] -1.52[0.000]
DLYFNt(+ l) 0.39[0.001] 0.31[0.084]
DLYFNt (+2)
DLYFNt(-l) -0.64[0.000]
DLYFNt(-2) -0.58[0.000] -1.03[0.000]
DLANt -0.48[0.000] -0.66[0.000] -023[0.018]
DLANt(+ l) -022[0.000] 0.40[0.000] -0.16[0.013]
DLANt(+2) 0.32[0.000]
DLANt(-l) 024[0.000] -0.32[0.000] -0.18[0.018]
DLANt(-2) -021[0.001] -0.17[0.033]
D 0.13[0.001]
T 0.015[0.000 0.04[0.000]
Estimated Long Run Elasticities and Coefficients
Price -0.86 -0.60 2.03 -027 -1.42
Income 1.63 1.83 0.50 0.97 0.38
Area-cons. 0.40 0.56 0.69 026 0
Instability 0 0 0 0.13 0
UEDT 0 0 0.015 0.04 0
Diagnostic Measures
0.998 0.966 0.997 0.997 0.968
R2 Adjusted 0.997 0.951 0.996 0.994 0.965
S.E 4% 5.1% 5.0% 4.9% 15.3%
SCx2 (l) 2.82 0.83 0.33 4.05** 6.81*
FFx2 (1) 0.62 0.10 9.4* 11.8* 1.61
N x2 (2) 0.26 24.8* 0.91 0.40 1.02
H x2 (1) 0.43 0.30 0.21 1.47 2.02
FFx2 (3) 4.8 • 5.23** 0.04 0.07 0.34
Notes: The variables that resulted insignificant coefficients weie dropped from the regression. Probabilities are 
between brackets. SC, FF, N, H, PF are Lagrange multiplier statistics for tests of residual serial correlation, functional 
form, normality, hetroscedasticity and predictive failure tests respectively. * and** indicates significance at 5% and 
10% levels.
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Table 8.6:
Autoregressive Distributed Lag Estimates of Aggregate and Sectoral Electricity Demand 
Based ou ARDL(1,0,0,0) for the period (1970-1997)
Explanatory Dependent variable
variables LQENt LQEINt LQERNt LQECNt LQONt
(Aggregate) (Industrial) (Residential) (Commercial) (Water Pum.)
Dep.Variable(-l) 0.86 [0.000] 0.91 [0.000] 0.77 [0.000] 0.51 [0.001] 0.67[0.000]
C -1.35 [0.002] -0.80 [0.395] -22 [0.004] 4.75 [0.037] -2.46[0.112]
LPit -0.007[0.881] 0.13 [0.121] -0.02 [0.1471 0.08[0.510] -0.11[0.192]
LYFNt 022 [0.008] 0.05 [0.765] 0.36[0.007] 0.43 [0.032] 0.58[0.088]
LANt 0.1 [0.000] 0.14[0.004] 0.16 [0.001] 0.16 [0.000] 0.14[0.487J
D 0.09 [0.035]
T 0.026[0.017]
Estimated Long Run elasticities and Coefficients
Price -0.05 1.40 -0.09 0.16 -0.34
Income 1.55 0.54 1.37 0.88 1.80
Area-constructed 0.68 1.55 0.46 0.33 0.42
Instability 0 0 0 0.19 0
UEDT 0 0 0 0.053 0
Diagnostic measures
FA 0.998 0.992 0.996 0.996 0.984
R2 Adjusted 0.998 0.991 0.995 0.994 0.981
SE 3.2% 7.3% 5.9% 5.2% 10.2%
SC x2 (1) 0.46 0.87 022 0.026 0.34
FFX2(1) 3.6 0.34 0.014 0.09 027
N X2 (2) 0.88 0.36 7.10* 1.74 0.41
H x2 (1) 0.43 0.03 2.00 027 5.04**
EFX2(3) 0.81 0.43 0.04 1.07 3.34
N otes: See notes to Table 8.5
8.4 Short Run Dynamics: Error Correction Mechanism
In estimating the error correction model for the aggregate electricity as well as 
disaggregated to industrial, residential, commercial and water pumping, dynamic 
equations for the differences of the 1(1) variables along D and the EC term is given in 
Table 8.3. Notice that EC is the residuals from OLS regression reported in columns (1), 
(3), (5), (7), and (9) of Table 8.2 for the aggregate, industrial, residential, commercial and
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water pumping electricity respectively. In each equation I experimented with various lag 
lengths, employing the general to specific modelling strategy to obtain the preferred 
model. The equations reported in Table 8.7 perform well by passing all standard 
diagnostic tests with the exception of the normality of residuals test in the case of 
aggregate electricity, and the functional form in the case of residential.
For the aggregate electricity, the estimated short run elasticities are 0.33, for income and- 
0.08 for the coefficient of the dummy variable. The estimated coefficient for the error 
term o f-0.10 is highly significant, suggesting that 10% of any disequilibrium is adjusted 
each year.
For the industrial sector, the estimated short run elasticities are 0.19 for area-constructed 
and-0.08 for the coefficient of the dummy variable. Moreover, the estimated coefficient 
for the error correction term of-0.18 is highly significant, suggesting that a bout 18% of 
any disequilibrium is adjusted each year.
For the residential sector, only income is significant in the short mn with estimated 
elasticity of 0.43. The estimated coefficient for the error correction term of -0.35 is 
highly significant, suggesting that about one-third of any disequilibrium is adjusted each 
year.
For the commercial sector, the estimated coefficient for the error correction term of-0.18 
is highly significant, indicating that 18% of any disequilibrium is adjusted each year.
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For the water-pumping sector, the estimated coefficient for the error correction term o f -  
0.36 is significant at 6.7% level, indicating that in the case we are off the long run 
equilibrium level with 36% of the adjustment, taking place within the first year.
Table 8.7:
OLS Estimates of the Error Correction Models (1970-1997)
Explanatory Dependent vaiiaWe
variables DLQENt DLQEINt DLQERNf DLQECNx DLQEONt
(Aggregate) (Industrial) (Residential) (Commercial) (Water Pum.)
C 0.17[0.000] 021[0.000j 0.10[0.000] 0.16[0.000] 024[0.002]
DLPit 0.23 [0.030]
DLPjfl) 026[0.038]
DLPg2) 0.21[0.010] 0.30[0.006] 0.34[0.011]
DLPg-3) 0.37[0.000]
DLYFNf 0.33[0.001] 0.43 [.003]
DLYFNg-l)
DLYFNf (-2) 0.25[0.096] -0.34[0.041]
DLYFNg-3) -025[0.069]
DLANf
DLANt(-l) 0.19[0.003] -021 [0.075]
DLANt(-2)
DLANg-3) 0.10[0.048] 0.12[0.034]
D -0.08[0.003] -0.08[0.043]
ECT(-1) -0.10[0.029] -0.18[0.035] -0.35[0.000] -0.18[0.046] -0.36[0.067]
Diagnostic Measures
R2 0.74 0.85 0.675 0.54 029
R? Adjusted 0.69 0.76 0.613 0.43 020
SE 3.7% 5.1% 5.8% 6.3% 13.1%
SCX2 (1) 1.94 0.017 1.35 0.29 0.83
m 2 a) 3.86 2.54 5.47** 0.19 0.81
N x2 (2) 24.1* 0.20 0.15 1.39 2.22
Hx2 (i) 0.31 0.49 17.2* 0.025 0.65
PFX2 (1) 0.039 0.95 0.011 2.72 0.12
Notes: See notes to Table 8.5
Chapter 8 243
It is of great interest to compare the results obtained from the various econometric 
techniques namely; OLS, Johansen ML, ARDL, and DOLS methods for the aggregate 
electricity demand as well for the demand of electricity in the industrial, residential, 
commercial and water pumping sector. A summary of the long run estimates is made in 
Table 8.8. Overall, the sectoral results show some similarity to the aggregate estimates 
though there is rather more dispersion at the sectoral levels. The lack of clear sectoral 
differences as far as the long run elasticities are concerned, makes it interesting to look at 
the estimates together. Scatters of the long run price, income and area-constructed 
elasticities are presented in Figures 8.11-13. As in the previous chapter the disaggregated 
data is has given less statistically significant results than at the aggregate level. This is 
because the available detailed data is probably less reliable than the aggregate data, which 
may be reasonably well estimated from the supply sources.
The tracking performance of the models over the estimation period is investigated by 
calculating the Root Mean Squares (RMS) values. The RMS values are 6.9, 12.4, 8.1, 5.9 
and 13.7 based on OLS, 5.3, 7.7, 8.0, 7.4 and 9.3 based on ML, 6.4, 9.6, 6.8 and 11.5 
based on DOLS, 3.2, 6.4, 5.1, 4.5, and 11.6 based on ARDL (1,0,0,0) for aggregate 
electricity, industrial, residential, commercial and water pumping sector respectively. It is 
clear that the RMS values for aggregate electricity are lower than those for the individual 
sectors. In addition, the RMS values based on the ARDL (1,0,0,0) are the lowest in most
8.5 C o m p a riso n  o f the in d iv id u a l estim ates
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of the cases suggesting that the ARDL (1,0,0,0) outperformed both OLS and Johansen’s 
ML in tracking the historical values of demand.
Table 8.8:
A summary of the Estimated Long Run Coefficients and Elasticities
L ong run  
Elasticity
M ethod Aggregate Industrial Residential Commercial Water
pum ping
Price OLS -0.20 0.034 0.13 -0.03 -1.00
ML 0.00 -1.00 0.00 0.00 -1.00
ARDL 0.00 0.00 0.00 0.00 0.00
DOLS -0.86 -0.60 0.00 0.00 -1.42
Income OLS 1.19 1.12 122 0.99 0.75
ML 1.00 2.66 1.00 1.00 1.00
ARDL 1.55 0.00 1.37 0.88 1.80
DOLS 1.63 1.83 0.50 0.97 0.38
Area-constructed OLS 0.12 0.12 024 0.18 -0.11
ML 0.45 0.59 0.30 0.17 0.43
ARDL 0.68 1.55 0.46 0.33 0.00
DOLS 0.40 0.56 0.69 0.26 0.00
Political OLS 024 0.31 020 023 0.06
instability ML na na na na na
ARDL 0 0 0 0.19 0
DOLS 0 0 0 0.13 0
UEDT OLS 0.06 0.07 0.07 0.06 0.03
ML 0 0 0 0 0
ARDL 0 0 0 0.053 0
DOLS 0 0 0.015 0.04 0
N otes: whenever there is a zero between brackets the value is not significantly different from zero.
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Figure 8.11: Scatter of Price Elasticities
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Figure 8.12: Scatter of Income Elasticities
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In this chapter, I have estimated the demand for electricity at the aggregated level as well 
as the demand disaggregated to industrial, residential, commercial and the water pumping 
sector, using the OLS, Johansen ML, DOLS, and ARDL approach ever the period 1968- 
1997 saving three observations for the post sample prediction tests. There is some 
econometric evidence that long run cointegrating relationships exist between the per 
capita electricity consumed and prices, per capita GDP and per capita area. This is in 
accord with one’s prior.
It is of great interest to compare the results obtained from the various econometric 
techniques namely; OLS, Johansen ML, ARDL, and DOLS methods. The estimated long 
run income elasticities are slightly lower in the OLS than in the Johansen LM, ARDL and 
DOLS analysis when applied to both aggregate and sectoral demand for electricity in 
Jordan. This suggests that elasticities are more sensitive to economic growth than might 
otherwise have been supposed. It also provides some extra confidence in the use of area- 
constructed as a means of influencing the development of aggregate and sectoral 
electricity demand. The importance of price on the other hand appears to be exaggerated 
by the OLS although it still remains a significant influence on demand. Thus on two 
counts, reliance on the simple OLS model would lead to policy conclusions which might 
well prove detrimental to the achievement of conservation or environmental goals. The 
Johansen results are sufficiently close to the ARDL and DOLS results as to lend strength 
to this argument.
8 .6  Sum m aiy and C onclu sions
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For the aggregate electricity, the estimates of income, price and area constructed 
elasticities are close to each other, the estimated long mn income elasticity is 
significantly greater than unity, implying that economic growth is likely to be 
accompanied by substantial increase in electricity demand. The estimated long run price 
elasticity is rather low and it is not significantly different from zero in most cases. The 
low responsiveness of demand to price changes suggests that taxes on their own are 
unlikely to achieve government goals for energy conservation or environmental 
improvement, although they may well be efficient for revenue raising. As in the 
aggregate demand, the elasticity of aggregate electricity demand with respect to 
urbanisation is rather significant.
For the industrial sector, the dispersion in the elasticity estimates is rather greater than the 
aggregate electricity. However, The estimates seem to differ from both aggiegate energy 
and aggregate electricity demand. The estimated long run price elasticity is around unity 
implying that industrial electricity demand responds to price changes, suggesting that 
pricing policy may achieve government policies to conserve energy and to improve 
environment. The long mn output elasticity is significantly more than unity, implying that 
economic growth is likely to be accompanied by substantial increases in electricity 
demand and hence environmental degradation.
For the residential sector, the dispersion in the elasticity estimates is rather less than that 
for the industrial sector. The estimated long run income elasticity shows similarity with 
income elasticity for aggregate electricity, it is significantly higher than unity, implying
Chapter 8 248
that growth in gross domestic product is likely to be accompanied by a substantial 
increase in residential electricity demand. The estimated long run price elasticity is rather 
similar to aggregate demand and thus the electricity demand in the residential sector does 
not respond to the price changes, suggesting that pricing policy would not be able to be 
an efficient tool to conserve electricity.
The estimates for the commercial electricity demand are similar to the aggregate demand; 
the estimated long mn income elasticity is around unity, implying that economic growth 
is likely to be accompanied by proportional increases in electricity demand and hence 
environmental degradation. The estimated price elasticity being insignificant implying 
that commercial electricity demand is inelastic, suggesting that taxation may be an 
inappropriate instrument for attaining government goals for energy conservation or 
environmental improvement. The estimated long run income elasticity for the water 
pumping sector is similar* to the commercial sector, but the price elasticity is significantly 
close to unity and hence that is surprising since most of the consumption in this sector is 
by the government 01* public uses. Only in the case of the water-pumping sector, which 
includes street lighting, hospitals, charities, and broadcasting consumption of electricity, 
the estimates of the elasticity with respect to area-constructed, seems to be statistically 
insignificant. The magnitude of area-constructed elasticity is rather similar for the 
aggregate, industrial, residential and commercial sector with values between 0.25 and 
0.60. Evaluating the impact of area-constructed on aggregate and sectoral electricity 
consumption helps provide guidance for the future need for energy.
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The impact of political conflicts on the demand for electricity showed a positive impact 
because the conflicts in the Middle East were accompanied by migration to Jordan. The 
coefficient of the time trend presenting UEDT being statistically significant in the 
demand equations with a positive value around 0.06 suggests that the electricity demand 
would increase by 6% every year even after removing other effects such as price, income 
and area-constructed. Overall, the estimates of the price and income elasticities in this 
study in the long nm and short run shows similarity to the estimates surveyed in Chapter 
Three for developing countries.
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C H A P T E R  9. R E F IN E D  P E T R O L E U M  P R O D U C T S  D E M A N D
9.1 Introduction
This chapter examines the data on aggregate petroleum demand as well as the demand 
for individual refined petroleum products including liquid petroleum gas, gasoline, 
kerosene, diesel, jet fuel (Avatage and Avatar) and fuel oil in Jordan. The general 
procedure I followed is to estimate the demand equations by using different 
econometric methods such as the OLS, Johansen’s LM, DOLS and ARDL procedure.
As explained in Appendix A, the aggregate petroleum average price is calculated 
using (A.2) based on the nominal prices in Jordanian Dinars (JD) for a TOE of the six 
refined petroleum products namely, liquid gas, gasoline, kerosene, diesel, jet fuel, and 
fuel oil. In doing so, the distortions due to the changing shares of fuels in aggregate 
petroleum consumption are avoided. However, it was discussed in chapter 6 that 
changing the weights makes relatively little difference. This is primarily because most 
of the energy prices tend to move together, so that the variations in the weights that 
occur make little difference to the calculated price. Real fuels prices, per capita 
income (GDP) and area-constructed are included amongst the independent variables. I 
use the per capita income in the demand equations to be able to compare my estimates 
with those obtained in the previous chapters as well as with the estimates summarized 
in Chapter 3 on the developing countries1. The area-constructed variable included here 
because the empirical results in the previous chapters have shown that it has an impact 
on the aggregate demand, sectoral demand and the electricity demand. The model
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accounts for UEDT by incorporating a time trend as a proxy in the model. The model 
allows for changes in the political climate facing Jordan by incoiporating a dummy 
variable representing the level of conflict in the region. The long run demand model is 
presented as follows:
1 nQFit — foi + fit In YFN, + f2i ln Pit + f 3i ln PJt.+ f 4i In AN, + f 5iD + f6iT + Vit (9.1)
where QFjf represent per capita consumption of fuel i in year* t; Pi real price of fuel i 
; Pj real price of fuel j  where i ty; YFN represents the per capita real income (GDP/ 
population); AN  represents the per capita total area constructed in square meters/ 
person, D  a dummy variables for the level of conflict and political instability; T, a 
time trend to represents UEDT, which encompasses technological changes, 
consumer’s taste and structural changes in the Jordanian economy; f s  parameters to 
be estimated; Vjt ; the error terms.
The present chapter is divided into the following six sections. Section Two presents 
the integration tests results. The cointegration results for the individual petroleum 
product demand are presented in Section Three. Section Four examines the short run 
dynamics. Section Five provides a comparison of the individual estimates. Finally, a 
summary and conclusions are made in Section Six.
1 Per capita G DP is used in most o f the studies reviewed in Chapter 3 as a proxy for the income and 
output variables.
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Figures 9.1-14 show time series plots of per capita aggregate petroleum product 
consumption (QPN), per capita aggregate liquid petroleum gas consumption (GN), per 
capita aggregate gasoline consumption (BN), per capita aggregate kerosene 
consumption (KN), per capita aggregate diesel consumption (SN), per capita aggregate 
jet fuel consumption (JN), per capita aggregate fuel oil consumption (FON), real 
average petroleum products price (Pp), real liquid petroleum gas price (Pg), real 
gasoline price (Pb), real kerosene price(P£), real diesel price(Ps), real jet fuel 
price(Py), real fuel oil price(Pfo)2. There is a clear upward trend in all the per capita 
petroleum products consumption and a downward trend in their real prices. The clear 
trend-like shapes of these variables for the whole period indicate that they are non- 
stationary.
9.2 In teg ra tio n  (Testing  F o r U n it R oots)
1
Figure 9.1 Per Capita Aggregate Oil Consumption(QPN)
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2Plots of per capita income and per capita area constructed are shown in Chapter Six. 
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Figure 9.2: Per Capita LPG Consumption(GN)
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Figure 9.3: Per Capita Gasoline Consumption(BN)
Figure 9.4: Per Capita Kerosene Consumption(KN)
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Figure 9.5: Per Capita Diesel Consumption(SN)
Figure 9.6: Per Capita Fuel Oil Consumption(FON)
Figure 9.7: Per Capita Jet Fuel Consumption(JN)
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Figure 9.8: Real Average petroleum Products Price (Pp)
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Figure 9.9: Real Liquid Petroleum Gas Prices(Pg)
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Figure 9.10: Real Gasoline Price(Pb)
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Figure 9.11: Real Kerosene Price(Pk)
Figure 9.12: Real Diesel Price(Ps)
Figure 9.13: Real Fuel Oil Price(Pfo)
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Dickey-Fuller and augmented Dickey-Fuller tests are both used to test for unit roots 
and the results are presented in Table 9.1. Schwarz Bayesian Criterion (SBC) and 
Akaike Information Criterion (AIC) were used for selecting the order of 
augmentation. It is clear that none of the variables included in the analysis are 
stationary in levels. The first differences of all the variables are stationary.
Table 9.1:
T-tests for Stationarity (1968 -  2000)
Series DF Levels ADF Levels DF first difference ADF first difference
LQPN -0.66 -0.59 -5.85* -3.71*
LGN -2.80 -2.81 -6.50* -6.67*
LBN -1.45 -135 -3.57* -331*
LKN -237 -2.10 -6.40* -3.71*
LSN -124 -0.91 -7.48* 425*
UN -130 -1.42 4.64* -3.44*
LFON -030 -0.48 4.60* -3.53*
LPP -122 -225 -321* -3.74*
LPG -1.99 -2.03 -537* -3.70*
LPB
COo.r-H1 -1.58 430* 433*
LPK -3.08 -220 -7.83* 454*
LPS -1.56 -2.85 -2.88** -3.08*
LPJ -1.55 -2.48 -337* -3.60*
LPFO -1.55 -2.50 -3.63* -327*
5% C Value -3.58 -3.58 -298 -298
Notes: M icro fit gives the 5 %  critical values. *  and * *  indicates significance at 5%  and 10% level. The
augmentation order is chosen to be 1 for all variables.
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9.3 Testing and Estimating the Long run Equilibria (Cointegration 
Vectors)
The possibility of cointegration between the variables included in the models for 
refined petroleum products demand is examined by estimating the cointegrating 
regression initially by OLS. The Cointegrating Durbin-Watson (CRDW), and both 
Dickey-Fuller and Augmented Dickey-Fuller tests of the residuals will indicate 
whether we have cointegration or not. Furthermore, evidence on cointegration will be 
investigated by applying the Johansen procedure to estimate the demand equations. 
Cointegration LR tests based on both the maximal eigenvalues and the trace of the 
stochastic matrix are employed to test the presence of long-run relationship between 
the variables included in the cointegrating vectors.
9.3.1 OLS
Columns (1-3) in Table 9.2a reports the estimates of aggregate petroleum demand in 
Jordan using OLS method. In column (1), the regression includes LPP, LYFN and 
LAN, which are 1(1) variables. The CRDW and ADF test suggest there is a long run 
relationship between those variables. The estimated long-run elasticities are 1.14 for 
income, -0.42 for the price and 0.37 with respect to the area-constructed. In column 
(2), the time trend T is included in the regression to account for UEDT, the CRDW 
suggests cointegration, but unfortunately this is not confirmed by the DF and ADF 
tests. However, the estimated long-run elasticities are 0.99 for income, -0.22 for the 
price, 0.31 with respect to the area-constructed and 0.009 for the coefficient of the 
time trend. Notice that the inclusion of the time fiend in the regression has yielded 
smaller estimates of long run elasticities as in the aggregate demand and aggregate
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electricity. This brings to mind that the omission of the UEDT from the regression is 
likely to lead to biased estimates of elasticities. The direction of bias depends on the 
slope of UEDT. In column (3), in addition to the time trend, D is included in the 
regression, now the CRDW and DF suggest cointegration. However, the estimated 
long-run elasticities are 1.13 for income, -0.42 for the price, and 0.33 for the area- 
constructed. The coefficients of the dummy variable and the time trend are 0.17 and 
0.004 respectively. These estimates of elasticities show similarity with the estimates 
in the long run equations reported in chapter 6 and chapter 8 for the aggregate energy 
and for the aggregate electricity respectively.
The results for the liquid petroleum gas are reported in columns (4-6) of Table 9.2a. In 
column (4) the regression includes LPG, LYFN and LAN which are 1(1) variables. 
The CRDW and ADF test suggest there is a long relationship between those variables. 
The estimated long-run elasticities are 1.00 for income, -0,98 for the price and 0.02 
with respect to the area-constructed. In column (5), the price of kerosene is included 
in the regression since kerosene can be viewed as close substitute to liquid gas, the 
CRDW suggests cointegration, but unfortunately the DF and ADF tests do not 
confirm this. However, the estimated long-run elasticities are 1.03 for income, -0.98 
for the own price, -0.40 for the cross price and 0.012 with respect to the area- 
constructed. In column (6), in addition to the kerosene price, T and D are included in 
the regression, now the CRDW suggest cointegration, but DF and ADF do not. 
However, the estimated long-run elasticities are 1.00 for income, -0.83 for the own 
price, -0.10 for the price of kerosene and 0.013 with respect to the area-constructed. 
The coefficients of the dummy variable and the time trend are 0.06 and 0.006
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respectively. Notice the positive value of the coefficient of the time trend is likely to 
reflect the consumer’s taste in this case, since liquid gas is cleaner fuel than kerosene.
The results for gasoline are reported in columns (7-10) of Table 9.2a. In column (7) 
the regression includes LPB, LYFN and LAN. The CRDW, DF and ADF tests do not 
suggest cointegration. In column (8), the price of diesel is included in the regression, 
the CRDW suggests cointegration, but unfortunately the DF and ADF tests do not 
confirm this. However, the estimated long-run elasticities are 0.50 for income, 0.26 
for the own price, -0.30 for the diesel price and 0.28 with respect to the area- 
constructed. In column (9), in addition to the price of diesel, T is included in the 
regression to account for the UEDT, now neither CRDW nor DF and ADF tests 
suggest cointegration. The estimated long-run elasticities are 0.45 for income, 0.33 for 
the own price, -0.31 for the price of diesel and 0.27 with respect to the area- 
constructed and 0.002 for the coefficient of the time trend. In column (9), D is 
included in the regression, now the CRDW suggest cointegration, but DF and ADF do 
not. However, the estimated long-run elasticities are 0.63 for income, 0.14 for the own 
price, -0.33 for the price of diesel, and 0.29 with respect to the area-constructed. The 
coefficients of the dummy variable and the time trend are 0.09 and -0.001 
respectively. The time trend coefficient of -0.001, suggests even after removing all 
the other variables’ effect gasoline consumption will fall by 0.1% each year.
The results for kerosene are reported in columns (1-3) of Table 9.2b. In column (1) the 
regression includes LPK, LYFN and LAN. The R2 value is very low and CRDW, DF 
and ADF tests do not suggest cointegration. In column (2), the price of liquid
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petroleum gas and the price of diesel are included in the regression since they are 
close substitutes to kerosene. The CRDW suggests cointegration, but unfortunately 
the DF and ADF tests do not confirm this. However, the estimated long-run 
elasticities are -0.15 for income suggesting that kerosene is an inferior good; any 
increase in the income will lead to fall in kerosene demand, -0.49 for the own price, 
0.70 for the price of liquid gas, 0.12 for diesel price and 0.32 with respect to the area- 
constructed. In column (3), T and D are included in the regression, now the CRDW 
suggest cointegration, but DF and ADF do not. However, the estimated long-run 
elasticities are 0.50 for income, -0.36 for the own price, 0.83 for the price of liquid gas 
and 0.25 for diesel, and -0.012 with respect to the area-constructed, implying that 
urbanization have a negative impact on kerosene. The coefficients of the dummy 
variable and the time trend are -0.012 and -0.011 respectively. These estimates are in 
line with one’s prior. The coefficient of the time trend being -0.011, suggests that 
kerosene demand is declining by 1.1% each year because of the changes of the 
consumer’s tastes.
Columns (4-6) in Table 9.2b report the estimates of diesel demand in Jordan using 
OLS method. In column (4) the regression includes LPS, LYFN and LAN. The 
CRDW suggests there is a long run relationship between those variables, but 
unfortunately the DF and ADF tests do not confirm this. The estimated long-run 
elasticities are 1.45 for income, -0.44 for the price and 0.45 with respect to 
urbanisation. In column (5), the price of gasoline is included in the regression, the 
CRDW suggests cointegration, but unfortunately the DF and ADF tests do not 
confirm this. However, the estimated long-run elasticities are 1.27 for income, -0.43
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for the own price, 0.20 for the price of gasoline and 0.31 with respect to the area- 
constructed. In column (6), in addition to the price of diesel, T and D are included in 
the regression, now the CRDW suggest cointegration, but DF and ADF do not. 
However, the estimated long-run elasticities are 0.96 for income, -0.58 for the own 
price, 0.70 for the price of gasoline, and 0.30 with respect to the area-constructed. The 
coefficients of the dummy variable and the time trend are 0.15 and 0.02 respectively.
Columns (7-9) in Table 9.2b report the estimates of jet fuel demand in Jordan using 
OLS method. In column (7) the regression includes LPJ, LYFN and LAN which are 
1(1) variables. None of the stationarity tests suggests there is a long relationship 
between those variables. The estimated long-run elasticities are 1.14 for income, -  
0.42 for the price and 0.37 with respect to the area-constructed. In column (8), the 
time fiend T is included in the regression, the CRDW suggests cointegration, but 
unfortunately this is not confirmed by the DF and ADF tests. However, the estimated 
long-run elasticities are 0.99 for income, -0.22 for the price, 0.31 with respect to the 
area-constructed and -0.04 for the coefficient of the time fiend. Furthermore, in 
column (9), D is included in the regression, the CRDW suggests cointegration, but 
unfortunately this is not confirmed by the DF and ADF tests. However, the estimated 
long-run elasticities are 0.99 for income, -0.22 for the price, 0.31 with respect to 
urbanisation and -0.04, 037 for the coefficients of the time fiend and stability 
respectively.
Columns (10-12) in Table 9.2b report the estimates of fuel oil demand in Jordan using 
OLS method. In column (10) the regression includes LPFO, LYFN and LAN which
Chapter 9 263
are 1(1) variables. None of the stationarity tests suggest that there is a long 
relationship between those variables. However, the estimated long-run elasticities are 
0.91 for income, 0.22 for the price and 0.58 with respect to the area-constructed. In 
column (11), the price of diesel is included in the regression since diesel is used for 
generating electricity; again none of the stationarity tests suggest that there is a long 
relationship between those variables. However, the estimated long-run elasticities are 
0.55for income, -0.44 for the price, and 1.07 for the price of diesel, 0.31 with respect 
to the area-constructed. Furthermore, in column (12), D and T are included in the 
regression, the CRDW suggests cointegration, but unfortunately this is not confirmed 
by the DF and ADF tests. However, the estimated long-run elasticities are 0.84 for 
income, -0.17 for the price, 0.40 for the price of diesel, 0.31 for the area-constructed 
and 0.045, and 0.25 for the coefficients of the time trend and stability respectively.
Table 9.2a:
OLS Estimation of Total petroleum, Liquid P. Gas and Gasoline (1970-1997)
Regressors Dependent variable
LQPN(Aggregate) LGN(Liquid P.Gas) LBN(Gasolhie)
(1) <2) (3) (4) (5) (6) (7) (8) (9) (10)
C -5.6 -5.6 -5.6 4.96 -5.1 -5.4 4.8 -550 -5.60 -550
m -0.42 -022 -0.42 -098 -0.98 -0.83 027 026 033 0.14
ip j LPK-0.04 -0.10 LPS-030 -031 -033
LYFN 1.14 099 1.13 1.00 1.03 1.00 0.18 050 0.45 0.63
LAN 037 031 033 0.02 0.012 0.013 029 028 027 029
D 0.17 0.06 0.09
T 0.009 0.004 0.006 0.002 -0.001
Diagnostics Measures
ra 0.940 0.950 0.974 0.966 0.966 0.970 0.850 0.938 0.939 0960
R^Adj. 0.930 0.940 0.968 0962 0.961 0.961 0.831 0.928 0925 0.947
CRDW 1.46* 127* 2.12* 1.82* 1.85* 1.92* 058 124* 1.17* 1.47*
D F -3.79 -356 -5.43* 4.59* 4.68** -5.04 -2.19 -324 -3.11 -3.63
ADF(l) 4.57* 4.09 4.04 436** 4.48 -5.05 -239 -355 -331 -254
5%C.V 4.54 5.02 -5.41 454 4.97 -5.79 454 497 -5.41 -5.79
Notes: Microfit gives the 5% critical values. * and ** indicates significance at 5% and 10% level.
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Table 9.2b:
OLS Estimation of Kerosene, Diesel, Jet Fuel and Fuel Oil Demand(1970-1997)
Regressors
IiKN(Kerosene) 
(1) (2) (3)
Dependent variable 
LSNpesd) 
(4) (5) (6)
LJN(JetFueI) 
(7) (8) (?)
LFON(FuelOiI) 
(10) (11) (12)
C -233 -3.73 -0.56 -8.75 -8.74 -924 -112 -112 -11.82 -7.73 -754 -856
LPf -0.19 -0.49 -036 -0.44 -0.43 -058 -023 -0.40 -0.74 022 -0.44 -0.17
LPj 0.70
0.12
0.83
025
020 0.70 1.07 0.40
LYFN 0.044 -0.15 050 1.45 127 0.96 151 1.73 2.1 0.91 055 0.84
LAN 037 032 026 0.45 0.47 030 037 0.75 0.70 058 0.72 0.16
D -0.012 0.15 037 025
T -0.01 -0.011 0.02 -0.04 -0.04 0.045
Diagnostics Measures
R2 0.064 0.632 0.816 0503 0505 0553 0.710 0.835 0.899 0.788 0.827 0.983
R2Adj. -0.053 0549 0.752 0.891 0.889 0.940 0.673 0.810 0.876 0.762 0.797 0578
CRDW 051 138* 1.71* 1.70* 1.68* 1.89* 051 1.43* 154* 0.45 0.80 1.75*
DF -3.79 -356 455 433** 424 4.72 -1.90 -3.84 -353 -1.49 -229 4.68
ADF(1) -457* 4.09 4.11 4.17 -350 -335 iL n> 4.88** -350 -1.80 -239 -280
5%CV 454 5.02 -5.79 454 457 -5.79 454 -5.02 -5.41 454 457 -5.79
N otes: see notes to Table 9.2a
9.3.2 Johansen’s ML Procedure
Since the evidence from OLS is not clear-cut regarding cointegration between the 
variables included in the regressions. Further evidence on cointegration is investigated 
by applying the Johansen procedure because it poses several advantages over the 
residual-based method in testing for cointegration. The order of the VAR is chosen to 
be 1 based on both (SBC) and (AIC) criterion, taking into account the relatively small 
size sample available. Cointegration LR tests based on both the maximal eigenvalues 
and the trace of the stochastic matrix are presented in Table 9.3 for the aggregate 
petroleum and the individual fuels. The results indicate the presence of one
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cointegrating vector at 5% level of significance for all demand equations3. This 
indicates that long-run relationships between the variables included in the analysis 
exist. Notice that the deterministic trend was initially included in all cointegrating 
vectors, but the LR tests do not indicate cointegration in its presence. However, Table
9.4 gives the Johansen maximum likelihood (ML) estimates of the cointegrating 
vectors of the aggregate petroleum products as well as the individual fuels for the 
period 1970-1997.
For the aggregate petroleum products, the ML estimates of the cointegrating vector 
(LQPN, LYFN, LPP, LAN) gives a long run income elasticity of 1.38 and long-run 
price elasticity of -0.56 and long nm elasticity of demand with respect to the area- 
constructed of 0.36. The elasticities are all correctly signed and seem to be greater 
than the estimates reported in Table 9.2a. Tests for unit income elasticity and zero 
price elasticity are performed giving %2(1) = 11.6[0.001] and yf(\)=  16.9[0.000] 
respectively. Moreover, unit price elasticity was rejected x2(l)~  7.2[0.007]. This 
suggests rejecting the hypothesis of unit income elasticity and zero price and unit 
price elasticity hypotheses, implying that income elasticity is significantly more than 
unity and price elasticity is significant but less than unity. These estimates are similar 
to those obtained by OLS
For liquidated petroleum gas, the ML estimates of the cointegrating vector (LGN, 
LYFN, LPG, LAN) gives a long-run income elasticity of 1.17 and long-run price
3 The war dummy variable is included in the Johansen procedure for the aggregate petroleum and 
individual fuels as a predetermined variable.
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elasticity of -0.97 and long-run elasticity of demand with respect to the area- 
constructed 0.02. Tests for zero price elasticity, unit price elasticity and jointly unit 
price and unit income and zero area-constructed are performed giving %2(1) = 
7.23[0.007], %2(2)~ 0.112[0.738] and %2(3)=d.9[0A13] respectively. This suggests 
rejecting the zero price elasticity hypotheses but accepting unit price and unit income 
and zero area-constructed elasticity. These results imply that LPG demand is price and 
income elastic. These estimates are very close to those estimates obtained by OLS 
method.
For gasoline, the ML estimates of the cointegrating vector (LBN, LYFN, LPB, LPS, 
LAN) gives a long-run income elasticity of 1.48 and long-run own price elasticity of - 
0.93 and long run cross price elasticity -0.33 and long-run elasticity of demand with 
respect to the area-constructed is 0.50. Tests for unit income elasticity and zero price 
elasticity are performed giving x2(l) “  1.37[0.242] and %2(1)= 5.8[0.016] respectively. 
This suggests accepting the hypothesis of unit income elasticity and rejecting the zero 
price elasticity hypotheses. As seen these estimates rather differ from the OLS results.
For kerosene, the ML estimates of the cointegrating vector (LKN, LYFN, LPK, LPG , 
LAN) gives a long-run income elasticity of -0.40 confirming the OLS result for 
kerosene being inferior commodity, long-run own price elasticity of -0.29, long run 
cross price with respect to liquidated petroleum gas elasticity 0.68 and long-run 
elasticity o f demand with respect to the area-constructed of 0.50. Apart from the 
income, all the elasticities are correctly signed and are reasonable. Tests for zero price 
elasticity and jointly zero income and zero price elasticity are performed giving %2(1)
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=3.4[0.064] and %2(2)= 4.9[0.086] respectively. This suggests accepting the 
hypothesis of zero income elasticity and zero price elasticity at 5% level of 
significance, implying that kerosene does not respond to income and price changes.
For diesel, the ML estimates of the cointegrating vector (LSN, LYFN, LPS, LAN) 
gives a long-run income elasticity of 1.70 and long-run price elasticity of -0.57 and 
long-run elasticity of demand with respect to area-constructed 0.55. Tests for zero 
price elasticity, and unit income elasticity are performed giving x2(l)  = 11.84[0.001], 
%2(1) =17.30[0.000]. These tests suggest rejecting zero price elasticity hypothesis and 
unit income elasticity.
For jet fuel, the ML estimates of the cointegrating vector (UN, LYFN, LPJ, LAN) 
gives a long-run income elasticity of 2.57 and long-run price elasticity o f -1.02 and 
long-run elasticity of demand with respect to the area-constructed 0.81. Tests for unit 
price elasticity, is performed giving x2(l) = 0.007[0.932] and suggest accepting unit 
price elasticity hypothesis. The estimated income elasticity for jet fuel obtained here is 
higher than any estimate for any other fuel.
For fuel oil, the ML estimates of the cointegrating vector (LFON, LYFN, LPFO, LAN) 
gives a long run income elasticity of 1.42 and long-run price elasticity of -0.12 and 
long run elasticity of demand with respect to the area-constructed 0.80. Tests for zero 
price elasticity, jointly unit income elasticity and zero price elasticity are performed 
giving x2(l)  = 0.54[0.463] and x2(2) = 1.11 [0.575] and suggest accepting zero price 
elasticity hypotheses and accepting the hypothesis of unit income elasticity.
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Overall, the estimates of long run elasticities for the aggregate petroleum as well as 
the individual refined petroleum products obtained by the Johansen’s procedure are 
almost identical to those obtained by the OLS.
Table 9.3:
Johansen Tests of Cointegration for Petroleum Products Demand(1970-1997)
Hypothesis 
Ho Ha
Lmax
Statistic 95%CV Statistic
Ltrace
95% CV
LQPN (Aggregate Petroleum Products)
r = 0 r = 1 42.0* 27.4 59.3* 48.9
r<= 1 r = 2 10.8 21.1 17.3 31.5
r<= 2 r = 3 6.3 14.9 6.5 17.9
LGN(Liquidated Petroleum Gas)
r = 0 r = 1 35.6* 27.4 51.3* 48.9
r<= 1 r = 2 11.4 21.1 15.8 31.5
r<=2 r = 3 4.3 14.9 4.4 17.9
LBN(GasoIine)
r = 0 r=  1 43.7* 37.1 104.2* 82.2
r<= 1 r = 2 26.5 31 60.5* 58.9
r<=2 r = 3 18.54 24.3 34.0 39.3
LKN( Kerosene)
r = 0 r = 1 32.1** 33.6 72.6* 70.5
r<= 1 r = 2 23.6 27.4 40.5 48.9
r<= 2 r = 3 10.1 21.1 16.9 31.5
LSN(Diesel)
r = 0 r = 1 38.0* 27.4 55.8* 48.9
r<= 1 r = 2 7.7 21.1 17.8 31.5
r<= 2 r = 3 6.5 14.9 10.1 17.9
LJN(Jet Fuel)
r = 0 r = 1 34.8* 31 61.9* 58.93
r<= 1 r = 2 13.22 24.35 27.1 39.33
r<= 2 r = 3 8.2 18.33 13.9 23.83
LFON( Fuel Oil)
r = 0 r = 1 38.1* 37:1 90.2* 82.2
r<= 1 r = 2 22.3 31 52.1 58.9
r<= 2 r = 3 206 24.3 29.9 39.3
Notes: r is the number o f  cointegrating vectors. * and ** indicates significance at 5% and 10% level.
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Table 9.4:
Johansen Estimates of the Cointegrating Vectors for Petroleum Products 
Demand(1970-1997) _________  ________
DqxVy Exactly identified 
Regressors estimates
Ov er identified estimates Over identified estimates Ov er identified 
estimates
DgPA(A^regateOn> 
LPP -0.56(0.100) 
LYFN 1.38(0.14) 
LAN 0.36(0.034)
-1.00
1.87(0.17)
027(0.046)
Z2(l)=11.6[ 0.001]
-036(0.088)
1.00
0.44(0.17)
X2(l)=7.2[0.007]
0.00
0.97(021)
0.46(0.05)
X2(1)M6.9\0.000]
LGN( Liquidated Petroleum Gas)
LPG -0.97(0.086) 0.000 
LYFN 1.17(0.13) 1.44(0217)
LAN 0.02(0.06) 023
=7.23 [0.007]
-1.00
2.66(0.400)
0.59(0.40)
^(7)=0.112[0.738]
-1.00
1.00
0.000
^(V=2.9[0.413]
ZJBiV( Gasoline)
LPB -0.93(0.62) 
LPS -028(0.08) 
LYFN 1.48(0.55) 
LAN 0.50(0.11)
0.000
-033(0.048)
0.70(0.11)
0.41(0.055)
X2(1)=SM[0.0\6\
-0.42(0.14)
030(0.06)
1.00
0.46(0.07)
X2(l)—1.3 7[0.242]
£K?V(Keroseiie)
LPK -029(0.12) 
LPG 0.68(0.14) 
LYFN -0.40(0.18) 
LAN 0.38(0.11)
0.00
0.46(0.19)
-0.43(0.134)
021(0.17)
X2(l) =3.4[0.064]
-029(0.17)
0.49(0.19)
0.00
0.16(0.07)
X2(l)= 3.6[0.059]
0.00
024(0.19)
0.00
0.02(0.13)
X2(2) =4.9[0.086]
LS7V( Diesel)
LPS -0.57(0.089) 
LYFN 1.70(0.176) 
LAN 0.55(0.043)
-1.00
224(0287)
0.57(0.080)
^/;=11.82[0.001]
0.00
1.35(0390)
-0.60(0.108)
X2(1)=\1B0[0.000)
LJN(Jet Fuel)
LPJ -1.02(026) 
LYFN 2.57(039) 
LAN 0.81(0.16)
-1.00
2.55(0283)
-0.81(0.16)
;^(7;=0.007[0.932]
LFON( Fuel Oil)
LPFO -0.94(0.49) 
LPS 1.46(0.70) 
LYFN 0.81(029) 
LAN 0.71(0.33)
-1.00
1.55(0.15)
0.79(026)
0.74(0.17)
X2(l)=. 015[.902]
0.83(0.42)
127(0.56)
1.00
0.63(028)
X2(l)= 0.46 [.498]
1.00
1.49(0.13)
1.00
0.73(0.18)
X2(2)= 0.59[.746J
Notes: standard errors in parentheses and probabilities between brackets.
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The DOLS method also employed to estimate the aggregate petroleum as well as the 
refined petroleum products. The estimated coefficients and diagnostic tests for 
aggregate and individual fuels by the DOLS method appear in Tables 9.4a and 9.4b. 
The demand equations pass all the diagnostic statistics tests including serial 
correlation, functional form, hetroscedasticity, normality, and predictive failure tests 
at 5% level with the exception of the gasoline equation failed the functional form test 
and the fuel oil equation failed the predictive failure test. The demand equations are 
estimated including up to j = ±3 leads and lags, the insignificant lags and leads were 
dropped from the regressions.
For the aggregate petroleum, the estimated long run elasticities arel.67 for income, - 
0.88 for own price, 0.49 for the area-constructed, 0.08 and -0.014 for the coefficients 
of the dummy variable and time trend. All the elasticities have the predicted sign and 
are highly significant. The estimated income and price elasticities seem to be higher 
than those obtained by OLS method but very close to the Johansen ML.
For the liquid petroleum gas, the estimated long run elasticities are 1.29 for income, - 
0.89 for own price, and -0.26 for the price of kerosene. The coefficients of the area- 
constructed, dummy variable and the time trend were found insignificant and dropped 
from the regression. These elasticities have the predicted sign and are highly 
significant. In the one hand the estimated income elasticity seem to be higher than 
those obtained by OLS and Johansen’s ML method but veiy close to the ARDL. On
9.3.3 DOLS Procedure
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the other hand, the estimated price elasticity is rather similar to the Johansen and 
lower than the OLS.
For gasoline, the estimated long inn elasticities are 0.41 for income, -0.09 for own 
price, and 0.21 for area-constructed. The coefficients of diesel price, dummy variable 
and the time trend were found insignificant and dropped from the regression. For 
kerosene, the estimated long run elasticities are 0.27 for income, -0.82 for own price, 
0.45 for the price of diesel, 0.43 for the area-constructed, and the coefficients of the 
time trend is -0.04. For diesel, the estimated long run elasticities are 049 for income, - 
1.06 for own price, 0.42 for the area-constructed, and 0.024 for the coefficients of the 
time trend. For jet fuel, the estimated long run elasticities are 2.40 for income, -0.92 
for own price, 0.72 for the area-constructed, 0.35 and -0.05 for the coefficients of the 
dummy variable and time trend. For fuel oil, the estimated long run elasticities 
arel.17 for income, 0.12 for own price, 0.15 for the area-constructed, 0.17 and 0.04 
for the coefficients of the dummy variable and time trend. The price of diesel was 
included in the regression, but it was found insignificant and dropped. All the 
estimated elasticities for all fuels have the predicted sign and are highly significant.
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Table 9.4a
Stock-Watson Dynamic OLS estimates of Total Petroleum, Liquid Gas, Gasoline,
and Kerosene Demand (1970-1997)
Explanatory variables Dependent variable
LQPNjJfM) LGNJLPG) IffiV/Gasdine) LKNIKavsene)
C -6.6[0.000] -6.1[0.000] -5.7[0.000] -22[0.006]
LPit -0.88[0.000] -0.89[0.000] -0.09[0.268] -0.82[0.001]
LPjt 0 -0.27[0.000] 0 0.45[0.021]
LYFNt 1.67[0.000] 1.29[0.000] 0.41[0.001] 027[0.070]
LANt 0.49[0.000] 0.21 [0.000] 0.43[0.000]
DLPjt 0.66[0.001] 036[0.003]
DLPg+1) -0.61[0.005] 0.42[0.000] -0.49[0.007]
DLPg+2) 0.54[0.000]
DLPg-1) -0.62[0.000] -0,72[0.000] -0.51[0.004]
DLPg-2) -0.52[0.001]
DLYFNt -0.55[0.002] -1.52[0.000] 0.41[0.002]
DLYFNt(+l) 033[0.053]
DLYFNt(+2)
DLYFNg-l) -0.40[0,018]
DLYFNt(-2) -1,03[0.000] -0.12[0.000]
DLANt -0.13[0.024] -0.12[0.000]
DLANg+l) 0.12[0.018] 0.40[0.000] 020[0.026]
DLANt(+2) 032[0.000]
DLANg-l)
DLANt(-2)
D 0.08[0.033]
T -0.014[0.010] -0.04[0.000]
Estimated Long Run Elasticities and Coefficients
Own Price -0.88 -0.89 -0.09 -0.82
Cross Price 0 -0.27 0 Diesel 0.45 1
Income 1.67 1.29 0.41 027
Area-constructed 0.49 0 0.21 0.43
Instability 0.08 0 0 0
Time -0.014 0 0 -0.04
Diagnostics Measures
RY 0.991 0.994 0973 0.850
R2 Adjusted 0.984 ■ 0.990 0956 0.798
SE 4.8% 43% 5.0% 7.6%
SCX2 (1) 0.39 2.20 0.33 0.76
FFx2 (1) 3.25 2.5 9.4* 0.004
N x2 (2) 0.51 0.52 0.91 1.0
H x2 (1) 0.58 0.93 0.21 1.22
FF X2 (3) 1.63 1.6 0.040 0.17
Notes: The insignificant terms are dropped from the regression. Probabilities are between brackets. * 
and ** indicates significance at 5% and 10% level.
Chapter 9 273
Table 9.4b
Stock-Watson Dynamic OLS estimates of Diesel, Je t Fuel and Fuel Oil Demand
(1970-1997) ___________ _ ________
Explanatoiy variables Dependent variable
LW t(Diesd) ZJAp*Fuet) LFONfFuAGS)
C -8.0[0.000] -13.0[0.000] -9.8[0.000]
LPjt -1.06[0.000] -092[0.000] 0.12[0.019]
PPjt 0.89[0.Q23] 0
0.61[0.026]
LYFNt 0.49[0.075] 2.4[0.000] 1.17[0.000j
LANt 0.42[0.000] 0.72[0.000] 0.15[0.005]
DLPft
DLPX+1)
DLPjf+2)
DLPtf-1) -031[0.000]
DLPg-2)
DLYFNt -096[0.027] -0.65[0.001j
DLYFNt(+J)
DLYFNt(+2)
DLYFNt(-l)
DLYFNt(-2) -039[0.016]
DLANt -0.27[0.006]
DLANt(+l)
DLANt(+2)
DLANt(-l)
DLANt (-2)
D 035[0.000] 0.04[0.000]
T 0.024[0.001] -0.05[0.000] 0.17[0.000]
Estimated Long Run Elasticities and Coefficients
Own Price -1.06 -0.92 0.12
Cross Price 0.89
0.61
0 0
Income 0.49 2.4 117
Area-constructed 0.42 0.72 0.15
Instability 0 0.35 0.17
UEDT 0.024 -0.05 0.04
Diagnostics Measures
rJ 0.965 0.920 0991
R2 Adjusted 0.953 0.898 0.986
SE 9.5% 16.5% 62%
SCx2 (l) 3.6 0.18 1.48
FFX2 (1) 2.33 0.07 0.036
N X2 (2) 0.58 0.60 1.48
H x?(l) 0.36 0.20 1.80
FFx2 (3) 0.85 2.76 9.50*
Notes: See notes to Table 9.4a
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The ARDL method also employed to estimate the refined petroleum products to 
ensure that estimates do not vary across different econometric methods and because 
this method performed well in the previous chapters. Schwarz Bayesian Criterion 
selected the ARDL (1,0,0,0) in most of the cases4. The estimated coefficients and 
diagnostic tests for aggregate and individual fuels appear in Tables 9.5. The demand 
equations pass all the diagnostics tests including serial correlation, functional form, 
hetroscedasticity, normality, and predictive failure tests at 5% level with the exception 
of the gasoline equation failed the functional form test at the 10% level and the fuel 
oil equation failed the hetroscedasticity test.
For the aggregate petroleum, the estimated short run elasticities are 0.60 for income, - 
0.26 for price, 0.21 for the area-constructed and the coefficient of the dummy variable 
is 0.08. The corresponding long run elasticities arc 1.57, -0.46, 0.39 and 0.14. All 
these elasticities have the predicted sign and are highly significant. The coefficients of 
the time fiend were found insignificant and dropped from the regression. The 
adjustment coefficient from this method is calculated and found to be -0.56, which is 
slightly higher than the one reported in Table 9.6a based on the OLS method. In the 
one hand the estimated income elasticity seem to be higher than those obtained by 
OLS but very close to the DOLS and Johansen ML methods. On the other hand, the 
estimated price elasticity is rather similar to the Johansen and lower than the OLS and 
DOLS.
9.3.4 ARDL Procedure
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For liquid petroleum gas, the estimated long run elasticities are 1 for income and -1 
for the own price with short run elasticities of 0.86 for income, and -0.86 for the own 
price. The coefficients of the price of substitutes (electricity and kerosene), the area- 
constructed, and the time fiend were found insignificant and dropped from the 
regression. The adjustment coefficient from this method is calculated and found to be 
-0.86, which is slightly higher than the one reported in Table 9.6a based on the OLS 
method. The estimated income elasticity seems to be higher than those obtained by 
OLS but almost identical to Johansen ML and DOLS methods. The estimated price 
elasticity is rather similar to the Johansen and lower than the OLS and DOLS.
For gasoline, the estimated short run elasticities are 0.08 for income, -0.03 for price, 
0.14 for the price of diesel, 0.13 for the area-constructed and the coefficient of the 
time trend is -0.003. The corresponding long run elasticities are 0.41, -0.09, 0.44 and - 
0.009 respectively. All these elasticities have the predicted sign, but the income and 
own price are insignificant. The coefficient of the dummy variable was found 
insignificant and dropped from the regression. The adjustment coefficient from this 
method is calculated and found to be -0.32, which is slightly higher than the one 
reported in Table 9.6a based on the OLS method. In the one hand the estimated 
income elasticity seem to be higher than those obtained by OLS and Johansen ML 
methods but very close to the DOLS. On the other hand, the estimated price elasticity 
is rather similar to the Johansen and lower than the OLS and DOLS.
4 In the case o f  kerosene, diesel and fuel oil the SBC selected ARDL (1,0,1,0,1), A R D L (0,0 ,1,0,0), 
and A R D L( 1,1,1,0,0) respectively, and the estimates do not differ from the A RDL( 1,0,0,0,0).
Chapter 9 276
For kerosene, the estimated long run income elasticity is statistically insignificant and 
found to be 0.11. The estimated long run price elasticity is statistically significant with 
the value of -0.29. The estimated long ran elasticity with respect to the area- 
constructed is 0.42 and the coefficient of the time trend is statistically significant with 
value of -0.009. The corresponding short ran elasticities are -0.16, -0.22, 0.44, 0.22 
and -0.06 for the income, own price, area-constructed, and the dummy variable 
respectively. Apart from the coefficient of income and the dummy variable all the 
coefficients are significantly different from zero, as seen, all short ran elasticities are 
lower than the elasticities in the long ran. The adjustment coefficient from this 
method is calculated and found to be -0.83.
For diesel, the estimated short run elasticities are 0.91 for income, -0.57 for price, 0.57 
for the price of gasoline, 0.29 for area-constructed and the coefficients of the dummy 
variable and the time trend are 0.14 and 0.02 respectively. The-corresponding long ran 
elasticities are 0.96, -0.60, 0.71, 0.15 and 0.02. All the elasticities have the predicted 
sign and are highly significant. The adjustment coefficient from this method is 
calculated and found to be -0.95, which is slightly higher than the one reported in 
Table 9.6b based on the OLS method. In the one hand the estimated income elasticity 
seem to be higher than those obtained by OLS and Johansen ML methods but very 
close to the DOLS. On the other hand, the estimated price elasticity is rather similar to 
the Johansen and lower than the OLS and DOLS.
For the jet fuel, the estimated short run elasticities are 0.68 for income, -0.44 for price, 
and the coefficient of the time trend is -0.014. The corresponding long run elasticities
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are 4, -2.59 and -0.08. All these elasticities have the predicted sign and are highly 
significant. The coefficients of area-constructed and the dummy variable were found 
insignificant and dropped from the regression. The adjustment coefficient from this 
method is calculated and found to be -0.17, which is slightly higher than the one 
reported in Table 9.6b based on the OLS method. In the one hand the estimated 
income elasticity seem to be higher than those obtained by OLS and Johansen ML 
methods but very close to the DOLS. On the other hand, the estimated price elasticity 
is rather similar to the Johansen and lower than the OLS and DOLS.
For fuel oil, the estimated long run elasticities are 0.81 for income, -0.88 for the own 
price, 0.92 for area-constructed, 1.27 for the price of diesel and 0.31 for the coefficient 
of the dummy variable. The coefficient of the time trend was found insignificant and 
dropped from the regression. The adjustment coefficient from this method is 
calculated and found to be -0.27, which is slightly higher than the one reported in 
Table 9.6b based on the OLS method. In the one hand the estimated income elasticity 
seem to be higher than those obtained by OLS and Johansen ML methods but very 
close to the DOLS. On the other hand, the estimated price elasticity is rather similar to 
the Johansen and lower than the OLS and DOLS.
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Table 9.5:
Autoregressive Distributed Lag Estimates of Refined Petroleum Products
Demand(1970-1997)____________________________________________
Explanatory Dependent variables
variables LQPN LGN LBN LKN LSN LJN LEON
(Total) (LPG) (Gasoline) (Kerosene) (Diesel) (JetFud) (Eid Oil)
Dep.(-1) 0.44 [0.001] 0.14 [0.407] 0.68 [0.000] 027 [0.084] 0.05[0.0.8Q2] 0.83 [0.000] 0.73[0.000]
Constant -2.8 [0.003] 42[0.001] -1.00 [0.090] -130 [0.181] -8.8[0.000] -2.60 [0.152] -22[0.033]
LPi -026[0.Q22] -0.86 [0.000] -0.03 [0.710] -021[0.039] -0.57[0.000] -0.44 [0.004] -023[0.011]
0 0 0.14[0.000] 0 0.67[0.055] 0 033[0.011]
LYFN 0.60 [0.003] 0.86[0.001] 0.08[0.145] 0.08 [0.617] 091[0.Q23] 0.68[0.031] 021[0.060]
LAN 021 [0.000] 0 0.13 [0.001] 024[0.0Q2] 029[0.007] 0 0.14[0.000]
D 0.08 [0.048] 0 0 0 0.14[0.061] 0 0.08[0.033]
T 0 0 -0.003[0.097J -0.02[0.000] 0.02[0.Q27] -0.014[0.004] 0
Estimated Long Run Elasticities and Coefficients
Own Price -0.46 -1.00 -0.09 -029 -0.60 -2.59 -0.88
Cross Price 0 0 0.44 0 0.71 0 127
Income 1.57 1.00 0.41 0.11 0.96 4.0 0.81
Area-cons. 0.39 0 0.42 033 031 0 0.92
Instability 0.14 0 0 0 0.15 0 031
Time 0 0 -0.009 -0.03 0.02 -0.08 0
Diagnostic Measures
RA 0.984 0.967 0.988 0.780 0.953 0.940 0.992
R2 Adjusted 0.980 0.963 0.984 0.730 0.936 0.929 0.989
SF 5% 8% 3% 9% 11% 14% 6%
SCx2 (1) 0.64 0.03 2.40 0.05 0.05 0.58 0.18
FFx2 (1) 0.86 0.70 4.5** 0.54 1.7 039 024
N X2 (2) 0.82 026 1.10 1.63 1.64 0.08 0.82
H x2 (1) 0.02 125 0.10 0.08 0.90 0.03 82*
PFx2 (1) 1.48 0.73 1.8 124 0.64 0.35 1.63
Notes: See notes to Table 9.4a
9.4 Short Run Dynamics: Error Correction Mechanism
In estimating the error correction models for the aggregate petroleum and for the 
individual refined products, dynamic equations for the differences of the 1(1) variables 
along the non stationary variables including the error correction term is given in 
Tables 9.6a and 9.6b. Notice that the EC term is taken to be the residuals from the 
OLS regressions reported in column (2), (5) and (9) of Table 9.2a and column (2), (5) 
and (8) and (11) of Table 9.2b. I experimented with various lag lengths, employing
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the general to specific modelling strategy to obtain the preferred models. The 
equations reported in Table 9.6a and 9.6b perform well by passing all standard 
diagnostic tests.
For the aggregate petroleum, the estimated short run elasticities are 0.61 for income 
and 0.19 for area-constructed. The price elasticity is not significant and was dropped 
from the regression. Moreover, the estimated coefficient for the error term of -0.64 is 
highly significant, suggesting that 64% of any disequilibrium is adjusted each year. 
For liquid petroleum gas, the estimated own price elasticity of -1.17 is the only 
significant in the short run. The estimated coefficient for the error term of -0.77 is 
highly significant, suggesting that 77% of any disequilibrium is adjusted each year. 
For gasoline, the estimated short nm elasticities are -0.18 for the price of diesel, and 
0.08 for area-constructed. The own price and the income elasticities are insignificant 
at the 5% level. Moreover, the estimated coefficient for the error term of -0.23 is 
highly significant, suggesting that 23% of any disequilibrium is adjusted each year. 
For kerosene, none of the estimated short nm elasticities are significant at the 5% 
level, but the estimated coefficient for the error term of -0.84 is highly significant, 
suggesting that 84% of any disequilibrium is adjusted each year. For diesel, the 
estimated short nm elasticities are 1.14 for income, -0.72 for the own price and 0.19 
for area-constructed. The estimated coefficient for the enor term of -0.75 is highly 
significant, suggesting that 75% of any disequilibrium is adjusted each year. For the 
jet fuel, the estimated income elasticity of 0.65 is the only significant in the short nm. 
Moreover, the estimated coefficient for the enor term of -0.41 is highly significant, 
suggesting that 41% of any disequilibrium is adjusted each year. For fuel oil, the
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estimated short run elasticities are 0.34 for income, -0.13 for own price and 0.18 for 
area-constructed. Moreover, the estimated coefficient for the error term of -0.34 is 
highly significant, suggesting that 34% of any disequilibrium is adjusted each year.
Table 9.6a:
OLS Estimates of the Error Correction Models of Sectoral Demand (1970-1997)
Explanatory
variables^ DLQPNt
(Total)
Dependent variables
DLGNt DLBNt 
(Liquid P.Gas) (Gasoline)
DLKNt
(Kerosene)
C -0.07[0.095]
Dep.fl) 1.54[0.002]
Dep.(-2) 1.68[0.004]
Dep.(-3) 0.87[0.008] 0.59[0.000]
DIP it -1.17[0.019] Dlps-0.18[0.000]
DLPufl) -020[0.004]
DLPg-2) 1.94[0.006] -0.19[0.011]
DLPg-3) -0.17[0.025]
DLYFNt 0.61[0.000]
DLYFNf(-l) -0.94[0.005]
DLYFNt (-2) -U7[0.007]
DLYFNt(-3) -0.96[0.004] -027[0.000]
DLANt 0.19[0.001] 0.08[0.010]
DLANt f l ) 0.06[0.015]
DLANt(-2) -023[0.019]
DLANtf3 )
D 0.10[0.005]
ECTfl) -0.64[0.000] -0.77[0.030] -023[0.046] -0.84[0.008]
Diagnostic Measures
RA 0.505 0.823 0.854 0.443
R.2 Adjusted 0.437 0.613 0.805 0.393
S.E 5.8% 5.9% 2.5% 9.8%
SC x2 (1) 1.61 1.18 4.0** 0.39
FFx2 (1) 0.02 0.56 0.70 2.75
N X2 (2) 0.25 1.44 1.31 7.10*
H x2 (1) 0.03 0.17 0.93 1.11
PFx2 (3) 1.19 4.7 3.4 2.85
Notes: insignificant terms were dropped from the regression. Probabilities are between brackets. * and 
** indicates significance at 5% and 10% level.
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Table 9.6b:
OLS Estimates of the E rro r Correction Models of Sectoral Demand (1970-1997)
Explanatoiy variables
DLSNt
(Diesel)
Dependent variable
DLJNt 
(Jet Fuel)
DLFONt 
(Fuel Oil)
C
Dep.(-1) 039[0.G26] 0.59[0.000]
Dep(-2)
Dep(-3)
DIP a -0.72[0.003] -0.13[0.073]
DLPii-1)
DLPU(-2)
DLPn(-3)
DLYFNt 1.14[0.001] 0.65[0.055] 034 [0.054]
DLYFNt(-l)
DLYFNt(-2) 0.52[0.066]
DLYFNt(-3)
DLANt 0.19[0.080] 0.18[0.009]
DLANfr-l)
DLANt(-2)
DLANt(-3)
D
ECT(-1) -0.75[0.005] -0.41[0.008] -034[0.017J
Diagnostic Measures
R2 0.480 0.371 0.493
R.2 Adjusted 0381 0316 0396
SE 122% 14.9% 7.5%
s e x 2 (1) 0.07 0.99 1.44
FFX2 (1) 0.50 2.69 2.31
N X2 (2) 1.79 1.95 0.72
H x2 W 3.49 0.05 0.12
PFX2 (1) 0.35 0.03 0.11
N otes: See notes to Table 9.6a
9.5 Comparison of the individual estimates
A summary of the long run estimates is made in Table 9.7. Overall, the results from 
the different techniques are close to each other though there is rather more dispersion 
in the case of jet fuel and fuel oil. As far as the long run elasticities are concerned, it is 
interesting to look at the estimates together. Scatters of the long run price, income and 
area-constructed elasticities are presented in Figures 9.11-13. Notice that in most
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cases the estimated elasticities from the different econometric techniques are almost 
identical. As in the previous chapters the DOLS method seemed to yield relatively 
higher estimates for the price, income and area-constructed. Overall, the estimates 
summarized in Table 9.7 are in line with the estimates summarized in Table 3.4 for 
the developing countries.
The RMS values are calculated in order to assess the hacking performance of the 
models over the estimation period. The RMS values are 6.3, 7.3, 4.5, 9.8, 11.0, 16.1 
and 8.4 based on OLS, 7.2, 9.1, 4.2, 7.8, 14.7, 13.8 and 8.0 based on ML, 7.4, 9.4, 
10.4, 4.9, 12.1, 11.9 and 7.8 based on DOLS, and 4.8, 7.3, 2.6, 8.3, 10.5, 11.3 and 
6.00 based on ARDL (1,0,0,0) for aggregate petroleum, liquid gas, gasoline, kerosene, 
diesel, jet fuel and fuel oil respectively. Notice that the and ARDL (1,0,0,0) have the 
lowest RMS values in most of the cases suggesting that the ARDL (1,0,0,0) model 
outperformed both Johansen’s ML and OLS in tracking die historical values of 
demand for aggregate petroleum and the individual fuels. It is also evident that the 
RMS values are the lowest for aggregate petroleum in most cases.
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Table 9.7:
A summary of the Estimated Coefficients and Elasticities
Long run 
Elasticity
Method Agg. L P G Gasoline Kerosene Diesel Jet Fuel Fuel Oil
O w n  Price OLS -0.42 -0.83 0.00 -0.36 -0.58 -0.74 -0.17
ML -0.56 -1.00 -0.42 0.00 -0.57 -1.00 -1.00
DOLS -0.88 -0.89 0.00 -0.82 -1.06 -0.92 -0.12
ARDL -0.46 -1.00 0.00 -0.29 -0.60 -2.59 -0.88
Income OLS 1.13 1.00 0.63 0.50 0.96 2.1 0.84
ML 1.38 1.00 1.00 0.00 1.70 2.55 1.00
DOLS 1.67 129 0.41 027 0.49 2.40 1.17
ARDL 1.57 1.00 0.41 0.00 0.96 4.00 0.81
Area- OLS 033 0.013 029 026 030 0.70 0.16
constructed ML 0.36 0.00 0.46 0.00 0.55 0.81 0.73
DOLS 0.49 0 021 0.43 0.42 0.72 0.15
ARDL 0.45 0 0.42 0.33 0.31 0 0.92
Political OLS 0.17 0.06 0.09 -0.012 0.15 037 025
instability ML na na na na na na na
DOLS 0.08 0 0 0 0 0.35 0.17
ARDL 0.14 0 0 0 0.15 0 0.31
Time OLS 0.004 0.006 -0.001 -0.011 0.02 -0.04 0.045
ML 0 0 0 0 0 0 0
DOLS -0.014 0 0 -0.04 0.024 -0.05 0.04
ARDL 0 0 -0.009 -0.03 0.20 -0.08 0
Figure 9.15: Scatter of Price Elasticities
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Figure 9.17: Scatter of Area-constructed Elasticities 
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9.6 Summary and Conclusions
In this chapter, I have estimated the demand for aggregate petroleum as well as the 
refined petroleum products using OLS, Johansen’s ML, DOLS, and ARDL approach 
based on annual data covering the period 1968-1997. There is econometric evidence 
that long run cointegrating relationships exist between the per capita refined 
petroleum products consumed and their prices, per capita GDP and per capita area 
constructed. This is in line with one’s priors.
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The estimated long run price, income and urbanization elasticities were lower in the 
OLS than in the ARDL, DOLS and Johansen’s ML when applied to the aggregate and 
individual petroleum products. This suggests that elasticities are more sensitive to 
economic growth and price changes than might otherwise have been supposed. It also 
provides some extra confidence in the use the construction activity as a means of 
influencing the development of refined petroleum products consumption. Thus on two 
counts, reliance on the simple OLS model would lead to policy conclusions which 
might well prove detrimental to the achievement of conservation or environmental 
goals. The Johansen results are sufficiently close to the ARDL and DOLS results as to 
lend strength to this argument.
The aggregate petroleum estimates are rather higher than the aggregate demand 
estimates where the estimated long run income elasticity is greater than unity, 
implying that economic growth is likely to be accompanied by substantial increases in 
aggregate petroleum demand and emissions. The estimated price elasticity is around -
0.50, which is higher than those obtained for aggregate energy and aggregate 
electricity. As in the aggregate demand and aggregate electricity demand, the 
elasticity of aggregate petroleum with respect to area-constructed is rather significant 
where it ranges between 0.33 and 0.49. The impact of political conflicts on the 
demand for aggregate petroleum products is positive because most conflicts in the 
Middle East were accompanied by migration to Jordan. The coefficient of the time 
trend is around 0.005 implying that the demand for petroleum would increase by 0.5% 
each ear even after removing other effects. This is not surprising for a developing
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country like Jordan, which has relatively low energy intensity compared with 
industrialised countries.
The estimates for liquid petroleum gas demand seem to differ from aggregate 
petroleum demand. The estimated long run price elasticity is surprisingly around unity 
implying that liquid petroleum gas demand responds to price changes, suggesting that 
pricing policy may achieve government policies to conserve energy. The estimated 
long run income elasticity is also around unity, implying that economic growth is 
likely to be accompanied by proportional increases in liquid petroleum gas demand. 
The empirical results do not show any effect of substitutes such as kerosene and 
electricity on the consumption of liquid petroleum gas. The elasticity of liquid 
petroleum gas demand with respect to area-constructed is statistically insignificant.
Although I have obtained conflicting results for the gasoline demand, most of the 
estimation techniques indicate that the estimated long run income elasticity is less 
than unity, meaning that growth in gross domestic product is likely to be accompanied 
by a moderate increase in gasoline demand. The estimated long run price elasticity is 
insignificant thus the gasoline demand does not respond to the price changes, 
suggesting that pricing policy would not be able to be an efficient tool to conserve 
gasoline. Strangely, The estimated cross price elasticity is surprisingly negative, 
suggesting that diesel is complementary, where it should be close substitute.
The estimates for the kerosene demand differ from all petroleum products. The long 
run income elasticity has a negative value, implying that kerosene is an inferior
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commodity and economic growth is likely to be accompanied by decreases in 
kerosene demand. The price elasticity being around -0.30 implying that kerosene 
demand is inelastic, thus taxation may be an inappropriate instrument for attaining 
government goals for energy conservation or environmental improvement. The cross 
price elasticity of kerosene with respect to liquidated petroleum gas being statistically 
significant implying that any increases of kerosene prices will lead to increases in the 
demand for liquid petroleum gas, which is cleaner to use. The elasticity of kerosene 
demand with respect to area-constructed is rather similar to aggregate energy demand 
and aggregate petroleum demand where the elasticity ranges between 0.30 and 0.40. 
The coefficient of the time fiend being negative rather reflects the consumer’s taste 
changes.
The estimated long run income elasticity of diesel is around unity, suggesting that 
growth in gross domestic product is likely to be accompanied by a proportional 
increase in diesel demand. The estimated long run price elasticity is rather similar to 
aggregate petroleum demand (-0.60) and thus the demand for diesel does not respond 
to the price changes, suggesting that pricing policy would not be able to be an 
efficient tool to conserve diesel.
The estimates for the jet fuel demand are higher than any other product demand 
estimates. The estimated long run income elasticity is significantly greater than two, 
implying that economic growth is likely to be accompanied by substantial increases in 
jet fuel demand. The estimated long run price elasticity is around unity implying that
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jet fuel demand responds to price changes proportionally in an opposite direction 
suggesting that pricing policy may achieve government policies to conserve energy.
The estimates for the fuel oil demand are similar to the aggregate demand. The long 
nm income elasticity is around unity, implying that economic growth is likely to be 
accompanied by proportional increases in fuel oil demand and hence environmental 
degradation. The price elasticity being insignificant implying that fuel oil demand is 
inelastic, suggesting that taxation may be an inappropriate instrument for attaining 
government goals for energy conservation or environmental improvement. The impact 
of urbanisation on fuel oil is the greatest amongst the petroleum products because fuel 
oil major use is generating electricity.
In general, the estimates obtained for the aggregate petroleum and the individual 
products both in the long run and short run are very close to the estimates surveyed in 
Chapter 3 for developing countries. I depart from previous studies by including the 
area constructed in the country and a time trend to account for technical change and 
changes in tastes and so on and by considering developments in econometric time 
series.
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C H A P T E R  1 0 . F O R E C A S T IN G  E N E R G Y  D E M A N D
10.1 Introduction
The most important uses of the estimated elasticities of energy demand to forecast future 
energy demand. Estimates of future demands are vital element of energy planning, at both 
the aggregate sectoral or national levels and at the level of some specific fuel, such as 
refined petroleum products and electricity. One of the most important reasons for 
forecasting future demand is the lead-time required for supply infrastructure.
The heavy capital expenditures required to produce and consume energy is another 
important reason for improving the accuracy of demand forecasting. Errors tend to 
become expensive; if projections are too low, energy shortages may develop whose costs 
are usually a large multiple of the energy not supplied, but if forecasts are too high, large 
amounts of capital with high opportunity costs might be uselessly tied up for long periods 
of time. Either of these consequences is far more costly to an economy.
This chapter evaluates the forecasts for the period 1995-2000 and provides energy 
forecasts for the period (2001-2015). In order to obtain the forecasts, I have to choose an 
appropriate level of aggregation from the variety that has been considered, choose a 
particular specification and project the exogenous variables.
Chapter 10 291
The present chapter is made into four sections. The tracking peiformance of the model 
and the forecast evaluation is presented in Section Two. Section Three presents energy 
forecasts to the year 2015. Finally, a summary and conclusions are made in Section Four.
10.2 The Tracking Performance and Forecast Evaluation
In general, there are two ways where we could forecast the aggregate demand for energy. 
We could forecast the disaggregate components using the disaggregate estimates and 
aggregate the forecasts, or we could forecast the aggregate using the aggregate estimates. 
Given the better performance of the demand functions on the aggregate level, I confine 
my attention to forecast the aggregate demand from the aggregate estimates.
It was shown in the empirical chapters that the Root Mean Squares (RMS) values for the 
estimation period based on the ARDL (1,0,0,0) are the lowest in most of the cases, 
suggesting that ARDL (1,0,0,0) is preferred to the others in tracking the historical values. 
Thus I forecast the aggregate energy, petroleum, and electricity based on the ARDL 
(1,0,0,0) model.
The stability of the estimated parameters in the ARDL (1,0,0,0) model is further tested 
over longer period, 6 years (20% of the sample) in order to confirm its forecasting ability. 
The model was re-estimated using the data from 1972 to 1994 for aggregate energy, and 
from 1970 to 1994 for aggregate petroleum and electricity, with the post-sample 
prediction tests for the period 1995-2000. The estimated elasticities for aggregate energy,
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aggregate petroleum and aggregate electricity are veiy close to the estimates reported in 
Tables 6.9, 9.5 and 8.7.1 Figures 10.1-3 show the post-sample predicted and actual per 
capita aggregate energy, petroleum and electricity consumption over the post-sample 
period, from 1995 to 2000. The ARDL (1,0,0,0) predicts the actual per capita aggregate 
energy, petroleum and electricity consumption over the 6 years between 1995 and 2000 
well. The RMS value over the 6 years is 2.2% for aggregate energy, 4.3% for aggregate 
petroleum and 1.1% for aggregate electricity. The relatively low values of RMS indicate 
the good performance and the suitability of the model in forecasting the future aggregate 
energy, aggregate electricity, and aggregate petroleum demands respectively. The post­
sample predictive failure test statistics (x2(6)) is 3.94 for aggregate energy, 2.88 for 
aggregate petroleum and 4.32 for aggregate electricity. This suggests that the parameters 
are stable over the post-sample, and hence the forecasting ability of the model is reliable. 
Furthermore, The Cumulative Sum of Recursive Residual CUSM test is conducted to 
investigate the stability of the model parameters (see Figures 10.4-6). In general if the 
CUSM move out side the critical lines of the 5% significance level, the null hypothesis 
will be rejected, meaning that the model is unstable. I conclude that the parameters in the 
ARDL (1,0,0,0) for the aggregate energy, petroleum and electricity are stable over the 
whole sample.
1 All. the equations passed the diagnostic tests, the estimated long run elasticities are -0 .2 8 ,1 .0 3 , and 0.33 
for aggregate energy, -0 .4 5 ,1 .0 9 , and 0.37 for aggregate petroleum a n d -0 .0 4 ,1.54, and 0.70 for aggregate 
electricity with respect to prices, income and area-constructed respectively.
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Note: the values are in log scale.
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Figure 10.1: Predicted and Actual Per Capita Agg. Energy Cons.
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Figure 10.2: Predicted and Actual Per Capita Agg. Petroleum Cons.
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Figure 10.3: Predicted and Actual Per Capita Agg. Electricity Cons.
/ LQEN
/ Forecast
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Figure 10.4:Cumulative Sum of Recursive Residuals (Agg. Energy)
The straight lines represent critical hounds at 5% significance level
Figure 10.5:Cumulative Sum of Recursive Residuals (Agg. Electricity)
The straight lines represent critical hounds at 5% significance level
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Figure 10,6;CumuIative Sum of Recursive Residuals (Agg. Petroleum)
The straight lines represent critical hounds at 5% significance level
10.3 Energy Forecasts to 2015
Before the presentation of the long-term forecasts, I base my forecasts on the following
assumptions about the determinants of the demand for energy in Jordan:
• Real Energy Prices: there are various views on the international energy price 
prospect, many of them conflicting. The first view that real oil prices will increase is 
based on the argument that the bunched discoveries of giant oil fields of the 1960’s 
and 1970’s pass their peak output and are substituted by much higher cost supplies. 
An opposite view is for the real price of oil to decrease slowly. This view is based on 
the expectation that improvements and hence cost reduction will be made with respect 
to oil production technologies. I take a middle-ground view by assuming that the 
average real energy prices over the forecasted period will remain at their present 
levels (2000). I also assume real energy price increasing by 2% annually.
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• Population: the population growth forecasts are based on the Jordanian General 
Department of Statistics (GDS) projections, it is given in Table 10.4. These 
projections are the natural growth of population and assume no major conflicts in the 
region. Since such conflicts contributed to a substantial growth of the population of 
Jordan in the past.
• GDP: Three different scenarios are taken into account for the growth of GDP:
1. The low growth scenario assumes 4% annual growth of the gross domestic product. 
This scenario is the average real growth of GDP over the sample (business as usual 
scenario).
2. The medium growth scenario assumes 6% annual growth rate of the gross domestic 
product, which is the average of the first scenarios and the following third scenario.
3. The high growth scenario assumes 8% annual growth rate of the gross domestic 
product. This scenario is the targeted government annual growth rate and it is based 
on peace restoration in the Middle East and the latest major restructuring of the 
Jordanian economy.
• Area-constructed: The growth of area-constructed is assumed to be 4% for the low 
growth scenario and 6% for the medium and high growth scenarios.
In addition, I assume that there would be no major structural changes to the Jordanian
economy, which would cause energy demand to respond very differently to income, area-
constructed and prices.
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Table 10.1:
Rates of Growth of GDP, Area-Constructed and Population Assumed over the 
Period 2001-2015.
Period Population
growth SI
Real GDP growth 
S2 S3
area-constructed growth 
SI S2 S3
2000-2005 3.0 4.0 6.0 8.0 4.0 6.0 6.0
2006-2010 2.8 4.0 6.0 8.0 4.0 6.0 6.0
2011-2015 2.7 4.0 6.0 8.0 4.0 6.0 6.0
Notes'. SI, Low growth case; S2, Medium growth case, and S3 High growth case.
Given the stable relationship, the ARDL (1,0,0,0) was re-estimated over the full sample 
period (1972-2000) for aggregate energy and (1970-2000) for aggregate petroleum and 
electricity in order to generate the forecasts in Jordan for the period 2001 to 20 1 52. Real 
energy prices are initially assumed to remain constant at the 2000 level. Tables 10.2-4 
present the forecasts of aggregate energy, measured in thousands TOE, aggregate 
petroleum, measured in thousands TOE, and aggregate electricity, measured in thousands 
GWh. The forecasts for aggregate energy, petroleum and electricity over the period 2001- 
2015 are graphed in Figures 10.7-9. It is clear that the short mn dynamics die out quite 
fast and there is a clear tendency for the forecasts to return to the underlying trends in the 
per capita gross domestic product quite quickly.
2 All the equations passed the diagnostic tests, the estimated long run elasticities are -0.27, 1.0, and 0.33 
for aggregate energy, -0.41, 1.05, and 0.38 for aggregate petroleum and -0.05,1.44, and 0.78 for 
aggregate electricity with respect to prices, income and area-constructed respectively.
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Forecasts of Aggregate Energy Consumption in Jordan 2001-2015With Constant 
Real Energy Price at the 2000 Level.
Table 10.2:
2001 2005 2010 2015 Average Growth (2001-2015)
Low Growth Scenario 4952 5680 7007 8692 3.90
Medium Growth Scenario 5012 6277 8782 12365 6.37
High Growth Scenario 5057 6757 10374 16041 8.24
Table 10.3:
Forecasts of Aggregate Petroleum Consumption in Jordan 2001-2015 With Constant 
Real Energy Price at the 2000 Level.________
2001 2005 2010 2015 Average Growth (2001-2015)
Low Growth Scenario 4456 5254 6546 8187 4.35
Medium Growth Scenario 4525 5906 8451 12142 7.13
High Growth Scenario 4577 6433 10184 16190 9.21
Table 10.4:
Forecasts of Aggregate Electricity Consumption in Jordan 2001-2015With Constant 
Real Energy Price at the 2000 Level._______
2001 2005 2010 2015 Average Growth (2001-2015)
Low Growth Scenario 6207 6654 7872 9812 3.13
Medium Growth Scenario 6245 7173 9846 14733 5.98
High Growth Scenario 6271 7551 11473 19453 7.98
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Figure 10.7: Forecasts of Aggregate Energy Consumptlon(20Q1-2015) in 
Jordan(Constant Real Energy Price)
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Figure 10.8: Forecasts of Aggregate Petroleum Consumption(2001-2015) in 
Jordan(Constant Real Energy Price)
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For aggregate energy, the low growth scenario suggests that aggregate energy demand 
will increase by an average annual growth rate of 3.9% over the forecaste period 
compared with 8.60% over the whole sample period (1968-2000) 3. The medium growth 
scenario idicates that the aggregate energy demand will increase by an average annual 
growth rate of 6.37 % over the forecaste period, which is still below the average annual 
growth rate over the whole sample, implying that demand will double by the year 2012. 
The high growth scenario suggests that the total energy demand will increase by an 
average annual growth rate of 8.24 % over the forecaste period, which is close to the 
average annual growth rate over the whole sample.
For aggregate petroleum, the low growth scenario suggests that aggregate petroleum 
demand will increase by an average annual growth rate of 4.35 % over the forecast period 
compared with 8.20% over the whole sample period, implying that aggregate demand for 
petroleum in Jordan will almost double by the year 2015. The medium scenario idicates 
that petroleum demand will increase by an average annual growth rate of 7.13 % over the 
forecast period, which is still below the whole sample period, implying that demand will 
double by the year 2012. The high growth scenario suggests that petroleum demand will 
increase by an average annual growth rate of 9.21 % over the forecasted period, which 
exceeds the the whole sample average annual growth rate, and double between 2001 and 
2009.and then almost double again to 2015.
3 The average growth of aggregate energy, aggregate electricity and aggregate petroleum over the sample 
period (1968-2000) is 8.60,12.60 and 8.20 respectively.
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For aggregate electicity, the low growth scenario suggests that aggregate electicity will 
increase by an average annual growth rate of 3.13 % over the forecaste period compared 
with 12.6 % over the whole sample period. The medium growth scenario suggests that 
the total electicity will increase by an average annual growth rate of 5.98% over the 
forecaste period, which is still below the whole sample period, implying that the 
aggregate electicity consumption will double between 2001 and 2015. The high growth 
scenario suggests that the total electicity will increase by an average annual growth rate 
of 7.98 % over the forecaste period which is also still below the average annual growt rate 
of the whole sample period.
The above analysis has assumed that the real price of energy will remain constant over 
the forecast period (2001-2015) at the 2000 level. It is of great interest to examine the 
possible impact of a pricing policy that aim to reduce energy by increasing the real 
energy prices. Given the relatively low responsiveness of demand to price changes this 
study has identified, substantial increases in energy price would be needed in order to 
reduce energy demand. I do not think the magnitude of the energy price increases 
required to have substantial effect on demand is feasible. However, It is assumed that 
energy prices will increase by 2% annually throughout the forecasting period from 2001 
to 2015. Tables 10.5-7 present the forecasts of aggregate energy, petroleum and 
electricity with real prices increasing by 2%. Figures 10.7-10 show the differences of 
forecasting projections between the constant price and the 2% annual price increases for 
aggregate energy, petroleum and electricity over the period 2001-2015. It is clear that the 
differences(gaps) between the constant price and the 2% annual price increases are
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propotional to the absolute magnitude of the price elasticities. For aggregate energy the 
average annual growth rate declined from 3.9% to 3.37%, 6.37% to 5.83% and 8.24% to 
7.69% for the low growth scenario, medium growth scenario, and high growth scenario 
respectively. For aggregate petrolum the average annual growth rate declined from 4.35% 
to 3.46%, 7.13 to 6.22% and 9.21% to 8.28% for the low growth scenario, medium 
growth scenario, and high growth scenario respectively. For aggregate electricity the 
average annual growth rate declined from 3.13% to 3.06%, 5.98% to 5.91% and 7.98% to 
7.91% for the low growth scenario, medium growth scenario, and high growth scenario 
respectively. Notice the decline is the highest in the case of aggregate petroleum because 
it has the largest price elasticity in absolute value.
Table 10.5:
Forecasts of Aggregate Energy Consumption in Jordan 2001-2015With Real Energy 
Price Increasing by 2% Yearly.
2001 2005 2010 2015 Average Growth (2001-2015)
Low Growth Scenario 4939 5559 6675 8056 3.37
Medium Growth Scenario 4999 6143 8365 11461 5.83
High Growth Scenario 5044 6613 9882 14867 7.69
Table 10.6:
Forecasts of Aggregate Petroleum Consumption in Jordan 2001-2015 With Real 
Energy Price Increasing by 2% Yearly._________________________________
2001 2005 2010 2015 Average Growth (2001-2015)
Low Growth Scenario 4433 5057 6023 7199 3.46
Medium Growth Scenario 4503 5685 7775 10677 6.22
High Growth Scenario 4554 6192 9369 14237 8.28
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Forecasts of Aggregate Electricity Consumption in Jordan 2001-2015 With Real 
Energy Price Increasing by 2% Yearly.
Table 10.7:
2001 2005 2010 2015 Average Growth (2001-2015)
Low Growth Scenario 6206 6643 7832 9721 3.06
Medium Growth Scenario 6244 7161 9796 14597 5.91
High Growth Scenario 6270 7538 11414 19273 7.91
Figure 10.10: Forecasts of Aggregate Energy Consumption(2001-2015) in 
Jordan(Constant and Increasing Real Energy Price)
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Figure 10.11: Forecasts of Aggregate Petroleum Consumption(2001-2015) in 
Jordan(Constantand Increasing Real Energy Price)
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The only available forecasts for energy demand in Jordan is for electricity consumption 
over the period 2000-2010. These forecasts are given by the National Electric Power 
Company (NEPCO)4. Figure 10.13 shows these forecasts over the period 2000-2010 
compared with my forecasts with constant prices using the low, medium and high growth 
scenarios. It is clear that the NEPCO forecasts exceeds the forecasts by all scenarios untill 
2008, then these forecasts fall between the medium growth scenario and the high growth 
scenario until 2010, then these forecasts fall between the low growth and medium growth 
scenarios. While NEPCO’s forecasts of electricity consumption are based on simple 
intuitive or ad hoc methods by assuming continuation of historical patterns of the energy 
consumption growth, my forecasts are based on robust estimates of electricity demand 
elasticities.
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10.4 Summary and Conclusions
After evaluating the forecasts on 1995-2000 data, this chapter has presented forecasts for 
aggregate energy, aggregate petroleum and aggregate electricity in Jordan over the period 
2001-2015. The forecasts were constructed using three different scinarios of the GDP and 
area-constructed growth, with constant real energy price at the 2000 level and with real 
energy prices increasing by 2% annually. The low growth scenario assume 4% annual 
growth of GDP and area-constructed, the medium growth scenario assume 6% for both 
amiual growth of GDP and area-constructed, and the high growth scenario assumes 8% 
annual growth of GDP and 6% annual growth of aiea-constructed. With constant real 
energy price, the low growth scenario suggests that total energy demand will increase by 
an average annual growth rate of 3.9 % over the forecasted period. The medium growth 
scenario idicates that the total energy demand will increase by an average annual growth
4 These forecasts are obtained from NEPCO (1998) annual report. I doubt that these forecasts are based on 
econometric model.
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rate of 6.37 % over the forecasted period, implying that aggregate demand will double by 
the year 2012. The high growth scenario suggests that the total energy demand will 
increase by an average annual growth rate of 8.24 % over the forecaste period and double 
between 2000 and 2010.
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CHAPTER 11. CONCLUSIONS AND POLICY IMPLICATION
11.1 Introduction
This study represents the first econometric study that has attempted to model the 
energy demand exclusively for Jordan. Recent developments in time series 
econometric modelling techniques were-employed to estimate total energy demand 
functions at aggregate and sectoral levels together with demand functions for 
individual fuels for Jordan using a new data set covering the period (1968-2000). 
Some of these estimates were used to forecast the demand for energy in Jordan until 
the year 2015 using 2000 forecasts from government and international organisations 
for population, economic growth and energy prices. In this concluding chapter I 
summarize the analysis and evaluate the estimates and discuss the policy implications 
and future research.
11.2 Summary
Chapter 1 highlighted the importance of research on energy demand in Jordan, and the 
objectives of this thesis are repeated here:
• The analysis of the long run characteristics of demand for energy by 
developing and estimating demand functions at aggregate and sectoral 
levels and demand functions for individual fuels.
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• The provision of forecasts of demand for energy in Jordan until the year 
2015 using 2000 forecasts from government and international 
organizations for population, economic growth and energy prices.
Chapter 2 provided a comprehensive analysis of the developments of energy in 
Jordan. It was shown that Jordan had witnessed remarkable growth rates of energy 
consumption during the last three decades. This growth of energy has imposed serious 
burdens on the national economy. The high rate of growth in energy consumption is 
attributed to the economic and social factors such as the growth in various economic 
sectors, energy-based industrialization, electrification, developments in socio­
economic activities, the improvement in standard of living and the government energy 
pricing policy. Furthermore, this chapter provided a discussion of the government 
energy pricing policy, which has been heterogeneous and varied over time. One 
distinct feature of energy pricing policy in Jordan has been nominal rigidity, which 
has lead to the fall in the real energy prices. Fixing energy prices below international 
market prices has been common practice. Moreover, discrimination among different 
social or economic groups and different sources of energy has been widely prevalent 
practice for economic, political, and social reasons. The common case is to levy heavy 
taxation on relatively less-elastic products such as gasoline, and to subsidize what are 
called social products such as kerosene, diesel and fuel oil. These subsidies send non- 
market price signals to consumers and have the effect of distorting market operation.
Chapter 3 provided a survey and an overall review and evaluation of the econometric 
literature on energy demand in the developing countries, special attention was paid to
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the oil importing developing countries; Jordan is one of the countries belonging to this 
specific group. It was found that the traditional logarithmic specification has been 
employed in most of the studies for the aggregate energy as well as the disaggregated 
and the individual fuels for both developed and developing countries.
In addition to income and price, other explanatory variables such as area constructed, 
industrialization, climate and so on are found to be important in explaining the 
demand for energy. The exclusion of such variables is likely to yield biased estimates 
of price and income elasticities. The empirical studies for total energy demand, 
sectoral demand and individual fuel type concluded that income and price elasticities 
are significant in the short run, and larger in the long nm in both developed and 
developing countries. For aggregate energy, the best evidence places the estimates of 
demand elasticities in the range of 0 to -0.20 for own price and from 0 to 0.5 for 
income in the short run and from -0.30 to -0.50 and 1 to 2.2 in the long run for the 
own price and income respectively. The developed countries tend to have higher price 
but lower income elasticities compared to those of the developing countries.
Chapter 4 provided the analytical framework of deriving the demand functions. The 
economic theory of consumer and producer as well as the duality aspects for 
consumers and producers are highlighted. Demand theory in general does not specify 
any particular* form for the utility function or cost function and consequently neither 
the demand functions. Furthermore, Chapter 4 discussed the econometric modelling 
of the residential and industrial energy demand based on the theoretically consistent 
fuel share equation models. It has been highlighted that there are problems associated
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with applying the fuel share equation models in the developing countries, which also 
applies to Jordan. These problems include the data limitations, the underlining 
neoclassical assumptions miss many of the economic realities of the developing 
countries like the government interference in the energy market, the difficulty of * 
substitution and so on. Consequently the fuel share equations are less frequent in tlf£T 
recent literature.
In Chapter 4 the thesis moved onto discussing the choice of functional form. The 
traditional log linear form was found the most widely used modeling specification of 
energy demand. The logarithmic model is flexible in the sense that other relevant 
variables such as temperature, area constructed and structural variables such as shares 
of industrial sector can be included in the demand function. These relevant variables 
were found to be very important in explaining the demand for energy especially in 
developing countries. This chapter also highlighted the important aspect of accounting 
for the UEDT, which includes technical progress in demand functions. It was 
highlighted that the energy demand is not only determined by economic variables 
such as income and price but also by technical efficiency of the energy using 
appliances and capital stock. It was highlighted that if the UEDT were not accounted 
for in the demand function the other variables in the model would pick up the UEDT 
effect leading to biased price income, and urbanization elasticities.
Chapter 5 provided a discussion of the advances in dynamic time series modelling 
such as stationarity, integration, and cointegration. It was highlighted that Dickey- 
Fuller (DF and ADF) tests are the most prominent tests in the literature. The
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possibility of cointegration between the variables included in the model could be 
examined by estimating the cointegrating regression initially by OLS. The CRDW, 
DF and ADF tests are used to test for a unit root in the residuals. It was highlighted 
that evidence on cointegration could be investigated by applying the Johansen’s 
procedure because it poses several advantages over the residual-based method in 
testing for cointegration. Moreover, this chapter highlighted that the cointegrating 
vector could be estimated by using the asymptotically optimal single equation such as 
DOLS which posses several advantages over the Johansen’s ML procedure. 
Furthermore, given the reemergence of the ARDL models in recent studies for the 
analysis of long run relations in energy demand studies, it was discussed that the 
application of the ARDL method to the estimation of energy demand functions will 
enables a comparison of the statistical results and the estimated demand elasticities 
and acts as a check to the robustness of the results obtained from the different 
econometric techniques.
11.3 The Estimates
The empirical results are presented in Chapters 6, 7, 8, and 9. Chapter 6 was dedicated 
to the aggregate energy demand. Chapter 7 examined energy demand at the 
disaggregated level: the industrial, residential, transportation and the commercial 
sector, which includes agriculture and public’s energy use. Chapter 8 examined 
aggregate electricity demand as well as disaggregated into industrial, residential, 
commercial and the water-pumping sector. Chapter 9 examined aggregate demand for 
petroleum as well as the individual petroleum products: liquid petroleum gas, 
gasoline, kerosene, diesel, jet fuel and fuel oil.
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The empirical chapters show that, in general, the log-linear form specification fits the 
Jordanian data well. Different econometric approaches were employed to estimate the 
elasticities including OLS, Johansen’s ML, DOLS and ARDL method to enable a 
comparison of the statistical results and the estimated price, income, area constructed 
elasticities and acts as a check to the robustness of the results obtained from the 
different econometric techniques. Most of the estimates of the demand functions 
whether at the aggregate level or at the disaggregated levels are intuitively plausible 
and robust to various departures from standard regression assumptions. Most models 
are well specified and structurally stable, in that they produced reasonable out of 
sample forecasts, passing predictive failure tests
The estimates of long run elasticities and coefficients extracted from the empirical 
chapters are summarized in Table 11.1. At the aggregate level, the various 
econometric techniques have yielded very similar estimates. The estimated long run 
income elasticity is around unity, suggesting the existence of a one-to-one long run 
relationship between aggregate energy demand and GDP. This one-to-one relationship 
indicates that economic growth will be accompanied by proportional growth of 
aggregate consumption. This would also lead to an increase in and emissions. In 
contrast, the estimated long run price elasticity is around -0.30, suggesting the impact 
of price changes on the aggregate energy demand is smaller. The estimated long run 
area constructed elasticity is around 0.35, suggesting that urbanization and 
resettlement is important in explaining the aggregate energy demand. The coefficient 
of the dummy variable that present the level of conflict in the region is around 0.1, 
suggesting that conflicts in the middle east were accompanied by an increase with the
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aggregate energy demand. The econometric estimation methods in most cases have 
indicated a positive slope of the UEDT around 0.005, which is in accord with one’s 
prior because of the increasing energy intensity in Jordan due to industrialization and 
electrification. The coefficient of 0.005 implies that the aggregate energy demand 
would increase by 0.5 % each year* even after holding constant the income, area- 
constructed and price effects.
As far as is known, there has been no previous work on estimating energy demand 
functions for Jordan and hence no estimates of the income and price elasticities. There 
are, however, a number of studies of energy demand for developing countries, the 
most recent estimates being summarized in Table 3.3 of Chapter 3. The studies imply 
that most of estimated long run income elasticities are a round unity and where most 
estimated long run price elasticities lie between -0.2 and -0.5. Therefore my estimates 
are in line with these estimates.
At the sectoral level, the estimates for the aggregate energy demand in the industrial 
sector are rather similar to the aggregate demand results. However, for the residential 
sector, the results are poor with insignificant income and price effects. The estimates 
for transportation sector are rather high relative to aggregate demand; the estimated 
long run income elasticity is significantly greater than unity, and the estimated price 
elasticity being negative unity implying that the transportation demand is price elastic. 
Finally, The long run income elasticity for the commercial sector, which includes 
agriculture and public energy use, is similar to aggregate and industrial demand but 
the estimated price elasticity is significantly positive, thus these must be treated with
Chapter 11 314
some caution. The elasticity with respect to area-constructed in all sectors is similar to 
the aggregate demand a round 0.35. The impact of political conflicts on the demand 
for energy in all sectors is positive because most conflicts in the Middle East were 
accompanied by migration to Jordan. In most cases the coefficient of the trend 
approximating UEDT was found around 0.05. The estimated long run elasticities for 
all sectors of economy are in line with the estimates summarized in Tables 3.7-9 for 
sectoral demand in the developing countries.
Table 11.1: Summary of the Estimated Long run Elasticities and Coefficients
Own Price Income Area-
constructed
Political
instability
UEDT
Aggregate Demand -0.28--0.44 1.00-1.45 0.27-0.37 0.00-0.17 0,00-0.007
Industrial Sector 0.00--1.00 0.83-2.11 0.26-0.39 0.00-0.21 ood1Tj*t—Hodi
Residential -0.20-0.00 0.00-0.32 0.20-0.28 0.00-0.036 -0.001-0.00
Transportation -1.48-0.81 1.64-2.51 0.00-0.58 0.00-0.21 -0.05 -  0.00
Commercial 0.49- 1.00 0.72-1.00 0.34-0.51 0.17-0.22 0.00-0.07
Aggregate electricity -0.86-0.00 1.00-1.63 0.12-0.68 0.00-0.24 0.00-0.06
Industrial ■ © 0 1 o o o 0 .00-2.66 0.12-1,55 0.00-0.31 0.00-0.07
Residential 0.00-0.13 050- 1.37 024-0.69 0.00-0.20 0.00-0.07
Commercial -0.03 -  0.00 0.88-1.00 0.17-0.33 0.13-0.23 0.00-0.06
Water-Pumping -1.42-0.00 0.38-1.80 -0.11-0.43 0.00-0.06 0.00-0.03
Aggregate Petroleum -0.42--0.88 1.13-1.67 0.33-0.49 0.08-0.17 toooitor-Hod■
LPG -0.83--1.00 1.00-1.29 0.00-0.013 0.00-0.06 0.00-0.06
Gasoline -0.42-0.00 0.41-1.00 0.21-0.46 0.00-0.09 -0.009-0.00
Kerosene -0.82-0.00 0.00-0.50 0.00-0.43 oo©1CNf-Hodi -0 .04-0.00
Diesel -0.57--1.06 0.49-1.70 0.30-0.55 0.00-0.15 0.00-0.024
Jet Fuel -2.59—0.74 2.1-4 .00 0.00-0.81 0.00-0.37 -0.08-0.00
Fuel Oil -1.00-0.12 0.81-1.17 0.16-0.92 0.17-0.31 0.00 -  0.045
The aggregate petroleum estimates suggest an elasticity of around 1.50 with respect to 
income, suggesting that economic growth will be accompanied by substantial growth 
of aggregate consumption and hence emissions and environmental degradation. In 
contrast the estimated price elasticity is around -0.50. Although the price elasticity is
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little higher in absolute terms than that obtained for aggregate energy, it is inelastic. 
The estimated area-constructed elasticity around 0.35 is rather similar to the aggregate 
energy. The coefficients of the dummy variable and the time trend are around 0.20 
and 0.06 respectively.
\
For aggregate electricity, the estimates appeal* to be close to the aggregate energy and 
aggregate petroleum demand. The estimated long run income elasticity is around 1.50 
and the elasticity with respect to area constructed is 0.35. The estimated long run price 
elasticity turned out to be around -0.10. The coefficients of the time trend and the 
dummy variable are rather similar to the aggregate energy. Overall, the estimates of 
long run price and income elasticities are in line with the studies summarized in Table
3.4 for total electricity and Table 3.5 for total petroleum for a number of developing 
countries.
11.4 Forecasts and Policy Implications
Amongst the purposes of assembling the very detailed energy data and conducting an 
intensive econometric analysis to obtain better estimates of price and income 
elasticities of the demand for energy is to address the policy issues. The relatively 
high-income elasticities for energy demand in Jordan this thesis established clearly 
indicate that economic growth is likely to involve rapid growth in energy demand and 
emissions. Evaluating the impact of area-constructed on energy consumption helps 
provide guidance for the future need for energy. The relatively low responsiveness of 
demand to price changes for all sectors other than transport is an important finding of 
this thesis. This finding has important policy implications; energy consumption will
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not change substantially in response to price changes unless these changes are quite 
significant.
Jordan probably will experience high growth of GDP, based on the recent momentous 
transformation and restructuring of the Jordanian economy. The recent reforms include 
reduction in governmental expenditures, new regulations for monetary stability and 
tax reforms and a wide range of privatization programs. These reforms will enable 
Jordan to make the transition to a free market.
The expected rapid economic growth will as shown by this thesis be accompanied by a 
high growth of energy demand and hence impose serious burdens on the national 
economy in terms of the burden on the balance of payments and the increase in 
financial burden on the government budget. If this energy growth continues, this will 
have implications for energy supply policy and for the environment future of the 
country. The major environment impact will be through the emission of greenhouse 
gases as fossil fuels are burned. These fuels have different rates of emissions and 
substitution of natural gas for oil would reduce greenhouse gas emission. Given 
increasing demand for electricity, Jordan has to choose how to generate it, and it faces 
severe constraints on generating electricity by the two main non-fossil methods: nuclear 
and hydroelectric. Despite the huge Uranium reserves in Jordan, the obstacles to nuclear 
are economic, notably large capital costs, public safety concern and concerns over the 
proliferation of nuclear weapons.
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To provide forecasts of energy demand, I used forecasts of GDP, area constructed and 
real energy prices. For GDP and area constructed, three different scenarios are 
assumed. The low growth scenario is straightforward since it takes the average real 
growth of GDP over the sample. While this is a sensible baseline, the other two 
scenarios depend on the policies adopted by the government. Energy prices projection 
is more straightforward. Jordan shares borders with Iraq and Saudi Arabia, which are 
amongst the largest oil producing countries in the world and they always have supplied 
Jordan with oil at reduced prices. The comprehensive Arab peace plan proposed by the 
Arab Countries backed by UN to solve the Israeli-Arab conflict implies constructing oil 
pipelines crossing Jordan to the Mediterranean Sea. Jordan is believed to benefit from 
these developments by securing supply. Even given a baseline assumption for the 
energy prices, we also need to make an assumption about national energy taxes. 
Government policy on energy taxes is likely to be influenced by development targets, 
pollution and road transport congestion concerns.
The forecasts in Chapter 10 provide a quantitative picture of the implications of the 
scenarios. Forecasting is made conditional on the assumptions about the determinants 
of the demand for energy in Jordan and that there would be no major structural 
changes to the economy,, which would cause energy demand to respond very 
differently to income, and energy price. One possible source of such a structural 
change is effective energy conservation measures. It is possible to identify a large 
range of engineering measures that would increase energy efficiency per unit of 
output and thus change the demand elasticities in Jordan. Such measures could 
include improvement of the efficiency of energy supply by reducing the current
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transmissions and distributions losses (18%) to more acceptable norms (6-8%). Other 
measures could include improving public transport, fuel economy standards for new 
cars and instituting speed limits, limitations on the use of motorized vehicles in 
certain parts of cities, and enforcement of pollution reducing devices1. Given the 
environmental problems and the high-income elasticities of demand, measures, 
especially in electricity generation and transport, are urgently needed.
In the study by the International Resources Group (1994), it was demonstrated that 
compared with industrialized countries, technologies used in Jordanian households, 
industry, transport, and the electricity generation and distribution are considerably less 
energy efficient and more polluting. Given the recent relatively low international oil 
price, the low price elasticities of this study have identified and the expected rapid 
increase in energy consumption, the mandatory adoption of efficient and low 
polluting facilities and machines for electricity generation, industry and transport 
should be considered. Other measures include the removal of reduced tariffs for low- 
consumption electricity users and the introduction of taxes and subsidies that 
discourage the use of inefficient and high polluting equipment and machinery in 
favour of more efficient and low polluting ones. Such measures may be justified in 
view of the high costs of pollution and inefficient use of energy. Since the late 1970’s 
many of these measures have worked well in the industrialized countries; as a result 
energy intensity has been declining and the absolute level of energy consumption has 
been increasing at much lower rates.
1 Technologies that can be adopted by developing countries to make energy use cleaner and more 
efficient are discussed in Munasinghe (1990), Munasinghe and Meier (1993).
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It is worth mentioning that non of the developing countries including Jordan have 
committed to the reduction of the greenhouse gases by the Kyoto Protocol agreement, 
the government pay little attention to energy conservation measures. There has to be 
political will to implement such measures. This is often lacking because of the 
distributional consequences; the unwillingness of the government to eliminate 
subsidies of fuel oil, kerosene, diesel and electricity having. If the political will is 
there, it has to be implemented in regulations that meet the objectives. Writing the 
regulation is often technically very demanding and the necessary technical expertise 
are often limited. While effective national political action may be unlikely, an 
international program may be possible. Giving incentives to national governments to 
act; providing the expertise and technology and using market incentives to diffuse 
more efficient less polluting energy using technologies.
To get lower forecasts of energy demand requires either lower economic and 
urbanization growth and higher energy prices or a change in the parameters. I do not 
think lower economic and urbanization growth should be an objective for any 
government especially when one third of the country’s inhabitant lie below the 
poverty line. I also do not think the magnitude of the energy price rises required to 
have substantial effect on demand is feasible. Therefore to deal with the growth in 
energy demand problem requires structural changes. This is primarily a matter of 
changing the energy using technology in order to increase efficiency and reduce 
emissions. Such technologies are available in the industrialized countries, but I am 
sceptical about the willingness or ability of the government on its own to take energy
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conservation measures. However, it is possible that with international support and 
action, multilateral programs to transform the technology may be possible.
11.5 Further research
The fact that this is the first econometric study of the demand for energy in Jordan 
does not imply its completeness. Future research may increase both the scope and the 
scale of the present study. Although I included a deterministic trend in the demand 
equations as an approximation to the UEDT, further research could focus on 
incorporating a more flexible stochastic trend to model the UEDT in the demand for 
energy in Jordan using structural time series model. An especially interesting area of 
further research may be the possibilities for substitution between energy and non­
energy inputs such as labor, capital and other intermediate materials in the Jordanian 
economy.
Chapter 11 321
A P P E N D IX  A . D A T A  U S E D  I N  T H E  S T U D Y
Long time series of consistent and comparable data on energy consumption at the 
aggregate and sectoral levels are crucial for estimating reliable econometric energy 
models, developing energy policies and forecasting future demands.
The data in this study relate to the period 1968 to 2000 to estimate elasticities with 
respect to the main determinants of the energy demand in Jordan such as income, 
urbanisation and resettlement and domestic energy prices using advanced econometric 
techniques. These data are obtained from various official sources.
A .l Consumer Price Index
Annual data on Consumer Price Index (CPI) are obtained from the statistical series 
issued by the Central Bank of Jordan (CBJ). The annual data on CPI are provided 
using different base years, I have linked the CPI of the different base years together to 
produce a common CPI for the whole period in thel985’s prices. The CPI is used to 
deflate GDP and all energy prices.
A.2 Activity or Output
The majority of the energy demand studies in the literature have used the Gross 
Domestic Product (GDP) to represent income. Consequently, I am following these 
studies to use the GDP to represent income in this study because of the data 
availability and for comparability. The GDP is a measurement of the value of final 
goods and services produced in a country within one year. It is an aggregate statistic 
that measures the total output of a country’s economy and represents all goods
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produced and services rendered by residents and non-residents within the political 
boundaries of a country. GDP is not the relevant activity measure for modelling 
disaggregated energy demands and I use it as a proxy for the output of the individual 
sector primarily for comparability and for the data availability. The annual data on 
GDP are obtained from statistical series issued by the Central Bank of Jordan.
A.3 Population
The population variable is essential to construct per capita time series of the energy 
consumption, income and are-constructed variables, since consumption per capita is 
the preferred specification in most of the developing countries demand studies. This is 
so due to the fact that aggregation can cause hetroscedasticity when the population 
varies across the sample. Annual data on population are extracted from reports issued 
by the General Department of Statistics (GDS).
A.4 Urbanisation and Settlement
Urbanisation or the growth in the proportion of a country’s population, which lives in 
towns or cities, is an important characteristic of the development process. The only 
available complete time series is the annual data on the construction activity given by 
square metre constructed. The area-constructed variable does not reflect level of urban 
population. However, it may be capturing some other effects. The area-constructed is 
obtained from statistical series issued by the Central Bank of Jordan. The population 
divides this variable in order to give a per capita series as a proxy of urbanisation and 
settlement. Construction activity is a good indicator of the development process
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involving resettlement and urbanisation, and has a substantial impact on other 
economic activities, which are major users of energy.
A.5 Energy Consumption
In this study the final energy consumption measured in Tons of Oil Equivalent (TOE) 
is the variable used in explaining and predicting the aggregate energy, sectoral energy 
and the refined petroleum products. These data on energy consumption are obtained 
from the annual reports issued by the Ministry of Energy and Mineral Resources 
(MEMR) and the annual reports issued by Jordan Petroleum Refinery Corporation 
(JPRC).
In the case of electricity demand, electricity consumption in Gigawatt -hour (GWh) is 
the variable used in explaining and forecasting the aggregate and sectoral demand for 
electricity. The data on electricity consumption are obtained from the annual reports 
of Jordan Electricity Authority (JEA) and the National Electric Power Company 
(NEPCO).
The TOE and GWh are divided by the population to give a per-capita series since per- 
capita consumption has been the most favourable specification in most of the demand 
studies reviewed in Chapter Three.
A.6 Energy Prices
For aggregate energy, the consumer price of fuel and utilities index is provided by the 
statistical series issued by the Central Bank of Jordan and the General Department of 
Statistics (GDS). This index is calculated based on the moving weights1.
1 See the discussion on fixed and moving weights in Chapter 6.
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For aggregate energy at the sectoral level the sectoral price is calculated as follows:
(A.1)
Usit
where Psit is the average price of energy in year t, t=l 968, . . ., 2000; for sector i, 
z'=l (residential), 2(industrial), 3(transportation), 4(commercial). PfSit is the prices of 
fuel/in  sector i; Qfsjt is the quantity of fuel f  consumed in sector i; Qsit is the aggregate 
energy consumed in sector i at year t.
For aggregate petroleum, the basic energy price data is the nominal prices in 
Jordanian Dinars (JD) for a TOE of the six refined petroleum products namely, liquid 
gas, gasoline, kerosene, diesel, jet fuel, and fuel oil. I have used these prices to 
calculate the retail domestic price in the following way2:
(A.2)
<=i Q*t
where PPt is the retail domestic price of aggregate oil for year t, t=1968,. . . ,  2000; P{ 
is the price of petroleum derivative i, i =1 (Liquid Gas), 2(Gasoline), 3(Kerosene), 
4(Diesel), 5(Jet Fuel), 6(Fuel Oil); Qit is the consumption of petroleum product i ; QPt 
is the aggregate petroleum consumption at year t. In contrast with some other studies3, 
I use a moving weights for all the products, i.e. the annual change in the share of each
2 See Paga and Birol (1994).
3 For example, Ibrahim and Hurst (1990) prefer a fixed weight for a given year in order to generate 
price time series. Such an approach could lead to distortions due to the changing shares of products in 
aggregate oil consumption.
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product in total oil consumption as well as its retail price are taken into consideration 
throughout the investigation period.
The data on refined petroleum products prices are obtained from different sources 
including the reports issued by the Ministry of Energy and Mineral Resources 
(MEMR), the annual reports issued by Jordan Petroleum Refinery Corporation 
(JPRC) and the archive of the MEMR.
In the case of electricity, I provided prices at detailed level of disaggregation. The 
prices of electrical energy in Jordan differ over the activity such as the industrial, 
residential, commercial and the water-pumping sector4. Furthermore, prices of 
electricity vary within these sectors according to the level of consumption; for 
example the consumption of electricity in the residential sector is divided into four 
Blocks5. This is apparent from Table A.l, which shows the distribution of electricity 
consumption in the residential sector.
Table A.l:
Distribution of Electricity Consumption in the Residential Sector
Block Monthly consumption Fils/kWhA Summer (s) Winter (w) Annual Av.u (c)
1st lstl60 kWh/Month 30 47% 53% 50%
2nd 161-300kWh/M 52 35% 32% 33%
3rd 301-500kWh/M 60 13% 12% 12%
4th More than 501 kWh/M 75 5% 4% 5%
Sources: Ministry of Energy and Mineral Resources (1997) household energy survey.
National Electric Power Co-operation (1997) annual report.A One Jordanian Dinar=1000Fils.B c=(8/12 
x s)+(4/12 x w) based on four months of winter in Jordan.
4 The water-pumping sector includes street lighting, hospitals, charities, and TV broadcasting 
consumption.
s The blocks of consumption have been changing over the period of the study. From 1968-1976 there 
were three blocks of consumption (l-50kWh, 51-250kWh and more than 250kWh); from 1977-1989 
there were two blocks; from 1990 onwards there were four blocks of consumption.
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I base the calculations of the average sectoral electricity prices on energy 
consumption surveys performed by MEMR on the energy sectors.
PEJ, = f lclp,  (A.3)
1=1
where PEjt is the average retail domestic price of electricity in year t, t=1968, . . 
2000; for sector j, j=l(residential), 2(industrial), 3(commercial), 4(water- pumping). 
Pi is electricity price of block i, i =l(first block), 2(second block), 3(third block), 
4(fourth block); Cj is the yearly percentage consumption of electricity in block i.
In a similar manner to the calculation of the retail domestic price of aggregate oil 
above the over all aggregate average electricity price is calculated as follows:
PEE, = f f EX EJ' (A 4)
1AQET, ]
where PEEt is the overall average retail price of electricity in year t, t=1968, . . ., 
2000; for sector j, j=l(residential), 2(industrial), 3(commercial), 4(water- pumping). 
PE is the average sectoral price of electrical energy; QEjt is the aggregate electricity 
consumption in sector j; QETt is the aggregate electricity consumption at year t.
There is a degree of approximation of the average price of electricity because of great 
deal of calculations involved in constructing the average prices. However, the sources 
of the annual data on electricity prices include the annual reports of the Jordanian 
Electricity Authority (JEA), the National Electric Power Company (NEPCO), Jordan 
Electric Power Company (JEPCO), and Irbid District Electric Company (IDECO).
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Table A.2:
Economic Variables
Year Population
(000)
GDP 
(JD millions)
New-Building 
area (000sq.m)
Net- transfers 
(JD millions)
CPI Fuel Price 
Index
1968 1410 156 393 4.10 0.236 0.363
1969 1450 183 420 6.92 0.252 0.365
1970 1510 174 329 5.54 0.269 0.371
1971 1560 186 284 4.97 0.282 0.387
1972 1620 207 531 7.41 0.298 0.391
1973 1680 218 649 14.70 0.332 0.401
1974 1730 247 517 24.10 0.396 0.404
1975 1810 312 687 53.30 0.444 0.405
1976 1890 422 1070 130.00 0.495 0.432
1977 1970 514 1140 155.00 0.567 0.433
1978 2060 632 1210 159.00 0.607 0.466
1979 2130 753 1730 180.00 0.692 0.646
1980 2220 984 1950 237.00 0.769 0.801
1981 2300 1160 2470 341.00 0.828 0.891
1982 2390 1320 3120 382.00 0.890 0.963
1983 2480 1420 3010 403.00 0.935 0.990
1984 2580 1500 2950 475.00 0.971 0.993
1985 2680 1610 2210 403.00 1 .000 1.030
1986 2780 1640 2270 415.00 1 .000 1 .000
1987 2890 2140 2070 318.00 0.998 0.980
1988 3000 2260 2050 336.00 1.060 0.981
1989 3110 2370 2420 358.00 1.340 1.010
1990 3430 2670 2660 332.00 1.550 1.060
1991 3660 2860 4370 306.00 1.680 1.150
1992 3800 3490 6500 573.00 1.750 1.180
1993 3950 3810 4210 721.00 1.810 1.250
1994 4140 4250 4880 764.00 1.870 1.290
1995 4290 4560 5150 872.00 1.910 1.290
1996 4440 4710 5470 1090.00 2.040 1.330
1997 4600 4950 4500 1170.00 2.100 1.370
1998 4760 5180 4100 1218.00 2.160 1.380
1999 4900 5290 4470 1321.00 2.180 1.390
2000 5060 5450 5130 1514.00 2.200 1.390
Statistical Bulletin, D ifferent Issues. Central Bank o f  Jordan (1989) Yearly Statistical Series (1964-89). 
Central Bank o f  Jordan (1994) Yearly Statistical Series (1964-93). * Calculated by the researcher. 
General Department o f  Statistics, Annual report, Different Issues.
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Table A.3:
Sectoral Energy consumption
Year Transportation 
(000) TOE
Residential 
(000) TOE
Industrial 
(000) TOE
Other Sectors 
(000) TOE
Total Energy 
(000) TOE
1968 163 94 61 49 367
1969 181 105 74 65 425
1970 185 119 69 79 452
1971 197 128 87 112 524
1972 225 136 98 138 597
1973 260 151 118 141 670
1974 293 163 131 144 731
1975 348 185 164 132 829
1976 454 212 210 174 1050
1977 535 224 244 177 1180
1978 610 250 250 280 1390
1979 715 259 254 332 1560
1980 775 267 282 506 1830
1981 820 311 349 650 2130
1982 911 334 406 779 2430
1983 957 361 449 823 2590
1984 936 362 487 975 2760
1985 950 320 529 1020 2820
1986 1060 383 452 985 2880
1987 1080 348 546 1060 3030
1988 1090 364 552 1080 3090
1989 1150 361 449 1180 3140
1990 1100 379 497 1340 3310
1991 972 423 494 1380 3270
1992 1060 555 604 1550 3770
1993 1100 529 635 1670 3940
1994 1130 566 664 1790 4150
1995 1190 568 686 1950 4400
1996 1230 632 652 2080 4590
1997 1360 694 700 1910 4670
1998 1430 717 741 1890 4780
1999 1430 714 738 1880 4760
2000 1470 735 760 1940 4900
Sources: M inistry o f  Energy and Mineral Resources, Annual Report, Different Issues.
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Table A.4:
Refined Petroleum Products consumption
Year LPG
(000)
Gasoline
(000)
Kerosene
(000)
Diesel
(000)
fuel oil 
(000)
Jet fuel 
(000)
Total
Petroleum
(000)
1968 13 73 63 115 95 25 384
1969 16 87 69 124 123 26 445
1970 23 92 74 109 119 28 445
1971 22 95 82 122 134 30 485
1972 20 108 90 144 159 38 559
1973 24 128 98 165 178 41 634
1974 26 134 106 184 190 56 696
1975 31 155 118 225 185 62 776
1976 38 183 132 320 209 98 980
1977 45 215 134 364 226 120 1104
1978 57 246 143 609 294 139 1488
1979 59 263 142 411 391 181 1447
1980 52 270 160 508 399 209 1598
1981 58 298 155 * 623 475 273 1882
1982 82 319 183 713 598 296 2191
1983 75 315 165 723 728 263 2269
1984 83 331 147 706 938 . 245 2450
1985 87 331 133 737 962 227 2477
1986 96 333 142 774 1030 184 2559
1987 104 335 142 772 1140 179 2672
1988 111 341 159 797 1110 191 2709
1989 112 345 146 800 1110 241 2754
1990 122 361 159 830 1140 234 2846
1991 131 384 167 833 1170 163 2848
1992 152 420 269 840 1420 201 3302
1993 167 435 236 881 1490 222 3431
1994 185 455 230 961 1520 225 3576
1995 204 488 207 1030 1620 241 3790
1996 221 517 193 1110 1750 235 4026
1997 247 533 208 1240 1800 225 4253
1998 242 525 182 1155 1911 220 4235
1999 258 545 194 1138 1847 219 4201
2000 272 562 190 1172 1900 225 4321
Sources: Ministry of Energy and Mineral Resources Annual Report, Different Issues. Jordan
Petroleum Refinery Corporation, Annual report, Different Issues.
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Table A.5:
Refined Petroleum Products Prices
Year LPG
(JD/T)
Gasoline
(JD/T)
Kerosene
(JD/T)
Diesel
(JD/T)
fuel oil 
(JD/T)
Jet fuel 
(JD/T)
Total
Petroleum
(JD/T)
1968 60 52 19 17 7 21 23.44
1969 60 52 21 17 7 25 23.81
1970 60 52 21 17 7 25 25.04
1971 60 59 21 17 7 25 25.78
1972 68 66 21 17 7 25 26.83
1973 68 66 21 17 7 25 27.34
1974 68 66 21 17 7 25 27.06
1975 68 90 21 17 7 25 27.87
1976 84 90 25 18 8 28 33.96
1977 84 118 25 18 8 28 40.16
1978 96 148 25 18 S 28 42.23
1979 104 157 30 25 10 33 49.67
1980 120 194 38 41 30 50 67.57
1981 132 243 75 59 45 72 90.01
1982 132 243 75 71 50 72 92.92
1983 132 250 81 77 50 78 94.45
1984 144 271 81 77 50 100 97.56
1985 144 271 81 77 50 100 96.98
1986 144 271 81 77 37 91 89.52
1987 144 271 81 77 37 91 87.65
1988 144 271 81 77 33 91 87.36
1989 160 340 94 88 50 100 108.63
1990 160 340 94 88 65 100 115.24
1991 160 340 94 88 65 100 116.96
1992 160 361 94 124 65 100 126.51
1993 160 361 113 124 65 109 128.45
1994 160 361 113 124 65 109 129.29
1995 160 361 113 124 65 109 129.68
1996 160 361 113 124 65 119 129.95
1997 160 361 113 124 65 119 130.02
1998 160 361 113 124 65 119 128.08
1999 160 361 113 124 65 119 130.25
2000 160 361 113 124 65 119 130.40
Sources: Ministry of Energy and Mineral Resources, Annual report, Different Issues. Jordan Petroleum 
Refinery Corporation, Annual report, Different Issues.
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Table A.6:
Sectoral Electricity Consumption
Year Residential
(OOOGWh)
Industrial
(OOOGWh)
Commercial
(OOOGWh)
Water Pumping 
(OOOGWh)
Total electricity 
(OOOGWh)
1968 46 51 2 1 29 147
1969 50 60 23 29 162
1970 52 6 8 24 29 173
1971 61 80 27 36 204
1972 6 8 90 32 59 249
1973 75 1 1 0 37 59 281
1974 80 1 2 0 40 67 307
1975 92 150 46 6 8 356
1976 116 167 56 96 435
1977 130 190 67 126 513
1978 150 2 1 0 78 158 596
1979 225 225 91 182 723
1980 321 306 107 143 877
1981 382 349 140 159 1030
1982 455 488 160 167 1270
1983 539 715 177 189 1620
1984 604 851 233 252 1940
1985 655 903 268 324 2150
1986 705 906 270 439 2320
1987 753 1060 292 554 2660
1988 821 1040 292 607 2760
1989 841 1 1 0 0 303 669 2910
1990 874 1190 297 730 3090
1991 928 1180 302 729 3140
1992 1070 1340 378 876 3670
1993 1190 1450 425 914 3980
1994 1320 1520 476 1 0 2 0 4330
1995 1420 1670 524 1170 4780
1996 1560 1770 578 1 2 1 0 5120
1997 1630 1800 603 1250 5280
1998 1780 1900 677 1270 5630
1999 1840 1920 720 1340 5810
2 0 0 0 1960 2040 767 1430 6190
Sources: M inistry o f Energy and Mineral Resources Annual Report, D ifferent Issues. Jordan 
Petroleum Refinery Corporation, Annual Report, Different Issues. Jordan Electricity Authority Annual 
Report, D ifferent Issues. National Electric Power Co-operation, Annual Report, Different Issues.
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Table A.7:
Sectoral Electricity Prices
Year Residential
(Fills/KWh)
Industrial
(Fills/KWh)
Commercial
(Fills/KWh)
Water Pumping 
(Fills/KWh)
Total electricity 
(Fills/KWh)
1968 22.80 22.80 15.30 19.70 19.60
1969 22.80 22.80 15.30 19.70 19.50
1970 22.80 22.80 15.30 19.70 19.30
1971 22.80 22.80 15.30 19.70 19.30
1972 22.80 22.80 15.30 19.70 19.40
1973 22.80 22.80 15.30 19.70 19.20
1974 22.80 22.80 15.30 19.70 19.20
1975 22.80 22.80 15.30 19.70 19.10
1976 22.80 22.80 15.30 19.70 19.20
1977 27.50 32.50 2 1 . 0 0 24.00 24.90
1978 28.50 32.50 2 1 . 0 0 24.00 25.20
1979 28.50 32.50 2 1 . 0 0 24.00 25.50
1980 39.00 46.00 38.00 29.00 37.90
1981 39.00 46.00 38.00 30.00 38.20
1982 39.00 46.00 39.00 30.00 38.70
1983 39.00 47.00 39.00 30.00 38.80
1984 47.00 48.00 40.00 30.00 41.80
1985 47.00 48.00 40.00 30.00 41.60
1986 43.50 42.50 32.40 24.00 35.40
1987 43.50 46.30 32.40 24.00 35.30
1988 34.10 49.00 32.40 2 2 . 0 0 32.40
1989 34.10 49.00 32.40 2 2 . 0 0 32.20
1990 43.40 49.00 32.40 2 2 . 0 0 34.60
1991 43.40 49.00 32.40 24.00 35.30
1992 43.40 49.00 32.40 24.00 35.30
1993 45.10 52.00 32.00 27.00 36.90
1994 43.40 52.00 32.00 27.00 36.50
1995 43.40 52.00 32.00 27.00 36.40
1996 44.40 62.00 38.00 29.50 40.60
1997 44.40 62.00 38.00 29.50 40.70
1998 44.40 62.00 38.00 29.50 41.00
1999 44.40 62.00 38.00 29.50 41.00
2 0 0 0 44.40 62.00 38.00 29.50 41.00
Sources: M inistry o f Energy and M ineral Resources Annual Report, Different Issues. Jordan 
Petroleum Refinery Coiporation, Annual Report, Different Issues. Jordan Electricity Authority Annual 
Report, D ifferent Issues. National Electric Power Co-operation, Annual Report, D ifferent Issues.
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