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Abstract
In our previous study, we introduced stable specification search for cross-sectional data
(S3C). It is an exploratory causal method that combines stability selection concept and
multi-objective optimization to search for stable and parsimonious causal structures
across the entire range of model complexities. In this study, we extended S3C to S3C-
Latent, to model causal relations between latent variables. We evaluated S3C-Latent
on simulated data and compared the results to those of PC-MIMBuild, an extension of
the PC algorithm, the state-of-the-art causal discovery method. The comparison showed
that S3C-Latent achieved better performance. We also applied S3C-Latent to real-world
data of children with attention deficit/hyperactivity disorder and data about measuring
mental abilities among pupils. The results are consistent with those of previous studies.
Keywords: causal modeling, structural equation model with latent variables,
specification search, stability selection, multi-objective optimization
1. Introduction
In many empirical sciences, it is of great interest to identify causal relationships among
entities that are not measured directly. Such entities are called latent variables or factors.
A latent variable is typically used to represent a rather general concept that influences
multiple measured or observed variables obtained from, for example, a questionnaire
designed by experts in the field [1]. An example from psychometrics is the fatigue catas-
trophizing scale (FCS) [2], that is used to assess a patient’s tendency of catastrophizing,
a cognitive process characterized by a lack of confidence and an expectation of negative
outcomes [3], as a response of experiencing fatigue. It is a 10-item scale, and each item
therein, e.g., “I find myself expecting the worst when I am fatigued”, is rated on 5-point
scales (1 means never true and 5 means all of the time true).
Domains involving both observed and latent variables can be modeled using a struc-
tural equation model (SEM) with latent variables (also called a general SEM in [4]), that
can be divided into two main components: the measurement model and the structural
∗Corresponding author, email: r.rahmadi@cs.ru.nl, visiting address: Faculty of Science, Toernooiveld
212, 6525EC Nijmegen, the Netherlands.
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model. The measurement model captures relationships between the latent variables and
their corresponding observed variables, often called indicators. The structural model
represents relationships among latent variables. A few approaches have been developed
to discover the measurement model, such as factor analysis or a more advanced alter-
native introduced by [1]. Recently, a new method has been introduced to model causal
relations between latent variables in the structural model [5].
To estimate underlying causal mechanisms is, however, a complex problem. First,
given p variables in the data, there will be 3p(p−1)/2 possible recursive structural models
(described in Section 2.1)[6]. Thus, even a modest number of variables implies an im-
mense number of possible models. A typical SEM procedure starts with a hypothesized
model, scores the model, and realizes a few model refinements (often called a specification
search) to improve the score [7], resulting in only a small number of model evaluations.
Such a specification search is not intended to infer causal structures, but rather to detect
and correct specification error between a proposed and the true model [8]. Second, model
estimation is known to be notoriously unstable. That is, a slight fluctuation in the data
can lead to a considerable change in the final model. This makes that typical approaches
in literature, that are based solely on a single estimation, cannot robustly estimate a
causal model.
In [9], we introduced stable specification search for cross-sectional data (S3C). S3C is
an exploratory causal method that uses a (non-general) SEM to represent causal models
with only observed variables. S3C represents a causal model using a SEM with ob-
served variables. In the present study, we extend S3C to S3C-Latent to model causal
relationships among latent variables. S3C and S3C-Latent are designed to resolve the
aforementioned problems of an immense number of possible models and inherent insta-
bility in model estimation. We search for causal relations on the structural model and
assume that the measurement model is given and pure, i.e., each indicator is related to
only one latent variable [1]. In addition, we also allow demographic variables such as
gender and age to be included in the structural model.
We evaluate the performance of S3C-Latent on different schemes of simulation and
compare the results with those of PC-MIMBuild, an extension of the PC algorithm [10].
The results demonstrate that S3C-Latent performs better. We also apply S3C-Latent
to real-world data from different domains, and the results are consistent with those of
earlier studies. This paper is organized as follows. Section 2 describes SEMs with latent
variables and the S3C procedure. Section 3 introduces the proposed method, S3C-Latent.
Section 4 reports and discusses the results on simulated and real-world data. Finally,
Section 5 gives the conclusions of this study.
2. Background
2.1. Structural equation model with latent variables
2.1.1. Representation
We use a representation of a SEM with latent variables as described in [11, 4]. The
SEM consists of the structural model that represents causal relationships among latent
variables, and the measurement model that represents relationships from latent to ob-
served variables. In the literature, the latent variable is often called a factor, and the
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observed variable is often called an indicator, a manifest, or a proxy. In this paper, we
use those terms interchangeably. The structural model reads
η = Bη + Γξ + ζ, (1)
where η is an m × 1 vector of latent endogenous (effect) variables, ξ is an n × 1 vector
of latent exogenous (cause) variables, ζ is an m× 1 vector of disturbances on η, B is an
m ×m matrix of coefficients among η, and Γ is an m × n matrix of coefficients among
ξ. In addition, Φ and Ψ denote the covariance matrices of ξ and of ζ, respectively.
We assume that E(η) = E(ξ) = E(ζ) = 0, ξ uncorrelated with ζ, and that (I −B) is
nonsingular. In this study, we assume a recursive structural model without reciprocal
causal relations. Such a model can be represented using a directed acyclic graph (DAG)
[12]. A DAG is a graph with a set of nodes V and a set of directed edges E, in which no
directed cycles (reciprocal) relations.
The measurement model represents influences from η to its observed variables, an
r× 1 vector x, and from ζ to its observed variables, a q× 1 vector y. The measurement
model reads
x = Λxξ + δ
y = Λyη + ,
(2)
where the r × n matrix Λx and q × m matrix Λy contain the structure coefficients
associating latent variables and indicators, and the r × 1 vector δ and q × 1 vector 
contain errors on the indicators. In addition, an r× r matrix Θδ and a q × q matrix Θ
are the covariance matrices of δ and of , respectively.
In general, a SEM procedure estimates a model-implied covariance matrix Σ(θ) and
evaluates how closely it matches the sample covariance matrix S. The Σ(θ) is a function
of model parameters θ through
Σ(θ) =
[
Σyy(θ) Σyx(θ)
Σxy(θ) Σxx(θ)
]
,
Σyy(θ) = Λy(I −B)−1(ΓΦΓ′ + Ψ)
[
(I −B)−1]′Λ′y + Θ,
Σxy(θ) = ΛxΦΓ
′ [(I −B)−1]′Λ′y,
Σxx(θ) = ΛxΦΛ
′
x + Θδ,
(3)
where Σyy(θ) is a covariance matrix of the indicators y written as a function of the
parameters θ. There are analogous definitions for Σyx(θ), Σxy(θ) and Σxx(θ). The
prime symbol indicates a matrix transpose. Figure 1 shows a SEM with three latent
variables, each with three indicators.
Measurement model with ordinal indicators
The SEM with latent variables represented by Equations 1 and 2 assumes normally
distributed indicators x and y. Based on [13, 14], this model can be extended to ordinal
indicators xˆ and yˆ by discretizing, e.g., x into w categories through
xˆi = xˆij if τj−1 ≤ xi < τj , j = 1, . . . , w, i = 1, . . . , r, (4)
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Figure 1: An example of a SEM with three latent variables, each with three indicators.
where τj is threshold, and for convenience, we define τ0 = −∞ and τw = +∞.
The threshold τj and the values of xˆij are assumed to be strictly increasing, i.e.,
τ1 < τ2 < . . . < τw−1, and xˆi1 < xˆi2 < . . . < xˆiw. There are analogous expressions
for discretizing y into w categories.
We assume that xˆ and yˆ are proxies of some continuous variables, and therefore
use polychoric (between ordinal indicators) and polyserial (in the case of a mixture of
continuous and ordinal indicators) correlations [13, 14], to form the matrix S.
Markov equivalence class
A structural model represented by a DAG has its corresponding Markov equivalence
class or often called a completed partially DAG (CPDAG) [15]. This implies that every
probability distribution entailed by a structural model in a particular CPDAG, can also
be derived by other structural models belonging to the same CPDAG.
2.1.2. Identification and estimation
An integral part of our procedure will be the estimation of (the parameters of) SEMs.
These parameters can only be estimated when the so-called identification conditions are
satisfied. For the SEMs with latent variables that we consider in this paper, these
conditions are as follows [4, 16].
1. There are at least three or more indicators per latent variable.
2. Each row of Λx and Λy has only one nonzero element, i.e., an indicator cannot
load on multiple latent variables (a pure model) [1].
3. Each latent variable is scaled, e.g., by setting one factor loading λij of each latent
ζj to 1.
4. Θδ is diagonal.
Condition 1 can be relaxed to latent variables with less than three indicators as follows.
If there is a latent variable with two indicators, then the latent variable must have a
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causal relation with other latent variables [4]. If there is a latent variable with only one
indicator, then the corresponding indicator error is set to zero [16].
Estimation
After a SEM satisfies the identification conditions, its model parameters θ can be
estimated through a maximum likelihood procedure, by minimizing a fitting function
that reads
θˆ = argmin
θ
FML(θ), (5)
FML(θ) = log |Σ(θ)|+ Tr{SΣ−1(θ)} − log |S| − p. (6)
where p is the number of observed variables, and S is the p×p sample covariance matrix
of the observed variables.
2.2. S3C procedure
The S3C procedure can be divided into two main parts. The first part searches for the
Pareto optimal causal models for the whole range of model complexities. This is realized
by conducting a multi-objective optimization that mimics the idea of evolution [19].
The procedure is started with randomly generated SEMs that are scored based on two
conflicting criteria: model fit and model complexity. The good models are characterized
by those that fit the data well and have simple structures. They are selected to be parents
to make new SEMs (children) in the next population of models by swapping and flipping
model structures. This procedure is repeated many times, constituting many model
refinements that lead to a better model population. At the end, the Pareto optimal
models are obtained by filtering out those that are dominated by any other model in the
population.
The second part of S3C aims to obtain SEM structures that are stable and simple
(parsimonious). Adopting the idea of stability selection [20], S3C subsamples the data
many times without replacement. For each of the subsets, S3C conducts the search that
is described in the first part above, resulting in many Pareto optimal models. From
those optimal models, S3C measures the edge and the causal path stability, that indicate
the frequency of relations and the corresponding causal directions among pairs of vari-
ables across different model complexities (a precise definition of stability graphs is given
in Appendix A). Finally, with some thresholds S3C infers stable and parsimonious model
structures (called relevant structures) based on the edge and the causal path stability.
For more details about the S3C procedure, we refer the readers to the original paper [9].
3. Proposed method
Originally, S3C is designed to model causal relationships among observed variables.
In the present study we extend S3C to S3C-Latent, to model causal relationships among
latent variables. In particular, we use the representation of SEMs with latent variables
as described in Section 2.1. As the basic idea of S3C is to search through many possible
models, there is no restriction that forbids a cause ξi in one model to be an effect ηi
in another model, and vice versa. The same condition implies to the corresponding
indicators, that is, xi in one model can be yi in another model, and vice versa. However,
there could be an exemption from this rule if one intends to incorporate prior knowledge.
5
1 Ensure identification condititions I fulfilled:
2 if Λ indicates that any latent variable Li ∈ L has indicators < 3 then
3 if the number of indicators = 2 then
4 Set a relation between Li and one random latent Lj ∈ L
5 Set one of the factor loadings on Li to 1
6 else
7 Set the factor loading on Li to 1
8 Set the error on the indicator to 0
9 end
10 else
11 Set one of the factor loadings on each Li ∈ L to 1
12 end
13 Run S3C on D with information of L and satisfying C and I
Figure 2: Algorithm of S3C-Latent
In practice, prior knowledge on the domain of interest may exist, e.g., results of
previous studies that leads to a constraint on a particular causal relation. For example,
based on an earlier study on patients with medically unexplained fatigue, it is known that
the objective physical activity does not reduce the level of fatigue directly. In terms of a
SEM with latent variables, this prior knowledge can be translated into a structural model
with no directed edge from latent variable O (denoting the objective physical activity)
to latent variable F (denoting the level of fatigue). Note that a directed path from O to
F is still allowed, e.g., a path O → · · · → F with any latent variables in between. S3C
and S3C-Latent allow for incorporation of such prior knowledge.
In this study we further assume that the measurement model is given and pure.
With respect to the data, we assume that samples have been generated independently
and identically distributed (iid) from a linear Gaussian SEM.
Like S3C, to score a SEM, S3C-Latent uses the likelihood ratio test statistic [21]
(equal to (N −1)FML from Equation (6), with N the sample size, which is often denoted
χ2) to indicate the model fit, and the number of relations in the structural model (equals
to the number of nonzero elements in matrices B and Γ in Equation (1)), to indicate the
model complexity. These scoring metrics are, however, not inherent to S3C-Latent, and
can be replaced by different scoring metrics.
3.1. S3C-Latent
Let D be the data set, L = {L1, . . . , Ln} be a set of n latent variables, Λ be a matrix of
factor loadings, and C be prior knowledge. Figure 2 gives pseudocode of the S3C-Latent
procedure.
Lines 1 to 11 are to ensure that the measurement model identification conditions
described in Section 2.1.2 are fulfilled. In particular, Line 2 checks if there are any latent
variables Li ∈ L having less than 3 indicators. If so, then for each Li, Line 3 is realized
or Line 11 otherwise. Line 3 checks whether the number of indicators of Li is 2 or 1.
In the case of 2 indicators, S3C-Latent sets a relation between the latent variable Li
and a random latent variable Lj ∈ L (Li can be either a cause or an effect), and fixes
6
one of its factor loadings to 1 (Lines 4 and 5). In the case of 1 indicator, S3C-Latent
sets the factor loading of Li to 1 and the indicator error to 0 (Lines 7 and 8). Line 11
is realized when all latent variables have at least 3 indicators. In this case, one of the
factor loadings on each latent variable is set to 1. Finally, Line 13 runs S3C on data
set D with information of latent variables from L, satisfying any constraints in C, and
fulfilling model identification conditions in I. By satisfying constraints in C (if any),
S3C-Latent ensures that all SEMs that are generated and refined, are consistent with
the prior knowledge stated in C.
We implemented S3C-Latent as an R package and made it available online.1 All of
the source codes are provided, allowing interested users to modify the functionality.
4. Result and discussion
4.1. Application to simulated data
To simulate different practical cases, we conducted different schemes of simulation
by generating data from models with different number of latent variables, sample size,
number of indicators, and types of indicators, e.g., continuous and ordinal. All of the
R scripts used and the data sets generated for this simulation are available at the same
repository of the R package.
4.1.1. Model and data generation
First, we randomly generated structural models of n latent variables, by generating
DAGs of n nodes with a probability s = 2/(n− 1) when relating a node (latent variable)
to another node. Each DAG can be represented as an n × n adjacency matrix A. As
the matrix A captures causal relations among latent variables L = {L1, . . . , Ln}, the
matrices B and Γ in Equation (1) are submatrices of A. For each structural model, we
then randomly formed two pure measurement models, where one has 3 to 5 indicators
and the other one has 1 to 4 indicators per latent variable. This is realized by generating
an h × n random matrix of factor loadings Λ for each structural model, where h is the
total number of indicators from n latent variables. The matrices Λx and Λy in Equation
(2) are submatrices of Λ. With this procedure, we generated 20 SEMs with 4 and with
6 latent variables.
Second, we simulated data sets of sizes 400, 1000, and 2000 from each SEM with
normal distribution, and then created the corresponding ordinal data sets by discretizing
the values of the indicators into 2 to 7 ordered categories randomly. Taken together, we
simulated 480 data sets on which the performance of S3C-Latent has been evaluated.
Table 1 summarizes the schemes of the simulation. Scheme C3−5, for example, applied
S3C-Latent to the data sets of continuous variables generated from SEMs with 3 to
5 indicators per latent variable. Moreover, we also applied PC-MIMBuild [1] on the
same data sets, and then compared the results. PC-MIMBuild originates from the PC
algorithm [10], a state-of-the-art causal discovery method.
1https://github.com/rahmarid/S3C-Latent
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Table 1: Types of indicators and the number of indicators per latent variable in different schemes of
simulation.
Scheme Type of indicators Number of indicators
C3−5 Continuous 3 to 5
C1−4 Continuous 1 to 4
O3−5 Ordinal 3 to 5
O1−4 Ordinal 1 to 4
4.1.2. Parameter settings
A parameter setting of S3C-Latent consists of the number of subsets to draw (S),
the number of iterations (I), the number of models to evaluate (P), crossover probability
(C), and mutation probability (M). For applications to data sets generated from SEMs
with 4 latent variables, we set S = 25, I = 30, P = 50, C = 0.45, and M = 0.01. For
applications to data sets generated from SEMs with 6 latent variables, we used the same
parameter setting, except that we set I = 50 and P = 100.
For a fair comparison, we also drew 25 subsets in the applications of PC-MIMBuild
(similar to that in [22]) and measured the edge and the causal path stability as in
S3C-Latent. We set the significance level for PC-MIMBuild in testing conditional in-
dependence to 0.01.
4.1.3. Evaluation performance
We used the receiver operating characteristic (ROC) curve [23] to evaluate the per-
formance of S3C-Latent and of PC-MIMBuild. Here, the true positive rate (TPR) and
the false positive rate (FPR) are computed based on the CPDAG of the true model [15],
while increasing the thresholds of stability. We measured the ROC for both the edge and
the causal path stability. For example, a true positive means that a causal path with any
length predicted by S3C-Latent or PC-MIMBuild actually exists in the CPDAG of the
true model, while a false positive means that the predicted causal path does not exist in
the CPDAG of the true model.
Each simulation scheme comprises 20 data sets of sizes 400, 1000, and 2000, making
it in total 60 data sets. We measured the area under the curve (AUC) of each ROC and
then computed the mean of the AUCs that S3C-Latent obtained over 20 data sets (of
the same sample size) and compared to that of PC-MIMBuild.
4.1.4. Discussion
Figures 3 and 4 show the plots of the mean AUC and the corresponding standard
errors obtained by S3C-latent (black-solid lines) and PC-MIMBuild (blue-dashed lines),
as a function of sample size. The top panels show results from Schemes C3−5 and O3−5,
and the bottom panels show those from Schemes C1−4 and O1−4.
In all simulation schemes with 4 latent variables, S3C-Latent achieved higher AUCs
than those achieved by PC-MIMBuild. In a similar trend, S3C-Latent obtained higher
AUCs than those achieved by PC-MIMBuild on most simulation schemes with 6 latent
variables. The discrepancy of the results of S3C-Latent and of PC-MIMBuild becomes
clearer in the case of continuous indicators. Based on the results on simulations with 4
and 6 latent variables, the performance of S3C-Latent seems to be more robust compared
to that of PC-MIMBuild across different sample sizes. In particular for small sample
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Figure 3: The mean AUC obtained by S3C-Latent (black-solid lines) and PC-MIMBuild (blue-dashed
lines) over 20 data sets generated from SEMs with 4 latent variables, as a function of sample size.
“Edge” indicates AUCs measured from the edge stability and “Causal Path” indicates those measured
from the causal path stability. The plots in the top panels are results of simulations on the data sets
generated from SEMs with 3 to 5 continuous (Scheme C3−5) or ordinal (Scheme O3−5) indicators per
latent variable. The plots in the bottom panels are results of simulations on the data sets generated from
SEMs with 1 to 4 continuous (Scheme C1−4) or ordinal (Scheme O1−4) indicators per latent variable.
sizes, typical to many real-world applications, S3C Latent appears to be more robust
than PC-MIMBuild.
Figure B.9 in Appendix B shows comparisons of S3C-Latent’s results in different
schemes. As expected, in general the performance of S3C-Latent on data generated from
SEMs with 3 to 5 indicators per latent variable is better than that of on data generated
from SEMs with 1 to 4 indicators per latent variable.
4.2. Application to real-world data
4.2.1. Attention deficit/hyperactivity disorder data
For the first application, we applied S3C-Latent to a data set about attention
deficit/hyperactivity disorder (ADHD) that was collected in [24]. The data set com-
prises observations on the children, among which 236 have ADHD and 406 belong to the
control group. From all of the samples, 269 are girls. There are four observed variables:
gender, age, verbal intelligence quotient (VIQ), and performance intelligence quotient
(PIQ). Moreover, there are 18 questions distributed into three groups to indicate three
latent variables, namely inattention (questions 1-9), hyperactivity (questions 10-14), and
9
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Figure 4: The mean AUC obtained by S3C-Latent (black-solid lines) and PC-MIMBuild (blue-dashed
lines) over 20 data sets generated from SEMs with 6 latent variables, as a function of sample size.
“Edge” indicates AUCs measured from the edge stability and “Causal Path” indicates those measured
from the causal path stability. The plots in the top panels are results of simulations on the data sets
generated from SEMs with 3 to 5 continuous (Scheme C3−5) or ordinal (Scheme O3−5) indicators per
latent variable. The plots in the bottom panels are results of simulations on the data sets generated from
SEMs with 1 to 4 continuous (Scheme C1−4) or ordinal (Scheme O1−4) indicators per latent variable.
impulsivity (questions 15-18). We intend to model the causal relations between those
four observed and the three latent variables. The missing data, that are assumed to be
missing at random (MAR), are about 0.78% and were imputed using expectation max-
imization (EM) [25]. We combined the imputation with our subsampling, resulting in
different imputations across data subsets. The parameter settings of S3C-Latent are S
= 100, I = 100, P = 200, C = 0.45, and M = 0.01. We included a prior knowledge that
nothing causes gender.
4.2.2. Discussion on ADHD result
Figure 5 depicts the edge and the causal path stability graphs, with the x-axis in-
dicating the model complexity and the y-axis indicating the selection probability. The
threshold pisel (horizontal line) is set to 0.6 and indicates that any model structure with
selection probability equal to or greater than pisel is considered stable [20]. The thresh-
old pibic (vertical line) is set to the model complexity at which the minimum median
of the BIC scores is found [9], which in this case was at 12, indicating that any model
structure with model complexity equal to or lesser than pibic is considered simple or par-
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simonious. Thus, the relevant model structures (stable and parsimonious) are those that
pass through the top-left region of the stability graphs. The relevant model structures are
then visualized with the steps described in [9], resulting in the graph shown in Figure 6.
A more detailed description on how to interpret the graph is given in the figure caption.
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Figure 5: The (a) edge and the (b) causal path stability graphs from the ADHD application. Each
line indicates the frequency of relations between a pair of variables across different model complexities.
The frequency is computed relative to the number of SEMs in each model complexity. The causal path
stability only takes into account causal relations with any length, while the edge stability takes into
account all relations regardless of the direction.
Based on Figure 6, gender is found to influence inattention, hyperactivity, and im-
pulsivity. This is in accordance with the studies of [26, 27, 28]which exhibited that boys
with ADHD tend to have higher symptom levels. Meta-analyses in population-based
[29] and clinically referred samples [30] suggested that boys are more likely to meet the
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Figure 6: A dashed undirected edge exhibits strong association where the causal direction cannot be
determined from the data. A directed edge (arrow) with a single line indicates a causal relation and
that with a double line indicates a factor loading. All edges, except the factor loadings, are annotated
with a reliability score, i.e., the highest selection probability an edge has across the relevant region of
the edge stability graph. In addition, all arrows are annotated with an estimate of the total causal effect
(see Appendix C for more detail). For example, 0.89/0.02 indicates a reliability score of 0.89 and a total
causal effect of 0.02.
Diagnostic and Statistical Manual of Mental Disorders (DSM) criteria for ADHD than
girls.
VIQ is found associated with inattention and with hyperactivity, and that matches the
studies of [31, 32] which reported that children with ADHD have significantly lower VIQ
compared to children without ADHD. The relation between VIQ and PIQ is expected
as both constitute an assessment of the subject’s intelligence.
The association between inattention and hyperactivity is likely due to the direct causal
relations from gender to both variables. A similar relation was found in the studies of
[33, 34] which exhibited that inattention influences hyperactivity. S3C-Latent found
that the causal path stability from inattention to hyperactivity is about 0.4. Having
more samples might increase the stability (e.g., > 0.6), so as to justify the same causal
direction.
The relation between hyperactivity and impulsivity (as also found by [33]) is also
likely due to the direct causal relations from gender to both variables. In fact, in most
studies hyperactivity and impulsivity are regarded as one combined feature.
The association between inattention and impulsivity possibly follows from the direct
relations between inattention and impulsivity with hyperactivity. This association was
also indicated by [33]. The associations between inattention, hyperactivity, and impul-
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sivity are sensible as the three constitute the ADHD symptom. In addition, S3L did not
find any relation between age with other variables.
4.2.3. Holzinger data
For the second application, we considered a well-known data set in the psychometric
domain [35], obtained from an R package called MBESS 4.4.3 [36]. The aim of the study
was to learn factor pattern for mental abilities among two groups of pupils with different
biological and cultural backgrounds [37]. For this purpose, 301 students (155 females)
from grades 7 and 8 were given 24 tests, measuring spatial, verbal, mental speed, memory,
and mathematical ability. More details about the tests can be obtained from the package
documentation. Our interest is to model causal relations among those latent variables
including gender. We include a prior knowledge that nothing causes gender. We set the
S3C-Latent parameters S = 100, I = 80, P = 150, C = 0.45, and M = 0.01.
4.2.4. Discussion on Holzinger result
Figure 7 displays the edge and the causal path stability graphs. We set pisel = 0.6
and found that pibic = 11 (cf. Section 4.2.2). Figure 8 visualizes the relevant structures
into a graph.
Based on Figure 8, we see that gender influences spatial, mental speed, and memory
ability. The causal relation from gender to spatial ability matches the meta-analysis of
[38] that indicated that males tend to perform better than females in specific types of
spatial ability. The causal relation from gender to memory is in agreement with the
results of [39] and [40] that exhibited gender differences in favor of males on object and
word location memory, and working memory index, respectively. Gender was also found
to influence the mental speed, as indicated by [41] that pointed out a male advantage in
reaction times using various measures.
It was also found that mathematical ability affects spatial ability. Previous studies
indicated the association between the two [42, 43, 44]. Other studies emphasized that
mathematics is one of the concepts that is mentally represented in a spatial format
[45, 46]. Moreover, the study by [47] detailed specific mathematical tasks that predicts
the most variance in the spatial ability of children aged 5 to 13.
All latent variables seem to be associated directly or indirectly. This might stem
from some items on different latent variables that are possibly overlapping, for example,
arithmetic (mathematical ability) and addition tasks (mental speed). Some associations
are likely due to a common direct relation that a pair of variables has, for example,
spatial ability and mental speed are affected by gender and both are associated. That
being said, previous studies [48, 49, 50, 51, 52, 53] indicated and discussed most of the
associations.
5. Conclusion and future work
It is often of great interest in many fields such as sociology, psychology, and medicine
to model causal relationship among latent constructs that are indicated through observed
proxies. In the present study, we extended S3C to S3C-Latent to model causal relations
among latent variables. The chief aim of S3C-Latent is to resolve the problems of the
inherent instability in model estimation and the immense number of possible models. To
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Figure 7: The (a) edge and the (b) causal path stability graphs from Holzinger application. Each line
indicates the frequency of relations between a pair of variables across different model complexities. The
frequency is computed relative to the number of SEMs in each model complexity. The causal path only
stability takes into account causal relations with any length, while the edge stability takes into account
all relations regardless of the direction.
realize that, S3C-Latent recasts the concept of stability selection into a multi-objective
optimization problem, and jointly optimizes across the whole range of model complexities,
resulting in Pareto optimal models. One also can see S3C-Latent as a general framework
that can be integrated with other causal discovery methods for latent variables without
altering their original assumptions. In principle, it can be realized by running a causal
discovery method on different data subsets and then measuring the same edge and causal
path stability based on the inferred models.
We compared the results of S3C-Latent to those of PC-MIMBuild on simulated data
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Figure 8: A dashed undirected edge exhibits strong association where the causal direction cannot be
determined from the data. A directed edge (arrow) with a single line indicates a causal relation and
that with a double line indicates a factor loading. All edges, except the factor loadings, are annotated
with a reliability score, i.e., the highest selection probability an edge has across the relevant region of
the edge stability graph. In addition, all arrows are annotated with an estimate of the total causal effect
(see Appendix C for more detail). For example, 0.62/0.017 indicates a reliability score of 0.62 and a
total causal effect of 0.017.
generated with different schemes, varying the number of latent variables, sample size,
number of indicators, and types of indicators (continuous and ordinal). The comparison
showed that S3C-Latent performs better than PC-MIMBuild. Moreover, we applied
S3C-Latent to real-world ADHD and Holzinger data sets. In general, the results are
consistent with those of earlier studies.
The current version of S3C-Latent, however, is designed for cross-sectional data, as-
sumes no reciprocal causal relation, and cannot handle missing values other than through
imputation prior to application. Thus, future work should consider extensions to longitu-
dinal data, reciprocal causal relations, and a more sophisticated way of handling missing
values.
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Appendix A. Stability graphs
Definition 1. (Stability graphs [9]) Let A and B be two variables and G a multiset
(or bag) of CPDAGS. Let Gc be the submultiset of G containing all CPDAGS with
complexity c. The edge stability for A and B at complexity c is the number of models
in Gc for which there exists an edge between A and B (i.e., A→ B, B → A, or A−B)
divided by the total number of models in Gc. The causal path stability for A to B at
complexity c is the number of models in Gc for which there is a directed path from A to
B (of any length) divided by the total number of models in Gc. The terms edge stability
graph and causal path stability graph are used to denote the corresponding measures for
all variable pairs and all complexity levels.
Appendix B. Comparison of S3C-Latent results
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Figure B.9: Comparison between the mean AUC obtained by S3C-Latent on the data generated from
SEMs with 3 to 5 indicators per latent variable to those obtained on data generated from SEMs with
1 to 4 indicators per latent variable. The plots in the top panel are results of simulation on the data
generated from SEMs of 4 latent variables and those in the bottom panel are results of simulation on
the data sets generated from SEMs of 6 latent variables.
Appendix C. Causal effect estimation
The procedure originates from IDA method[54]. Let G = {G1, . . . , Gm} be a CPDAG
to which m DAGs belong to. For each DAG Gj , IDA administers intervention calcu-
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lus [55] to obtain multisets Θi = {θij}j∈1,...,m, i = 1, . . . , p, where p is the number of
covariates. In particular, θij defines the possible causal effect of Xi on Y in graph Gj .
Assuming that the data have been drawn from a linear Gaussian model, the causal ef-
fects of Xi on Y can be estimated through a regression of Y on Xi and its parents. Note
that the possible causal effect θij can be direct, indirect, or addition of the both effects,
depending on the structure of Gj .
As S3C and S3C-Latent result in many CPDAGs representing optimal models, we
extend IDA as follows. We particularly use Gpibic , the CPDAGs of all optimal models
with complexity equal to pibic. For each CPDAG G ∈ Gpibic , we compute the possible
causal effects of each relevant causal path, e.g., X on Y , obtaining estimates ΘkX→Y , k =
1, . . . , N , where N is the number of data subsets. We then concatenate all causal effect
estimates in ΘkX→Y into a single multiset ΘX→Y .
Finally, we use the median Θ˜X→Y to represent the estimated total causal effects
from X to Y . In the case of both X and Y are continuous, Θ˜X→Y is standardized via
Θ˜X→Y × σX/σY , where σX and σY are the standard deviations of the covariate and the
response, respectively.
In order to estimate causal effect from a SEM with latent variables, we need to sample
data from the latent variables. The steps to sample from latent variables are described
in Appendix D.
Appendix D. Sampling from latent variable
In what follows, we describe the steps for the sampling. Suppose we are given a
measurement model that reads
x = Λη + , (D.1)
where η is a vector of latent (for simplicity, can be either endogenous or exogenous)
variables, Λ is a matrix of factor loadings, x is a vector of indicators,  contain errors of
the indicators, and Θ is a covariance matrix of  and is diagonal.
Following [56], given Λ and Θ, the expected value of latent variables η can be com-
puted via the linear projection:
E(η|x) = βx, (D.2)
with β ≡ Λ′(Θ + ΛΛ′)−1, and the variance of η can be computed through,
Var(η|x) = I − βΛ. (D.3)
We can then sample ηˆ ∼ N (µ, σ2), where µ is the mean of vector E(η|x) and
σ2 = Var(η|x).
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