In this paper, we investigate and compare the fault tolerance properties and resilience of gossip-based distributed orthogonal iteration algorithms for the in-network computation of the extreme eigenpairs of matrix. Gossip-based algorithms have many attractive properties, especially for loosely coupled distributed and decentralized systems, like P2P networks or sensor networks. Due to their randomized communication schedule and the fact that communication happens only between nearest neighbors, they are highly flexible with respect to the topology of the underlying system. Moreover, such algorithms have a big potential for high resilience against various types of failures.
Introduction
Classical parallel approaches usually assume target systems with static, regular topology and with reliable communication. In contrast, distributed algorithms are designed for decentralized loosely coupled distributed systems where the nodes may have limited resources in terms of storage, energy and computation and where it cannot be assumed that a node has any global knowledge about the system's (arbitrary) topology. Moreover, such systems may change during the computation due to potential link and/or node failures, and synchronizing nodes across such systems is very difficult or even impossible. Distributed algorithms for such systems usually perform randomized nearest-neighbor communication and thus are very flexible with respect to the underlying hardware infrastructure. One of the highly attractive properties is their potential for high fault tolerance.
An essential component of distributed matrix computations is a distributed data aggregation algorithm (DDAA) for the distributed computation of sums or averages. The choice of the particular DDAA strongly influences many properties of the matrix computations built on top of it, such as numerical accuracy or fault tolerance properties, as we will show. We focus on investigating a distributed orthogonal iteration algorithm (dOI) when utilizing the following three DDAAs: the push-sum algorithm (PS), the push-flow algorithm (PF) and the push-cancel-flow algorithm (PCF). We denote by dOI(PS), dOI(PF) and dOI(PCF) the respective orthogonal iteration algorithms.
Motivation
Eigenvalue problems arise in many questions related to spectral properties of graphs, which are important, e. g., in various analyses of computer networks or social networks. As mentioned above, existing parallel algorithms designed for static shared memory, distributed memory systems or for multicore architectures are not suitable for large-scale decentralized loosely coupled distributed systems (such as P2P networks or sensor networks) due to the different system properties. In practice, a centralized approach is usually employed. One node, commonly called "fusion center", collects the values from all nodes, computes the desired results locally and distributes them back to the rest of the network. This approach has significant drawbacks in the context considered in this paper. First of all, it may be infeasible due to security or technical problems. Moreover, it tends to lead to highly unbalanced energy consumption across nodes and routing information as well as global network properties must be available at every node. Last, but not least, the fusion center approach introduces a single point of failure, which is undesirable in unreliable networks.
Motivated by such situations, we constructed a distributed algorithm dOI [3] for computing the k principal eigenpairs of a matrix on top of robust distributed data aggregation algorithms. Proceeding this way results in a distributed algorithm which is flexible with respect to the hardware infrastructure, as discussed in [3] . Moreover, we expect dOI to have a potential for being a naturally fault tolerant self-healing algorithm with superior resilience properties. However, this aspect has not been addressed and investigated yet.
Note also that algorithmic properties such as decentralization and fault tolerance are expected to become more and more attractive in the future for several reasons: (i) high-end computer systems are expected to grow in terms of numbers of nodes, (ii) it will become more and more difficult to provide the global view of the entire system at every node, and (iii) more component failures will have to be handled, ideally also at the algorithmic level.
Contributions
We explore the influence of the utilized DDAA on the behavior of the distributed orthogonal iteration dOI. First, we investigate the numerical accuracy of the two major building blocks of the dOI algorithm: distributed matrix-matrix multiplication (dmmm) and distributed QR factorization (dmGS). Moreover, we discuss the convergence properties of dOI. Second, we explore how the behavior of dOI in the presence of several types of failures in the network changes, when different DDAAs are utilized as the building block. We show that dOI based on PCF achieves superior fault tolerance properties compared to all other approaches. Furthermore, we show that dOI with PCF is able to deliver results in full accuracy even in the presence of various types of failures. In contrast, any kind of failure in the existing algorithm KOI [2] leads to a severe loss of accuracy.
Synopsis
In Section 2, the related work is summarized and the relevant distributed algorithms are reviewed. In Section 3, the distributed orthogonal iteration dOI as well as its building blocks dmmm and dmGS are discussed. We present simulation results illustrating the influence of the choice of DDAA on the numerical accuracy achieved. Moreover, we discuss the convergence properties of dOI. In Section 4 we investigate the fault tolerance properties of dOI for reported as well as for silent failures. Section 5 concludes the paper and summarizes ongoing and future work.
Background and Related Work
Whereas many classical parallel algorithms for eigensolvers are included in state-of-the-art software libraries such as Plasma [1] , fully distributed eigensolvers based on randomized communication schedules, particularly on gossip algorithms, have hardly been explored. In [3] we presented a decentralized method for distributed orthogonal iteration called dOI utilizing the push-sum algorithm (see Section 2.1) and analyzed it in terms of numerical accuracy and communication cost. Moreover, we showed how the communication cost of dOI can be reduced by accuracy-performance trade-offs in the push-sum algorithm. However, dOI is expected to have a potential for achieving high fault tolerance when utilizing other gossip-based DDAAs, which has not been addressed in the literature so far.
To the best of our knowledge, the only other fully distributed orthogonal iteration in the sense defined in this paper has been presented by Kempe and McSherry [2] (we refer to their method as KOI). However, their work differs from our dOI algorithm [3] in three pivotal aspects: First, their method is specifically designed for computing eigenpairs of adjacency matrices. Second, they reformulate the standard orthogonal iteration algorithm in order to avoid a distributed QR factorization. Third, KOI uses deterministic communication schedules and therefore it cannot exploit the potential benefits of randomized communication, such as high fault tolerance against system failures.
Jelasity et al. [18] introduced a distributed power iteration method, which computes only the single extreme eigenpair. Beyond that it differs from our work in similar ways as KOI [2] . The authors addressed the question of the resilience of their distributed eigensolver to various types of failures. However, the simulation results indicate that their distributed algorithm cannot guarantee results in full or high accuracy in the presence of failures.
For handling failures in classical parallel systems, different flavors of the checkpoint/restart paradigm are applied, where the system state is permanently stored [4] . In the setup we consider, such centralized fault tolerance approaches are not applicable. In the context of matrix computations, a well known technique working entirely at the algorithmic level is ABFT [5] [6] [7] . In ABFT, fault tolerance is achieved by incorporating and maintaining checksum relationships in the input matrices to detect and correct system failures. Besides limitations in terms of amounts and kinds of detectable/correctable failures, an ABFT-based eigensolver is not available so far.
The essential building blocks for the distributed algorithms presented in this paper are DDAAs based on the concept of gossiping. Gossip (or epidemic) protocols have been studied extensively (see, e. g., [8] [9] [10] [11] [12] [13] [14] [15] ). Due to the attractive properties of gossip-based DDAAs, such as no specific requirements in terms of topology, synchronization or reliability, they have been widely utilized. The relevant DDAAs for our approach are presented in the next section. Another approach for computing aggregations in a distributed way are consensus algorithms [16] . They differ substantially from gossip-based DDAAs in the following aspects [17] : (i) Consensus algorithms are not based on randomized communication but every node communicates with all neighbors in each step. (ii) Due to their communication schedule, consensus algorithms have to be fully synchronized across nodes.
Distributed Data Aggregation Algorithms (DDAAs)
Distributed data aggregation algorithms are algorithms which allow for the decentralized computation of scalar or non-scalar aggregates such as sums or averages of vectors or matrices distributed across nodes. A well known gossip-based algorithm of this kind is the push-sum algorithm (PS) [12] . The PS algorithm is based on the following simple protocol: initially, every node keeps its scalar or non-scalar data including a scalar weight which determines the type of aggregation (e. g., sum or average). In every round of the algorithm, each node sends a fraction of all of its local values to a randomly selected neighboring node. All data received by the nodes is combined with their local values. This simple protocol without any global control mechanisms ensures the computation of an -approximate of the target global aggregate locally at each node in O(log N + log −1 ) time under the same assumptions as deterministic parallel algorithms can perform the same task in O(log N) time [9] . Thus, the PS algorithm scales as well as its deterministic parallel counterparts.
The drawback of the push-sum algorithm is that its correctness relies on the so-called mass conservation (cf. [12] ) which globally states that the initial data has to be preserved during the whole course of computation. Obviously, any kind of system failure violates mass conservation and thus the PS algorithm cannot guarantee correct results in the presence of system failures.
The basic idea behind the push-flow algorithm (PF) [13] is to incorporate fault tolerance mechanisms into the PS algorithm while not changing the algorithm's principal properties and behavior in failure-free environments. This is done by utilizing the graph theoretical flow concept in the following way: to fault tolerantly communicate local information to a neighboring node j, node i keeps a flow variable f i, j which describes the amount of data which is "flowing" from node i to j. By ensuring flow conservation (i. e., f i, j = − f j,i ) over each link, the global property of mass conservation translates to an entirely local property. This is the origin of the extraordinary high fault tolerance potential provided by the flow concept which covers certain kinds of permanent link and node
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failures as well as silent errors like message loss or bit-flips. While the PF algorithm provides these superior properties in theory, several practical drawbacks, e. g., in terms of numerical accuracy, were observed [15] .
The push-cancel-flow algorithm (PCF) [14] is a novel advancement of the PF algorithm which leads to significant qualitative improvements in terms of numerical accuracy and computational efficiency (when system failures occur). The theoretical advance of the PCF algorithm over the PF algorithm is that the flow variables in the PCF algorithm converge to the target aggregate whereas they converge to arbitrary values in the case of the PF algorithm. This seemingly simple theoretical difference is responsible for all of the (practical) advantages of the PCF over the PF and other competing approaches (cf. [15] ).
Orthogonal Iteration
Orthogonal iteration [19] (see the left part of Algorithm 1) is a method which computes the k principal eigenvectors and eigenvalues of an input matrix A ∈ R n×n . Besides the matrix A it assumes at the input also an arbitrary matrix Q 0 ∈ R n×k . Under the assumption that the leading k + 1 eigenvalues of A are distinct in absolute value, the columns of the matrices Q i converge to the k extreme eigenvectors of A and the diagonal elements of the matrices R i converge to the corresponding k eigenvalues of A (see, e. g., [19] ). As can be seen in Algorithm 1, orthogonal iteration proceeds in iterations consisting of two basic building block -a matrix-matrix multiplication V i = AQ i and a reduced QR factorization V i = Q i+1 R i+1 . In this paper we consider computing the reduced QR factorization by modified (mGS) Gram-Schmidt orthogonalization [20] .
Existing Distributed Orthogonal Iteration (KOI)
Kempe and McSherry [2] introduced a fully distributed orthogonal iteration algorithm designed for computing the k principal eigenvectors of the (weighted) adjacency matrix A ∈ R n×n of the underlying network with N = n nodes. In the following we denote this algorithm as KOI.
KOI assumes both matrices A ∈ R n×n and Q i ∈ R n×k distributed row-wise across the nodes. In the first step, distributed matrix-matrix multiplication, each node l computes a row V i (:, l) = A(:, l) · Q i in iteration i. In order to compute V i (:, l), each node l obtains all rows Q i (:, j) from its neighbors j. As a result, the matrix product V is computed exactly, but each node needs to communicate with all neighbors. Consequently, if only nearest neighbor communication is admitted, KOI works only for the adjacency matrix of the underlying system. The QR factorization in KOI is replaced with a mathematically equivalent sequence of a local outer product of vectors, distributed summing of matrices, local Cholesky factorization and local solving a linear system. The distributed summing of matrices in KOI is also done by utilizing a DDAA, for which the authors also use the term "push-sum" algorithm. However, nodes communicate with all neighbors in each step of their DDAA algorithm and thus, in our understanding, their approach actually uses a form of a consensus algorithm [16] .
Distributed Orthogonal Iteration (dOI)
In this paper, we focus on investigating fault tolerance properties of the distributed orthogonal iteration algorithm dOI [3] , which is, in contrast to KOI [2] , fully based on randomized communication schedules. The absence of any operation with a deterministic communication schedule makes dOI much more flexible than KOI with respect to the hardware infrastructure, since it decouples the structure and size of the matrix from the network over which the computation is performed. We have discussed the communication cost of dOI based on the push-sum algorithm [3] and showed that in many scenarios dOI(PS) has lower communication cost in terms of the number of messages sent than KOI. In this paper we investigate the influence of the absence of any deterministic schedule on the fault tolerance of dOI when utilizing different gossip-based DDAAs. We show that the resilience of dOI is substantially better than the properties of KOI. Now, we start with reviewing the dOI algorithm (see right part of Algorithm 1) and investigating the influence of the utilized DDAA on the final accuracy of the two building blocks of dOI: distributed matrix-matrix multiplication dmmm and distributed Gram-Schmidt orthogonalization dmGS.
Both distributed matrix computations (dmmm and dmGS) assume the matrix A distributed column-wise and matrices Q and V distributed row-wise. In dmmm [3] each node computes an outer product of the locally stored column of A and row of Q and then calls a DDAA to sum the results across all nodes. Such approach offers high robustness against node failures, since each node computes the whole matrix V and thus backs up data for the potentially failed nodes. The other building block of dOI, the distributed QR factorization dmGS (see Algorithm 2), was constructed in the following way [3, 21] : All summations for a dot-product or the 2-norm of a vector in the sequential mGS were substituted by a distributed data aggregation algorithm (DDAA).
Since the DDAA for distributed summation in these algorithms can be seen as a "black-box", it is possible to use different DDAA as the building block for the distributed matrix algorithms. In this section we investigate the influence of the selected DDAAs on the final accuracy of both matrix computations used in dOI, on the distributed matrix-matrix multiplication dmmm and on the distributed QR factorization dmGS. In the simulations, all DDAAs Algorithm 2 Distributed QR Factorization (dmGS)
2:
Q(l, i) = A(l, i)/R l (i, i)
6: were terminated as soon as estimates in all nodes reached a given level of accuracy . Fig. 1 shows the accuracy V − AQ / AQ of dmmm when computing the matrix product of two randomly generated matrices A ∈ R 1024×1024 and Q ∈ R 1024×32 over a network with hypercube topology with N = 2
., 8) nodes and accuracy for DDAA = 10 −15 . We can see that dmmm(PCF) is basically as accurate as dmmm(PS), whereas the result computed by dmmm(PF) is more than one order of magnitude worse and the quality decreases with increasing N. 
The influence of the different DDAAs is similar to the influence on dmmm, since dmmm(PF) delivers substantially less accurate results that dmmm(PS) and dmmm(PCF).
The simulations show that the practically observed properties of the DDAAs (cf. [14, 15] ) are preserved also when used as a part of more complex algorithms, such as dmmm or dmGS. Moreover, the final accuracy delivered by the matrix algorithms corresponds to the accuracy of the underlying DDAAs. For distributed matrix algorithms based on PS and PCF the final accuracy is of the same order as and an order of magnitude worse, if PF is used. Consequently, we further focus only on the PS and the PCF algorithm.
Convergence Properties of dOI
Convergence analyses of the classical centralized and sequential orthogonal iteration procedure in exact arithmetic can be found in the standard literature, e. g., [20] or [19] . They show that orthogonal iteration computes the first k eigenpairs if |λ k+1 |/|λ k | < 1, assuming |λ 1 | > ... > |λ k | > |λ k+1 | ≥ |λ k+2 |... ≥ |λ n |. A convergence proof of the distributed orthogonal iteration approach by Kempe and McSherry has been given in [2] .
In the following, we discuss the convergence properties of dOI along the lines of the proof provided in [2] . Of particular interest is the influence on the convergence behavior if the exact matrix computations in the centralized orthogonal iteration method are replaced by the randomized distributed methods dmmm and dmGS based on the push-sum or the push-cancel-flow algorithm. In the following, "DP-OI" denotes classical sequential orthogonal iteration with matrix-matrix multiplication and QR factorization in floating-point arithmetic (double precision).
In order to express the total error of dOI after t iterations, we compare an orthogonal iteration process based on exact arithmetic to our dOI algorithm using approximate distributed matrix-matrix multiplication (dmmm) and QR factorization (dmGS). First, we quantify the error in the matrix Q i+1 introduced by one iteration of the orthogonal iteration process. With Q i we denote the input matrix for the (i+1)-th iteration computed by i iterations of exact orthogonal iteration, and withQ i the input matrix which results from i iterations of dOI. In each iteration of dOI, dmmm introduces an error E MM and dmGS introduces a factorization error E QR as well as an error E R in the factor R:V i = AQ i+1 + E MM ,Q i+1Ri+1 =V i + E QR and R i+1 =R i+1 + E R . The error analyses [23] of matrix-matrix multiplication and Gram-Schmidt orthogonalization show that both algorithms are numerically stable. Consequently, if the input is slightly perturbed, the output is close to the exact result (assuming that the input matrix is well-conditioned). Moreover, the relative error in R in the QR factorization is also of the order of the floating-point accuracy [23] . Thus, if all instances of PS or PCF in dOI achieve at least the same accuracy level and if the input matrix A is well-conditioned, then the resulting error of dmmm and dmGS is of similar magnitude, and we can conclude E MM ≈ E QR ≈ E R ≤ δ = O( ). A detailed formal proof for this is work in progress.
We start with the equationQ i+1Ri+1 =V i + E QR and rearrange it using the relationships listed above. We get
Thus, the influence of one iteration of orthogonal iteration can be summarized as:
From this relationship we can bound the total error introduced by orthogonal iteration with approximate matrix-matrix multiplication and QR factorization after t iterations:
where R
−1 i
≤ c with a positive constant c and we assumed that Q i = 1 in each iteration i ≤ t. Note that the right-hand side of Eq. (1) has basically the same form as the result derived by Kempe and McSherry (see Section 3.2 in [2] ), where it is shown that this right-hand side is smaller than the user-defined accuracy of dOI.
Fault Tolerance of dOI
As mentioned earlier, gossip-based distributed matrix algorithms have a potential for a high-fault tolerance, but so far this has not been investigated thoroughly in the literature. We present simulation results comparing the fault tolerance of the following distributed orthogonal iteration algorithms: dOI based on the PS algorithm (dOI(PS)), dOI based on the push-cancel-flow algorithm (dOI(PCF)) and the KOI algorithm designed by Kempe and McSherry [2] . We do not explicitly discuss the dOI based on the PF algorithm, because it has lower resilience than PCF and is numerically less accurate (see Section 3). In this paper we focus on the following two groups of failure types in the distributed systems under considerations: (G1) Reported temporary unavailability of links/nodes or reported message loss, and (G2) silent (unreported) loss or corruption of a message.
Although the PS algorithm does not provide explicit fault tolerance mechanisms, it can tolerate known failures of type G1 during the computation due to its randomized communication schedules. The utilization of the graph theoretical flow concept allows the PCF algorithm to overcome a wide range of system failures in the following two ways: (i) soft errors like lost messages or bit flips in messages (failure type G2) are handled implicitly at the next successful communication across this link, and (ii) reported permanent link failures are algorithmically excluded from the computation by setting the corresponding flow variables to zero: e. g., if the link between nodes i and j fails permanently, f i, j and f j,i are set to zero.
We illustrate in this section that the dOI(PCF) is "self-healing" even in the presence of silent message loss. For comparisons to the consensus-based distributed orthogonal iteration KOI [2] we computed k eigenpairs of the adjacency matrix A ∈ R n×n of a random geometric graph with N nodes and average node degreed. Note that dOI is not restricted only to adjacency matrix and the simulations showed that the properties presented in this section hold also when computing eigenpairs of a more general random matrix distributed over networks with different topologies. We generated test cases where the classical orthogonal iteration algorithm converges reasonably fast. We used random symmetric matrices A ∈ R n×n with elements from the interval [−100, 100] and for each matrix k = 5 eigenpairs were computed. The first six eigenvalues of each input matrix satisfy |λ 1 | > ... > |λ 6 | and the minimal distance between these eigenvalues is 10. The matrix Q 0 was initialized with the first k unit vectors of length n. In the simulations, each transmission of a message failed with the same probability p. We investigated the cases, where p = 0 (no failures) and p = 0.1, 0.25 and 0.5, when up to 50% of the messages have not been delivered.
Reported Unavailability of Links/Nodes
Dealing with failure types G1 is generally easy for any randomized method with flexible communication schedules. Since the selection of the communication partner is not fixed, any of the remaining available communication partners can be chosen if nodes or communication links are temporarily unavailable, provided this failure is known. If a known permanent link failure occurs, the algorithm reacts in a very similar way and the accuracy achieved is not influenced, under the assumption that the network stays connected. Permanent node failures are more difficult to handle if there is no redundancy, because with a node also its local data is lost.
In the following we investigate the convergence behavior of KOI and dOI(PS) in the presence of reported temporary link failures/message loss when computing 5 eigenpairs of an adjacency matrix A ∈ R 150×150 of the underlying random geometric graph with N = 150 nodes and an average node degreed = 20. As shown in the left part of Fig. 3 , for KOI even reported message loss leads to a severe loss of accuracy. This is because of the fact that the matrix-matrix multiplication in KOI follows a deterministic communication schedule where each node has to exchange information with every neighbor. Thus, it cannot adapt even to a reported temporary change in the network. If a message is lost, the matrix-matrix multiplication delivers an incorrect result which substantially influences the whole result. In contrast to KOI, dOI has fully randomized communication schedules, which makes it possible to react to changes in the network during computation. The right part of Fig. 3 shows the convergence behavior for dOI with push-sum under the same conditions as for KOI, i. e., the same underlying graph as well as the input matrix and each transmission failed with probability p. As we can see, dOI(PS) achieves full accuracy also in the presence of reported link failures.
Silent Message Loss
As we saw in the previous section, handling reported failures in the network and delivering the result in high accuracy is easy if the distributed algorithm is fully based on randomized communication schedule. However, in practice we cannot expect that all changes in decentralized distributed systems can be monitored and (immediately) reported. Unreported link failures and message loss is more difficult to deal with since those failures usually introduce a (temporary) error from which the system has to recover properly, without actual knowledge that a failure has happened. As shown in this section, push-sum and distributed algorithms built on top of it are not able to tolerate such unreported failures. We also present simulation results for dOI(PCF) and show that in contrast to dOI(PS) it can deliver full accuracy despite unreported message loss. Thus, dOI(PCF) achieves the best fault tolerance properties of all fully distributed orthogonal iteration algorithms. Fig. 4 shows the comparison of dOI(PS) and dOI(PCF) in the presence of unreported message loss. All figures depict results for computing k = 5 eigenpairs of an input matrix A ∈ R 1024×1024 over a hypercube with N = 64 nodes. dOI(PS) does not deliver correct results if the message loss is unreported, because PS does not have the ability to recover from the corresponding mass loss (see Section 2). In contrast, dOI(PCF) computes the eigenpairs to full accuracy despite silent message loss. The price to be paid for these superior resilience properties are slightly higher communication costs (see Fig. 5 ). The more failures occur, the more rounds are needed in each PCF to recover and thus also the overall communication cost of dOI increases with higher failure probability p.
Summary and Conclusions
We investigated the fault tolerance of the decentralized distributed orthogonal iteration algorithm dOI. This algorithm computes the extreme eigenpairs of a square matrix A, which is distributed column-wise over a loosely coupled decentralized network, such as a P2P or a sensor network. The essential building block of the distributed matrix algorithms discussed in this paper are distributed data aggregation algorithms (DDAAs) for distributed summation across the network. In this paper, we considered three gossip-based DDAAs, which are theoretically equivalent in failure-free environments [13, 14] : the push-sum algorithm (PS), which is the state-of-the-art baseline DDAA, the push-flow algorithm (PF) and to the push-cancel-flow algorithm (PCF).
First, we investigated the numerical accuracy achieved by the two central components of the dOI algorithm, distributed matrix-matrix multiplication and distributed QR factorization, when using different DDAAs. As expected, if the matrix computations are based on the PF algorithm they are substantially less accurate in practice than if they are based on the PS or on the PCF algorithm. This can be explained by the inferior numerical properties of the PF algorithm [14] . Furthermore, we discussed the convergence properties of dOI. The main advantage of using gossip-based DDAAs in matrix algorithms is the resulting flexibility and high potential for fault tolerance. Thus, we also explored the impact of the concrete DDAA used on the resilience of dOI against various types of failures. More specifically, we investigated the behavior of dOI in the presence of reported (known) unavailability of communication links and in the presence of silent (unreported) message loss. For the KOI algorithm [2] , which is to the best of our knowledge the only existing decentralized distributed orthogonal iteration algorithm so far, any kind of failure leads to a severe loss of accuracy. We showed that dOI can tolerate all kinds of reported temporary changes in the network without any loss of accuracy due to its randomized communication schedule. Moreover, we showed that the dOI algorithm inherits attractive properties from the DDAA used as building block. Thus, if the push-cancel-flow algorithm, which has superior fault tolerance properties, is used as the underlying DDAA, dOI can even recover from silent link failures or from message loss without any loss of accuracy.
We are currently working on extending the resilience of dOI also to other types of failures, such as permanent link failures, temporary and permanent node failures, and corruption of local data (bit flips). Beyond that, extensive (runtime) performance evaluations and comparisons with state-of-the-art parallel matrix algorithms will be performed in order to quantify potential runtime -resilience trade-offs.
