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Abstract
A short introduction to the mathematical methods and technics of
differential algebras and modules adapted to the problems of mathe-
matical and theoretical physics is presented.
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1 Introduction.
Differential algebras (see, for example, [3],[4],[5]) are widely known and used
in algebra and topology, while their applications in mathematical physics
are far less acknowleged (but used implicitly, especially in partial differen-
tial equations). Here we propose a short introduction to the mathematical
methods and technics of differential algebras and modules adapted to the
problems of mathematical and theoretical physics. Exposition is based on
the personal experience of the author, the books [3],[4],[5],[6],[7],[10],[17] and
the works [8],[9],[11],[2],[12],[13].
We freely use notation, conventions and results of the paper [1]. In par-
ticular:
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• F = R,C;
• N = {1, 2, 3, . . .} ⊂ Z+ = {0, 1, 2, . . .} ⊂ Z = {0,±1,±2, . . . }.
We, also, use the following notation of homology theory (see, e.g., [6]):
• Hom(S;S ′) is the set of all mappings from a set S to a set S ′;
• HomF(L;L′) is the linear space of all linear mappings from a linear
space L to a linear space L′;
• HomA(M;M′) is the A-module of all A-linear mappings from an A-
moduleM to an A-moduleM′, where A is an associative commutative
algebra;
• Homalg(A;A′) is the set of all algebra morphisms from A to A′, where
A,A′ are associative commutative algebras;
• HomLie(A;A′) is the set of all Lie algebra morphisms from a Lie algebra
A to a Lie algebra A′.
Remind, a set A is called a Lie A-algebra if it has two structures:
• the structure of a Lie algebra with a Lie bracket [·, ·];
• the structure of an A-module, where A is an associative commutative
algebra;
and these structures are related by the matching condition,
• [X, f · Y ] = Xf · Y + f · [X, Y ] for all X, Y ∈ A and f ∈ A.
We denote by HomLie∩A(A;A
′) = HomLie(A;A
′)∩HomA(A;A′) the set of all
Lie A-morphisms from a Lie A-algebra A to a Lie A-algebra A′.
All linear operations are done over the number field F. The summation
over repeated upper and lower indices is as a rule assumed. If the corre-
sponding index set is infinite, we assume that the summation is correctly
defined. If objects under the study have natural topologies, we assume that
the corresponding mappings are continuous. For example, if S and S ′ are
topological spaces, then Hom(S;S ′) is the set of all continuous mappings
from S to S ′.
We use the terminology accepted in the algebra-geometrical approach
to partial differential equations, because they are the main example of the
technics developed below.
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2 Differential algebras.
In this section (see [1],[2] for more detail):
• A is an associative commutative algebra;
• M = M(A) = EndA(A) is the unital associative algebra of all multi-
plicators of the algebra A;
• D = D(A) is the Lie M-algebra of all differentiations of the algebra A.
Definition 1. A differential algebra is a pair (A,D), where D = D(A) is a
fixed subalgebra (Cartan subalgebra) of the Lie M-algebra D = D(A).
Definition 2. A pair (F, ϕ), where the mapping F ∈ Homalg(A;B), and the
mapping ϕ ∈ HomLie∩M(D(A);D(B)), is called a morphism of a differential
algebra (A,D(A)) into a differential algebra (B,D(B)), if the action F (Xf) =
(ϕX)(Ff) for all f ∈ A, X ∈ D(A). In this case we shall write (F, ϕ) :
(A,D(A))→ (B,D(B)).
Let (A,D) be a differential algebra.
Definition 3. A subalgebra B (an ideal I) of the algebra A is called differ-
ential if DB ⊂ B, i.e., Xf ∈ B for all X ∈ D and f ∈ B, (DI ⊂ I). In this
case the pair (B,D) (the pair (I,D)) is a differential algebra.
In particular, if (I,D) is a differential ideal of the differential algebra
(A,D), then the quotient differential algebra (A,D) is defined by the rule:
A = A
/
I, D = {X = [X ] ∈ D(A) | X ∈ D}, [X ][f ] = [Xf ] for all f ∈ A,
where [f ] = f + I, [Xf ] = Xf + I ∈ A.
Proposition 1. For every morphism (F, ϕ) : (A,D(A)) → (B,D(B)) the
kernel KerF is a differential ideal of (A,D(A)), while the image ImF will
be a differential subalgebra of (B,D(B)) if, in addition, the mapping ϕ :
D(A)→ D(B) is a surjection.
Definition 4. An element f ∈ A is called D-constant if Df = 0, i.e., Xf = 0
for all X ∈ D.
Let AD be the set of all D-constant elements of the algebra A. Clear, AD
is a subalgebra of A.
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Proposition 2. Let (F, ϕ) : (A,D(A))→ (B,D(B)), where ϕ is a surjection.
Then F
∣∣
AD
: AD → BD.
Definition 5. A multiplicator R ∈M is called D-constant if DR = [D, R] =
0, i.e., [X,R] = 0 for all X ∈ D.
Let MD be the set of all D-constant multiplicators of the algebra M.
Clear,
• MD is an unital subalgebra of the algebra M;
• AD is a submodule of the MD-module A.
Definition 6. A differentiation X ∈ D is called a Lie-Ba¨clund differentiation
if [D, X ] ⊂ D, i.e., [Y,X ] ∈ D for all Y ∈ D.
Let DD = DD(A) be the set of all Lie-Ba¨clund differentiations of the
differential algebra (A,D). Clear,
• DD is a subalgebra of the Lie MD-algebra D.
Proposition 3. The ascending filtration
D = D(−1)D ⊂ DD = D
(0)
D ⊂ · · · ⊂ D
(q)
D ⊂ D
(q+1)
D ⊂ · · ·
of Lie MD-algebras is defined, where D
(q)
D =
{
X ∈ D
∣∣ [D, X ] ⊂ D(q−1)D },
q ∈ Z+. Moreover,
• D is an ideal of the Lie MD-algebra DD;
• [D(p)D ,D
(q)
D ] ⊂ D
(p+q)
D , p, q ∈ Z+.
The general definition of filtration one can find in [7],[6]. Note, that
here and in similar situations below we don’t claim that ∪q∈Z+D
(q)
D = D or
limq→∞D
(q)
D = D in some sense.
Definition 7. A differential algebra (A,D) is called regular if:
• the LieM-algebraD is splitted into vertical and horizontal subalgebras,
D = DV ⊕M DH ;
• the vertical subalgebra DV = DV (A) has a M-basis ∂ = {∂a ∈ DV |
a ∈ a}, a is an index set, [∂a, ∂b] = 0, a, b ∈ a;
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• the horizontal (Cartan) subalgebra DH = DH(A) = D has a M-basis
D = {Dµ ∈ DH | µ ∈ m}, m = {1, . . . , m}, m ∈ N, [Dµ, Dν ] = 0,
µ, ν ∈m;
• the commutators [Dµ, ∂a] = Γbµa∂b ∈ DV , µ ∈ m, a, b ∈ a, the coeffi-
cients Γaµb ∈ M, in particular, [Dµ, X ] = ∇µX = (∇µX)
a∂a ∈ DV for
any X = Xa∂a ∈ DV , Xa ∈M, where (∇µX)a = DµXa + ΓaµbX
b.
Let (A,DH) be a regular differential algebra.
Proposition 4. The commutator
[∇µ,∇ν ]
a
bX
b =
(
(DµΓ
a
νb −DνΓ
a
µb) + (Γ
a
µcΓ
c
νb − Γ
a
νcΓ
c
µb)
)
Xb, a ∈ a,
or, in the matrix notation, [∇µ,∇ν ] = Fµν , where
• the covariant derivative ∇ = (∇µ) ∈ HomF(Ma;Mam);
• the connection Γ = (Γµ), its components Γµ = (Γ
a
µb) ∈M
a
a
;
• the curvature F = (Fµν), its components Fµν ∈Maa;
• Fµν = DµΓν −DνΓµ + [Γµ,Γν ], µ, ν ∈m.
Example 1. Here:
• X = Rm = {x = (xµ) | xµ ∈ R, µ ∈ m} is the space of independent
variables;
• U = Ra = {u = (ua) | ua ∈ R, a ∈ a} is the space of the differential
variables, a is an infinite index set;
• A = C∞fin(XU) is the unital associative commutative algebra of F-valued
smooth functions depending on a finite number of the arguments xµ, ua,
where XU = X×U.
We split the Lie A-algebra D = D(A) into vertical and horizontal parts,
D = DV ⊕A DH , as follows:
• DV has the A-basis ∂ = {∂ua | a ∈ a};
• DH has the A-basis D = {Dµ | µ ∈m};
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where Dµ = ∂xµ+h
a
µ ·∂ua , while ∂ua , ∂xµ are partial derivatives. The condition
[Dµ, Dν ] = 0 to be valid, we assume that the coefficients h
a
µ ∈ A satisfy the
equalities: Dµh
a
ν −Dνh
a
µ = 0 for all a ∈ a, µ, ν ∈m.
In this case, the connection Γ = (Γµ) has components Γ
a
µb = −∂ubh
a
µ,
while the curvature F = (Fµν) = 0.
From the geometrical point of view the the set D = {Dµ | µ ∈ m}
defines an involutive (in the Frobenius sense) distribution on the space XU.
Any function φ = (φa(x)) ∈ C∞(X;U) defines a m-dimensional submanifold
Φ = {u = φ(x)} in XU. This submanifold will be integral manifold of D if(
Dµ(u
a−φa(x))
)∣∣
u=φ(x)
= 0 for all µ ∈m, a ∈ a, i.e. the function φ(x) satisfy
the defining system: ∂xµφ
a(x)− haµ(x,φ(x)), µ ∈m, a ∈ A. This system has
the integrability condition: ∂xµh
a
ν(x,φ(x) = ∂xνh
a
µ(x,φ(x), µ, ν ∈ m, a ∈ a,
for any solution φ(x) of the system. This condition is valid due to assumed
equalities Dµh
a
ν −Dνh
a
µ = 0 and the chain rule:
∂xµf(x,φ(x)) =
(
Dµf(x,u)
)∣∣
u=φ(x)
for all µ ∈m, f ∈ A and all solutions φ(x) of the defining system.
Now, again let (A,DH) be a regular differential algebra.
Proposition 5. There is defined the ascending filtration
0 ⊂ A(0)H = AD ⊂ A
(1)
H ⊂ · · · ⊂ A
(q)
H ⊂ A
(q+1)
H ⊂ · · ·
of MD-modules, where A
(q)
H =
{
f ∈ A
∣∣ Dµf ∈ A(q−1)H , µ ∈ m}, q ∈ N. In
particular, A(p)H · A
(q)
H ⊂ A
(p+q)
H , p, q ∈ Z+.
Proposition 6. There is defined the ascending filtration
0 ⊂M(0)H = MD ⊂M
(1)
H ⊂ · · · ⊂M
(q)
H ⊂M
(q+1)
H ⊂ · · ·
of MD-modules, where M
(q)
H =
{
R ∈M
∣∣ Dµ(R) ∈ M(q−1)H , µ ∈ m}, q ∈ N.
In particular, M
(p)
H ◦ M
(q)
H ⊂M
(p+q)
H , p, q ∈ Z+.
Proposition 7. There is defined the ascending filtration
0 = E (−1) ⊂ E = E (0) ⊂ · · · ⊂ E (q) ⊂ E (q+1) ⊂ · · ·
of Lie MD-algebras, where E (q) =
{
X ∈ DV
∣∣ [Dµ, X ] ∈ E (q−1), µ ∈ m},
q ∈ N. Moreover,
• [E (p), E (q)] ⊂ E (p+q), p, q ∈ Z+;
• D(q)D = E
(q) ⊕MD D, q ∈ Z+.
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3 Differential modules.
Let (A,D) be a differential algebra, M be an A-module, M = M(M) be
the algebra of all multiplicators of the A-module M, D = D(M) be the Lie
M-algebra of all differentiations of the A-module M.
Definition 8. A differential module over a differential algebra (A,D) (an
(A,D)-module) is a triple (M, κ,D), where
• M is an A-module;
• a mapping κ ∈ HomLie∩A(D;D), in particular, κ[X, Y ] = [κX, κY ] for
all X, Y ∈ D;
• D is the Cartan subalgebra of the Lie M-algebra D;
• the matching condition κ
∣∣
D
: D →D.
Let (M, κ,D) be a differential module.
Definition 9. A submodule N of the A-module M is called differential if
DN ⊂ N . In this case the pair (N ,D) is a differential module.
Definition 10. The element M ∈M is called D-constant if DM = 0.
Let MD be the set of all D-constant elements of the A-module M.
Definition 11. The multiplicator R ∈ M is called D-constant if D(R) =
[D,R] = 0.
Let MD be the set of all D-constant elements of the algebra M. Clear,
• MD is an unital subalgebra of the algebra M;
• MD is a submodule of the MD-module M.
Definition 12. A differentiation X ∈D is called a Lie-Ba¨clund differentia-
tion if [D,X] ⊂D.
Let DD be the set of all Lie-Ba¨clund differentiations of the differential
module (M,D). Clear,
• DD is a subalgebra of the Lie MD-algebra D.
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Proposition 8. There is defined the ascending filtration
D =D(−1)D ⊂DD =D
(0)
D ⊂ · · · ⊂D
(q)
D ⊂D
(q+1)
D ⊂ · · ·
of Lie MD-algebras, where D
(q)
D =
{
X ∈ D
∣∣ [D,X] ⊂ D(q−1)D }, q ∈ Z+.
Moreover,
• D is an ideal of the Lie MD-algebra DD ;
• [D(p)D ,D
(q)
D ] ⊂D
(p+q)
D , p, q ∈ Z+.
Definition 13. Let (A,D) be a regular differential algebra with a vertical
M-basis ∂ = {∂a | a ∈ a} and a horizontal M-basis D = {Dµ | µ ∈ m}. A
differential module (M, κ,D) is called regular if:
• the LieM-algebraD is splitted into vertical and horizontal subalgebras,
D =DV ⊕M DH ;
• the vertical subalgebra DV has a M-basis ∂ = {∂s = (∇s, ∂s) ∈ DV |
∂s ∈ ∂, s ∈ aM}, [∂s, ∂ t] = 0, s, t ∈ aM;
• the horizontal subalgebraDH = D has aM-basisD = {Dσ = (∇σ, Dσ) ∈
DH | Dσ ∈ D, σ ∈mM}, [Dσ,Dτ ] = 0, σ, τ ∈mM;
• the commutators [Dσ, ∂s] = Γtσs∂ t ∈ DV , Γ
t
σs = (∆
t
σs,Γ
t
σs) ∈ M, in
particular [Dσ,X] = ∇σX = (∇σX)s∂s ∈DV for all X = Xs∂s ∈DV ,
Xs ∈M, where (∇σX)s = DσXs +ΓsσtX
t.
Let (M, κ,DH) be a regular differential module.
Proposition 9. There is defined the ascending filtration
0 ⊂M(0)H =MD ⊂M
(1)
H ⊂ · · · ⊂ M
(q)
H ⊂ A
(q+1)
H ⊂ · · ·
of MD-modules, where M
(q)
H =
{
M ∈ M
∣∣ Dµ′M ∈ M(q−1)H , µ′ ∈ m′},
q ∈ N.
Proposition 10. There is defined the ascending filtration
0 ⊂M(0)H =MD ⊂M
(1)
H ⊂ · · · ⊂M
(q)
H ⊂M
(q+1)
H ⊂ · · ·
of MD-modules, where M
(q)
H =
{
R ∈M
∣∣ Dµ(R) ∈M(q−1)H µ ∈ m}, q ∈ N.
In particular, M
(p)
H ◦ M
(q)
H ⊂M
(p+q)
H , p, q ∈ Z+.
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Proposition 11. There is defined the ascending filtration
0 = E (−1) ⊂ E = E (0) ⊂ · · · ⊂ E (q) ⊂ E (q+1) ⊂ · · ·
of Lie MD-algebras, where E (q) =
{
X ∈ DV
∣∣ [Dµ′ ,X] ⊂ E (q−1), µ′ ∈ m′},
q ∈ Z+. Moreover,
• [E (p),E (q)] ⊂ E (p+q), p, q ∈ Z+;
• D(q)D = E
(q) ⊕MD D, q ∈ Z+.
4 Spectral sequences.
Proposition 12. Let A be an unital associative commutative algebra (in
particular, A has a multiplicative unit e ∈ A). There is the natural isomor-
phism
• A ≃M(A), f 7→ adf : A → A, g 7→ f · g.
Moreover, for any A-module M there is the natural isomorphism
• A ≃M(M), f 7→ adf = (adf , adf ), adf :M→M, M 7→ f ·M .
Taking this into account, we shall identify: M(A) ≡M(M) ≡ A.
Assumption 1. Let U = A,M, and V = A,K, where
• (A,D) is an unital associative commutative algebra;
• (M, κ = κM,D) is an (A,D)-module, K is an A-module;
• κKM ∈ HomLie∩A(D(M);D(K)), κK ∈ HomLie∩A(D(A);D(K)),
κK = κKM ◦ κM.
Assumption 2. To simplify the notation, below we write κ : D(U)→ D(V),
where
κ = idD(A) when U = V = A, κ = κK when U = A, V = K,
κ = Π when U =M, V = A, κ = κKM when U =M, V = K,
the projection Π : D(M)→ D(A), X = (∇X , X) 7→ X (see [1]).
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Definition 14. The A-module Ω(U ;V) = ⊕r∈ZΩr(U ;V) of differential forms
over U with coefficients in V is defined by the rule (see [1], for example):
Ωr(U ,V) =


0, r < 0,
V, r = 0,
HomA(∧rAD(U);V), r > 0.
The set Ω(U ,A) has the structure of an exterior A-algebra, and the set
Ω(U ,K) has the structure of an exterior Ω(U ,A)-module. Moreover, in gen-
eral, Ω(U ,V) = Ω(U ,A)⊗A V.
Proposition 13. For every X ∈ D(U)
• the interior product iX ∈ EndA(Ω(U ,V)) is defined by the contrac-
tion rule iXω(X1, . . . , Xr−1) = rω(X,X1, . . . , Xr−1) for all r ∈ Z,
ω ∈ Ωr(U ,V), X1, . . . , Xr−1 ∈ D(U);
• the Lie derivative LX ∈ EndF(Ω(U ,V)) is defined by the rule
LXω(X1, . . . , Xr) = (κX)ω(X1, . . . , Xr)−
∑
1≤s≤r
ω(X1, . . . [X,Xs] . . . , Xr)
for all r ∈ Z, ω ∈ Ωr(U ,V), X1, . . . , Xr ∈ D(U);
• iX is an exterior differentiation and LX is a differentiation of the
Ω(U ,A)-module Ω(U ,V), i.e.,
iX
(
ω ∧ χ
)
=
(
iXω
)
∧ χ+ (−1)rω ∧
(
iXχ
)
,
LX
(
ω ∧ χ
)
=
(
LXω
)
∧ χ+ ω ∧
(
LXχ
)
,
for all ω ∈ Ωr(U ,A), r ∈ Z+, χ ∈ Ω(U ,V).
Proof. See [1], for example.
Definition 15. A form ω ∈ Ωr(U ,V) is called a p-Cartan form, 0 ≤ p ≤ r, if
ω(X1, . . . , Xr) = 0 when at least r − p + 1 of the differentiations X1, . . . , Xr
are Cartan, i.e., belong to the subalgebra D(U) ⊂ D(U).
Let Ωrp(U ,V) be the A-module of all p-Cartan forms in Ω
r(U ,V).
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Proposition 14. The descending filtrations
Ωr0(U ,V) = Ω
r(U ,V) ⊃ Ωr1(U ,V) ⊃ · · · ⊃ Ω
r
r(U ,V) ⊃ 0, r ∈ Z,
of A-modules are defined. Moreover,
• Ωrp(U ,A) ∧A Ω
s
q(U ,V) ⊂ Ω
r+s
p+q(U ,V) for all possible p, q, r, s ∈ Z.
Proposition 15. Let ω ∈ Ωrp(U ,V), p, r ∈ Z, then
iXω ∈
{
Ωr−1p−1(U ,V), X ∈ D(U),
Ωr−1p (U ,V), X ∈ D(U),
LXω ∈
{
Ωrp−1(U ,V), X ∈ D(U),
Ωrp(U ,V), X ∈ DD(U).
Remind (see [1], for example), that the mapping d = dκ ∈ EndF(Ω(U ,V))
is defined by the Cartan formula
dω(X0, . . . , Xr) =
1
r + 1
{ ∑
0≤s≤r
(−1)s(κXs)ω(x0, . . . Xˇs . . . , Xr)
+
∑
0≤s<t≤r
(−1)s+tω([Xs, Xt], X0, . . . Xˇs . . . Xˇt . . . , Xr)
}
for all r ∈ Z+, ω ∈ Ωr(U ,V), X0, . . . , Xr ∈ D(U), the “checked” arguments
are understood to be omitted.
Proposition 16. The following statements hold:
• dr = d
∣∣
Ωr(U ,V)
: Ωr(U ,V)→ Ωr+1(U ,V);
• the endomorphism d is an exterior differentiation of the exterior A-
algebra Ω(U ,A) and the exterior Ω(U ,A)-module Ω(U ,M);
• the composition d ◦ d = 0.
Proof. See [1], Theorem 6.
In particular, the de Rham complex {Ωr(U ,V), dr | r ∈ Z} is defined with
the cohomology spaces Hr(U ,V) = Ker dr
/
Im dr−1, r ∈ Z.
Proposition 17. The Cartan magic formula
LX = d ◦ iX + iX ◦ d
holds for any X ∈ D(U). In particular, LX ◦ d = d ◦ LX for any X ∈ D(U).
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Proof. See [1], Theorem 7.
The filtrations {Ωrp(U ,V) | p ∈ Z}, r ∈ Z, allow one to refine the de Rham
complex to a spectral sequence.
Proposition 18. The filtrations {Ωrp(U ,V)} are consistent with the differ-
ential d ∈ EndF(Ω(U ,V)), namely,
d
∣∣
Ωrp(U ,V)
: Ωrp(U ,V)→ Ω
r+1
p (U ,V) for all r, p ∈ Z+.
Proposition 19. The spectral sequence1 {Epqr , d
pq
r | p, q, r ∈ Z} is defined,
where
• Epqr = Z
pq
r
/(
Bpqr−1 + Z
p+1,q−1
r−1
)
;
• Zpqr =
{
ω ∈ Ωp+qp (U ,V)
∣∣ dω ∈ Ωp+q+1p+r (U ,V)};
• Bpqr =
{
ω = dχ ∈ Ωp+qp (U ,V)
∣∣ χ ∈ Ωp+q−1p−r (U ,V)};
• dpqr : E
pq
r → E
p+r,q−r+1
r , d
pq
r [ω]
pq
r = [dω]
p+r,q−r+1
r ,
where [ω]pqr is the equivalence class of a form ω ∈ Z
pq
r in the quotient
space Epqr .
In particular,
• Epqr = Ω
p+q
p (U ,V)
/
Ωp+qp+1(U ,V) for all r ≤ 0, p, q ∈ Z;
• Epqr = 0 for all p < 0, r, q ∈ Z, and for all q < 0, r, p ∈ Z;
• Epqr+1 = Ker d
pq
r
/
Im dp−r,q+r−1r for all p, q, r ∈ Z.
Proposition 20. The limit terms of the spectral sequence {Epqr , d
pq
r | p, q, r ∈
Z} are defined as follows:
• Epq∞ = Z
pq
∞
/(
Bpq∞ + Z
p+1,q−1
∞
)
;
• Zpq∞ =
{
ω ∈ Ωp+qp (U ,V)
∣∣ dω = 0};
• Bpq∞ =
{
ω = dχ ∈ Ωp+qp (U ,V)
∣∣ χ ∈ Ωp+q−1(U ,V)}.
1The general definition see, for example, in [6],[7].
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Definition 16. The filtration {Ωrp(U ,V)} is called Cartan if there exists a
number m ∈ N, s.t.,
Ωr0(U ,V) = · · · = Ω
r
r−m(U ,V) ⊃ Ω
r
r−m+1(U ,V) ⊃ · · · ⊃ Ω
r
r(U ,V) ⊃ 0.
This number m is called the Cartan dimension of the Lie A-algebra D(U).
Proposition 21. Let the filtration {Ωrp(U ,V)} be Cartan. Then the limit
equalities
lim
r→∞
Epqr = E
pq
∞ hold for all p, q ∈ Z.
Proof. The existence of the limit follows from the general properties of spec-
tral sequences, see [7] for full detail.
In applications, as a rule, only separate terms of the spectral sequence
are used. Thus, in the algebra-geometrical approach to partial differential
equations the Cartan spectral sequence {Epgr , d
pq
r | p, r ∈ Z+, 0 ≤ q ≤ m}
(m is the Cartan dimension) arises (see, [8] and, for example, [17]) and the
important role play the following terms:
• E0m1 is the space of functionals, elements of the equivalence classes are
called Lagrangians;
• E0,m−11 is the space of conservation laws, elements of the equivalence
classes are called conserved currents;
• E0,q1 , 0 ≤ q ≤ m−2, are the spaces of conservation laws of lower order;
• Epm1 , p ∈ N, are the spaces of the functional p-forms;
• dpm1 : E
pm
1 → E
p+1,m
1 , p ∈ Z+, are functional (variation) differentials,
the differential δ = d0m1 is called the Euler-Lagrange operator.
Definition 17. The quotient Lie algebra of symmetries of a differential al-
gebra (a differential module) U is defined as SymD U = DD(U)
/
D(U).
Proposition 22. For any [X ] = X + D(U) ∈ SymD U , X ∈ DD(U), the
following quotient morphisms are defined:
•
(
i[X]
)
r
: Epqr → E
p−1,q
r , [ω]
pq
r 7→ [iXω]
p−1,q
r ;
•
(
L[X]
)
1
: Epq1 → E
pq
1 , [ω]
pq
1 7→ [LXω]
pq
1 .
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5 Variation bicomplexes.
Here we keep all notations and assumptions of the previous section.
Assumption 3. In addition to the Assumption 1, assume that the differen-
tial algebra (A,D) and the differential module (M, κ = κM,D) are regular.
In this case the Cartan dimensions are mA = dimAD, mM = dimAD.
The splitting of the algebras D(A) and D(K) into vertical and horizontal
parts allows to refine the spectral sequence into the variation bicomplex (the
detailed information about bicomplexes see, for example, in [6] or [14].
Definition 18. The A-modules Ωpq(U ,V), p, q ∈ Z, are defined by the rule
Ωpq(U ,V) =


0, p < 0 and/or q < 0,
V, p = q = 0,
HomA((∧
p
ADV (U)) ∧A (∧
q
ADH(U));V), p+ q > 0.
In particular, ΩpV (U ;V) = Ω
p0(U ;V), ΩqH(U ;V) = Ω
0q(U ;V) are the A-
modules of the vertical and the horizontal forms, correspondingly. Moreover,
in general, Ωpq(U ;V) = ΩpV (U ;A) ∧A Ω
q
H(U ;A)⊗A V.
Note, ΩqH(U ,V) = 0 for all q > mU .
The splitting D(U) = DV (U)⊕A DH(U) defines the projections
πV,H : D(U)→ DV,H(U), X = XV +XH 7→ πV,HX = XV,H .
Hence, there are defined the dual injections
π∗V,H : Ω
r
V,H(U ,V)→ Ω
r(U ,V), ω 7→ π∗V,Hω = ω ◦ πV,H ,
where π∗V,Hω(X1, . . . , Xr) = ω(πV,HX1, . . . , πV,HXs), X1, . . . , Xr ∈ D(U).
Proposition 23. The identifications π∗V,Hω = ω define the representations
Ωr(U ,V) = ⊕s∈ZΩ
s,r−s(U ,V), and Ωrp(U ,V) = ⊕s≥pΩ
s,r−s(U ,V).
In particular, the A-module Ω(U ,V) = ⊕p,q∈ZΩpq(U ,V) is bigraded.
By the previous assumptions, the unital differential algebra (A,D) is
regular, i.e., D(A) = DV (A)⊕A DH(A), the vertical subalgebra DV (A) has
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an A-basis ∂ = {∂a | a ∈ a}, [∂a, ∂b] = 0, while the horizontal subalgebra
DH(A) = D has an A-basis D = {Dµ | µ ∈ m}, [Dµ, Dν ] = 0.
In this case, the dual A-module D∗V (A) = HomA(DV (A);A) = Ω
1
V (A,A)
has the dual A-basis ρ = {ρa ∈ D∗V (A) | a ∈ a}, ρ
a(∂b) = δ
a
b . In particular,
ω(X) = ωaρ
a(Xb∂b) = ωaX
a for all ω ∈ D∗V (A),X ∈ DV (A), while ω(X) = 0
for any ω ∈ D∗V (A), X ∈ DH(A).
The dual A-module D∗H(A) = HomA(DH(A);A) = Ω
1
H(A,A) has the
dual A-basis ϑ = {ϑµ | µ ∈ m}, ϑµ(Dν) = δ
µ
ν . In particular, ω(X) =
ωµϑ
µ(XνDν) = ωµX
µ for all ω ∈ D∗H(A), X ∈ DH(A), while ω(X) = 0 for
any ω ∈ DH(A), X ∈ DV (A).
The same is true for the (A,D)-module (M, κ = κM,D). Namely2,
D(M) = DV (M) ⊕A DH(M), the vertical subalgebra DV (M) has an A-
basis ∂ = {∂s | s ∈ aM}, [∂s, ∂ t] = 0. Further, the horizontal subalgebra
DH(M) has an A-basis D = {Dσ | σ ∈mM}, [Dσ,Dτ ] = 0.
Thus, the dual A-module D∗V (M) = HomA(DV (M);A) = Ω
1
V (M,A)
has the dual A-basis ρ = {ρs | s ∈ aM}, ρs(∂ t) = δst . In particular, ω(X) =
ωsρ
s(X t∂ t) = ωsX
s for all ω ∈ D∗V (M), X ∈ DV (M), while ω(X) = 0 for
any ω ∈ D∗V (M), X ∈ DH(M).
The dual A-module D∗H(M) = HomA(DH(M);A) = Ω
1
H(M,A) has the
dual A-basis ϑ = {ϑσ | σ ∈ mM}, ϑσ(Dτ ) = δστ . In particular, ω(X) =
ωσϑ
σ(XτDτ ) = ωσX
σ for all ω ∈ D∗H(M), X ∈ DH(M), while ω(X) = 0 for
any ω ∈ DH(M), X ∈ DV (M).
Assumption 4. Below we further simplify the notation and write: ∂,D for
the vertical and the horizontal bases in D(U) and ρ, ϑ for the dual bases.
Proposition 24. The representations
Ωpq(U ,V) =
{
ω =
1
p!q!
ωa1...apµ1...µq · ρ
a1 ∧ . . . ∧ ρap ∧ ϑµ1 ∧ . . . ∧ ϑµq
}
hold for all p ∈ Z+ and 0 ≤ q ≤ m, where the coefficients ωa1...apµ1...µq ∈ V
are skew-symmetric in indices a1, . . . , µq.
The exterior differentiation d : Ωpq(U ,V) → Ωp+1,q(U ,V)⊕F Ωp,q+1(U ,V)
also splits into vertical and horizontal parts, d = dV + dH , where
dV : Ω
pq(U ,V)→ Ωp+1.q(U ,V), dH : Ω
pq(U ,V)→ Ωp,q+1(U ,V).
Indeed, the Cartan formula gives the following results:
2We simplify the notation, for convenience.
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• dv = κ∂av · ρa + κDµv · ϑµ for any v ∈ V, hence
dV v = κ∂av · ρa, dHv = κDµv · ϑµ;
• dρa = Γaµb · ρ
b ∧ ϑµ for any ρa ∈ ρ, hence
dV ρ
a = 0, dHρ
a = Γaµb · ρ
b ∧ ϑµ;
• dϑµ = 0 for any ϑµ ∈ ϑ, hence dV,Hϑ
µ = 0.
Due to Propositions 16 and 24 these formulas allow to calculate differentials
dV ω and dHω for any form ω ∈ Ωpq(U ,V).
Proposition 25. The equality d ◦ d = 0 implies the equalities:
dV ◦ dV = dV ◦ dH + dH ◦ dV = dH ◦ dH = 0.
Proposition 26. There is defined the variation bicomplexe
{Ωpq(U ,V); dpqV , d
pq
H | p, q ∈ Z}, where d
pq
V,H = dV,H |Ωpq(U ,V).
The vertical and horizontal cohomologies of these bicomplexes are defined
as follows:
HpqV (U ,V) = Ker d
pq
V
/
Im dp−1,qV , H
pq
H (U ,V) = Ker d
pq
H
/
Im dp,q−1H ,
for all p, q ∈ Z.
To shorten the notation, below in this section we omit the arguments U
and V and write Ωpq instead of Ωpq(U ,V), HpqV,H instead of H
pq
V,H(U ,V), D
instead of D(U), and so on.
For all p, q ∈ Z there are defined the second differentials:
• dpqHV ∈ HomF(H
pq
V , H
p,q+1
V ), ω
pq
V 7→ d
pq
HV ω
pq
V = [dHω
pq]V ,
• dpqV H ∈ HomF(H
pq
H , H
p+1,q
H ), ω
pq
H 7→ d
pq
V Hω
pq
H = [dV ω
pq]H ,
where
• ωpqV = [ω
pq]V = ω
pq + dVΩ
p−1,q ∈ HpqV , ω
pq ∈ Ωpq, dV ωpq = 0,
• ωpqH = [ω
pq]H = ω
pq + dHΩ
p,q−1 ∈ HpqH , ω
pq ∈ Ωpq, dHωpq = 0.
16
Thus, there are defined the complexes
{HpqV ; d
pq
HV | q ∈ Z}, p ∈ Z, {H
pq
H ; d
pq
V H | p ∈ Z}, q ∈ Z,
with the second cohomology spaces
HpqHV = Ker d
pq
HV
/
Im dp,q−1HV
= {ωpqHV = ω
pq + dVΩ
p−1,q | ωpq ∈ Ωpq, dV ω
pq = 0, dHω
pq ∈ dVΩ
p−1,q+1},
HpqV H = Ker d
pq
V H
/
Im dp−1,qV H
= {ωpqV H = ω
pq + dHΩ
p,q−1 | ωpq ∈ Ωpq, dHω
pq = 0, dV ω
pq ∈ dHΩ
p+1,q−1},
All further differentials and cohomologies are trivial.
Theorem 1. In the regular case elements of the spectral sequence {Epqr , d
pq
r }
are as follows:
• Epq0 = Ω
p+q
p
/
Ωp+qp+1 = Ω
pq, dpq0 = d
pq
H : Ω
pq → Ωp,q+1;
• Epq1 = Ker d
pq
H
/
Im dp,q−1H = H
pq
H , d
pq
1 = d
pq
V H : H
pq
H → H
p+1,q
H ;
• Epq2 = Ker d
pq
V H
/
Im dp−1,qV H = H
pq
V H , d
pq
2 = 0;
• Epqr = E
pq
2 = H
pq
V H , d
pq
r = 0, r ≥ 2;
• limr→∞Epqr = E
pq
2 = E
pq
∞.
Proof. The proof is based on the general properties of spectral sequences and
the above calculations for the variation bicomplex.
Let X = XV +XH = X
a∂a +X
µDµ ∈ D = DV +DH . Then,
• iXF = 0 for any F ∈ V;
• iXρa = Xa = iXV ρ
a for any a ∈ a;
• iXϑµ = Xµ = iXHϑ
µ for any µ ∈m;
• LXF = (κX)F for any F ∈ V;
• LXρa = (∂bXa − ΓaµbX
µ) · ρb + (∇µXV )a · ϑµ for any a ∈ a;
• LXϑµ = ∂aXµ · ρa +DνXµ · ϑν for any µ ∈m.
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Remind, (∇µX)a = DµXa + ΓaµbX
b = (∇µXV )a, see Definition 7. Due to
Propositions 13 and 24 these formulas allow to calculate iXω and LXω for
any form ω ∈ Ωpq.
Proposition 27. Let ω ∈ Ωpq, p, q ∈ Z, X ∈ D, then
iXω ∈
{
Ωp−1,q, X ∈ DV ,
Ωp,q−1, X ∈ DH ,
LXω ∈
{
Ωp+1,q−1 ⊕ Ωpq ⊕ Ωp−1,q+1, X ∈ D,
Ωpq, X ∈ E .
Remind, E ⊂ D, see Propositions 7 and 11.
Proposition 28. For any X ∈ E , p, q ∈ Z, the endomorphisms
[LX ]
pq ∈ EndF(H
pq
V,H), [ω
pq]V,H 7→ [LX ]
pq[ωpq]V,H = [LXω
pq]V,H ,
are defined, where [ωpq]V = ω
pq + dp−1,qV Ω
p−1,q, [ωpq]H = ω
pq + dp,q−1H Ω
p,q−1.
6 Differential algebras in partial differential
equations
6.1 Notation
Here:
• X = Rm = {x = (xµ) | xµ ∈ R, µ ∈ m} is the linear space of
independent variables;
• U = RA = {u = (uα) | uα ∈ R, α ∈ A} is the linear space of dependent
variables, A is a finite index set;
• U = RAI = {u = (u
α
i ) | u
a
i ∈ R, α ∈ A, i ∈ I} is the linear space of
differential variables, I = Zm+ (note, dimU =∞);
• A = C∞fin(XU) is the unital associative commutative algebra of F-valued
smooth functions depending on a finite number of the arguments xµ, uαi ,
XU = X×U.
In this case, M(A) = A, because the algebra A is unital. The Lie A-algebra
D = D(A) has the standard A-basis {∂uαi , ∂xµ | α ∈ A, i ∈ I, µ ∈m}, where
∂uαi , ∂xµ are partial derivatives.
In the algebraic approach to partial differential equations the Lie A-
algebra D splits as D = DV ⊕A DH , where
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• the vertical subalgebra DV has the A-basis ∂ = {∂uαi | α ∈ A, i ∈ I},
[∂uαi , ∂uβj
] = 0;
• the horizontal subalgebra DH has the A-basis D = {Dµ | µ ∈ m},
Dµ = ∂xµ + u
α
i+(µ)∂uαi , i+ (µ) = (i
1, . . . , iµ + 1, . . . , im), [Dµ, Dν]=0.
The horizontal basic differentiations Dµ are called total derivatives, they are
characterized by the chain rule:
∂xµ
(
f(x,u)
∣∣
u=φ(x)
)
=
(
Dµf(x,u)
)∣∣
u=φ(x)
for all µ ∈ m, f ∈ A and φ ∈ C∞(X;U), where φ(x) = (φα(x)), φ(x) =
(φαi (x)), φ
α
i (x) = ∂xiφ
α(x), ∂xi = (∂x1)
i1 . . . (∂xm)
im, i = (i1, . . . , im) ∈ I.
• The commutators [Dµ, ∂uαi ] = −∂uαi−(µ) , hence the connection Γ =
(Γiβµαj), Γ
iβ
µαj = −δ
β
αδ
i
j+(µ), µ ∈m, α, β ∈ A, i, j ∈ I.
Thus, the regular unital differential algebra (A,DH) is defined.
Here, the commutator [Dµ, X ] = (∇µζ)αi ∂uαi for any X = ζ
α
i ∂uαi ∈ DV ,
where
∇µ ∈ EndF(A
A
I ), ζ = (ζ
α
i ) 7→ ∇µζ = ((∇µζ)
α
i ), (∇µζ)
α
i = Dµζ
α
i − ζ
α
i+(µ).
Proposition 29. The commutator [∇µ,∇ν ] = 0 for all µ, ν ∈ m, i.e., the
curvature F = (Fµν) = 0.
Definition 19. The number n ∈ Z+ is called the order of a differential
function f ∈ A, if ∂uαi f 6= 0 for some α ∈ A and i ∈ I, |i| = i
1 + . . . im = n,
while ∂
u
β
j
f = 0 for all β ∈ A and j ∈ I, |j| = j1 + . . . jm > n.
Lemma 1. The subalgebra AD = A
(0)
H = F.
Proof. The proof is based on the property that by definition every differential
function f ∈ A has a finite order n = n(f).
Proposition 30. In the filtration {A(q)H | q ∈ Z+} the linear spaces
A(q)H = Fq[x] =
{
f(x) =
∑
|i|≤q
fix
i
∣∣∣∣ fi ∈ F
}
are the spaces of polynomials of the order q in x ∈ X, where xi = (x1)i
1
. . .(xm)i
m
,
i ∈ I, |i| = i1 + · · ·+ im.
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The limit limq→∞A
(q)
H depends on the topology. Thus, if we choose
the natural topology of the linear space of polynomials F[x] then we get
limq→∞A
(q)
H = F[x], while if we choose the natural topology of the linear lin-
ear space of smooth functions C∞(X;F) then we get limq→∞A
(q)
H = C
∞(X;F).
Lemma 2. The equalities (∇rζ)αi =
∑
k+j=r(−1)
k
(
r
k
)
Djζ
α
i+k hold, where α ∈
I, i, r, k, j ∈ I, ∇r = (∇1)
r1 . . . (∇m)
rm, Dj = (D1)
j1 . . . (Dm)
jm.
Proof. The proof is based on Proposition 29, the induction on r and the well
known equality
(
r
k
)
+
(
r
k−(µ)
)
=
(
r+(µ)
k
)
.
Remark 1. We use the standard multiindex notation, in particular, (−1)r =
(−1)|r| = (−1)r
1+···+rm,
(
r
k
)
=
(
r1
k1
)
. . .
(
rm
km
)
.
Definition 20. For every k ∈ I we define the linear subspace
Φk =
{
ǫkφ = (ǫ
kα
φi ) ∈ A
A
I
∣∣ ǫkαφi = ( ik)Di−kφα, φ = (φα) ∈ AA} ⊂ AAI .
We also set Φk = 0 if k /∈ I.
Lemma 3. For any r, k ∈ I the mapping
∇r ∈ HomF(Φ
k; Φk−r), ǫkφ 7→ ∇rǫ
k
φ = (−1)
rǫk−rφ .
In particular, ∇rǫkφ = 0 for any k − r /∈ I and φ ∈ A
A.
Proof. Indeed,
(∇µǫ
k
φ)
α
i = Dµǫ
kα
φi − ǫ
kα
φ,i+(µ) =
(
i
k
)
Di+(µ)−kφ
α −
(
i+(µ)
k
)
Di+(µ)−kφ
α
=
((
i
k
)
−
(
i+(µ)
k
))
Di+(µ−k)φ
α = −
(
i
k−(µ)
)
Di−k+(µ)φ = −ǫ
k−(µ),α
φi .
To complete the proof one should use induction on r.
Theorem 2. For any ζ = (ζαi ) ∈ A
A
I there exists the unique representation
ζ =
∑
k∈I
ǫkφk , φk = (φ
α
k ) ∈ A
A, φαk =
∑
i+j=k
(−1)j
(
k
i
)
Djζ
α
i .
In other words, the linear space AAI is I-graded by the linear spaces Φ
k, i.e.,
AAI = ⊕k∈IΦ
k.
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Proof. Indeed, for a given ζ ∈ AAI we need to find functions φk ∈ A
A, k ∈ I,
satisfying the equality ζ =
∑
k∈I ǫ
k
φk
. Applying the operator ∇r, r ∈ I, to
both sides of this equality we get (see Lemmas 2 and 3)
(∇rζ)
α
i =
∑
k+j=r
(−1)k
(
r
k
)
Djζ
α
i+k =
∑
k∈I
(∇rǫ
k
φk
)αi = (−1)
r
∑
k∈I
(ǫk−rφk )
α
i
= (−1)r
∑
j∈I
(ǫjφj+r) = (−1)
r
∑
j∈I
(
i
j
)
Di−jφ
α
i+r.
Thus, we need to satisfy the equality∑
j∈I
(
i
j
)
Di−jφ
α
i+r =
∑
k+j=r
(−1)k+r
(
r
k
)
Djζ
α
i+k, α ∈ A, i ∈ I.
In particular, for i = 0 we get φαr =
∑
k+j=r(−1)
k+r
(
r
k
)
Djζ
α
k . The easy test
shows that this unique choice solves the problem.
Corollary 1. The following statements hold:
• in the filtration {E (q) | q ∈ Z+} the linear spaces
E (q) = ⊕|k|≤qE
k, Ek =
{
X = ǫkαφi · ∂uαi
∣∣ ǫkφ = (ǫkαφi ) ∈ Φk};
• limq→∞ E (q) = DV = ⊕k∈IEk.
Consider the variation bicomplex
{Ωpq; dpqV , d
pq
H | p ∈ Z+, 0 ≤ q ≤ m}, where Ω
pq = Ωpq(A,A).
Here,
• the vertical A-basis is ∂ = {∂uαi | α ∈ A, i ∈ I} has the dual basis
ρ =
{
ραi = du
α
i −u
α
i+(µ)dx
µ
∣∣ α ∈ A, i ∈ I}, ραi (∂uβj ) = δαβ δji , ραi (Dµ) = 0,
• the horizontal A-basis D = {Dµ | µ ∈m} has the dual basis ϑ = {ϑµ =
dxµ | µ ∈m}, dxµ(∂uαi ) = 0, dx
µ(Dν) = δ
µ
ν .
We augment the variation bicomplex and add
• the horizontal complex {ΩqR; d
q
R | 0 ≤ q ≤ m}, where Ω
q
R = Ω
q(C∞(X)),
dqR = d
q, i.e., the standard de Rham complex of the space X = Rm;
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...
...
...
...
0 ✲ Ω20
d20V
✻
d20H✲ Ω21
d21V
✻
d21H✲ . . .
d2,m−1H ✲ Ω2m
d2mV
✻
✲ F2
δ2
✻
✲ 0
0 ✲ Ω10
d10V
✻
d10H✲ Ω11
d11V
✻
d11H✲ . . .
d1,m−1H ✲ Ω1m
d1mV
✻
✲ F1
δ1
✻
✲ 0
0 ✲ F
✻
✲ Ω00
d00V
✻
d00H✲ Ω01
d01V
✻
d01H✲ . . .
d0,m−1H ✲ Ω0m
d0mV
✻
✲ F0
δ0
✻
✲ 0
0 ✲ F
✻
✲ Ω0R
✻
d0R✲ Ω1R
✻
d1R✲ . . .
dm−1R ✲ ΩmR
✻
✲ 0
✻
0
✻
0
✻
0
✻
0
✻
• the vertical complex {Fp; δp | p ∈ Z+}, where F
p = Ωpm
/
Im dp,m−1
are quotient linear spaces of functional p-forms, δp are quotient differ-
entials, [ω] 7→ δp[ω] = [dpmV ω], [ω] is the equivalence class of the form
ω ∈ Ωpm.
The resulting augmented bicomplex is presented on the page 22.
Theorem 3. The augmented bicomplex is acyclic, i.e., all his raws and
columns are exact.
Proof. The detailed proof and the history of this famous theorem and close
results on can find, for example, in [9],[10],[11].
In the algebraic approach a nonlinear system of partial differential equa-
tions is written as F = 0, where F = {F σ ∈ A | σ ∈ S}, S is an index set. The
associated differential ideal IF = {f = Pσ(D)F σ | Pσ(D) ∈ A[D], σ ∈ S},
where A[D] is the unital associative noncommutative algebra of all polynomi-
als in indeterminate D = {Dµ | µ ∈m} with coefficients in A. The quotient
differential algebra (A,D) is called the differential algebra associated to the
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system F = 0 (see, for example, [15],[17] for more detail). This allows to
write the spectral sequence (the Vinogradov spectral sequence [8]) associated
with the system F = 0. The calculation of this sequence or some of its
terms is quite another problem, usually extremely hard. To construct the
associated variation bicomplex one should first contrive to write the quotient
differential algebra (A,D) in the regular form and then follow the procedure
presented in Section 5. Again, one is left with the calculation problem.
7 Conclusion.
The technics and methods presented above were approbated in the author’s
works [1],[2],[12],[13],[15],[16],[18]. They may be useful in the researches
[19],[20],[21],[22],[23],[24],[25],[26].
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