The concept of scattering coefficients has played a pivotal role in a broad range of inverse scattering and imaging problems in acoustic, and electromagnetic media. In view of their promising applications in inverse problems related to mathematical imaging and elastic cloaking, the notion of elastic scattering coefficients of an inclusion is presented from the perspective of boundary layer potentials and a few properties are discussed. A reconstruction algorithm is developed and analyzed for extracting the elastic scattering coefficients from multi-static response measurements of the scattered field in order to cater to inverse scattering problems. The decay rate, stability and error analyses, and the estimate of maximal resolving order in terms of the signal-to-noise ratio are discussed. Moreover, scattering-coefficients-vanishing structures are designed and their utility for enhancement of nearly elastic cloaking is elucidated.
Introduction
The matrix theory for scattering of waves by obstacles of various geometric nature (e.g., crack, inclusions, cavities, etc.) has been the subject of numerous investigations since 1960's. The transformation matrix (or so-called T-matrix) approach has been of particular interest. It was introduced by Waterman [47] in 1965 in order to study the scattering of electromagnetic waves and later on to discuss the scattering of acoustic [48] and elastic waves [49] . The method is based on the fact that incident and scattered fields both admit multipolar expansions in terms of wave functions thanks to the Jacobi-Anger decomposition and wave addition theorems. The coefficients of the expansion of the field scattered by a given obstacle are connected to those of the incident field by an infinite matrix, coined as T-matrix. Such a matrix is independent of the choice of incident field, and dependents only on the morphology of the obstacles and the frequency of incidence. Therefore, the same matrix can be used to connect any incident field to the corresponding scattered field for a given obstacle and frequency of incidence. Since its inception, this concept has received great attention by researchers for various applications of wave scattering. It is especially the case when numerical computations become necessary because it is computationally efficient to use T-matrices for numerical simulations of scattering phenomena [20, 30] . In addition, this approach has been of great advantage in dealing with multiple scattering since the T-matrices corresponding to different obstacles can be combind easily using translation-addition theorems. The interested readers are referred to the monographs [31, 44, 16] and to the survey articles [33, 34, 43] for detailed accounts of related work.
In T-matrix approach, the series expansions of the incident and the scattered fields are obtained in relevant complete orthogonal bases. Then, the series coefficients of the scattered field are linked to those of the incident field by T-matrix using Lippmann-Schwinger representation of the scattered field based on the conditions imposed on the boundary of the obstacle [47, 48] . Most often, especially in elasticity, the incident field is expanded using a real basis of cylindrical or spherical wave functions (composed of real surface harmonics and Bessel functions). This renders a symmetric T-matrix and a unitary scattering matrix (or simply S-matrix, defined in terms of T-matrix) thanks to the principles of reciprocity and the conservation of energy in loss-less media [46, 49] .
In this article, we deal with the elastic scattering by an inclusion using a complex basis of eigenvectors of the Lamé equation (defined in terms of complex vector harmonics) for incident field and a rigorous integral representation of the scattered field in terms of layer potentials, unlike the standard T-matrix approach presented in [46, 49] . The elements of the resulting matrix connecting the coefficients of the scattered and incident fields are coined as elastic scattering coefficients (ESC). The impetus behind this study is the enhancement of nearly elastic cloaking and promising applications of the ESC in mathematical imaging and inverse scattering.
The ESC can be perceived as a natural extension of the concept of elastic moment tensor [1] with respect to frequency dependence. Thanks to the integral representation of the scattered field in terms of layer potentials, the ESC can be explicitly defined using boundary densities solving a system of boundary integral equations. In addition, these frequency-dependent geometric objects contain rich information about the contrast of material parameters, high-order shape oscillations, frequency profile, and the maximal resolving power of an imaging setup. The concept of scattering coefficients in acoustic and electromagnetic media has been effectively used for inverse medium scattering and mathematical understanding of super-resolution phenomena in imaging [3, 8] .
The scattering coefficients were proved to be felicitous to design enhanced near invisibility cloaks in acoustic and electromagnetic media [6, 7] . The invisibility cloaking is an exciting area of interest nowadays. The idea of invisibility cloaking has been proved to be scientifically realizable in many investigations (see, for instance, [41, 24, 25, 22, 23, 28, 32] ). Significant progress has been made recently on the control of conductivity equations [5, 24, 25] , acoustic [6, 9, 13] , electromagnetic [7, 10] and elastic waves [26, 17, 18, 19] using curvilinear transformations of coordinates. In fact, an invisibility cloak is perceived as a meta-material that maps a concealment region into a surrounding shell by virtue of a transformation and thereby making the material parameters strongly heterogeneous and anisotropic, however fulfilling impedance matching with the surrounding vacuum.
The aim of this article is three-fold: (a) to present the ESC and discuss some of their properties indispensable for this investigation, (b) to propose and analyze a reconstruction framework for the recovery of the ESC to cater to direct and inverse scattering problems, (c) to design scattering coefficients vanishing elastic structures for the enhancement of the nearly elastic cloaking devices. We restrict ourselves to a two-dimensional case, however, the threedimensional case is amenable to the same treatment with slight changes. First, we consider elastic wave scattering from an inclusion embedded in an otherwise homogeneous medium and define the associated ESC using the cylindrical eigenfunctions of the Lamé equation and the integral representation of the scattered field in terms of layer potentials. Then, a least-squares optimization algorithm is designed for the reconstruction of the significant ESC from the full aperture Multi-Static Response (MSR) data collected using a circular acquisition system. Multistatic imaging involves two steps. The first step consists in recording the waves generated by point sources on an array of receivers. The second step consists in processing the recorded matrix data in order to estimate some features of the medium [2, 4] . The stability, truncation error and maximal resolving order of the reconstruction procedure are analytically quantified. The results contained in this article can cater to many inverse scattering problems, especially for shape identification and classification in elastic media. The interested readers are referred to [29] and articles cited therein for comprehensive details on shape identification in elastic media. Finally, we design mathematical structures with vanishing scattering coefficients (S-vanishing structures) and elaborate a framework for the enhancement of nearly elastic cloaking.
The contents of this article are organized in the following manner. Some notation and a few preliminary results on layer potential theory of elastic scattering are collected in Section 2. In Section 3, the ESC are defined and their important features are discussed. Section 4 is dedicated to the reconstruction framework for the ESC. The enhancement procedure for elastic cloaking is elaborated in Section 5. Finally, in Section 6, we sum up the important contributions of this investigation and discuss interesting applications of the ESC in mathematical imaging.
Elements of Layer Potential Theory
Since this article is concerned with elastic scattering and the integral formulation of the scattered field is the key component to define the ESC, we feel it best to pause and introduce some background material from layer potential theory for linear time-harmonic elasticity. For details beyond those we provide in this section, please refer to the monographs [1, 27] .
Preliminaries and Notation
To simplify matters, we confine ourselves to the two-dimensional case throughout this article. However, the three-dimensional case is amenable to the same treatment with appropriate changes.
For any sufficiently smooth, open and bounded domain Ω ⊂ R 2 with C 2 − boundary ∂Ω, we define L 2 (Ω) in the usual way with norm
, and the Hilbert space H 1 (Ω) by
with norm
We define H 2 (Ω) as the space of functions
Let t be the tangent vector to ∂Ω at point x and let ∂/∂t denote the tangential derivative. Then, we say that u ∈ H 1 (∂Ω) if u ∈ L 2 (∂Ω) and ∂u/∂t ∈ L 2 (∂Ω). Refer to [12] for further details. Consider a homogeneous isotropic elastic material, occupying a bounded domain D ⊂ R 2 with connected C 2 −boundary ∂D, compressional and shear moduli λ 1 ∈ R + and µ 1 ∈ R + respectively, and density ρ 1 ∈ R + . Let the exterior domain R 2 \ D be loaded with different elastic material having parameters ρ 0 , λ 0 , µ 0 ∈ R + such that
To facilitate latter analysis, we introduce piecewise defined parameters
where χ Ω represents the characteristic function of a domain Ω. We also define the linear elasticity operator L λ0,µ0 and the surface traction operator (or conormal derivative) ∂/∂ν, associated with parameters (λ 0 , µ 0 ) by
and
for all sufficiently smooth vector fields w : R 2 → R 2 , where n ∈ R 2 represents the outward unit normal to ∂D, ∇ s w = (∇w + (∇w) ⊤ )/2 is the linear elastic strain and the superscript ⊤ reflects a transpose operation.
Let ω > 0 be the angular frequency of the mechanical oscillations. We denote the outgoing fundamental solution of the time-harmonic elasticity equation in R 2 with parameters (λ 0 , µ 0 , ρ 0 ) by Γ ω , i.e., for all x ∈ R 2 ,
subject to the Kupradze's outgoing radiation conditions. Here δ y is the Dirac mass at y, I is the identity operator, and I 2 ∈ R 2×2 is the identity matrix. Let κ α := ω/c α for α = P, S, where the constants c S = µ 0 /ρ 0 and c P = λ 0 + 2µ 0 /ρ 0 refer to background shear and pressure wave speeds respectively. It is well known that (see, for instance, [35] )
The function g(·, κ α ) is the fundamental solution to the Helmholtz operator −(∆ + κ
with wave-number κ α ∈ R + (κ α = κ P or κ α ), i.e.,
subject to the Sommerfeld's outgoing radiation condition
where ∂/∂n represents the normal derivative. In two dimensions,
where H
0 is the Hankel function of first kind of order zero (see, for instance, [36] ). Throughout this article, we use the convention
We also reserve the notation α and β to represent pressure (P) and shear (S) wave-modes, i.e., α, β ∈ {P, S}.
Scattered Field and Integral Representation
Let us begin this subsection by introducing the elastic single layer potential
Here and throughout this article dσ denotes the infinitesimal boundary differential element. We also need the boundary integral operator
Here p.v. stands for Cauchy principle value of the integral and the surface traction of matrix Γ ω is defined column-wise, i.e., for all constant
We recall that the traces S
)/∂ν ± are well-defined and satisfy the jump conditions (see, for instance, [14] )
Here and throughout this investigation subscripts + and − indicate the limiting values across the boundary ∂D from outside and from inside domain D respectively, i.e., for any function ψ
Consider a time harmonic incident elastic field u inc satisfying
Then, the total displacement field
where u sc denotes the scattered field. It is recalled that the total field u tot admits the integral representation (see [ 
Here a superposed ∼ is used to distinguish the single layer potential and the surface traction defined using interior Lamé parameters (λ 1 , µ 1 , ρ 1 ). To simply matters, the dependence of u inc , u sc , u tot , ϕ and ψ on frequency ω is suppressed unless it is necessary. The following result from [1, Theorem 1.7] guarantees the unique solvability of the system (2.8) and consequently that of problems (2.6) and (2.7).
Theorem 2.1. Let D be a Lipschitz bounded domain in R 2 with parameters 0 < λ 1 , µ 1 , ρ 1 < ∞ satisfying condition (2.1) and let ω 2 ρ 1 be different from Dirichlet eigenvalues of the operator
Elastic Scattering Coefficients
This section is dedicated to defining ESC in two dimensions. To facilitate the definition of ESC, we first recall some background material on cylindrical eigenfunctions of the Lamé equation, and present the multipolar expansions of the exterior scattered elastic field and the Kupradze fundamental solution Γ ω in the next subsection.
Cylindrical Elastic Waves and Multipolar Expansions
In the sequel,x := x/|x| for all x ∈ R 2 \ {0} and S := {x ∈ R 2 | x · x = 1}. Any position vector x := (x 1 , x 2 ) ∈ R 2 is equivalently expressed as x = (|x| cos ϕ x , |x| sin ϕ x ), where ϕ x ∈ [0, 2π) denotes the polar angle of x. Denote by {ê r ,ê θ } the orthonormal basis vectors for the polar coordinate system in two dimensions, i.e.,
We will also require the following curl operators in
for any smooth scalar function f and vector w := (w 1 , w 2 ) ⊤ . Consider the complex surface vector harmonics in two-dimensions defined by
It is known, see [35] for instance, that these cylindrical surface vector potentials enjoy the orthogonality propertiesˆS It is easy to verify that v m is an outgoing radiating solution to the Helmholtz equation
and that w m is an entire solution to
Using surface vector harmonics P m , S m and functions v m , w m , we define
for all κ α > 0 and m ∈ Z. Here
For simplicity, the dependence of J As a direct consequence of Lemma 3.1, corresponding to every incident field u inc satisfying (2.5), there exist constants a
In particular, a general plane incident wave of the form 9) can be written in the form (3.8) with
where d = (cos θ d , sin θ d ) ∈ S is the direction of incidence and d ⊥ is a vector perpendicular to d. In fact, this decomposition is a simple consequence of Jacobi-Anger decomposition of the scalar plane wave, i.e.,
Moreover, for all x, y ∈ R 2 such that |x| > |y| and for any vector p ∈ R 2 independent of x,
The interested readers are referred to Appendix A for the derivation of this expansion. Here Γ ω (x, y)p is a general elastic field generated by a point source at y in the direction p and observed at point x away from y.
Scattering Coefficients of Elastic Inclusions
The multipolar expansion (3.11) enables us to derive such an expansion for the single layer potential S ω D [ψ] for all x ∈ R 2 \ D sufficiently far from the boundary ∂D. Consequently, by virtue of the integral representation (2.7), the scattered field can be expanded as
Let us define the elastic scattering coefficients as follows. 
where α and β indicate wave-modes P or S.
Following result on the decay rate of the ESC holds.
Lemma 3.3. There exist constants C α,β > 0 for each wave-mode α, β = P, S such that
for all m, n ∈ Z and |m|, |n| → +∞.
Proof. The proof of the estimate (3.14) is very similar to Lemma 2.1 in [6] for the acoustic scattering coefficients. For the sake of completeness, we fix the ideas of the proof in the sequel. Recall the asymptotic behavior
of Bessel functions of first kind with respect to the order |m| → +∞ when the argument t is fixed [38, Formula 10.19.1] . Then, by using the recurrence formulae (see, for instance, [38, Formula 10.6.2])
Consequently, by the definitions (3.6)-(3.7) of J α n (x) and Theorem 2.1, we have
for some constants C 
Connections with Scattered Field and Far Field Amplitudes
Consider a general incident field u inc of the form (3.8) . By the superposition principle, the solution (ϕ, ψ) of (2.8) is given by
This, together with Definition 3.2 of the scattering coefficients and the expansion (3.12), furnishes the asymptotic expansion
of the scattered field for all x ∈ R 2 \ D sufficiently far from ∂D. Here 
In order to substantiate the connection between ESC and far field scattering amplitudes, we recall that the cylindrical Hankel function H (1) n admits the far field behavior
as |x| → +∞ (see, for instance, [38, Formulae 10.17.5 and 10.17.11]). Here, the notation ∼ indicates that only leading order terms are retained. Consequently, the far field behavior of the functions H P n and H S n is predicted as
Thus, for all x ∈ R 2 \ D such that |x| → +∞, the scattered field u sc in (3.15) admits the asymptotic expansion
On the other hand, the Kupradze radiation condition guarantees the existence of two analytic functions u
The functions u ∞ P and u ∞ S are respectively known as the longitudinal and transverse far-field patterns or the scattering amplitudes. Comparing (3.20) and (3.21) the following result is readily proved, which substantiates that the far-field scattering amplitudes admit natural expansions in terms of scattering coefficients.
Theorem 3.4. If u
inc is the incident field given by (3.8) then the corresponding longitudinal and transverse scattering amplitudes are given by
where the coefficients γ P n and γ S n are defined in (3.16).
Reciprocity and Conservation of Energy
In this section, we discuss some properties of the elastic scattering coefficients resulting from the principles of reciprocity and conservation of energy in elastic media. These properties can be very useful as accuracy checks or as constraints for the numerical recovery procedures for the reconstruction of the elastic scattering coefficients from measured fields discussed in Section 4.
Reciprocity
Reciprocity refers to the link between the far-field amplitudes of the scattered field in two reciprocal configurations: (a) when the scattered field is radiated by a source with a specific incidence direction and is received along another direction, (b) when the positions of source and receiver are swapped and the orientation of all momenta is reversed. More precisely, if u ∞ α (x;d, β) is the far field amplitude of the α−scattered field alongx when a β−wave is incident alongd then the reciprocity in elastic media refers to the properties (see, for instance, [46, , [45, 15] )
In particular, these properties dictate that the infinite matrix containing the ESC of an inclusion, defined by
should be Hermitian [46, 49] . In fact, we have the following result.
Lemma 3.5. The global matrix of scattering coefficients W ∞ is Hermitian, i.e., for all n, m ∈ Z and α, β ∈ {P, S}
Proof. Refer to Appendix B.
In addition to the above reciprocity induced symmetry of W ∞ , the following result also holds.
Lemma 3.6. For all m, n ∈ Z and α, β ∈ {P, S},
Proof. Let ψ β −m be the unique solution of the integral system (2.8) with
On the other hand, recall that the cylindrical Bessel functions possess the connection property (see, for instance, [38, Formula 10.4.1])
Therefore, for all m ∈ Z and x ∈ R 2 ,
Consequently, by uniqueness of the solution of (2.8), one obtains the relation ψ
and thus
which is the required result.
Conservation of Energy
The conservation of energy within any bounded elastic domain, say Ω, without energy dissipation and compactly containing the inclusion D states that the rate of the energy flux across the boundary of Ω must be zero. This render the so-called optical theorem of scattering or forward scattering amplitude theorem that links the scattering cross section or the rate at which the energy is scattered by D to the far field amplitude of its scattering signature. Consider for instance that the domain Ω is a disk with a very large radius R → +∞. Then, by virtue of the far-field expansion of the scattered elastic field, the optical theorem states that (see, for instance, [45, 15] 
This leads to the following statement of the optical theorem in terms of W ∞ .
Theorem 3.7.
Proof. Refer to Appendix C.
It is worthwhile mentioning that the identity (3.23) is slightly different from the one proved by [46, Eq. 100] for T-matrices. This is simply due to the choice of bases functions J α and H α and the corresponding multipolar expansion of the fundamental solution. The matrix W ∞ is not unitary, however, the corresponding scattering matrix can be proved to be unitary by invoking relation (3.23). The interested readers are referred to [49] for related discussion. The relation (3.23) provides a natural constraint on W ∞ which can be efficiently used to reduce the ill-posedness of the reconstruction procedure for ESC of an inclusion from scattering data (see, for instance, [39] ).
Reconstruction of Scattering Coefficients
The matrix approach has been proved to be very efficient and powerful for direct and inverse scattering simulations and to study the effect of material contrast, shape and orientation of an obstacle with respect to the incident field. For acoustic and electromagnetic wave scattering different techniques have been devised to recover truncated T-matrices from the scattered wave in the far field regime (see, for instance, [20, 21, 30, 11, 31, 33, 34] and references therein). On the other hand, up to the best of knowledge of the authors, no attempt has been made to recover T-matrices for elastic wave scattering. Unlike T-matrix computation for forward scattering, ESC admit explicit expressions in terms of boundary densities ψ m which satisfy the integral system (2.8). In order to solve (2.8), there are several efficient multipole methods available at hand. Therefore, the ESC corresponding to a given inclusion can be directly computed. Our interest in the ESC lies in their applications in inverse scattering problems wherein one only has a limited information of the scattered field in the exterior domain whereas the location and the morphology of the inclusion are usually unknown. Towards this end, we design a mathematical procedure based on least-squares minimization using MSR data and provide theoretical details of the stability, truncation error, and maximal resolving order in this section. To simplify the matters, we consider the full aperture case with a circular acquisition system.
MSR Data Acquisition
Let {x s } s=1,··· ,Ns and {x r } r=1,··· ,Nr be the sets of locations of the point sources and point receivers, and {d s , d
be the corresponding unit directions of incidence and reception respectively for some N r , N s ∈ N. Let the points {x s } and {x r } be uniformly distributed over the circle ∂B R (0) with radius R centered at origin such that |x r | = R = |x s | and θ r = θ xr = 2πr/N r and θ s = θ xs = 2πs/N s . We consider a regime in which R is large enough so that the terms of order O(R −3/2 ) are negligible. For simplicity, it is assumed that D contains the origin which is reasonable since we are in sufficiently far field regime and the inclusion D can be envisioned as sufficiently centered in B R (0). This assumption can be easily removed by invoking transformation rules for the scattering coefficients corresponding to coordinate translation.
Let F s and G s , for all s = 1, · · · , N s , be the pressure and shear type incident waves emitted from point x s with direction of incidence d s , i.e.,
Let u tot
Fs (x) and u tot Gs (x) (resp. u 
, at a given frequency ω. Note that, by virtue of expansions (3.8), (3.15) and (3.16) , the elements of the MSR matrices admit the expansions Let us now introduce a cut-off parameter K such that the terms with |n| > K or |m| > K are truncated in the expansions (4.1)-(4.4) and let E ℓ,ℓ
Ns×Nr , for ℓ, ℓ ′ ∈ { , ⊥}, be the corresponding matrices of truncation errors thus induced. Let us also introduce the matrices
, and the block matrices
where O 2K+1 ∈ R Ns×(2K+1) is the zero matrix. It can be seen after fairly easy manipulations that the global MSR matrix can be expressed as
where * reflects the Hermitian transpose of a matrix, i.e., A * = A ⊤ .
The following result is readily proved thanks to Lemma 3.5.
Lemma 4.1. The global block matrix W is Hermitian, i.e, W = W * .
Least-squares Minimization Algorithm
Let us define the linear transformation L :
and let N noise ∈ C 2Ns×2Nr denote the measurement noise. For simplicity, we assume that each entry (N noise ) sr is an independent and identically distributed complex random noise with mean zero and variance σ In this subsection, we consider the noisy measurements 5) and design a procedure to retrieve the solution W. Let us reconstruct a least-squares minimization solution for the linear system (4.5) in ker L ⊥ by 6) where · F denotes the Frobenius norm of matrices and ker L denotes the kernel of the linear operator L. Note that if the cut-off parameter K is such that (2K + 1) < N r , N s and both matrices X and Y are full rank then L is rank preserving and ker L is trivial. Consequently, the admissible set for the least-squares minimization turns out to be R (4K+2)×(4K+2) and W can be explicitly calculated in the absence of measurement noise. In this case, X α is a Fourier matrix by virtue of (3.4), (3.5) and (3.10) and
where
is the identity matrix. Consequently,
with
Note also that
It can be easily proved that Y * Y becomes diagonal when the radius R of the imaging domain ∂B R (0) is sufficiently large. Precisely, the following result holds. 
Proof. Let C denote a generic constant that may vary at each step. Note that the matrix Y * Y can be decomposed as
Recall that C α,β and D α,β are diagonal matrices and in particular
By virtue of the decay property (3.18) of H
m , as R → +∞, we have
Similarly, the decay properties (3.18)-(3.19) furnish
as R → +∞. This shows the decay of the elements of second matrix on right hand side (RHS) of (4.11), which leads to the required form of Y * Y for R → +∞.
An important consequence of Lamma 4.2 and the orthogonality relation (4.8) is the following result substantiating that the linear operator L possesses a left pseudo-inverse when R → +∞. 
Proof. Since (2K + 1) ≤ N s , N r , X and Y are full-rank, and R → +∞, it is easy to see that both X and Y possess left pseudo-inverses, denoted by X † and Y † respectively, thanks to the orthogonality property (4.8) and Lemma 4.2. Precisely,
This completes the proof.
Stability Analysis
In this section, we perform a stability analysis for the linear operator L. We substantiate that the operator L is ill-conditioned for K → +∞. It simply means that only a certain number of lower order scattering coefficients can be recovered stably which in turn contain only lower order information of the shape oscillations of boundary ∂D. The limit on the information about the shape and morphology of the inclusion D that can be obtained stably is determined by the maximal resolving order and the stability estimate for the operator L thereby defining the resolution limit of the imaging paradigm. Towards this end, the following result characterizes the singular values and the singular vectors of the operator L. 
(4.12)
Proof. Let us define the inner product of two complex matrices N and M by
It is easy to verify that for R → +∞, thanks to diagonality result (4.8) and Lemma 4.2,
On substituting the values of g P q−1−K , h S q−2−3K and b α from (4.9), (4.10) and (4.7), we arrive at
This shows that the canonical basis V pq p,q=1,··· ,4K+2 forms the set of right singular vectors of L and the (p, q)-th singular value of the operator L is thus rendered by L (V pq ) F and is given by (4.12). Moreover, the left singular vectors of L are furnished by the relation V pq := L (V pq ) /σ pq .
It should be observed that the quantities |g 
Moreover, invoking the recurrence relation (see, for instance, [38, Formula 10.6.2])
it is easy to get that
when |m| → +∞. Consequently,
Finally, note that the relation σ max ≃ σ (2K+1)(2K+1) holds when K is large enough, which follows from the fact that C P R > C S R (this is due to the inequality c P > c S , since µ 0 , λ 0 > 0). Moreover, the smallest singular value σ min is bounded. Therefore,
It view of the aforementioned result, the least squares minimization problem (4.6) turns out to be highly ill-conditioned. However, this ill-posedness can be reduced by considering the constrained optimization problem subject to the energy conservation constraint (3.23).
Error Analysis
Let us now analyze the error committed by truncating the infinite series in the MSR data. But before further discussion, we recall the following result from [8, Appendix A]. The following is the main result of this section. Proof. The result for the truncation error E P,P sr is proved only. The rest of the estimates can be obtained following the same procedure. First, split the summations into three different contributions as
Then, thanks to Lemma 3.3 and invoking the definitions (3.17) and (3.4)-(3.5) of d P m and H α n respectively, we have
Recall the estimates
as |n| → +∞ and note that, up to some factors independent of K,
Therefore,
Thanks to Lemma 4.6, the third, fourth and sixth terms on RHS of (4.13) are negligible for all K > max α,β {C α,β /C α R e}. Moreover, it can be easily verified that n 2 2 n+2 ≤ 1 and
Therefore, we have
17)
Substituting the estimates (4.16)-(4.18) in (4.13) one arrives at
The estimate for |I 2 | follows by changing the role of m and n. Moreover, by proceeding in a similar fashion, it can be easily established that
Combining the estimates for |I 1 |, |I 2 | and |I 3 |, one obtains |E P,P sr | h K−1 . This completes the proof.
Maximal Resolving Order
In this subsection, we determine the maximal resolving order K for the reconstruction framework. In order to do so, we first estimate the strength of the recorded signals in terms of the geometry of inclusion D and the radius of the recording circle. Then we define the signal-tonoise ratio (SNR) in terms of signal strength and noise standard deviation σ noise . Towards this end, it is easy to see from the integral representation (2.7) that
where ψ Fs is the solution of (2.8) corresponding to u inc = F s . By virtue of the far field behavior,
of the fundamental solution for a bounded y ∈ R 2 and x ∈ R 2 such that |x| → +∞, one has On the other hand, by (2.9)
for some constant independent of R and |∂D|. Thus, by taking the modulus on both sides of (4.19), substituting the above estimate for ψ Fs , and using the Cauchy-Schwartz inequality, one obtains the estimate
The constant C above depends only on the material parameters of the background domain, inclusion D, and the frequency ω of the incident field but is independent of R and ∂D. Similarly, the terms of other MSR matrices can be also bounded by |∂D|/ √ R. This endorses that the measured signals are of order |∂D|/ √ R. Therefore, we define SNR by
Now we are ready to estimate the maximal resolving order K. In the sequel, E denotes the expectation with respect to the statistics of the noise N noise . Moreover, we work in the regime when R → +∞ (or O(R −3/2 ) terms are negligible) and the truncation error is much smaller than the noise standard deviation, which in turn is much smaller than the order of the signal (or simply SNR is much larger than 1), that is,
From the injectivity of operator L for R → +∞ and the relation (4.5), we have
where Cauchy-Schwartz inequality has been invoked to arrive at the last identity. By assumption (4.20) , the first term on RHS of (4.21) is negligible. Thus,
This indicates that the discrepancy between the estimated and the measured scattering coefficients approaches zero very rapidly for all m, n > K when K → +∞ thanks to the estimation of the magnitude of σ mn . It simply means that the scattering coefficients of an inclusion D can be approximated arbitrarily closely and up to any order by the elements of W in the sense of mean-squared error when the noise regime is characterized by (4.20) . However, in view of the decay rate (3.14) of W α,β mn , it is reasonable to determine an adoptive resolving order K by restricting the reconstruction error to be smaller than the signal level. In particular, for any threshold reconstruction error ε > 0, one can see from (4.22) and (3.14) that
where C max := max α,β {C α,β }. After simple manipulations analogous to those in the proof of Corollary 4.5 and using the behavior of (H (1) n (κ α R)) ′ for large n, one can show that σ
for all m, n > K. Therefore, under noise regime characterized by (4.20) ,
and the maximal resolving order is defined by
Nearly Elastic Cloaking
In this section, we consider the elastic cloaking problem as an application of the elastic scattering coefficients. The aim here is to construct an effective nearly elastic cloaking structure at a fixed frequency for making the objects inside the unit disk invisible. We extend the approach of Ammari et al. [5, 6, 7] for conductivity, Helmholtz and Maxwell equations to the Lamé system. Towards this end, we first design S-vanishing structures in the next subsection by canceling the first ESCs.
S-vanishing Structures
For positive numbers r j (j = 1, 2, · · · , L + 1) with 2 = r 1 > r 2 > · · · > r L+1 = 1, construct a multi-layered structure by defining
Let (λ j , µ j , ρ j ) be the Lamé parameters and density of A j , for j = 0, · · · , L + 1. In particular, λ 0 , µ 0 and ρ 0 are the parameters of the background medium. In the sequel, the piece-wise constant parameters λ, µ and ρ are redefined as
in accordance with the aforementioned multi-layered structure. The scattering coefficients W α,β m,n = W α,β m,n (λ, µ, ρ, ω) are defined analogously as in (3.13) and u tot = (u
Since the aforementioned multi-layered structure is circularly symmetric, it is easy to check that the scattered field corresponding to u inc = J n,n = 0 for all |n| ≤ N and α, β ∈ {P, S}. In the rest of this subsection, we aim to construct an S-vanishing structure for general elastic waves. To facilitate the later analysis, the notation T λ,µ is adopted for the surface traction operator ∂/∂ν associated with elastic moduli λ and µ. In order to design envisioned structure, it suffices to construct (λ, µ, ρ) such that W α,β n := W α,β n,n = 0 for all 0 ≤ n ≤ N and α, β ∈ {P, S} thanks to Lemma 3.6. We assume that the cloaked region {|x| < 1} is a cavity, so that the total field u tot satisfies the traction-free boundary condition T λL+1,µL+1 u tot := ∂u tot /∂ν = 0 on |x| = 1. Note that the two-dimensional surface traction admits the expression
in terms of the surface normal and tangent vectors n = (n 1 , n 2 ) ⊤ and t = (−n 1 , n 2 ) ⊤ respectively. The solutions u tot n to (5.2) of the form
are sought with unknown coefficients a n,α j , a n,α j ∈ C, to be determined later. Intuitively, one should look for solutions u tot n whose coefficients fulfill the relations a n,P 0 a n,S 0 = 0 and a n,P 0 = a n,S 0 = 0 for all n = 0, · · · , N.
By comparison with the multipolar expansion (3.12) of the scattered field, the scattering coefficients in this case turn out to be    W α,P n = i4ρ 0 ω 2 a n,α 0 = 0 when a n,P 0 = 1 and a
n,α 0 = 0 when a n,P 0 = 0 and a n,S 0 = 1,
The solution u tot n satisfies the transmission conditions
In the sequel, the shorthand notation B P n,j (r) = B P n (rκ P , λ j , µ j ) and C P n,j (r) = C P n (rκ P , µ j ), is used for simplicity. It holds that
By arguing as for H P n , we obtain on |x| = r j that
Note that B S n,j (t) = C P n,j (t). Therefore,
where B M n,j−1 (r j )( a n,P j−1 , a n,S j−1 , a n,P j−1 , a n,S j−1 ) ⊤ = M n,j (r j )( a n,P j , a n,S j , a n,P j , a
where t α := rκ α . The traction-free boundary condition on |x| = r L+1 = 1 amounts to
Combining (5.5) and (5.6), one obtains
0 , a n,P 0 , a
22 are 2 × 2 matrix functions of λ, µ and ρω 2 .
Exactly as in the acoustic case [6] , one can show that the determinant of Q
22 is nonvanishing. In fact, if det(Q (n) 22 ) = 0 then one can derive a contradiction to the uniqueness of our forward scattering problems. Therefore, it suffices to look for the parameters λ j , µ j , ρ j (j = 1, 2, · · · , L) from the nonlinear algebraic equations
We are interested in a nearly S-vanishing structure of order N at low frequencies, i.e., a structure (λ, µ, ρ) such that
Towards this end, one needs to study the asymptotic behavior of W α,β n (λ, µ, ρ, ω) as ω tends to zero. In view of (5.3) and (5.7), it is found that
21 ( a n,P 0 , a
where a n,P 0 and a n,S 0 are selected depending on (5.3). Let W n denote the 2 × 2 matrix
Then, the following result based on relation (5.8) elucidates the low frequency asymptotic behavior of W n .
Theorem 5.2. For all n ∈ N, we have
as ω → 0. Here matrices V n,0 and V n,l,j are defined by
in terms of some V α,β n,0 and V α,β n,l,j dependent on λ, µ, ρ but independent of ω. The residual matrix
, for all i, k = 1, 2, where constant C ∈ R + is independent of ω.
The analytic expressions of the quantities V α,β n,0 and V α,β n,l,j in terms of λ j , µ j and ρ j are very complicated, but can be extracted, for example, by using the symbolic toolbox of MAT-LAB. Theorem 5.2 follows from (5.8) and the low-frequency asymptotics of Q In order to construct a nearly S-vanishing structure of order N at low frequencies, thanks to Theorem 5.2, one needs to determine the parameters λ j , µ j and ρ j from the equations 
Enhancement of Near-Cloaking in Elasticity
The aim of this section is to show that the nearly S-vanishing structures constructed in Section 5.1 can be used to enhance cloaking effect in elasticity. The enhancement of near-cloaking is based on the idea of transformation optics (also called the scheme of changing variables) used in [24, 25, 40, 41] . Let (λ, µ, ρ) be a nearly S-vanishing structure of order N of the form of (5.1) at low frequencies. It implies that for some fixed ω > 0 there exists ǫ 0 > 0 such that
On the other hand, using the asymptotic behavior of J β n (x, κ α ) as ω → 0 for α, β = P, S, one can derive from the proof of Lemma 3.3 that
Hence, by Theorem 3.4, the far-field elastic scattering amplitudes can be estimated by
uniformly in all observation directionsx and incident directionsx ′ , noting that
Introduce the transformation Ψ ǫ :
Then, by arguing as in the acoustic and electromagnetic case [6, 7] , we have
Note that the medium (λ
is a homogeneous multi-coated structure of radius 2ǫ.
We now apply the transformation invariance of the Lamé system to the medium (λ
Recall that the elastic wave propagation in such a homogeneous isotropic medium can be restated as
where C = (C ijkl ) i,j,k,l=1,··· ,N is the rank-four stiffness tensor defined by 12) and the action of C on a matrix A = (a ij ) i,j=1,2 is defined as
In the case of a generic anisotropic elastic material, the stiffness tensor satisfies the symmetries C ijkl = C klij (major symmetry) and
for all i, j, k, l = 1, 2. Letx = (x 1 ,x 2 ) = F ǫ (x) : R 2 → R 2 be a bi-Lipschitz and orientationpreserving transformation such that F ǫ ({|x| < ǫ}) = {|x| < 1} and that the region |x| ≥ 2 remains invariant under the transformation. This implies that we have blown up a small traction-free disk of radius ǫ < 1 to the unit disk centered at the origin. The push-forwards of C and ρ are defined respectively by
We need the following lemma (see, for instance, [26, 32] ).
Lemma 5.3. The function u tot is a solution to
where ∇ denotes the gradient operator with respect to transformed variablex.
Applying the above lemma to the Lamé system (5.11), one obtains the following result.
Theorem 5.4. If (λ, µ, ρ) is a nearly S-vanishing structure of order N at low frequencies then there exists ǫ 0 > 0 such that
for all ǫ < ǫ 0 , uniformly in all x and x ′ . Here the stiffness tensor C is defined by (5.12). Moreover, the elastic medium ((F ǫ ) * C, (F ǫ ) * (ρ • Ψ ǫ )) in 1 < |x| < 2 is a nearly cloaking device for the hidden region |x| < 1.
Theorem 5.4 implies that for any frequency ω and any integer number N there exist ǫ 0 = ǫ 0 (ω, N ) > 0 and the elastic medium ((F ǫ ) * C, (F ǫ ) * (ρ • Ψ ǫ )) with ǫ < ǫ 0 such that the nearly cloaking enhancement can be achieved at the order o(ǫ 2N −1 ). We finish this section with the following remarks.
Remark 5.5. Unlike the acoustic and electromagnetic case, the transformed elastic tensor (F ǫ ) * C is not anisotropic since it possesses the major symmetry only. Note that the transformed mass density (F ǫ ) * (ρ • Ψ ǫ ) is still isotropic. In fact, it has been pointed out by Milton, Briane, and Willis [32] that the invariance of the Lamé system can be achieved only if one relaxes the assumption of the minor symmetry of the transformed elastic tensor. This has led Norris and Shuvalov [37] and Parnell [40] to explore the elastic cloaking by using Cosserat material or by employing non-linear pre-stress in a neo-Hookean elastomeric material.
In this section, we have designed an enhanced nearly cloaking device for general incoming elastic plane waves. A device for cloaking only compression or shear waves can be analogously constructed by using the corresponding elastic scattering coefficients. Note that the medium (λ, µ, ρ) defined by (5.1) is called an S-vanishing structure of order N for compression (resp. shear) waves if W α,P n,n = 0 (resp. W α,S n,n = 0 ) for all |n| ≤ N and α ∈ {P, S}. In this case, one needs to seek parameters λ j , µ j and ρ j for solving the minimization problem (5.10) with β = P (resp. β = S). The estimate in Theorem 5.4 can be analogously achieved for nearly cloaking compression or shear waves.
Discussion
In this article, the elastic scattering coefficients (ESC) of characteristically small inclusions are discussed using surface vector harmonics based cylindrical solutions to Lamé equations and the multipolar expansions of elastic fields based on them. An integral equations based approach is used. It is established that the scattered field and the far field scattering amplitudes admit natural expansions in terms of ESC. This connection substantiates their utility in direct and inverse elastic scattering. The scattering coefficients of a three-dimensional elastic inclusion can be analogously defined using three-dimensional vector spherical harmonics and specially constructed vector wave functions. An added complication in three dimensions is that there are three wave-modes (P, SV and SH modes) which cannot be completely decoupled. It can be easily proved that the ESC possess similar properties in three dimensions.
The decay rates and the symmetry properties of the ESC are also discussed. The symmetry of the ESC can be traced back to reciprocity property of scattered waves in elastic media. These properties also indicate that only first few coefficients are significant and sufficient to cater to a variety of scattering problems. The high-order ESC contain fine details of shape oscillations and geometric features of the inclusion. Thus, the largest order of stably recoverable ESC determines the maximal resolving power of the imaging setup and determines the resolution limit in feature extraction frameworks.
For reconstructing significant ESC from multi-static response data, we have formulated a truncated linear system of equations where the truncation parameter can be tuned depending on the requirements of the actual physical problem, stability constraints, truncation error, and the measurement noise. This truncated system is converted to a matrix system wherein all the ESC up to truncation order are arranged into a matrix that happens to be Hermitian. The system is shown to be ill-conditioned, however, the additional constraints dictated by the reciprocity principle and conservation of energy can be effectively used to gain stability. The Hermitian property is pertinent to designing subspace migration type shape identification frameworks in elastic media. Moreover, shape descriptors and invariant features of elastic objects can also be discussed using ESC. This will be further discussed in a forthcoming article.
As an application of ESC, we constructed the scattering coefficients vanishing structures and elucidated that such structures can be used to enhance the performance of nearly elastic cloaking devices. The designed nearly cloaking scheme can be used for cloaking only compression or shear waves by using the corresponding ESC. This suggests that ESC proposed in this article play more important role than the acoustic scattering coefficients. The results presented in the article are not restricted to only two dimensions and can be easily extended to three dimensions.
In future studies, the role of ESC in mathematical imaging, especially from the perspectives of designing shape invariant and descriptors in elastic media, will be investigated. Moreover, in order to handle inverse elastic medium scattering problems and to understanding the superresolution phenomena in elastic media, the concept of heterogeneous ESC will be discussed.
A Multipolar Expansion of Elastodynamic Fundamental Solution
Note that, by Helmholtz decomposition, Γ ω (x, y)p can be decomposed for any constant vector p ∈ R 2 and x = y as (see, for instance, [1, 27] )
By (2.2), one can easily show that
where the reciprocity relations 
n (κ|x|)e inθx J n (κ|y|)e inθy .
Consequently, it follows from (A.2),(A.3), and (2.3) that
The identity (3.11) follows by substituting the values of G α in the decomposition (A.1) and using the definition of J α and H α .
B Proof of Lemma 3.5
Proof. Since our formulation here is based on an integral representation in terms of the densities ϕ and ψ satisfying (2.8), we take a different route than those already discussed in [46, 49] without directly invoking the argument of reciprocity. Let us first fix some notation. For any v, w ∈ H 3/2 (D) 2 and a, b ∈ R + , define the quadratic form 
and consequently from (B.1)
We will also require the constants
.
) be the solutions of (2.8) with u inc = J α and u inc = J β respectively, i.e.
Then, by making use of the jump conditions (2.4), W α,β m,n can be expressed as
Further, by invoking (B.7) and subsequently using (B.2) and (B.3), one gets the expression
This, together with (B.6), leads to
It is easy to see that the first and the fourth terms cancel out each other thanks to (B.3). Therefore, 
C Proof of Theorem 3.7
In order to prove identity (3.23), we follow the approach taken by [46] . Since W ∞ is independent of the choice of incident field, we consider the case when the plane waves It can be easily seen, by the definitions of A and γ, and the fact that W ∞ is Hermitian, that
On the other hand, using the orthogonality relations (3.1)-(3.2) of the cylindrical surface vector potentials and fairly easy manipulations, we havê Recall that each term on the RHS of the above equation is a scalar and the matrix W ∞ is Hermitian. Thus, the second term cancels out the third one on transposition. Finally, the first and the fourth terms can be combined to yield 
D Proof of Theorem 5.2
Recall that, for t → 0, J n (t) = t n 2 n Γ(n + 1) + O(t n+1 ),
n (t) = −i
n ) ′ (t) = i 2 n Γ(n + 1)
Hence, by the definition of B 
It implies that
Moreover, the inverse of M n,j can be expressed as 
