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Abstract  Analytical calibration using ordinary least squares (OLS) is the most widely applied response function 
for calibration in all type of laboratories. However, this calibration function is not always the most adequate and its 
indiscriminant use can lead to obtain biased estimates of unknowns. Students need to be taught about the practical 
requirements needed to obtain good results with OLS and when this fitting method is not accurate. Different 
experimental calibration curves were obtained in laboratory sessions using two common instrumental techniques: 
chromatography and atomic absorption spectrometry. After discussion seminars evaluating the data obtained by 
students, they were able to understand that linear fitting was not the most accurate model using atomic absorption 
spectrometry and a quadratic fitting provided most accurate estimates. Linearity was confirmed in chromatographic 
calibrations, but data presented heteroscedasticity, which is very common in calibrations done in chemical and 
biological analyses. A simple experiment was applied to show students how the use of the regression coefficients 
obtained by OLS with heteroscedastic data lead to highly biased estimates near the quantification limits of the 
calibration curve. The results obtained allowed to show students that, despite being widely used, OLS is not the most 
adequate fitting model to obtain accurate and precise results with many calibration methods routinely used in 
chemical and biological laboratories. 
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1. Introduction 
Many chemistry and biological experiments are devoted 
to the estimation of an unknown sample concentration. 
For this purpose, a well-designed and interpreted response 
function (y=f(x), where y is the dependent variable, 
usually an instrumental signal, and x is the independent 
variable, commonly a concentration) is essential. Despite 
the critical importance of a correct definition and proper 
use of the calibration function, the practical aspects to 
consider when applying calibration curves in laboratory 
analyses and how to evaluate the utility of the parameters 
obtained are usually briefly showed to university students. 
It is common to associate a calibration function with a linear 
function using ordinary least squares (OLS), a mathematical 
model that is implemented in common computer software 
and scientific calculators. The function is defined by:  
 𝑦𝑦 = 𝑏𝑏0 + 𝑏𝑏1𝑥𝑥 
where b0 and b1 are the regression coefficients, called the 
intercept with the y-axis or origin (b0) and the slope or 
sensitivity (b1). OLS estimates these coefficients with the 
goal of minimizing the sum of the square residuals 
generated between each experimental response (yi) and its 
predicted y-value from the generated function (𝑦𝑦𝑖𝑖� = 𝑏𝑏0 +
𝑏𝑏1𝑥𝑥𝑖𝑖): 
 ∑𝑟𝑟𝑟𝑟𝑟𝑟2 = ∑(𝑦𝑦𝑖𝑖� − 𝑦𝑦𝑖𝑖)2. 
During conversations along years with university 
students, they always claim that analytical chemistry 
lecturers are too repetitive about the calibration subject 
and the practical requirements needed to apply and use 
correctly a response function. They indicate that all 
scientific calculators can perform basic OLS calculations, 
which allow them to obtain in few minutes the three only 
parameters they are interested about: intercept, slope, and 
determination coefficient (R2). This simple answer 
indicates that they can make many mistakes when doing 
calibrations. Unfortunately, the same idea is followed by 
many researchers. 
There are many excellent textbooks containing calibration 
chapters where OLS is widely explained from a theoretical 
point of view. However, this topic should be taught 
differently when students have to face with calibrations in 
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a practical way, during laboratory sessions, where the 
main objective is to use the response function for 
obtaining accurate and precise estimations of unknowns in 
samples. Students must understand that the correct 
application of a calibration model must not only rely in the 
statistics used to build the curve, understanding the 
limitations of the assay and the instrument are also critical 
to the curve’s success [1]. When manipulating laboratory 
data, students have to take into account the experimental 
parameters that can affect their results, to discern about 
the accuracy and precision of their results, and to be able 
to determine whether a linear response function is appropriate 
for a specific experiment.  
When calibration functions are determined from 
experimental laboratory data, there is a common tendency 
to avoid the fact that any statistical function is based in the 
fulfillment of some requirements, which have been 
applied in the development of the model. In the specific 
case of OLS the requirements to be fulfilled are: (i) the 
relationship between the dependent (signal) and independent 
(concentration) variables is linear; (ii) there is no error for 
the independent variable or is less than one-tenth of the 
error in the dependent variable (i.e., errors in preparing 
standards are negligible compared to signal errors); (iii) 
errors in the dependent variable are normally distributed 
for each value of the independent variable; and (iv) 
variance of the dependent variable is constant at all values 
of the independent variable (homoscedasticity). Statistically 
accurate estimates can only be provided when all assumptions 
are fulfilled. Unfortunately, it is very common to face 
situations in laboratory calibrations where some of  
these requirements are not fulfilled, which can lead to 
significant bias and imprecision in concentration estimates 
[2,3].  
Linear OLS fitting is the most widely used response 
function for calibrations in chemical and biological 
analysis for one main practical reason: many instruments 
usually show linear detector response along some orders 
of magnitude. However, students have to understand that, 
in practice, the linear function is not the only and 
universal option, and cannot be indiscriminately applied to 
all analyses. There are some detection techniques, such as 
atomic absorption spectrometry (AAS) [4] and immunoassay 
methods [5], which are rarely linear in their response or 
present very short linear ranges to be useful. In such 
situations, other response functions have to be chosen.  
Another important aspect that students should know is 
that before an analytical method is implemented for 
routine use in a laboratory, it should be validated to 
demonstrate its fitness-for-purpose, which involves the 
verification of the calibration curve as a part of the 
suitability check carried out. The validation permits to 
identify and then control the factors responsible for signal 
variance, which could lead to biased estimation of 
unknowns. Once it has been established that the best 
response function follows a linear model and the 
confidence intervals for the regression parameters are well 
defined, an analytical method can be applied in routine 
analyses. This fact introduces another important topic to 
take into account when facing with analytical calibrations 
in the laboratory: method validation. The requirement of 
using validated methods in laboratories is very important 
and of common use in the industry, and it is also a 
requirement for certified and accredited laboratories. 
However, the use of validated assay methods is not a 
routine in many teaching and research laboratories.  
This study presents a discussion about the practical 
requirements to take into account for analytical calibrations 
done in chemistry and biological analyses, with emphasis 
in the most common problems and misconceptions 
observed during different university laboratory sessions 
where calibrations were used to determine estimates of 
unknowns. 
2. Methods 
210 students performed the laboratory sessions during 
the sixth term (out of eight) of the biotechnology degree at 
the University of Girona. The results were obtained during 
four academic years, from 2013/14 to 2016/17. Laboratory 
working groups consisted of 14-18 students, with 3-4 
working groups every academic year. 
Calibration curves obtained for five analytical methods 
using two different detection techniques were evaluated 
(liquid chromatography with ultraviolet detection, HLPC-
UV, and AAS). HPLC methods are expected to produce 
linear response, whereas AAS is usually non-linear in its 
instrumental response. The study has been limited to 
external calibration curves; internal standard and standard 
addition calibration curves are out of the scope of this 
discussion. A total of 77 HPLC and 56 AAS calibration 
curves were obtained during the period evaluated. A 
minimum of six standards were used in each calibration, 
with concentration levels evenly distributed along the 
working range. At least two calibration curves were 
obtained for each method inside a working group. To 
allow assessing the precision at each calibration level, 
students were informed to prepare standards at the same 
concentration levels during an academic year. A 
discussion meeting at the end of all laboratory sessions 
was performed every academic year with all students, 
where calibration results were compared and discussed. 
3. Results and Discussion 
Before starting laboratory sessions, students were asked 
about their previous use of calibration curves. They had 
used calibration curves many times in previous laboratory 
subjects and the response function was always assumed  
to be linear, applying OLS with no preliminary and 
theoretical considerations. They calculated the slope, 
intercept, and determination coefficient as the only 
regression parameters of interest. This confirmed that 
students were used to work with OLS but not to consider 
whether linear calibration is the best option and to assess 
the validity of the calibration function. When students 
were asked about the assumptions required for an OLS 
fitting to be adequate, all of them answered that they know 
nothing about these requirements. Unfortunately, this 
answer was not surprising as they had indiscriminately 
applied OLS in all their previous laboratory experiments 
without a preliminary evaluation of the model and the 
requirements related, which happens in many laboratories 
[2]. 
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The discussion sessions at the end of each academic 
year allowed evaluating the experimental results and 
detecting different mistakes and misconceptions in the 
calibration curves proposed by students. The majority of 
the mistakes and misconceptions found were associated to 
one of the following parameters: (i) homoscedasticity  
of the data; (ii) estimation of the goodness-of-fit;  
(iii) rejection of outliers; and (iv) treatment of the origin. 
3.1. Homoscedasticity/Heteroscedasticity 
Evaluation 
Many analytical and biological methods yield  
non-constant variances along the calibration range 
(heteroscedasticity) [2,6,7]. Therefore, the requirement of 
equal variances (homoscedasticity) is frequently not met 
in laboratory calibrations. From a practical point of view, 
the main experimental limitation for checking the 
assumption of variance homogeneity is the need to 
measure standard replicates, which is time consuming. 
This procedure is not usually applied for daily calibrations 
and it is only a requirement during method validation. To 
allow students to assess variance homogeneity, the 
measurements obtained at the same concentration level for 
different calibrations performed during the same academic 
year were used as replicates and the fulfilment of this 
requirement was evaluated during the discussion seminars. 
Two procedures can be applied for assessing 
homoscedasticity. The most simple is by plotting the 
results of the different replicates in the calibration graph 
or by obtaining the plot of the residuals, which is usually 
more instructive. An increase in the dispersion of the 
replicates or residuals over the concentration range 
suggests heteroscedasticity. A most reliable option is to 
perform a statistical test. The most adequate is the 
Levene’s test, designed to assess the equality of variances 
for more than two groups. 
Plots of the residuals obtained for all HPLC-UV 
methods showed an increase in the dispersion of the 
residuals (Figure 1a), indicating unequal variances. The 
calculation of the relative standard deviations (RSD) of 
the replicates at each concentration level showed that this 
is the constant parameter across the curve (RSDs=5.0±0.4% 
for the data in Figure 1a). Some studies have demonstrated 
that in heteroscedastic conditions, the instrument absolute 
errors (standard deviation, s, or variance, s2) are usually 
proportional to the concentration [8-14], and RSD is the 
constant parameter across the curve instead of the variance 
[8,10]. The Levene’s test was applied using the replicate 
measurements evaluated during discussion sessions and it 
confirmed that all chromatographic calibrations were 
heteroscedastic (p<0.015). 
This result indicated that the concentrations calculated 
by students in their analyses by HPLC need to be 
evaluated carefully because when OLS is applied with 
heteroscedastic data, the true variance of the estimates can 
be biased, which may lead to obtain incorrect results 
[1,15]. It has been demonstrated that despite the proportional 
error for heteroscedastic data is maintained most of the 
range of practical interest, it becomes constant in the  
low-signal limit [11,12]. For this reason, with heteroscedastic 
linear calibrations, OLS models fails to obtain accurate 
estimates in the lower range of the calibration curves, near 
the limit of quantification (LOQ), where precision loss can 
be as high as one order of magnitude [1,8,10,11,12]. In 
this situation, the best option to obtain accurate and 
precise estimates is to use weighted least squares (WLS) 
instead of OLS [1,6], which requires more complex 
calculations because weighting factors have to be 
determined at each concentration level. WLS calculations 
are not directly done with conventional scientific 
calculators and only statistical softwares introduce this 
option. Despite this, it is possible to prepare a macro in 
spreadsheets such as Excel to perform these calculations. 
 
Figure 1. Plots of the residuals obtained for some of the calibration 
curves evaluated. (a) HPLC-UV method with replicate measurements; (b) 
atomic absorption spectrometry method with replicate measurements; (c) 
atomic absorption spectrometry method without replicate measurements 
During the seminar sessions, both the OLS equation 
and the WLS equation were calculated for HPLC curves. 
The concentration estimates for all samples were 
determined with the two functions and the percentages of 
difference between them were calculated. For all samples 
with estimates at least one order of magnitude above the 
LOQ, the differences obtained ranged from -5 to +4%, 
which indicates that OLS gives accurate estimates for 
samples well above the LOQ. For samples with estimates 
near the LOQ, however, differences ranged from -15 
to -120%, which indicates that highly negative biased 
results are obtained near the LOQ with OLS for 
heteroscedastic linear calibrations.  
A simple experiment was done using one of the 
samples to be analyzed by HPLC to check this fact. For 
one of their samples, students were said to prepare a 
dilution of the aliquot obtained after sample treatment and 
just before instrumental analysis. The dilution factor was 
chosen to obtain a diluted aliquot at a concentration near 
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the LOQ. They had to analyze both the original aliquot 
and the diluted one and determine the concentration of the 
original sample from both results. The final concentration 
determined for each sample in these experiments should 
be the same independently of when the diluted or the 
undiluted aliquot was measured. The t-test for paired data 
confirmed that equivalent results were obtained between 
the results calculated using WLS and OLS for the 
undiluted aliquot (p=0.644, n=21, in one of the seminars). 
However, significantly smaller results were obtained 
applying OLS when the results of the diluted aliquot were 
measured (p<0.001). It was also found that the results 
obtained from diluted and undiluted samples were 
equivalent applying WLS (p=0.826), whereas significant 
differences were obtained with OLS (p<0.001). 
In the case of AAS calibrations (Figure 1b), the plots of 
the residuals suggested homoscedasticity, which was 
confirmed by the Levene’s test (p=0.955 for data in Figure 
1b). A rule of thumb is that if a calibration is restricted to 
concentrations of up to about 50-100 times the detection 
limit, equal variances are usually expected; outside this 
range, unequal variances are obtained [16]. The short 
dynamic range used in the AAS calibrations (less than one 
order of magnitude) allowed obtaining equal variances. 
3.2. Estimation of the Goodness-of-fit 
This is probably the parameter showing most 
misconceptions between students, and many times 
between researchers. Linearity is a requirement with OLS 
but it is not correct to assume that all calibration curves 
are linear. Different procedures for assessing linearity of a 
calibration, such as graphical plots, statistical tests and 
numerical parameters, have been proposed [7,17-19]. 
Unfortunately, linearity assessment has been subject to 
different definitions and interpretations, which results in 
some of these procedures not being equivalent and, 
sometimes, contradictory results can be obtained.  
The most frequently used numerical parameters in 
practice for assessing the goodness-of-fit are the Pearson’s 
or linear correlation coefficient (R) and the determination 
coefficient (R2). When students were asked about assessment 
of linearity in their previous calibrations, the answer 
obtained was always the same: they had only used R or R2 
and a minimum value of 0.99 was required to confirm 
linearity. 
Correlation and regression are two concepts intimately 
related when applying OLS because the calculation and 
handling of data are similar, which has led to an 
indifferent use of these two parameters. Unfortunately, 
none of these parameters should be considered to 
determine linearity as they are a poor measure of the 
curve-fit quality [7,17,20-25]. Low R2 values can be 
assumed for perfectly linear relationships depending on 
the fitness for purpose of the methods, and high R2 values 
can easily be obtained with data non-linearly distributed 
along a calibration curve [8,20]. 
A practical option to check linearity in routine 
calibrations is the use of a graphical plot. The simplest 
procedure is by plotting the paired data and to carry out a 
visual inspection of the distribution of the data over the 
calibration line (Figure 2). However, the plot of the 
residuals can provide most clear information concerning 
the goodness-of-fit (Figure 1). Sometimes, the graph of 
the standardized residuals or the studentized residuals is 
used, but the only advantage of using standardized values 
is in detecting possible outliers. Despite the practical 
utility of the residuals plots, it is not a potent tool to 
identify deviations from the linear regression model 
because no statistical test is involved. Moreover, some 
experience is required for a correct interpretation of the 
plot of the residuals. A large number of standards, with 
replicate measurements in case of heteroscedastic data, are 
recommended for a correct interpretation of the plot. It has 
to be taken into account that the inclusion of standards 
near the LOQ can easily disrupt the residuals plot, 
especially with heteroscedastic data.  
 
Figure 2. Calibration results obtained for the determination of Zn by 
atomic absorption spectrometry. Continuous line corresponds to the OLS 
fitting, whereas dashed line is for quadratic fitting 
The evaluation of the plots of the residuals suggested 
that chromatographic methods evaluated are linear and 
heteroscedastic (Figure 1a). In the case of the AAS 
calibrations, residuals distribution gave a non-linear 
distribution (Figure 1b and 1c). It is well known that AAS 
instruments are non-linear in their response [4]. For 
practical applications, small dynamic ranges are used in 
calibrations with AAS detection to obtain near-linear 
curves. However, it has been demonstrated that a 
quadratic function provides most satisfactory fitting than 
OLS with AAS calibration curves with limited curvature 
[26]. In practically all AAS calibration curves evaluated in 
the present study a slight curvature was observed and, 
despite OLS fittings gave R2 values ranging from 0.990 to 
0.999, better adjustments were obtained with quadratic 
fittings (Figure 2). 
The main drawback of applying OLS for non-linear 
curves is that results obtained from interpolation in linear 
models present systematic error [20]. To check this fact, a 
quality standard control was prepared by laboratory 
technicians at mid-scale level and was analyzed by all 
students. The percentage of agreement between the 
concentration of the standard control and the amount 
estimated with bot linear and quadratic fitting was 
estimated (Figure 3). The quadratic fitting yielded non-
biased results, whereas biased results, ranging from +5 to 
+7%, were obtained with OLS fitting. Similar bias errors 
and percentages were obtained in other studies comparing 
OLS with quadratic fitting for AAS calibrations [21]. 
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Figure 3. Box plots showing the recovery results obtained for a mid-
scale quality standard control with linear calibration (OLS) and second-
order calibration curve (quadratic) 
Another useful graphical option is to draw the linearity 
or response factors plot. This plot presents the advantage 
that usually gives a better idea of the spread of the data 
points around the fitted straight line and also gives some 
indication on the percentage of error to be expected for 
estimated concentrations [22]. The response factor (RF) or 
sensitivity for each standard is obtained by calculating the 
signal-to-concentration ratio, and it is plotted against the 
concentration of that standard. To prevent leverage effects 
due to possible outliers, the median RF is calculated as the 
center value instead of the mean, and tolerance limits are 
determined by multiplying the median value by constant 
factors. The IUPAC has suggested a tolerance limit of  
±5% for chromatography calibration curves [27]. Other 
guidelines accept tolerance limits ±20% [28]. 
In the case of chromatographic calibrations, linearity 
plots confirmed the goodness-of-fit of the linear function 
(Figure 4a). RF values were randomly distributed around 
the mean value, falling inside the set tolerance limits for 
chromatographic methods of ±5%, except for a positive 
deviation that was observed for the first standard when it 
was prepared at a level near the LOQ. It has to be 
remembered that chromatographic calibrations presented 
heteroscedasticity and this implies that estimates near the 
LOQ give biased results when OLS fitting is used. 
The linearity plots obtained for AAS methods (Figure 4b) 
confirmed a non-linear distribution. RF values were not 
randomly distributed around the mean value, falling many 
times out of the confidence limit. The percent relative 
errors of back-calculated concentrations of each standard 
(%RE) were determined by applying both the OLS and the 
quadratic functions (Table 1). It has been proposed  
that this value should not surpass a cut-off limit of  
±15%, and of ±20% near the LOQ, for a correct curve  
fitting [7,18,28]. The linear function gave non-random 
distribution of %RE with large bias at low concentration, 
usually surpassing the ±20% cut-off. However, quadratic 
functions gave random error distribution along the 
calibration curve, with acceptable percentage of error at 
all levels, including near the LOQ. 
The most powerful way of assessing linearity is by the 
use of statistical tests. However, these tests require many 
experiments with the use of large number of replicates at 
each concentration level. For this reason, their use is not 
common for routine calibrations and it is practically 
restricted to validation processes. There are two statistical 
test widely accepted for assessing linearity: analysis of 
variance lack-of-fit (LOF) and Mandell’s test. The LOF 
test is more general [22] and requires 4-6 replicates  
at each experimental level to decrease the uncertainty 
significantly along the experimental range [22,29]. The 
Mandel test is limited because it only allows explaining 
the lack of linearity in the case of quadratic models. In this 
test, two residual errors are calculated, one for the OLS 
model and another for a quadratic regression function. An 
F-test is then applied to decide whether the quadratic 
regression is a better mathematical model than the linear 
regression using the null hypothesis that the two models 
are equivalent. The LOF test was performed during 
discussion sessions for all calibration curves and p-values 
obtained ranged from 0.081 to 0.195 for HPLC curves, 
which confirmed the linearity of the chromatographic 
calibrations. In the case of AAS calibrations, p-values 
were always <0.01. 
 
Figure 4. Response functions (RF) plots obtained for a chromatographic 
curve (a) and an atomic absorption curve (b). Continuous line indicates 
the mean RF value. Dashed lines are drawn for the ±5% cut-off values 
3.3. Outliers 
Calibration curves have to be inspected for possible 
outliers and points of influence [30]. A measurement is an 
outlier when this point is well separated from the other 
calibration points and it is due to a gross error when 
preparing the standard or performing the measurement. 
Sometimes, a suspected result is not an outlier because it 
is due to the variability in the measurements or it is due to 
the fact that the curve does not follow a linear trend in the 
range evaluated, which may happen with points at both 
extremes of the calibration range where curvature of 
instrument response is expected. 
 
6 World Journal of Analytical Chemistry  
The common procedure followed by students for the 
elimination of discordant points in previous calibrations 
was by inspecting the scatter plot and removing those 
points that did not seem to follow a linear tendency, until 
a “good” R2 value was obtained. Unfortunately, this wrong 
procedure is commonly applied in many laboratories. 
Table 1. Back-calculated concentrations for the standards used in an 
atomic absorption spectrometry calibration method using the 
ordinary least squares and quadratic fitting models. %RE 
correspond to the percentage of error of the back-calculated value 
with respect to the concentration of the standard (%𝐑𝐑𝐑𝐑 = 𝟏𝟏𝟏𝟏𝟏𝟏 (𝐁𝐁𝐁𝐁−𝐁𝐁)
𝐁𝐁
) 
Standard conc. Back-calculated (BC) % RE 
(C) (mg·L-1) Linear Quadratic Linear Quadratic 
0.1 -0.01 0.11 -110 % +10 % 
0.3 0.06 0.25 -80 % -17 % 
0.5 0.54 0.52 +8 % +4 % 
0.8 0.84 0.79 +5 % +1 % 
1 1.02 1.02 +2 % +2 % 
1.3 1.29 1.32 -1 % +2 % 
1.5 1.51 1.47 +1% -2 % 
1.8 1.75 1.83 -3 % +2 % 
 
It is important to teach students that the decision of 
removing an experimental result should not be only based 
in the visual inspection of the data and checking simple 
parameters such as R2. Some statistical calculations and 
experimental confirmation with validated parameters or 
independent standard controls is required. When working 
in a laboratory with experimental results, it is needed to 
check if the suspect result is due to an instrumental error 
during the measurement or to some mistake during the 
preparation of the specific standard. The option of an 
instrumental error can be assessed by measuring another 
time the same standard. If the new measurement gives the 
same result, it is required to prepare a new standard at the 
same concentration to check if the mistake was in the 
preparation of the previous standard. This procedure 
allows solving the problem with outliers inside the linear 
range, but does not solve the problem with influence 
points in the extremes of the calibration curve. The main 
limitation is that it is time consuming and in some 
procedures, such as in many immunoassay methods, 
cannot be applied because all calibrators and samples are 
measured at the same time in multiple well plates. 
Some statistical options have been proposed to assess 
possible outliers without the need to repeat experiments. 
The best option is having replicates for each standard. In 
this situation, a statistical test is applied to determine if 
one of the replicates of a standard is an outlier and can be 
omitted before applying the regression model. However, 
this is not the most common situation in routine 
calibrations. The most general situation is having a single 
value for each calibration standard. In this situation, a 
common solution is to perform an outlier test using the 
residuals to check whether there is a calibration point 
presenting an excessive residual value. A best option is to 
obtain the standardized residuals and check if one value is 
above a set value of ±2 (because for normal distributions, 
95% of the results are inside ±2σ). 
In the present study, outliers were only evaluated for 
the chromatographic curves because AAS curves were not 
linear. It was asked students to perform a visual inspection 
of their calibration curves and to indicate possible outliers. 
They suggested the presence of outliers in 11 curves 
because the removal of the suggested value yielded better 
R2 values. During the seminar session, the standardized 
residuals were calculated for the calibrations with 
proposed outliers but the presence of outliers was only 
confirmed in one calibration. 
3.4. Treatment of the Origin 
When students were asked about the use of the  
zero-point calibration (0,0) for the regression fitting, 
around 50% answered that they had always introduced this 
point in their regression calculations because they had  
set the zero response of the instrument with a blank. 
Unfortunately, this can be a source of bias for two main 
reasons. First, analytical instruments have a background 
signal or noise, which is expected to be non-zero. Second, 
zeroing the instrument signal before doing an analysis is 
not the correct way to obtain the real value of the blank; it 
is required to run a replicates of a true blank with the 
method and this usually results in a signal value different 
from zero due to the random noise signal. Another 
problem is that absolute zero concentration can never be 
measured in chemical and biological analyses. If we 
prepare a calibration curve with a large number of points 
between blank and LOQ levels, we will see that there is 
always a curvature at low levels because there is a 
minimum concentration (limit of detection) from which 
the signal obtained does not differ from the noise of the 
instrument, and this value is always >0. 
I always suggest my students that expecting that the 
true relationship between two variables has to pass 
through the origin is not enough to force the estimated 
relationship through the origin [7]. A calibration function 
cannot be considered with intercept equal to zero unless it 
is demonstrated that b0 is not significantly different from 
zero [7,28,31]. The significance of intercept values can be 
determined by different ways [7,25]. First, by applying the 
Students’ t-test considering the null hypothesis b0=0. 
Second, by calculating the confidence interval of the 
intercept and checking if this span zero. These two tests 
can be easily done with Excel for linear calibration models. 
Table 2 shows the results obtained in one of the HPLC 
calibrations evaluated. In this case, the OLS fitting 
showed that b0 can be considered zero as the t-test gave 
p=0.273, which means that the null hypothesis (b0=0) is 
true. This result together with the fact that the HPLC 
methods evaluated present heteroscedasticity permitted to 
demonstrate students how the decision whether to use b0 
in their calculations has a significant effect on those 
determinations at low concentrations, near the LOQ. The 
calculation of the percent relative error of back-calculated 
concentrations (%RE) allows obtaining a measure of the 
error obtained when using the proposed regression 
equation, and, as indicated in a previous section, a ±20% 
cut-off value near the LOQ is usually set [7,18,28]. In the 
example shown in Table 2, the first standard was prepared 
at a concentration near the LOQ. The results obtained 
indicate that when b0 is applied to back-calculate the 
concentration, bias obtained for the first standard was 
excessive (106%). On the other hand, the removal of b0 in 
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back-calculations allowed obtaining good percentages of 
error at this level (6%). For those standards prepared well 
above the LOQ, the use of the intercept does not interfere 
significantly in the percentage of relative back-calculated 
error. 
Table 2. Calibration results for one of the evaluated HPLC 
calibrations. Regression coefficients obtained by OLS: b0= 79636 
(sdb0=62666); b1= 399478 (sdb1=3602); R2=0.9997 
xi yi BC(a) %RE(b) BC (a) %RE(b) 
(mg·L-1) (peak area) (y=b0+b1x)  (y=b1x)  
0.2 74810 -0.01 106 0.19 6 
5.0 2661577 4.95 1 5.16 -3 
10.0 4159177 10.21 -2 10.41 -4 
15.0 6143993 15.18 -1 15.38 -3 
25.0 10114050 25.12 -1 25.32 -1 
29.0 11560281 28.74 1 28.94 1 
(a) BC: back-calculated concentration 
(b) %RE is the percent relative error of the back-calculated concentration. 
 
The removal of the intercept, when it does not differ 
statistically from zero, in the calculations for linear calibrations 
with heteroscedastic data helps to minimize the loss of 
precision of heteroscedastic data near the LOQ and 
improves the accuracy of the results obtained at this level. 
However, significant bias can still be obtained. The same 
undiluted and diluted aliquots evaluated in the heteroscedastic 
section were also measured applying OLS with y=b1x. 
The t-test for paired data yielded p=0.027, which confirms 
that there is still a significant bias for estimates near the 
LOQ, and WLS is required to obtain highly accurate results. 
3.5. Confirmation of the Accuracy of 
Estimates 
Once the best fitting model is found, a calibration curve 
is built to associate a response to a concentration. However, 
for quantitative calculations the accuracy of the result 
obtained must be confirmed. This requires the use of quality 
standard controls to confirm the response obtained through 
the calibration curve with a known concentration [1]. The 
analysis of some independent standard controls is needed 
(i) to check that the instrument response has not changed 
and regression coefficients are maintained inside the 
determined confidence intervals, and (ii) to confirm that 
no gross errors have been made in the preparation of stock 
solutions. 
Linearity evaluation of the chromatographic curves 
indicated that 74 curves were linear. However, different 
results were obtained by different groups of students for 
replicates of the same sample, as observed during the 
presentation of their results in the discussion seminars. As 
an example, in one of the seminars seven linear calibration 
curves were confirmed after evaluating the linearity. 
Replicates of the same soft drink sample, which was used 
as quality control sample, were evaluated with each 
calibration. No differences were observed for the instrumental 
responses obtained for the replicates (RSD <5%). 
However, concentrations estimated with each calibration 
were not equal. One group reported a concentration 15% 
higher than the values reported by the other groups. The 
revision of the different calibration functions showed  
that the sensitivity of the calibration function for the 
suspecting group (b1=341,070, sdb1=4,093, R2=0.9995) 
was smaller than those obtained by the other six groups 
(mean b1=380,731, confidence interval= ±5,150). The 
application of the Grubbs’ test to check if the suspected 
sensitivity value was an outlier gave a G-value of 2.164 
(higher than the tabulated G-value of 2.097 for n=7 and  
99% significance). A revision of the laboratory notebooks 
permitted to find that the suspected group made a mistake 
in the preparation of the stock solution, during the 
dissolution of the solid reagent. In the following steps, 
they did not make errors during the dilutions of the  
stock solution to prepare the calibration standards, which 
yielded a systematic proportional error in the reported 
values of the concentration for the standards. In these 
conditions, they obtained a linear calibration with a biased 
sensitivity.  
Similar problems were found in 21 chromatographic 
calibrations (28.4%) along the period evaluated. This 
situation helped students to understand that (i) they cannot 
base their results only on a good linear calibration, and (ii) 
the importance of the analysis of standard controls. 
4. Conclusions 
As any other statistical function, calibration functions 
are mathematical models that only requires of some pairs 
of data to provide us some results. However, results 
obtained can only be accurate and precise when a correct 
selection of the experimental conditions and a good 
evaluation of the model are applied. During their 
formation, students must learn about all the practical 
considerations that may have a significant effect on their 
laboratory results. Moreover, they must be able to discern 
if their results are accurate and precise. 
This study has been focused to sow students the 
practical aspects that should be considered when using 
calibrations in the laboratory, and how to assess the 
validity of the fitting model used. Students applied OLS to 
two analytical methods and found that, despite its 
extensive and indiscriminate use, OLS is not the best 
fitting method for many analytical calibrations.  
The results obtained for the different linearity test 
showed that all AAS calibrations gave valid curves, with 
no outliers or gross errors found despite students 
considered many points as incorrect. This was due to the 
fact that AAS calibrations were not linear. Therefore, their 
“proposed” outliers were not biased results. For these 
calibrations, a quadratic function provided better fitting 
and most accurate estimates. 
The evaluation of the HPLC methods allowed students 
to understand that in calibrations with linear response it is 
common to obtain heteroscedastic data, which results in 
OLS giving biased results for estimates at low levels, near 
the quantification limits. 
Finally, the importance of checking the results with 
quality controls was also demonstrated. At the end of the 
sessions, students had a different consideration about 
calibration and understood that results obtained with 
conventional OLS can be many times biased and imprecise. 
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