Abstract-In human-to-computer interaction, facial animation in synchrony with affective speech can deliver more naturalistic conversational agents. In this paper, we present a two-stage deep learning approach for affective speech driven facial shape animation. In the first stage, we classify affective speech into seven emotion categories. In the second stage, we train separate deep estimators within each emotion category to synthesize facial shape from the affective speech. Objective and subjective evaluations are performed over the SAVEE dataset. The proposed emotion dependent facial shape model performs better in terms of the Mean Squared Error (MSE) loss and in generating the landmark animations, as compared to training a universal model regardless of the emotion.
I. INTRODUCTION
In the past few years, deep learning algorithms have successfully deployed in many areas of research, such as computer vision and pattern recognition, speech processing, text-tospeech and many other machine learning related areas [1] , [2] , [3] . This has led the gradual performance improvement of many deep learning based statistical systems applied to various problems. These fundamental improvements also motivated researchers to explore problems of human-computer interaction (HCI), which have long been studied. One such problem involves understanding human emotions and reflecting them through machines, such as emotional dialogue models [4] , [5] .
Its natural for humans to identify the emotions and react accordingly. However, perception of emotion and affective response generation are still challenging problems for machines. In this study, we target to estimate facial animation representations from affective speech. For this purpose, we construct a two stage process, where the first stage uncovers the emotion in the affective speech signal, and the second stage defines a mapping from the affective speech signal to facial movements conditioned on the emotion.
Emotion recognition from speech has been an active research area in HCI for various applications, specially for humanoid robots, avatars, chat bots, virtual agents etc. Recently, various deep learning approaches have been utilized to improve emotion recognition performance, which includes significant challenges in realistic HCI settings. Before the deep learning era, classical machine learning models, such as hidden Markov models (HMMs), support vector machines (SVMs), and decision tree-based methods, have been used in speech emotion recognition [6] , [7] , [8] , [9] . As deep neural networks become widely available and computationally feasible, wide range of studies adapted complex deep neural network models for the speech emotion recognition problem. Among these models, Convolutional neural network (CNN) based models are successfully utilized for improved speech emotion recognition [10] , [11] . In another setup, a recurrent neural network model based on text and speech inputs has been successfully used for emotion recognition [12] . Early research on acoustic to visual mappings investigated different methods including Hidden Markov Models (HMM), Gaussian Mixture Models (GMM) and Dynamic Bayesian Networks (DBN). One of the pioneers to produce speech driven facial animation used classical HMM [13] , where they successfully mapped states of the HMM to the lip parameters; moreover they also proposed to utilize visemes in mapping HMM states to visual parameters. Their idea of using visemes was later used by many researchers for synthesizing facial animations via speech signals [14] , [15] .
Another early work on facial animation used classical machine learning approaches, where the 3-D facial movements were predicted from the LPC and RASTA-PLP acoustic features [16] . Later, [17] proposed to consider context by tagging video frames to audio frames from past and future. Mostly, the mapping from speech to visual representations is performed over offline data. As a real-time solution, [18] proposed a generative adversarial network (GAN) based audio to visual mapping system that can synthesize the visual sequence at 150 frames/sec.
Recently, [19] focused on generating facial animations solely from the phoneme sequence. They use a DNN based sliding window predictor that learns arbitrary nonlinear mappings from phoneme label input sequences to facial lip movements. Contrary to the conventional methods of mapping phoneme sequence to fixed number of visemes in [15] , [14] , they generate a sequence of output video frames for the input speech frame, and took the mean of that sequence to map the active speech frame to a single video frame.
In the literature, research on facial animation from affective speech is limited, this is mostly due to scarcity of labeled affective audio-visual data. In a recent study, the problem of embedding emotions in speech driven facial animations has been modeled through an LSTM model [20] . They employed the RAVDESS dataset in their study [21] , which only includes two-sentence setup with limited phonetic variability. In our earlier work, [22] , we proposed a deep multi-modal framework, combining the work of [19] using phoneme sequence with spectral speech features to generate facial animations. Our work successfully demonstrated the good use of CNN models to capture emotional variability in mapping affective speech to facial representations.
The IEMOCAP dataset [23] has been widely used in the literature for audio-visual emotion recognition task. Although the IEMOCAP delivers a rich set of affective audio-visual data, it mostly lacks frontal face videos and emotion categories are not all balanced. In this study, we choose to use the SAVEE [24] dataset. It delivers a balanced set of affective data as well as including clear frontal face videos, which help significantly to train better facial representation models.
Our contributions in this paper are two fold. First we present a speech emotion recognition system which is trained with the SAVEE dataset to understand the emotional content in underlying speech signal. Secondly, we present a emotion dependent speech driven facial animation system which map the speech signal to facial domain according to emotional content.
The reminder of this paper is organized as follows. In Section II, we describe the proposed methodology for the emotions based speech driven facial shape animations. we give experimental evaluations in Section III. Finally, conclusions are discussed in Section IV.
II. METHODOLOGY
We model the affective speech animation problem as a cascade of emotion classification followed by facial parameter regression as depicted in Figure 1 . The affective content of the input speech is first classified into one of the 7 emotion categories, then the corresponding emotion dependent deep model maps the spectral speech representation to the visual shape parameters.
A. Dataset
In this study, we use the Surrey Audio-Visual Expressed Emotion (SAVEE) dataset to evaluate the affective speech animation models [24] . The dataset consists of video clips from 4 British male actors with six basic emotions (disgust, anger, happy, sad, fear surprise) and the neutral state. A total , where f a j ∈ R 40×1 and N is the total number of frames. Figure 2 presents sample MFSC spectrograms from three different emotions.
A temporal sliding window of spectral image is defined to capture the spatio-temporal characterization of the input speech as F 2) Facial shape features: As defined in our previous work [22] , the facial shapes are described with a set of M = 36 landmark points on the lower face region, along the jaw line, nose, inner and outer lips and represented as
, where i is the landmark index and j is the sample index. The landmarks used in our experiments are extracted using the Dlib face detector [26] shown as red dots in Figure 3 . To obtain a one-to-one correspondence between the acoustic and visual features, the videos in the dataset are resampled to 25 fps. From the re-sampled videos, the landmark points are extracted at a 25 Hz rate and later up-sampled to 100 Hz using cubic interpolation, thus yielding a one-to-one match to the acoustic feature sequence.
The extracted facial shape set S = {S j } N j=1 are aligned using the Generalized Procrustes Analysis (GPA) [27] to remove the possible rotation, scale and position differences across speakers. Then a statistical face shape model is generated utilizing Principal Component Analysis (PCA) algorithm. PCA projects the shapes in the facial space S to a lower dimensional uncorrelated parameter space P = {P j } N j=1 . The projection between the two spaces is carried out using the mean and truncated eigenvector matrix of the covariance of S as defined in detail in [22] . In this study, 18 PCA parameters are used, which are covering around 99% of the variation in the dataset.
The target output sequence of the DNN is obtained utilizing a sliding window of size K v and stride 1 over the shape parameter space. The temporal shape feature sequence is represented as 
C. Speech emotion recognition
Emotion recognition from speech has been widely studied in the literature and the speech spectrogram is known to discriminate emotions well. As Figure 2 demonstrates sample variations of the MFSC spectrograms on three different emotions, we set the F a j spectral image as the acoustic feature to train and predict the emotion of the underlying speech. To this effect, we use a deep emotion recognition network (DERN), which includes 3 convolutional layers followed by a fully connected layer and a softmax layer at the output. The details of the DERN network are given in Table I .
In the emotion recognition phase, the DERN outputs an emotion label for each frame in a given test utterance as, e j = DERN (F a j ), whereẽ j is the estimated emotion label for frame j. For an utterance consisting of T frames, the estimated emotion sequence can be given as {ẽ j } T j=1 . Let's index the 7 emotions used in this study as e 1 , e 2 , . . . , e 7 . Utterance level emotion probability for the i-th emotion can be defined as
where ones function, 1(), returns 1 when condition is true else a zero. Then the top two emotions for the utterance can be identified as
The top second emotion is utilized when the confidence to the top emotion is weak. Hence, probability of the top second emotion is updated as
Then the normalized probabilities for the utterance level top two emotions are set as
corresponding to the top two emotions e * and e * * , respectively. 
D. Emotion dependent facial shape regression
We train a deep shape regression network (DSRN) to estimate the facial shape features F v j from the acoustic MFSC spectrogram images F a j for each emotion category, separately. Note that each DSRN model is trained for each emotion category, hence the estimated facial shape feature can be defined as the fusion of two estimates extracted with the top two emotions,
In this formalism, we have K v number of facial shape estimates for the frame j that are extracted from the neighboring estimates. The final facial shape estimation is defined as the average of K v estimates,
The DSRN is constructed with 4 convolutional layers, which are followed by 2 fully connected layers to estimate the shape features. We use dropout regularization method with probability 50% in the fully connected layers only, to overcome the over-fitting. ReLu activation function is used at each layer with Adam optimizer for hyper learning rate optimizations. Mean square error (MSE) is chosen as the objective function to be minimized. During the training, we only apply convolutions and pooling over the frequency axis, in order to further prevent any over-fitting, and also to preserve the temporal nature of speech. Detailed specification of the DSRN network is given in Table II. 
III. EXPERIMENTAL RESULTS
We deploy 5-fold cross-validation training and testing scheme, where 10% of the dataset is hold for testing the trained networks. From the remain of the dataset 80% is used for training and the remaining 20% is used for validation in each fold. Both of the deep models, DERN and DSRN, are trained using the Keras 1 with Tensorflow [28] backend on a NVIDIA TITAN XP GPU. The temporal window size for acoustic and visual shape features is set as K a = 15 and K v = 5, respectively.
A. Objective evaluations 1) Emotion recognition results:
The DERN model is trained over 200 epochs using the categorical cross-entropy loss function. Utterance level emotion recognition performances over the validation set are reported for each emotion category in Table III . All models sustain high average recall rates. The surprise emotion category model is observed to suffer the most, compared to other emotions. 2) Facial shape regression results: The mean squared error between predicted and original PCA coefficient values is used as the loss function for the training. The DSRN model is trained for each emotion category separately, which defines the emotion dependent models. We as well train an emotion independent model using all combined training data, which sets a baseline for evaluations. Figure 4 presents the MSE loss curve over the validation data through the learning process for emotion dependent and independent models. Note that the proposed emotion dependent regression attains significantly lower MSE loss values, which are more than 65% reduction in MSE compared to the emotion independent combined model.
The MSE loss performance of the cascaded trained DERN and DSRN models over the test set is given in Table IV . As obvious from the table, the proposed cascaded DERN and DSRN scheme performs better than the baseline model in terms of MSE in shape domain. In should be noted that given the true emotion labels of the utterances, the test loss of the DSRN is remarkably lower than the all combined model, which makes room to improve the performance of the DERN module in future work. Fig. 4 . The MSE loss over the validation data along the epochs for the emotion dependent (separate for each emotion) and independent (all combined) models.
B. Subjective evaluations
The resulting facial shape animations are also evaluated subjectively through visual user preference study. We use a mean opinion score (MOS) test to subjectively evaluate animations of the emotion dependent and independent models. The test is run with 15 participants using 7 conditions, which are the animations of utterances from the 7 emotion categories. Each test session for a participant contains 14 clips, where each condition is tested with the emotion dependent and independent models. During the test, all clips are shown in random order. In the test, each participant is asked to evaluate clips based on synchronization and emotional content of the animations using a five-point preference scale (1: Bad, 2: Poor, 3: Fair, 4: Good, and 5: Very Good). The average preference scores are listed in Table V . The proposed emotion dependent facial shape animation scheme is preferred over the baseline emotion independent scheme. Furthermore, in each emotional category a similar preference tendency, except for happy and sad categories, is observed as presented in Figure 5 .
IV. CONCLUSIONS
In this study we propose an emotion dependent speech driven facial animation system. A statistical shape model (PCA based) is trained to project the shape data into an uncorrelated lower dimensional parameter space, capturing 99% of variation in the training data. We observe that training separate models to map acoustic spectral features to visual shape parameters performs better than training a universal network with all the emotions combined. Our proposed emotion dependent facial shape animation model outperforms the emotion independent universal model in terms of the MSE loss and also in the subjective evaluations, facial animations of the proposed method preferred higher. As a future work we will investigate the ways to improve the accuracy of the speech emotion recognition system.
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