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Abstract—Finite Rate of Innovation (FRI) theory considers sampling
and reconstruction of classes of non-bandlimited signals, such as streams
of Diracs. Widely used FRI reconstruction methods including Prony’s
method and matrix pencil method involve Singular Value Decomposition
(SVD). When samples are corrupted with noise, they achieve an optimal
performance given by the Crame´r-Rao bound yet break down at a certain
Signal-to-Noise Ratio (SNR) due to the so-called subspace swap problem.
In this paper, we investigate a deep neural network approach for FRI
signal reconstruction that directly learns a transformation from signal
samples to FRI parameters. Simulations show significant improvement
on the breakdown SNR over existing FRI methods.
I. INTRODUCTION
Finite Rate of Innovation (FRI) sampling theory [1]–[4] has shown
that it is possible to sample and perfectly reconstruct classes of non-
bandlimited continuous signals which have finite degrees of freedom
per unit time. In this paper, we are interested in reconstruction of
a τ -periodic stream of K Diracs, which is the simplest FRI signal:
x(t) =
∑
l∈Z
∑K−1
k=0 akδ(t − tk − lτ), where ak, tk ∈ R are the
amplitudes and locations of the Diracs.
Perfect reconstruction of FRI signals can be achieved by sam-
pling using a class of kernels including polynomial and exponential
reproducing functions and functions satisfying Strang-Fix condi-
tions [2], [5]. Assuming sampling period T = τ/N , by using an
exponential reproducing kernel ϕ(t) that can reproduce complex
exponentials:
∑
n∈Z cm,nϕ(t − n) = ejωmt with ωm = ω0 + mλ
for m = 0, 1, ..., P , it is possible to map the obtained samples
y[n] = 〈x(t), ϕ (t/T − n)〉 = ∑l∈Z∑K−1k=0 akϕ (tk/T − n− lN)
for n = 0, 1, ..., N − 1 into the form of sum of exponentials:
s[m] =
N−1∑
n=0
cm,ny[n] =
K−1∑
k=0
ak
∑
n∈Z
cm,nϕ
(
tk
T
− n
)
=
K−1∑
k=0
ake
jω0tk/T︸ ︷︷ ︸
bk
ejλtk/T︸ ︷︷ ︸
uk
m = K−1∑
k=0
bku
m
k .
(1)
The unknown variables uk which correspond to the locations
of the Diracs can then be estimated using SVD-based methods
including Prony’s method with Cadzow denoising [3], [6] and matrix
pencil method [7]. Previous works [1]–[4] have shown that these
methods achieve an optimal performance defined by the Crame´r-Rao
bound until Signal-to-Noise Ratio (SNR) drops below a threshold,
namely the breakdown SNR as shown in Fig. 1. This breakdown in
performance is conjectured to be due to the subspace swap event
which happens when the signal subspace is estimated incorrectly
due to corruption of noise [8]. A key factor related to performance
breakdown is the relative distance between two neighbouring Diracs
∆tk/T with ∆tk = tk+1 − tk. The smaller the distance between
two nearby Diracs, the higher the breakdown SNR will be. Thus, the
subspace swap problem existing in current FRI methods [1]–[3] stops
us from recovering FRI signals with a higher resolution under noise.
II. PROPOSED APPROACH
In this paper, we investigate a Deep Neural Network (DNN)
approach for reconstructing FRI signal x(t) from samples y[n]. As
subspace estimation is not involved, our proposed method has the
potential to achieve robust reconstruction of FRI signals with a lower
breakdown SNR.
The DNN consists of 3 convolutional (conv) layers followed by
3 fully connected (FC) layers as shown in Fig. 2. Each of the conv
layers has filters of size 3. Rectified linear unit (ReLU) is used as
the activation function between each two layers. Mean-Squared Error
is adopted as training loss function. Backpropagation with Adam
optimizer [9] is used for learning.
III. SIMULATION RESULTS
In this section, we compare the performance of our proposed
method with the most common methods in FRI reconstruction includ-
ing Prony’s method with Cadzow denoising (Cadzow+Prony) [3], [6]
and matrix pencil method [7]. The standard deviation of the retrieved
locations is used for evaluation. The number of samples and signal
period are set to N = 51 and τ = 1, respectively. The sampling
kernel ϕ(t) is an exponential reproducing kernel of maximum order
and minimum-support (e-MOMS) [4] that can reproduce P +1 = N
exponentials at ω0 = −PpiP+1 and λ =
2pi
P+1
. We consider the simple
cases where K = 2 with tk ∈ [−0.5, 0.5) and ak ∈ R+ and SNR
∈ [−5, 50] dB.
For each SNR, a DNN is trained to perform inference from the
observed samples {y[n]}N−1n=0 to the locations of Diracs {tk}K−1k=0 .
The training data for each DNN consists of 105 training samples
with tk ∈ U(−0.5, 0.5) and ak ∈ U(0.5, 1.5) for k = 0, 1 where
U(a, b) denotes uniform distribution between a and b.
For evaluation, we assume unit amplitudes for two Diracs a0 =
a1 = 1. To investigate the breakdown effect caused by relative
distance between two Diracs, we fix the first Dirac at t0 = 0 and
change ∆t0 ∈ [10−0.5, 10−3] evenly on a logarithmic scale with
a step of 10−0.25. For each pair of SNR and ∆t0, Monte Carlo
simulations with 1000 realizations have been applied to evaluate the
standard deviation of estimated locations. From Fig. 3, we can see
that Cadzow+Prony method and matrix pencil method have a similar
breakdown SNR for a specific ∆t0 while our proposed method
achieves a much lower breakdown SNR. For instance, our proposed
method can provide reliable estimations when ∆t0 = 10−2 and SNR
≥ 10 dB whereas Cadzow+Prony method and matrix pencil method
requires SNR ≥ 25 dB. While our proposed method still provides an
accurate estimation to the locations with a small ∆t0, we also note
that FRI methods outperform DNN in the low noise regime (upper
right corner of Fig. 3).
IV. CONCLUSION
In this paper, we proposed a Deep Neural Network approach for
FRI signals reconstruction. Our proposed method is expected to have
a lower breakdown SNR as compared to the existing methods based
on subspace estimation. This is verified by the simulation results
which demonstrate that our proposed method is able to reconstruct
FRI signals at a low SNR region where the existing FRI methods
would fail.
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Fig. 1. Average standard deviation of retrieved locations of a stream of Diracs
over 1000 realisations as compared to the Crame´r-Rao bound. Both Prony
method with Cadzow denoising and matrix pencil method breaks down when
SNR drops below a threshold.
Fig. 2. DNN architecture to perform inference from the observed samples
{y[n]}N−1n=0 to the locations of Diracs {tk}K−1k=0 .
Fig. 3. Average standard deviation of the retrieved locations of a stream of Diracs over 1000 realisations at each SNR-∆t0 pair.
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