We formulate a generalized hybrid HMM-NN training procedure using the full-sum over the hidden state-sequence and identify CTC as a special case of it. We present an analysis of the alignment behavior of such a training procedure and explain the strong localization of label output behavior of full-sum training (also referred to as peaky or spiky behavior). We show how to avoid that behavior by using a state prior. We discuss the temporal decoupling between output label position/time-frame, and the corresponding evidence in the input observations when this is trained with BLSTM models. We also show a way how to overcome this by jointly training a FFNN. We implemented the Baum-Welch alignment algorithm in CUDA to be able to do fast soft realignments on GPU. We have published this code along with some of our experiments as part of RETURNN, RWTH's extensible training framework for universal recurrent neural networks. We finish with experimental validation of our study on WSJ and Switchboard.
Introduction
In speech recognition, the connectionist temporal classification criterion (CTC) [1] with its associated training method is sometimes used instead of a hidden Markov model (HMM) with framewise training based on Viterbi alignments, esp. in the context of hybrid modeling with artificial neural networks (NN's). CTC usually works on single-state phoneme labels including a special blank symbol and its optimization criterion sums over all possible alignments, whereas a hybrid HMM-ANN usually has multiple states per phoneme and works with fixed Viterbi alignments.
We show that CTC training is a special case of a generalized HMM training procedure which we will formulate and work out in this paper. The CTC topology can be interpreted as a special HMM topology without transition probabilities. The CTC training corresponds to framewise training with BaumWelch realignment, i.e. summing up the probabilities over all possible alignments. We will refer to this as full-sum training.
If the training of the model converges, the alignment will also converge. We refer to this as the optimal alignment by the model and we will discuss it under different conditions. We will explain the peaky behavior which is usually observed with CTC where the frame label with the highest probability is blank for almost all frames, except for very short peaks where the normal labels dominate. This is esp. true when trained with (bidirectional) long short-term memory ((B)LSTM) models. We also show methods to overcome this by jointly training a feedforward NN (FFNN).
Depending on whether dividing by a state prior probability in the hybrid neural network emission model or not, a generative or a discriminative model is obtained. We briefly discuss the differences in the ensuing alignment behavior.
We implemented the alignment procedure using the BaumWelch algorithm in CUDA as well as a Theano [2] wrapper around it. This allows us to perform training with only modest slowdown compared to using a fixed alignment. The whole training method is available in RETURNN, RWTH's extensible training framework for universal recurrent neural networks [3] .
We present experiments on the Switchboard and WSJCam0 corpus with full-sum training from a randomly initialized model with the conventional HMM topology (3 states per tri-phone) instead of the CTC topology (1 state per phoneme + blank).
Related work
Alex Graves introduced CTC in [1] with more details in [4] for RNNs. Many works on CTC followed such as [5] [6] [7] [8] [9] [10] [11] [12] [13] . It has been shown that context-dependent (CD) phone models (i.e. 1 state per phone) as opposed to classic 3-state HMM models perform better with CTC [14] . Also, state-level minimum Bayes risk (sMBR) sequence-discriminative training on top of a Viterbi-trained hybrid HMM still performs better than CTC, but state-level minimum Bayes risk (sMBR) applied on top of CTC performs even better [12, 15, 16] . In addition, CTC seems to improve over the Viterbi-trained hybrid HMM only if enough training data is used [7, 11, 12, [17] [18] [19] .
The first full-sum training with neural networks that we are aware of was demonstrated in [20] . Other similar work was shown in [21] [22] [23] [24] . Flat-start training with frequent realignments was also discussed in [25] [26] [27] . The CTC/HMM expressiveness to map long input sequences to short output sequences can also be achieved by the even more powerful encoder-decoder model with optional attention [28, 29] . Other alternatives are segmental models which are described in [30] [31] [32] . The lattice-free MMI method described in [33] can be seen as an extension to CTC or full-sum HMM training without prior but with a phone-level language model. In [11, 34] , a prior is included in decoding but not in training, i.e. not in the Baum-Welch alignment calculation. 
Using the maximum-likelihood criterion we obtain the following derivative:
The quantity qt(s|x
can be efficiently computed using the Baum-Welch algorithm and is also known as softalignment. Alternatively, one can also do the maximum approximation and calculate a Viterbi alignment and encode qt(s) as a one-hot encoding of the Viterbi alignment.
For neural-network based models the probability pt(xt|st, θ) in the conventional hybrid modeling is modeled as
where β and γ are tunable hyperparameters, and contrary to our assumptions, using RNN, actually the dependence on the full sequence x T 1 is introduced instead of the single frame xt. For estimating qt, the remaining factor p(x T 1 |θ) will cancel out. For the gradient, we do the approximation to assume that p(x T 1 |θ) is constant w.r.t. θ, and p(s) also is not modeled by θ, and set β = 1, thus we end up with
If we consider that qt(s) is fixed / pre-calculated by a previous model, this is the same gradient as for the cross entropy criterion. In this generalized training procedure the following variations are possible:
• Baum-Welch (full-sum) vs. Viterbi.
• Realignment: per mini-batch/epoch or externally fixed.
• HMM topology, e.g. Bakis [35] , one or more states, optionally with additional blank symbol. • Full transition probabilities or simpler stationary models, and its scale α.
• State posterior probability model, e.g. a deep bidirectional LSTM, and its scale β.
• State prior probability model and its scale γ.
Training in Practice
In practice there are many possible variations on how to compute the (soft) alignment qt(s|x T 1 , θ). Our group's standard procedure for classic systems is to steadily refine the alignment by starting with a linear alignment and then training increasingly powerful models which are then used to gradually obtain better alignments (monophone GMM → tied triphone GMM → speaker adapted GMM → framewise-trained NN).
In the full-sum training described in the previous subsection we do not necessarily need an initial alignment. Like CTCtraining, this model is able to start from scratch. We start with random parameters θ and use them to compute an alignment in each mini-batch. To make the model converge to a good solution, we found it necessary to set the acoustic-model scale β initially to a small value. This will smooth-out the probability pt(s|x T 1 , θ). Otherwise the resulting alignment will have low entropy (i.e. for each timeframe nearly all the probability mass is concentrated on one or two states), but will be wrong (i.e. not related to the evidence). We increase the value of β over time.
Relation to CTC
In this context, CTC can be seen as a special reduced HMM topology with a special blank state, no transition probabilities, no state prior probability model, trained with Baum-Welch soft alignments with realignments every mini-batch. The CTC loss LCT C (2) is different but optimizing it is equivalent to the optimization of L(θ) (1) in this reformulation. In the original CTC formulation, the target sequence a N 1 over symbols from a set S is extended as S = S ∪ {blank} and the sum is over all corresponding s
T (in short we write s
). In practice, the target sequence w N 1 is over words and the output labels S are sub-units like phonemes with the additional blank symbol, thus the sum is over all s
. Thus, in our notation, the CTC loss can be defined as:
= log
and for the gradient, we get:
where:
This is a special case of the full-sum HMM training as before, where the state-prior and transition model is omitted.
Optimal alignment properties
The CTC / full-sum training procedure implicitly converges to a well-localised soft alignment, which is optimal given the HMMarchitecture and hyperparameters during training, even though no explicit alignment is provided in training. To understand the convergence behavior of the state posterior model, it is useful to study the behavior of the alignment under specific conditions.
First we look at our baseline model, which was trained framewise based on a good externally provided fixed Viterbi alignment.
For easier analysis, we took a short segment with only the single word "possibly" with a single pronunciation "p aa s ih b l iy" where each phoneme occurs once in the pronunciation. At the beginning and end there could optionally be silence. The triphone sequence is then also deterministic, as well as the corresponding sequence of generalized triphone states as obtained by CART, with optional silence at the beginning and end. For the analysis we only plot the state posterior scores for these labels in the figures. We see that the model learns the alignment quite well, with the per frame posterior mass mostly falling into a single phoneme state, each (cf. Fig. 1 ).
Figure 1: BLSTM output, framewise trained based on fixed Viterbi alignment. X-axis shows time, y-axis shows states. Pixel intensity represents the value of the state-posterior. Note that silence is always state 0 in these plots.
Without a state prior model, i.e. with a uniform distribution for the state prior model, a typical Viterbi alignment will look like in Fig. 2 . Note that there are many alignments through the WFSA with the same probability, thus the choice of a particular alignment depends on the individual implementation.
Considering that our state posterior model is a bidirectional LSTM which has access to the full input sequence at any point in time, any monotonous target alignment would be trainable. Even a Gaussian mixture HMM does not provide actual phoneme boundaries, but with a BLSTM, nothing really enforces the model to learn an alignment reflecting anything near to actual phoneme boundaries that corresponds to the evidence in the input. The loss function simply has no way to account for that. It means that a BLSTM could just learn any monotonous alignment.
Without a state prior, the optimal score will be gained if the state posterior favors one class and provides high scores for it and the alignment in return favors also this same class. The optimal class for this behavior is one which can occur most often in the WFSA. For CTC, that is the blank, and for our conventional HMM, that is the silence. We can see that behavior in Fig. 3 . This is also the behavior reported by many groups for CTC with the blank. The time when the output label occurs in the BLSTM output is not really correlated to the corresponding time frame it occurs in the audio. In [12] , they even had to add a penalty to at least discourage the model from delaying the output for too long in a unidirectional LSTM.
Once the BLSTM tends to align in some way which does not correspond to the real alignment, all further training will only enforce this behavior. We argue that it is harder for a BLSTM to learn an unrelated alignment than to train it with a real (related) alignment where the input and output in one time-frame are highly related.
Also note that with a feed-forward neural network (FFNN), we enforce the model to correlate every input frame with the corresponding output, i.e. to do a proper alignment (or maybe with a fixed time-shift within the FFNN input window). That lead us to the idea to train a FFNN alongside with a BLSTM, to regularize the training to keep the alignment in the vicinity of the actual evidence within the audio data.
Note that even a FFNN without a prior will try to favor silence as much as possible as this optimizes the loss functionhowever, naturally the FFNN cannot learn that, although it tries, cf. Fig. 4 . From personal communication, the authors of [36] report the same behavior for a convolutional FFNN. A FFNN When we train a FFNN alongside with the BLSTM, we can train a model which is able to align more meaningfully w.r.t. the actual phoneme positions in the audio data, cf. Fig. 6 . Interestingly, this was with a prior scale of 0.4 because we now had the opposite effect, that silence was scored too low by the model. You still see low silence scores in the output and the model prefers to output the first and last CART label of the word phonemes instead.
Baum-Welch CUDA implementation
The implementation of the Baum-Welch alignment in CUDA is not complex. For each sequence's orthography we build a WFSA with RASR [37] . The edges of this WFSA are labeled with CART-labels and weights that are computed from a stationary transition probability. We transfer this data structure to the GPU and unfold it over time given the output of the neural network. A key ingredient to gain good performance was the usage of atomic Compare-and-Swap operations, which was inspired by [38] . The source code was published as part of RETURNN [3] and the configurations of the setups can be found at [39] .
Experiments

Alignment results
We tested the alignment properties of this full-sum training on the Cambridge Wall Street Journal Corpus [40] , as it provides manually created alignments. We trained a 4-layer BLSTM with 512 units per direction on 16 dimensional MFCC features. The prior during training was estimated iteratively using exponential decay with a decay factor of 0.9999. We start with an acousticmodel scale β of 0.10 and increase it by 0.05 each epoch until it reaches a value of 0.55. The transition-probability scale α was set to 0.25 for all results reported here. The output labels of the network were tied-triphone states, using a CART estimated using alignments generated by a monophone GMM system). Our system was trained using the CMU English pronunciation-lexicon [41] , while the reference alignments use a different phoneme set from the beep lexicon [42] . We restricted ourselves to mapping phonemes that do not appear in the CMU lexicon to phonemes that are often hypothesized instead. Different transcriptions and pronunciation variants introduce further error. Thus these results should mainly be compared relative to each other. To compare two alignments we compute the ratio of correctly labeled audio data. For the NN-based alignments a point in time in an audio file is labeled with the label of the closest frame-center, as we use standard 25ms frames with a frame-shift of 10ms. Fig. 7 shows the alignment error (relative amount of time where the labels from our system do not agree with the target alignment) for different values of prior scales γ. Clearly, using a tuned state prior provides results than are closer to the humangenerated alignment in comparison to not using a prior (γ = 0).
Switchboard
We use the 300h Switchboard-1 Release 2 (LDC97S62) corpus for training and the Hub5'00 evaluation data (LDC2002S09) is used for testing. We use a 4-gram language model which was trained on the transcripts of the acoustic training data (3M running words) and the transcripts of the Fisher English corpora (LDC2004T19 & LDC2005T19) with 22M running words. More details can be found in [43] . We use a 5 layer BLSTM. We have a reference Viterbi alignment from an existing tandem model. We use that Viterbi alignment for the framewise training as well as to calculate frame-error rates (FER) on a held-out crossvalidation set. For the framewise training, we compare training either on full sequences or on chunks of these (see [44] ). For full-sum training chunking is not straight-forward. Thus we always train on the complete feature sequence. Prior-estimation is done on-the-fly with exponential decaying average. The AMscale β starts low at 0.05, going up to 0.3, never to 1. We jointly train a FFNN alongside with the BLSTM and use CEsmoothing for the BLSTM, i.e. we interpolate between posteriors to calculate the Baum-Welch alignment. The FFNN initially has more weight (0.8, going down to 0.5, never to 0). We do the comparison to leave out the FFNN. The results are in Table 1 . First we notice that with framewise training we lose some WER performance by training on the full sequence instead of on chunks. This is a bit counterintuitive, although it probably leads to more stable training. This behavior is in line with [44] .
The full-sum experiments clearly show that without the FFNN, the BLSTM has troubles in learning an optimal alignment. Also, we see that this leads to worse WER, as we expected. We notice that the FER is still off from the framewise trained system, which indicates still some instability during the training, which leads to worse WERs compared to the framewise trained system. This maybe can be overcome by more careful tuning of the AM-scale scheduling, prior estimation and other hyper parameters. 
Conclusion & Outlook
The analysis presented in this work allowed us to better understand some of the properties of CTC training and full-sum training in general. We have shown that CTC is a special case of full-sum HMM training and that in order to obtain alignments that more closely correspond to the evidence in the audio data a state prior is essential. Our results on the Switchboard corpus show that it is possible to train a good ASR system from scratch without alignments from previous systems, although there is still a small gap between the framewise trained system and our new system. This might be overcome by more tuning of the hyperparameters, which is ongoing work. One point that was not addressed by this work is the tying of the triphone states by a CART. We used tyings obtained from alignments of previous systems. It would be desirable to do without state-tying in the future or at least learn it together with the alignment. We also did not perform any experiments with the original CTC topology in this work. Section 4 suggests to also use a prior in that case, which will be done in future work.
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