Abstract. Let 2 ≤ y ≤ x such that β := log x log y → ∞. Let ω y (n) denote the number of distinct prime factors p of n such that p ≤ y, and let µ y (n) := µ 2 (n)(−1) ωy(n) , where µ is the Möbius function. We prove that if β is not too large (in terms of x) then for each fixed a ∈ N,
1. Introduction 1.1. On the Binary Chowla Conjecture. Let µ denote the Möbius function. It is well-known that the Prime Number Theorem is equivalent to the statement that n≤x µ(n) = o(x). Thus, µ exhibits a lot of cancellation, and we in fact expect (according to the density hypothesis) that for each ǫ > 0 and x sufficiently large, µ has a sign change in any interval of the form (x, x + x ǫ ]. We also expect that the sign changes are random, and do not exhibit conspiratorial tendencies, such as µ(n) and µ(n + a) frequently changing sign simultaneously for a given, fixed a ∈ N. One of the first enunciations of this latter principle is due to Chowla [2] . Conjecture 1.1 (Chowla) . Let k ≥ 2 and let 0 ≤ a 1 < a 2 < · · · < a k be integers. Then In the binary case, i.e., k = 2, Chowla's conjecture is the statement that for any fixed a ∈ N, (2) n≤x µ(n)µ(n + a) = o(x). This is currently not known for any a ∈ N. In fact, even to show that the left side of (2) has absolute value at most cx, where c < 1, was an intractable problem until very recently, when Matomäki and Radziwi l l were able to prove this as a consequence of their work on short averages of multiplicative functions (see Corollary 2 of [16] for the corresponding result with the Liouville function λ in place of µ).
There has been some remarkable recent progress on Conjecture 1.1 itself. We mention the two following notable examples. Tao [21] proved a logarithmically averaged version of (2) , that is (3) n≤x µ(n)µ(n + a) n = o(log x).
Unfortunately, (3) is a strictly weaker estimate than (2) . In a different direction, Matomäki, Radziwi l l and Tao [17] proved that if one averages over all shift vectors a ∈ [0, H] k , where H → ∞ as x → ∞ then (2) holds for almost every such a. We shall prove the following two partial results in the direction of (2), which provide further motivation for the binary case of Conjecture 1.1 for any fixed shift. , where log k x is the kth iterated logarithm and x is sufficiently large. . Suppose that β ≤ e B(x) . For n ∈ N let ω y (n) denote the number of primes p dividing n with p ≤ y, and let µ y (n) := µ 2 (n)(−1) ωy(n) . Then for each fixed a ∈ N,
n≤x µ y (n)µ y (n + a) ≪ x 1 log 2 y + e
β log β .
b) Let µ(n; u) := µ 2 (n)e iuω(n) . If |u|, |v| ≤ 2π and w := max{|u|, |v|}, we have
n≤x µ(n; u)µ(n + a; v) ≪ x w log(1/w) + (log x)
(u 2 +v 2 ) .
Note that (4) states that if we only account for those prime factors p of integers n ≤ x such that p ≤ x o(1) then the corresponding correlation sums of µ y are small. In other words, those sign changes of µ(n) that are caused by "small primes" do not appear to correlate with those of µ(n + a). (5), while not directly related to (2) , roughly shows that if we replace µ(n) = µ 2 (n)e iπω(n) by µ 2 (n)e iuω(n) for any u = o(1) that is not too small as x → ∞ then the corresponding correlation sums are also small. Remark 1.3. Results like (5) appear to be completely new, and provide a collection of examples in the direction of a general conjecture on the size of correlations of non-pretentious multiplicative functions, originally due to Elliott (see, for example, Conjecture 1.5 in [17] ). Results like (4) do exist in the literature, but in weaker forms. To the author's knowledge, the first result of this form is Theorem 5 in [1] , where a correlation estimate of the type of (4) is established for a truncated version of the Liouville function, i.e., λ y (n) := (−1)
Ωy(n) , where Ω y (n) is the number of prime factors p of n with p ≤ y, counted with multiplicity. However, the parameter y is restricted in such a way that y ≤ (log x) 2+o (1) . Subsequently, Daboussi and Sarkőzy [3] established a more general theorem, applicable to the truncation of any 1-bounded multiplicative function, in which one may take any y ≤ x o (1) . As a particular case, they show that n≤x µ y (n)µ y (n + 1) ≪ x 1 (log y) 9 
. Their result is not explicitly stated for shifts a other than 1, though this restriction appears to be merely technical. We emphasize, though, that our probabilistic view of the problem motivates the methods that we employ in this paper, and these are substantially different from those used in [3] . Among other things, in [3] Brun's sieve is used, while in the present paper we appeal to the Rosser-Iwaniec sieve instead (see Lemma 2.4 below). This difference accounts for the appearance of the additional factor of log β in the second term in (4) above. In particular, when y ≥ x 1 3 log 3 x our estimate is superior to theirs. We believe that this improvement is worthwhile, considering that the main interest in a result like (4) is in its effectiveness when y is as close to x as possible in support of Conjecture 1.1. We also note that a ternary extension of the result in [3] was worked out by Ganguli in his thesis [9] . This extension essentially follows the same method of proof as that in [3] .
As our results suggest, the main focus of our arguments is on the behaviour of the pairs (ω(n), ω(n + a)), where n and n + a are squarefree. Indeed, observe that we can express (2) equivalently in the form n≤x µ 2 (n)µ 2 (n + a)e iuω(n) e ivω(n+a) = o(x),
where u = v = π. A moment's reflection (assuming one has probabilistic inclinations) suggests that the function of u and v resembles some variant of a characteristic function for a random vector. That is, suppose X := (X 1 , X 2 ) is a random vector on a fixed probability space (Ω, B, P), and let σ X := P • X −1 denote its law. We recall that the characteristic function of X is the Fourier transform of σ X , i.e.,
Let S a denote the set of integers n such that n and n + a are both squarefree. Choosing the finite probability space given by [1, x] ∩ S a with its power set and normalized counting measure, the characteristic function of the random vector n → (ω(n), ω(n+a)) isφ
where E * (x; a) := n≤x µ 2 (n)µ 2 (n + a). In particular, (2) is stating thatφ x (π, π) = o(1), as x → ∞. In the next subsection, we shall discuss an analogue of this estimate that is achievable, by way of a quantitative, bivariate generalization of the Erdős-Kac theorem. This is the crucial input into the proof of Theorem 1.2. Remark 1.4. In principle, our arguments extend to k-ary correlations of µ y and µ(·; u), as well as to certain classes of unimodular multiplicative functions. We postpone such extensions to a separate paper. Remark 1.5. In a sense, the approach we use as support for Chowla's conjecture is misguided. In light of an argument of Tao [22] , it is known that the estimate
for each a ∈ N, would be sufficient to prove the Twin Prime conjecture. The notorious Parity Problem in Sieve Theory prevents the Twin Prime conjecture from being tractable via Sieve methods alone; hence, it would seem that an attempt at proving Chowla's conjecture must also invoke additional parity barrier-breaking arguments. Our approach, as outlined in Section 2, involves generalizing a probabilistic framework of Kubilius in order to analyze joint distributions, and makes use of a composition of Rosser-Iwaniec sieves (see Lemma 2.4). Thus, our method is heuristically insufficient to provide a full proof of Chowla's conjecture. In spite of this, we are content to provide here a basic framework for correlation problems upon which further investigations may build.
A Quantitative Bivariate Erdős
where ω(n) is the number of distinct prime factors of n. Furthermore, for z ∈ R let
H x is the distribution function forω x (n), a centred and normalized version of ω. It is well-known that if we define a collection {θ p } p of indicator functions indexed by primes such that θ p (n) = 1 if p|n and θ p (n) = 0 otherwise then ω(n) = p≤x θ p (n) for every n ≤ x, and the values of θ p and θ q are asymptotically independent as x → ∞. In spite of this, ω still behaves like a sum of genuinely independent random variables in the sense that it obeys a Central Limit Theorem. Indeed, this conclusion is furnished by the Erdős-Kac theorem, which states that as x → ∞, H x → Φ almost everywhere, where
is the distribution function of a Gaussian random variable. The rate of convergence of H x to the normal distribution has also been studied in this connection, and a bestpossible estimate for the L ∞ distance between H x and Φ was conjectured by LeVeque [15] and proven by Rényi and Turán [18] to be O 1/ log 2 x . This result echoes the best-possible rate in the Lindeberg Central Limit theorem, given by the Berry-Esséen Theorem (see Chapter XVI of [7] ). One expects that since n and n + a share only finitely many common prime factors, the values ofω x (n) andω x (n + a) are also asymptotically independent as x → ∞. It is therefore reasonable to guess that a bivariate analogue of the Erdős-Kac theorem should hold, in which the distribution function H x is replaced by the two-dimensional analogue
and the Gaussian limit distribution is replaced by the uncorrelated bivariate Gaussian distribution
This was in fact proven by LeVeque [15] , though his result does not yield an effective rate of decay for
Remark 1.6. Actually, more general theorems than that of LeVeque regarding the existence and characterization of joint distributions of additive functions and their shifts appear in the literature; for a synthesis of these results, see Chapter VII of [14] . However, the methods employed to prove these results, e.g., the Crámer-Wald trick, are typically not useful for producing quantitative results. In a related though distinct vein, see Chapter V in [14] for quantitative results related to the distribution of sums 1≤j≤k f j (n + a j ), where each f j is a real-valued, strongly multiplicative function. In the sequel, we will concern ourselves with questions surrounding a restricted analogue of LeVeque's theorem. Specifically, let a ∈ N be fixed, let E * (x; a) andω x be as above and for z, z ′ ∈ R let
We shall prove the following.
We will actually prove a rather more general result, Theorem 2.3, which gives an L ∞ distance estimate as in Theorem 1.7 for a distribution function associated to pairs (ω(n), ω(n + a)), where n and n + a belong to any subset of N with suitable sieve properties. Theorem 1.7 is a corollary of this (in this connection, see Proposition 2.2). Remark 1.8. As in the univariate case, we expect that the best error term here is O 1/ log 2 x (to see that this is best possible, see Lemma 5.2). As mentioned, Rényi and Turán [18] obtained this error term in the classical Erdős-Kac theorem using analytic methods from multiplicative number theory. Indeed, their proof depends crucially on the fact that the characteristic function of the distribution they consider is
the mean value of the multiplicative function n → e iuω(n) for n ≤ x. This can be estimated quite precisely for each u ∈ [0, 2π] by the Selberg-Delange method (see Chapter II.5 of [23] ). Such techniques are not at our disposal, however, and our methods are not sufficiently powerful to yield the best-possible estimate. Remark 1.9. As an application of the more general Theorem 2.3 below, one can deduce an asymptotic formula for the number of integers n ≤ x (without the squarefree restriction) such that ω(n) = k 1 and ω(n + a) = k 2 , where each k j is sufficiently close to log 2 x, and a ∈ N is fixed. We note in this connection that Goudout (see Théorème 3 in [10] ) has recently proved an upper bound of the correct order of magnitude for the number of such integers that is uniform over all 1 ≤ k 1 , k 2 ≤ R log 2 x, given any fixed R > 0.
It will be convenient for us to use a slight modification of the functionφ x defined in the previous subsection. For u, v ∈ R let
In terms of φ x,a , (2) is equivalent to the statement that φ x,a (u, v) = o(1), where u = v = π log 2 x. Note that for this choice of u and v, χ(u, v) = o(1), so it would suffice to know that |φ x,a (u, v) − χ(u, v)| = o(1) to prove (2) . By a well-known theorem of Lévy, the convergence in distribution F x,a − Φ (2) L ∞ (R 2 ) → 0 is equivalent to the pointwise convergence of the corresponding characteristic functions of these distributions, i.e., |φ x,a (u, v) − χ(u, v)| → 0 as x → ∞ for each u, v ∈ R. The assertion that this continues to be true when u, v are chosen to grow as a function of x is a more subtle and difficult one. While we do not demonstrate that the convergence is uniform in general, we develop a method to prove an effective bound, in terms of u and v, for the distance between φ x,a (u, v) and χ(u, v) in a range of u and v depending on x (that unfortunately does not include u = v = π log 2 x). We shall use this bound in conjunction with a bivariate analogue of a smoothing lemma of Esséen (see Lemma 3.1) to prove Theorem 1.7.
1.3. On a Problem of Erdős and Mirsky. For a positive-valued multiplicative function f let
It is generally a difficult problem to even determine whether S f (x) tends to infinity with x. Much of the literature on problems of this type relate to the case where f = τ , the divisor function, and this shall be our focus as well. We thus henceforth write S(x) to mean S τ (x). Erdős and Mirsky [5] famously conjectured that lim x→∞ S(x) = ∞, i.e., that there are infinitely many integers n such that τ (n) = τ (n + 1). Based on ideas of C. Spiro, Heath-Brown proved this conjecture in the affirmative, giving the lower bound S(x) ≫ x(log x) −7 . Erdős, Pomerance and Sarkőzy have made the following conjecture regarding the order of magnitude of S(x). The latter three authors proved that the upper bound in Conjecture 1.10 holds, and cite an heuristic argument due to Bateman and Spiro as further motivation for this conjecture. In the opposite direction, Hildebrand [13] has shown that S(x) ≫ x(log 2 x) −3 . See the beginning of Section 6 for our version of the Bateman-Spiro heuristic. Implementing techniques related to those used to prove Theorem 1.2 and Theorem 2.3, we can prove a partial result in this direction. Let A(x) := 21
. Let τ y (n) be the number of divisors d|n such that if p|d then p ≤ y.
In Section 6 we actually prove a more general result on the number of n ≤ x such that τ (n) = 2 j τ (n + 1) in a range of j depending on x that includes j = 0. See Theorem 6.1 for a precise statement. Our methods also extend to the more general question of estimating from below the number of integers n ≤ x with τ y (n) = τ y (n + a) for a ∈ N, and with more effort, to questions such as determining how often τ y (n + a 1 ) = · · · = τ y (n + a k ), for 0 ≤ a 1 < · · · < a k and k ≥ 2.
1.4. Notation and Conventions. Throughout this paper, a, b, k, l, m, d will always stand for positive integers, and p, q will always denote primes. We write log k x to mean log(log k−1 x), with log 1 x = log x, and x is always assumed to be sufficiently large so that these quantities are positive. We will frequently write L y to mean log 2 y and L := L x . We will also denote by σ the shift map σ(n) := n + 1 defined on N. We shall employ the usual conventions of Probability Theory. We denote by P a fixed probability measure on a measurable space (Ω, B) on which a given random vector X : Ω → R n is defined. If S ⊆ R n is Borel measurable and X −1 (S) =: A ∈ B then we will write P(X ∈ S) in place of P(A). We write L(X) to denote the measure P • X −1 , which we call the law of X. Obviously, the law of any random vector is a probability measure on R n equipped with its Borel σ-algebra. We let EX denote the expectation of X, i.e.,
Given two probability measures ν 1 and ν 2 on the measurable space (Ω, B) we define the total variation distance between them by
A Bivariate Kubilius Model and Multivariate Poisson Approximation
In this section we give a general framework to study the distribution of the vector (ω(n), ω(n+a)), where n and n+a are confined to subsets of N with suitable properties. To be precise, we introduce the following definition.
Definition 2.1. Let a ∈ N. Let S ⊆ N. We say that S is siftable with respect to a if: a) we have
where 1 S is the indicator function for S, and: b) there exist a non-negative multiplicative function f = f a and a real number θ ∈ (0, 1) such that:
for each prime p, ii) for each pair of coprime squarefree integers k 1 , k 2 with k 1 k 2 ≤ x we have
and the remainders R(x; k 1 , k 2 ) satisfy
Finally, we will say that a siftable set is regular if p≤y f (p) ≫ log 2 y for all y sufficiently large.
Without loss of generality, we can, and will, assume that f (p) = 0 whenever p|a. Trivially, S = N is siftable and regular. Less trivially: Proposition 2.2. The set of squarefree integers is siftable and regular with respect to each fixed a ∈ N.
We shall prove this fact in Section 4, as it is crucial in our application to both Theorems 1.2 and 2.3. By a similar argument, the set of r-free integers for each r ≥ 3 is siftable. We leave the verification of this statement to the reader. Given a siftable set S and a fixed a ∈ N, let E(x; a) denote the number of n ≤ x coprime to a such that both of n, n + a ∈ S, and let E * (x; a) denote the number of such n ≤ x without the coprimality condition. In this context, put λ(x) := p≤x f (p) andω
and set
For convenience, we will write F x and F * x in place of F x,S,a and F *
x,S,a , respectively, whenever S and a are clearly defined. We shall establish an estimate for the rate of convergence of the limiting process
In the statement below we denote by σ the shift map σ(n) := n + 1, for n ∈ N, and we write σ a to denote the composition of σ with itself a times.
Theorem 2.3. Let a ∈ N be fixed and let S be a siftable, regular set with respect to a.
Moreover, if 1 S is multiplicative and S is also siftable for each divisor of a then
In particular, the limiting distribution of the vectors (ω x,S ,ω x,S •σ a ) in the set S ∩(S −a) is the uncorrelated bivariate Gaussian distribution.
Let S be a siftable set and let a ∈ N be fixed. Let y := x 1 β where β ≥ 1, and put P := P (y) := p≤y p∤a p. Our goal is to approximate the vector (ω,
by a discrete random vector. In this direction, it is sufficient to construct a measure against which there is a collection of independent random vectors (θ p ,θ q )that are good approximations for the deterministic events {n ≤ x : n, n + a ∈ S, p|n, q|n + a}, for p, q distinct primes dividing P . Given coprime k 1 , k 2 |P , define the set
We define a set function
Note that the sets
are mutually disjoint, and their union is precisely the set of all n ≤ x coprime to a such that n, n + a ∈ S. We use a sieve to estimate each individual
e −(1+o(1))s j log s j + log
Proof. For j = 1, 2, let Λ
d≤D j be upper and lower bound sieves, i.e., sequences of real numbers that satisfy
for each d|P with d ≤ D j . We take λ + j and λ − j to be the upper and lower bound sieve weights of Rosser-Iwaniec, respectively (see Chapter 11 of [8] ). We can compose these sieve weights to produce upper and lower bound sieves by defining the two-dimensional weights
That ϕ + is an upper bound sieve weight is immediate; that ϕ − is a lower bound sieve weight follows from the identity
Therefore, by Definition 2.1 with X = E(x; a),
Since f is multiplicative, for any of the sign pairs (η 1 , η 2 ) ∈ {(+, +), (+, −), (−, +)},
This last estimate together with (8) and (10) gives
Moreover, we can trivially bound the remainder by
This completes the proof.
Thus, since S is siftable, the sum of the remainder terms in Lemma 2.4 can be estimated as
Note moreover that
The lemma now follows from Lemma 2.4 upon dividing by E(x; a), since E(x; a) ≫ x by assumption.
Let S denote the algebra of subsets of N ∩ [1, x] generated by the sets E k 1 ,k 2 , with k 1 and k 2 coprime divisors of P . As mentioned, the sets E k 1 ,k 2 are mutually disjoint. Thus, any A ∈ S can be written as a
where C is a set of pairs of coprime divisors of P . Define
We construct a measure σ y whose value, determined on the sets E k 1 ,k 2 generating S, is defined by
where f is the multiplicative function in (7). By Corollary 2.5, whenever
β log β + log
The following lemma is inspired by the one-dimensional treatment of Kubilius' model given in Chapter 3 of [4] .
min{θ, 1 2 }β log β + log
Lemma 2.6. As defined, σ y is a probability measure. Moreover, for any A ∈ S we have This is a straightforward computation. Indeed, as P is squarefree,
We next establish that
Assume that (13) has been proven. Note then that since ν y is a probability measure, (11) and (12) together imply that
Thus, if A = (k 1 ,k 2 )∈C E k 1 ,k 2 and we write
as claimed. Thus, it remains to prove (13) . To this end we use Rankin's trick. Let ǫ > 0 be sufficiently small but fixed. First, by assumption
for each p ≤ y once ǫ < 1/2. Hence,
By Mertens' theorem, the exponential is ≪ (y ǫ ) 2y ǫ x − ǫθ 2 . Choosing ǫ := C log y for C > 0 to be chosen, it follows that
β. Choosing C := log λ − log 2 λ yields
β log β and (13) follows.
2 → {0, 1} denote the independent Bernoulli random vector satisfying
Put Σ(y) := p≤y X p , and note that σ y is the law of Σ(y). Indeed, we can identify the event {Σ(y) = (l 1 , l 2 )} with the set
where the asterisk indicates a union over (k 1 , k 2 ) = 1. Since X p and X q are independent in the probability space ([1, x] , S, σ y ),
Therefore, it follows that
We note that since σ y is an atomic measure, the relationship between σ y and ν y in Lemma 2.6 continues to hold when both p≤y X p , and (ω y , ω y • σ a ) are respectively centred and normalized by p≤y f (p). To proceed, we will require the following result due to Roos [19] . In what follows, fix d ∈ N and for each 1 ≤ j ≤ d let e j ∈ R d be the unit vector whose only non-zero component is in the jth position.
Lemma 2.7 ([19], Corollary 1).
Let {X k } k≥1 be a sequence of Bernoulli random dvectors. Let P(X k = e j ) = p k,j , p k := 1≤j≤k p k,j , and suppose that P(X k = 0) = 1−p k . Put S n := 1≤k≤n X k and λ n (j) :
An immediate consequence of our foregoing analysis and Lemma 2.7 is the following.
Proof. By the triangle inequality, we have
Lemma 2.6 implies that d T V (ν y , σ y ) ≪ R(x, y). We apply Lemma 2.7 with n = π(y) and p q,1 = p q,2 = f (q) for each q ≤ y. Thus, λ n (1) = λ n (2) = q≤y f (q). Moreover, as f (q) ≤ 1/q for each prime q, q≤y p 2 q,j ≪ 1 for j = 1, 2. Thus, Lemma 2.7 indeed implies that d T V (σ y , L(Z)) ≪ λ(y) −1 , and the proof is complete.
Uniform Approximation of φ x by Normal and Poisson Characteristic Functions
In this section, we show that φ x,y uniformly approximates the cahracteristic function of Φ (2) . We use this data to establish and estimate for the L ∞ distance between F x,S,a and Φ (2) . The tool that makes this connection possible is the following two-dimensional version of a smoothing lemma due to Esséen (see Chapter XVI, Section 6 in [7] ).
where
The proof proceeds along similar lines to Esséen's one-dimensional lemma, but the author did not find it proved in the context of bivariate distribution functions. Thus, we prove it here for completeness. 
Now, let δ := ∆(z 0 ), let B := B δ (z 0 ) be the δ-ball (with respect to the L ∞ -norm), and put z := z 0 − δ · (1, 1) . Then for all u ∈ B, we have H(z + u) ≤ H(z 0 ). Noting that w T is even, we have
this last statement follows by definition of δ and because h j w T (h j ) is odd. Moreover,
Thus, we have
It remains to show that |∆ T (z)| is bounded by the integral on the right side of (15) . Now, let dµ T := W T dλ, where dλ is Lebesgue measure on R 2 . Let B(z) denote the infinite box (−∞, z 1 ] × (−∞, z 2 ]. Then the convolution of measures ∆ * µ T can be written as
Now, by Fourier inversion, we have
This shows that the Radon-Nikodym derivative of ∆ * µ T with respect to Lebesgue measure is precisely 
By the Dominated Convergence theorem, h T,ǫ → h T as ǫ → 0 uniformly on [−T, T ] 2 . Now, define the functions
Note that the integrand is differentiable almost everywhere. Differentiating under the integral sign gives
, and let R = R τ 1 ,τ 2 denote the counterclockwise oriented rectangle with corners (−τ 1 , −τ 2 ), (z 1 , −τ 2 ), (z 1 , z 2 ) and (−τ 1 , z 2 ). By Green's theorem,
Evaluating the integrals and bounding trivially then yields
Note that this holds for all ǫ > 0, so again by the Dominated Convergence theorem, we also have
Suppose that |τ 1 |, |τ 2 | ≤ T and fix u ∈ [−T, T ] 2 \R T , and suppose without loss of generality that |u 1 | ≤ T −3 (the alternative case being similarly argued). As e −iu 1 (z 1 +τ 1 ) − 1 ≤
Similarly, if both |u 1 |, |u 2 | ≤ T −3 , we have
and hence, choosing τ = (T, T ),
Since the convolution operator ∆ → ∆ * µ T has norm W T L 1 (R 2 ) ≤ T 2 on the space of probability measures, (14) implies that
Combining this with (17) and dividing by T 2 proves the claim.
We next show that Lemma 3.1 is applicable to the case that H = F x,S,a and G = Φ (2) when S is siftable with respect to a.
Lemma 3.2. Let a ∈ N and let S be siftable with respect to a. Then for ǫ 1 , ǫ 2 ∈ {0, 1},
Proof. We will only prove the case that ǫ 1 = ǫ 2 = 1, as the remaining cases are either trivial or follow from a simpler version of the argument we present here. We follow the method of Granville and Soundararajan [11] . For each prime p ≤ x, define g p (n) := 1 − f (p) when p|n, and
Note that (dd ′ , ee ′ ) = 1 since (n, a) = 1 for each n in the support of the sum. Since S is siftable with respect to a, we have
Since the terms depending on p 1 p 2 are identical (up to relabelling) to those depending on q 1 q 2 , we shall only write out the treatment of the former terms. We first consider the case that p 1 = p 2 . In that case, (d, d ′ ) = 1 necessarily, and thus
It follows that the off-diagonal terms contribute
Conversely, if p 1 = p 2 then a simple computation shows that
The diagonal terms thus contribute
Now, for any m ∈ N, |g m | ≤ 1, so that since β → ∞,
We can estimate R 2 the same way. It follows that
We will estimate n≤x (n,a)=1
the remaining term being estimated in exactly the same way. By the Cauchy-Schwarz inequality,
The first sum here is precisely the (2, 2)-moment we just estimated, and its square root is thus ≪ λ(x) E(x; a). The second is the (2, 0)-moment, i.e., where ǫ 1 = 1 and ǫ 2 = 0, and its square root is ≪ λ(x)E(x; a). Hence,
Dividing both sides by λ(x) 2 now suffices to prove the claim.
Corollary 3.3. If a ∈ N and S is siftable with respect to a then for each fixed z and T ≥ 1,
Proof. Observe that
Moreover, suppose that n ≤ x is counted by F x,S,a (z) −
Then min{ω x (n),ω x (n + a)} < −T . It follows by Lemma 3.2 that
This more than suffices to prove the claim.
The following simple lemma allows us to put into effect the Poisson approximation results of Section 3.
Lemma 3.4. Let W, Z be random vectors on a common probability space taking values in R n with respective laws µ and ν. Then
Proof. Fix u ∈ R n . For each r ∈ [0, 2π) let A(r) := {t ∈ R n : t · u ≡ r(2π)}, which is clearly Borel measurable. Then
The following is a trivial calculation.
Lemma 3.5. Let X be a Poisson random variable with parameter λ, and letX := (X − λ)/ √ λ. Let π denote the characteristic function ofX. Then
We thus have the following.
Proposition 3.6. Let a ∈ N and let S be a siftable, regular set (with respect to a). Let |u|, |v| ≤ 2π log 2 x, and let w := max{|u|, |v|}. Then
2 be the independent random variables from Lemma 2.8. LetZ j := (Z j − λ(y))/ λ(y),Z := (Z 1 ,Z 2 ) and let π y denote the characteristic function ofZ j . Since S is regular, we note that λ(y) ≫ log 2 y. Note that by independence, we have E e i(u,v)·Z = π y (u)π y (v). By Lemmata 2.8 and 3.4, we have
We now compare π y (u)π y (v) to χ(u)χ(v). We note that when |v 4 /λ(y)| < 1 we have
On the other hand, when |v 4 /λ(y)| > 1 then
It follows that
This, coupled with (20) , implies (18) . Now, we consider the difference between φ x and φ x,y . We have
By the Cauchy-Schwarz inequality and Lemma 3.2, we have
. Choose y such that β log β = 21 log (L/w). Then, upon applying (18) ,
which completes the proof of (19) .
Proof of Theorem 2.3. Let T := (log 2 x) 1 4 (log 3 x) −1 . By Lemma 3.1, we have
where we recall that
for w := max{|u|, |v|}. Thus,
, and the proof of Theorem 2.3 is complete in the case that 1 S is not multiplicative. When 1 S is multiplicative and S is siftable for each α|a then as 1 S (n)1 S (n + a) = 1 S (m)1 S (m + γ), where αγ = a and mα = n,
The result now follows by applying the arguments for the previous case to the average pointwise distance |φ x/α,S,γ (u, v) − χ(u, v)| for each α|a.
A Sieve Result for Consecutive Squarefree Integers
Throughout this section, let E(
is asymptotically the number of integers n ≤ x such that n and n + 1 are both squarefree (see, for instance, [12] ). We show here that S is siftable and regular with respect to each fixed a ∈ N, in the sense of Definition 2.1. Since property ii) in Definition 2.1 requires information about the distribution of squarefree integers in certain arithmetic progressions, we begin with the following.
Lemma 4.1. Let q ≥ 2 and let c be a reduced residue class modulo q, and suppose that (q, c) is squarefree. Let a ≥ 1. Then
+ǫ τ (q) .
The restriction that (q, c) be squarefree makes the result non-trivial, as if q and c shared a common factor b 2 say, then if n ≡ c(q) then b 2 |n. Thus, the sum here would be 0.
Note that N a (x; e 1 , e 2 , c, q) is zero as long as (e 1 , e 2 ) 2 ∤ a. Let 2 ≤ z ≤ x 1 2 be a parameter to be chosen. Then
(e 1 ,e 2 ) 2 |a µ(e 1 )µ(e 2 )N a (x; e 1 , e 2 , c, q) = e 1 e 2 ≤z (e 1 ,e 2 ) 2 |a µ(e 1 )µ(e 2 )N a (x; e 1 , e 2 , c, q) + e 1 ,e 2 ≤x 1 2 e 1 e 2 >z,(e 1 ,e 2 ) 2 |a µ(e 1 )µ(e 2 )N a (x; e 1 , e 2 , c, q)
Observe that N a (x; e 1 , e 2 , c, q) counts simultaneous solutions to the triple of congruences n ≡ c(q), n ≡ 0(e 2 )|(c + a) (and (e 1 , e 2 ) 2 |a, as we are already assuming). As such, we have
µ(e 1 )µ(e 2 ) (e 1 e 2 ) 2 (q, e 2 1 )(q, (e 2 /δ)
e 1 e 2 ≤z (e 1 ,e 2 )=δ,(e 2 1 ,q)=f 1 ,((e 2 /δ) 2 ,q)=f 2
µ(e 1 )µ(e 2 ) (e 1 e 2 ) 2 + O (z log z)
Decompose (q, c + d) = uv, where (u, v) = 1, µ 2 (v) = 1 and u is squarefull. As such, we can split f 2 = gh where g := (f 2 , u) and h := (f 2 , v). Further, writeẽ 2 := e 2 /δ. Note that if (ẽ 
Let Σ δ denote the double sum in e 1 and e 2 with (e 1 , e 2 ) = δ. Note that if µ 2 (δ) = 0 then Σ δ = 0, so assume otherwise. We have µ(e 1 ) e
Proof of Theorem 1.2. We first observe that (n, a) = (n + a, a). As such, we can write µ y (n)µ y (n + a) = µ y (n/(n, a))µ y ((n + a)/(n, a)), so that
Now, if α is fixed b := a/α and
In light of Proposition 2.2, we may apply Proposition 3.6, yielding
Inserting this into (24) for each of the finitely many divisors α of a completes the proof of (4). Equation (5) follows immediately from (19) and the triangle inequality.
A Disjunction Theorem for Characteristic Functions
In this section, we show that if the distance between the characteristic function of a bivariate Gaussian random vector and that of a given random vector is not small then the L ∞ distance between the corresponding distribution functions of these random vectors is "smaller than expected". In the final section of this paper we will leverage this fact to gain better control on the difference between φ x,y (u, v) and χ(u, v), in the situation that S is the set of squarefree integers. To begin with, we will need the following arithmetic estimate that is relevant to this situation.
Proof. Let Y ≥ 2. Given a modulus q and a residue class a modulo q, write π k (x; a, q) to denote the number of integers n ≤ x such that ω(n) = k and n ≡ a(q). Then we haveπ
µ(e 1 )µ(e 2 )π k (x; (e 1 e 2 ) 2 , c(e 1 , e 2 ))
2 , c(e 1 , e 2 ))
where c(e 1 , e 2 ) is the residue class modulo (e . Fix e 1 and e 2 momentarily, and let q := (e 1 e 2 )
2 . By Theorem 2 of [20] , the asymptotic formula
holds uniformly in q ≤ log τ x, for each fixed τ > 0 and 1 ≤ k ≤ 2 log 2 x. Here, we put
where the numbers h p (ρ) satisfy p h p (ρ) ≪ 1. Choose Y = log 6 x and put ρ =
. Since
and also
we have
µ(e 1 )µ(e 2 ) e 
By Stirling's formula, we have
to complete the proof. For the sum in T 2 , we simply bound the terms π k (x; (e 1 e 2 ) 2 , c(e 1 , e 2 )) by the number of integers n ≤ x satisfying µ 2 (n(n + 1) = 1 with n ≡ c(e ) and apply the bound in the proof of Lemma 4.1 (with q = 1 there), getting
The claim follows.
We surmise from the Lemma 5.1 the minimum order of growth of the L ∞ distance between F x,y and Φ (2) , where F x,y is the distribution function whose characteristic function is φ x,y . Proposition 5.2. Let C > 0 be fixed. Let y := x 1 β with β ≤ e B(x) . Let L y := log 2 y,
Then the estimate
Proof. Assume that (25) holds. Let t = log 2 y. By the Turán-Kubilius inequality (see Section III.2 in [23] ), for any t ′ ∈ R we have
On the other hand, by Lemma 5.1,
This is an obvious contradiction.
The last two lemmata imply the following disjunction result, which allows one to extract additional savings on the distance between φ x,y and the characteristic function of the bivariate Gaussian distribution.
β with β ≤ e B(x) and u, v ∈ R. Let F x,y , Φ (2) , φ x,y , χ and λ(y) be as above. Then exactly one of the following holds: i) we have
ii) there is a bivariate Poisson random vector X = (X 1 , X 2 ) ∼ Poi(λ(y)) 2 defined on [1, x] with X 1 , X 2 independent, such that ifX j := (X j −λ(y))/ λ(y) andX = (X 1 ,X 2 ) then 
Write λ in place of λ(z) for convenience, and let X = (X 1 , X 2 ) be as in the statement. Thus,
. Furthermore, the proof of Proposition 3.6 shows that
w 2 w 4 (log 2 y) −1 .
Remark 6.2. Note that the set of n ≤ x such that τ (n) = τ (n + 1) distributes among sets in which τ y (n) = 2 j τ y (n + 1), for some |j| ≤ log x log y . However, most integers have about log log x log y such factors, and we thus expect that n and n + a should have nearly the same number of prime factors of size larger than y. Thus, the restriction on j here is not expected to be problematic when y is close to the upper limit of its range. If we had a better understanding of which j occur most often such that τ (n) = τ (n + 1) and τ y (n) = 2 j τ y (n + 1) then we would have a chance at actually proving Conjecture 1.10.
The relevance of the results of the previous sections to this problem is brought to light via the following lemma.
Lemma 6.3. Let x ≥ 3 and α > 0. Then
where we set
Proof. Let b > 0. Applying the Mellin identity
) and its reciprocal yields
Summing this identity over squarefree integers n ≤ x, we have
e iωy(n)(t−t ′ ) log 2 e iωy(n+1)(t ′ −t) log 2 e i(t ′ −t)j log 2
We now observe that the sum over n is invariant as a function of t and t ′ under the translations (t, t ′ ) → (t − 2πk, t − 2πl), for k, l ∈ Z. Since the double limit defining S * j (x, y) exists, we may rewrite it as
We may simplify the sum over k via |k|≤M 1 α + i(t + 2πk)/ log 2 = 1 α + it/ log 2 + 1≤k≤M 1 α + i(t + 2πk)/ log 2 + 1 α + i(t − 2πk)/ log 2 = 1 α + it/ log 2 + 2 1≤k≤M α + it/ log 2 (α + it/ log 2) 2 + 4π 2 k 2 / log 2 2 .
A similar expression exists for the sum over l (as a function of t ′ instead of t). Since each of these sums converges absolutely and uniformly in Making the change of variables u := tL y amd u ′ := t ′ L y completes the proof of the lemma.
We will choose α suitably so that g y,α is well-behaved. The following lemma gives us a hint in this direction. We estimate the error term by splitting the sum into the ranges k ≤ α/2π and its complement. In the first range,
In the second range,
It follows from this that g y,α (u) = We note that by standard contour integration, This implies the claim.
Proof of Theorem 6.1. As before, we split
Thus, S * j (x; y)/E(x) = M + E, where we put (Here we have used the fact that e
β log β ≪ L −2 .) Inserting the estimates for the term in absolute value derived in the proof of Proposition 3.6 and noting that L y ≍ L x , we see that it suffices to choose Z such that in this case. Since log 2 x = (1 + o(1)) log 2 y, this completes the proof.
