This paper deals with fuzzy goal programming approach to quadratic bi-level multi-objective programming problem involving a single decision maker with multiple objectives at the upper level and a single decision maker with multiple objectives at the lower level. The objective functions of each level decision maker are quadratic in nature and the system constraints are linear functions. In the model formulation of the problem, we first determine the individual best solution of the quadratic objective functions subject to the system constraints and construct the quadratic membership functions of the objective functions of both levels. The quadratic membership functions are then transformed into equivalent linear membership functions by first order Taylor series at the individual best solution point. A possible relaxation of each level decision is considered by providing preference bounds on the decision variables for avoiding decision deadlock. Fuzzy goal programming approach is then used to achieve maximum degree of each of the membership goals by minimizing negative deviational variables. To demonstrate the efficiency of the proposed approach, an illustrative numerical example is provided.
INTRODUCTION
A quadratic bi-level multi-objective programming problem (QBLMOPP) involves a single decision maker viz. upper level decision maker (ULDM) with multiple objectives at the upper level and a single decision maker viz. lower level decision maker (LLDM) with multiple objectives at the lower level. The objective functions of each level decision maker (DM) are quadratic in nature and the system constraints are linear functions. Here, ULDM and LLDM independently control a set of decision variables.
Our primary objectives of the study are (i) to transform the quadratic membership functions into equivalent linear membership functions at the individual best solution point by first order Taylor series approximation and (ii) to introduce an alternative fuzzy goal programming (FGP) approach for solving QBLMOPP.
Rest of the paper is organized as follows. Section 2 provides a brief literature review. Section 3 presents QBLMOPP formulation. Section 4 discusses fuzzy programming formulation of QBLMOPP. Subsection 4.1 describes transformation of quadratic membership functions into equivalent linear membership functions by first order Taylor polynomial series. Subsection 4.2 describes preference bounds of both level DMs. In subsection 4.3, formulation of FGP model for solving QBLMOPP is presented. Section 5 provides FGP algorithm for solving QBLMOPP. Section 6 is devoted to solve the model for a numerical example and to show the efficiency of the proposed approach. Section 7 presents the concluding remarks and future research directions.
LITERATURE REVIEW
The formal formulation of bi-level programming problem (BLPP) was studied by Candler and Townsley [1] and FortunyAmat and McCarl [2] . Anandalingam [3] discussed multi-level programming problem (MLPP) as well as bi-level decentralized programming problem based on Stackelberg solution concept in 1988. Lai [4] applied the concept of fuzzy set theory to MLPP for the first time. Shih et al. [5] , Shih and Lee [6] extended Lai's concept by introducing non-compensatory max-min aggregation operator and compensatory fuzzy operator respectively for MLPP. Sakawa et al. [7] presented interactive fuzzy programming for MLPP in 1998. Pramanik and Roy [8] discussed FGP approach for solving MLPP and they also extend the concept for solving decentralized bi-level programming problem.
Edmund and Bard [9] dealt with nonlinear bi-level mathematical problems in 1991. Savard and Gauvin [10] proposed steepest decent direction for the nonlinear bi-level programming. Vicente et. al. [11] discussed descent approaches for quadratic bi-level programming problem (QBLPP) in 1994. Thirwani and Arora [12] proposed an algorithm to QBLPP for integer variables. Pal and Moitra [13] proposed FGP procedure to QBLPP.
In this study, we formulate quadratic membership functions of the objective functions of both level DMs. The quadratic membership functions are then transformed into equivalent linear membership functions at the individual best solution point by first order Taylor series approximation. A possible relaxation of decision of ULDM and LLDM are considered by providing preference bounds on the decision variables under their control in the decision-making situation for avoiding decision deadlock. Then FGP approach due to Pramanik and Roy [8] and Pramanik and Dey [14, 15] is used for achieving highest degree of each of the membership goals by minimizing negative deviational variables. To demonstrate the efficiency of the proposed FGP approach, a numerical example is solved. 
FORMULATION OF QBLMOPP
LLDM:
subject to
Here, (j = 1, 2, …, m 2 ) are concave and the system constraints are convex. We also assume S (≠ Φ) to be bounded. Using the individual best solutions, we formulate a payoff matrix as follows: (i = 1, 2, …, m 1 ) of the ULDM can be formulated as:
FUZZY PROGRAMMING FORMULATION OF QBLMOPP
Here, 
subject to 
Linearization of the quadratic membership functions by first order Taylor series
µ 2j ( x ) ≅ µ 2j (
Characterization of preference bounds on the decision variables
In the decision-making situation, each level DM desires to maximize his/her own objective function over a common feasible region. However, since the individual best solutions of ULDM and LLDM are distinct, the direct compromise optimal solution does not arise. Therefore, cooperation between ULDM and LLDM is essential to reach a compromise optimal solution. In this context, each level DM tries to get maximum benefit by considering the benefit of other DM also. Therefore, we consider the relaxation on decision of ULDM and LLDM simultaneously to reach a compromise optimal solution by providing their preference upper and lower bounds on the decision variables. 
FGP model of QBLMOPP
The QBLMOPP represented by (7) and (8) 
The maximum value of a membership function is unity (one), so for the defined membership functions in (11) & (12), the flexible membership goals having the aspiration level unity can be presented as:
FGP ALGORITHM FOR QBLMOPP
From the discussion of the previous section, the proposed FGP algorithm for solving QBLMOPP can be outlined as given below:
Step 1: Find the individual best solution of each quadratic objective function for both ULDM and LLDM subject to the system constraints.
Step 2: Formulate the payoff matrix as given by (4) . Then define upper and lower tolerance limits of each objective function for both ULDM and LLDM.
Step 3 (j = 1, 2, …, m 2 ) subject to the system constraints.
Step 5 (9) and (10).
Step 6: Determine the preference bounds on the decision variables provided by the DMs under their control such that
Step 7: Formulate the FGP model (18) for QBLMOPP.
Step 8: Solve the FGP model. If the solution is acceptable to ULDM and LLDM, then compromise optimal solution is reached. Otherwise, both the level DMs provide another set of preference upper and lower bounds on the decision variables to reach a compromise optimal solution i.e. go to step 6 until the compromise optimal solution is reached.
Step 9: End.
NUMERICAL EXAMPLE
To illustrate the proposed FGP approach for solving QBLMOPP, we consider the following numerical example: ULDM: (  Z   2  2  2  1  2  1  13   2  2  2  1  2  1  12   2  2  2  1  2  1  11 LLDM: 12 and ) x ( µ 13 for ULDM are maximal at the points (2, 1), (2.167 
CONCLUSION
This paper introduced an alternative technique for solving QBLMOPP. Proposed concept can be extended to multi-level as well as decentralized multi-level multi-objective quadratic programming problems. We hope that the proposed approach can contribute to future study in the field of practical implementation to real world hierarchical decision-making problems involving quadratic objectives especially in quadratic assignment problem, portfolio problems etc.
