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Metoda podpornih vektorjev za grupiranje podatkov in regresija
Povzetek
V diplomski nalogi se osredotočimo na izpeljavo metode podpornih vektorjev.
Najprej se lotimo matematične izpeljave za linearno ločljive podatke, za katere lahko
najdemo optimalno ločitveno hiperravnino, ki nam vedno loči podatke v dva razreda.
Model nato razširimo na linearno neločljive podatke, kjer pride do problema, saj ni
možno najti hiperravnine, ki bi nam optimalno ločila podatke v dva razreda. Uve-
demo kazenske spremenljivke in raven šuma, s katerim nadziramo napačno grupirane
podatke in tako dovolimo nekaterim podatkom, da padejo v napačni razred. Me-
todo lahko uporabimo tudi na nelinearnih podatkih, pri čemer moramo za izračun
optimalne ločitvene hiperravnine definirati nove funkcije, imenovane jedra.
Metodo podpornih vektorjev nato uporabimo na praktičnem primeru. Uporabimo
zgodovinske podatke vrednosti delnic 34 tehnoloških podjetij, na katere apliciramo
metodo podpornih vektorjev za napovedovanje vrednosti delnic v nekem trenutku v
prihodnosti. Napovemo lahko, ali bo vrednost delnice narasla ali padla. S pomočje
te metode nato izračunamo verjetnosti pravilnih napovedi.
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Abstract
In this thesis we focus on derivation of the support vector machines. We begin
with a mathematical derivation for linearly separable data, where we can easily find
the optimal separable hyperplane that always separates the data into two classes.
We then extend our model to linearly inseparable data, where the problem occurs
since it is not possible to find a hyperplane that optimally separates the data into
two classes. For this reason we introduce penalty variables and a cost parameter by
which we control wrongly clustered data, thus allowing some data to fall into the
wrong class. The method can also be used on nonlinear data, where we define new
functions, called kernels, to calculate the optimal separation hyperplane.
The support vector machines is further used in the practical example. We use
historical stock’s values of 34 technology companies, on which we apply the support
vector machine method to predict the stock’s values at a certain point in the future.
In our case, we can only predict whether the stock’s value will rise or fall. Using the
presented method, we can then calculate probabilities of correct forecasts.
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1. Uvod
V strojnem učenju so metode podpornih vektorjev (kasneje SVM metode) vrsta
nadzorovanih učnih modelov za analiziranje podatkov. Podatke lahko klasificiramo
ali pa uporabimo regresijsko analizo. Princip delovanja SVM metode je, da naj-
prej dano množico vhodnih podatkov (učnih podatkov) razdelimo v dva razreda.
Dobljena razreda nam nato pomagata vsak naslednji vhodni podatek pravilno raz-
vrstiti v svoj razred.
SVM metodo so začeli uporabljati že leta 1963, ko sta jo razvila Vladimir N.
Vapnik in Alexey Ya. Chervonenkis ([12]). Kasneje, leta 1992, so Bernhard E.
Boser, Isabelle M. Guyon in Vladimir V. Vapnik ([12]) dodelali metodo in predlagali
nov način ločevanja nelinearnih podatkov s pomočjo jeder za maksimiziranje roba.
Najprej si bomo pogledali metodo na linearno ločljivih podatkih, nato jo bomo
razširili na linearno neločljive podatke. Pogledali si bomo tudi metodo na neline-
arnih podatkih, kjer bomo uvedli jedra za lažje klasificiranje podatkov. Za konec
teoretičnega dela diplomskega dela pa si bomo pogledali še osnovno idejo uporabe
SVM metode za regresijo.
Metodo SVM bomo nato uporabili za napovedovanje rasti oziroma padca vre-
dnosti delnice v nekem določenem prihodnjem obdobju. Pri modeliranju se bomo
opirali na članek [8].
2. Klasifikacija podpornih vektorjev
Najbolje, da se kar takoj lotimo konstrukcije metode. Za vhodne podatke vedno
dobimo dva razreda različnih podatkov, kjer ǐsčemo optimalno ravnino, ki bi te
podatke ločila. V nadaljevanju bomo izpeljali metodo v tridimenzionalnem prostoru,
zato bomo uporabljali termin ravnina, namesto hiperravnina.
Najprej si poglejmo primer, ko so podatki lahko ločljivi, nato pa si bomo pogledali
še, kako metoda deluje pri neločljivih podatkih. Problem bomo kasneje razširili še
na nelinearno klasifikacijo, kjer pa je malo več dela in izpeljava zahteva globlje
razumevanje problema.
2.1. Linearno ločljivi podatki. Recimo, da imamo m vhodnih podatkov, ki jih
zapǐsemo v obliki parov (x1, y1), (x2, y2), . . . , (xm, ym). Pri tem velja xi ∈ Rd in
yi ∈ {−1, 1} za i = 1, 2, . . . ,m. Vse ravnine v Rd so konstruirane z enotsko normalo
n in prostim členom c. Iskana ravnina je oblike
f(x) = nTx + c = 0.
Ta nas privede do klasifikacijske funkcije, izpeljane iz funkcije f(x),
G(x) = sign(nTx + c),
za katero želimo, da pravilno loči vhodne podatke. Klasifikacijska funkcija G(x) je
torej odvisna le od predznaka vrednosti nTx+c. S funkcijo f(x) dobimo predznačeno
razdaljo od točke x do ravnine nTx + c = 0. Ker smo predpostavili, da so podatki
linearno ločljivi, lahko nastavimo funkcijo f(x) tako, da velja
yif(xi) > 0, i = 1, 2, . . . ,m.(1)
Tako imamo ravnino, ki nam pravilno loči podatke. Natančneje, en tip podatkov
bo padel na eno stran ravnine (pri čemer je klasifikator y = 1), drugi pa na drugo
stran (y = −1). Kljub temu, da nam ta ravnina omogoča ločitev podatkov, pa
želimo dobiti ravnino, ki bi optimalno ločevala podatke. To pomeni, da bi bila
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razdalja med ravnino in vhodnimi podatki na eni strani ter razdalja med ravnino in
vhodnimi podatki na drugi strani največja možna.
Slika 1. Linearno ločljivi (levo) in linearno neločljivi (desno) po-
datki. Vir: [4].
V ta namen zapǐsemo optimizacijski problem
(2)
max
n,c,‖n‖=1
M
p. p. yi(n
Txi + c) ≥ M, i = 1, 2, . . . ,m,
kjer smo z M označili razdaljo med ravnino in najbližjimi točkami na eni ali drugi
strani ravnine. S tem smo sedaj dosegli, da je razdalja med vhodnimi podatki in
ravnino optimalna. Tako je razdalja med dvema točkama, ki sta si na nasprotnih
straneh ločevalne ravnine, dolžine ≥ 2M . To razdaljo imenujemo mejni pas.
2.1.1. Mejni pas. Naj bo mejni pas omejen z dvema ravninama (na vsakem pol-
prostoru z eno), kjer pri zapisu tiste na pozitivni strani uporabimo oznako γ, na
negativni strani pa −γ:
nTx + c = γ,
nTx + c = −γ.
Pogoj iz (1) lahko sedaj zapǐsemo
yi(n
Txi + c) ≥ γ, i = 1, 2, . . . ,m.
V naslednjem koraku bomo izpeljali enačbo za parameter α, ki bo določal širino
mejnega pasu. Postavimo se v neko točko x1 na robu mejnega pasu na pozitivni
strani,
nTx1 + c = γ,
in se premikamo v smeri normale, dokler ne naletimo na ravnino na negativni strani:
nTx2 + c = −γ za x2 = x1 − αn.
Tako dobimo sistem dveh enačb
nTx1 + c− γ = 0,
nTx2 + c+ γ = 0,
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iz katerega z upoštevanjem x2 = x1 − αn izrazimo α:
α =
2γ
‖n‖2
.
Vektorja x2 in x1 imenujemo podporna vektorja. Sedaj lahko pogledamo širino
mejnega pasu, ki je ravno norma razlike med podpornima vektorjema na pozitivni
in negativni strani ravnine:
‖x1 − x2‖ = ‖x1 + αn− x1‖ = ‖αn‖ =
2γ
‖n‖
.
Vidimo, da bo mejni pas širši, čim kraǰsa bo normala. To uporabimo pri reparame-
trizaciji optimizacijskega problema. Brez škode za splošnost lahko predpostavimo
γ = 1. Problem lahko reparametriziramo v
(3)
min
n,c
‖n‖
p. p. yi(n
Txi + c) ≥ 1, i = 1, 2, . . . ,m,
kjer ne zahtevamo, da je n normaliziran. To je podobno zapisu (2), kjer je M =
1/‖n‖. To je standardni zapis kriterija podpornih vektorjev za ločljive podatke.
Imamo optimizacijski problem vezanih ekstremov z neenačbami, ki ga lahko precej
hitro rešimo, zato je metoda podpornih vektorjev hitra in učinkovita pri razvrščanju
podatkov.
2.2. Problem z neločljivimi podatki. Recimo, da imamo podatke, ki pa niso
lepo ločljivi z neko hiperravnino. Primer za dvodimenzionalen prostor je prikazan
na sliki 2, kjer nekaj modrih točk pade na območje pobarvano rdeče in obratno.
Ti podatki so napačno klasificirani. V tem primeru premico postavimo tako, da je
čim manj negativnih vhodnih podatkov na pozitivni strani ter čim manj pozitivnih
vhodnih podatkov na negativni strani premice.
Slika 2. Neločljivi podatki. Točke v kvadratkih so podporni vektorji,
ki jih bomo definirali kasneje.
Tako ravnino v splošnem imenujemo ravnina z mehkim robom, napačno posta-
vljenim primerkom pa dodelimo kazenske spremenljivke ξi. Natančneje, definiramo
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dodatne spremenljivke ξ = (ξ1, ξ2, . . . , ξm), s katerimi lahko pogoje pri optimizacij-
skem problemu (2) zapǐsemo na dva načina,
yi(x
T
i n + c) ≥M − ξi
ali
yi(x
T
i n + c) ≥M(1− ξi)
za i = 1, 2, . . . ,m, kjer velja ξi ≥ 0,
∑m
i=1 ξi ≤ konstanta.
Oba primera sta primerna za reševanje problema, vendar podata različne rešitve.
Prvi primer, ki meri realno razdaljo od roba, se zapǐse kot nekonveksni optimizacijski
problem. Drugi način, kjer merimo relativno razdaljo prekrivanja v odvisnosti od
roba, pa nam da konveksni optimizacijski problem, ki ga lahko rešujemo s standardno
klasifikacijo podpornih vektorjev.
Ideja je, da je ξi v pogoju yi(n
Txi + c) ≥ M(1 − ξi) proporcionalna količina, ki
pove, ali je f(x) = nTxi + c na napačni strani ravnine. Prav tako z omejitvijo vsote
ξi-jev omejimo število točk, ki jih lahko pade na napačno stran ravnine. Tako lahko
optimizacijski problem ponovno preoblikujemo v
(4)
min
n,c
‖n‖
p. p. yi(x
T
i n + c) ≥ 1− ξi,
ξi ≥ 0, i = 1, 2, . . . ,m,
m∑
i=1
ξi ≤ konstanta.
V takšnem zapisu ponavadi najdemo klasifikacijo podpornih vektorjev za neločljive
primere.
Problem (4) je kvadratičen z linearnimi omejitvami, kar pomeni, da imamo konve-
ksni optimizacijski problem. Rešimo ga s pomočjo kvadratičnega programiranja
(več si lahko bralec prebere v [3]). Da pridemo do rezultatov, uporabimo Lagrange-
eve multiplikatorje. Računsko je bolj smiselno zapisati enačbo (4) kot
(5)
min
n,c
1
2
‖n‖2 + C
m∑
i=1
ξi
p. p. yi(n
Txi + c) ≥ 1− ξi,
ξi ≥ 0, i = 1, 2, . . . ,m,
kjer C zamenja konstanto v enačbi (4). Konstanto oziroma raven šuma C > 0
uvedemo zaradi nadzora nad kompromisom med učnimi napakami in mejnim pa-
som. Vrednost je odvisna od tega, kolikšno kazen dodelimo napakam. Če postavimo
konstanti veliko vrednost, dodelimo s tem večjo kazen za napake in metoda podpor-
nih vektorjev se nauči minimizirati napake, to pa predstavlja manǰso posplošitev.
Manǰsi C dodeli manǰso kazen za napake, zato se metoda nauči minimizirati rob in
dopusti napake, posledično pa predstavlja večjo posplošitev. Pri ločljivih podatkih
ustreza C =∞.
Zapǐsimo sedaj Lagrangeevo funkcijo
(6) L =
1
2
‖n‖2 + C
m∑
i=1
ξi −
m∑
i=1
λi
(
yi(n
Txi + c)− (1− ξi)
)
−
m∑
i=1
µiξi,
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kjer so λi in µi Lagrangeevi multiplikatorji. Iščemo minimum c, n in ξi, zato odva-
jamo po c, n in ξi ter prve odvode enačimo z 0. Dobimo
∂L
∂c
= −
m∑
i=1
λiyi = 0,
∂L
∂n
= n−
m∑
i=1
λiyixi = 0,
∂L
∂ξi
= C − λi − µi = 0, i = 1, 2, . . . ,m,
pri čemer velja, da so λi, µi, ξi ≥ 0 za i = 1, 2, . . . ,m. Nato iz druge in tretje enačbe
izrazimo n in µi:
0 =
m∑
i=1
λiyi,(7)
n =
m∑
i=1
λiyixi,(8)
µi = C − λi.(9)
Ko vstavimo te izraze v Lagrangeevo funkcijo (6), dobimo
L =
m∑
i=1
λi −
1
2
m∑
i=1
m∑
j=1
λiλjyiyjx
T
i xj.(10)
Za nadaljnjo izpeljavo si poglejmo še spodnji izrek. Dokaz lahko bralec najde v
[1].
Izrek 2.1. (Krepki izrek o dualnosti za konveksne funkcije in omejitve podane z
neenakostmi) Naj bo
(11)
f ∗ = min
x
f(x)
p. p. hi(x) ≤ 0, i = 1, 2, . . . ,m,
x ∈ X,
kjer je X konveksna množica in so f, hi, i = 1, 2, . . . ,m, konveksne funkcije na
X, optimizacijski problem. Recimo, da obstaja vektor x1 ∈ X, za katerega velja
hi(x1) < 0, i = 1, 2, . . . ,m. Naj ima zgornji problem končno optimalno vrednost f
∗.
Potem je optimalna vrednost dualnega problema
g∗ = max
λ
g(λ)
kjer je
g(λ) = min
x∈X
L(x, λ) = min
x∈X
(f(x) +
m∑
i=1
λihi(x))
dosežena in velja, da sta optimalni vrednosti primarnega in dualnega problema enaki:
f ∗ = g∗.
Za konveksne probleme velja, da je minimum problema (11) dosežen v točki x∗
natanko tedaj, ko točka x∗ zadošča Karush-Kuhn-Tuckerjevim pogojem (več o tem
si lahko bralec prebere v [1]).
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Definicija 2.2. Točka x∗ ∈ Ω zadošča pogojem Karush-Kuhn-Tuckerja za optimalni
problem iz izreka 2.1, če obstajajo taki Lagrangeevi multiplikatorji λ1, λ2, . . . , λm ≥
0, da velja
(KKT1) ∇f(x∗) +
m∑
i=1
λi∇hi(x∗) = 0,
(KKT2) λihi(x
∗) = 0,
(KKT3) hi(x
∗) ≤ 0, i = 1, 2, . . . ,m.
Sedaj uporabimo izrek 2.1, da zapǐsemo
max
λ
L(λ) = max
λ
(
m∑
i=1
λi −
1
2
m∑
i=1
m∑
j=1
λiλjyiyjx
T
i xj
)
p. p.
m∑
i=1
λiyi = 0
0 ≤ λi ≤ C, i = 1, 2, . . . ,m.
Poleg tega upoštevamo Karush-Kuhn-Tuckerjeve pogoje,
λi(yi(n
Txi + c)− (1− ξi)) = 0,(12)
µiξi = 0,(13)
yi(n
Txi + c)− (1− ξi) ≥ 0,(14)
µi ≥ 0,(15)
za i = 1, 2, . . . ,m, ki nam podajo koristne informacije glede strukture rešitev. Ti
pogoji implicirajo, da so neničelni le tisti λi, katerih xi leži v bližini roba mejnega
pasu. Skupaj enačbe (7) - (15) pripeljejo do enolične rešitve prvotnega in dual-
nega problema. Optimalne rešitve optimizacijskih problemov bomo v nadaljevanju
označevali s strešicami.
Iz (8) vidimo, da je rešitev za n oblike
n̂ =
m∑
i=1
λ̂iyixi,
kjer so λ̂i neničelni le za opazovanja i, ki zadoščajo enakosti v pogoju (14). Ta
opazovanja se imenujejo podporni vektorji, saj je le z njimi definiran n̂. Med
temi točkami bodo nekatere ležale na robu (ξi = 0) in zato sledi iz pogojev (13),
(15) in (9), da velja 0 < λ̂i < C. Za ostale velja ξi > 0 in λ̂i = C. Iz (12) vidimo,
da lahko s pomočjo podpornih vekorjev izračunamo c. Da zagotovimo numerično
stabilnost, bomo vzeli povprečje vseh rešitev.
Torej, vzamemo katerekoli podporne vektorje, za katere velja 0 < λ̂i < C in
dejstvo, da je tedaj ξi = 0, ter izrazimo c:
(16)
λi(yi(n̂
Txi + c)− (1− ξi)) = 0,
yi(n̂
Txi + c)− 1 = 0,
yi(n̂
Txi + c) = 1
c =
1
yi
− n̂Txi, i = 1, 2, . . . ,m.
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Označimo ci =
1
yi
− n̂Txi, i = 1, 2, . . . ,m. Ker pa vemo, da ima yi vrednosti le 1 ali
pa -1, lahko zapǐsemo
ci = yi − n̂Txi,
kjer so xi podporni vektorji, za katere velja 0 < λ̂i < C, yi in ci pa oznake spre-
menljivk pri podpornih vektorjih, ki ustrezajo pogoju. Kot smo prej omenili, je za
izračun c smiselno vzeti povprečno vrednost vseh ci zaradi numeričnega računanja.
Tako dobimo
ĉ =
1
ms
∑
i; 0<λ̂i<C
(yi − n̂Txi),
kjer je ms število podpornih vektorjev in ĉ povprečna vrednost ci. Z maksimizira-
njem duala L(λ) pridemo do preprosteǰsega problema konveksnega kvadratičnega
programiranja, ki je računsko precej enostavneǰsi kot pa je prvotni problem iz (6).
Ko izračunamo n̂ in ĉ, z njima določimo klasifikacijsko funkcijo
Ĝ(x) = sign(n̂Tx + ĉ).
2.3. Nelinearna klasifikacija in jedra. Klasifikator podpornih vektorjev najde
linearne meje med vhodnimi podatki. Včasih pa nimamo sreče, da bi našli ravnino,
ki bi lepo ločevala vhodne vektorje. Poglejmo si spodnji primer.
Slika 3. Podatki iz R2 niso linearno ločljivi (levo). Podatki trans-
formirani v R3 (desno), ki pa so linearno ločljivi. Vir: [7].
Če si pogledamo najprej levo sliko 3, vidimo, da podatki niso linearno ločljivi v
dvodimenzionalnem prostoru. Na tej točki se je treba vprašati, če podatki sploh
ustrezajo dvodimenzionalnem prostoru. Očitno to ne drži. Očitno je to le dvodi-
menzionalna projekcija podatkov, ki so v resnici predstavljeni v tridimenzionalnem
prostoru. To je razvidno iz desne slike 3, kjer pa se da podatke lepo ločiti z neko
ločevalno ravnino. Se pravi, če SVM klasifikator apliciramo v tridimenzionalen pro-
stor, lahko uspešno najdemo optimalno ločitveno ravnino.
Kljub temu imamo na sliki 3 podatke predstavljene v prostoru R2, zato se lotimo
iskanja preslikave h : R2 → R3, ki bi nam v transformiranem prostoru vǐsje dimenzije
linearno ločila podatke. V splošnem ǐsčemo tako funkcijo h : Rd → Rk, kjer je k > d.
Recimo, da imamo dano tako funkcijo h. Določimo koordinatne funkcije hj(x),
j = 1, 2, . . . , k, in z njimi preslikajmo vhodne vektorje xi. Nato uporabimo metodo
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SVM na transformiranem prostoru, kjer dobimo klasifikator. Klasifikator podpornih
vektorjev dobimo s pomočjo vhodnih podatkov h(xi) = (h1(xi), h2(xi), . . . , hk(xi))
za i = 1, 2, . . . ,m. Tako določimo (nelinearno) funkcijo f̂(x) = 〈h(x), n̂〉 + ĉ, klasi-
fikator pa je kot prej Ĝ(x) = sign(f̂(x)).
Tudi, ko pride do testiranja SVM metode, bo prvi korak preslikava testnih podat-
kov s funkcijo h. Opazimo, da pri preslikavi optimalne linearno ločljive hiperravnine
nazaj iz transformiranega prostora v originalni prostor, nastane nelinearno ločljiva
meja. To je razvidno tudi na sliki 4 (pri transformiranju iz R2 v R3).
Slika 4. Linearno ločljiva ravnina v R3 in njena projekcija v R2. Vir: [7].
Pri razširitvah v vǐsje dimenzije je izbira dimenzije dovoljena do zelo velikih (celo
neskončnih) dimenzij. Mogoče se zdi, da bi bili izračuni prezahtevni. Prav tako se
zdi, da ob primernih koordinatnih funkcijah pride do linearne ločljivosti podatkov.
Temu se bomo posvetili v nadaljevanju.
2.4. Izračun SVM klasifikatorja. Optimizacijski problem (5) lahko direktno pre-
uredimo za vektorje h(xi),
min
n,c
1
2
‖n‖2 + C
m∑
i=1
ξi
p. p. yi(〈h(xi),n〉+ c) ≥ 1− ξi,
ξi ≥ 0, i = 1, 2, . . . ,m,
kjer 〈 , 〉 označuje standardni skalarni produkt v transformiranem prostoru.
Vidimo, da za primerne izbire funkcije h lahko dobimo precej lahke izračune
skalarnih produktov. Lagrangeeva funkcija iz (10) ima sedaj obliko
(17) L =
m∑
i=1
λi −
1
2
m∑
i=1
m∑
j=1
λiλjyiyj〈h(xi),h(xj)〉.
Nato lahko iz (8) dobimo rešitev za n̂ ter posledično funkcijo f̂ kot
(18)
f̂(x) = 〈h(x), n̂〉+ ĉ =
=
m∑
i=1
λ̂iyi〈h(x),h(xi)〉+ ĉ,
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kjer pa kot prej s pomočjo podpornih vektorjev xi, z lastnostjo 0 < λ̂i < C,
izračunamo ĉ iz enačbe (16).
Opazimo, da obe enačbi (17) in (18) uporabljata h(x) le v skalarnem produktu.
Očitno sploh ne potrebujemo eksplicitnega zapisa funkcije h(x), ampak le funkcijo
jedra
K(x, z) = 〈h(x),h(z)〉,
ki izračuna skalarni produkt v preslikanem prostoru.
2.5. Jedra. Funkcija jedra je funkcija K : Rd × Rd → R. Intuicija jedra je, da
izračuna skalarni produkt v vǐsje dimenzionalnem prostoru Rk, čeprav je funkcija
definirana v prostoru Rd (velja k > d). Da lahko funkciji rečemo funkcija jedra,
mora zadostiti nekaterim pogojem. Zadostna pogoja sta:
• Mercerjev izrek
• Za vsako končno množico {x1,x2, . . . ,xk} mora biti matrika K = (kij) z
elementi kij := K(xi,xj) pozitivno semidefinitna.
Poglejmo si, kaj pravi Mercerjev izrek (dokaz v [5]):
Izrek 2.3. Naj bo X neka kompaktna (zaprta in omejena) podmnožica prostora Rd.
Naj bo K simetrična funkcija ter naj bosta funkciji f, g ∈ L2(X). Če velja∫∫
X×X
f(x)K(x, y)g(y)dxdy ≥ 0,
potem je K jedro.
V praksi se uporabljajo tri oblike jeder K:
Polinomska jedra stopnje n : K(x, z) = (1 + 〈x, z〉)n,
Radialna jedra : K(x, z) = exp(−γ‖x− z‖2),
Sigmoidna jedra : K(x, z) = tanh(κ1〈x, z〉+ κ2),
kjer so γ, κ1 in κ2 izbrane konstante.
Te oblike jeder so že vgrajene v mnogo programskih jezikov (recimo v python in
R), kar močno olaǰsa implementacijo metode pri modeliranju.
Sedaj lahko s pomočjo jeder zapǐsemo našo končno enačbo optimalne ločitvene
ravnine (18) kot
f̂(x) =
m∑
i=1
λiyiK(x,xi) + ĉ.
3. SVM metoda za regresijo
Pokazali bomo, da se da metodo podpornih vektorjev prilagoditi za regresijo,
kjer poberemo določene lastnosti SVM klasifikatorja. Bolj podrobno bomo spoznali
linearno ε-neobčutljivo SVM regresijo. V tej obliki regresije vhodni podatki vsebujejo
napovedovalne spremenljivke in njihove odzivne vrednosti. Cilj te metode je najti
tako funkcijo f(x), ki od prave vrednosti y ne odstopa za več kot ε za vsak vhodni
podatek x in je hkrati kar se da sploščena.
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3.1. Linearna SVM regresija. Recimo, da imamo ponovno m vhodnih podatkov,
ki jih lahko zapǐsemo v obliki parov (x1, y1), (x2, y2), . . . , (xm, ym). Sedaj velja xi ∈
Rd in yi ∈ R za i = 1, 2, . . . ,m. Pri iskanju funkcije
f(x) = nTx + c
želimo, da je čimbolj sploščena. V ta namen se lotimo minimiziranja ‖n‖, da bomo
našli optimalno funkcijo f(x). Kot prej poskusimo formulirati konveksni optimiza-
cijski problem
min
n
1
2
‖n‖2
p. p. |yi − (nTxi + c)| ≤ ε, i = 1, 2, . . . ,m.
Lahko pa naletimo na problem, da ne obstaja taka funkcija f(x), ki bi zadoščala
pogojem za vse točke. Tak primer je prikazan v sliki 5.
Slika 5. ε okolica in kazenske spremenljivke ξ ter ξ∗. Vir: [15].
V ta namen uvedemo kazenske spremenljivke ξi in ξi
∗ za i = 1, 2, . . . ,m, ki jih do-
delimo vsaki točki. Z uvedbo kazenskih spremenljivk se naš optimizacijski problem
pretvori v
min
n
1
2
‖n‖2 + C
m∑
i=1
(ξi + ξi
∗)
p. p. yi − (nTxi + c) ≤ ε+ ξi,
(nTxi + c)− yi ≤ ε+ ξi∗,
ξiξi
∗ = 0,
ξi ≥ 0,
ξi
∗ ≥ 0, i = 1, 2, . . . ,m.
Tu smo kot prej definirali neničelno konstanto C, ki kontrolira kazni, ki jih dobijo
točke, ki ležijo izven ε okolice, in pomaga pri preprečevanju prekomernega prekriva-
nja.
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Definirajmo sedaj ε-intenzivno izgubo funkcije, ki ignorira točke z napakami zno-
traj ε okolice. Izguba se meri kot razdalja med opazovano vrednostjo y in ε mejo.
To formalno zapǐsemo kot
Lε(y, f(x)) =
{
0; če je |y − f(x)| ≤ ε,
|y − f(x)|; sicer,
kar predstavlja ravno (ξi + ξi
∗) v našem optimizacijskem problemu.
Nadaljnje reševanje problema bo precej lažje, če ga rešujemo s pomočja Lagrange-
ejeve funkcije dualnega problema. Rešitev dualnega problema zagotovi spodnjo mejo
za rešitev primarnega problema. Pri uporabi dualnega problema moramo paziti, da
še vedno velja pogoj ξiξi
∗ = 0, kar zapǐsemo s pogojem θiθ
∗
i = 0 za i = 1, 2, . . . ,m.
Tu sta θi in θ
∗
i definirana kot nenegativna Lagrangeeva multiplikatorja za vsako
točko. Zapǐsimo sedaj dualni problem (več o tem si lahko bralec prebere v [2]):
min
θ∗i , θi
ε
m∑
i=1
(θ∗i + θi)−
m∑
i=1
yi(θ
∗
i − θi) +
1
2
m∑
i=1
m∑
j=1
(θ∗i − θi)(θ∗j − θj)xiTxj
p. p.
m∑
i=1
(θ∗i − θi) = 0,
0 ≤ θi ≤ C,
0 ≤ θ∗i ≤ C, i = 1, 2, . . . ,m.
Poleg zgoraj navedenih pogojev, mora optimalna rešitev izpolnjevati tudi sledeče
Karush-Kuhn-Tuckerjeve pogoje:
θi(ε+ ξi − yi + nTxi + c) = 0,
θi
∗(ε+ ξ∗i + yi − nTxi − c) = 0,
ξiξi
∗ = 0,
θiθ
∗
i = 0,
ξi(C − θi) = 0,
ξ∗i (C − θ∗i ) = 0, i = 1, 2, . . . ,m.
Vsi te pogoji zagotavljajo, da imajo vse točke strogo znotaj ε-okolice Lagrangeeve
multiplikatorje θi in θ
∗
i enake 0. Če pa eden od θi ali θ
∗
i ni 0, potem točke xi za te i
imenujemo podporni vektorji.
Sedaj lahko zapǐsemo funkcijo, ki napoveduje nove vrednosti in je odvisna le od
podpornih vektorjev
f(x) =
m∑
i=1
(θi − θ∗i )xiTx + c,
kjer lahko c dobimo s pomočjo podpornih vektorjev in Karush-Kuhn-Tuckerjevih
pogojev (več v [9]).
3.2. Nelinearna SVM regresija. Nekatere regresijske probleme se ne da rešiti z
linearnimi modeli. V takih primerih Lagrangeeva dualna funkcija dovoljuje razširitev
za nelinearne modele. Ideja je, da se skalarni produkt xTz zamenja z nelinearnimi
funkcijami jedra K(x, z) = 〈h(x),h(z)〉, kjer je funkcija h(x) transformacija iz
originalnega prostora v nek vǐsje dimenzionalni prostor. Primer tega je prikazan v
sliki 6. Jedra smo spoznali že v razdelku 2.5.
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Slika 6. Uporaba jedra za preslikavo v vǐsjo dimenzijo z linearno
ločljivostjo. Vir: [15].
Dualna oblika problema za nelinearno SVM regresijo zamenja skalarni produkt
xTi xj z 〈h(xi),h(xj)〉. Na tem mestu nam jedra precej olaǰsajo delo, saj ne potre-
bujemo eksplicitno poznati funkcije h(x) za izračun elementov matrike. S pomočjo
jeder lahko sedaj zapǐsemo naš optimizacijski problem
min
θ∗i , θi
ε
m∑
i=1
(θ∗i + θi)−
m∑
i=1
yi(θ
∗
i − θi) +
1
2
m∑
i=1
m∑
j=1
(θ∗i − θi)(θ∗j − θj)K(xi,xj)
p. p.
m∑
i=1
(θ∗i − θi) = 0,
0 ≤ θi ≤ C,
0 ≤ θ∗i ≤ C, i = 1, 2, . . . ,m.
Seveda, je tudi tukaj treba upoštevati Karush-Kuhn-Tuckerjeve pogoje v obliki
θi(ε+ ξi − yi + nTxi + c) = 0,
θi
∗(ε+ ξ∗i + yi − nTxi − c) = 0,
ξiξi
∗ = 0,
θiθ
∗
i = 0,
ξi(C − θi) = 0,
ξ∗i (C − θ∗i ) = 0, i = 1, 2, . . . ,m.
Rešitev dualnega problema in tudi rešitev prvotnega problema je (tako kot prej)
odvisna le od podpornih vektorjev. Zapǐsemo lahko sedaj napovedovalno funkcijo
kot
f(x) =
m∑
i=1
(θi − θi∗)K(xi,x) + c.
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4. Napovedovanje vrednosti delnic tehnoloških podjetij z uporabo
metode SVM
4.1. Uvod. Napovedovanje vrednosti delnice je eden najbolj razširjenih problemov,
s katerim se ukvarjajo raziskovalci s področij ekonomije, matematike, financ, zgo-
dovine in računalnǐske dejavnosti. Zaradi nepredvidljivih zasukov vrednosti delnice
je težko aplicirati kakšno regresijsko tehniko, ki bi nam podala zanesljive rezultate.
Finančne institucije ustvarjajo različne modele, s katerimi bi premagali trg, ampak
redko komu to dejansko uspe. Kljub temu je napovedovanje vrednosti zelo prilju-
bljena dejavnost, saj lahko le nekaj procentnih točk bolǰsa napoved poveča profit
finančnih institucij za kar nekaj milijonov. Tradicionalno se napovedovalne tehnike
opirajo na linearne statistične modele časovnih vrst kot recimo ARIMA (Auto Re-
gressive Integrated Moving Average). Več si bralec lahko prebere v [13]. Zaradi
velikih skokov in padcev vrednosti delnic linearni modeli niso več optimalni in zato
pridejo v veljavo nelinearni modeli, kot je recimo ARCH (Autoregressive Conditi-
onal Heteroskedasticity) metoda, ki ima precej manǰso napovedovalno napako (več
v viru [11]). Dandanes pa raziskovalci precej pogledujejo proti različnim metodam
strojnega učenja za napovedovanje vrednosti delnic. Algoritmi strojnega učenja vza-
mejo podatke, s katerimi ”ugotovijo” rešitev za določen problem. V nadaljevanju si
poglejmo primer uporabe metode SVM.
4.2. Predstavitev problema. Za ponazoritev uporabe SVM modela v finančnem
sektorju bomo metodo uporabili za napovedovanje rasti oziroma padca vrednosti
delnic v prihodnosti. Naš vir bo članek [8].
Programi so napisani v programu R, ki ima že vgrajeno metodo SVM v knjižnici
e1071. Podatke za vrednosti delnic dobimo iz CRSP podatkovne baze delnic ter
podatke o indeksu iz Yahoo Finance. Vzeli bomo podatke o vrednosti delnic 34 teh-
noloških podjetij za obdobje 2007 do 2014. Ta podjetja so: Microsoft Corporation,
Linear Technologies Corporation, Cerner Corporation, Apple, Applied Materials,
CA Technologies, KLA-Tencor, Lam Resh Corporation, Micron Technology, Intel
Corporation, Analog Devices, Western Digital Corporation, Adobe Systems, Altera
Corporation, Symantec Corporation, Cisco Systems, Xilinx, Qualcomm, Intuit, Ne-
twork Appliance, Sandisk Corporation, Citrix Systems, Yahoo, Check Point Software
Technologies, Autodesk, Broadcom Corporation, Cognizant Technology Sols Corpo-
ration, NVIDIA Corporation, Akamai Technologies, Garmin, Seagate Technology,
Google, Baidu, Systems Xcellence. Uporabljeni pa so bili tudi podatki tehnološkega
indeksa NASDAQ-100 Technology Sector Index (NDXT), ki zajema v izračunu vre-
dnosti indeksa tudi vrednosti delnic teh 34 tehnoloških podjetij.
Za učne podatke bomo vzeli podatke od leta 2007 do leta 2011, kar predstavlja
približno 62, 5% vseh podatkov, testirali pa bomo metodo na podatkih od leta 2012
do leta 2014, kar predstavlja preostalih 37, 5% podatkov.
Pri napovedovanju spremembe vrednosti delnic bomo gledali štiri lastnosti: vo-
latilnost delnice, momentum delnice, volatilnost indeksa in momentum indeksa. Te
parametre bomo izračunali dnevno na podlagi vrednosti delnic ob zaključku trgo-
valnega dne za vsako delnico od leta 2007 do leta 2014. Pogledali bomo, če nam
zgodovinski podatki lahko pomagajo napovedati smer spremembe vrednosti delnice.
Če EMH (Efficient Market Hypothesis) drži, potem bi morale vrednosti delnic slediti
slučajnemu sprehodu in bi morale biti nepredvidljive glede na zgodovinske podatke.
Efficient Market Hypothesis teorija pravi, da sedanja vrednost delnic že odraža
vse prosto dostopne informacije in je zato njihovo napovedovanje nepredvidljivo.
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Vrednost naj bi se spremenila le ob novih informacijah, kar bi zagotavljalo slučajni
sprehod. Se pravi, če EMH drži, potem se smer spremembe vrednosti delnice ne
bi smela napovedati z verjetnostjo večjo od 50%. Vseeno pa študije zagotavljajo,
da lahko napovemo smer spremembe vrednosti delnice z verjetnostjo vǐsjo od 50%,
če pri raziskovanju uporabimo tehnike strojnega učenja, ki uporabijo v izračunu
momentum in še nekaj drugih kazalcev za delnice.
Momentum je preprosto povedano hitrost spreminjanja cene vrednostnega pa-
pirja. Pri modeliranju bomo označili z 1, če bo vrednost delnice oziroma indeksa ob
zaključku dnevnega trgovanja vǐsja kot vrednost dan prej, ali z -1, če bo vrednost
nižja od vrednosti preǰsnjega dne.
Volatilnost je statistična mera za disperzijo za ceno vrednostnega papirja. Pona-
vadi velja, da vǐsja kot je volatilnost, bolj tvegan je vrednostni papir. Volatilnost se
meri z standardnim odklonom oziroma varianco vrednostnega papirja.
V tabeli 1 so prikazane formule za izračun posameznih vrednosti kazalcev, pri
čemer Di in Ii v tabeli 1 predstavljata vrednost delnice oziroma indeksa v času i, yi
in xi pa predstavljata momentum in zavzameta vrednosti 1 ali -1.
Ime kazalca Opis Formula
Volatilnost indeksa Povprečna procentna sprememba
dnevne vrednosti indeksa v n1
dneh.
∑t
i=t−n1+1
Ii−Ii−1
Ii−1
n1
Momentum indeksa Povprečni momentum indeksa v
n1 dneh.
∑t
i=t−n1+1
xi
n1
Volatilnost delnice Povprečna procentna sprememba
dnevne vrednosti delnice v n2
dneh.
∑t
i=t−n2+1
Di−Di−1
Di−1
n2
Momentum delnice Povprečni momentum delnice v
n2 dneh.
∑t
i=t−n2+1
yi
n2
Tabela 1. Izračun vrednosti posameznih kazalcev.
Za lažje nadaljnje razumevanje definirajmo m kot število, ki nam pove, za ko-
liko dni vnaprej želimo napovedati spremembo vrednosti delnice, n1 kot število,
s katerim izračunamo vrednosti kazalcev pri indeksu in z n2 število, s katerim
izračunamo vrednosti kazalcev pri delnici. Povprečili in napovedovali bomo na te-
denski, dvotedenski, mesečni, četrtletni in letni ravni, kar pomeni, da bodo parametri
m,n1, n2 ∈ {5, 10, 20, 90, 270}. Treba je omeniti, da gledamo le trgovalne dni, zato
smo definirali, da en teden zavzame 5 dni.
Glede na te lastnosti bomo s pomočjo metode SVM napovedovali rast oziroma
padec vrednosti delnic. Tako bomo poskusili s SVM metodo izbolǰsati verjetnost
ugibanja.
4.3. Modeliranje. Po zgledu iz članka izračunamo posamezne kazalce za volatil-
nost in momentum glede na določeno obdobje (celotna koda je v dodatku 5). Nato
se lotimo izvajanja SVM metode. V programu R je že vgrajena SVM metoda z
ukazom svm. Ukaz za vhodne parametre vzame množico učnih podatkov, raven
šuma, obliko jedra in še mnogo drugih parametrov, ki za naše modeliranje niso tako
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pomembni. Osredotočili se bomo na dva parametra: raven šuma in obliko jedra, s
čimer bomo pokazali različne rezultate v smislu števila podpornih vektorjev in verje-
tnosti uspešne napovedi premika vrednosti delnice. Za napoved uporabimo funkcijo
predict, ki kot vhoden podatek vzame našo testno množico podatkov ter naš SVM
model in nam napove vrednost v prihodnosti.
Poglejmo si najprej primer, kjer spreminjamo vrednost ravni šuma. Recimo, da
ǐsčemo vrednost delnice za eno leto vnaprej (m = 270), pri čemer bomo gledali
povprečje volatilnosti in momentuma delnice ter indeksa za n1 = n2 = 5. Pri tem
bomo uporabili radialno jedro ter gledali število podpornih vektorjev pri uporabi
SVM metode za podjetje Microsoft v odvisnosti od spremembe ravni šuma.
Raven šuma Število podpornih vektorjev Verjetnost
C = 0, 001 1221 88, 02%
C = 1 1108 32, 44%
C = 1000 948 44, 00%
Tabela 2. Verjetnost pravilne napovedi in število podpornih vektor-
jev v odvisnosti od ravni šuma pri izbiri m = 270, n1 = n2 = 5 in
radialnem jedru.
Iz tabele 2 vidimo, da se število podpornih vektorjev zmanǰsuje z vǐsjo ravnijo
šuma. Kot je bilo predstavljeno že v teoretičnem delu, bomo pri nižji vrednosti
dobili večjo posplošitev (in s tem tudi več podpornih vektorjev) ter dovolili napake,
zato bi morala biti verjetnost pravilne napovedi vǐsja. Res je videti, da je verjetnost
najvǐsja pri vrednosti 0, 001, vendar razlog tiči v preveliki posplošitvi. Če uporabimo
funkcijo tune, ki nam poda parametre, ki se bodo najbolje prilegali našemu modelu,
vidimo, da se to zgodi v primeru, ko uporabimo radialno jedro in vrednost šuma
1000. Zato nas visoka verjetnost pravilne napovedi ne sme zavesti, saj je izračunana
na povsem napačnem modelu. Na sliki 7 lahko vidimo izpis, ki ga dobimo s pomočjo
funkcije tune.
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Parameter tuning of ‘svm’:
- sampling method: 10-fold cross validation
- best parameters:
cost
1000
- best performance: 0.4163683
Call:
best.svm(x = as.factor(Y) ~ ., data = X_ucni, cost = c(0.01, 1, 1000),
type = "C-classification")
Parameters:
SVM-Type: C-classification
SVM-Kernel: radial
cost: 1000
gamma: 0.25
Number of Support Vectors: 948
Slika 7. Izpis pri uporabi ukaza tune.
Poglejmo si še, kaj se zgodi, če spreminjamo obliko jedrne funkcije. Spet gledamo
vrednost delnice za m = 270, pri čemer bomo gledali povprečje volatilnosti in mo-
mentuma delnice ter indeksa za n1 = n2 = 5 . Pri tem bomo nastavili raven šuma
na 1000 ter gledali število podpornih vektorjev pri uporabi SVM metode za podjetje
Microsoft v odvisnosti od oblike jedra.
Oblika jedra Število podpornih vektorjev Verjetnost
Linearno 1192 63, 02%
Polinomsko (stopnje = 3) 1191 79, 96%
Radialno 948 44, 00%
Tabela 3. Verjetnost pravilne napovedi in število podpornih vektor-
jev v odvisnosti od jedra pri izbiri m = 270, n1 = n2 = 5 in ravni
šuma C = 1000.
Tudi verjetnosti pri polinomskem in linearnem jedru iz tabele 3 nas ne smejo
zavesti. Čeprav bi radi dosegli visoke verjetnosti, moramo hkrati paziti na ustreznost
modela. Očitno se na naše podatke najbolje prilega radialno jedro, zato je verjetnost,
ki jo dobimo z uporabo radialnega jedra, najbolj realna.
Glede na to, da je bila povprečna verjetnost pri radialnem jedru in ravni šuma
1000 manǰsa od 50%, je očitno, da SVM metode na teh podatkih pri napovedova-
nju za eno leto vnaprej in tedenskem povprečenju momentuma in volatilnosti ne bi
uporabili. Lahko pa najdemo primer, kjer metoda izbolǰsa verjetnost pravilne na-
povedi. To se zgodi, če želimo recimo napovedati vrednosti za eno leto vnaprej, pri
čemer vzamemo za n1 = 270 in n2 = 5. Poglejmo si v tabeli 4, kakšna je povprečna
verjetnost, da podjetju Microsoft pravilno napovemo spremembo vrednosti delnice,
če spreminjamo obliko jedra in imamo raven šuma 1000.
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Oblika jedra Število podpornih vektorjev Verjetnost
Linearno 663 74, 89%
Radialno 265 89, 50%
Polinomsko (stopnje = 3) 415 86, 76%
Tabela 4. Verjetnost pravilne napovedi in število podpornih vektor-
jev v odvisnosti od jedra pri izbiri m = 270, n1 = 270, n2 = 5 in ravni
šuma C = 1000.
Očitno je, da se v tem primeru splača uporabiti SVM metodo. Ne glede na to,
katero metodo uporabimo, je napoved precej bolǰsa, kot če bi le ugibali.
Poglejmo si za te iste podatke (m = 270, n1 = 270 in n2 = 5) problem bolj po-
drobno. Lahko pogledamo še, kakšne so povprečne verjetnosti, če gledamo pravilne
napovedi za vsa podjetja skupaj ter maksimalne in minimalne verjetnosti za neko
posamezno podjetje. Najprej si v tabeli 5 poglejmo verjetnosti, kjer spreminjamo
raven šuma in uporabimo radialno jedro.
Raven šuma Povprečna Maksimalna Minimalna
C = 0, 001 75, 52% 100, 00% 0, 00%
C = 1 62, 32% 100, 00% 12, 33%
C = 1000 59, 98% 96, 80% 10, 96%
Tabela 5. Verjetnosti pravilne napovedi v odvisnosti od ravni šuma
pri izbiri m = 270, n1 = 270, n2 = 5 in radialnem jedru.
Verjetnosti presegajo 50%, s čimer smo dosegli, kar smo hoteli. Zanimivo je videti,
da pri napovedi vrednosti za posamezna podjetja dosežemo celo 100% pravilnost,
za nekatere pa povsem zgrešimo (0% pravilnost). Tako vidimo, da bi za posamezno
delnico težko pravilno napovedali njen premik vrednosti. Težko bi se odločili za neko
strategijo investiranja v posamezno podjetje na podlagi teh napovedi. Več pa bi si
lahko obetali pri razpršitvi naložbenega portfelja med več podjetij.
Sedaj si poglejmo v tabeli 6 še povprečne verjetnosti, če gledamo pravilne napovedi
za vsa podjetja skupaj ter maksimalne in minimalne verjetnosti za neko posamezno
podjetje, pri čemer za raven šuma vzamemo vrednost 1000 in gledamo, kako se
verjetnosti spreminjajo v odvisnosti od jedra.
Oblika jedra Povprečna Maksimalna Minimalna
Linearno 66, 14% 100, 00% 0, 00%
Polinomsko (stopnje = 3) 67, 86% 100, 00% 20, 09%
Radialno 59, 98% 96, 80% 10, 96%
Tabela 6. Verjetnosti pravilne napovedi v odvisnosti od oblike jedra
pri izbiri m = 270, n1 = 270, n2 = 5 in ravni šuma C = 1000.
Tudi v tem primeru dobimo vǐsje povprečne verjetnosti napovedi ter hkrati veliko
deviacijo med maksimalno in minimalno verjetnostjo za posamezno podjetje. V na-
daljevanju si bomo pogledali, na podlagi katerih parametrov m, n1 in n2 pri uporabi
radialnega jedra in ravni šuma C = 1 bomo dobili najbolj zanesljive rezultate.
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4.4. Rezultati in ugotovitve. Iz rezultatov uporabe SVM metode (celotna tabela
verjetnosti za vse kombinacije m, n1 in n2 je v prilogi 5, kjer smo uporabili radialno
jedro in raven šuma C = 1) lahko vidimo, da pri napovedovanju vrednosti delnice
za en dan naprej težko napovemo premik z verjetnostjo večjo od 50%. To potrjuje
teorijo EMH. Če model, ki vsebuje veliko zgodovinskih podatkov, ni zmožen napove-
dati vrednosti za naslednji dan z večjo verjetnostjo kot 50%, je to zelo močan dokaz,
da vrednosti delnice sledijo slučajnemu sprehodu. To pomeni, da trenutna vrednost
že odraža vse zgodovinske informacije in se bo spremenila le ob prihodnjih informa-
cijah. Model, ki smo ga uporabili mi, naj ne bi bil sposoben napovedati prihodnje
vrednosti delnice, saj trenutna vrednost že vsebuje vse te informacije. Zato lahko
trdimo, da naš model pri napovedovanju vrednosti delnice za naslednji trgovalni dan
še vedno podpira teorijo EMH.
Pri spremembah parametra m pride do različnih trendov. Najbolj zanimivo je, da
se povprečna verjetnost vǐsa za m = 5, 10, 20 ter se nato zniža za m = 90, 270. To
je razvidno iz slike 8. Prikazane so povprečne verjetnosti pravilne napovedi v odvi-
snosti od parametra m, kjer je povprečna verjetnost, povprečje vseh 25 kombinacij
parametrov n1 in n2 pri fiksiranem m.
Slika 8. Povprečna verjetnost pravilne napovedi v odvisnosti od pa-
rametra m.
Če bi si pogledali celotne rezultate, bi opazili, da pri majhnem m sprememba n1
in n2 nima velikega vpliva na verjetnost. Zanimivo je videti, da metoda pri m = 1
najbolje deluje, če imamo zelo majhen n1. Povprečna verjetnost je najvǐsja, če je
vsaj eden od vrednosti 5 ali pa, če sta oba 20. To nam pove, da so za napovedovanje
vrednosti za naslednji dan najbolǰsi zelo kratkoročni trendi.
Parametra n1 in n2 prideta bolj v veljavo pri večjih m. Pri m = 10 je verjetnost
pravilne napovedi med 49, 04% in 53, 59%, kar je precej večji razpon kot pri m = 1.
Razpon vrednosti je še večji pri m = 90. Za nekatere vrednosti n1 in n2, kot recimo
pri n1 = 90 in n2 = 5, je povprečna verjetnost celo nižja kot 46%, pri drugih pa
vǐsja. Tak primer je recimo pri vrednostih parametrov n1 = 270 in n2 = 90, kjer
povprečna verjetnost znaša kar 56, 66%.
Te različne vrednosti dokazujejo, da imajo pri napovedovanju vrednosti v daljni
prihodnosti večjo vlogo vrednosti n1 in n2 ter zgodovinski podatki vrednosti del-
nice. Vse to še bolj potrjuje EMH teorijo, da vrednosti delnic sledijo slučajnemu
sprehodu. Ne glede na zgodovinske informacije, so kratkoročne spremembe težko
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predvidljive, kar ponazarja, da trendi ne vplivajo na kratki rok, vendar vseeno po-
nudijo možnosti napovedovanja. Po drugi strani so dolgoročne spremembe posledica
različnih trendov, katere, ob vključitvi pravih podatkov, lahko precej dobro izkori-
stimo za dolgoročno napovedovanje. Če testni podatki odražajo podobne lastnosti
kot učni podatki, potem bo imel model visoko napovedovalno moč. Po drugi strani
pa lahko za testne podatke vzamemo take podatke, ki nimajo skupnih lastnosti z
učnimi. Zato je treba vedno premisliti, katere podatke je najbolje vzeti za učne in
katere za testne. To smo videli že v preǰsnjih primerih.
Zanimivo je videti, da so za n1 = 270 zelo visoke verjetnosti pravilne napovedi
za vse m = 90, 270. To pomeni, da so podatki celotnega tehnološkega sektorja za
preteklo leto v veliko pomoč pri napovedovanju vrednosti v daljni prihodnosti.
Ravno obratno pa prikazujejo rezultati za parameter n2. Povprečna verjetnost
pravilne napovedi je najvǐsja pri majhnih vrednostih n2, ampak nanjo vpliva tudi
vrednost m. Intuitivno to ima nek smisel. Trenutni momentum delnice je bolǰsi in-
dikator, kaj se z delnico dogaja, saj odraža najbolj aktualne informacije. Kljub temu
trenutni momentum ni najbolǰsa izbira kazalca, če želimo napovedovati vrednosti v
dalǰsi prihodnosti.
Pri majhnem m ima večji vpliv izbira parametra n1 kot pa n2. Ko pa se m
povečuje, postaja vedno bolj pomemben parameter n1. Po intuiciji to ima smi-
sel. Pri napovedovanju vrednosti delnice za kraǰse obdobje nam še največ pove
kazalec momentum delnice. Za napovedovanje za dalǰse obdobje, pa postanejo bolj
pomembni dolgoročni trendi sektorja. Dolgoročni trendi odražajo makroekonomsko
stanje trga in jih ne zmotijo manǰsa nihanja. Napovedovanje na dolgi rok za določeno
delnico je odvisno od smeri razvoja trga in makroekonomskih pogojev ne pa le od
trendov te delnice. Spet pridemo do spoznanja, da teorija EMH drži. Če bi lahko
napovedovali vrednost določene delnice za dalǰse obdobje na podlagi le informacij te
delnice, bi pomenilo, da vrednosti niso odvisne le od novih informacij, ampak tudi
od starih informacij. To bi kršilo EMH.
Treba je vedeti, da pri kratkoročni napovedi približno pravilne napovedi še ne
pomenijo, da bomo pri trgovanju dosegli profit. Moramo upoštevati, da smo prevedli
problem napovedovanja na binarno klasifikacijo, s katero smo lahko zelo enostavno
zapisali model, ampak to tudi pomeni, da ne vemo velikosti spremembe vrednosti
delnice. Te spremembe so lahko zelo majhne. Poleg tega imamo pri trgovanju z
delnicami določene stroške, tako da lahko kaj hitro privede do tega, da so stroški
vǐsji od profita dobljenega pri trgovanju z delnicami. Kakorkoli že, to privede do
povsem drugega problema, ki pa ni tema te diplomske naloge.
Posledično lahko pripomnemo, da tudi pri dolgoročnih napovedih težko napovemo
profite, vendar ne zaradi različnih stroškov trgovanja. Pri m = 90 in m = 270 je
povprečna verjetnost pravilne napovedi za vse kombinacije parametrov n1 in n2
manǰsa kot za napoved za kraǰso obdobje, ampak pri pravi izbiri vrednosti n1 in
n2, pa lahko pripelje do verjetnosti vǐsjih od 60%. Ne smemo pozabiti, da je že to
povprečna verjetnost pravilnih napovedi za 34 tehnoloških podjetij. Zanimivo je, da
se verjetnosti pravilne napovedi posameznih delnic nekaterih podjetij povečujejo z
naraščajočim m, še posebej pri m = 90, 270. Vidimo, da naš model lahko pravilno
napove vrednosti nekaterih delnic z verjetnostjo vǐsjo od 80%, ravno nasprotno pa
za nekatere napove z verjetnostjo nižjo od 30%. Problem je, da ne vemo, katerim
delnicam bo naš model napovedal pravilne vrednosti in katerim ne, zato je težko
profitirati na račun našega modela.
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Pogledali smo si osnovni SVM model napovedovanja vrednosti delnic. Problem bi
lahko razširili na večjo količino podatkov. Trgovalne institucije ponavadi ne gledajo
le dnevne vrednosti delnic in indeksov, temveč gledajo podatke tekom minut, celo
sekund. Posamezne delnice imajo ponavadi velika nihanja znotraj trgovalnega dne,
kar bi dnevni model lahko analiziral in nam napovedal smer spremembe vrednosti
delnice v naslednjih minutah. Tako ponavadi trgovalne institucije profitirajo.
Za bolǰse napovedi bi lahko razširili model in uporabili večji nabor kazalcev, ki
bi jih analizirali in uporabili pri napovedovanju. Lahko bi dodali različne makro-
ekonomske podatke povezane s podjetjem, različne kazalce poslovanja podjetja in
tako naprej. To bi precej izbolǰsalo model in njegovo zanesljivost napovedovanja
pravilnih vrednosti.
Vse te izbolǰsave modela bi pripomogle k večji pravilnosti napovedi, vendar pa na
samo strukturo problema nimajo vpliva. Z njimi ali brez je jedro problema enako
in dovolj dobro za prikaz uporabe SVM metode za različne namene.
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5. Dodatek: Koda programa in izpis rezultatov
l i b r a r y ( e1071 )
l i b r a r y ( dplyr )
l i b r a r y ( t i d y r )
l i b r a r y ( c a r e t )
#Primerjava r a s t i in padca cen d e l n i c v času k r i z e in v času po k r i z i
#34 tehno l o š k ih p o d j e t i j (2007 − 2014) , 62,5% podatkov (2007 − 2011) za učenje ,
#o s t a l i h 37,5% (2012 − 2014) za t e s t i r a n j e
#š t e v i l o de lovn ih dni po k a t e r i h primerjamo 5 , 10 , 20 , 90 , 270
podatki <− read . csv ( ’ t e c h s e c t o r d a t a r e a l . csv ’ )
podatki <− podatki [ order ( podatki $ date ) , ]
pod j e t j a <− unique ( podatki $PERMNO) #š i f r e vseh p o d j e t i j v indeksu
pod j e t j a <− pod j e t j a [ pod j e t j a != 12084 ] #samo pod j e t j a z vsemi podatki
pod j e t j a <− pod j e t j a [ pod j e t j a != 13407 ]
pod j e t j a <− pod j e t j a [ pod j e t j a != 14542 ]
pod j e t j a <− pod j e t j a [ pod j e t j a != 93002 ]
pod j e t j a <− pod j e t j a [ pod j e t j a != 15579 ]
podatki1 <− read . csv ( ’ ndxtdata . csv ’ ) #s p l o š n i t e h n o l o š k i indeks
podatki1 <− podatki1 [ order ( podatki1 $Date ) , ]
cene indeksa <− podatki1 $ Close #vrednos t i indeksa
#1 . ) Momentum in v o l a t i l n o s t
#f u n k c i j a i z racuna v o l a t i l n o s t za časovno obdobje [ t−n+1, t ]
v o l a t i l i t y <− f unc t i on ( s t e v i l o dni , vektor cen , s t e v i l o dni napovedovanja ){
sp r emin ja jo ce v o l a t i l i t y vektor <− c ( )
f o r ( i in 2 : ( s t e v i l o dni + 1)){
procentna sprememba <− 100 ∗ ( vektor cen [ i ] − vektor cen [ i −1]) / vektor cen [ i −1]
sp r emin ja jo ce v o l a t i l i t y vektor [ i −1] <− procentna sprememba
}
vektor v o l a t i l i t y <− c (mean( spremin ja joce v o l a t i l i t y vektor ) )
f o r ( i in ( s t e v i l o dni + 1 ) : ( l ength ( vektor cen ) − s t e v i l o dni napovedovanja ) ){
sp r emin ja jo ce v o l a t i l i t y vektor <− sp r emin ja jo ce v o l a t i l i t y vektor [−1]
procentna sprememba <− 100 ∗ ( vektor cen [ i ] − vektor cen [ i −1]) / vektor cen [ i −1]
sp r emin ja jo ce v o l a t i l i t y vektor [ s t e v i l o dni ] <− procentna sprememba
vektor v o l a t i l i t y <− c ( vektor v o l a t i l i t y ,
mean( spremin ja j oce v o l a t i l i t y vektor ) )
}
vektor v o l a t i l i t y
}
#f u n k c i j a i z ra čuna momentum za časovno obdobje [ t−n+1, t ]
momentum <− f unc t i on ( s t e v i l o dni , vektor cen , s t e v i l o dni napovedovanja ){
sp r emin ja jo ce momentum vektor <− c ( )
f o r ( i in 2 : ( s t e v i l o dni + 1)){
i f ( vektor cen [ i ] > vektor cen [ i − 1 ] ){
sp r emin ja jo ce momentum vektor [ i − 1 ] <− 1}
e l s e {
sp r emin ja jo ce momentum vektor [ i − 1 ] <− −1}
}
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vektor momentum <− c (mean( spremin ja joce momentum vektor ) )
f o r ( i in ( s t e v i l o dni + 1 ) : ( l ength ( vektor cen ) − s t e v i l o dni napovedovanja ) ){
sp r emin ja jo ce momentum vektor <− sp r emin ja jo ce momentum vektor [−1]
i f ( vektor cen [ i ] > vektor cen [ i − 1 ] ){
sp r emin ja jo ce momentum vektor [ s t e v i l o dni ] <− 1}
e l s e {
sp r emin ja jo ce momentum vektor [ s t e v i l o dni ] <− −1}
vektor momentum <− c ( vektor momentum, mean( spremin ja j oce momentum vektor ) )
}
vektor momentum
}
#2 . ) Napovedovanje t e s t n i h podatkov s SVM metodo ( vgra jena f u n k c i j a )
napovedovanje <− f unc t i on ( permno , s t e v i l o dni , s ek to r v o l a t i l i t y , s ek to r momentum,
r a z d e l i , s t e v i l o dni napovedovanja )
{
podatki pod j e t j a <− podatki %>% f i l t e r (PERMNO == permno )
cena d e l n i c e pod j e t j a <− podatki pod j e t j a $PRC
v o l a t i l i t y vektor <− v o l a t i l i t y ( s t e v i l o dni , cena d e l n i c e pod je t ja ,
s t e v i l o dni napovedovanja )
momentum vektor <− momentum( s t e v i l o dni , cena d e l n i c e pod je t ja ,
s t e v i l o dni napovedovanja )
r a z p o l o v i t v e n i indeks <− r a z d e l i − s t e v i l o dni
#indeks , k j e r bomo r a z p o l o v i l i podatke na učne in t e s t n e
#lahko so r a z l i č n e d o l ž i n e
i f ( l ength ( v o l a t i l i t y vektor ) > l ength ( s ek to r v o l a t i l i t y ) ){
r a z l i k a <− l ength ( v o l a t i l i t y vektor ) − l ength ( s ek to r v o l a t i l i t y )
v o l a t i l i t y vektor <− v o l a t i l i t y vektor [−(1 : r a z l i k a ) ]
momentum vektor <− momentum vektor [−(1 : r a z l i k a ) ]
}
i f ( l ength ( v o l a t i l i t y vektor ) < l ength ( s ek to r v o l a t i l i t y ) ){
r a z l i k a <− l ength ( s ek to r v o l a t i l i t y ) − l ength ( v o l a t i l i t y vektor )
s ek to r v o l a t i l i t y <− s ek to r v o l a t i l i t y [−(1 : r a z l i k a ) ]
s ek to r momentum <− s ek to r momentum[−(1 : r a z l i k a ) ]
}
#ustvarimo še vektor Y z ž e l j e n i m i l a s tno s tm i
#1 ( ce vrednost d e l n i c e naras te ) a l i −1 ( ce vrednost d e l n i c e pade )
Y <− c ( )
f o r ( i in s t e v i l o dni : ( l ength ( cena d e l n i c e pod j e t j a ) − s t e v i l o dni napovedovanja ) )
{
i f ( cena d e l n i c e pod j e t j a [ i + s t e v i l o dni napovedovanja ] > cena d e l n i c e pod j e t j a [ i ] )
{
Y <− c (Y, 1)
}
e l s e {
Y <− c (Y, −1)
}
}
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#preverimo , če j e do l ž i na Y ust rezna
i f ( l ength (Y) > l ength ( v o l a t i l i t y vektor ) ){
r a z l i k a XY <− l ength (Y) − l ength ( v o l a t i l i t y vektor )
Y <− Y[−(1 : r a z l i k a XY) ]
}
#ustvarimo vektor X z ž e l j e n i m i l a s tno s tm i
X <− data . frame ( V o l a t i l i t y De ln i ce = v o l a t i l i t y vektor , Momentum Deln ice = momentum vektor ,
V o l a t i l i t y Indeksa = sek to r v o l a t i l i t y , Momentum Indeksa = sek to r momentum,
Y = Y)
#razde l imo podatke v učne in t e s t n e
X ucni <− X[ 1 : r a z p o l o v i t v e n i indeks , ]
X t e s t <− X[ ( r a z p o l o v i t v e n i indeks + 1 ) : l ength (X$ V o l a t i l i t y De ln i ce ) , ]
Y ucni<− Y[ 1 : r a z p o l o v i t v e n i indeks ]
Y t e s t <− Y[ ( r a z p o l o v i t v e n i indeks + 1 ) : l ength (Y) ]
#pogledamo u s t r e z n o s t SVM modela z vgra j en imi funkc i j ami
SVM metoda <− svm( as . f a c t o r (Y) ˜ . , data = X ucni , k e rne l = ’ r a d i a l ’ , c o s t = 1 ,
type = ’C−c l a s s i f i c a t i o n ’ )
SVM napoved <− p r e d i c t (SVM metoda , X t e s t )
SVM primer java <− data . frame (Y te s t , SVM napoved )
tabe l a napovedovanja <− data . frame ( napoved = SVM napoved , p rav i l no = Y t e s t )
v e r j e t n o s t ujemanja <− v e r j e t n o s t ( tabe l a napovedovanja $napoved , tabe l a napovedovanja $ prav i l no )
#o p t i m i z a c i j a svm modela s kr i žn im prever janjem − i šcemo n a j b o l j š i raven šuma in j ed ro
o p t i m i z a c i j a <− tune . svm( as . f a c t o r (Y) ˜ . , data = X ucni , co s t = c ( 0 . 0 1 , 1 , 1000) , type = ’C−c l a s s i f i c a t i o n ’ )
n a j b o l j s i model <− o p t i m i z a c i j a $ best . model
v e r j e t n o s t ujemanja
}
#izračunamo procent uspešno napovedanih Y za t e s t n e podatke
v e r j e t n o s t <− f unc t i on ( vektor ena , vektor dva ){
p r a v i l n o s t <− c ( )
f o r ( i in 1 : l ength ( vektor ena ) ){
i f ( vektor ena [ i ] == vektor dva [ i ] ) {
p r a v i l n o s t <− c ( p rav i l no s t , 1)
}
}
v e r j e t n o s t <− l ength ( p r a v i l n o s t ) / l ength ( vektor ena ) ∗ 100
v e r j e t n o s t
}
#3 . ) Pogledamo r e z u l t a t e SVM metode in p r a v i l n o s t napovedi r a s t i /padca cen
program <− f unc t i on ( ){
t abe l a r e z u l t a t o v <− data . frame (m =i n t e g e r ( ) ,
n 1 = i n t e g e r ( ) ,
n 2 = i n t e g e r ( ) ,
Povprecje = double ( ) ,
Maksimum = double ( ) ,
Minimum = double ( ) )
f o r (m in c (1 , 5 , 10 , 20 , 90 , 270 ) ){
f o r (n 1 in c (5 , 10 , 20 , 90 ,270) ){
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indeks v o l a t i l i t y <− v o l a t i l i t y (n 1 , cene indeksa , m)
indeks momentum <− momentum(n 1 , cene indeksa , m)
f o r (n 2 in c (5 , 10 , 20 , 90 ,270) ){
t abe l a napovedi <− c ( )
f o r ( permno in pod j e t j a ){
napoved <− napovedovanje ( permno , n 2 ,
indeks v o l a t i l i t y , indeks momentum, 1261 , m)
#učni podatki do 2012
tabe l a napovedi <− c ( tabe l a napovedi , napoved )
}
t abe l a r e z u l t a t o v <−rbind ( tabe l a r e zu l ta tov , l i s t (m = m,
n 1 = n 1 ,
n 2 = n 2 ,
Povprecje = mean( tabe l a napovedi ) ,
Maksimum = max( tabe l a napovedi ) ,
Minimum = min ( tabe l a napovedi ) ) )
}
}
}
t abe l a r e z u l t a t o v
}
#4 . ) Zaženemo program
program ( )
27
m n1 n2 Povprečje Maksimum Minimum
1 5 5 50,24 54,18 46,88
5 10 50,31 54,45 46,75
5 20 50,32 55,78 47,41
5 90 50,24 52,72 45,15
5 270 50,29 54,98 45,95
10 5 50,27 54,55 47,33
10 10 49,39 53,92 45,02
10 20 49,75 53,12 45,15
10 90 49,30 54,45 45,02
10 270 49,39 53,92 45,15
20 5 49,95 53,66 44,99
20 10 49,95 54,91 46,70
20 20 50,67 53,65 46,88
20 90 49,93 54,32 45,02
20 270 50,25 53,78 45,82
90 5 50,80 54,34 46,11
90 10 49,97 55,13 45,17
90 20 50,12 54,47 46,27
90 90 49,80 53,78 44,62
90 270 49,70 53,78 45,68
270 5 49,32 54,30 45,08
270 10 49,45 54,77 44,83
270 20 49,02 53,68 44,53
270 90 48,63 52,71 44,68
270 270 49,42 52,72 45,15
5 5 5 51,99 61,01 44,99
5 10 52,06 57,54 44,46
5 20 51,63 57,81 41,79
5 90 51,34 58,34 43,12
5 270 49,89 59,95 41,52
10 5 51,25 57,26 44,76
10 10 51,34 57,54 43,66
10 20 50,53 57,41 43,39
10 90 50,69 60,61 42,59
10 270 49,14 59,28 39,92
20 5 52,83 58,04 42,64
20 10 52,08 57,65 39,65
20 20 52,84 58,34 38,85
20 90 51,55 56,88 39,12
20 270 51,52 57,94 41,26
90 5 52,47 59,49 46,54
90 10 52,07 58,74 44,99
90 20 51,49 59,50 42,56
90 90 52,03 58,48 42,59
90 270 50,66 58,34 42,72
28
270 5 50,28 57,64 43,39
270 10 49,90 61,15 42,13
270 20 49,19 56,51 39,88
270 90 49,57 56,41 41,12
270 270 51,03 58,21 40,19
10 5 5 52,87 59,68 44,62
5 10 52,98 59,68 42,47
5 20 53,01 61,29 44,89
5 90 52,31 59,41 44,35
5 270 50,78 59,14 37,23
10 5 52,25 59,13 44,65
10 10 53,12 61,42 44,76
10 20 52,40 60,62 45,30
10 90 51,06 61,83 39,78
10 270 50,65 59,54 34,27
20 5 53,45 63,37 41,56
20 10 53,38 62,67 40,46
20 20 53,59 62,23 39,92
20 90 51,05 60,22 36,42
20 270 51,93 59,14 37,37
90 5 52,81 59,48 40,67
90 10 52,55 61,90 44,58
90 20 51,59 60,98 42,28
90 90 51,89 60,48 38,98
90 270 52,08 63,58 42,34
270 5 49,62 58,66 40,08
270 10 50,14 61,57 41,32
270 20 49,04 61,94 41,30
270 90 49,57 65,25 39,18
270 270 50,77 59,27 35,75
20 5 5 55,24 66,62 42,92
5 10 54,96 66,21 43,05
5 20 54,44 69,48 43,73
5 90 51,85 63,90 35,15
5 270 51,66 63,22 40,46
10 5 54,30 67,49 34,84
10 10 55,31 67,98 41,42
10 20 54,80 67,57 43,05
10 90 51,49 62,81 34,20
10 270 50,98 63,22 39,24
20 5 54,82 69,12 32,27
20 10 55,14 67,13 36,60
20 20 54,89 70,57 38,42
20 90 50,79 61,44 31,61
20 270 52,10 65,12 32,97
29
90 5 53,00 67,03 34,36
90 10 53,79 64,68 40,21
90 20 52,88 70,03 42,32
90 90 52,28 62,26 34,33
90 270 53,55 63,22 39,24
270 5 48,86 66,10 38,17
270 10 49,59 63,71 37,13
270 20 49,26 68,39 37,19
270 90 50,76 67,69 33,03
270 270 51,49 63,22 32,29
90 5 5 54,97 84,94 24,10
5 10 54,40 84,79 29,52
5 20 53,70 80,27 26,36
5 90 47,37 76,20 20,03
5 270 52,21 79,37 18,67
10 5 52,96 83,76 25,04
10 10 54,64 83,73 25,90
10 20 54,16 80,57 27,86
10 90 47,36 73,19 20,33
10 270 52,37 75,30 17,47
20 5 54,12 82,28 25,27
20 10 53,98 79,51 30,73
20 20 55,07 79,67 29,82
20 90 50,47 67,32 20,48
20 270 52,90 76,81 18,37
90 5 45,60 80,66 21,24
90 10 46,19 79,79 21,06
90 20 47,50 76,60 20,88
90 90 48,01 72,89 23,80
90 270 52,07 74,85 29,07
270 5 56,44 79,70 33,08
270 10 56,54 76,49 30,94
270 20 55,68 78,02 32,37
270 90 56,66 83,26 28,10
270 270 54,57 77,86 34,04
270 5 5 38,90 97,11 0,21
5 10 39,51 97,11 0,21
5 20 41,21 97,11 1,65
5 90 43,81 92,98 1,03
5 270 53,17 97,11 1,65
10 5 40,60 97,08 0,42
10 10 40,78 97,11 1,45
10 20 42,05 97,11 3,10
10 90 43,52 92,36 2,69
10 270 51,67 95,25 1,86
30
20 5 42,47 97,01 0,64
20 10 43,57 97,05 1,90
20 20 45,21 97,11 5,37
20 90 46,09 91,94 6,82
20 270 53,49 92,77 5,99
90 5 48,15 100,00 2,26
90 10 47,46 99,26 3,22
90 20 47,58 96,86 5,07
90 90 48,98 92,15 4,75
90 270 58,28 97,11 10,33
270 5 62,32 100,00 12,33
270 10 63,08 100,00 12,05
270 20 64,13 100,00 13,25
270 90 61,74 100,00 21,38
270 270 62,80 97,11 0,00
Tabela 7. Izpis rezultatov za različne kombinacije m, n1 in n2 pri
radialnem jedru in ravni šuma 1 v %.
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