Abstract: The Tribonacci sequence T is the fixed point of the substitution σ(a, b, c) = (ab, ac, a). The main result is twofold: (1) we give the explicit expressions of the numbers of distinct squares and cubes in T[1, n] (the prefix of T of length n); (2) we give algorithms for counting the number of repeated squares and cubes in T[1, n] for all n; then get explicit expressions for some special n such as n = t m (the Tribonacci number).
is complicated. We overcome this difficulty by studying the relations among positions of each ω p , and establishing a recursive structure, called square trees. First we list the main results as below.
Theorem A (The numbers of distinct squares, A(n)). A(n) = 0 for n ≤ 7; A(n) = 1 for n = 8, 9; A(n) = 2 for 10 ≤ n ≤ 13. For n ≥ 14, let m such that α m ≤ n < α m+1 , then m ≥ 4, Theorem C (The numbers of distinct cubes, C(n)). C(n) = 0 for n ≤ 57. For n ≥ 58, let m such that t m−1 + 2t m−4 ≤ n < t m + 2t m−3 , then m ≥ 7, C(n) = n − Example. Consider n = 365 ∈ [t 9 + 2t 6 , · · · , t 10 + 2t 7 ] = [362, · · · , 666], m = 10. Moreover n ≤ 3t 9 −t 7 −3 2 = 369, C(365) = 365 − 1 2 (4t 9 − t 8 − 3t 7 + 10 − 6) = 11. In fact, the positions of the last letters of the 11 cubes are {58, 107, 108, 197, 198, 199, 200, 362, 363 , 364, 365}.
Theorem D (The numbers of repeated cubes, D(t m )). For m ≥ 3, [6] . We prove them as corollaries of Algorithm B. and Algorithm D., which are fast algorithms for counting B(n) and D(n) for all n, see Section 4 and 6, respectively.
Preliminaries of the Tribonacci sequence
We define the kernel numbers that k 0 = 0,
for m ≥ 3. The kernel word with order m is defined as
Let Ker(ω) be the maximal kernel word occurring in factor ω, then by Theorem 4.3 in [3] , Ker(ω) occurs in ω only once. Moreover, Property 2.1 (Theorem 4.11 in [3] ). Ker(ω p ) = Ker(ω) p for all ω ∈ T and p ≥ 1. Property 2.2 (Theorem 3.3 in [3] ). The gap sequence {G p (ω)} p≥1 is the Tribonacci sequence over the alphabet
Property 2.4 (Lemma 6.4. in [5] ).
3 The number of distinct squares, A(n)
By Lemma 4.7, Definition 4.12 and Corollary 4.13 in [3] , any factor ω with kernel K m can be expressed uniquely as
By Theorem 3.3, Corollary 3.12 and Proposition 6.7(1) in [3] , ω p ω p+1 ≺ T has three cases.
By analogous arguments, we have
Remark. By the three cases of squares, we have: (1) We define three sets for m ≥ 4,
Obviously, these sets correspond the positions P (ωω, p) for the three cases of squares, respectively. Each set contains some consecutive integers. Moreover
Therefore we get a chain
Property 3.1. For n < 14, a(n) = 1 if and only if n ∈ {8, 10}; for n ≥ 14, let m such that 2t m−1 ≤ n < 2t m , then m ≥ 4 and a(n) = 1 if and only if . For m ≥ 4, we denote
. 
By Property 3.1 and the definition of ∆
m , Θ m ,            A(α m ) = ∆ m−1 + ∆ m + Θ m + 1 = 2t m−2 +t m−3 +3t m−4 −m−3 2 , A(β m ) = ∆ m + ∆ m + Θ m+1 = t m−1 +t m−2 +4t m−3 −m−5 2 , A(γ m ) = ∆ m + ∆ m + Θ m+1 + 1 = A(β m ) + 1, A(θ m ) = ∆ m + ∆ m+1 + Θ m+1 = A(α m+1 ) − 1. When α m ≤ n < β m , A(n) = A(α m )+n−α m ; when β m ≤ n < γ m , A(n) = A(β m ); when γ m ≤ n < θ m , A(n) = A(γ m ) + n − γ m ; when θ m ≤ n < α m+1 , A(n) = A(θ m ). So we get Theorem A.
The number of repeated squares, B(n)
For m ≥ 4 and p ≥ 1, we consider the vectors
Obviously 
On the other hand, for m ≥ 4 and j ∈ {1, 2, 3}, each j, K m , 1 belongs to the square trees. Figure 2 shows the relation: in the tree with root 1, K 6 , 1 , the branch from node 1, K 5 , 2 is the graph embedding of the tree with root 1, K 5 , 1 . 
Example. Let j = 1, m = 5, p = 3, i = 2. All squares ending at position Γ 1,5,1 [2] = 27 are {ωω, ̟̟}, where ω = abacaba and ̟ = bacabaabacaba. All squares ending at position Γ 1,5,3 [2] = 71 are {ωω, ̟̟, µµ}, where µ = abacababacabaabacaba. Since Ker(ωω) = aa = K 4 , Ker(̟̟) = bab = K 5 and Ker(µµ) = aabacabaa = K 7 , only {ωω, ̟̟} are squares with kernel K h , 4 ≤ h ≤ 5.
Taking p = 1, we have Obversely we can calculate B(n) by B(n) = n i=1 b(i). But when n large, the method is complicated. Now we turn to give a fast algorithm. Denote the sum of all elements in vector b(Γ j,m,1 ) by
for m ≥ 7. By induction, we can prove Property 4.3 below easily. ]. We already determine the expression of B(max Γ j,m,1 ) for j ∈ {1, 2, 3}, m ≥ 5. In order to calculate B(n), we only need to calculate 
, otherwise. 
