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The Ramsey number of
mixed-parity cycles III
David G. Ferguson
Abstract
Denote by R(G1, G2, G3) the minimum integer N such that any three-colouring of the edges of
the complete graph on N vertices contains a monochromatic copy of a graph Gi coloured with
colour i for some i ∈ 1, 2, 3. In a series of three papers of which this is the third, we consider
the case where G1, G2 and G3 are cycles of mixed parity. Specifically, in this in this paper, we
consider R(Cn, Cm, C`), where n is even and m and ` are odd. Figaj and  Luczak determined an
asymptotic result for this case, which we improve upon to give an exact result. We prove that
for n,m and ` sufficiently large
R(Cn, Cm, C`) = max{4n− 3, n+ 2m− 3, n+ 2`− 3}.
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For graphs G1, G2, G3, the Ramsey number R(G1, G2, G3) is the smallest integer N such that every
edge-colouring of the complete graph on N vertices with up to three colours results in the graph having,
as a subgraph, a copy of Gi coloured with colour i for some i. We consider the case when G1, G2 and
G3 are cycles.
In 1973, Bondy and Erdo˝s [BE73] conjectured that, if n > 3 is odd, then
R(Cn, Cn, Cn) = 4n− 3.
Later,  Luczak [ Luc99] proved that, for n odd, R(Cn, Cn, Cn) = 4n + o(n) as n → ∞. Kohayakawa,
Simonovits and Skokan [KSS09a], expanding upon the work of  Luczak, confirmed the Bondy-Erdo˝s
conjecture for sufficiently large odd values of n by proving that there exists a positive integer n0 such
that, for all odd n,m, ` > n0,
R(Cn, Cm, C`) = 4 max{n,m, `} − 3.
In the case where all three cycles are of even length, Figaj and  Luczak [F L07a] proved the following
asymptotic. Defining 〈〈x〉〉 to be the largest even integer not greater than x, they proved that, for all
α1, α2, α3 > 0,
R(C〈〈α1n〉〉, C〈〈α2n〉〉, C〈〈α3n〉〉) =
1
2
(
α1 + α2 + α3 + max{α1, α2, α3}
)
n+ o(n),
as n→∞.
Thus, in particular, for even n,
R(Cn, Cn, Cn) = 2n+ o(n), as n→∞.
Independently, Gya´rfa´s, Ruszinko´, Sa´rko¨zy and Szeme´redi [GRSS07] proved a similar, but more precise,
result for paths, namely that there exists a positive integer n1 such that, for n > n1,
R(Pn, Pn, Pn) =
2n− 1, n odd,2n− 2, n even.
More recently, Benevides and Skokan [BS09] proved that there exists n2 such that, for even n > n2,
R(Cn, Cn, Cn) = 2n.
We look at the mixed-parity case, for which, defining 〈x〉 to be the largest odd number not greater
than x, Figaj and  Luczak [F L07b] proved that, for all α1, α2, α3 > 0,
(i) R(C〈〈α1n〉〉, C〈〈α2n〉〉, C〈α3n〉) = max{2α1 + α2, α1 + 2α2, 12α1 + 12α2 + α3}n+ o(n),
(ii) R(C〈〈α1n〉〉, C〈α2n〉, C〈α3n〉) = max{4α1, α1 + 2α2, α1 + 2α3}n+ o(n),
as n→∞.
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In [Fer15a] and [Fer15b], improving on the result of Figaj and  Luczak, in the case when exactly one of
the cycles is of odd length and the others are even, we proved the following:
Theorem A. For every α1, α2, α3 > 0 such that α1 ≥ α2, there exists a positive integer nA =
nA(α1, α2, α3) such that, for n > nA,
R(C〈〈α1n〉〉, C〈〈α2n〉〉, C〈α3n〉) = max{2〈〈α1n〉〉+〈〈α2n〉〉− 3, 12 〈〈α1n〉〉+ 12 〈〈α2n〉〉+〈α3n〉− 2}.
In this paper, we consider the complementary case, that is where exactly one of the cycles is of even
length and the others are odd. Specifically, again improving on the result of Figaj and  Luczak, we
prove the following:
Theorem C. For every α1, α2, α3 > 0, there exists a positive integer nC = nC(α1, α2, α3) such that,
for n > nC ,
R(C〈〈α1n〉〉, C〈α2n〉, C〈α3n〉) = max{4〈〈α1n〉〉, 〈〈α1n〉〉+ 2〈α2n〉, 〈〈α1n〉〉+ 2〈α3n〉} − 3.
1 Lower bounds
The first step in proving Theorem C is to exhibit three-edge-colourings of the complete graph on
max{4〈〈α1n〉〉, 〈〈α1n〉〉+ 2〈α2n〉, 〈〈α1n〉〉+ 2〈α3n〉} − 4
vertices which do not contain any of the relevant coloured cycles, thus proving that
R(C〈〈α1n〉〉, C〈α2n〉, C〈α3n〉) ≥ max{4〈〈α1n〉〉, 〈〈α1n〉〉+ 2〈α2n〉, 〈〈α1n〉〉+ 2〈α3n〉} − 3.
For this purpose, the well-known colourings shown in Figure 1 suffice:
V1 V3
V2 V4
V1 V3
V2 V4
V1 V3
V2 V4
Figure 1: Extremal colouring for Theorem C.
The first graph shown in Figure 1 has 4〈〈α1n〉〉 − 4 vertices, divided into four equally-sized classes
V1, V2, V3 and V4 such that all edges in G[V1], G[V2], G[V3] and G[V4] are coloured red, all edges in
G[V1, V3] and G[V2, V4] are coloured blue and all edges in G[V1 ∪ V3, V2 ∪ V4] are coloured green.
The second graph shown in Figure 1 has 〈〈α1n〉〉+2〈α2n〉−4 vertices, divided into four classes V1, V2, V3
and V4 with |V1| = |V2| = 〈α2n〉 − 1 and |V3| = |V4| = 12 〈〈α1n〉〉 − 1 such that all edges in G[V1, V3] and
3
G[V2, V4] are coloured red, all edges in G[V1] and G[V2] are coloured blue, all edges in G[V1∪V3, V2∪V4]
are coloured green and all edges in G[V3] and G[V4] are coloured red or blue.
The third graph shown in Figure 1 has 〈〈α1n〉〉+ 2〈α3n〉−4 vertices, divided into four classes V1, V2, V3
and V4 with |V1| = |V2| = 〈α3n〉 − 1 and |V3| = |V4| = 12 〈〈α1n〉〉 − 1 such that all edges in G[V1, V3] and
G[V2, V4] are coloured red, all edges in G[V1] and G[V2] are coloured green, all edges in G[V1∪V3, V2∪V4]
are coloured blue and all edges in G[V3] and G[V4] are coloured red or green.
Thus, it remains to prove the corresponding upper-bound. To do so, we combine regularity (as used
in [ Luc99], [F L07a], [F L07b]) with stability methods using a similar approach to [GRSS07], [BS09],
[KSS09a], [KSS09b].
2 Key steps in the proof
In order to complete the proof of Theorem C, we must show that, for n sufficiently large, any three-
colouring of G, the complete graph on
N = max{4〈〈α1n〉〉, 〈〈α1n〉〉+ 2〈α2n〉, 〈〈α1n〉〉+ 2〈α3n〉} − 3
vertices, will result in either a red cycle on 〈〈α1n〉〉 vertices, a blue cycle on 〈〈α2n〉〉 or a green cycle
on 〈α3n〉 vertices.
The main steps of the proof are as follows: Firstly, we apply a version of the Regularity Lemma
(Theorem 3.1) to give a partition V0∪V1∪· · ·∪VK of the vertices which is simultaneously regular for the
red, blue and green spanning subgraphs of G. Given this partition, we define the three-multicoloured
reduced-graph G on vertex set V1, V2, . . . VK whose edges correspond to the regular pairs. We colour the
edges of the reduced-graph with all those colours for which the corresponding pair has density above
some threshold.  Luczak [ Luc99] showed that, if the threshold is chosen properly, then the existence of
a matching in a monochromatic connected-component of the reduced-graph implies the existence of a
monochromatic cycle of the corresponding length in the original graph.
Thus, the key step in the proof of Theorem C will be to prove a Ramsey-type stability result for
so-called connected-matchings (Theorem D). Defining a connected-matching to be a matching with all
its edges belonging to the same component, this result essentially says that, for every α1, α2, α3 > 0
and every sufficiently large k, every three-multicolouring of a graph G on slightly fewer than K =
max{4α1, α1 + 2α2, α1 + 2α3}k vertices with sufficiently large minimum degree results in either a
connected-matching on at least α1k vertices in the red subgraph of G, a connected-matching on at
least α2k vertices in a non-bipartite component of the blue subgraph of G, a connected-matching on at
least α3k vertices in a non-bipartite component of the green subgraph of G or one of a list of particular
structures which will be defined later.
In the case that G contains a suitably large connected-matching in one of its coloured subgraphs, a
blow-up result of Figaj and  Luczak (see Theorem 3.4) can be used to give a monochromatic cycle of
the same colour in G. If G does not contain such a connected-matching, then the stability result gives
us information about the structure of G. We then show that G has essentially the same structure
which we exploit to force the existence of a monochromatic cycle.
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In the next section, given a three-colouring of the complete graph on N vertices, we will define its
three-multicoloured reduced-graph. We will also discuss a version of the blow-up lemma of Figaj and
 Luczak, which motivates this approach. In Section 4, we will deal with some notational formalities
before proceeding in Section 5 to define the structures we need and to give a precise formulation of
the connected-matching stability result which we shall call Theorem D.
In Section 6, we give a number of technical lemmas needed for the proofs of Theorem C and Theo-
rem D. Among these is a decomposition result of Figaj and  Luczak which provides insight into the
structure of the reduced-graph. The hard work is done in Section 7, where we prove Theorem D,
and in Sections 8–11, where we translate this result for connected-matchings into one for cycles, thus
completing the proof of Theorem C.
3 Cycles, matchings and regularity
Szemere´di’s Regularity Lemma [Sze78] asserts that any sufficiently large graph can be approximated
by the union of a bounded number of random-like bipartite graphs.
Given a pair (A,B) of disjoint subsets of the vertex set of a graph G, we write d(A,B) for the density of
the pair, that is, d(A,B) = e(A,B)/|A||B| and say that such a pair is (,G)-regular for some  > 0 if,
for every pair (A′, B′) with A′ ⊆ A, |A′| ≥ |A|, B′ ⊆ B, |B′| ≥ |B|, we have |d(A′, B′)− d(A,B)| < .
We will make use of a generalised version of Szemere´di’s Regularity Lemma in order to move from
considering monochromatic cycles to considering monochromatic connected-matchings, the version
below being a slight modification of one found, for instance, in [KS96]:
Theorem 3.1. For every  > 0 and every positive integer k0, there exists K3.1 = K3.1(, k0) such that
the following holds: For all graphs G1, G2, G3 with V (G1) = V (G2) = V (G3) = V and |V | ≥ K3.1,
there exists a partition Π = (V0, V1, . . . , VK) of V such that
(i) k0 ≤ K ≤ K3.1;
(ii) |V0| ≤ |V |;
(iii) |V1| = |V2| = · · · = |VK |; and
(iv) for each i, all but at most K of the pairs (Vi, Vj), 1 ≤ i < j ≤ K, are simultaneously (,Gr)-
regular for r = 1, 2, 3.
Note that, given  > 0 and graphs G1, G2 and G3 on the same vertex set V , we call a partition
Π = (V0, V1, . . . , VK) satisfying (ii)–(iv) (,G1, G2, G3)-regular.
In what follows, given a three-coloured graph G, we will use G1, G2, G3 to refer to its monochromatic
spanning subgraphs. That is G1 (resp. G2, G3) has the same vertex set as G and includes, as an edge,
any edge which in G is coloured red (resp. blue, green). Then, given a three-coloured graph G, we can
use Theorem 3.1 to define a partition which is simultaneously regular for G1, G2, G3 and then define
the three-multicoloured reduced-graph G as follows:
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Definition 3.2. Given  > 0, ξ > 0, a three-coloured graph G = (V,E) and an (,G1, G2, G3)-regular
partition Π = (V0, V1, . . . , VK), we define the three-multicoloured (, ξ,Π)-reduced-graph G = (V, E) by:
V = {V1, V2, . . . , VK}, E = {ViVj : (Vi, Vj) is simultaneously (,Gr)-regular for r = 1, 2, 3},
where ViVj is coloured with all colours r such that dGr (Vi, Vj) ≥ ξ.
One well known fact about regular pairs is that they contain long paths. This is summarised in the
following lemma, which is a slight modification of one found in [ Luc99]:
Lemma 3.3. For every  such that 0 ≤  < 1/600 and every k ≥ 1/, the following holds: Let G be a
bipartite graph with bipartition V (G) = V1 ∪ V2 such that |V1|, |V2| ≥ k, the pair (V1, V2) is -regular
and e(V1, V2) ≥ 1/2|V1||V2|. Then, for every integer ` such that 1 ≤ ` ≤ k− 21/2k and every v′ ∈ V1,
v′′ ∈ V2 such that d(v′), d(v′′) ≥ 231/2k, G contains a path of length 2`+ 1 between v′ and v′′.
A matching is a collection of pairwise vertex-disjoint edges. Note that, in what follows, we will
sometimes abuse terminology and, where appropriate, refer to a matching by its vertex set rather than
its edge set. We call a matching with all its vertices in the same component of G a connected-matching
and note that we say a connected-matching is odd if the component containing the matching also
contains an odd cycle.
The following theorem makes use of the lemma above to blow up large connected-matchings in the
reduced-graph to cycles (of appropriate length and parity) in the original. This facilitates our approach
to proving Theorem C in that it allows us to shift our attention away from cycles to connected-
matchings, which turn out to be somewhat easier to find. Figaj and  Luczak [F L07b, Lemma 3] proved
a more general version of this theorem in a slightly different context (they considered any number of
colours and any combination of parities and used a different threshold for colouring the reduced-graph):
Theorem 3.4. For all c1, c2, c3, d, η > 0 such that 0 < η < min{0.01, (64c1 + 64c2 + 64c3)−1}, there
exists n3.4 = n3.4(c1, c2, c3, d, η) such that, for n > n3.4, the following holds:
Given α1, α2, α3 such that 0 < α1, α2, α3 ≤ 2, and ξ such that η ≤ ξ ≤ 13 , a complete three-coloured
graph G = (V,E) on
N = c1〈〈α1n〉〉+ c2〈α2n〉+ c3〈α3n〉 − d
vertices and an (η4, G1, G2, G3)-regular partition Π = (V0, V1, . . . , VK) for some K > 8(c1+c2+c3)
2/η,
letting G = (V, E) be the three-multicoloured (η4, ξ,Π)-reduced-graph of G on K vertices, and letting k
be an integer such that
c1α1k + c2α2k + c3α3k − ηk ≤ K ≤ c1α1k + c2α2k + c3α3k − 12ηk,
(i) if G contains a red connected-matching on at least α1k vertices, then G contains a red cycle on
〈〈α1n〉〉 vertices;
(ii) if G contains a blue odd connected-matching on at least α2k vertices, then G contains a blue cycle
on 〈α2n〉 vertices;
(iii) if G contains a green odd connected-matching on at least α3k vertices, then G contains a green
cycle on 〈α3n〉 vertices.
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4 Definitions and notation
Recall that, given a three-coloured graph G, we refer to the first, second and third colours as red, blue
and green respectively and use G1, G2, G3 to refer to the monochromatic spanning subgraphs of G. In
what follows, if G1 contains the edge uv, we say that u and v are red neighbours of each other in G.
Similarly, if uv ∈ E(G2), we say that u and v are blue neighbours and, if uv ∈ E(G3), we say that that
u and v are green neighbours.
We say that a graph G = (V,E) on N vertices is a-almost-complete for 0 ≤ a ≤ N − 1 if its minimum
degree δ(G) is at least (N − 1) − a. Observe that, if G is a-almost-complete and X ⊆ V , then G[X]
is also a-almost-complete. We say that a graph G on N vertices is (1 − c)-complete for 0 ≤ c ≤ 1
if it is c(N − 1)-almost-complete, that is, if δ(G) ≥ (1 − c)(N − 1). Observe that, for c ≤ 12 , any
(1− c)-complete graph is connected.
We say that a bipartite graph G = G[U,W ] is a-almost-complete if every u ∈ U has degree at least
|W |−a and every w ∈W has degree at least |U |−a. Notice that, if G[U,W ] is a-almost-complete and
U1 ⊆ U,W1 ⊆ W , then G[U1,W1] is a-almost-complete. We say that a bipartite graph G = G[U,W ]
is (1− c)-complete if every u ∈ U has degree at least (1− c)|W | and every w ∈W has degree at least
(1 − c)|U |. Again, notice that, for c < 12 , any (1 − c)-complete bipartite graph G[U,W ] is connected,
provided that U,W 6= ∅.
We say that a graph G on N vertices is c-sparse for 0 < c < 1 if its maximum degree is at most
c(N − 1). We say a bipartite graph G = G[U,W ] is c-sparse if every u ∈ U has degree at most c|W |
and every vertex w ∈W has degree at most c|U |.
For vertices u and v in a graph G, we will say that the edge uv is missing if uv /∈ E(G).
5 Connected-matching stability result
Before proceeding to state Theorem D, we define the coloured structures we will need.
Definition 5.1. For x1, x2, c1, c2 positive, γ1, γ2 colours, let H(x1, x2, c1, c2, γ1, γ2) be the class of edge-
multicoloured graphs defined as follows: A given two-multicoloured graph H = (V,E) belongs to H if
its vertex set can be partitioned into X1 ∪X2 such that
(i) |X1| ≥ x1, |X2| ≥ x2;
(ii) H is c1-almost-complete; and
(iii) defining H1 to be the spanning subgraph induced by the colour γ1 and H2 to be the subgraph
induced by the colour γ2,
(a) H1[X1] is (1− c2)-complete and H2[X1] is c2-sparse,
(b) H2[X1, X2] is (1− c2)-complete and H1[X1, X2] is c2-sparse.
Definition 5.2. For x, c positive, γ1, γ2 colours, let J (x, c, γ1, γ2) be the class of edge-multicoloured
graphs defined as follows: A given two-multicoloured graph H = (V,E) belongs to J if the vertex set
of V can be partitioned into X1 ∪X2 such that
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(i) |X1|, |X2| ≥ x;
(ii) H is c-almost-complete; and
(iii) (a) all edges present in H[X1], H[X2] are coloured exclusively with colour γ1,
(b) all edges present in H[X1, X2] are coloured exclusively with colour γ2.
X1 X2WX
X1 X2WX
Figure 2: H ∈ H(x1, x2, c1, c2, red,blue) and H ∈ J (x, c, red, green).
Definition 5.3. For x, c positive, γ1, γ2, γ3 colours, let L(x, c, γ1, γ2, γ3) be the class of edge-multicoloured
graphs defined as follows: A given three-multicoloured graph H = (V,E) belongs to L, if its vertex set
can be partitioned into X1 ∪X2 ∪ Y1 ∪ Y2 such that
(i) |X1|, |X2|, |Y1|, |Y2| ≥ x;
(ii) H is c-almost-complete; and
(iii) (a) all edges present in H[X1], H[X2], H[Y1] and H[Y2] are coloured exclusively with colour γ1,
(b) all edges present in H[X1, Y1] and H[X2, Y2] are coloured exclusively with colour γ2,
(c) all edges present in H[X1, X2] and H[Y1, Y2] are coloured exclusively with colour γ3,
(d) all edges present in H[X1, Y2] and H[X2, Y1] are coloured colours γ2 or γ3 only.
X1 X2
Y1 Y2
Figure 3: H ∈ L(x1, c, red,blue, green).
Having defined the coloured structures, we are in a position to state the main technical result, that is,
the connected-matching stability result. The proof of this result follows in Section 7.
Theorem D. For every α1, α2, α3 > 0, letting
c = max{4α1, α1 + 2α2, α1 + 2α3},
there exists ηD = ηD(α1, α2, α3) and kD = kD(α1, α2, α3, η) such that, for every k > kD and every η
such that 0 < η < ηD, every three-multicolouring of G, a (1− η4)-complete graph on
(c− η)k ≤ K ≤ (c− 12η)k
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vertices results in the graph containing at least one of the following:
(i) a red connected-matching on at least α1k vertices;
(ii) a blue odd connected-matching on at least α2k vertices;
(iii) a green odd connected-matching on at least α3k vertices;
(iv) subsets of vertices W , X and Y such that X ∪ Y ⊆ W , X ∩ Y = ∅, |W | ≥ (c − η1/2)k, every
γ-component of G[W ] is odd, G[X] contains a two-coloured spanning subgraph H from H1 ∪ H2
and G[Y ] contains a a two-coloured spanning subgraph K from H1 ∪H2, where
H1 = H
(
(α1 − 2η1/64)k, ( 12α∗ − 2η1/64)k, 4η2k, η1/64, red, γ
)
,
H2 = H
(
(α∗ − 2η1/64)k, ( 12α1 − 2η1/64)k, 4η2k, η1/64, γ, red
)
,
for (α∗, γ) ∈ {(α2, blue), (α3, green)};
(v) disjoint subsets of vertices X and Y such that G[X] contains a two-coloured spanning subgraph H
from H∗2 ∪ Jb and G[Y ] contains a two-coloured spanning subgraph K from H∗2 ∪ Jb, where
H∗2 = H
(
(β − 2η1/32)k, ( 12α1 − 2η1/32)k, 4η4k, η1/32, γ, red
)
,
Jb = J
(
(α1 − 18η1/2), 4η4k, red, γ
)
,
for β = max{α2, α3} and γ ∈ {blue, green};
(vi) a subgraph H from L = L (( 12α+ 14η)k, 4η4k, red, blue, green) .
Furthermore,
(iv) occurs only if α1 ≤ max{α2, α3} ≤ α∗ + 24η1/4. Additionally, H and K belong to H1 if α∗ ≤
(1− η1/16)α1 and belong to H2 if α1 ≤ (1− η1/16)α∗;
(v) occurs only if α1 ≤ β. Additionally, H and K may belong to H∗2 only if α1 ≤ (1 − η1/16)β and
may belong to J only if β < ( 32 + 2η1/4)α1; and
(vi) occurs only if α1 ≥ max{α2, α3}.
This result forms a partially strengthened analogue of the main technical result of the paper of Figaj
and  Luczak [F L07b]. In that paper, Figaj and  Luczak considered a similar graph but on slightly
more than max{4α1, α1 + 2α2, α1 + 2α3}k vertices and proved the existence of a connected-matching,
whereas we consider a graph on slightly fewer vertices and prove the existence of either a monochromatic
connected-matching or a particular structure.
6 Tools
In this section, we summarise results that we shall use later in our proofs beginning with some re-
sults on Hamiltonicity including Dirac’s Theorem, which gives us a minimum-degree condition for
Hamiltonicity:
Theorem 6.1 (Dirac’s Theorem [Dir52]). If G is a graph on n ≥ 3 vertices such that every vertex has
degree at least 12n, then G is Hamiltonian, that is, G contains a cycle of length exactly n.
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Observe then that, by Dirac’s Theorem, any c-almost-complete graph on n vertices is Hamiltonian,
provided that c ≤ 12n−1. Then, since almost-completeness is a hereditary property, we may prove the
following corollary:
Corollary 6.2. If G is a c-almost-complete graph on n vertices, then, for any integer m such that
2c+ 2 ≤ m ≤ n, G contains a cycle of length m.
Dirac’s Theorem may be used to assert the existence of Hamiltonian paths in a given graph as follows:
Corollary 6.3. If G = (V,E) is a simple graph on n ≥ 4 vertices such that every vertex has degree at
least 12n+ 1, then any two vertices of G are joined by a Hamiltonian path.
For balanced bipartite graphs, we make use of the following result of Moon and Moser:
Theorem 6.4 ([MM63]). If G = G[X,Y ] is a simple bipartite graph on n vertices such that |X| =
|Y | = 12n and d(x) + d(y) ≥ 12n+ 1 for every xy /∈ E(G), then G is Hamiltonian.
Observe that, by the above, any c-almost-complete balanced bipartite graph on n vertices is Hamil-
tonian, provided that c ≤ 14n− 12 . Then, since almost-completeness is a hereditary property, we may
prove the following corollary:
Corollary 6.5. If G = G[X,Y ] is c-almost-complete bipartite graph, then, for any even integer m
such that 4c+ 2 ≤ m ≤ 2 min{|X|, |Y |}, G contains a cycle on m vertices.
For bipartite graphs which are not balanced, we make use of the Lemma below:
Lemma 6.6. If G = G[X1, X2] is a simple bipartite graph on n ≥ 4 vertices such that |X1| > |X2|+ 1
and every vertex in X2 has degree at least
1
2n+1, then any two vertices x1, x2 in X1 such that d(x2) ≥ 2
are joined by a path which visits every vertex of X2.
Proof. Observe that 12n+1 =
1
2 |X1|+ 12 |X2|+1 = |X1|−( 12 |X1|− 12 |X2|−1) so any pair of vertices in X2
have at least |X1|− (|X1|− |X2|−2) common neighbours and, thus, at least |X1|− (|X1|− |X2|) ≥ |X2|
common neighbours distinct from x1, x2. Then, ordering the vertices of X2 such that the first vertex
is a neighbour of x1 and the last is a neighbour of x2, greedily construct the required path from x1
to x2. 2
Corollary 6.7. If G = G[X1, X2] is a simple bipartite graph on n ≥ 5 vertices such that |X1| > |X2|
and every vertex in X2 has degree at least
1
2 (n+ 1), then any two vertices x1 ∈ X1 and x2 ∈ X2 such
that d(x1), d(x2) ≥ 2 are joined by a path which visits every vertex of X2.
For graphs with a few vertices of small degree, we make use of the following result of Chva´tal:
Theorem 6.8 ([Chv72]). If G is a simple graph on n ≥ 3 vertices with degree sequence d1 ≤ d2 ≤
· · · ≤ dn such that
dk ≤ k ≤ n
2
=⇒ dn−k ≥ n− k,
then G is Hamiltonian.
We also make extensive use of the theorem of Erdo˝s and Gallai:
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Theorem 6.9 ([EG59]). Any graph on K vertices with at least 12 (m − 1)(K − 1) + 1 edges, where
3 ≤ m ≤ K, contains a cycle of length at least m.
Observing that a cycle on m vertices contains a connected-matching on at least m − 1 vertices, the
following is an immediate consequence of the above.
Corollary 6.10. For any graph G on K vertices and any m such that 3 ≤ m ≤ K, if the average
degree d(G) is at least m, then G contains a connected-matching on at least m vertices.
The following decomposition lemma of Figaj and  Luczak [F L07b] also follows from the theorem of
Erdo˝s and Gallai and is crucial in establishing the structure of a graph not containing large connected-
matchings of the appropriate parities:
Lemma 6.11 ([F L07b, Lemma 9]). For any graph G on K vertices and any m such that 3 ≤ m ≤ K,
if no odd component of G contains a matching on at least m vertices, then there exists a partition
V = V ′ ∪ V ′′ such that
(i) G[V ′] is bipartite;
(ii) every component of G′′ = G[V ′′] is odd;
(iii) G[V ′′] has at most 12m|V (G′′)| edges; and
(iv) there are no edges in G[V ′, V ′′].
The following pair of lemmas allow us to find large connected-matchings in almost-complete bipartite
graphs:
Lemma 6.12 ([F L07b, Lemma 10]). Let G = G[V1, V2] be a bipartite graph with bipartition (V1, V2),
where |V1| ≥ |V2|, which has at least (1− )|V1||V2| edges for some  such that 0 <  < 0.01. Then, G
contains a connected-matching on at least 2(1− 3)|V2| vertices.
Notice that, ifG is a (1−)-complete bipartite graph with bipartition (V1, V2), then we may immediately
apply the above to find a large connected-matching in G.
Lemma 6.13. Let G = G[V1, V2] be a bipartite graph with bipartition (V1, V2). If ` is a positive integer
such that |V1| ≥ |V2| ≥ ` and G is a-almost-complete for some a such that 0 < a/` < 0.5, then G
contains a connected-matching on at least 2|V2| − 2a vertices.
Proof. Observe that G is (1 − a/`)-complete. Therefore, since a/` < 0.5, G is connected. Thus, it
suffices to find a matching of the required size. Suppose that we have found a matching with vertex
set M such that |M | = 2k for some k < |V2|−a and consider a vertex v2 ∈ V2\M . Since G is a-almost-
complete, v2 has at least |V1| − a neighbours in |V1| and thus at least one neighbour in v1 ∈ V1\M .
Then, the edge v1v2 can be added to the matching and thus, by induction, we may obtain a matching
on 2|V2| − 2a vertices. 2
We recall two further results of Figaj and  Luczak: The first is a technical result from [F L07b]. The
second is part of the main result from [F L07b]. Note that these results can be immediately extended
to multicoloured graphs:
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Lemma 6.14 ([F L07b, Lemma 13]). For every α, β > 0, v ≥ 0 and η such that 0 < η < 0.01 min{α, β},
there exists k6.14 = k6.14(α, β, v, η) such that, for every k > k6.14, the following holds:
Let G = (V,E) be a graph obtained from a (1− η4)-complete graph on at least
1
2
(
max
{
α+ β + max {2v, α, β} , 3α+ max {2v, α}
}
+ 10η1/2
)
k
vertices by removing all edges contained within a subset W ⊆ V of size at most vk. Then, every
two-multicolouring of the edges of G results in either a red connected-matching on at least (α + η)k
vertices or a blue odd connected-matching on at least (β + η)k vertices.
Lemma 6.15 ([F L07b, Theorem 1ii]). For every α1, α2, α3 > 0, there exists η6.15 = η6.15(α1, α2, α3)
such that, for every 0 < η < η6.15, there exists k6.15 = k6.15(α, β, v, η) such that the following holds:
For every k > k6.14 and every (1− η4)-complete graph G on
K ≥
(
max
{
α1 + 2α2, 2α1 + α2,
1
2α1 +
1
2α2 + α3
}
+ 10η1/4
)
k
vertices, every three-colouring of the edges of G results in one of the following:
(i) a red connected-matching on at least αk vertices;
(ii) a blue connected-matching on at least αk vertices;
(iii) a green odd connected-matching on at least αk vertices.
We also make use of the following pair of results dealing with different combinations of parities. The
first is an immediate consequence of the main technical result of [Fer15a] and [Fer15b] which can be
also be found (with additional detail) in [Fer13]. The second is an immediate consequence of the key
technical result from [KSS09a]:
Theorem 6.16 ([Fer13, Theorem B]). For every 0 < α1, α2, α3 ≤ 1 such that α3 ≤ 32 max{α1, α2}+
1
2 min{α1, α2} − 11η1/2, letting c = max{2α1 + α2, α1 + 2α2, 12α1 + 12α2 + α3}, there exists η6.16 =
η6.16(α1, α2, α3) and k6.16 = k6.16(α1, α2, α3, η) such that, for every k > k6.16 and every η such that
0 < η < η6.16, every three-multicolouring of G, a (1− η4)-complete graph on (c− η)k ≤ K ≤ (c− 12η)k
vertices, results in the graph containing at least one of the following:
(i) a red connected-matching on at least α1k vertices;
(ii) a blue connected-matching on at least α2k vertices;
(iii) a green odd connected-matching on at least α3k vertices;
(iv) disjoint subsets of vertices X and Y such that G[X] contains a two-coloured spanning subgraph H
from HB1 ∪HB2 and G[Y ] contains a two-coloured spanning subgraph K from HB1 ∪HB2 where
HB1 = H
(
(α1 − 2η1/32)k, ( 12α2 − 2η1/32)k, 4η4k, η1/32, red, blue
)
,
HB2 = H
(
(α2 − 2η1/32)k, ( 12α1 − 2η1/32)k, 4η4k, η1/32, blue, red
)
.
Furthermore, in (iv) H1, H2 ∈ H1 if α2 ≤ α1 − η1/16 and H1, H2 ∈ H2 if α1 ≤ α2 − η1/16.
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Lemma 6.17 ([KSS09a, Theorem 6]). There exists η6.17 > 0 such that, for every 0 < α ≤ 1 and η such
that 0 < η < η6.17, there exists k6.17 = k6.17(α, η) such that the following holds: For every k > k6.17
and every (1− η4)-complete graph G on (4α− η)k ≤ K ≤ (4α+ η)k vertices, every three-colouring of
the edges of G results in the graph containing at least one of the following:
(i) a red connected-matching on at least αk vertices;
(ii) a blue odd connected-matching on at least αk vertices;
(iii) a green odd connected-matching on at least αk vertices;
(iv) a subgraph from L (( 12α+ 14η)k, 4η4k, red, blue, green) .
We also make use of the following pair of stability results for cycles from [KSS09b], which, given a
sufficiently large two-coloured almost-complete graph allow us to find either a large matching or a
particular structure.
Lemma 6.18 ([KSS09b]). For every η such that 0 < η < 10−20, there exists k6.18 = k6.18(η) such
that, for every k > k6.18 and every α, β > 0 such that α ≥ β ≥ 100η1/2α, if K > (α + 12β − η1/2β)k
and G = (V,E) is a red-blue-multicoloured βη2k-almost-complete graph on K vertices, then at least
one of the following occurs:
(i) G contains a red connected-matching on at least (1 + η1/2)αk vertices;
(ii) G contains a blue connected-matching on at least (1 + η1/2)βk vertices;
(iii) the vertices of G can be partitioned into W , V ′, V ′′ such that
(a) |V ′| < (1 + η1/2)αk, |V ′′| ≤ 12 (1 + η1/2)βk, |W | ≤ η1/16k,
(b) G1[V
′] is (1− η1/16)-complete and G2[V ′] is η1/16-sparse,
(c) G2[V
′, V ′′] is (1− η1/16)-complete and G1[V ′, V ′′] is η1/16-sparse;
(iv) we have β > (1− η1/8)α and the vertices of G can be partitioned into W , V ′ and V ′′ such that
(a) |V ′| < (1 + η1/2)βk, |V ′′| ≤ 12 (1 + η1/2)αk, |W | ≤ η1/16k,
(b) G2[V
′] is (1− η1/16)-complete and G1[V ′] is η1/16-sparse,
(c) G1[V
′, V ′′] is (1− η1/16)-complete and G2[V ′, V ′′] is η1/16-sparse.
Furthermore, if α+ 12β ≥ 2(1 + η1/2)β, then we can replace (i) with
(i’) G contains a red odd connected-matching on (1 + η1/2)αk vertices.
Lemma 6.19 ([KSS09b]). For every 0 < α ≤ 1 and every η such that 0 < η < 0.001α, there exists
k6.19 = k6.19(η) such that, for every k > k6.19, if K > (
3
2α + 80η)k and G = (V,E) is a red-blue-
multicoloured η2k-almost-complete graph on K vertices, then at least one of the following occurs:
(i) G contains a red connected-matching on at least (1 + η1/2)αk vertices;
(ii) G contains a blue odd connected-matching on at least (1 + η1/2)αk vertices;
(iii∗) the vertices of G can be partitioned into V ′, V ′′ such that
(a) |V ′|, |V ′′| < (α+ η)k,
(b) all edges present in G[V ′] and G[V ′′] are coloured exclusively red and all edges present in
G[V ′, V ′′] are coloured exclusively blue.
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Combining the two results above, we obtain:
Lemma 6.20 ([KSS09b]). For every 0 < α, β ≤ 1 such that β ≥ α ≥ 100η1/2β, for every 0 <
η < min{10−20, 0.001α, (α/2)8}, there exists k6.20 = k6.20(η) such that, for every k > k6.20, if K >
(max{2α, 12α+ β} − η1/2α)k and G = (V,E) is a red-blue-multcoloured η3k-almost-complete graph on
K vertices, then at least one of the following occurs:
(i) G contains a red connected-matching on at least (1 + η1/2)αk vertices;
(ii) G contains a blue odd connected-matching on at least (1 + η1/2)βk vertices;
(iii) we have α ≤ (1− η1/8)β and the vertices of G can be partitioned into W , V ′, V ′′ such that
(a) |V ′| < (1 + η1/2)βk, |V ′′| ≤ 12 (1 + η1/2)αk, |W | ≤ η1/16k,
(b) G2[V
′] is (1− η1/16)-complete and G1[V ′] is η1/16-sparse,
(c) G1[V
′, V ′′] is (1− η1/16)-complete and G2[V ′, V ′′] is η1/16-sparse;
(iii∗) we have β < ( 32 + 2η1/2)α and the vertices of G can be partitioned into V ′, V ′′ such that
(a) |V ′|, |V ′′| < (α+ η)k,
(b) all edges present in G[V ′] and G[V ′′] are coloured exclusively red and all edges present in
G[V ′, V ′′] are coloured exclusively blue.
Proof. Suppose that β ≥ α > (1−η1/8)β. Then, since η ≤ min{(α/2)8, 0.001α}, we have (max{2α, 12α+
β} − η1/2α)k ≥ ( 32β + 80η)k. Thus, since η < 0.001α ≤ 0.001β, we may apply Lemma 6.19
(with β taking the role of α) to find that G either contains a red connected-matching on at least
(1+η1/2)βk ≥ (1+η1/2)αk vertices or a blue odd connected-matching on at least (1+η1/2)βk vertices
or admits a partition satisfying (iii∗).
Thus, we may assume that α ≤ (1− η1/8)β. Applying Lemma 6.18 (with the roles of α and β and the
colours exchanged) we find that G either contains a red connected-matching on at least (1 + η1/2)αk
vertices, a blue connected-matching on at least (1+η1/2)βk vertices or admits a partition W ∪V ′∪V ′′
satisfying (iii). Except in the second case, the proof is complete.
Thus, we may assume that G contains a blue connected-matching M on at least (1 + η1/2)βk vertices
which is not odd and that β + 12α < 2(1 + η
1/2)α. Partitioning the vertices spanned by M into
V ′ ∪ V ′′ such that the edges of M belong to G[V ′, V ′′], we then have |V ′|, |V ′′| ≥ 12 (1 + η1/2)βk and,
since M is not odd, know that all edges present in G[V ′] and G[V ′′] must be red. Then, since G is
η3k-almost-complete, by Corollary 6.2, G[V ′] and G[V ′′] each contain a red connected-matching on at
least 12 (1 + η
1/2)βk− 1 ≥ ( 12α+ 14η1/2)k vertices. Thus, the presence of a red edge in G[V ′, V ′′] would
imply the existence of a red connected-matching on at least αk vertices. Thus, we may assume that
all edges present in G[V ′, V ′′] are coloured blue.
Thus, the partition of V (M) obtained, resembles that described in (iii∗). To complete the proof in
this case, we attempt to extend this into a partition of V (G): Recall that G[V ′, V ′′] contains a blue
connected-matching M on at least βk vertices but that this connected-matching is not odd. Then,
consider a vertex v ∈ V \(V ′ ∪ V ′′). Such a vertex cannot have blue edges to both V ′ and V ′′ since
this would allow M to be extended into an odd connected-matching on at least βk vertices. Thus,
either every edge present in G[v, V ′] is red or every edge present in G[v, V ′′] is red. In the former case,
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every edge present in G[v, V ′′] must be blue (to avoid having a red connected-matching on at least αk
vertices). In the latter case, every edge present in G[v, V ′] must be blue.
Thus, v can be added to either V ′ or V ′′ while maintaining the property that all edges present in G[V ′]
and G[V ′′] are coloured red and all edges in G[V ′, V ′′] are coloured blue. Therefore, assigning the
vertices of V \(V ′ ∪ V ′′) in turn to either V ′ or V ′′, we obtain a partition satisfying (iii∗), completing
the proof. 2
It is a well-known fact that either a graph is connected or its complement is. We now prove three
simple extensions of this fact for two-coloured almost-complete graphs, all of which can be immediately
extended to two-multicoloured almost-complete graphs.
Lemma 6.21. For every η such that 0 < η < 1/3 and every K ≥ 1/η, if G = (V,E) is a two-
coloured (1 − η)-complete graph on K vertices and F is its largest monochromatic component, then
|F | ≥ (1− 3η)K.
Proof. If the largest monochromatic (say, red) component in G has at least (1−3η)K vertices, then we
are done. Otherwise, we may partition the vertices of G into sets A and B such that |A|, |B| ≥ 3ηK ≥ 2
and there are no red edges between A and B. Since G is (1− η)-complete, any two vertices in A have
a common neighbour in B, and any two vertices in B have a common neighbour in A. Thus, A ∪ B
forms a single blue component. 2
The following lemmas form analogues of the above, the first concerns the structure of two-coloured
almost-complete graphs with one hole and the second concerns the structure of two-coloured almost-
complete graphs with two holes, that is, bipartite graphs.
Lemma 6.22. For every η such that 0 < η < 1/20 and every K ≥ 1/η, the following holds. For W ,
any subset of V such that |W |, |V \W | ≥ 4η1/2K, let GW = (V,E) be a two-coloured graph obtained
from G, a (1 − η)-complete graph on K vertices with vertex set V by removing all edges contained
entirely within W . Let F be the largest monochromatic component of GW and define the following two
sets:
Wr = {w ∈W : w has red edges to all but at most 3η1/2K vertices in V \W};
Wb = {w ∈W : w has blue edges to all but at most 3η1/2K vertices in V \W}.
Then, at least one of the following holds:
(i) |F | ≥ (1− 2η1/2)K;
(ii) |Wr|, |Wb| > 0.
Proof. Consider G[V \W ]. Since G is (1 − η)-complete, |V \W | ≥ 4η1/2K and η < 1/20, we see that
every vertex in G[V \W ] has degree at least |V \W | − η(K − 1) ≥ (1 − 14η1/2)(|V \W | − 1), that is,
G[V \W ] is (1− 14η1/2)-complete. Thus, provided 4η1/2K ≥ 1/( 14η1/2), that is, provided K ≥ 1/η, we
can apply Lemma 6.21, which tells us that the largest monochromatic component in G[V \W ] contains
at least |V \W | − η1/2K vertices. We assume, without loss of generality, that this large component is
red and call it R.
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Now, G is (1− η)-complete so either every vertex in W has a red edge to R (giving a monochromatic
component of the required size) or there is a vertex w ∈ W with at least |R| − 2ηK blue neighbours
in R, that is, a vertex w ∈ Wb. Denote by B the set of u ∈ R such that uw is blue. Then,
|B| ≥ |V \W | − 2η1/2K and either every point in W has a blue edge to B, giving a blue component of
size at least |B ∪W | > (1− 2η1/2)K, or there is a vertex w1 ∈Wr. 2
7 Proof of the stability result
In order to prove Theorem D, we need to show that any three-multicoloured graph on slightly fewer
than
(max{4α1, α1 + 2α2, α1 + 2α3}) k
vertices with sufficiently large minimum degree will contain a red connected-matching on at least α1k
vertices, a blue odd connected-matching on at least α2k vertices or a green odd connected-matching
on at least α3k vertices, or will have a particular structure.
Thus, given α1, α2, α3, we set
c = max{4α1, α1 + 2α2, α1 + 2α3} = α1 + max{3α1, 2α2, 2α3},
let
ηD(α1, α2, α3) = min
{
10−40,
(α1
50
)16
,
(α2
50
)16
,
(α3
50
)16
,
(
min{α1, α2, α3}
100 max{α1, α2, α3}
)4}
,
chose η such that
η < min
{
ηD(α1, α2, α3),
1
2η6.15(α1, α2, α3), (η6.16(α1, α2, α3))
2
, η6.17(α1),
}
and consider G = (V,E), a (1− η4)-complete graph on K ≥ 100/η vertices, where
(c− η)k ≤ K ≤ (c− 12η)k
for some integer k > kD, where kD = kD(α1, α2, α3, η) will be defined implicitly during the course of
this section, in that, on a finite number of occasions, we will need to bound k below in order to apply
results from Section 6.
Note that, by scaling, we may assume that α1, α2, α3 ≤ 1. Notice, then, that G is 4η4k-almost-complete
and, thus, for any X ⊂ V , G[X] is also 4η4k-almost-complete.
In this section, we seek to prove that G contains at least one of the following:
(i) a red connected-matching on at least α1k vertices;
(ii) a blue odd connected-matching on at least α2k vertices;
(iii) a green odd connected-matching on at least α3k vertices;
(iv) subsets of vertices W , X and Y such that X ∪ Y ⊆ W , X ∩ Y = ∅, |W | ≥ (c − η1/2)k, every
γ-component of G[W ] is odd, G[X] contains a two-coloured spanning subgraph H from H1 ∪H2
and G[Y ] contains a a two-coloured spanning subgraph K from H1 ∪H2, where
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H1 = H
(
(α1 − 2η1/64)k, ( 12α∗ − 2η1/64)k, 4η2k, η1/64, red, γ
)
,
H2 = H
(
(α∗ − 2η1/64)k, ( 12α1 − 2η1/64)k, 4η2k, η1/64, γ, red
)
,
for (α∗, γ) ∈ {(α2,blue), (α3, green)};
(v) disjoint subsets of vertices X and Y such that G[X] contains a two-coloured spanning subgraph H
from H∗2 ∪ Jb and G[Y ] contains a two-coloured spanning subgraph K from H∗2 ∪ Jb, where
H∗2 = H
(
(β − 2η1/32)k, ( 12α1 − 2η1/32)k, 4η4k, η1/32, γ, red
)
,
Jb = J
(
(α1 − 18η1/2), 4η4k, red, γ
)
,
for β = max{α2, α3} and γ ∈ {blue, green};
(vi) a subgraph H from L = L (( 12α+ 14η)k, 4η4k, red,blue, green) .
Observe that, for α1 ≥ max{α2, α3}, since η6.17(α1), the result follows immediately from Lemma 6.17.
Thus, in what follows, we may assume that max{α2, α3} ≥ α1.
We consider the average degrees of the coloured spanning subgraphs. Notice that, if d(G1) ≥ α1k,
then, by Corollary 6.10, G contains a red connected-matching on α1k vertices. Thus, since the number
of missing edges at each vertex can be bounded above, we see that either d(G2) >
1
2 (c− α1 − 2η)k or
d(G3) >
1
2 (c− α1 − 2η)k. Without loss of generality, we assume the former and, thus, have
e(G2) >
1
4 (c− α1 − 2η)(c− η)k2. (1)
If G contained a blue odd connected-matching on at least α2k vertices, the proof would be complete,
thus we may instead use Lemma 6.11 to decompose the blue graph and, thus, partition the vertices
of G into W,X and Y such that
(i) X and Y contain only red and green edges;
(ii) W has at most 12α2k|W | blue edges; and
(iii) there are no blue edges between W and X ∪ Y .
X
W
Y
Figure 4: Decomposition of the blue graph.
Thus, writing wk for |W | and noticing that e(G[X,Y ]) is maximised when X and Y are equal in size,
we find that
e(G2) ≤ 12α2wk2 + 14 (c− w)2k2. (2)
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Comparing (1) and (2), we obtain a quadratic inequality in w, solving which, since η ≤ ηD, results in
two possibilities:
(F) w > c− η1/2;
(G) w < α1 + η
1/2.
In Case F, almost all of the vertices of G belong to W . Since G[W ] is the union of the odd blue-
components of G, any blue matching found there is, by definition, odd. Thus, in G[W ], any result
which provides a blue connected-matching of unspecified parity can be used to provide a blue odd
connected-matching. Thus, we consider Theorems 6.15 and 6.16 which relate to the even-even-odd
case.
Since G is (1 − η4)-complete and |W | > (c − η1/2)k ≥ 910K, G[W ] is (1 − 2η4)-complete. Thus, since
η ≤ 12η6.15(α1, α2, α3), provided k ≥ k6.15(α1, α2, α3, 21/4η) and
c− η1/2 ≥ max{α1 + 2α2, 2α1 + α2, 12α1 + 12α2 + α3}+ 14η1/4,
by Theorem 6.15, G contains either a red connected-matching on at least α1k vertices, a blue connected-
matching on at least α2k vertices (which by the nature of the decomposition is odd) or a green odd
connected-matching on at least α3k vertices.
Thus, in the case that
max{4α1, α1 + 2α2, α1 + 2α3} ≥ max{2α1 + α2, α1 + 2α2, 12α1 + 12α2 + α3}+ 15η1/4,
the proof is complete. Since η ≤ ηD, this condition holds provided α3 ≥ α2 + 24η1/4. Thus, we may
instead assume that α3 ≤ α2 + 24η1/4. Also, since η ≤ ηD, we have
α3 ≤ α2 + 24η1/4 ≤ 32α2 ≤ 32 max{α1, α2} ≤ 32 max{α1, α2}+ 12 min{α1, α2} − 12η1/4
and, since η ≤ (η6.16(α1, α2, α3))2, provided k ≥ k6.16(α1, α2, α3, η1/2), we may apply Theorem 6.16,
to find that G[W ] contains either a red connected-matching on at least α1k vertices, a blue connected-
matching on at least α2k vertices (which by the nature of the decomposition is odd), a green odd
connected-matching on at least α3k vertices or two disjoint subsets of vertices X and Y such that
G[X] contains a two-coloured spanning subgraph H from HB1 ∪HB2 and G[Y ] contains a two-coloured
spanning subgraph K from HB1 ∪HB2 where
H1 =H
(
(α1 − 2η1/64)k, ( 12α2 − 2η1/64)k, 4η2k, η1/64, red,blue
)
,
H2 =H
(
(α2 − 2η1/64)k, ( 12α1 − 2η1/64)k, 4η2k, η1/64,blue, red
)
.
Furthermore, H,K ∈ H1 if α2 ≤ α1−η1/32 and H,K ∈ H2 if α1 ≤ α2−η1/32, thus completing Case F.
Moving on to Case G, recall that we have a decomposition of the vertices of G into X ∪ Y ∪W such
that G[X], G[Y ], G[X,W ] and G[Y,W ] contain only red and green edges and that we have |W | = wk <
(c− 2α2 + η1/2)k.
We assume that |X| ≥ |Y | and consider the subgraph G1[X ∪W ] ∪G3[X ∪W ], that is, the subgraph
of G on X ∪W induced by the red and green edges. Recall that G, is (1 − η4)-complete and notice
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that |X ∪W | ≥ 12K. Thus, G[X ∪W ], is (1− 2η4)-complete. Therefore, since η ≤ ηD, provided that
k > k6.14(α1, α2, w, 2
1/4η), by Lemma 6.14, if
|X|+ |W | ≥ 12
(
max
{
α1 + α3 + max {2w,α1, α3} , 3α1 + max {2w,α1}
}
+ 11η1/2
)
k,
then G[X] ∪ G[X,W ] has a red connected-matching on at least (α1 + η)k vertices or a green odd
connected-matching on at least (α3 + η)k vertices.
We may therefore assume that
|X|+ |W | < 12
(
max
{
α1 + α3 + max {2w,α1, α3} , 3α1 + max {2w,α1}
}
+ 11η1/2
)
k. (3)
Also, since K = |X|+ |Y |+ |W | and |X| ≥ |Y |, we have
|X|+ |W | ≥ K + |W |
2
=
(c− η)k + wk
2
= 12 (α1 + max{3α1, 2α2, 2α3} − η + w) k. (4)
We consider four subcases:
(G.i) α1 ≥ α3, 2w; or 32α1 ≥ α3 ≥ α1 ≥ 2w;
(G.ii) α3 ≥ 32α1 ≥ α1 ≥ 2w; or α3 ≥ 2w ≥ α1 and α3 ≥ α1 + w;
(G.iii) 2w ≥ α3 ≥ 2α1;
(G.iv) α1 + w ≥ α3 ≥ 2w ≥ α1; or 2w ≥ α1, α3 and α3 ≤ 2α1.
In Cases G.i and G.ii it can easily be shown that, together, equations (3) and (4) result in a contra-
diction unless w ≤ η+ 11η1/2 in which case almost all the vertices of G belong to X ∪Y . In that case,
(4) gives
|X| ≥ 12 (c− η)− 12 |W | ≥
(
max
{
2α1,
1
2α1 + α2,
1
2α1 + α3
}− 6η1/2) k.
Recalling (3), in Case G.i, we have |X| ≤ |X|+ |W | < (2α1 + 112 η1/2)k.
Then, since Y = K − |X| − |W |, we have
|X| ≥ |Y | ≥ (c− η)k − |X| − |W | ≥ (max{2α1, 2α2 − α1, 2α3 − α1} − 17η1/2)k
≥ (max{2α1, 12α1 + α2, 12α1 + α2} − 17η1/2)k.
Similarly, in Case G.ii, we have |X| ≤ |X|+ |W | < ( 12α1 + α3 + 112 η1/2)k, giving
|X| ≥ |Y | ≥ (c− η)k − |X| − |W | ≥ (max{ 72α1 − α3, 12α1 + 2α2 − α3, 12α1 + α3} − 17η1/2)k
≥ (max{2α1, 12α1 + α2, 12α1 + α3} − 17η1/2)k.
Thus, provided η < (α1/17)
4, letting β = max{α2, α3}, in each of the Cases G.i-G.ii, we have
|X| ≥ |Y | ≥ (max{2α1, 12α1 + β} − α1η1/4)k.
Thus, since η < min{10−40, (α1/1000)4, (α1/100β)4}, provided k > k6.20(η1/2), we may apply Corol-
lary 6.20 to each of G[X] and G[Y ] to find that G contains either a red connected-matching on at
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least α1k vertices, a green odd connected-matching on at least α3k vertices or two disjoint subsets of
vertices X and Y such that G[X] contains a two-coloured spanning subgraph H from H∗2 ∪ Jb and
G[Y ] contains a two-coloured spanning subgraph K from H∗2 ∪ Jb, where
H∗2 =H
(
(β − 2η1/32)k, ( 12α1 − 2η1/32)k, 4η4k, η1/32, green, red
)
,
Jb =J
(
(α1 − 18η1/2), 4η4k, red, green
)
.
Furthermore, H,K may belong to H∗2 only if α1 ≤ (1 − η1/16)β and may belong to J only if β <
( 32 + 2η
1/4)α1.
In Case G.iii by (3) and (4) we have
w > max{3α1 − α3, 2α2 − α3, α3} − 11.5η1/2 ≥ 12 (3α1 − α3) + 12α3 − 11.5η1/2k ≥ 32α1 − 11.5η1/2k,
contradicting the assumption that w < α1 + η
1/2.
In case G.iv, by (3) and (4), we have w > max{3α1, 2α2, 2α3} − 2α1 − 11.5η1/2.
Thus, since α1 ≤ max{α2, α3} and w < α1 + η1/2, in what follows we may assume that
α1 ≤ max{α2, α3} ≤ 32α1 + 6η1/2. (5)
Then, recalling (3) and (4), since K = |X|+ |Y |+ |W | and |X| ≥ |Y |, it follows that(
1
2 max{3α1, 2α2, 2α3} − η1/2
)
k ≤ |X| < ( 32α1 + 6η1/2)k,(
1
2 max{3α1, 2α2, 2α3} − 8η1/2
)
k ≤ |Y | < ( 32α1 + 6η1/2)k,
(α1 − 11.5η1/2)k ≤ |W | < (α1 + 4η)k.
 (6)
Thus, W contains around α1k vertices and each of X and Y contain close to half the remaining vertices.
By scaling, we may assume that 12 ≤ α1,max{α2, α3} ≤ 1. Recall that G is (1−η4)-complete and that
for any V ′ ⊆ V (G), G[V ′] is 4η4k-almost-complete.
By (6), letting β = max{α2, α3}, recalling that |X| ≥ |Y |, we have
|X|, |Y | ≥ (max{ 32α1, 14 ( 32α1) + 34β}− 8η) k ≥ 34 (max{2α1, 12α1 + β}− 12 (104η)1/2)k
and may prove the following claim:
Claim 7.1. Either G[X] contains a red connected-matching on at least ( 34α1 + 100η
1/2)k vertices,
G[X] contains a green odd connected-matching on at least ( 34β−3η1/16)k vertices or G[X] ∈ J ( 34 (α1−
102η1/2)k, 4η4k, red, green).
Proof. Since η ≤ 10−24, provided k ≥ 43k6.20(104η), applying Lemma 6.20 (with α = α1 and green
taking them place of blue), we find that at least one of the following occurs:
(i) G[X] contains a red connected-matching on at least ( 34α1 + 100η
1/2)k vertices;
(ii) G[X] contains a green odd connected-matching on at least ( 34β + 100η
1/2)k vertices;
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(iii) G[X] admits a partition of its vertices into W , V ′, V ′′ such that
(a) |V ′| < 34 (1 + 100η1/2)βk, |V ′′| ≤ 38 (1 + 100η1/2)α1k, |W | ≤ 32η1/16k,
(b) G2[V
′] is (1− 2η1/16)-complete and G1[V ′] is 2η1/16-sparse,
(c) G1[V
′, V ′′] is (1− 2η1/16)-complete and G2[V ′, V ′′] is 2η1/16-sparse;
(v) G[X] admits a partition of its vertices into V ′, V ′′ such that
(a) 34 (α1 − 102η1/2)k < |V ′|, |V ′′| < 34 (α1 + 104η)k,
(b) all edges present in G[V ′] and G[V ′′] are coloured red and all edges present in G[V ′, V ′′] are
coloured blue.
Furthermore, (iii) only occurs if 1 ≥ max{α2, α3} ≥ α1 ≥ 12 and (iv) only occurs if 12α1 + β < 2(1 +
η1/2)α1. Note that the remaining situation in Lemma 6.20, cannot occur since
1
2 ≤ α1,max{α2, α3} ≤ 1.
In case (iii), since |X| = |V ′|+|V ′′|+|W |, we have |V ′| > ( 34β−2η1/16)k. Then, since G is (104η)3( 34 )k-
almost-complete, by Corollary 6.2 G[V ′] contains a green cycle of length m for every 2(104η)3( 34 )k+2 ≤
m ≤ |V ′|. Thus, provided k ≥ η−1/16, G[V ′] contains a green odd connected-matching on at least
( 34β − 2η1/16)k − 1 ≥ ( 34β − 3η1/16)k vertices, completing the proof of the claim. 2
The same result applies to G[Y ], thus, letting M1 be the largest monochromatic connected-matching
in G[X] and M2 the largest monochromatic connected-matching in G[Y ], we may distinguish a number
of subcases as follows:
(G.a) M1,M2 are both red, |V (M1)|, |V (M2)| ≥ ( 34α1 + 100η1/2)k,
M1 and M2 each share vertices with odd component(s) of the green graph;
(G.b) M1,M2 are both red, |V (M1)|, |V (M2)| ≥ ( 34α1 + 100η1/2)k,
M1 does not share any vertices with any odd component of the green graph;
(G.c) M1,M2 are both green (and odd), |V (M1)|, |V (M2)| ≥ ( 34β − 3η1/16)k;
(G.d) M1 is red, |V (M1)| ≥ ( 34α1 + 100η1/2)k, M2 is green (and odd), |V (M2)| ≥ ( 34β − 3η1/16)k;
(G.e) M1 is red, |V (M1)| ≥ ( 34α1 + 100η1/2)k, G[Y ] ∈ J ( 34 (α1 − 102η1/2)k, 4η4k, red, green);
(G.f) G[X] ∈ J ( 34 (α1−102η1/2)k, 4η4k, red, green), M2 is green (and odd), |V (M2)| ≥ ( 34β−3η1/16)k;
(G.g) G[X], G[Y ] ∈ J ( 34 (α1 − 102η1/2)k, 4η4k, red, green).
Case G.a: There cannot exist a triple of vertices w ∈ W,x ∈ M1 and y ∈ M2 such that the edges
wx and wy are both coloured red, since such an edge would imply the existence of a red connected-
matching on at least α1k vertices. Thus, we may partition W into W1∪W2, such that all edges present
in G[V (M1),W2] and G[V (M2),W1] are coloured exclusively green. Thus, in particular, all vertices in
V (M1) belong to a single green component which, by assumption, is odd.
Suppose, then, that |W1| ≥ ( 12α3 + 8η4)k and recall that G[W,V (M1)] is 4η4k-almost-complete. Since
η < ηD, we have |V (M1)| ≥ ( 34α1 + 100η1/2)k ≥ ( 12α3 + 90η1/2)k and so we may apply Lemma 6.13
to G[V (M1),W1] with ` = (
1
2α3 + 8η
4)k and a = 4η4k to give a green connected-matching on at least
α3k vertices. This connected-matching is odd since we know that V (M1) belongs to an odd green
component.
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Figure 5: Partition of W into W1 ∪W2.
The result is the same in the event that |W2| ≥ ( 12α3 + 8η4)k. Thus, we may assume that |W1|, |W2| ≤
( 12α3 + 8η
4)k ≤ |V (M1)|, |V (M2)|. In that case, we have, by (6), |W1| = |W | − |W2| ≥ (α1 −
11.5η1/2)k − ( 12α3 + 8η4)k ≥ ( 16α3 − 24η1/2)k and, likewise, |W2| ≥ ( 16α3 − 24η1/2)k. Recall that G
is 4η4k-almost-complete. Then, since η ≤ (α3/300)2, we have 4η4k < 12 ( 16α3 − 24η1/2)k ≤ 12 |W1| and
so, by Lemma 6.13, G[V (M1),W1] has a green connected-matching on at least 2|W1| − 8η4k vertices.
Similarly, G[V (M2),W2] has a green connected-matching on at least 2|W2| − 8η4k vertices. By (5)
and (6), we have 2|W1| + 2|W2| − 16η4k = 2|W | − 16η4k ≥ 2(α1 − 11.5η1/2)k − 16η4k ≥ α3k. Thus,
since these connected-matchings are odd, they must belong to different components of the green graph.
Therefore, we may assume that all edges present in G[V (M1),W2] and G[V (M2),W1] are coloured red.
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W1  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M2
Figure 6: Colouring of the edges of G[M1,W2] ∪G[M2,W1].
Observe, then, that, without loss of generality, |W1| ≥ |W2| ≥ 12 (|W1| + |W2|) ≥ ( 12α1 − 6η1/2)k.
Now, choose any set R1 of 8η
1/2k of the edges from the matching M1, let M
′
1 = M\R1 and consider
G[V (M ′1),W2]. We have |V (M ′1)| ≥ ( 34α1+84η1/2)k ≥ ( 12α1−6η1/2)k and, thus, may apply Lemma 6.13
to G[V (M ′1),W2] to obtain a collection R2 of edges from G[V (M
′
1),W2] which form a red connected-
matching on at least (α1− 14η1/2)k vertices. Since R1 and R2 do not share any vertices but do belong
to the same red-component of G, the collection of edges R1 ∪ R2 forms a red connected-matching on
at least α1k vertices, completing this case.
Case G.b: Again, there can be no triple of vertices w ∈ W,x ∈ M1 and y ∈ M2 such that wx and
wy are both coloured red. Thus, we may partition W into W1 ∪W2, where W1,W2 are defined as in
Case G.a, giving the situation illustrated in Figure 5, specifically all edges present in G[V (M1),W1]
are coloured exclusively green.
Thus, in particular, every vertex in V (M1) belongs to the same green component, which is assumed
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not to be odd. Therefore, no vertex in P = X\V (M1) can have more than one green edge to V (M1)
and instead each such vertex must have red edges to all but at most one of the vertices of V (M1). By
maximality of M1, there can be no red edges in G[P ], that is, all edges present in G[P ] are coloured
exclusively green. Then, since |P | ≥ ( 12α1 − 10η1/2)k and G is 4η4k-almost-complete, G[P ] contains a
triangle and has a single green component. Thus, all edges present in G[V (M1), P ] must, in fact, be
coloured red so as to avoid having V (M1) belonging to an odd green component.
Given this colouring, it can easily be shown that G[X] contains a red connected-matching on at least
α1k vertices. Indeed, firstly, choose any set R1 of 6η
1/2k of the edges from the matching M1, let
M ′1 = M\R1 and consider G[V (M ′1), P ]. Since |V (M ′1)|, |P | ≥ ( 12α1 − η1/2)k, by Lemma 6.13, there
exists, in G[V (M ′1), P ], a collection R2 of edges which form a red connected-matching on at least
(α1 − 4η1/2)k vertices. Since R1 and R2 do not share any vertices but do belong to the same red-
component of G, the collection of edges R1 ∪ R2 forms a red connected-matching on at least α1k
vertices, completing this case.
Case G.c: Suppose that there exists a triple w ∈ W,x ∈ M1 and y ∈ M2 such that wx and wy are
both green. Such a triple would give a green odd connected-matching on at least α3k vertices.
Thus, we may partitionW intoW1∪W2, such that all edges present inG[V (M1),W2] andG[V (M2),W1]
are coloured exclusively red. Suppose, then, that |W1| ≥ ( 12α1+8η4)k. Recalling that G[V (M2),W1] is
4η4k-almost-complete, since η < ηD, we have |V (M2)| ≥ ( 12α1 + 8η4)k and we may apply Lemma 6.13
with ` = ( 12α1 + 8η
4)k and a = 4η4k to give a red connected-matching on at least α1k vertices.
The result is the same in the event that |W2| ≥ ( 12α1 + 6η4)k with the matching being found in
G[V (M1),W2].
Therefore, we may assume that |W1|, |W2| ≤ ( 12α1 + 8η4)k. In that case, we have |W1| = |W |− |W2| ≥
( 12α1−12η1/2)k and, likewise, |W2| ≥ ( 12α1−12η1/2)k. Thus, since η < (α1/100)2, Lemma 6.13 gives a
red connected-matching on at least (α1−26η1/2)k vertices in each of G[V (M1),W1] and G[V (M2),W2].
Then, since η < (α1/100)
2, V (M1) ∪W1 and V (M2) ∪W2 must belong to different red components
(so as to avoid having a red connected-matching on at least (2α1 − 52η1/2)k ≥ α1k vertices). Thus,
all edges present in G[V (M1),W2] and G[V (M2),W1] must be coloured exclusively green.
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W1  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M2
Figure 7: Colouring of the edges of G[M1,W2] ∪G[M2,W1].
Given this colouring, it can easily be shown that G contains a green odd connected-matching on at
least α3k vertices. Indeed, provided k ≥ η−1/2, we can choose a set E1 of edges from M1 such that
( 16α3 + 20η
1/2)k ≤ |E1| ≤ ( 16α3 + 22η1/2)k. Then, the edges of E1 form a matching on at least
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( 13α3 + 40η
1/2)k vertices and letting M ′1 = M1\E1, since η < (α3/50)16, we have
|V (M ′1)| ≥ ( 34α3 − 3η1/16)− ( 13α3 + 44η1/2)k ≥ ( 512α3 − 4η1/16)k ≥ ( 13α3 − 18η1/2)k.
Then, recalling that |W1| ≥ ( 12α1−12η1/2)k ≥ ( 13α3−18η1/2)k, by Lemma 6.13, G[V (M ′1),W1] contains
a collection of edges E2, which form a connected-matching on at least (
2
3α3− 38η1/2)k vertices. Then,
since E1 and E2 do not share any vertices but do belong to the same odd green-component of G, the
collection of edges E1 ∪E2 forms a green odd connected-matching on at least α3k vertices, completing
this case.
Case G.d:
By (5) and (6), we have |X|+ |W |, |Y |+ |W | ≥ 12K, so G[X ∪W ] and G[Y ∪W ] are each (1− 2η4)-
complete. Additionally, |W |, |V \W | ≥ 4(2η4)1/2|X ∪W |. Thus, provided that 12K ≥ 1/2η4, we may
apply Lemma 6.22 separately to G[X ∪W ] and G[Y ∪W ] with the result being that at least one of
the following occurs:
(i) X ∪W has a connected red component F on at least |X ∪W | − ηk vertices;
(ii) X ∪W has a connected green component F on at least |X ∪W | − ηk vertices;
(iii) Y ∪W has a connected red component F on at least |Y ∪W | − ηk vertices;
(iv) Y ∪W has a connected green component F on at least |Y ∪W | − ηk vertices;
(v) there exist points w1, w2, w3, w4 ∈W such that the following hold:
(a) w1 has red edges to all but at most ηk vertices in X,
(b) w2 has green edges to all but at most ηk vertices in X,
(c) w3 has red edges to all but at most ηk vertices in Y ,
(d) w4 has green edges to all but at most ηk vertices in Y .
In subcase (i), we discard from W the at most ηk vertices not contained in F and consider G[W,Y ].
Either there are at least 18α1k mutually independent red edges present in G[W,Y ] (which can be used to
augment M1) or we may obtain W
′ ⊂W , Y ′ ⊂ Y with |W ′|, |Y ′| ≥ ( 78α1−12η1/2)k ≥ ( 712α3−24η1/2)k
such that all the edges present in G[W ′, Y ′] are coloured exclusively green. Since G is 4η4k-almost-
complete, so is G3[W
′, Y ′] and we may apply Lemma 6.13 to obtain a green connected-matching on
at least α3k vertices in G[W
′, Y ] which is odd by virtue of sharing vertices with M2.
In subcase (ii), suppose there exists a green edge in G[M2, F ]. Then, at least |M2 ∪W | − ηk of the
vertices of M2 ∪W would belong to the same green component in G. Discard the at most ηk vertices
of W not contained in that component and consider G[X,W ]. Either there are at least ( 18α3+2η
1/16)k
mutually independent green edges in G[X,W ] which can be used to augment M2 or we may obtain
W ′ ⊂ W , X ′ ⊂ X with |W ′|, |X ′| ≥ ( 78α1 − 3η1/16)k such that all the edges present in G[W ′, X ′] are
coloured exclusively red. Then, since G1[W
′, X ′] is 4η4k-almost-complete, we may apply Lemma 6.13
to obtain a red connected-matching on at least α1k vertices in G[W
′, X ′].
Thus, we may instead, after discarding at most ηk vertices from W , assume that all edges present in
G[V (M2),W ] are coloured exclusively red and apply Lemma 6.13 to obtain a red connected-matching
on at least α1k vertices in G[V (M2),W ].
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In subcase (iii), if there exists a red edge in G[M1,W ], then the same argument as given in case (i)
gives a red connected-matching on at least α1k vertices. Thus, we may assume that, after deleting at
most ηk vertices from W , all edges present in G[M1,W ] are coloured green.
Since η < ηD, we have |V (M1)|, |W | ≥ ( 12α3 + 90η1/2)k. Thus, by Lemma 6.13, there exists a green
connected-matching on at least α3k vertices in G[V (M1),W ]. However, this connected-matching is
not necessarily odd. The existence of a green edge in G[V (M2),W ] would suffice to complete the
proof. Thus, we may assume that all edges present in G[V (M2),W ] are be coloured exclusively red.
But, then, we may apply Lemma 6.13 to obtain a red connected-matching on at least α1k vertices in
G[V (M2),W ].
In subcase (iv), we can then discard the at most ηk vertices from of W not contained in F and and
consider G[X,W ]. Either there are at least ( 18α3 + 2η
1/16)k mutually independent green edges in
G[X,W ] which can be used to augment M2 or we may obtain W
′ ⊂ W , X ′ ⊂ X with |W ′|, |X ′| ≥
( 78α1− 3η1/16)k such that all the edges present in G[W ′, X ′] are coloured exclusively red. In the latter
case, we apply Lemma 6.13 to obtain a red connected-matching on at least α1k vertices in G[W
′, X ′].
In subcase (v), there exist points w1, w2, w3, w4 ∈W such that w1 has red edges to all but at most ηk
vertices in X, w2 has green edges to all but at most ηk vertices in X, w3 has red edges to all but at
most ηk vertices in Y , and w4 has green edges to all but at most ηk vertices in Y .
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Figure 8: Vertices w1, w2, w3 and w4 in case (e).
Thus, defining
XS = {x ∈ X such that xw1 is red and xw2 is green},
YS = {y ∈ Y such that yw3 is red and yw4 is green},
by (6), we have |XS |, |YS | ≥ ( 32α1−10η1/2)k. Suppose there exists w ∈W , x ∈ XS , y ∈ YS such that wx
and wy are red. In that case, XS∪YS belong to the same red component of G. Recall that M1 ⊆ G[X] is
a red connected-matching on ( 34α1+100η
1/2)k vertices and consider G[W,YS ]. Either we can find
1
8α1k
mutually independent red edges in G[W,YS ] (which together with M1 give a red connected-matching
on at least α1k vertices) or we may obtain W
′ ⊂ W , Y ′ ⊂ YS with |W ′|, |Y ′| ≥ ( 78α1 − 12η1/2)k such
that all the edges present in G[W ′, Y ′] are coloured exclusively green. Then, as in case (i), we may
apply Lemma 6.13 to obtain a green odd connected-matching on at least α3k vertices.
Thus, we may assume that no such triple exists and, similarly, we may assume there exists no triple
w ∈ W , x ∈ XS , y ∈ YS such that wx and wy are both green. Therefore, we may partition W into
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W1 ∪W2 such that all edges present in G[W1, XS ] and G[W2, YS ] are coloured exclusively red and all
edges present in G[W1, YS ] and G[W2, XS ] are coloured exclusively green. Thus, we may assume that
|W1|, |W2| ≤ ( 12α1 + η1/2)k (else Lemma 6.13 could be used to give a red connected-matching on at
least α1k vertices) and therefore also that |W1|, |W2| ≥ ( 12α1 − 12η1/2)k, in which case we can easily
show that there exists a red connected-matching on at least α1k vertices in G[XS ∪W1] as follows:
Choose any set R1 of 14η
1/2k of the edges from the matching M1, let X
′ = X\V (R1) and consider
G[X ′,W1]. We have |X ′|, |W1| ≥ ( 12α1 − 12η1/2)k and, thus, may apply Lemma 6.13 to G[X ′,W1]
to obtain a collection R2 of edges from G[V (M
′
1),W2] which form a red connected-matching on at
least (α1 − 26η1/2)k vertices. Since R1 and R2 do not share any vertices but do belong to the same
red-component of G, the collection of edges R1 ∪ R2 forms a red connected-matching on at least α1k
vertices, completing this case.
Case G.e: Since |Y1|, |Y2| ≥ 34 (α1−102η1/2)k and G is 4η4k-almost-complete, by Corollary 6.2, G[Y1]
contains a red connected-matching R1 on at least (
3
4α1 − 78η1/2)k vertices. Similarly, G[Y2] contains
a red connected-matching R2 on at least (
3
4α1 − 78η1/2)k vertices.
Thus, the existence of a triple w ∈ W , y1 ∈ Y1, y2 ∈ Y2 such that both the edges wy1 and wy2 are
coloured red would give a red connected-matching on at least α1k vertices. Therefore, there exists
a partition of W into W1 ∪W2 such that all edges present in G[W1, Y1] and G[W2, Y2] are coloured
exclusively green.
X
Y1
M1 M1  
R1
M2  
Y2
R2
W1   W2  
Figure 9: Colouring of G in Case G.e.
Recall from (5) that α1 >
2
3α3 − 4η1/2. Thus, |Y1|, |Y2| ≥ 34 (α1 − 102η1/2)k ≥ ( 12α3 − 80η1/2)k. So, by
Lemma 6.13, G[Y1, Y2] contains a green connected-matching M2 on at least (α3 − 164η1/2)k vertices
which need not be odd.
We then consider two possibilities:
(i) |W1|, |W2| ≥ 84η1/2k;
(ii) min{|W1|, |W2|} ≤ 84η1/2k.
In subcase (i), provided k ≥ η−1/2, we may choose subsets Y ′1 ⊂ Y1, Y ′2 ⊂ Y2 such that 84η1/2k ≤
|Y1|, |Y2| ≤ 86η1/2k. Then, since |W1|, |W2| ≥ 84η1/2k, by Lemma 6.13, G[W1, Y1] contains a red
connected-matching E1 on at least 166η
1/2k vertices and G[W2, Y2] contains a red connected-matching
E2 on at least 166η
1/2k vertices. Also, we have |Y1\Y ′1 |, |Y2\Y ′2 | ≥ ( 12α3−166η1/2)k so, by Lemma 6.13,
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G[Y1\Y ′1 , Y2\Y ′2 ] contains a green connected-matching E3 on at least (α3−330η1/2)k vertices. Together
E1, E2 and E3 form a green connected-matching on at least α3k vertices although this connected-
matching need not be odd.
The existence of green edge in G[W1, Y2] or G[W2, Y1] would give an odd green cycle in the same green
component as E1 ∪ E2 ∪ E3. Thus, we may assume that all edges present in G[W1, Y2] and G[W2, Y1]
are coloured red.
X
Y1
M1 M1  
R1
M2  
Y2
R2
W1   W2  
Figure 10: Colouring of G[W,Y ] in Case G.e.i.
In that case, the existence of a red edge in G[V (M1),W1] would give a red connected-matching on
M1 ∪ R1 on at least α1k vertices. Similarly, the existence of a red edge in G[V (M1),W2] would give
a red connected-matching M1 ∪ R2 on at least α1k vertices. Thus, we may assume that all edges
present in G[V (M1),W ] are coloured green, thus giving a green five-cycle in the same component as
E1 ∪ E2 ∪ E3, completing this subcase.
In subcase (ii), without loss of generality, |W2| ≤ 84η1/2k. Thus, after discarding at most 84η1/2k
vertices from W , we may assume that every vertex in W belongs to the same green component as M2
and that |W | ≥ (α1 − 98η1/2)k.
Suppose there is a green edge in G[W,Y2]. Then, the existence of 84η
1/2k mutually independent green
edges in G[V (M1),W ] would give an odd green connected-matching on at at least α3k vertices. Thus,
for now assume there exist subsets X ′ ⊆ M1 and W ′ ⊆ W such that |X ′| ≥ ( 34α1 + 2η1/2)k vertices,
|W ′| ≥ (α1 − 182η1/2)k and all edges present in G[X ′,W ′] are coloured red. Then, by Lemma 6.13,
G[X ′,W ′] would contain a red connected-matching on at least α1k vertices.
Therefore, we may instead assume that all edges present in G[W,Y2] are coloured red. But then, since
η ≤ (α1/320)2, |W | ≥ (α1 − 98η1/2)k ≥ ( 12α1 + η1/2)k and |Y2| ≥ 34 (α1 − 102η1/2)k ≥ ( 12α1 + η1/2)k.
So, by Lemma 6.13, G[W,Y2] contains a red connected-matching on at least α1k vertices, completing
this case.
Case G.f: Since |X1|, |X2| ≥ 34 (α1 − 102η1/2)k and G is 4η4k-almost-complete, by Corollary 6.2,
G[X1] contains a red connected-matching R1 on at least (
3
4α1 − 78η1/2)k vertices. Similarly, G[X2]
contains a red connected-matching R2 on at least (
3
4α1 − 78η1/2)k vertices.
Thus, the existence of a triple w ∈ W , x1 ∈ X1, x2 ∈ X2 such that both the edges wx1 and wx2 are
coloured red would give a red connected-matching on at least α1k vertices. Therefore, there exists
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a partition of W into W1 ∪W2 such that all edges present in G[W1, X1] and G[W2, X2] are coloured
exclusively green.
Recall from (5) that α1 >
2
3α3 − 4η1/2. Thus, |X1|, |X2| ≥ ( 12α3 − 80η1/2)k, so, by Lemma 6.13,
G[X1, X2] contains a green connected-matching M1 on at least (α3 − 164η1/2)k vertices.
Since η ≤ ηD, (α3 − 164η1/2)k + ( 34α1 − 3η1/16)k ≥ α3k. Thus, in order to avoid having a green
odd connected-matching on at least α3k vertices, M1 and M2 must be in different green compo-
nents. Therefore, we may assume that all edges present in G[W,V (M2)] are coloured red. Then,
since |W |, |V (M2)| ≥ ( 34α1 − 3η1/16) ≥ ( 12α1 + η1/2)k, by Lemma 6.13, G[W,V (M2)] contains a red
connected-matching on at least α1k vertices, completing the proof in this case.
Case G.g: Since |X1| ≥ 34 (α1 − 102η1/2)k and G is 4η4k-almost-complete, by Corollary 6.2, G[X1]
contains a red connected-matching R11 on at least (
3
4α1− 78η1/2)k vertices. Similarly, G[X2] contains
a red connected-matching R12 on at least (
3
4α1 − 78η1/2)k vertices, G[Y1] contains a red connected-
matching R21 on at least (
3
4α1 − 78η1/2)k vertices and G[Y2] contains a red connected-matching R22
on at least ( 34α1 − 78η1/2)k vertices.
Thus, the existence of a triple w ∈W , x ∈ X, y ∈ Y such that both the edges wx and wy are coloured
red would give a red connected-matching on at least α1k vertices. Therefore, there exists a partition of
W into W1 ∪W2 such that all edges present in G[W1, X] and G[W2, Y ] are coloured exclusively green.
Thus, G[W1 ∪X] and G[W2 ∪ Y ] each consists of a single odd green component.
R11 R12
X1
Y1
M1  
R21
M2  
Y2
R22
W1   W2  
X2
Figure 11: Colouring of G in Case G.g.
Without loss of generality, |W1| ≥ 12 (|W1|+ |W2|) ≥ 12 (α1− 11.5η1/2)k ≥ ( 13α3− 24η1/2)k ≥ 200η1/2k.
Thus, we may partition W1 into W11 ∪W12 such that |W11|, |W12| ≥ 100η1/2.
Since |X1|, |X2| ≥ ( 12α3 − 90η1/2)k, we may partition X1 into X11 ∪ X12 and X2 X21 ∪ X22 such
that |X11|, |X21| ≥ 100η1/2k and |X21|, |X22| ≥ ( 12α3 − 192η1/2)k. Then, by Lemma 6.13, G[X11,W11]
and G[X21,W12] each contains a green connected-matching on at least 198η
k vertices and G[X12, X22]
contains a green connected-matching on at least (α3 − 386η1/2)k vertices. These green connected-
matchings share no vertices but belong to the same odd green component and thus form a green
connected-matching on at least α3k vertices completing the proof of this case.
***
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Recall that early in the proof, we assumed that d(G2) >
1
2 (c − α1 − 2η)k. If instead we assume that
d(G3) >
1
2 (c − α1 − 2η)k, the result is the same but with the roles of α2 and α3 and blue and green
exchanged. 2
8 Proof of the main result – Setup
For α1, α2, α3 > 0, we set c = α1 + max{3α1, 2α2, 2α3},
η =
1
2
min
{
ηD(α1, α2, α3), 10
−50,
( α1
100
)128
,
( α2
100
)128
,
( α3
100
)128}
and let k0 be the smallest integer such that
k0 ≥ max
{(
c− 12η
)
kD(α1, α2, α3, η),
100
η
}
.
We let
N = 〈〈α1n〉〉+ max {3〈〈α1n〉〉, 2〈α2n〉, 2〈α3n〉} − 3,
for some integer n such that N ≥ K3.1(η4, k0) and
n > n∗ = max{n3.4(4, 0, 0, η), n3.4(1, 2, 0, η), n3.4(1, 0, 2, η), 1/η, 100/min{α1, α2, α3}}
and consider a three-colouring of G = (V,E), the complete graph on N vertices.
In order to prove Theorem C, we must prove that G contains either a red cycle on 〈〈α1n〉〉 vertices, a
blue cycle on 〈α2n〉 vertices or a green cycle on 〈α3n〉 vertices.
Recall that we use G1, G2, G3 to refer to the monochromatic spanning subgraphs of G. That is, G1
(resp. G2, G3) has the same vertex set as G and includes as an edge any edge which in G is coloured
red (resp. blue, green).
By Theorem 3.1, there exists an (η4, G1, G2, G3)-regular partition Π = (V0, V1, . . . , VK) for some K
such that k0 ≤ K ≤ K3.1(η4, k0). Given such a partition, we define the (η4, η,Π)-reduced-graph
G = (V, E) on K vertices as in Definition 3.2. The result is a three-multicoloured graph G = (V, E)
with
V = {V1, V2, . . . , VK}, E = {ViVj : (Vi, Vj) is (η4, Gr)-regular for r = 1, 2, 3},
such that a given edge ViVj of G is coloured with every colour for which there are at least η|Vi||Vj |
edges of that colour between Vi and Vj in G.
In what follows, we will use G1,G2,G3 to refer to the monochromatic spanning subgraphs of the reduced
graph G. That is, G1 (resp. G2,G3) has the same vertex set as G and includes as an edge any edge
which in G is coloured red (resp. blue, green).
Note that, by scaling, we may assume that max{α1, α2, α3} = 1. Thus, since K ≥ k0 ≥ 100/η, we
may fix an integer k such that
(c− η) k ≤ K ≤ (c− 12η) k, (7)
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and may assume that 2k ≤ K ≤ 4k, 2n ≤ N ≤ 4n.
Notice, also, that since the partition is η4-regular, we have |V0| ≤ η4N and, for 1 ≤ i ≤ K,
(1− η4)N
K
≤ |Vi| ≤ N
K
. (8)
Applying Theorem D, we find that G contains at least one of the following:
(i) a red connected-matching on at least α1k vertices;
(ii) a blue connected-matching on at least α2k vertices;
(iii) a green odd connected-matching on at least α3k vertices;
(iv) subsets of vertices W, X and Y such that X ∪ Y ⊆ W, X ∩ Y = ∅, |W| ≥ (c − η1/2)k, every
γ-component of G[W] is odd, G[X ] contains a two-coloured spanning subgraph H from H1 ∪H2
and G[Y ] contains a a two-coloured spanning subgraph K from H1 ∪H2, where
H1 = H
(
(α1 − 2η1/64)k, ( 12α∗ − 2η1/64)k, 4η2k, η1/64, red, γ
)
,
H2 = H
(
(α∗ − 2η1/64)k, ( 12α1 − 2η1/64)k, 4η2k, η1/64, γ, red
)
,
for (α∗, γ) ∈ {(α2,blue), (α3, green)};
(v) disjoint subsets of vertices X and Y such that G[X ] contains a two-coloured spanning subgraph H
from H∗2 ∪ Jb and G[Y] contains a two-coloured spanning subgraph K from H∗2 ∪ Jb, where
H∗2 = H
(
(β − 2η1/32)k, ( 12α1 − 2η1/32)k, 4η4k, η1/32, γ, red
)
,
Jb = J
(
(α1 − 18η1/2), 4η4k, red, γ
)
,
for β = max{α2, α3} and γ ∈ {blue, green};
(vi) a subgraph H from L = L (( 12α+ 14η)k, 4η4k, red,blue, green) .
Furthermore,
(iv) occurs only if α1 ≤ max{α2, α3} ≤ α∗ + 24η1/4. Additionally, H and K belong to H1 if α∗ ≤
(1− η1/16)α1 and belong to H2 if α1 ≤ (1− η1/16)α∗;
(v) occurs only if α1 ≤ β. Additionally, H and K may belong to H∗2 only if α1 ≤ (1 − η1/16)β and
may belong to J only if β < ( 32 + 2η1/4)α1; and
(vi) occurs only if α1 ≥ max{α2, α3}.
Since n > max{n3.4(4, 0, 0, η), n3.4(1, 2, 0, η), n3.4(1, 0, 2, η)} and η < 10−20, in cases (i)–(iii), Theo-
rem 3.4 gives a cycle of appropriate length, colour and parity to complete the proof. Thus, we need
only concern ourselves with cases (iv)–(vi). We divide the remainder of the proof into three parts,
each corresponding to one of the possible coloured structures.
9 Proof of the main result – Part I – Case (iv)
Suppose that G contains subsets of vertices W, X and Y such that X ∪Y ⊆ W, X ∩Y = ∅, |W| ≥ (c−
η1/2)k, every blue-component of G[W] is odd, G[X ] contains a red-blue-coloured spanning subgraph H
30
from H1 ∪H2 and G[Y ] contains a a two-coloured spanning subgraph K from H1 ∪H2, where
H1 = H
(
(α1 − 2η1/64)k, ( 12α2 − 2η1/64)k, 4η2k, η1/64, red,blue
)
,
H2 = H
(
(α2 − 2η1/64)k, ( 12α1 − 2η1/64)k, 4η2k, η1/64,blue, red
)
.
Recall from Theorem D, that we may additionally assume that
α1 ≤ max{α2, α3} ≤ α2 + 24η1/2. (9)
We divide the proof that follows into three sub-parts depending on the colouring of the subgraphsH andK,
that is, whether H and K belong to H1 or H2:
Part I.A: H,K ∈ H1.
From Theorem D, we know that this case can arise only when α1 ≥ (1− η1/16)α2. Thus, recalling (9),
we know that
α2 − η1/16 ≤ α1 ≤ max{α2, α3} ≤ α2 + 24η1/2. (10)
We have a natural partition of the vertex set V of G into X1 ∪ X2 ∪ Y1 ∪ Y2 ∪Z, where X1 ∪ X2 is the
partition of the vertices of H given by Definition 5.1 and Y1 ∪ Y2 the corresponding partition of the
vertices of K. Thus, X1 ∪ X2 ∪ Y1 ∪ Y2 ⊆ W and
|X1|, |Y1| ≥ (α1 − 2η1/64)n, |X2|, |Y2| ≥ ( 12α2 − 2η1/64)n. (11)
By the definition of H1, we know that G1[X1] is (1 − η1/64)-complete and so, by Theorem 6.1, it
contains a red connected-matching on at least |X1| − 1 ≥ (α1 − 4η1/64)k vertices. Similarly, G[Y1]
contains a red connected-matching on at least (α1 − 4η1/64)k vertices. Thus, the existence of a red
edge in G[X1,Y1] would imply the existence of a red-connected-matching on at least α1k vertices and,
therefore, we may assume that there are no red edges present in G[X1,Y1].
Again, by the definition of H1, we know that G2[X1,X2] is (1−η1/64)-complete and so, by Lemma 6.12,
it contains a blue connected-matching on at least (α2−8η1/64)k vertices. Similarly, G2[Y1,Y2] contains
a blue connected-matching on at least (α2 − 8η1/64)k vertices. Thus, recalling that every component
of G[W] may be assumed to be odd, the existence of a blue edge in G[X1 ∪ X2,Y1 ∪ X2] would imply
the existence of a blue odd connected-matching on at least α2k vertices. Therefore, we may assume
that there are no blue edges present in G[X1 ∪ X2,Y1 ∪ Y2].
Suppose there exists a red matching R1 in G[X1,Y2] such that 8η1/64k ≤ V (R1) ≤ 10η1/64k. Then,
recalling (11), there exists a subset X˜1 of at least (α1 − 7η1/64)k vertices from X1 such that X1 and
V (R1) share no vertices. By Theorem 6.1, G[X˜1] contains a red connected-matching R2 on at least
|X˜1| − 1 ≥ (α1 − 8η1/64)k vertices. Observe then that R1 and R2 share no vertices and therefore,
since G1[X1] is connected, form a red connected-matching on at least α1k vertices. Thus, after moving
at most 5η1/64k vertices from each of X1,X2,Y1 and Y2 into Z, we may assume that there are no red
edges present in G[X1,Y2] or G[X2,Y1].
In summary, moving vertices from X1∪X2∪Y1∪Y2 to Z, we may now assume that we have a partition
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of V(G) into X1 ∪ X2 ∪ Y1 ∪ Y2 ∪ Z with
(α1 − 7η1/64)k ≤ |X1| = |Y1| = p ≤ α1k,
( 12α2 − 7η1/64)k ≤ |X2| = |Y2| = q ≤ 12α2k,
}
(12)
such that
(HA1) G1[X1] and G1[Y1] are each (1− 2η1/16)-complete (and thus connected),
G2[X1] and G2[Y1] are each 2η1/16-sparse,
G3[X1] and G3[Y1] each contain no edges;
(HA2) G1[X1,X2] and G1[Y1,Y2] are each 2η1/16-sparse,
G2[X1,X2] and G2[Y1,Y2] are each (1− 2η1/16)-complete (and thus connected),
G3[X1,X2] and G3[Y1,Y2] each contain no green edges;
(HA3) G[X2] and G[Y2] each contain no green edges,
all edges present in G[X1,Y2] ∪ G[X2,Y1] ∪ G[X1,Y1] are coloured exclusively green;
(HA4) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 4η4k-almost-complete (and thus connected),
every component of G2[X1 ∪ X2 ∪ Y1 ∪ Y2] is odd.
By (10) and (12), since η ≤ ( α3100)128, we have
|X1| ≥ (α1 − 7η1/64)k ≥ ( 12α3 + 4η2)k.
By (HA4), G[X1 ∪X2 ∪ Y1 ∪ Y2] is 4η2k-almost-complete, and by (HA3) all edges present in G[X1,Y1]
are coloured exclusively green. Thus, by Lemma 6.13, G[X1,Y1] contains a green connected-matching
M on at least α3k vertices. By (HA3), all the vertices of X1 ∪ X2 ∪ Y1 ∪ Y2 belong to the same green
component. If there existed a pair of green edges xz, yz with x ∈ X1 ∪ X2, y ∈ Y1 ∪ Y2, z ∈ Z, then
the component of G3 containingM would be odd. Thus, we may instead assume that we can partition
Z into ZX ∪ ZY such that there are no green edges in G[ZX ,X1 ∪ X2] ∪ G[ZY ,Y1 ∪ Y2].
2.10 Proof of Theorem A - Part I
s:p11
We assume that G contains two disjoint subgraphs H1, H2 from H1 ∪H2, where
H1 =
￿
(α1 − 2η1/16)k, (12α2 − 2η1/16)k, 3η4k, η1/16, red, blue
￿
,
H2 =
￿
(α2 − 2η1/16)k, (12α1 − 2η1/16)k, 3η4k, η1/16, blue, red
￿
,
and that
α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof that follows into three sub-parts depending on the colouring of the
subgraphs H1 and H2, that is, whether each of H1 and H2 belong to H1 or H2:
Part I.A: H1, H2 ∈ H1
In this case, the vertex set V of G has partition V = X1 ∪ X2 ∪ Y1 ∪ Y2 ∪W with
|X1| = |Y1| = (α1 − 2η1/16)k = p, |X2| = |Y2| = (12α2 − 2η1/16)k = q.
X1 X2 
Y1 Y2 
Figure 2.74: Initial coloured structure in Part I.A.figeiii
Defining G1,G2,G3 to to be the monochromatic spanning subgraphs of the reduced graph
G, we have
(A1) G1[X1],G1[Y1] are each (1− η1/16)-complete (and thus connected);
(A2) G2[X1,X2],G2[Y1,Y2] are each (1− η1/16)-complete (and thus connected);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete (and thus connected);
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Defining G1,G2,G3 to to be the monochromatic spanning subgraphs of the reduced graph
G, we have
(A1) G1[X1],G1[Y1] are each (1− η1/16)-complete (and thus connected);
(A2) G2[X1,X2],G2[Y1,Y2] are each (1− η1/16)-complete (and thus connected);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete (and thus connected);
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G3[X1] and G3[Y1] each contain no edges;
(HB2) G2[X1,X2] and G1[Y1,Y2] are each (1− 2η1/16)-complete (and thus connected),
G1[X1,X2] and G2[Y1,Y2] are each 2η1/16-sparse,
G3[X1,X2] and G3[Y1,Y2] each contain no edges;
(HB3) G[X2] and G[Y2] each contain no green edges and that all edges present in
G[X1,Y2] ∪ G[X2,Y1] ∪ G[X1,Y1] are coloured exclusively green.
(HB4) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 4η4k-almost-complete (and thus connected);
every component of G2[X1 ∪ X2 ∪ Y1 ∪ Y2] is odd.
2.10 Proof of Theorem A - Part I
s:p11
We assume that G contains two disjoint subgraphs H1, H2 from H1 ∪H2, where
H1 =
￿
(α1 − 2η1/16)k, (12α2 − 2η1/16)k, 3η4k, η1/16, red, blue
￿
,
H =
￿
(α2 − 2η1/16)k, (12α1 − 2η1/16)k, 3η4k, η1/16, blue, red
￿
,
and that
α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof that follows into three sub-parts depending on the colouring of the
subgraphs H1 and H2, that is, whether each of H1 and H2 belong to H1 or H2:
Part I.A: H1, H2 ∈ H1
In this case, the vertex set V of G has partition V = X1 ∪ X2 ∪ Y1 ∪ Y2 ∪W with
|X1| = |Y1| = (α1 − 2η1/16)k = p, |X2| = |Y2| = (12α2 − 2η1/16)k = q.
X1 X2 
Y1 Y2 
Figure 2.74: Initial coloured structure in Part I.A.figeiii
Defining G1,G2,G3 to to be the monochromatic spanning subgraphs of the reduced graph
G, we have
(A1) G1[X1],G1[Y1] are each (1− η1/16)-complete (and thus connected);
(A2) G2[X1,X2],G2[Y1,Y2] are each (1− η1/16)-complete (and thus connected);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete (and thus connected);
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2.10 Proof of Theorem A - Part I
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(α2 − 2η1/16)k, (12α1 − 2η1/16)k, 3 4k, η1/16, blue, red
￿
,
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α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof that follows into three sub-parts depending on the colouring of th
subgraphs H1 and H2, that is, whether each of H1 and H2 belong to H1 or H2:
Part I.A: H1, H2 ∈ H1
In this case, the vertex set V of G has partition V = X1 ∪ X2 ∪ Y1 ∪ Y2 ∪W with
|X1| = |Y1| = (α1 − 2η1/16)k = p, |X2| = |Y2| = (12α2 − 2η1/16)k = q.
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Defining G1,G2,G3 to t be he mon chromatic spanning subgraphs of the reduced gr ph
G, we have
(A1) G1[X1],G1[Y1] are each (1− η1/16)-complete (and thus connected);
(A2) G2[X1,X2],G2[Y1,Y2] are each (1− η1/16)-complete (and thus connected);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete ( nd thus connected);
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2.10 Proof of Theorem A - Part I
s:p11
We assume tha G contains two disjoint subgraphs H1, H2 from H1 ∪H2, where
H1 =
￿
(α1 − 2η1/16)k, (12α2 − 2η1/16)k, 3η4k, η1/16, red, blue
￿
,
H2 =
￿
(α2 − 2η1/16)k, (2α1 − 2η1/16)k, 3η4k, η1/16, blue, r d
￿
,
and tha
α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof tha follows into three sub-parts dependi g on the colouring of the
subgraphs H1 and H2, tha is, whet r each of H1 and H2 b long to H1 or H2:
Part I.A: H1, H2 ∈ H1
In this case, the v rt x set V of G has partition V = X1 ∪ X2 ∪ Y1 ∪ Y2 ∪W with
|X1 = |Y1 = (α1 − 2η1/16)k = p, |X2 = |Y2 = (12α2 − 2η1/16)k = q.
X1 X2 
Y1 Y2 
Figure 2.74: Initial coloured struct re in Part I.A.fige ii
Defining G1, 2, 3 to to be the monochromatic spanni g subgraphs of the reduced graph
G, we have
(A1) G1[X ],G1[Y ] are each (1− η1/16)-complete (and thus connect d);
(A2) G2[X1,X2],G2[Y1, 2] are each (1− η1/16)-complete (and thus connect d);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete (a d thus connect d);
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2.10 Proof of Theorem A - Part I
s:p11
We assume that G contains wo disjoint subgraphs H1, H2 from H1 ∪H2, where
H1 =
￿
(α1 − 2η1/16)k, (12α2 − 2η1/16)k, 3η4k, η1/16, red, blue
￿
,
H2 =
￿
(α2 − 2η1/16)k, (12α1 − 2η1/16)k, 3η4k, η1/16, blue, red
￿
,
and that
α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof that follows into three sub-parts depending on the colouring of the
subgraphs H1 and H2, that is, whether each of H1 and H2 belong to H1 or H2:
Part I.A: H1, H2 ∈ H1
In this case, the vertex set V of G has partition V = X1 ∪ X2 ∪ Y1 ∪ Y2 ∪W with
|X1| = |Y1| = (α1 − 2η1/16)k = p, |X2| = |Y2| = (12α2 − 2η1/16)k = q.
X1 X2 
Y1 Y2 
Figure 2.74: Initial coloured structure in Part I.A.figeiii
Defining G1,G2,G3 to to be the monochromatic spanning su graphs of the reduced graph
G, we have
(A1) G1[X1],G1[Y1] are each (1− η1/16)-complete (and thus connected);
(A2) G2[X1,X2],G2[Y1,Y2] are each (1− η1/16)-complete (and thus connected);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete (and thus connected);
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Figure 1.18: Coloured structure of the reduced-graph in Part I.B.
By (1.9) and (1.14), since η ≤ ￿ α1100￿128 , ￿ α2100￿128, we have
|X1| ≥ (α1 − 7η1/64)k ≥ (12α3 + 4η2)k,
|Y1| ≥ (α2 − 7η1/64)k ≥ (12α3 + 4η2)k.
By (HB4), G[X1∪X2∪Y1∪Y2] is 4η2k-almost-complete, and by (HA3) all edg s present
in G[X1,Y1] are coloured excl sively green. Thus by Lemma 1.6.13, G[X1,Y1] contains
a green connected-matching M on at least α3k vertices. By (HB3), all the vertices of
X1 ∪ X2 ∪ Y1 ∪ Y2 belong to the same green component. If there existed a pair of green
edges xz, yz with x ∈ X1 ∪X2, y ∈ Y1 ∪Y2, z ∈ Z then the component of G3, containing
M would be odd. Thus, we may instead assume that we can partition Z into ZX ∪ZY
such that there are no green edges in G[ZX ,X1 ∪ X2] ∪ G[ZY ,Y1 ∪ Y2]. Thus, giving a
partition of V (G) into X1 ∪ X2 ∪ Y1 ∪ Y2 ∪ ZX ∪ ZY .
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G3[X1] and G3[Y1] each contain no edges;
(HB2) G2[X1,X2] and G1[Y1,Y2] re each (1− 2η1/ 6)-complete (and thus connected),
G1[X1,X2] and G2[Y1,Y2] are each 2η1/16-sparse,
G3[X1,X2] and G3[Y1,Y2] each contain no edges;
(HB3) G[X2] and G[Y2] each contain no green edges and that all edges present in
G[X1,Y2] ∪ G[X2,Y1] ∪ G[X1,Y1] are coloured exclusively green.
(HB4) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 4η4k-almost-complete (and thus connected);
every component of G2[X1 ∪ X2 ∪ Y1 ∪ Y2] is odd.
2.10 Proof of Theorem A - Part I
s:p1
We assume that G contains two disjoint subgraphs H1, H2 from H1 ∪H2, where
H1 =
￿
(α1 − 2η1/16)k, (12α2 − 2η1/16)k, 3η4k, η1/16, red, blue
￿
,
=
￿
(α2 − 2η1/16)k, (12α1 − 2η1/16)k, 3η4k, η1/16, blue, red
￿
,
and that
α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof that follows into three sub-parts depending on the colouring of the
subgraphs H1 and H2, that is, whether each of H1 and H2 belong to H1 or H2:
Pa t I.A: H1, 2 ∈ H1
In this case, the vertex set V of G has partition V = X1 ∪ X2 ∪ Y1 ∪ Y2 ∪W with
|X1| = |Y1| = (α1 − 2η1/16)k = p, |X2| = |Y2| = (12α2 − 2η1/16)k = q.
X1 X2 
Y1 Y2 
Figure 2.74: Initial coloured structure in Part I.A.figeiii
Defining G1,G2,G3 to to be the mon chromatic spanning subgraphs of r duced graph
G, we have
(A1) G1[X1],G1[Y1] are each (1− η1/16)-complete (and thus connected);
(A2) G2[X1,X2],G2[Y1,Y2] are each (1− η1/16)-complete (and thus connected);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete (and thus connected);
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2.10 Pr of o Theorem A - Part I
s:p11
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,
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α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof that follows into three sub-parts depending on the colouring of the
subgraphs H1 and 2, that is, whether each of H1 and H2 belong to H1 or H2:
Part I.A: H1, H2 ∈ H1
In this case, the vertex set V of G has partition V = X1 ∪ X2 ∪ Y1 ∪ Y2 ∪W with
|X1| = |Y1| = (α1 − 2η1/16)k = p, |X2| = |Y2| = (12α2 − 2η1/16)k = q.
X1 X2 
1 Y2 
Figure 2.74: Initial coloured structure in Part I.A.figeiii
Defining G1,G2,G3 to to be the monochromati spanning subgraphs of the reduced graph
G, we have
(A1) G1[X1],G1[Y1] are each (1− η1/16)-complete (and thus connected);
(A2) G2[X1,X2],G2[Y1,Y2] are each (1− η1/16)-complete (and thus connected);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete (and thus connected);
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2.10 Proof of Theorem A - Part I
s:p11
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Defining G1, 2, 3 to to be the monochromatic panni g subgraphs of t reduced graph
G, we have
(A1) G1[X ],G1[Y ] are each (1− η1/16)-complete (and thus connect d);
(A2) G2[X1,X2],G2[Y1, 2] are each (1− η1/16)-complete (and thus connect d);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete (a d thus connect d);
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2.10 Proof of Theorem A - Part I
s:p11
We assume that G contains wo disjoint subgraphs H1, H2 from H1 ∪H2, where
H1 =
￿
(α1 − 2η1/16)k, (12α2 − 2η1/16)k, 3η4k, η1/16, red, blue
￿
,
H2 =
￿
(α2 − 2η1/16)k, (12α1 − 2η1/16)k, 3η4k, η1/16, blue, red
￿
,
and that
α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof that follows into three sub-parts depending on the colouring of the
subgraphs H1 and H2, that is, whether each of H1 and H2 belong to H1 or H2:
Part I.A: H1, H2 ∈ H1
In this case, the vertex set V of G has partition V = X1 ∪ X2 ∪ Y1 ∪ Y2 ∪W with
|X1| = |Y1| = (α1 − 2η1/16)k = p, |X2| = |Y2| = (12α2 − 2η1/16)k = q.
X1 X2 
Y1 Y2 
Figure 2.74: Initial coloured structure in Part I.A.figeiii
Defining G1,G2,G3 to to be the monochromatic spanning subgraphs of the reduced graph
G, we have
(A1) G1[X1],G1[Y1] are each (1− η1/16)-complete (and thus connected);
(A2) G2[X1,X2],G2[Y1,Y2] are each (1− η1/16)-complete (and thus connected);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete (and thus connected);
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Figure 1.18: Coloured structure of the reduced-graph in Part I.B.
By (1.9) and (1.14), since η ≤ ￿ α1100￿128 , ￿ α2100￿128, we have
|X1| ≥ (α1 − 7η1/64)k ≥ (12α3 + 4η2)k,
|Y1| ≥ (α2 − 7η1/64)k ≥ (12α3 + 4η2)k.
By (HB4), G[X1∪X2∪Y1∪Y2] is 4η2k-almost-complete, and by (HA3) all edges present
in G[X1,Y1] re coloured exclusively reen. Thus by Lemma 1.6.13, G[X1,Y1] contains
a green connected-matching M on at least α3k vertices. By (HB3), all the vertices of
X1 ∪ X2 ∪ Y1 ∪ Y2 belong to the same green component. If there existed a pair of green
edges xz, yz with x ∈ 1 ∪X2, y ∈ 1 ∪Y2, z ∈ Z then the componen of G3, containing
M would be odd. Thus, we may instead assume that we can partition Z into ZX ∪ZY
such that there are no green edges in G[ZX ,X1 ∪ X2] ∪ G[ZY ,Y1 ∪ Y2]. Thus, giving a
partition of V (G) into X1 ∪ X2 ∪ Y1 ∪ Y2 ∪ ZX ∪ ZY .
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Figure 12: Partition of the vertices of the reduced-graph.
Recalling that |V (G)| ≥ (c− η)k ≥ (4α1 − η)k, without loss of generality, we may assume that
|X1 ∪ X2 ∪ ZX | ≥ (2α1 − η)k
(since, if not, then Y1 ∪ Y2 ∪ ZY is that large instead). We further partition ZX into ZR ∪ ZB by
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defining
ZB = {z ∈ ZX such that z has at least |X1| − 16η1/2 blue neighbours in X1}; and
ZR = Z\ZB = {z ∈ ZX such that z has at least 16η1/2 red neighbours in X1}.
Given this definition, suppose that |X1 ∪ ZR| ≥ (α1 + η1/2)k. Then, let X˜ be any subset of X1 ∪ ZR
such that
(α1 + η
1/2)k ≤ |X˜| ≤ (α1 + 2η1/2)k
which includes every vertex of X1. Given (12), we have
|X1 ∩ X˜ | ≥ (α1 − 7η1/64)k and |ZR ∩ X˜ | ≤ 8η1/64k.
By (HA1), G1[X1] is (1 − 2η1/64)-complete and so is 4η1/64-almost-complete. Thus, G1[X˜ ] consists
of at least |X˜ | − 7η1/64n vertices of degree at least |X˜ | − 12η1/64n and at most 8η1/64n vertices of
degree at at least 16η1/64n and so, by Theorem 6.8, G1[X˜ ] is Hamiltonian and, thus, contains a red
connected-matching on at least α1k vertices.
Thus, we may, instead, suppose that |X2 ∪ ZB | ≥ (α1 − 2η1/2)k ≥ ( 12α2 + η1/2)k, in which case,
we consider the blue graph G2[X1,X2 ∪ ZB ]. Given the relative sizes of X1 and X2 ∪ ZB and the
large minimum-degree of the graph, we can use Theorem 6.4 to give a blue connected-matching on at
least α2k vertices. Indeed, by (10) and (12), we have |X1| ≥ (α1 − 7η1/64)k ≥ (α2 − 8η1/64)k and may
choose subsets X˜1 ⊆ X1, X˜2 ⊆ X2 ∪ ZB such that
( 12α2 + η
1/2)k ≤ |X˜1| = |X˜2| ≤ ( 12α2 + 2η1/2)k, |X˜2 ∪ ZB | ≤ 8η1/64k.
Recall that G2[X1,X2] is 4η1/64k-almost-complete and that all vertices in ZB have blue degree at least
|X˜1| − 16η1/64k in G[X˜1, X˜2]. Thus, since |X˜2 ∪ ZB | ≤ 8η1/64k and η ≤ (α2/100)128, for any pair of
vertices x1 ∈ X˜1 and x2 ∈ X˜2, we have
d(x1) + d(x2) ≥ |X˜1|+ |X˜2| − 32η1/64n ≥ ( 12α2 + η1/2)k + 1.
Therefore, by Theorem 6.4, G2[X˜1, X˜2] contains a blue connected-matching on at least α2k vertices,
which is odd since every blue component of G[W] is assumed to be odd, thus completing Part I.A.
Part I.B: H ∈ H1, K ∈ H2.
From Theorem D, we know that this case can arise only when α1 and α2 are close in size, specifically
when
(1− η1/16)α1 ≤ α2 ≤ (1− η1/16)−1α1 ≤ (1 + 2η1/16)α1. (13)
Following the same argument as in Part I.A. but exchanging the roles of red and blue and the roles
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of α1 and α2 when necessary, we may obtain a partition of V(G) into X1 ∪ X2 ∪ Y1 ∪ Y2 ∪ Z with
(α1 − 7η1/64)k ≤ |X1| = p ≤ α1k,
( 12α2 − 7η1/64)k ≤ |X2| = q ≤ 12α2k,
(α2 − 7η1/64)k ≤ |Y1| = r ≤ α2k,
( 12α1 − 7η1/64)k ≤ |Y2| = s ≤ 12α1k,

(14)
such that
(HB1) G1[X1] and G2[Y1] are each (1− 2η1/16)-complete (and thus connected),
G2[X1] and G1[Y1] are each 2η1/16-sparse,
G3[X1] and G3[Y1] each contain no edges;
(HB2) G2[X1,X2] and G1[Y1,Y2] are each (1− 2η1/16)-complete (and thus connected),
G1[X1,X2] and G2[Y1,Y2] are each 2η1/16-sparse,
G3[X1,X2] and G3[Y1,Y2] each contain no edges;
(HB3) G[X2] and G[Y2] each contain no green edges,
all edges present in G[X1,Y2] ∪ G[X2,Y1] ∪ G[X1,Y1] are coloured exclusively green;
(HB4) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 4η4k-almost-complete (and thus connected),
every component of G2[X1 ∪ X2 ∪ Y1 ∪ Y2] is odd.
By (9) and (14), since η ≤ ( α1100)128 , ( α2100)128, we have
|X1| ≥ (α1 − 7η1/64)k ≥ ( 12α3 + 4η2)k,
|Y1| ≥ (α2 − 7η1/64)k ≥ ( 12α3 + 4η2)k.
By (HB4), G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 4η2k-almost-complete and by (HA3) all edges present in G[X1,Y1]
are coloured exclusively green. By the same argument given in Part I.A, if there existed a pair of
green edges xz, yz with x ∈ X1 ∪ X2, y ∈ Y1 ∪ Y2, z ∈ Z, then G would contain an odd green
connected-matching on at least α3k vertices.
Thus, again, we can partition Z into ZX ∪ ZY such that there are no green edges in G[ZX ,X1 ∪ X2]
or in G[ZY ,Y1 ∪ Y2].
2.10 Proof of Theorem A - Part I
s:p11
We assume that G contains two disjoint subgraphs H1, H2 from H1 ∪H2, where
H1 =
￿
(α1 − 2η1/16)k, (12α2 − 2η1/16)k, 3η4k, η1/16, red, blue
￿
,
H2 =
￿
(α2 − 2η1/16)k, (12α1 − 2η1/16)k, 3η4k, η1/16, blue, red
￿
,
and that
α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof that follows into three sub-parts depending on the colouring of the
subgraphs H1 and H2, that is, whether each of H1 and H2 belong to H1 or H2:
Part I.A: H1, H2 ∈ H1
In this case, the vertex set V of G has partition V = X1 ∪ X2 ∪ Y1 ∪ Y2 ∪W with
|X1| = |Y1| = (α1 − 2η1/16)k = p, |X2| = |Y2| = (12α2 − 2η1/16)k = q.
X1 X2 
Y1 Y2 
Figure 2.74: Initial coloured structure in Part I.A.figeiii
Defining G1,G2,G3 to to be the monochromatic spanning subgraphs of the reduced graph
G, we have
(A1) G1[X1],G1[Y1] are each (1− η1/16)-complete (and thus connected);
(A2) G2[X1,X2],G2[Y1,Y2] are each (1− η1/16)-complete (and thus connected);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete (and thus connected);
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2.10 Proof of Theorem A - Part I
s:p11
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￿
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￿
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￿
,
and that
α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof that follows into three sub-parts depending on the colouring of the
subgraphs H1 and H2, that is, whether each of H1 and H2 belong to H1 or H2:
Part I.A: H1, H2 ∈ H1
In this case, the vertex set V of G has partition V = X1 ∪ X2 ∪ Y1 ∪ Y2 ∪W with
|X1| = |Y1| = (α1 − 2η1/16)k = p, |X2| = |Y2| = (12α2 − 2η1/16)k = q.
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Y1 Y2 
Figure 2.74: Initial coloured structure in Part I.A.figeiii
Defining G1,G2,G3 to to be the monochromatic spanning subgraphs of the reduced graph
G, we have
(A1) G1[X1],G1[Y1] are each (1− η1/16)-complete (and thus connected);
(A2) G2[X1,X2],G2[Y1,Y2] are each (1− η1/16)-complete (and thus connected);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete (and thus connected);
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￿
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H2 =
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(α2 − 2η1/16)k, (12α1 − 2η1/16)k, 3η4k, η1/16, blue, red
￿
,
and that
α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof that follows into three sub-parts depending on the colouring of the
subgraphs H1 and H2, that is, whether each of H1 and H2 belong to H1 or H2:
Part I.A: H1, H2 ∈ H1
In this case, the vertex set V of G has partition V = X1 ∪ X2 ∪ Y1 ∪ Y2 ∪W with
|X1| = |Y1| = (α1 − 2η1/16)k = p, |X2| = |Y2| = (12α2 − 2η1/16)k = q.
X1 X2 
Y1 Y2 
Figure 2.74: Initial coloured structure in Part I.A.figeiii
Defining G1,G2,G3 to to be the monochromatic spanning subgraphs of the reduced graph
G, we have
(A1) G1[X1],G1[Y1] are each (1− η1/16)-complete (and thus connected);
(A2) G2[X1,X2],G2[Y1,Y2] are each (1− η1/16)-complete (and thus connected);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete (and thus connected);
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2.10 Proof of Theorem A - Part I
s:p11
We assume that G contains two disjoint subgraphs H1, H2 from H1 ∪H2, where
H1 =
￿
(α1 − 2η1/16)k, (12α2 − 2η1/16)k, 3η4k, η1/ 6, red, blue
￿
,
H2 =
￿
(α2 − 2η1/16)k, (12α1 − 2η1/16)k, 3η4k, η1/16, blue, red
￿
,
and that
α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof that follows into three sub-parts depending on the colouring of the
subgraphs H1 and H2, that is, whether each of H1 and H2 belong to H1 or H2:
Part I.A: H1, H2 ∈ H1
In this case, the vertex set V of G has partition V = X1 ∪ X2 ∪ Y1 ∪ Y2 ∪W with
|X1| = |Y1| = (α1 − 2η1/16)k = p, |X2| = |Y2| = (12α2 − 2η1/16)k = q.
X1 X2 
Y1 Y2 
Figure 2.74: Initial coloured structur in Part I.A.figeiii
Defining G1,G2,G3 to to be the monochromatic spanning subgraphs of the reduced graph
G, we have
(A1) G1[X1],G1[Y1] are each (1− η1/16)-complete (and thus connected);
(A2) G2[X1,X2],G2[Y1,Y2] are each (1− η1/16)-complete (and thus connected);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete (and thus connected);
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G3[X1] and G3[Y1] each contain no edges;
(HB2) G2[X1,X2] and G1[Y1,Y2] are each (1− 2η1/16)-complete (and thus connected),
G1[X1,X2] and G2[Y1,Y2] are each 2η1/16-sparse,
G3[X1,X2] and G3[Y1,Y2] each contain no edges;
(HB3) G[X2] and G[Y2] each contain no green edges and that all edges present in
G[X1,Y2] ∪ G[X2,Y1] ∪ G[X1,Y1] are coloured exclusively green.
(HB4) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 4η4k-almost-complete (and thus connected);
every component of G2[X1 ∪ X2 ∪ Y1 ∪ Y2] is odd.
2.10 Proof of Theorem A - Part I
s:p11
We assume that G contains two disjoint subgraphs H1, H2 from H1 ∪H2, where
H1 =
￿
(α1 − 2η1/16)k, (12α2 − 2η1/16)k, 3η4k, η1/16, red, blue
￿
,
H =
￿
(α2 − 2η1/16)k, (12α1 − 2η1/16)k, 3η4k, η1/16, blue, red
￿
,
and that
α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof that follows into three sub-parts depending on the colouring of the
subgraphs H1 and H2, that is, whether each of H1 and H2 belong to H1 or H2:
Part I.A: H1, H2 ∈ H1
In this case, the vertex set V of G has partition V = X1 ∪ X2 ∪ Y1 ∪ Y2 ∪W with
|X1| = |Y | = (α1 − 2η1/16)k = p, |X2| = |Y2| = (12α2 − 2η1/16)k = q.
X1 X2 
Y1 Y2 
Figure 2.74: Initial coloured structure in Part I.A.figeiii
Defining G1,G2,G3 to to be the monochromatic spanning subgraphs of the reduced graph
G, we have
(A1) G1[X1],G1[Y1] are each (1− η1/16)-complete (and thus connected);
(A2) G2[X1,X2],G2[Y1,Y2] are each (1− η1/16)-complete (and thus connected);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k- lmost-complete (and thus connected);
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2.10 Proof of Theorem A - Part I
s:p11
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α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof that follows into three sub-parts depending on the colouring of the
subgraphs H1 and H2, that is, whether each of H1 nd H2 belong to H1 or H2:
Part I.A: H1, H2 ∈ H1
In this case, the vertex set V of G has partition V = X1 ∪ X2 ∪ Y1 ∪ Y2 ∪W with
|X1| = |Y1| = (α1 − 2η1/16)k = p, |X2| = |Y2| = (12α2 − 2η1/16)k = q.
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Figure 2.74: Initial coloured structur in Part I.A.figeiii
Defining G1,G2,G3 to to be the monochromatic spanning subgraphs of the r duced graph
G, we have
(A1) G1[X1],G1[Y1] are each (1− η1/16)-complete (and thus connected);
(A2) G2[X1,X2],G2[Y1,Y2] are each (1− η1/16)-complete (and thus connected);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete ( nd thus connected);
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2.10 Proof of Theorem A - Part I
s:p11
We assume tha G contains two disjoint subgraphs H1, H2 from H1 ∪H2, where
H1 =
￿
(α1 − 2η1/16)k, (12α2 − 2η1/16)k, 3η4k, η1/16, red, blue
￿
,
H2 =
￿
(α2 − 2η1/16)k, (2α1 − 2η1/16)k, 3η4k, η1/16, blue, r d
￿
,
and tha
α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof tha follows into three sub-parts dependi g on the colouring of the
subgraphs H1 and H2, tha is, whet r each of H1 and H2 b long to H1 or H2:
Part I.A: H1, H2 ∈ H1
In this case, the v rt x set V of G has partition V = X1 ∪ X2 ∪ Y1 ∪ Y2 ∪W with
|X1 = |Y1 = (α1 − 2η1/16)k = p, |X2 = |Y2 = (12α2 − 2η1/16)k = q.
X1 X2 
Y1 Y2 
Figure 2.74: Initial coloured struct re in Part I.A.fige ii
Defining G1, 2, 3 to to be the monochromatic spanni g subgraphs of the reduced graph
G, we have
(A1) G1[X ],G1[Y ] are each (1− η1/16)-complete (and thus connect d);
(A2) G2[X1,X2],G2[Y1, 2] are each (1− η1/16)-complete (and thus connect d);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-comple e (a d thus connect d);
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2.10 Proof of Theorem A - Part I
s:p11
We assume that G contains wo disjoint subgraphs H1, H2 from H1 ∪H2, where
H1 =
￿
(α1 − 2η1/16)k, (12α2 − 2η1/16)k, 3η4k, η1/16, red, blue
￿
,
H2 =
￿
(α2 − 2η1/16)k, (12α1 − 2η1/16)k, 3η4k, η1/16, blue, red
￿
,
and that
α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof that follows into three sub-parts depending on the colouring of the
subgraphs H1 and H2, that is, whether each of H1 and H2 belong to H1 or H2:
Part I.A: H1, H2 ∈ H1
In this case, the vertex set V of G has partition V = X1 ∪ X2 ∪ Y1 ∪ Y2 ∪W with
|X1| = |Y1| = (α1 − 2η1/16)k = p, |X2| = |Y2| = (12α2 − 2η1/16)k = q.
X1 X2 
Y1 Y2 
Figure 2.74: Initial coloured structure in Part I.A.figeiii
Defining G1,G2,G3 to to be the monochromatic spa ning subgraphs of the reduced graph
G, we have
(A1) G1[X1],G1[Y1] are each (1− η1/16)-complete (and thus connected);
(A2) G2[X1,X2],G2[Y1,Y2] are each (1− η1/16)-complete (and thus connected);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete (and thus connected);
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Figure 1.18: Coloured structure of the reduced-graph in Part I.B.
By (1.9) and (1.14), since η ≤ ￿ α1100￿128 , ￿ α2100￿128, we have
|X1| ≥ (α1 − 7η1/64)k ≥ (12α3 + 4η2)k,
|Y1| ≥ (α2 − 7η1/64)k ≥ (12α3 + 4η2)k.
By (HB4), G[X1∪X2∪Y1∪Y2] is 4η2k-almost-complete, and by (HA3) all edges present
in G[X1,Y1] are coloured exclusively green. Thus by Lemma 1.6.13, G[X1,Y1] contains
a green connected-matching M on at least α3k vertices. By (HB3), all the vertices of
X1 ∪ X2 ∪ Y1 ∪ Y2 belong to the same green component. If there existed a pair of green
edges xz, yz with x ∈ X1 ∪X2, y ∈ Y1 ∪Y2, z ∈ Z then the component of G3, containing
M would be odd. Thus, we may instead assume that we can partition Z into ZX ∪ZY
such that there are no green edges in G[ZX ,X1 ∪ X2] ∪ G[ZY ,Y1 ∪ Y2]. Thus, giving a
partition of V (G) into X1 ∪ X2 ∪ Y1 ∪ Y2 ∪ ZX ∪ ZY .
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G3[X1] and G3[Y1] each contain no edges;
(HB2) G2[X1,X2] and G1[Y1,Y2] re each (1− 2η1/ 6)-complete (and thus connected),
G1[X1,X2] and G2[Y1,Y2] are each 2η1/16-sparse,
G3[X1,X2] and G3[Y1,Y2] each contain no edges;
(HB3) G[X2] and G[Y2] each contain no green edges and that all edges present in
G[X1,Y2] ∪ G[X2,Y1] ∪ G[X1,Y1] are coloured exclusively green.
(HB4) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 4η4k-almost-complete (and thus connected);
every component of G2[X1 ∪ X2 ∪ Y1 ∪ Y2] is odd.
2.10 Proof of Theorem A - Part I
s:p1
We assume that G contains two disjoint subgraphs H1, H2 from H1 ∪H2, where
H1 =
￿
(α1 − 2η1/16)k, (12α2 − 2η1/16)k, 3η4k, η1/16, red, blue
￿
,
=
￿
(α2 − 2η1/16)k, (12α1 − 2η1/16)k, 3η4k, η1/16, blue, red
￿
,
and that
α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof that follows into three sub-parts depending on the colouring of the
subgraphs H1 and H2, that is, whether each of H1 and H2 belong to H1 or H2:
Pa t I.A: H1, 2 ∈ H1
In this case, the vertex set V of G has partition V = X1 ∪ X2 ∪ Y1 ∪ Y2 ∪W with
|X1| = |Y1| = (α1 − 2η1/16)k = p, |X2| = |Y2| = (12α2 − 2η1/16)k = q.
X1 X2 
Y1 Y2 
Figure 2.74: Initial coloured structure in Part I.A.figeiii
Defining G1,G2,G3 to to be the mon chromatic spanning subgraphs of r duced graph
G, we have
(A1) G1[X1],G1[Y1] are each (1− η1/16)-complete (and thus connected);
(A2) G2[X1,X2],G2[Y1,Y2] are each (1− η1/16)-complete (and thus connected);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete (and thus connected);
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2.10 Pr of o Theorem A - Part I
s:p11
We assume that G contains two disjoint subgraphs H1, H2 from H1 ∪H2, where
H1 =
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(α1 − 2η1/16)k, (12α2 − 2η1/16)k, 3η4k, η1/16, red, b ue
￿
,
2 =
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(α − 2η1/16)k, (12α1 − 2η1/16)k, 3η4k, η1/16, blue, red
￿
,
and that
α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof that follows into three sub-parts depending on the colouring of the
subgraphs H1 and 2, that is, whether each of H1 and H2 belong to H1 or H2:
Part I.A: H1, H2 ∈ H1
In this case, the vertex set V of G has partition V = X1 ∪ X2 ∪ Y1 ∪ Y2 ∪W with
|X1| = |Y1| = (α1 − 2η1/16)k = p, |X2| = |Y2| = (12α2 − 2η1/16)k = q.
X1 X2 
1 Y2 
Figure 2.74: Initial coloured structure in Part I.A.figeiii
Defining G1,G2,G3 to to be the monochromati spanning subgraphs of the reduced graph
G, we have
(A1) G1[X1],G1[Y1] are each (1− η1/16)-complete (and thus connected);
(A2) G2[X1,X2],G2[Y1,Y2] are each (1− η1/16)-complete (and thus connected);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete (and thus connected);
136
2.10 Proof of Theor m A - Part I
s:p11
We assume tha G contains two disjoint subgraphs H1, H2 from H1 ∪H2, where
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￿
,
and tha
α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof tha follows into three sub-parts dependi g on the colouring of the
subgraphs H1 and H2, tha is, whet r each of H1 and H2 b long to H1 or H2:
Pa t I.A: H1, 2 ∈ 1
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|X1 = |Y1 = (α1 − 2η1/16)k = p, |X2 = |Y2 = (12α2 − 2η1/16)k = q.
X1 X2 
Y1 Y2 
Figure 2.74: Initial coloured s ruct re in Part I.A.fige ii
Defining G1, 2, 3 to to be the monochromatic panni g subgraphs of t reduced graph
G, we have
(A1) G1[X ],G1[Y ] are each (1− η1/16)-complete (and thus connect d);
(A2) G2[X1,X2],G2[Y1, 2] are each (1− η1/16)-complete (and thus connect d);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete (a d thus connect d);
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2.10 Proof of Theorem A - Part I
s:p11
We assume that G contains wo disjoint subgraphs H1, H2 from H1 ∪H2, where
H1 =
￿
(α1 − 2η1/16)k, (12α2 − 2η1/16)k, 3η4k, η1/16, red, blue
￿
,
H2 =
￿
(α2 − 2η1/16)k, (12α1 − 2η1/16)k, 3η4k, η1/16, blue, red
￿
,
and that
α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof that follows into three sub-parts depending on the colouring of the
subgraphs H1 and H2, that is, whether each of H1 and H2 belong to H1 or H2:
Part I.A: H1, H2 ∈ H1
In this case, the vertex set V of G has partition V = X1 ∪ X2 ∪ Y1 ∪ Y2 ∪W with
|X1| = |Y1| = (α1 − 2η1/16)k = p, |X2| = |Y2| = (12α2 − 2η1/16)k = q.
X1 X2 
Y1 Y2 
Figure 2.74: Initial coloured structure in Part I.A.figeiii
Defining G1,G2,G3 to to be the monochromatic spanning subgraphs of the reduced graph
G, we have
(A1) G1[X1],G1[Y1] are each (1− η1/16)-complete (and thus connected);
(A2) G2[X1,X2],G2[Y1,Y2] are each (1− η1/16)-complete (and thus connected);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete (and thus connected);
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Figure 1.18: Coloured structure of the reduced-graph in Part I.B.
By (1.9) and (1.14), since η ≤ ￿ α1100￿128 , ￿ α2100￿128, we have
|X1| ≥ (α1 − 7η1/64)k ≥ (12α3 + 4η2)k,
|Y1| ≥ (α2 − 7η1/64)k ≥ (12α3 + 4η2)k.
By (HB4), G[X1∪X2∪Y1∪Y2] is 4η2k-almost-complete, and by (HA3) all edges present
in G[X1,Y1] re coloured exclusively reen. Thus by Lemma 1.6.13, G[X1,Y1] contains
a green connected-matching M on at least α3k vertices. By (HB3), all the vertices of
X1 ∪ X2 ∪ Y1 ∪ Y2 belong to the same green component. If there existed a pair of green
edges xz, yz with x ∈ 1 ∪X2, y ∈ 1 ∪Y2, z ∈ Z then the componen of G3, containing
M would be odd. Thus, we may instead assume that we can partition Z into ZX ∪ZY
such that there are no green edges in G[ZX ,X1 ∪ X2] ∪ G[ZY ,Y1 ∪ Y2]. Thus, giving a
partition of V (G) into X1 ∪ X2 ∪ Y1 ∪ Y2 ∪ ZX ∪ ZY .
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Figure 13: Partition of the vertices of the reduced-graph.
34
Recalling that |V (G)| ≥ (c− η)k ≥ (4α1− η)k, without loss of generality, we may assume that at least
one of X1 ∪ X2 ∪ ZX or Y1 ∪ Y2 ∪ ZY contains at least (2α1 − η)k vertices.
Suppose, for now, that
|X1 ∪ X2 ∪ ZX | ≥ (2α1 − η)k ≥ (α1 + η1/2)k + (α2 − 3η1/16)k.
In that case, we further partition ZX into ZXR ∪ ZXB by defining
ZXB = {z ∈ ZX such that z has at least |X1| − 16η1/2 blue neighbours in X1}; and
ZXR = Z\ZXB = {z ∈ ZX such that z has at least 16η1/2 red neighbours in X1}.
Given this definition, if |X1 ∪ ZXR| ≥ (α1 + η1/2)k, then, by the same argument given in Part I.A,
G[X1 ∪ ZXR] contains a red connected-matching on at least α1k vertices. Thus, we may, instead,
suppose that |X2 ∪ZXB | ≥ (α1− 2η1/2)k ≥ ( 12α2 + η1/2)k, in which case, by the same argument given
in Part I.A, G[X1,X2 ∪ XXB ] contains a blue connected-matching on at least α2k vertices, which is
odd since every blue component of G[W] is assumed to be odd. This would be sufficient to complete
Part I.B. Therefore we may instead assume that
|Y1 ∪ Y2 ∪ ZY | ≥ (2α1 − η)k ≥ (α2 + η1/2)k + (α1 − 3η1/16)k.
In which case, we further partition ZY into ZY R ∪ ZY B by defining
ZY R = {z ∈ ZY such that z has at least |Y1| − 16η1/2 red neighbours in Y1}; and
ZY B = ZY \ZY R = {z ∈ ZY such that z has at least 16η1/2 blue neighbours in Y1}.
Given this definition, if |Y1∪ZY B | ≥ (α2+η1/2)k. Then, the same argument as used in Part I.A, when
considering X ∪ZR gives a blue connected-matching in G[Y1 ∪ZY B ] on at least α2k vertices, which is
odd since every blue component of G[W] is assumed to be odd. Thus, we may, instead, suppose that
|Y2 ∪ ZY R| ≥ (α1 − 3η1/2)k ≥ ( 12α1 + η1/2)k, in which case, the same argument as used in Part I.A,
when considering G[X1,X2 ∪ ZB ] gives a red connected-matching in G[Y1,Y2 ∪ ZY R] on at least α1k
vertices, completing Part I.B.
Part I.C: H,K ∈ H2.
From Theorem D, we know that this case can arise only when
α2 ≥ (1− η1/16)α1. (15)
Following the same argument as in Part I.A. but exchanging the roles of red and blue and the roles of
α1 and α2, we may obtain a partition of V(G) into X1 ∪ X2 ∪ Y1 ∪ Y2 ∪ Z with
(α2 − 7η1/64)k ≤ |X1| = |Y1| = p ≤ α2k,
( 12α1 − 7η1/64)k ≤ |X2| = |Y2| = q ≤ 12α1k,
}
(16)
such that
35
(HC1) G1[X1] and G1[Y1] are each 2η1/16-sparse,
G2[X1] and G2[Y1] are each (1− 2η1/16)-complete (and thus connected),
G3[X1] and G3[Y1] each contain no edges;
(HC2) G1[X1,X2] and G1[Y1,Y2] are each (1− 2η1/16)-complete (and thus connected),
G2[X1,X2] and G2[Y1,Y2] are each 2η1/16-sparse,
G3[X1,X2] and G3[Y1,Y2] each contain no edges;
(HC3) G[X2] and G[Y2] each contain no green edges,
all edges present in G[X1,Y2] ∪ G[X2,Y1] ∪ G[X1,Y1] are coloured exclusively green;
(HC4) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 4η4k-almost-complete (and thus connected),
every component of G2[X1 ∪ X2 ∪ Y1 ∪ Y2] is odd.
2.10 Proof of Theorem A - Part I
s:p11
We assume that G contains two disjoint subgraphs H1, H2 from H1 ∪H2, where
H1 =
￿
(α1 − 2η1/16)k, (12α2 − 2η1/16)k, 3η4k, η1/16, red, blue
￿
,
H2 =
￿
(α2 − 2η1/16)k, (12α1 − 2η1/16)k, 3η4k, η1/16, blue, red
￿
,
and that
α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof that follows into three sub-parts depending on the colouring of the
subgraphs H1 and H2, that is wheth r each of H1 and H2 belong to H1 or H2:
Part I.A: H1, H2 ∈ H1
In this case, the vertex set V of G has partition V = X1 ∪ X2 ∪ Y1 ∪ Y2 ∪W with
|X1| = |Y1| = (α1 − 2η1/16)k = p, |X2| = |Y2| = (12α2 − 2η1/16)k = q.
X1 X2 
Y1 Y2 
Figure 2.74: Initial coloured structure in Part I.A.figeiii
Defining G1,G2,G3 to to be the monochromatic spanning subgraphs of the reduced graph
G, we have
(A1) G1[X1],G1[Y1] are each (1− η1/16)-complete (and thus connected);
(A2) G2[X1,X2],G2[Y1,Y2] are each (1− η1/16)-complete (and thus connected);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete (and thus connected);
136
2.10 Proof of Theorem A - Part I
s:p11
We assume that G contains two disjoint subgraphs H1, H2 from H1 ∪H2, where
H1 =
￿
(α1 − 2η1/16)k, (12α2 − 2η1/16)k, 3η4k, η1/16, red, b ue
￿
,
H2 =
￿
(α2 − 2η1/16)k, (12α1 − 2η1/16)k, 3η4k, η1/16, blue, red
￿
,
and that
α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof that follows into three sub-parts depending on the colouring of the
subgraphs H1 and H2, that is, whether each of H1 and H2 belong to H1 or H2:
Part I.A: H1, H2 ∈ H1
In this case, the vertex set V of G has partition V = X1 ∪ X2 ∪ Y1 ∪ Y2 ∪W with
|X1| = |Y1| = (α1 − 2η1/16)k = p, |X2| = |Y2| = (12α2 − 2η1/16)k = q.
X1 X2 
1 Y2 
Figure 2.74: Initial coloured structure in Part I.A.figeiii
Defining G1,G2,G3 to to be the monochromatic spanning subgraphs of the reduced graph
G, we have
(A1) G1[X1],G1[Y1] are each (1− η1/16)-complete (and thus connected);
(A2) G2[X1,X2],G2[Y1,Y2] are each (1− η1/16)-complete (and thus connected);
(A3) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 3η4k-almost-complete (and thus connected);
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Figure 14: Coloured structure of the reduced-graph in Part I.C.
The remainder of this section focuses on showing that the original graph must have a similar structure,
which can then be exploited in order to forc a cycle of appr p iate length, colour and parity.
By definition, each vertex Vi of G = (V, E) represents a class of vertices of G = (V,E). In what follows,
we will refer to these classes as clusters (of vertices of G). Additionally, recall, from (8), that
(1− η4)N
K
≤ |Vi| ≤ N
K
.
Since n > max{n3.4(4, 0, 0, η), n3.4(1, 2, 0, η), n3.4(1, 0, 2, η)}, we can (as in the proof of Theorem 3.4)
prove that
|Vi| ≥
(
1 +
η
24
) n
k
>
n
k
.
Thus, we can partition the vertices of G into sets X1, X2, Y1, Y2 and Z corresponding to the partition
of the vertices of G into X1,X2,Y1,Y2 and Z. Then, X1, Y1 each contain p clusters of vertices and
X2, Y2 each contain q clusters and, recalling (16), we have
|X1|, |Y1| = p|V1| ≥ (α2 − 7η1/64)n,
|X2|, |Y2| = q|V1| ≥ ( 12α1 − 7η1/64)n.
}
(17)
In what follows, we will remove vertices from X1 ∪X2 ∪ Y1 ∪ Y2 by moving them into Z in order to
show that, in what remains, G[X1 ∪ X2 ∪ Y1 ∪ Y2] has a particular coloured structure. We begin by
proving the below claim which essentially tells us that G has similar coloured structure to G:
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Claim 9.1. We can remove at most 5η1/128n vertices from each of X1 and Y1 and at most 2η
1/128n
vertices from each of X2 and Y2 so that the following conditions hold.
(HC5) G2[X1] and G2[Y1] are each 4η
1/128n-almost-complete; and
(HC6) G1[X1, X2] and G1[Y1, Y2] are each 3η
1/128n-almost-complete.
Proof. Consider the complete three-coloured graph G[X1] and recall from (HC1) and (HC4) that G[X1]
contains only red and blue edges and is 4η2k-almost-complete. Given the structure of G, we can bound
the number of non-blue edges in G[X1] as follows:
Since regularity provides no indication as to the colours of the edges contained within each cluster,
these could potentially all be non-blue. There are p clusters in X1, each with at most N/K vertices.
Thus, there are at most
p
(
N/K
2
)
non-blue edges in X1 within the clusters.
Now, consider a pair of clusters (U1, U2) in X1. If (U1, U2) is not η
4-regular, then we can only trivially
bound the number of non-blue edges in G[U1, U2] by |U1||U2| ≤ (N/K)2. However, by (HC4), there
are at most 4η2|X1|k such pairs in G. Thus, we can bound the number of non-blue edges coming from
non-regular pairs by
4η2pk
(
N
K
)2
.
If the pair is regular and U1 and U2 are joined by a red edge in the reduced-graph, then, again, we
can only trivially bound the number of non-blue edges in G[U1, U2] by (N/K)
2. However, by (HC1),
G1[X1] is η1/64-sparse, so there are at most η1/64
(
p
2
)
red edges in G[X1] and, thus, there are at most
2η1/64
(
p
2
)(
N
K
)2
non-blue edges in G[X1] corresponding to such pairs of clusters.
Finally, if the pair is regular and U1 and U2 are not joined by a red edge in the reduced-graph, then
the red density of the pair is at most η (since, if the density were higher, they would be joined by a red
edge). Likewise, the green density of the pair is at most η (since there are no green edges in G[X1]).
Thus, there are at most
2η
(
p
2
)(
N
K
)2
non-blue edges in G[X1] corresponding to such pairs of clusters.
Summing the four possibilities above gives an upper bound of
p
(
N/K
2
)
+ 4η2pk
(
N
K
)2
+ 2η1/64
(
p
2
)(
N
K
)2
+ 2η
(
p
2
)(
N
K
)2
non-red edges in G[X1].
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Since K ≥ 2k, η−1, N ≤ 4n and p ≤ α2k ≤ k, we obtain
e(G1[X1]) + e(G3[X1]) ≤ [4η + 16η2 + 4η1/64 + 4η]n2 ≤ 6η1/64n2.
Since G[X1] is complete and contains at most 6η
1/64n2 non-blue edges, there are at most 3η1/128n
vertices with blue degree at most |X1| − 1 − 4η1/128n. Removing these vertices from X1, that is,
re-assigning these vertices to W , gives a new X1 such that every vertex in G[X1] has blue degree at
least |X1| − 1− 4η1/128n. The same argument works for G[Y1], thus completing the proof of (HC5).
Next, consider G[X1, X2]. Considering (HC2), in a similar way to the above, we can bound the number
of non-red edges in G[X1, X2] by
4η2pk
(
N
K
)2
+ 2η1/64pq
(
N
K
)2
+ 2ηpq
(
N
K
)2
.
Where the first term bounds the number of non-red edges between non-regular pairs, the second bounds
the number of non-red edges between pairs of clusters that are joined by a blue edge in the reduced-
graph and the second bounds the number of non-red edges between pairs of clusters that are not joined
by a blue edge in the reduced-graph.
Since K ≥ 2k, N ≤ 4n, p ≤ α2k ≤ k and q ≤ 12α1k ≤ 12k, we obtain
e(G2[X1, X2]) + e(G3[X1, X2]) ≤ 6η1/64n2.
Since G[X1, X2] is complete and contains at most 6η
1/64n2 non-red edges, there are at most 2η1/128n
vertices in X1 with red degree to X2 at most |X2| − 3η1/128n and at most 2η1/128n vertices in X2 with
red degree to X1 at most |X1|−3η1/128n. Removing these vertices results in every vertex in X1 having
degree in G1[X1, X2] at least |X2| − 2η1/128n and every vertex in X2 having degree in G1[X1, X2] at
least |X1| − 2η1/128n.
We repeat the above for G[Y1, Y2], removing vertices such that every (remaining) vertex in Y1 has
degree in G1[Y1, Y2] at least |Y2|−3η1/128n and every (remaining) vertex in Y2 has degree in G1[Y1, Y2]
at least |Y1| − 3η1/128n, thus completing the proof of (HC6). 2
Having discarded some vertices, recalling (17), we have
|X1|, |Y1| ≥ (α2 − 6η1/128)n, |X2|, |Y2| ≥ ( 12α1 − 3η1/128)n, (18)
and can proceed to the end-game.
The following pair of claims allow us to determine the colouring of G[X1, Y1]:
Claim 9.2.a. If there exist distinct vertices x1, x2 ∈ X1 and y1, y2 ∈ Y1 such that x1y1 and x2y2 are
coloured blue, then G contains a blue cycle of length exactly 〈α2n〉.
Claim 9.2.b. If there exist distinct vertices x1, x2 ∈ X1 and y1, y2 ∈ Y1 such that x1y1 and x2y2 are
coloured red, then G contains a red cycle of length exactly 〈〈α1n〉〉.
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Proof. (a) Suppose there exist distinct vertices x1, x2 ∈ X1 and y1, y2 ∈ Y1 such that the edges x1y1
and x2y2 are coloured blue. Then, let X˜1 be any set of
1
2 (〈α2n〉+1) vertices in X1 such that x1, x2 ∈ X˜1.
By (HC5), every vertex in X˜1 has degree at least |X˜1|−1−4η1/128n in G1[X˜1]. Since η ≤ (α2/100)128,
we have |X˜1|−1−4η1/128n ≥ 12 |X˜1|+2. So, by Corollary 6.3, there exists a Hamiltonian path in G1[X˜1]
between x1, x2, that is, there exists a blue path between x1 and x2 in G[X1] on exactly
1
2 (〈α2n〉+ 1)
vertices.
Likewise, given any two vertices y1, y2 in Y1, there exists a blue path between y1 and y2 in G[Y1] on
exactly 12 (〈α2n〉 − 1) vertices. Combining the edges x1y1 and x2y2 with the blue paths gives a blue
cycle on exactly 〈α2n〉 vertices.
(b) Suppose there exist distinct vertices x1, x2 ∈ X1 and y1, y2 ∈ Y1 such that x1y1 and x2y2 are
coloured red. Then, let X˜2 be any set of
`1 =
⌊ 〈〈α1n〉〉 − 2
4
⌋
≥ 3η1/128n+ 2
vertices from X2. By (HC6), x1 and x2 each have at least two neighbours in X˜2 and, since η ≤
(α2/100)
128, every vertex in X˜2 has degree at least |X1| − 3η1/128n ≥ 12 |X1|+ 12 |X˜2|+ 1 in G[X1, X˜2].
Since |X1| > `1 + 1, by Lemma 6.6, G1[X1, X˜2] contains a path on exactly 2`1 + 1 vertices from x1
to x2.
Likewise, given y1, y2 ∈ Y1, for any set Y˜2 of
`2 =
⌈ 〈〈α2n〉〉 − 2
4
⌉
≥ 3η1/128n+ 2
vertices from Y2, G1[Y1, Y˜2] contains a a path on exactly 2`2 + 1 vertices from y1 to y2.
Combining the edges x1y1, x2y2 with the red paths found gives a red cycle on exactly 2`1 + 2`2 + 2 =
〈〈α1n〉〉 vertices, completing the proof of the claim. 2
The existence of a red cycle on 〈〈α1n〉〉 vertices or a blue cycle on 〈α2n〉 vertices would be sufficient to
complete the proof of Theorem C. Thus, there cannot exist such a pair of vertex-disjoint red edges or
such a pair of vertex-disjoint blue edges in G[X1, Y1]. Thus, after removing at most one vertex from
each of X1 and Y1, we may assume that the green graph G3[X1, Y1] is complete.
Then, recalling (18), we have
|X1|, |Y1| ≥ (α2 − 8η1/128)n, |X2|, |Y2| ≥ ( 12α1 − 4η1/128)n. (19)
We now consider Z. We claim that there can exist no vertex in Z having a green edge to both X1
and Y1. Indeed, suppose that there existed such a vertex z and vertices x ∈ X1 and y ∈ Y1 such
that xz and yz are both coloured green. We know that G3[X1, Y1] is complete and that |X1|, |Y1| ≥
(α2 − 8η1/128)n ≥ (α3 − 9η1/128)n. Thus, we can greedily construct a path on 〈α3n〉 − 1 vertices
in G3[X1, Y1] from x to y which, together with the edges xz and yz gives a green cycle of length
exactly 〈α3n〉.
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Y1
Y2
Z
X1
X2
Figure 15: Using w ∈WG to construct an odd green cycle.
Thus, defining ZX to be the set of vertices in Z having no green edges to X1 ∪X2 and ZY to be the
set of vertices in Z having no green edges to Y1 ∪ Y2, we see that, we may assume that ZX ∪ ZY is a
partition of Z. Then, recalling that |V (G)| ≥ 〈〈α1n〉〉 + 2〈α2n〉 − 3, we may assume, without loss of
generality that
|X1 ∪X2 ∪ ZX | ≥ 12 〈〈α1n〉〉+ 〈α2n〉 − 1.
X1
X2
ZX
Figure 16: Colouring of G[X1 ∪X2 ∪ ZX ].
Given (HC5) and (HC6), we can obtain upper bounds on |X1|, |X2|, |Y1| and |Y2| as follows: By Corol-
lary 6.2, for every integer m such that 8η1/128n+2 ≤ m ≤ |X1|, we know that G2[X1] contains a blue cy-
cle of length m. Thus, in order to avoid having a blue cycle of length 〈α2n〉, we may assume that |X1| <
〈α2n〉. By Corollary 6.5, for every even integer m such that 12η1/128n+ 2 ≤ m ≤ 2 min{|X1|, |X2|},
we know that G1[X1, X2] contains a red cycle of length m. Recalling (15) and (19), we have |X1| ≥
(α2−8η1/128)n ≥ 12α1n. Thus, in order to avoid having a red cycle on exactly 〈〈α1n〉〉 vertices, we may
assume that |X2| < 12 〈〈α1n〉〉. In summary, we have
(α2 − 8η1/128)n ≤ |X1| < 〈α2n〉,
( 12α1 − 4η1/128)n ≤ |X2| < 12 〈〈α1n〉〉.
}
(20)
We now let
ZR = {z ∈ ZX such that z has at least |X1| − 16η1/128 red neighbours in X1}; and
ZB = Z\ZR = {z ∈ ZX such that z has at least 16η1/128 blue neighbours in X1}.
In which case, we have Z = ZB ∪ ZR and, so, either |Z1 ∪ ZB | ≥ 〈α2n〉 or |Z2 ∪ ZR| ≥ 12 〈〈α1n〉〉.
If |X1 ∪ ZB | ≥ 〈α2n〉, then we show that G2[X1 ∪ ZB ] contains a long blue cycle as follows: Let X be
any set of 〈α2n〉 vertices from X1 ∪ ZB consisting of every vertex from X1 and 〈α2n〉 − |X1| vertices
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X1
X2
ZB
ZR
Figure 17: Partition of ZX into ZR ∪ ZB .
from ZB . By (HC5) and (20), the blue graph G2[X] has at least 〈α2n〉 − 8η1/128n vertices of degree
at least |X| − 1 − 4η1/128n and at most 8η1/128n vertices of degree at least 16η1/128n. Thus, by
Theorem 6.8, G[X] contains a blue cycle on exactly 〈α2n〉 vertices.
Thus, we may, instead, assume that |X2 ∪ ZR| ≥ 12 〈〈α1n〉〉, in which case, we consider the red graph
G2[X1, X2 ∪ ZR]. Given the relative sizes of X1 and X2 ∪ ZR and the large minimum-degree of the
graph, we can use Theorem 6.4 to give a red cycle on exactly 〈〈α1n〉〉 vertices as follows: By (15)
and (20), we have |X1| ≥ 12 〈〈α1n〉〉 and may choose subsets X˜1 ⊆ X1, X˜2 ⊆ X2 ∪ ZR such that X˜2
includes every vertex of X2, |X˜1| = |X˜2| = 12 〈〈α1n〉〉 and |X˜2 ∩ ZR| ≤ 6η1/128n. Recall, from (HC6),
that G1[X1, X2] is 3η
1/128k-almost-complete and that, by definition, all vertices in ZR have red degree
at least |X˜1| − 1− 16η1/128n in G[X˜1, X˜2]. Thus, since |X˜2 ∩ ZR| ≤ 6η1/128n, for any pair of vertices
x1 ∈ X˜1 and x2 ∈ X˜2, we have d(x1) + d(x2) ≥ 12 〈〈α1n〉〉+ 1. Therefore, by Theorem 6.4, G1[X˜1, X˜2]
contains a red cycle on exactly 〈〈α1n〉〉 vertices, thus completing Part I.C. and thus, also, Part I.
10 Proof of the main result – Part II – Case (v)
Suppose G contains disjoint subsets of vertices X and Y such that G[X ] contains a two-coloured span-
ning subgraph H from H∗2 ∪Jb and G[Y] contains a two-coloured spanning subgraph K from H∗2 ∪ Jb,
where
H∗2 = H
(
(β − 2η1/32)k, ( 12α1 − 2η1/32)k, 4η4k, η1/32, γ, red
)
,
Jb = J
(
(α1 − 18η1/2), 4η4k, red, γ
)
,
and β = max{α2, α3} and γ ∈ {blue, green}.
Additionally, from Theorem D, we know that α1 ≤ β. We divide the proof that follows into three
sub-parts depending on whether H and K belong to H∗2 or Jb:
Part II.A: H,K ∈ H∗2.
In this case, recalling Theorem D, we know that α1 ≤ (1− η1/16)β.
We consider four subcases:
Subcase i: β = α2, γ = blue.
Since 0 < η < 1, we have H∗2 ⊆ H2. Notice also that, we have α1 ≤ (1− η1/16)α2 ≤ α2. Thus, we have
α2 ≥ (1− η1/16)α1 and, in fact, this case has already been dealt with in Part I.C. Note that, in Part
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I.C, we knew that all blue components were odd and that here we do not, however, we did use that
information.
Subcase ii: β = α3, γ = blue.
The vertex set V of G has a natural partition into X1 ∪ X2 ∪ Y1 ∪ Y2 ∪ Z, where X1 ∪ X2 is the
partition of the vertices of H given by Definition 5.1 and Y1 ∪ Y2 the corresponding partition of the
vertices of K. In particular, |X1| ≥ (α3 − 2η1/32)n. By the definition of H∗2, we know that G2[X1] is
(1 − η1/32)-complete and so, by Theorem 6.1, it contains a blue odd connected-matching on at least
|X1| − 1 ≥ (α3 − 3η1/32)k vertices. Thus, in order to avoid having an odd blue connected-matching on
at least α2k vertices, we may assume that α2 ≥ α3 − 3η1/32 and, therefore, α2 ≥ (α1 − 3η1/32). We
may then follow the same argument given in Part I.C to obtain a monochromatic cycle and complete
the proof.
Subcase iii: β = α3, γ = green.
We have α3 ≥ (1− η1/16)α1 and can follow the argument given in Part I.C with the roles of blue and
green (and α2 and α3) exchanged.
Subcase iv: β = α2, γ = green.
The vertex set V of G has a natural partition into X1 ∪ X2 ∪ Y1 ∪ Y2 ∪ Z, where X1 ∪ X2 is the
partition of the vertices of H given by Definition 5.1 and Y1 ∪ Y2 the corresponding partition of the
vertices of K. In particular, |X1| ≥ (α2 − 2η1/32)n. By the definition of H∗2, we know that G3[X1] is
(1− η1/32)-complete and so, by Theorem 6.1, it contains a green odd connected-matching on at least
|X1| − 1 ≥ (α2 − 3η1/32)k vertices. Thus, in order to avoid having an odd green connected-matching
on at least α3k vertices, we may assume that α3 ≥ α2− 3η1/32 and, therefore, α3 ≥ (α1− 3η1/32). We
may then follow the same argument given in Part I.C with the roles of blue and green (and α2 and
α3) exchanged to obtain a monochromatic cycle and complete the proof.
Part II.B: H,∈ H∗2, K ∈ Jb.
In this case, recalling Theorem D, we know that
α1 ≤ (1− η1/16)β,
β < ( 32 + 2η
1/4)α1.
}
(21)
Suppose that γ is green. The vertex set V of G has a natural partition into X1∪X2∪Y1∪Y2∪Z where
X1 ∪ X2 is the partition of the vertices of H given by Definition 5.1 and Y1 ∪ Y2 the corresponding
partition of the vertices of K given by Definition 5.2. Moving vertices from X1 ∪ X2 ∪ Y1 ∪ Y2 to Z,
we may assume that
(β − 2η1/32)k ≤ |X1| = p ≤ βk,
( 12α1 − 2η1/32)k ≤ |X2| = q ≤ 12α1k,
(α1 − 18η1/2) ≤ |Y1| = |Y2| = r ≤ α1k
 (22)
and that
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(JB1) H and K are each 4η4k-almost-complete; and
(JB2) (a) G[X1] is η1/32-sparse in red, contains no blue edges and is (1− η1/32)-complete in green,
(b) G[X1,X2] is (1− η1/32)-complete in red, contains no blue edges and is η1/32-sparse in green,
(c) all edges present in G[Y1],G[Y2], are coloured exclusively red,
(d) all edges present in G[Y1,Y2], are coloured exclusively green.
By the definition of H∗2, we know that G3[X1] is (1−η1/32)-complete and so, by Theorem 6.1, it contains
a green connected-matching on at least |X1| − 1 ≥ (β − 4η1/32)k vertices and also clearly contains an
odd green cycle. By definition of Jb, G3[Y1, Y3] is 4η4k-almost-complete and so, by Lemma 6.13, it
contains a green connected-matching on at least (2α1−40η1/32)k vertices. Thus, there can be no green
edges present in G[X1, Y1 ∪ Y2].
Again, by the definition of H∗2, we know that G1[X1,X2] is (1−η1/32)-complete and so, by Lemma 6.12,
it contains a red connected-matching on at least (α2−8η1/64)k vertices. By definition of Jb, G1[Y1] and
G1[Y2] are each 4η4k-almost-complete and so, by Theorem 6.1, each contains a red connected-matching
on at least (α1 − 24η1/2)k vertices. Thus, there can be no red edges present in G[X1 ∪X2, Y1 ∪ Y2].
Thus, we know that
(JB3) all edges present in G[X1, Y1 ∪ Y2] are coloured exclusively blue.
2.10 Proof of Theorem A - Part I
s:p11
We assume that G contains two disjoint subgraphs H1, H2 from H1 ∪H2, where
H1 =
￿
(α1 − 2η1/16)k, (12α2 − 2η1/16)k, 3η4k, η1/16, red, blue
￿
,
H2 =
￿
(α2 − 2η1/16)k, (12α1 − 2η1/16)k, 3η4k, η1/16, blue, red
￿
,
and that
α3 ≤ 32α1 + 12α2 + 14η1/2. (2.61) a3notbig
We divide the proof that follows into three sub-parts depending on the colouring of the
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Figure 18: Coloured structure of the reduced-graph in Part II.B.
The remainder of this section focuses on showing that the original graph must have a similar structure,
which can then be exploited in order to force a cycle of appropriate length, colour and parity.
As before, each vertex Vi of G = (V, E) represents a cluster of vertices of G = (V,E). Additionally,
recall, from (8), that
(1− η4)N
K
≤ |Vi| ≤ N
K
.
Since n > max{n3.4(4, 0, 0, η), n3.4(1, 2, 0, η), n3.4(1, 0, 2, η)}, we can (as in the proof of Theorem 3.4)
prove that
|Vi| ≥
(
1 +
η
24
) n
k
>
n
k
.
Thus, we can partition the vertices of G into sets X1, X2, Y1, Y2 and Z corresponding to the partition
of the vertices of G into X1,X2,Y1,Y2 and Z. Then, X1 contains p clusters, X2 contains q clusters and
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Y1 and Y2 each contain r clusters of vertices and we have
|X1| = p|V1| ≥ (β − 2η1/32)n,
|X2| = 1|V1| ≥ ( 12α1 − 2η1/32)n,
|Y1| = |Y2| = r|V1| ≥ (α1 − 18η1/2)n.
 (23)
In what follows, we will remove vertices from X1 ∪X2 ∪ Y1 ∪ Y2 by moving them into Z in order to
show that, in what remains, G[X1 ∪ X2 ∪ Y1 ∪ Y2] has a particular coloured structure. We begin by
proving the below claim which essentially tells us that G has similar coloured structure to G:
Claim 10.1. We can remove at most 9η1/2 + 4η1/64n vertices from X1, at most 3η
1/2n vertices
from X2, and at most 16η
1/2n vertices from each of Y1 and Y2 such that the following conditions hold.
(JB4) G1[X1, X2] is 2η
1/2-almost-complete and G1[Y1] and G1[Y2] are each 6η
1/2-almost-complete;
(JB5) G2[X1, Y1 ∪ Y2] is 9η1/2-almost-complete; and
(JB6) G3[X1] is 4η
1/64-almost-complete and G3[Y1, Y2] is 6η
1/2-almost-complete.
Proof. The proof follows the same pattern as that of Claim 9.1 but is made easier in parts by the
colouring of the reduced-graph.
Consider G[X1, X2]. Recall from (JB1) that G[X1, X2] is 4η4k-almost-complete and from (JB2), that
G[X1, X2] is (1 − η1/32)-complete in red, contains no blue edges and is η1/32 sparse in green. We can
bound the number of non-red edges in G[X1, X2] by
4η4pk
(
N
K
)2
+ 2η1/32pq
(
N
K
)2
+ 2ηpq
(
N
K
)2
,
where the first term bounds the number of non-red edges between non-regular pairs, the second bounds
the number of non-red edges between pairs of clusters that are joined by a green edge in the reduced-
graph and the second bounds the number of non-red edges between pairs of clusters that are not joined
by a green edge in the reduced-graph.
Since K ≥ 2k, N ≤ 4n, p ≤ βk ≤ k and q ≤ 12α1k ≤ 12k, we obtain
e(G2[X1, X2]) + e(G3[X1, X2]) ≤ 6η1/32n2.
Since G[X1, X2] is complete and contains at most 6η
1/32n2 non-red edges, there are at most 3η1/64n
vertices in X1 with red degree to X2 at most |X2| − 2η1/64n and at most 3η1/64n vertices in X2 with
red degree to X1 at most |X1| − 2η1/64n. Removing these vertices results in every vertex in X1 having
degree in G1[X1, X2] at least |X2| − 2η1/64n and every vertex in X2 having degree in G1[X1, X2] at
least |X1| − 2η1/64n.
Next, consider the complete three-coloured graph G[Y1]. Recall from (JB1)and (JB2) that there can
be no blue or green edges present in G[Y1] and that G[Y1] is 4η4k-almost-complete. Given the structure
of G, we can bound the number of non-red edges in G[Y1] by
r
(
N/K
2
)
+ 4η4rk
(
N
K
)2
+ 2η
(
r
2
)(
N
K
)2
,
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where the first term counts the number of non-red edges within the clusters, the second counts the
number of non-red edges between non-regular pairs of clusters and the third counts the number of
non-red edges between regular pairs.
Since K ≥ 2k, η−1, N ≤ 4n and r ≤ α1k ≤ k, we obtain
e(G2[Y1]) + e(G3[Y1]) ≤ [4η + 16η4 + 16η]n2 ≤ 32ηn2.
Since G[Y1] is complete and contains at most 32ηn
2 non-red edges, there are at most 8η1/2n vertices
with red degree at most |Y1| − 1− 8η1/2n. Removing these vertices from Y1, that is, re-assigning these
vertices to Z, gives a new Y1 such that every vertex in G[Y1] has red degree at least |Y1| − 1− 8η1/2n.
The same argument works for G[Y2], completing the proof of (JB4).
Next, we consider G[X1, Y1 ∪ Y2]. By (JB2) all the edges present in G[X1, Y1 ∪ Y2] are coloured
exclusively blue. Thus, we can bound the number of non-blue edges in G[X1, Y1 ∪ Y2] by
4η4rk
(
N
K
)2
+ 2ηp(2r)
(
N
K
)2
.
Where the first term bounds the number of non-blue edges between non-regular pairs, the second
bounds the number of non-blue edges between regular pairs.
Since K ≥ 2k, η−1, N ≤ 4n and p ≤ β ≤ k, r ≤ α1k ≤ k, we obtain
e(G1[X1, Y1 ∪ Y2]) + e(G3[X1, Y1 ∪ Y2]) ≤ 36ηn2.
Since G[X1, Y1 ∪ Y2] is complete and contains at most 36ηn2 non-blue edges, there are at most 6η1/2n
vertices in X1 with green degree to Y1 ∪ Y2 at most |Y1 + Y2| − 6η1/2n and at most 6η1/2n vertices
in Y1∪Y2 with blue degree to X1 at most |X1|−6η1/2n Removing these vertices results in every vertex
in X1 having degree in G2[X1, Y1 ∪ Y2] at least |Y1 ∪ Y2| − 6η1/2n and every vertex in Y1 ∪ Y2 having
degree in G2[X1, Y1 ∪ Y2] at least |X1| − 6η1/2nk, thus completing the proof of (JB5).
Next, consider the complete three-coloured graph G[X1] and recall, from (JB2), that G[X1] contains
only red and green edges and is 4η4k-almost-complete. Thus, we can bound the number of non-green
edges in G[X1] by
p
(
N/K
2
)
+ 4η4pk
(
N
K
)2
+ 2η1/32
(
p
2
)(
N
K
)2
+ 2η
(
p
2
)(
N
K
)2
,
where the first term counts the number of non-green edges within the clusters, the second counts the
number of non-green edges between non-regular pairs, the third counts the number of non-green edges
between regular pairs which are joined by a red edge and the final term counts the number of non-green
edges between regular pairs which are not joined by a red edge.
Since K ≥ 2k, η−1, N ≤ 4n and p ≤ α3k ≤ k, we obtain
e(G1[X1]) + e(G3[X1]) ≤ 8η1/32n2.
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Since G[X1] is complete and contains at most 8η
1/32n2 non-green edges, there are at most 4η1/64n
vertices with green degree at most |X1|−1−4η1/64n. Removing these vertices from X1 gives a new X1
such that every vertex in G[X1] has green degree at least |X1| − 1− 4η1/64n.
Finally, we consider G[Y1, Y2], where we can bound the number of non-green edges in G[Y1, Y2] by
4η4rk
(
N
K
)2
+ 2ηr2
(
N
K
)2
.
Where the first term bounds the number of non-green edges between non-regular pairs and the second
bounds the number of non-green edges between regular pairs.
Since K ≥ 2k, η−1, N ≤ 4n and r ≤ α1k ≤ k, we obtain
e(G1[Y1, Y2]) + e(G2[Y1, Y2]) ≤ 9ηn2.
Since G[Y1, Y2] is complete and contains at most 9ηn
2 non-green edges, there are at most 3η1/2n
vertices in Y1 with green degree to Y1 at most |Y2| − 3η1/2n and at most 3η1/2n vertices in Y2 with
blue degree to X1 at most |Y1| − 3η1/2n Removing these vertices results in every vertex in Y1 having
degree in G3[Y1, Y2] at least |Y2| − 3η1/2n and every vertex in Y2 having degree in G3[Y1, Y2] at least
|Y1| − 3η1/2nk, thus completing the proof of (JB6) and, also, of the claim. 2
Having removed these vertices, recalling (23), we have
|X1| = p|V1| ≥ (β − 6η1/64)n,
|X2| = q|V1| ≥ ( 12α1 − 4η1/32)n,
|Y1| = |Y2| = r|V1| ≥ (α1 − 34η1/2)n.
 (24)
We now consider the remaining vertices in Z and begin by proving the following claim:
Claim 10.2. If there are vertices z ∈ Z, x ∈ X1 and y ∈ Y1 ∪ Y2 such that both the edges xz and yz
are blue, then G contains a blue cycle on exactly 〈α2n〉 vertices.
Proof. By (21) and (24), we know that |X1|, |Y1∪Y2| ≥ (α2−6η1/64)n ≥ b 12 〈α3n〉c. We let X˜ consist of
(α2− 6η1/64)n vertices from X1 including x, let Y˜ consist of b 12 〈α2n〉c vertices from Y including y and
consider G[X˜, Y˜ ]. Every vertex in Y˜ has degree in G2[X˜, Y˜ ] at least (α2−8η1/64)n ≥ 12 (|X˜|+ |Y˜ |+1).
Thus, by Corollary 6.7, there exists a blue path from x to y on exactly 〈α2n〉−1 vertices which together
with xz and yz forms a blue cycle on exactly 〈α2n〉 vertices. 2
Thus, we may partition the vertices of Z into ZX and ZY where there are no blue edges present in
G[ZX , X1] ∪G[ZY , Y1 ∪ Y2].
Recalling that |V (G)| ≥ 4〈〈α1n〉〉 − 3, 〈〈α1n〉〉+ 2〈α3n〉 − 3, we know that
|X1|+ |X2|+ |Y1|+ |Y2|+ |ZX |+ |ZY | ≥ 2.5〈〈α1n〉〉+ 〈α3n〉 − 3.
Thus, we know that either |X1|+ |X2|+ |ZX | ≥ 12 〈〈α1n〉〉+ 〈α3n〉−1 or |Y1|+ |Y2|+ |ZY | ≥ 2〈〈α1n〉〉−1.
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In the former case, we define a partition of ZX into ZR ∪ ZG by
ZR = {z ∈ ZX such that z has at least |X1| − 12η1/64 red neighbours in X1}; and
ZG = Z\ZR = {z ∈ ZX such that z has at least 12η1/64 green neighbours in X1}.
Since this is a partition, we have either |X1 ∪ ZG| ≥ 〈α3n〉 or |X2 ∪ ZR| ≥ 12 〈〈α1n〉〉.
If |X1∪ZG| ≥ 〈α3n〉, then, following the argument given in the penultimate paragraph of Part I.C, we
can show that G3[X1 ∪ ZG] contains a green cycle on exactly 〈α3n〉 vertices. If |X2 ∪ ZR| ≥ 12 〈〈α1n〉〉,
given the relative sizes of X1 and X2 ∪ZR and the large minimum-degree of the graph, we may follow
the same argument as given in the final paragraph of Part I.C. to find that G[X1, X2 ∪ZR] contains a
a red cycle on exactly 〈〈α1n〉〉 vertices.
Thus, we may, instead, assume that
|Y1|+ |Y2|+ |ZY | ≥ 2〈〈α1n〉〉 − 1.
In that case, we can prove the following claim:
Claim 10.3. If there exist vertices z ∈ ZY , y1 ∈ Y1 and y2 ∈ Y2 such that both the edges y1z and y2z
are green, then G contains a green cycle on exactly 〈α2n〉 vertices.
Proof. Follows the same steps as that of Claim 10.2. 2
Similarly, we can show that the presence of a blue edge in G[Y1 ∪ Y2] would result in a blue cycle on
exactly 〈α2n〉 vertices and that the presence of a green edge in G[Y1] or G[Y2] would result in a green
cycle on exactly 〈α3n〉 vertices.
Thus, we may partition ZY into Z1 and Z2 where all edges in G[Z1, Y1] and G[Z2, Y2] (and indeed also
in G[Y1] and G[Y2]) are red. Since we have |Y1| + |Y2| + |ZY | ≥ 2〈〈α1n〉〉 − 1, we may, without loss of
generality, assume that |Y1|+ |Z1| ≥ 〈〈α1n〉〉.
By (24), we have |Y1| ≥ (α1 − 34η1/2)n. Thus, we may choose subsets Y˜1 ⊆ Y1 and Z˜1 ⊆ Z1 such
that Y˜1 includes every vertex of Y1 and |Y˜1| + |Z˜1| = 〈〈α1n〉〉. Then, |Z˜1| ≤ 36η1/2n. Thus, every
vertex in Y˜1 ∪ Z˜1 has degree in G1[X˜1 ∪ Z˜1] at least |X˜1 ∪ Z˜1| − 36η1/2n ≥ 12 |X˜1 ∪ Z˜1|. Therefore, by
Theorem 6.1, G1[X˜1 ∪ Z˜1] contains a red cycle of length exactly 〈〈α1n〉〉, thus completing Part II.B.
Part II.C: H,K ∈ Jb.
In this case, recalling Theorem D, we know that
β = max{α2, α3} < ( 32 + 2η1/4)α1.
Suppose γ is green. The vertex set V of G has a partition into X1 ∪ X2 ∪ Y1 ∪ Y2 ∪ Z, where X1 ∪ X2
is the partition of the vertices of H given by Definition 5.2 and Y1 ∪Y2 is the corresponding partition
of the vertices of K. We then know that
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(JC0) |X1|, |X2|, |Y1|, |Y2| ≥ (α1 − 18η1/2);
(JC1) H and K are each 4η4k-almost-complete; and
(JC2) (a) all edges present in G[X1],G[X2],G[Y1],G[Y2] are coloured exclusively red,
(b) all edges present in G[X1,X2],G[Y1,Y2] are coloured exclusively green.
Because H is 4η4k-almost-complete, and all edges in H[X1] are coloured red, by Theorem 6.1, G[X1]
contains a red connected-matching on at least |X1| − 1 ≥ (α1 − 20η1/2)k vertices. Similarly, each of
G[X2], G[Y1] and G[Y2] contains red connected-matchings on at least (α1 − 20η1/2)k vertices. Thus,
the existence of a red edge in G[X1 ∪ X2,Y1 ∪ Y2] would imply the existence of a red connected-
matching on at least α1k vertices and, therefore, we may assume that there are no red edges present
in G[X1 ∪ X2,Y1 ∪ Y2].
BecauseH is 4η4k-almost-complete and all edges present in G[X1,X2] are coloured green, by Lemma 6.12,
G3[X1, X2] contains a green connected-matchingM on at least (α1−40η1/2)k ≥ (α3+2η1/2)k vertices.
Suppose now that there exists a pair of green edges x1y
1
1 , x2y
2
1 such that x1 ∈ X1, x2 ∈ X2, y11 , y21 ∈ Y1.
Then, since K is 4η4k-almost-complete and all edges present in G[Y1,Y2] are coloured green, y11 and
y21 have a common neighbour y2 ∈ Y2. Similarly, there exists a green path P = x1x′2x′1x2 in G[X1,X2].
Thus, x1y
1
1y2y
2
1x2x
′
1x
′
2x1 is an odd green cycle contained in the same component as M and, thus, G
contains an odd green connected-matching on at least α3k vertices.
Thus, there can exist no such pair, nor can their be any pairs of green edges x1y
1
2 , x2y
2
2 such that
x1 ∈ X1, x2 ∈ X2, y12 , y22 ∈ Y1. Therefore, we may assume, without loss of generality, that all edges
present in G[X1,Y1] and G[X2,Y2] are coloured blue.
Thus, this case can be dealt with alongside the next one.
11 Proof of the main result – Part III – Case (vi)
Suppose that G contains a subgraph H from
L = L (x, 4η4k, red,blue, green) .
where
either x ≥ ( 12α1 + 14η)kand max{α2, α3} ≤ α1
or x ≥ (α1 − 18η1/2)kand max{α2, α3} ≤ ( 32 + 2η1/2)α1.
}
(25)
Observe that in both cases, provided k ≥ 4/η, since η ≤ 1100 , ( α1100 )2, (α220 )4, (α320 )4, we have
x ≥ max{ 12α1k + 1, ( 12α2 + η4)k, ( 12α3 + η4)k}.
Recalling the definition of L and Part II.C above, we have a partition of the vertex set V of G into
X1 ∪ X2 ∪ Y1 ∪ Y2 ∪ Z such that
(L0) |X1|, |X2|, |Y1|, |Y2| ≥ x;
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(L1) G[X1 ∪ X2 ∪ Y1 ∪ Y2] is 4η4k-almost-complete;
(L2) (a) all edges present in G[X1], G[X2], G[Y1] and G[Y2] are coloured exclusively red,
(b) all edges present in G[X1, Y1] and G[X2, Y2] are coloured exclusively blue,
(c) all edges present in G[X1, X2] and G[Y1, Y2] are coloured exclusively green,
(d) there are no red edges present in G[X1, Y2] and G[X2, Y1].
X1 X2
Y1 Y2
Figure 19: H ∈ L(x1, c, red,blue, green).
Recall that G is a three-edge-multicoloured graph, therefore we seek to strengthen the statements made
in (L3) to prescribe not only which colours of edges are present but also which are not.
By (L1) and (L2), H is 4η4k-almost-complete, and all edges in H[X1] are coloured red. Thus, by
Theorem 6.1, G[X1] contains a red connected-matching on at least x − 1 ≥ 12α1k vertices. Similarly,
each of G[X2], G[Y1] and G[Y2] contains red connected-matchings on at least 12α1k vertices. Thus,
no red path can join two of X1,X2,Y1,Y2, since this would give a red connected-matching on at
least α1k vertices.
Similarly, because H is 4η4k-almost-complete and all edges present in H[X1,Y1] are coloured blue,
by Lemma 6.13, G2[X1, Y1] contains a blue connected-matching on at least 2x − 2η4k ≥ α2k ver-
tices. Likewise, G2[X2, Y2] contains a blue connected-matching on at least α2k vertices and G3[X1, Y1]
and G3[X2, Y2] each contain a green connected-matching on at least α3k vertices. Thus, no odd blue
or green cycle can share any vertices with X1 ∪ X2 ∪ Y1 ∪ Y2.
We proceed to show that the vertices of Z can each be assigned to one of X1,X2,Y1 or Y2 while
maintaining these properties: We begin by labelling the vertices of Z, z1, z2, ..., zu and considering
these in turn beginning with z1. We showed above that, for instance, there can be no red path
connecting X1 to X2. Thus, we know that z1 can have red edges to at most one of X1,X2,Y1,Y2.
Therefore, suppose, without loss of generality, that it has no red edges to X2,Y1 or Y2.
Additionally, suppose that z1 has a blue edge to X2. In that case, all edges in G[z1, Y2] must be green
in order to avoid having a blue triangle. Then, all edges in G[z1, Y1] must be blue (in order to avoid a
green triangle). Knowing this forces all edges in G[X2, Y1] and G[X1, Y2] to be green (in order to avoid
a blue triangle or pentagon). Considering the colouring obtained, there can then be no blue or green
edges in G[z1, X1]. Thus, all edges in G[z1, X1] must be red. Adding z1 to X1 and exchanging the names
of X2 and Y2 gives a graph H1 on vertex set V(H)∪{z1} belonging to L = L
(
x, 4η4k, red,blue, green
)
.
If, instead of supposing that z1 has a blue edge to X2, we suppose that it has a green edge to Y2
we arrive at an analogous situation to the above. Thus, we may instead assume that all edges in
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G[z1, X2] are green and all edges in G[z1, Y2] are blue, in which case, a similar argument (with no need
for re-naming) allows us to add z1 to X1, obtaining a a graph H1 on vertex set V(H)∪{z1} belonging
to L = L (x, 4η4k, red,blue, green). Considering each of z1, z2, ..., zu in Z in turn allows us to add each
vertex to either X1,X2,Y1 or Y2, showing that G itself belongs to L = L
(
x, 4η4k, red,blue, green
)
.
Recall that, because H is 4η4k-almost-complete and all edges in G[X1] are coloured red, by Theorem 6.1,
G[X1] contains a red connected-matching on at least |X1| − 1 ≥ 12α1k vertices. This provides a simple
upper bound
|X1|, |X2|, |Y1|, |Y2| ≤ α1k + 1.
Since |V(G)| ≥ (4α1 − η)k, provided k ≥ (2/η)1/2, this also provides a corresponding upper bound
|X1|, |X2|, |Y1|, |Y2| ≥ (α1 − 2η1/2)k.
Discarding as few vertices as necessary, that is, returning them to Z, we may therefore assume that
(α1 − 2η1/2)k ≤ |X1| = |X2| = |Y1| = |Y2| = p ≤ α1k.
The remainder of this section focuses on showing that the original graph must have a similar structure,
which can then be exploited in order to force a cycle of appropriate length, colour and parity.
Each vertex Vi of G = (V, E) represents a cluster of vertices of G = (V,E). Recall, from (8), that
(1− η4)N
K
≤ |Vi| ≤ N
K
,
and that, since n > max{n3.4(4, 0, 0, η), n3.4(1, 2, 0, η), n3.4(1, 0, 2, η)}, we can prove that
|Vi| ≥
(
1 +
η
24
) n
k
>
n
k
.
We partition the vertices of G into sets X1, X2, Y1, Y2 and Z corresponding to the partition of the
vertices of G into X1,X2,Y1,Y2 and Z. Then, X1, X2, Y1 and Y2 each contain p clusters of vertices and
we have
|X1|, |Y1|, |X2|, |Y2| = p|V1| ≥ (α1 − 2η1/2)n. (26)
In what follows, we will remove vertices from X1 ∪X2 ∪ Y1 ∪ Y2 by moving them into Z in order to
show that, in what remains, G[X1 ∪ X2 ∪ Y1 ∪ Y2] has a particular coloured structure. We begin by
proving the below claim which essentially tells us that G has similar coloured structure to G:
Claim 11.1. We can remove at most 14η1/2n vertices from each of X1, X2, Y1 and Y2 so that the
following conditions hold.
(L3) G1[X1], G1[X2], G1[Y1] and G1[Y2] are each 6η
1/2-almost-complete;
(L4) G2[X1, Y1] and G2[X2, Y2] are each 4η
1/2-almost-complete; and
(L5) G3[X1, X2] and G3[Y1, Y2]are each 4η
1/2-almost-complete.
Proof. Consider the complete three-coloured graph G[X1]. Recall that there can be no blue or green
edges present in G[X1] and that G[X1] is 4η4k-almost-complete. Given the structure of G, we can bound
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the number of non-red edges in G[X1] by
p
(
N/K
2
)
+ 4η4pk
(
N
K
)2
+ 2η
(
p
2
)(
N
K
)2
.
Since K ≥ 2k, η−1, N ≤ 4n and p ≤ α1k ≤ k, we obtain
e(G2[X1]) + e(G3[X1]) ≤ [4η + 16η2 + 8η]n2 ≤ 18ηn2.
Since G[X1] is complete and contains at most 18ηn
2 non-red edges, there are at most 6η1/2n vertices
with red degree at most |X1|−1−6η1/2n. Removing these vertices from X1, that is, re-assigning these
vertices to Z, gives a new X1 such that every vertex in G[X1] has red degree at least |X1| − 6η1/2n.
The same argument works for G[X2], G[Y1], G[Y2], thus completing the proof of (L3).
Next, consider G[X1, Y1].We can bound the number of non-red edges in G[X1, Y1] by
4η4pk
(
N
K
)2
+ 2ηp2
(
N
K
)2
.
Since K ≥ 2k, η−1, N ≤ 4n and p ≤ α1k ≤ k, we obtain
e(G1[X1, Y1]) + e(G3[X1, Y1]) ≤ 16ηn2.
Since G[X1, Y1] is complete and contains at most 16ηn
2 non-blue edges, there are at most 4η1/2n
vertices in X1 with blue degree to Y1 at most |Y1| − 4η1/2n and at most 4η1/2n vertices in Y1 with
blue degree to X1 at most |X1| − 4η1/2n. Removing these vertices results in every vertex in X1 having
degree in G2[X1, Y1] at least |Y1| − 4η1/2n and every vertex in Y1 having degree in G2[X1, Y1] at
least |X1| − 4η1/2n.
We repeat the above for G[X2, Y2], removing at most 4η
1/2n vertices from each of X2, Y2 such that
every (remaining) vertex in X2 has degree in G2[X2, Y2] at least |Y2| − 4η1/2n and every (remain-
ing) vertex in X2 has degree in G2[X2, Y2] at least |X2| − 4η1/2n thus completing the proof of (L4).
Finally, we repeat these steps for G3[X1, X2] and G3[Y1, Y2] removing at most 4η
1/2n vertices from
each of X1, X2, Y1 and Y2 such that every (remaining) vertex in X1 has degree in G3[X1, X2] at least
|X2| − 4η1/2n, every (remaining) vertex in X2 has degree in G3[X1, X2] at least |X1| − 4η1/2n, every
(remaining) vertex in Y1 has degree in G3[Y1, Y2] at least |Y2| − 4η1/2n and every (remaining) vertex
in Y2 has degree in G3[Y1, Y2] at least |Y1| − 4η1/2n, thus completing the proof of (L5). 2
Having removed these vertices, we have
|X1|, |Y1|, |X2|, |Y2| ≥ (α1 − 16η1/2)n, (27)
We now define four (possibly overlapping) subsets of Z
ZX1 = {z ∈ Z such that z has at least 40η1/2 red neighbours in X1};
ZX2 = {z ∈ Z such that z has at least 40η1/2 red neighbours in X2};
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ZY1 = {z ∈ Z such that z has at least 40η1/2 red neighbours in Y1};
ZY2 = {z ∈ Z such that z has at least 40η1/2 red neighbours in Y2},
and proceed to prove that Z\(ZX1 ∪ ZX2 ∪ ZY1 ∪ ZY2 ) = ∅.
Indeed, suppose z is a vertex in Z not belonging to any of the newly defined sets, then z has only small
red degree to each of X1, X2, Y1, Y2. Thus, in particular, z must have a blue or green edge to each of
X1, X2, Y1 and Y2.
Claim 11.2. If there exist vertices z ∈ Z\(ZX1 ∪ZX2 ∪ZY1 ∪ZY2 ), x1 ∈ X1 and x2 ∈ X2 such that both
the edges x1z and x2z are green, then G contains a green cycle on exactly 〈α3n〉 vertices.
Proof. Recalling (25) and (27), we know that |X1|, |X2| ≥ ( 58α3 − 16η1/2)n. We let X˜1 consist ( 58α3 −
16η1/2)n vertices from X1 including x1, let X˜2 consist of b 12 〈α3n〉c vertices from X2 including x2
and consider G[X˜1, X˜2]. Every vertex in X˜2 has degree in G3[X˜1, X˜2] at least (
5
8α3 − 22η1/2)n ≥
1
2 (|X˜1|+ |X˜2|+1). Thus, by Corollary 6.7, there exists a green path from x1 to x2 on exactly 〈α3n〉−1
vertices which together with x1z and x2z forms a green cycle on exactly 〈α3n〉 vertices. 2
Analogous results can be proved for similar pairs of green edges to Y1 and Y2 or blue edges to X1
and Y1 or X2 and Y2. Thus, the existence of a green (resp. blue) edge in G[z,X1] implies that all
edges in G[z,X1] and G[z, Y2] must be green (resp. blue) and that all edges in G[z,X2] and G[z, Y1]
must be blue (resp. green). At this stage, the existence of a blue or green edge between X2 and Y1
could be used in a similar manner to prove the existence of a blue cycle on exactly 〈α2n〉 vertices or a
green cycle on exactly 〈α3n〉 vertices. Thus, all edges present in G[X2, Y1] must be red. However, the
existence of even two independent red edges in G[X2, Y1] would imply the existence of a red cycle on
exactly 〈〈α1n〉〉 vertices in G[X2 ∪ Y1].
Indeed, suppose x1, x2 are distinct vertices in X2 and y1, y2 are distinct vertices in Y1 such that x1y1
and x2y2 are both coloured red and let X˜2 be any set of
1
2 〈〈α1n〉〉 vertices in X2 such that x1, x2 ∈ X˜2.
By (L3), every vertex in X˜2 has degree at least |X˜2|−8η1/2n in G1[X˜2]. Since η ≤ (α1/100)2, we have
|X˜2| − 8η1/2n ≥ 12 |X˜2| + 2. So, by Corollary 6.3, there exists a Hamiltonian path in G1[X˜2] between
x1, x2, that is, there exists a red path between x1 and x2 in G[X1] on exactly
1
2 〈〈α1n〉〉 vertices. Likewise,
there exists a red path between y1 and y2 in G[Y1] on exactly
1
2 〈〈α1n〉〉 vertices. Combining the edges
x1y1 and x2y2 with the red paths gives a red cycle on exactly 〈〈α1n〉〉 vertices.
Thus, in fact, all vertices in Z belong to one of the previously defined sets ZX1 , Z
X
2 , Z
Y
1 or Z
Y
2 .
Therefore at least one of X1 ∪ ZX1 , X2 ∪ ZX2 , Y1 ∪ ZY1 or Y1 ∪ ZY2 contains at least 〈〈α1n〉〉 vertices.
Without loss of generality, suppose that |X1 ∪ ZX1 | ≥ 〈〈α1n〉〉. We show that G1[X1 ∪ ZX1 ] contains a
long red cycle as follows: Let X be any set of 〈〈α1n〉〉 vertices from X1 ∪ZX1 consisting of every vertex
from X1 and 〈〈α1n〉〉 − |X1| vertices from ZX1 . By (L3) and (27), the red graph G1[X] has at least
〈〈α1n〉〉 − 16η1/128n vertices of degree at least |X| − 6η1/2n and at most 16η1/2n vertices of degree at
least 40η1/2n. Thus, by Theorem 6.8, G[X] contains a red cycle on exactly 〈〈α1n〉〉 vertices, completing
the proof of Theorem C.
2
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12 Conclusions
Together, [KSS09a], [BS09], [Fer15a], [Fer15b] and this paper give exact values for the Ramsey number
of any triple of sufficiently long cycles (except when all three cycles are even but of different lengths).
We now discuss briefly what is known for four or more colours beginning with the case when all the
cycles in question are of odd length.
In [BE73], Bondy and Erdo˝s gave the following bounds for the r-coloured Ramsey number of odd
cycles
2r−1(n− 1) + 1 ≤ R(Cn, Cn, . . . , Cn) ≤ (r + 2)!n
and conjectured that the lower bound gives the true value of the Ramsey number.
In 2012,  Luczak, Simonovits and Skokan [ LSS12] gave an improved asymptotic upper bound. For n
odd and r ≥ 4, they proved that
R(Cn, Cn, . . . , Cn) ≤ r2rn+ o(n)
as n→∞.
Note that the conjecture still stands and has been confirmed for three colours by Kohayakawa, Si-
monovits, and Skokan [KSS09a]. The structures providing the lower bound are well known and easily
constructed. For two colours, the structure is simply two classes of n−1 vertices coloured such that all
edges within each class are coloured red and all edges between classes are coloured blue (see Figure 20).
V1 V2
Figure 20: Coloured structure giving the lower bound for two colours.
The relevant r-coloured structure is obtained by taking two copies of the (r − 1)-coloured structure
and colouring all edges between the copies with colour r (see Figure 21).
Figure 21: Coloured structure giving the lower bound for four colours.
Notice that these structures also give a lower bound for the r-coloured Ramsey number when the cycles
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have different lengths. Thus, for n1 ≥ n2 ≥ · · · ≥ nr all odd, we have
R(Cn1 , Cn2 , . . . , Cnr ) ≥ 2r−1(n1 − 1) + 1.
In 1976, Erdo˝s, Faudree, Rousseau and Schelp [EFRS76] considered the case when one cycle is much
longer than the others, proving in the case of odd cycles that, if n is much larger than m, `, k all odd,
then
R(Cn, Cm, C`, Ck) = 8n− 7,
thus showing that the above bound is tight in that case.
This ‘doubling-up’ process can also be used to provide structures giving sensible lower bounds for
mixed parity multicolour Ramsey numbers. For example, consider the case of two even and two odd
cycles. The three-coloured graph shown in Figure 22 below was used earlier to provide a lower bound
for R(Cn, Cm, C`) in the case that n,m are even and ` is odd. Taking two copies of the graph and
colouring all the edges between the copies with a fourth colour gives a four-coloured graph providing
a lower bound for R(Cn, Cm, C`, Ck), in the case that n,m are even and `, k are odd.
V1 V3
V2 V4
Figure 22: Structure providing a lower bound for even-even-odd case.
As the number of colours increases, there are simply too many mixed parity cases to discuss each one
here or to give conjectures for the exact or asymptotic Ramsey numbers. However, looking at the
structures already seen for three colours and ‘doubling-up’ would seem to be a good place to start.
For even cycles, this ‘doubling-up’ is not an option and the Ramsey numbers grow more slowly as
the number of colours increases. Indeed,  Luczak, Simonovits and Skokan [ LSS12], proved that the
r-coloured Ramsey number for even cycles essentially grows no faster than linearly in r, proving that,
for n even,
R(Cn, Cn, . . . , Cn) ≤ rn+ o(n)
as n→∞.
Recall that Bondy and Erdo˝s [BE73] proved that, for n ≥ 3 even,
R(Cn, Cn) =
3
2n− 1.
The simple structure providing the lower bound is shown in Figure 23 below. It has two classes of
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vertices, the first containing n− 1 vertices and the second 12n− 1 vertices. It is coloured such that all
edges within the first class receive one colour and all other edges receive the second.
X1
Figure 23: Coloured structure giving the lower bound in the two coloured even case.
This structure is easily extended to give a lower bound for the multicoloured odd cycles (see Figure 24)
showing that for r colours
R(Cn, Cn, . . . , Cn) ≥ 12 (r + 1)n− r + 1.
X1
X3
X2
Xr
.	  .	  .	  
X1
Figure 24: Structure providing a lower bound for r-coloured even cycle result.
It can also be adapted to provide a lower bound in the case that the cycles are all even but are of
different lengths, showing that, for n1 ≥ n2, . . . , nr all even,
R(Cn1 , Cn2 , . . . , Cnr ) ≥ n1 + 12n2 + · · ·+ 12nr − r + 1. (28)
Also in [EFRS76], Erdo˝s, Faudree, Rousseau and Schelp showed that, for n much larger than m, `, k
all even,
R(Cn, Cm, C`) = n+
1
2n+
1
2`− 2,
R(Cn, Cm, C`, Ck) = n+
1
2n+
1
2`+
1
2k − 3.
Thus, for two or three colours, the bound in (28) is tight when one of the cycles is much longer than the
others. Notice, also, that this bound agrees with the asymptotic result of Figaj and  Luczak in [F L07a].
However, as shown by the exact result of Benevides and Skokan [BS09], this bound can be beaten
slightly in the case of three even cycles of equal length. In that case, the less easily extended structure
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shown in Figure 25 gives R(Cn, Cn, Cn) = 2n.
Figure 25: Structure providing the lower bound in the paper of Benevides and Skokan.
Based on the results discussed, one might be tempted to conjecture an asymptotic r-colour result for
even cycles of the form
R(C〈〈α1n〉〉, C〈〈α2n〉〉, . . . , C〈〈αrn〉〉) =
1
2 (α1 + α2 + · · ·+ αr + max{α1, α2, . . . , αr))n+ o(n).
However, in 2006, in the case of r cycles of equal even length n, Sun Yongqi, Yang Yuansheng, Xu
Feng and Li Bingxi [YYXB06] proved, that
R(Cn, Cn, . . . , Cn) ≥ (r − 1)n− 2r + 4,
suggesting that the true form of such a result for even cycles is more complicated.
There is potential to apply the methods used in this chapter to the case of four or more colours but
there are limitations which could make this quite difficult. For instance. two key sets of tools used
to prove the stability result (Theorem B) were decompositions (which were used to find large two-
coloured subgraphs within three-coloured graphs) and connectivity results (which reduce the difficulty
of finding a connected-matching in a two-coloured graph). The most basic such connectivity result
states that a two-coloured graph is connected in one of its colours. Such results do not apply (or are
much more complicated) for three-coloured graphs. Therefore, an alternative approach or (even) more
case analysis could well be necessary.
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