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0. Introduction
In this paper we construct the fundamental solutions for the wave equation arising in the de Sitter model of the universe
and then use these fundamental solutions to obtain representations of the solutions to the Cauchy problem.
In the models proposed by Einstein and de Sitter (see, e.g. [15]) the universe is assumed to be spatially isotropic, as well
as static system, which means that one can introduce a system of coordinates xi = (r, θ,φ, ct) in which the line element
has the form ds2 = −b(r)c2 dt2 + a(r)dr2 + r2(dθ2 + sin2 dφ2), where a and b are functions of r only. The functions a(r) and
b(r) are connected with the proper mass density μ and the proper pressure p in the universe by the ﬁeld equations for a
perfect ﬂuid(
μc2 + p)b′ = 0, b′
abr
− 1
r2
(
1− 1
a
)
+ λ = κ p, a
′
a2r
+ 1
r2
(
1− 1
a
)
− λ = κμc2,
where Λ = λ + κμc2 is the cosmological constant, while p and μ are constants. The general solution of the last equation
is a(r) = (1 − 2Mbhr − Λr
2
3 )
−1. The constant of integration Mbh may have a meaning of the “mass of black holes.” There are
two alternatives, b′ = 0 or μc2 + p = 0, which lead to the solutions of Einstein and de Sitter, respectively. In the case of
de Sitter universe ab is constant and by a change of scale of the time variable, can always be made equal to 1, which implies
b(r) = 1− 2Mbhr − Λr
2
3 . The corresponding metric with the line element
ds2 = −
(
1− 2Mbh
r
− Λr
2
3
)
c2 dt2 +
(
1− 2Mbh
r
− Λr
2
3
)−1
dr2 + r2(dθ2 + sin2 θ dφ2)
is called the Schwarzschild–de Sitter metric.
The Cauchy problem for the linear wave equation without source term on the maximally extended Schwarzschild–de Sit-
ter spacetime in the case of non-extremal black-hole corresponding to parameter values 0 < Mbh <
1
3
√
Λ
, is considered by
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cal horizons, solutions converge pointwise to a constant faster than any given polynomial rate, where the decay is measured
with respect to natural future-directed advanced and retarded time coordinates. The bounds on decay rates for solutions to
the wave equation in the Schwarzschild–de Sitter spacetime is a ﬁrst step to a mathematical understanding of nonlinear
stability problems for spacetimes containing black holes.
Vasy in [18] considers the asymptotic behavior of solutions of the Klein–Gordon equation on Lorentzian manifolds (X0, g)
which are de Sitter-like at inﬁnity. Such manifolds are Lorentzian analogues of the so-called Riemannian conformally com-
pact (or asymptotically hyperbolic) spaces. Under global assumptions on the null-bicharacteristic ﬂow the author deﬁnes the
scattering operator, and shows that it is a Fourier integral operator associated to the bicharacteristic ﬂow.
Catania and Georgiev [6] study the Cauchy problem for the semilinear wave equation in the Schwarzschild metric (3+1)-
dimensional spacetime. They establish that the problem is locally well-posed in Hσ for any σ ∈ [1, p + 1). Then for the
special choice of the initial data they prove the blow-up of the solution in two cases: (a) p ∈ (1,1 + √2) and small initial
data supported far away from the black hole; (b) p ∈ (2,1 + √2) and large data supported near the black hole. In both
cases, they also give an estimate from above for the lifespan of the solution.
There is an important question of local energy decay for the solution of the wave equation and Klein–Gordon equation in
black hole spacetime. Bony and Hafner [5] describe an expansion of the solution of the wave equation in the Schwarzschild–
de Sitter metric in terms of resonances. The resonances correspond to the frequencies and rates of dumping of signals
emitted by the black hole in the presence of perturbations (see [7, Chapter 4.35]). The main term in the expansion obtained
in [5] is due to a zero resonance.
In the present paper we set Mbh = 0 to exclude black holes. The Lamaître–Robertson transformation [15] leads to the
following form for the line element:
ds2 = −c2 dt′2 + e2ct′/R(dx′2 + dy′2 + dz′2),
in the new coordinates x′ , y′ , z′ , t′ , where R is the “radius” of the universe. That is a special case of the line element of the
Robertson–Walker spaces. In the last spaces one can choose (see, e.g., [11, Section 5.3]) coordinates so that the metric has
the form
ds2 = −dt2 + a2(t)(dx2 + dy2 + dz2)
with an appropriate scale factor a(t). For the expanding universe ddt a(t) > 0, while
d2
dt2
a(t) > 0 means an accelerated expan-
sion. The function a(t) is determined by the Einstein equations, which in the presence of the cosmological constant Λ have
form
Rμν − 1
2
gμν R = −Λgμν − 8πGTμν.
The spacetime described by the solutions a(t) = a(0)exp(±√Λ/3t) are called the de Sitter spacetime and anti-de Sitter space-
time, respectively.
The matter waves in the de Sitter spacetime are described by the function ψ , which satisﬁes equations of motion. In the
de Sitter universe the equation for the massless scalar ﬁeld and potential function V is the covariant wave equation
gψ = V ′(ψ) or 1√|g|
∂
∂xi
(√|g|gik ∂ψ
∂xk
)
= V ′(ψ). (0.1)
(See, e.g., [9, Section 5.4].) The last equation is weakly hyperbolic, which makes its study essentially diﬃcult even if one
simpliﬁes the equation by dropping the nonlinear term. The second-order weakly hyperbolic equation possesses two funda-
mental solutions resolving the Cauchy problem. They can be written microlocally in terms of the Fourier integral operators,
which give a complete description of the wave front sets of the solutions. (See, e.g., [19].) Eq. (0.1) is not invariant with
respect to usual scaling and has a permanently bounded domain of inﬂuence that originates additional diﬃculties. In par-
ticular, it can cause a nonexistence of the Lp–Lq-decay for the solutions. The model equation with permanently bounded
domain of inﬂuence and without Lp–Lq-decay for the solutions is mentioned in [21]. The Lp–Lq-decay estimates are one of
the important tools for studying nonlinear equations (see, e.g. [16]).
For the linear weakly hyperbolic equations there is a well-developed theory. (See, e.g., [19] and references therein.)
We mention here the so-called Levi condition that is a condition for the solvability of the linear equations with multiple
characteristics. It is a condition on the complete symbol of the operator that includes the hyperbolicity condition in the
case of the Cauchy problem. On the other hand, the parametrics and the fundamental solutions known from the literature
on linear weakly hyperbolic equations cannot be applied directly to the nonlinear problem. The reason is a phenomenon of
the “loss of regularity” that is a basic feature of the hyperbolic equations with multiple characteristics [14].
The semilinear equation (0.1) is what we would like to solve, and the linear problem is the ﬁrst important step in
doing so. The exceptionally effectual implement for the study of nonlinear equations is the fundamental solution of the
associate linear operator. The fundamental solutions are used to represent solutions of the Cauchy problem and to prove
Lp–Lq estimates for the solutions of the equation with and without a source term that provide us with some necessary
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simplicity we set
√
Λ/3 = 1) as a primary model that can be treated ﬁrst:
∂2t u − e−2tu = f . (0.2)
The time inversion transformation t → −t reduces the last equation to the mathematically equivalent equation
∂2t u − e2tu = f , (0.3)
which is the wave equation in the anti-de Sitter spacetime. The fundamental solution for the linear equation (0.3) generates
the fundamental solution for the linear equation (0.2) and vice versa.
The case of higher dimensions n is interesting since the mathematical models of an anisotropic universe (see, e.g. [12]
and references therein) requires the multidimensional cosmological models.
Eq. (0.3) is strictly hyperbolic. This implies the well-posedness of the Cauchy problem for (0.3) in the different functional
spaces. Then, the speed of propagation is variable, namely, it is equal to et . The second-order strictly hyperbolic equa-
tion (0.3) possesses two fundamental solutions resolving the Cauchy problem without source term f . They can be written
in terms of the Fourier integral operators [13], which give complete description of the wave front sets of the solutions.
Moreover, the integrability of the characteristic roots,
∫ 0
−∞ |λi(t, ξ)|dt < ∞, i = 1,2, leads to the existence of the so-called
“horizon” for that equation. More precisely, any signal emitted from the spatial point x0 ∈ Rn at time t0 ∈ R remains inside
the ball |x − x0| < et0 for all time t ∈ (−∞, t0). Eq. (0.3) is neither Lorentz invariant nor invariant with respect to usual
scaling. In particular, it can cause a nonexistence of the Lp–Lq decay for the solutions in the backward direction of time.
Eq. (0.3) with f = 0 was investigated in [10] by the second author. More precisely, in [10] the resolving operator for the
Cauchy problem
∂2t u − e2tu = 0, u(x,0) = ϕ0(x), ut(x,0) = ϕ1(x), (0.4)
is written as a sum of the Fourier integral operators with the amplitudes given in terms of the Bessel functions and in
terms of conﬂuent hypergeometric functions. In particular, it is proved in [10] that for t > 0 the solution of the Cauchy
problem (0.4) is given by
u(x, t) =
∑
j=0,1
−i 2− j
(2π)n
∫
Rn
{
ei[x·ξ+(et−1)|ξ |]H+
(
1
2
;1;2iet |ξ |
)
H−
(
3
2
− j;3− 2 j;2i|ξ |
)
− ei[x·ξ−(et−1)|ξ |]H−
(
1
2
;1;2iet |ξ |
)
H+
(
3
2
− j;3− 2 j;2i|ξ |
)}
|ξ |2(1− j)F(ϕ j)(ξ)dξ.
In the notations of [4] H−(α;γ ; z) = eiαπΨ (α;γ ; z) and H+(α;γ ; z) = eiαπΨ (γ − α;γ ;−z) with the conﬂuent hypergeo-
metric function Ψ (a; c; z) deﬁned in [4, Section 6.5]. Here F(ϕ)(ξ) is a Fourier transform of ϕ(x).
The fundamental solution of the associate linear operator is an exceptionally eﬃcient tool for the studying nonlinear
equations. The Microlocal Analysis [13] implies an existence of the fundamental solutions of the operator of (0.3) and our
intention in the present paper is to ﬁnd out explicit representations for them. Recently the semilinear equations in the
de Sitter and anti-de Sitter spacetimes became the focus of interest for an increasing number of authors, and the creation
of a tool for the investigation of the local and global solvability in the Cauchy problem for these equations appears to
be a worthwhile undertaking. We believe that the fundamental solutions and the representation formulas for the Cauchy
problem that we derive in this article ﬁll up the gap in the literature on that topic.
1. Statement of results
The forthright approach of the construction of the fundamental solutions for the operator (0.3) based on the fundamental
solutions of the Cauchy problem for (0.3) leads to technical diﬃculties in evaluating Fourier transforms involving conﬂuent
hypergeometric functions. Barros-Neto, Cardoso, and Gelfand [2,3] revealed similar diﬃculties in the case of the Tricomi
equation and Bessel functions.
In the construction of the fundamental solutions for the operator (0.3) we follow the approach proposed in [20] that
allows us to represent the fundamental solutions by means of some integral transform of the fundamental solution of
the Cauchy problem for the wave equation in Minkowski spacetime without source term. The kernel of that transformation
contains the Gauss’s hypergeometric function. In that way, many properties of the wave equation can be extended to the
hyperbolic equations with the time dependent speed of propagation. That approach was successfully applied by the ﬁrst
author in [22,23] to investigate the semilinear Tricomi-type equations.
The operator of Eq. (0.3) is S := ∂2t − e2t, where x ∈ Rn , t ∈ R, and  is the Laplace operator,  :=
∑n
j=1 ∂
2
∂x2j
. We look
for the fundamental solution (Green’s function, propagator in the literature on physics) E = E(x, t; x0, t0),
Ett − e2tE = δ(x− x0, t − t0),
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“backward light cone” D−(x0, t0), x0 ∈Rn , t0 ∈R, which are deﬁned as follows:
D±(x0, t0) :=
{
(x, t) ∈Rn+1; |x− x0|±
(
et − et0)}. (1.1)
In fact, any intersection of D−(x0, t0) with the hyperplane t = const < t0 determines the so-called dependence domain
for the point (x0, t0), while the intersection of D+(x0, t0) with the hyperplane t = const > t0 is the so-called domain of
inﬂuence of the point (x0, t0). Eq. (0.3) is non-invariant with respect to time inversion. Moreover, the domain of inﬂuence is
wider than any given ball if time const > t0 is suﬃciently large, while the dependence domain is permanently, for all time
const < t0, in the ball of the radius et0 .
Deﬁne for t0 ∈R in the domain D+(x0, t0) ∪ D−(x0, t0) the function
E(x, t; x0, t0) :=
((
et0 + et)2 − (x− x0)2)− 12 F(1
2
,
1
2
;1; (e
t − et0)2 − (x− x0)2
(et + et0)2 − (x− x0)2
)
, (1.2)
where F (a,b; c; ζ ) is the hypergeometric function. (See, e.g. [4].) Let E(x, t; x0, t0) be function (1.2), and set
E+(x, t;0, t0) :=
{
E(x, t;0, t0) in D+(0, t0),
0 elsewhere,
E−(x, t;0, t0) :=
{
E(x, t;0, t0) in D−(0, t0),
0 elsewhere.
Since the function E(x, t;0, t0) is smooth in the interior of D±(0, t0), it follows that E+(x, t;0, t0) and E−(x, t;0, t0) are
locally integrable functions and they deﬁne distributions whose supports are in D+(0, t0) and D−(0, t0), respectively. The
next theorem gives our ﬁrst result.
Theorem 1.1. The distributions E+(x, t;0, t0) and E−(x, t;0, t0) with n = 1 are the fundamental solutions for the operator S relative
to point (0, t0), that is
SE±(x, t;0, t0) = δ(x, t − t0) or ∂
2
∂t2
E±(x, t;0, t0) − e2t ∂
2
∂x2
E±(x, t;0, t0) = δ(x, t − t0).
To motivate our approach to construction of fundamental solution for the higher dimensional case n 2 we follow [20]
and represent E+(x, t;0, t0) as follows
E+(x, t;0, t0) =
et−et0∫
et0−et
((
et + et0)2 − r2)− 12 F(1
2
,
1
2
;1; (e
t − et0)2 − r2
(et + et0)2 − r2
)
Estring(x, r)dr, t > t0,
where the distribution Estring(x, t) is the fundamental solution of the Cauchy problem for the string equation:
∂2
∂t2
Estring − ∂
2
∂x2
Estring = 0, Estring(x,0) = δ(x), Estringt (x,0) = 0.
The integral makes sense in the space of distributions. The fundamental solution E−(x, t;0, t0) for t < t0 admits a similar
representation.
We appeal to the wave equation in the Minkowski spacetime to obtain in the next theorem very similar representations
of the fundamental solutions of the higher dimensional equation in the de Sitter spacetime.
Theorem 1.2. If x ∈ Rn, n  2, and  is the Laplace operator, then for the operator S := ∂2
∂t2
− e2t the fundamental solutions
Ei,n(x, t; x0, t0), i = +,−, with supports in the cones Di(x0, t0), x0 ∈ Rn, t0 ∈ R, supp Ei,n ⊆ Di(x0, t0), i = +,−, are given by the
following integral
Ei,n(x− x0, t;0, t0) = 2
et−et0∫
0
E(0, t; r, t0)Ew(x− x0, r)dr, (1.3)
where t > t0 and t < t0 , respectively. Here the function Ew(x, t;b) is a fundamental solution to the Cauchy problem for the wave
equation
Ewtt − Ew = 0, Ew(x,0) = δ(x), Ewt (x,0) = 0.
In particular, the formula (1.3) shows that Huygens’s Principle is not valid for waves propagating in the de Sitter space-
time. Fields satisfying a wave equation in the de Sitter spacetime can be accompanied by tails propagating inside the light
cone [17].
Next we use Theorem 1.1 to solve the Cauchy problem for the one-dimensional equation.
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utt − e2tuxx = f (x, t), u(x,0) = ϕ0(x), ut(x,0) = ϕ1(x), (1.4)
with f ∈ C∞(R2), ϕ0,ϕ1 ∈ C∞0 (R) can be represented as follows
u(x, t) =
t∫
0
db
x+et−eb∫
x−(et−eb)
f (y,b)E(x, t; y,b)dy + 1
2
e−
t
2
[
ϕ0
(
x+ et − 1)+ ϕ0(x− et + 1)]
+
et−1∫
0
[
ϕ0(x− z) + ϕ0(x+ z)
]
K0(z, t)dz +
et−1∫
0
[
ϕ1(x− z) + ϕ1(x+ z)
]
K1(z, t)dz,
where the kernels K0(z, t) := −( ∂∂t0 E(z, t;0, t0))|t0=0 and K1(z, t) := E(z, t;0,0) are
K0(z, t) = −2−1
((
et − 1)2 − z2)−1((et + 1)2 − z2)− 12
×
[(
1− e2t + z2)F(−1
2
,
1
2
;1; (e
t − 1)2 − z2
(et + 1)2 − z2
)
+ 2(et − 1)F(1
2
,
1
2
;1; (e
t − 1)2 − z2
(et + 1)2 − z2
)]
,
K1(z, t) =
((
et + 1)2 − z2)− 12 F(1
2
,
1
2
;1; (e
t − 1)2 − z2
(et + 1)2 − z2
)
, 0 z et − 1.
The representation of the solutions of higher dimensional equation (0.3) with the initial data prescribed at t = 0 is given
by the following theorem.
Theorem 1.4. The solution u = u(x, t) to the Cauchy problem
utt − e2tu = f , u(x,0) = ϕ0(x), ut(x,0) = ϕ1(x) (1.5)
with f ∈ C∞(Rn+1), ϕ0,ϕ1 ∈ C∞0 (Rn), n 2, can be represented as follows:
u(x, t) = 2
t∫
0
db
et−eb∫
0
v(x, r;b)E(0, t; r,b)dr + e− t2 vϕ0
(
x, φ(t)
)+ 2 1∫
0
vϕ0
(
x, φ(t)s
)
K0
(
φ(t)s, t
)
φ(t)ds
+ 2
1∫
0
vϕ1
(
x, φ(t)s
)
K1
(
φ(t)s, t
)
φ(t)ds, x ∈ Rn, t > 0, φ(t) := et − 1, (1.6)
where the function v(x, t;b) is a solution to the Cauchy problem for the wave equation vtt − v = 0, v(x,0;b) = f (x,b),
vt(x,0;b) = 0. Here for ϕ ∈ C∞0 (Rn) the function vϕ(x, φ(t)s) coincides with the value v(x, φ(t)s) of the solution v(x, t) of the
Cauchy problem vtt − v = 0, v(x,0) = ϕ(x), vt(x,0) = 0.
As a consequence of the above theorems we obtain in a forthcoming paper the following Lp–Lq decay estimate
∥∥(−)−su(x, t)∥∥Lq(Rn)  Cet(2s−n( 1p − 1q ))
t∫
0
(1+ t − b)∥∥ f (x,b)∥∥Lp(Rn) db
+ C(et − 1)2s−n( 1p − 1q ){∥∥ϕ0(x)∥∥Lp(Rn) + ∥∥ϕ1(x)∥∥Lp(Rn)(1+ t)(1− e−t)}
provided that s  0, 1 < p  2, 1p + 1q = 1, 12 (n + 1)( 1p − 1q ) 2s  n( 1p − 1q ) < 2s + 1, n  2. Moreover, the last estimate is
fulﬁlled for n = 1 and s = 0 as well if ϕ0(x) = 0 and ϕ1(x) = 0. The case of n = 1, f (x, t) = 0, and non-vanishing ϕ1(x) and
ϕ1(x) is discussed as well.
In [10] the Lp–Lq decay estimates are obtained only for the case of f (x, t) = 0. They are proven by dyadic decomposition
of the phase space and contain some loss of regularity. More precisely, it is proved that for the solution u = u(x, t) to the
Cauchy problem (0.4) with n 2, f (x, t) = 0, and ϕ1(x) = 0 for all large t > 0 the following estimate is satisﬁed∥∥u(x, t)∥∥Lq(Rn)  C(1+ et)− 12 (n−1)( 1p − 1q )‖ϕ0‖WNp (Rn),
where 1 < p  2, 1p + 1q = 1, and 12 (n + 1)( 1p − 1q )  N < 12 (n + 1)( 1p − 1q ) + 1 and WNp (Rn) is the Sobolev space. In
particular, the loss of regularity, N , is positive, unless p = q = 2. Similar estimate for the solution u = u(x, t) to the Cauchy
problem (0.4) with n 2, f (x, t) = 0, ϕ0(x) = 0, and ϕ1(x) ∈ C∞(Rn) are given by Theorem 1 [10].0
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case of n = 1. Then in Section 3 we apply the fundamental solutions to solve the Cauchy problem with the source term and
with vanishing initial data given at t = 0. More precisely, we give a representation formula for the solutions. In Section 4
we prove several basic properties of the function E(x, t; y,b). In Sections 5–6 we use the formulas of Section 4 to derive
and to complete the list of representation formulas for the solutions of the Cauchy problem for the case of one-dimensional
spatial variable. The higher dimensional equation with the source term is considered in Section 7, where we derive a
representation formula for the solutions of the Cauchy problem with the source term and with vanishing initial data given
at t = 0. In the same section this formula is used to derive the fundamental solutions of the operator and to complete
the proof of Theorem 1.4. Applications of all these results to the nonlinear equations in the de Sitter and anti-de Sitter
spacetime will be done in the forthcoming papers.
2. Fundamental solutions. Proof of Theorem 1.1
In the characteristic coordinates l and m, where l = x+ et , m = x− et , the operator S := ∂2
∂t2
− e2t ∂2
∂x2
reads
∂2
∂t2
− e2t ∂
2
∂x2
= −(l −m)2
{
∂2
∂l∂m
− 1
2(l −m)
(
∂
∂l
− ∂
∂m
)}
.
Consider point (x, t) = (0,b), then two backward characteristics meet the x line at the points x = a and x = −a, a := φ(b).
Note that the point (l,m) = (φ(b),−φ(b)) represents point (0,b) in characteristic coordinates. The following lemma is an
analog of (2.2) [2], where the Tricomi equation is considered.
Lemma 2.1. The function
E(l,m;a,b) = (l − b)−1/2(a −m)−1/2F
(
1
2
,
1
2
;1; (l − a)(m − b)
(l − b)(m − a)
)
solves the equation{
∂2
∂l∂m
− 1
2(l −m)
(
∂
∂l
− ∂
∂m
)}
E(l,m;a,b) = 0. (2.1)
Proof. Indeed, after simple calculations, taking into account (23) of [4, vol. 1, Section 2.8]
d
dz
F
(
1
2
,
1
2
;1; z
)
= 1
2z(1− z) F
(
−1
2
,
1
2
;1; z
)
− 1
2z
F
(
1
2
,
1
2
;1; z
)
, (2.2)
we obtain
∂
∂l
(
(l − b)− 12 (a −m)− 12 F
(
1
2
,
1
2
;1; (l − a)(m− b)
(l − b)(m − a)
))
= (a −m)F
(− 12 , 12 ;1; (l−a)(m−b)(l−b)(m−a) )− (l −m)F ( 12 , 12 ;1; (l−a)(m−b)(l−b)(m−a) )
2(l − a)√l − b√a −m(l −m) ,
while
∂
∂m
(
(l − b)− 12 (a −m)− 12 F
(
1
2
,
1
2
;1; (l − a)(m − b)
(l − b)(m − a)
))
= (b − l)F
(− 12 , 12 ;1; (l−a)(m−b)(l−b)(m−a) )+ (l −m)F ( 12 , 12 ;1; (l−a)(m−b)(l−b)(m−a) )
2
√
l − b√a −m(b −m)(l −m) .
Then to calculate the second derivative we use (21) of Section 2.8 [4, vol. 1]
d
dz
F
(
−1
2
,
1
2
;1; z
)
= 1
2z
F
(
−1
2
,
1
2
;1; z
)
− 1
2z
F
(
1
2
,
1
2
;1; z
)
,
and obtain
∂
∂l
∂
∂m
(
(l − b)− 12 (a −m)− 12 F
(
1
2
,
1
2
;1; (l − a)(m − b)
(l − b)(m − a)
))
= 1
4(l − a)√l − b√a −m(b −m)(l −m)2
[(
2ab − al − bl + l2 − (a + b)m +m2)F(−1
2
,
1
2
;1; (a − l)(b −m)
(b − l)(a −m)
)
+ (l −m)(a − b − l +m)F
(
1
2
,
1
2
;1; (a − l)(b −m)
(b − l)(a −m)
)]
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− 1
2(l −m)
(
∂
∂l
− ∂
∂m
)
E(l,m;a,b)
= − 1
4(a − l)√l − b√a −m(b −m)(l −m)2
[(
(b − l)l + bm−m2 + a(−2b + l +m))F(−1
2
,
1
2
;1; (a − l)(b −m)
(b − l)(a −m)
)
+ (l −m)(−a + b + l −m)F
(
1
2
,
1
2
;1; (a − l)(b −m)
(b − l)(a −m)
)]
.
Hence (2.1) holds. The lemma is proven. 
Consider operator
S∗ch :=
∂2
∂l∂m
+ 1
2(l −m)
(
∂
∂l
− ∂
∂m
)
− 1
(l −m)2
that is the formally adjoint to the operator
Sch := ∂
2
∂l∂m
− 1
2(l −m)
(
∂
∂l
− ∂
∂m
)
of Eq. (2.1). We skip the proof of the following lemma since it is evident.
Lemma 2.2. If v is a solution of the equation S∗ch v = 0, then u = (l −m)−1v is a solution to Schu = 0, and vice versa.
In the next proposition the Riemann function is presented. It can be easily proven by direct calculations.
Proposition 2.3. The function
R(l,m;a,b) = (l −m)E(l,m;a,b) = (l −m)(l − b)−1/2(a −m)−1/2F
(
1
2
,
1
2
;1; (l − a)(m − b)
(l − b)(m − a)
)
is the unique solution of the equation S∗ch v = 0 that satisﬁes the following conditions:
(i) eRl = 12(l−m) R along the line m = b;
(ii) Rm = − 12(l−m) R along the line l = a;
(iii) R(a,b;a,b) = 1.
Next we use the Riemann function R(l,m;a,b) and function E(x, t; x0, t0) deﬁned by (1.2) to complete the proof of
Theorem 1.1, which gives the fundamental solution with support in the forward cone D+(x0, t0), x0 ∈ Rn , t0 ∈ R, and the
fundamental solution with support in the backward cone D−(x0, t0), x0 ∈ Rn , t0 ∈ R, deﬁned by (1.1).
Proof of Theorem 1.1. We present a proof for E+(x, t;0,b) since for E−(x, t;0,b) it is similar. First, we note that the
operator S is formally self-adjoint, S = S∗ . We must show that
〈E+,Sϕ〉 = ϕ(0,b), for every ϕ ∈ C∞0
(
R
2).
Since E(x, t;0,b) is locally integrable in R2, this is equivalent to showing that∫ ∫
R2
E+(x, t;0,b)Sϕ(x, t)dxdt = ϕ(0,b), for every ϕ ∈ C∞0
(
R
2). (2.3)
In the mean time |d(x, t)/d(l,m)| = (l −m)−1 is the Jacobian of the transformation. Hence the integral in the left-hand side
of (2.3) is equal to
∫ ∫
R2
E+(x, t;0,b)Sϕ(x, t)dxdt =
∞∫
b
dt
et−eb∫
−(et−eb)
E(x, t;0,b)Sϕ(x, t)dx
= −
−eb∫
−∞
∞∫
b
E
(
l,m; eb,−eb)(l −m)−1 dl dm(l −m)2{ ∂2
∂l∂m
− 1
2(l −m)
(
∂
∂l
− ∂
∂m
)}
ϕ.e
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structed in Proposition 2.3 we have∫ ∫
R2
E+(x, t;0,b)Sϕ(x, t)dxdt = −
−eb∫
−∞
∞∫
eb
R
(
l,m; eb,−eb){ ∂2
∂l ∂m
− 1
2(l −m)
(
∂
∂l
− ∂
∂m
)}
ϕ dl dm.
Integrating by parts several times and applying Proposition 2.3, we obtain (2.3). Indeed,
−eb∫
−∞
∞∫
eb
R
(
l,m; eb,−eb){ ∂2
∂l ∂m
− 1
2(l −m)
(
∂
∂l
− ∂
∂m
)}
ϕ dl dm
=
−eb∫
−∞
[
R
(
l,m; eb,−eb) ∂ϕ
∂m
]l=∞
l=eb
dm−
−eb∫
−∞
∞∫
eb
(
∂
∂l
R
(
l,m; eb,−eb)) ∂ϕ
∂m
dldm
−
−eb∫
−∞
∞∫
eb
R
(
l,m; eb,−eb) 1
2(l −m)
(
∂
∂l
− ∂
∂m
)
ϕ dl dm.
On the other hand, using the properties of the Riemann function R we obtain
−eb∫
−∞
[
R
(
l,m; eb,−eb) ∂ϕ
∂m
]l=∞
l=eb
dm = −ϕ|l=eb,m=−eb −
−eb∫
−∞
1
2(eb −m) R
(
eb,m; eb,−eb)ϕ(eb,m)dm,
while
−eb∫
−∞
∞∫
eb
(
∂
∂l
R
(
l,m; eb,−eb)) ∂ϕ
∂m
dldm =
∞∫
eb
1
2(l − (−eb)) R
(
l,−eb; eb,−eb)ϕ(l,−eb)dl
−
−eb∫
−∞
∞∫
eb
(
∂2
∂l ∂m
R
(
l,m; eb,−eb))ϕ dl dm.
Then
−eb∫
−∞
∞∫
eb
R
(
l,m; eb,−eb) 1
2(l −m)
∂ϕ
∂l
dl dm = −
−eb∫
−∞
R
(
eb,m; eb,−eb) 1
2(eb −m)ϕ
(
eb,m
)
dm
−
−eb∫
−∞
∞∫
eb
(
∂
∂l
(
R
(
l,m; eb,−eb) 1
2(l −m)
))
ϕ dl dm
and
−eb∫
−∞
∞∫
eb
R
(
l,m; eb,−eb) 1
2(l −m)
∂ϕ
∂m
dldm =
∞∫
eb
R
(
l,−eb; eb,−eb) 1
2(l − (−eb))ϕ
(
l,−eb)dl
−
−eb∫
−∞
∞∫
eb
(
∂
∂m
(
R
(
l,m; eb,−eb) 1
2(l −m)
))
ϕ dl dm.
One more application of Proposition 2.3 completes the proof of Theorem 1.1. 
3. The Cauchy problem: Source term and n= 1
Consider now the Cauchy problem for Eq. (1.4) with vanishing initial data ϕ0 = ϕ1 = 0. For every (x, t) ∈ D+(0,b) one
has −(et − eb) x et − eb , so that
E(x, t;0,b) = 1√
t b 2 2
F
(
1
2
,
1
2
;1; (e
t − eb)2 − x2
(et + eb)2 − x2
)
.(e + e ) − x
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from Theorem 1.1 one can write the convolution
u(x, t) =
∞∫
−∞
∞∫
−∞
E+(x, t; y,b) f (y,b)dbdy =
t∫
0
db
∞∫
−∞
E+(x− y, t;0,b) f (y,b)dy,
which is well deﬁned since supp f ⊂ {t  0}. Then according to the deﬁnition of the function E+ we obtain the statement
of Theorem 1.3. Thus, Theorem 1.3 for the case of ϕ0 = ϕ1 = 0 is proven.
Remark 3.1. The argument of the hypergeometric function is nonnegative and bounded, 0 (et−eb)2−z2
(et+eb)2−z2 < 1 for all b ∈ (0, t),
z ∈ (eb − et, et − eb). The hypergeometric function F ( 12 , 12 ;1; z) at z = 1 has a logarithmic singularity. Indeed, this follows for
c = a + b ±m (m = 0,1,2, . . .) from 15.3.10 of [1, Chapter 15]:
F (a,b;a + b; z) = (a + b)
(a)(b)
∞∑
n=0
(a)n(b)n
(n!)2
[
2ψ(n + 1) − ψ(a + n) − ψ(b + n) − ln(1− z)](1− z)n,
where |arg(1− z)| < π , |1− z| < 1.
The following corollary implies the existence of an operator transforming the solutions of the Cauchy problem for the
string equation to the solutions of the Cauchy problem for the inhomogeneous equation with time-dependent speed of
propagation. One may think of this operator as a “two-stage” Duhamel’s principle, but unlike the last one, it reduces the
equation with the time-dependent speed of propagation to the one with the speed of propagation independent of time.
Corollary 3.2. The solution u = u(x, t) of the Cauchy problem (1.4) with vanishing initial data ϕ0 = ϕ1 = 0 can be represented as
follows
u(x, t) = 2
t∫
0
db
et−eb∫
0
v(x, z;b)E(0, t; z,b)dz,
where the functions v(x, t;τ ) := 12 ( f (x + t, τ ) + f (x − t, τ )), τ ∈ [0,∞), form a one-parameter family of solutions to the Cauchy
problem for the string equation, that is, vtt − vxx = 0, v(x,0;τ ) = f (x, τ ), vt(x,0;τ ) = 0.
Proof. From the theorem we have
u(x, t) =
t∫
0
db
et−eb∫
−(et−eb)
dz f (z + x,b) 1√
(et + eb)2 − z2 F
(
1
2
,
1
2
;1; (e
t − eb)2 − z2
(et + eb)2 − z2
)
= 2
t∫
0
db
et−eb∫
0
dz
1
2
{
f (x+ z,b) + f (x− z,b)} 1√
(et + eb)2 − z2 F
(
1
2
,
1
2
;1; (e
t − eb)2 − z2
(et + eb)2 − z2
)
.
The corollary is proven. 
4. Some properties of the function E(x, t; y,b)
For b ∈R the function E(x, t; y,b) in the domain D+(y,b)∪ D−(y,b) is deﬁned by (1.2). In this section we collect some
elementary auxiliary formulas to make proofs of the main theorems more transparent. For the simplicity we consider the
case n = 1.
Proposition 4.1. One has
E(x, t; y,b) = E(x− y, t;0,b), E(x, t;0,b) = E(−x, t;0,b), (4.1)
E
(
x, t;0, ln(et − x))= 1
2
1√
et
√
et − x , (4.2)
∂
∂b
(
ebE
(
eb − et, t;0,b))= 1
4
e−t/2eb/2, (4.3)
∂ (
bebE
(
eb − et, t;0,b))= ∂ (bebE(et − eb, t;0,b))= 1 e−t/2eb/2(2+ b), (4.4)∂b ∂b 4
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y→x+et−eb
∂
∂x
E(x− y, t;0,b) = 1
16
e−2(b+t)eb/2et/2
(
eb − et), (4.5)
lim
y→x−et+eb
∂
∂x
E(x− y, t;0,b) = 1
16
e−2(b+t)eb/2et/2
(−eb + et), (4.6)[
∂
∂b
E(x, t;0,b)
]
b=ln(et−x)
= e
−2t√et(−4et + x)
16
√
et − x , (4.7)
∂E
∂b
(z, t;0,0) = 1
2((et − 1)2 − z2)√(1+ et)2 − z2
×
{(
1− e2t + z2)F(−1
2
,
1
2
;1; (e
t − 1)2 − z2
(et + 1)2 − z2
)
+ 2(et − 1)F(1
2
,
1
2
;1; (e
t − 1)2 − z2
(et + 1)2 − z2
)}
. (4.8)
Proof. The properties (4.1) and (4.2) are evident. To prove (4.3) and (4.4) we write
E
(
eb − et, t;0,b)= (2eb)− 12 (2et)− 12 F(1
2
,
1
2
;1;0
)
= 1
2
e−
b
2 e−
t
2 , (4.9)
that implies (4.3) and (4.4). To prove (4.5) we denote
z := (e
t − eb)2 − (x− y)2
(et + eb)2 − (x− y)2 ,
and obtain
∂
∂x
E(x− y, t;0,b) = −1
2
(
x− y + et + eb)− 32 (−x+ y + et + eb)− 12 F(1
2
,
1
2
;1; z
)
+ 1
2
(
x− y + et + eb)− 12 (−x+ y + et + eb)− 32 F(1
2
,
1
2
;1; z
)
+ ((et + eb)2 − (x− y)2)− 12 F ′z(12 , 12 ;1; z
)
∂
∂x
z. (4.10)
It is easily seen that
∂
∂x
z = − 8(x− y)e
t+b
[(x− y)2 − (et + eb)2]2 .
Here
lim
y→x+et−eb
z = 0, lim
y→x+et−eb
∂
∂x
z = 1
2
(
e−b − e−t),
while according to (2.2) we have
lim
y→x+et−eb
∂z F
(
1
2
,
1
2
,1, z
)
= lim
z→0
1
2z
{
1
1− z F
(
−1
2
,
1
2
,1, z
)
− F
(
1
2
,
1
2
,1, z
)}
.
In fact (see, e.g. [4]),
F
(
1
2
,
1
2
;1; z
)
= 1+ 1
4
z + O (z2) and F(−1
2
,
1
2
;1; z
)
= 1− 1
4
z + O (z2) as z → 0
imply
lim
y→x+et−eb
∂z F
(
1
2
,
1
2
,1, z
)
= lim
z→0
1
2z
{
1
1− z
(
1− 1
4
z + O (z2))−(1+ 1
4
z + O (z2))}= 1
4
. (4.11)
Thus, according to (4.10) we obtain
lim
y→x+et−eb
∂
∂x
E(x− y, t;0,b) = lim
y→x+et−eb
−1
2
(
x− y + et + eb)− 32 (−x+ y + et + eb)− 12
+ lim
y→x+et−eb
1
2
(
x− y + et + eb)− 12 (−x+ y + et + eb)− 32
+ lim
y→x+et−eb
(
x− y + et + eb)− 12 (−x+ y + et + eb)− 12 1
8
(
e−b − e−t)
= 1 e−2(b+t)e t2 e b2 (eb − et).
16
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∂
∂b
E(x, t;0,b) = −eb(et + eb)((et + eb)2 − x2)− 32 F(1
2
,
1
2
;1; x
2 − (et − eb)2
x2 − (et + eb)2
)
+ F ′z
(
1
2
,
1
2
;1; x
2 − (et − eb)2
x2 − (et + eb)2
)
4ebetx2 − 4ebet(e2t − e2b)
[(et + eb)2 − x2]5/2 .
On the other hand (4.11) implies[
∂
∂b
E(x, t;0,b)
]
b=ln(et−x)
= −[eb(et + eb)((et + eb)2 − x2)− 32 ]b=ln(et−x)
+ 1
4
[
4ebetx2 − 4ebet(e2t − e2b)
[(et + eb)2 − x2]5/2
]
b=ln(et−x)
. (4.12)
Then [
eb
(
et + eb)((et + eb)2 − x2)− 32 ]b=ln(et−x) = (et − x)(2et − x)(4et(et − x))− 32 = e−2t
√
et(2et − x)
8
√
et − x (4.13)
and [
ebetx2 − ebet(e2t − e2b)
[(et + eb)2 − x2]5/2
]
b=ln(et−x)
= − e
−2t√etx
16
√
et − x . (4.14)
Hence (4.12)–(4.14) prove (4.7).
To prove (4.8) we use (4.7) and
∂
∂b
E(z, t;0,b) = −eb(et + eb)((et + eb)2 − z2)− 32 F(1
2
,
1
2
;1; (e
t − eb)2 − z2
(et + eb)2 − z2
)
+ ((et + eb)2 − z2)− 12 ∂
∂b
F
(
1
2
,
1
2
;1; (e
t − eb)2 − z2
(et + eb)2 − z2
)
.
If we denote
ζ = (e
t − eb)2 − z2
(et + eb)2 − z2 , ζ0 =
(et − 1)2 − z2
(et + 1)2 − z2 ,
then
∂
∂b
ζ = 4e
bet(e2b − e2t) + 4z2ebet
[(et + eb)2 − z2]2 ,
∂ζ
∂b
∣∣∣∣
b=0
= 4e
t(1− e2t) + 4z2et
[(et + 1)2 − z2]2 .
Hence
∂E
∂b
(z, t;0,0) = −(et + 1)[(et + 1)2 − z2]− 32 F(1
2
,
1
2
;1; ζ0
)
+ [(et + 1)2 − z2]− 12 Fζ(1
2
,
1
2
;1; ζ0
)
4et(1− e2t) + 4z2et
[(et + 1)2 − z2]2 .
According to (2.2), we obtain
∂E
∂b
(z, t;0,0) = −(et + 1)[(et + 1)2 − z2]− 32 F(1
2
,
1
2
;1; ζ0
)
+ [(et + 1)2 − z2]− 32 2[et(1− e2t) + z2et]
(et − 1)2 − z2
[
1
1− ζ0 F
(
−1
2
,
1
2
;1; ζ0
)
− F
(
1
2
,
1
2
;1; ζ0
)]
.
The term with F ( 12 ,
1
2 ;1; ζ0) contains a factor
−(et + 1)[(et + 1)2 − z2]− 32 − [(et + 1)2 − z2]− 32 2[et(1− e2t) + z2et]
(et − 1)2 − z2
= − [(e
t + 1)2 − z2]−1
[(et − 1)2 − z2]√(et + 1)2 − z2 [(et + 1)[(et − 1)2 − z2]+ 2[et(1− e2t)+ z2et]],
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et + 1)2 − z2]− 32 2[et(1− e2t) + z2et]
(et − 1)2 − z2
1
1− (et−1)2−z2
(et+1)2−z2
= 1
2
1− e2t + z2
[(et − 1)2 − z2]√(et + 1)2 − z2 .
The formula (4.8) and, consequently, the proposition are proven. 
5. The Cauchy problem: Second datum and n= 1
In this section we prove Theorem 1.3 in the case of f (x, t) = 0 and ϕ0(x) = 0. More precisely, we have to prove that the
solution u(x, t) of the Cauchy problem (1.4) with ϕ0(x) = 0 and ϕ1(x) = ϕ(x) can be represented as follows
u(x, t) =
et−1∫
0
[
ϕ(x+ z) + ϕ(x− z)]K1(z, t)dz = 1∫
0
[
ϕ
(
x+ φ(t)s)+ ϕ(x− φ(t)s)]K1(φ(t)s, t)φ(t)ds, (5.1)
where φ(t) = et − 1. The proof of the theorem is divided into several steps.
Proposition 5.1. The solution u = u(x, t) of the Cauchy problem (1.4) with f (x, t) = 0, ϕ0(x) = 0, and ϕ1(x) = ϕ(x) can be repre-
sented as follows
u(x, t) =
t∫
0
db
[
1
4
e−t/2eb/2(2+ b) + 1
16
be−3t/2eb/2
(
eb − et)][ϕ(x+ et − eb)+ ϕ(x− et + eb)]
+
t∫
0
be2b db
x+et−eb∫
x−(et−eb)
dyϕ(y)
(
∂
∂ y
)2
E(x− y, t;0,b). (5.2)
Proof. We look for the solution u = u(x, t) of the form u(x, t) = w(x, t) + tϕ(x). Then utt − e2tuxx = 0 implies
wtt − e2t wxx = te2tϕ(2)(x), w(x,0) = 0, wt(x,0) = 0.
We set f (x, t) = te2tϕ(2)(x) and due to already proven case of Theorem 1.3 obtain
w(x, t) =
t∫
0
be2b db
x+et−eb∫
x−(et−eb)
dyϕ(2)(y)E(x− y, t;0,b).
Then we integrate by parts:
w(x, t) =
t∫
0
be2b db
(
ϕ(1)
(
x+ et − eb)E(−et + eb, t;0,b)− ϕ(1)(x− et + eb)E(et − eb, t;0,b))
−
t∫
0
be2b db
x+et−eb∫
x−(et−ebr)
dyϕ(1)(y)
∂
∂ y
E(x− y, t;0,b).
The identities
ϕ(1)
(
x+ et − eb)= −e−b ∂
∂b
ϕ
(
x+ et − eb) and ϕ(1)(x− et + eb)= e−b ∂
∂b
ϕ
(
x− et + eb)
and one more integration by parts imply
w(x, t) = −2tetϕ(x)E(0, t;0, t) −
t∫
0
be2b db
x+et−eb∫
x−(et−eb)
dyϕ(1)(y)
∂
∂ y
E(x− y, t;0,b)
−
t∫
db
(
−ϕ(x+ et − eb) ∂
∂b
(
bebE
(−et + eb, t;0,b))− ϕ(x− et + eb) ∂
∂b
(
bebE
(
et − eb, t;0,b))).0
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u(x, t) =
t∫
0
db
(
ϕ
(
x+ et − eb) ∂
∂b
(
bebE
(−et + eb, t;0,b))+ ϕ(x− et + eb) ∂
∂b
(
bebE
(
et − eb, t;0,b)))
−
t∫
0
be2b db
x+et−eb∫
x−(et−eb)
dyϕ(1)(y)
∂
∂ y
E(x− y, t;0,b).
Then we apply (4.4) of Proposition 4.1 to derive the next representation
u(x, t) =
t∫
0
db
1
4
e−t/2eb/2(2+ b)(ϕ(x+ et − eb)+ ϕ(x− et + eb))
−
t∫
0
be2b db
x+et−eb∫
x−(et−eb)
dyϕ(1)(y)
∂
∂ y
E(x− y, t;0,b).
The integration by parts and ∂
∂ y E(x− y, t;0,b) = − ∂∂x E(x− y, t;0,b) imply
u(x, t) =
t∫
0
db
1
4
e−t/2eb/2(2+ b)(ϕ(x+ et − eb)+ ϕ(x− et + eb))
+
t∫
0
be2bdbϕ
(
x+ et − eb)[ ∂
∂x
E(x− y, t;0,b)
]
y=x+et−eb
−
t∫
0
be2b dbϕ
(
x− (et − eb))[ ∂
∂x
E(x− y, t;0,b)
]
y=x−(et−eb)
+
t∫
0
be2b db
x+et−eb∫
x−(et−eb)
dyϕ(y)
(
∂
∂ y
)2
E(x− y, t;0,b).
The application of (4.5) and (4.6) from Proposition 4.1 leads to
u(x, t) =
t∫
0
db
1
4
e−t/2eb/2(2+ b)[ϕ(x+ et − eb)+ ϕ(x− et + eb)]
+
t∫
0
db
1
16
be−3t/2eb/2
(
eb − et)[ϕ(x+ et − eb)+ ϕ(x− et + eb)]
+
t∫
0
be2b db
x+et−eb∫
x−(et−eb)
dyϕ(y)
(
∂
∂ y
)2
E(x− y, t;0,b).
Finally, we get (5.2). The proposition is proven. 
To obtain the next representation we use (4.1) and (4.9).
Corollary 5.2. The solution u = u(x, t) of the Cauchy problem (1.4) with f (x, t) = 0, ϕ0(x) = 0 and ϕ1(x) = ϕ(x) can be represented
as follows
u(x, t) =
t∫
0
db
[
1
4
e−t/2eb/2(2+ b) + 1
16
be−3t/2eb/2
(
eb − et)][ϕ(x+ et − eb)+ ϕ(x− et + eb)]
+
t∫
be2b db
et−eb∫
dz
[
ϕ(x− z) + ϕ(x+ z)]( ∂
∂z
)2
E(z, t;0,b)0 0
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K1(z, t) =
[
1
4
e−t/2
(
2+ ln(et − z))− 1
16
e−3t/2z ln
(
et − z)] 1√
et − z +
ln(et−z)∫
0
be2b
(
∂
∂z
)2
E(z, t;0,b)db. (5.3)
Proof. To prove (5.1) with K1(z, t) deﬁned by (5.3) we apply (5.2) and write
u(x, t) =
t∫
0
db
[
1
4
e−t/2eb/2(2+ b) + 1
16
be−3t/2eb/2
(
eb − et)][ϕ(x+ et − eb)+ ϕ(x− et + eb)]
+
t∫
0
be2b db
et−eb∫
0
dz
[
ϕ(x− z) + ϕ(x+ z)]( ∂
∂z
)2
E(z, t;0,b).
Next we make change z = eb − et , dz = ebdb, and b = ln(z + et) in
t∫
0
db
[
1
4
e−t/2eb/2(2+ b) + 1
16
be−3t/2eb/2
(
eb − et)][ϕ(x+ et − eb)+ ϕ(x− et + eb)]
=
et−1∫
0
[
ϕ(x+ z) + ϕ(x− z)][1
4
e−t/2
(
2+ ln(et − z))− 1
16
e−3t/2z ln
(
et − z)] 1√
et − z dz.
Then
u(x, t) =
et−1∫
0
[
ϕ(x− z) + ϕ(x+ z)]K1(z, t)dz,
where K1(z, t) is deﬁned by (5.3). The corollary is proven. 
The next lemma completes the proof of Theorem 1.3.
Lemma 5.3. The kernel K1(z, t) deﬁned by (5.3) coincides with one given in Theorem 1.3.
Proof. We have
e−2t
(
∂
∂t
)2
E(z, t;0,b) = e−2b
(
∂
∂b
)2
E(z, t;0,b).
Then we integrate by parts
ln(et−z)∫
0
be2b
(
∂
∂z
)2
E(z, t;0,b)db = ln(et − z)[ ∂
∂b
E(z, t;0,b)
]
b=ln(et−z)
− E(z, t;0, ln(et − z))+ E(z, t;0,0).
On the other hand, (4.2) and (4.7) of Proposition 4.1 imply
ln(et−z)∫
0
be2b
(
∂
∂z
)2
E(z, t;0,b)db = ln(et − z) e−2t√et(−4et + z)
16
√
et − z −
1
2
e−
t
2
(
et − z)− 12 + E(z, t;0,0).
Thus, for the kernel K1(z, t) deﬁned by (5.3) we have
K1(z, t) =
[
1
4
e−t/2 ln
(
et − z)− 1
16
e−3t/2z ln
(
et − z)] 1√
et − z
+ ln(et − z) e−2t√et(−4et + z)
16
√
et − z + E(z, t;0,0) = E(z, t;0,0).
The lemma is proven. 
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In this section we prove Theorem 1.3 in the case of f (x, t) = 0 and ϕ1(x) = 0. Thus, we have to prove for the solution
u = u(x, t) of the Cauchy problem (1.4) with ϕ1(x) = 0 the representation given by Theorem 1.3 in the case of f (x, t) = 0
and ϕ1(x) = 0, which is equivalent to
u(x, t) = 1
2
e−
t
2
[
ϕ0
(
x+ et − 1)+ ϕ0(x− et + 1)]+ 1∫
0
[
ϕ0
(
x− φ(t)s)+ ϕ0(x+ φ(t)s)]K0(φ(t)s, t)φ(t)ds,
where φ(t) = et − 1. The proof of this case consists of several steps.
Proposition 6.1. The solution u = u(x, t) of the Cauchy problem (1.4) can be represented as follows
u(x, t) = 1
2
e−
t
2
[
ϕ0
(
x+ et − 1)+ ϕ0(x− et + 1)]
+
t∫
0
[
1
4
e
b
2 e−
t
2 + 1
16
e−2te
b
2 e
t
2
(
eb − et)][ϕ0(x+ et − eb)+ ϕ0(x− et + eb)]db
+
t∫
0
e2b db
x+et−eb∫
x−(et−eb)
dyϕ0(y)
(
∂
∂ y
)2
E(x− y, t;0,b).
Proof. We set u(x, t) = w(x, t) + ϕ0(x), then wtt − e2t wxx = e2tϕ0,xx , w(x,0) = 0, wt(x,0) = 0. Next we plug f (x, t) =
e2tϕ0,xx in the formula given by already proven case of Theorem 1.3 and obtain
w(x, t) =
t∫
0
e2b db
x+et−eb∫
x−(et−eb)
dyϕ(2)0 (y)E(x− y, t;0,b).
Then we integrate by parts
w(x, t) =
t∫
0
e2b db
(
ϕ
(1)
0
(
x+ et − eb)E(−et + eb, t;0,b)− ϕ(1)0 (x− et + eb)E(et − eb, t;0,b))
−
t∫
0
e2b db
x+et−eb∫
x−(et−eb)
dyϕ(1)0 (y)
∂
∂ y
E(x− y, t;0,b).
On the other hand,
ϕ
(1)
0
(
x+ et − eb)= −e−b ∂
∂b
ϕ0
(
x+ et − eb), ϕ(1)0 (x− et + eb)= e−b ∂∂bϕ0(x− et + eb)
imply
w(x, t) =
t∫
0
eb db
(
− ∂
∂b
ϕ0
(
x+ et − eb)E(−et + eb, t;0,b)− ∂
∂b
ϕ0
(
x− et + eb)E(et − eb, t;0,b))
−
t∫
0
e2b db
x+et−eb∫
x−(et−eb)
dyϕ(1)0 (y)
∂
∂ y
E(x− y, t;0,b).
One more integration by parts leads to
w(x, t) = −ϕ0(x) + 1
2
e−
t
2
(
ϕ0
(
x+ et − 1)+ ϕ0(x− et + 1))
+
t∫
0
db
(
ϕ0
(
x+ et − eb) ∂
∂b
(
ebE
(−et + eb, t;0,b))+ ϕ0(x− et + eb) ∂
∂b
(
ebE
(
et − eb, t;0,b)))
−
t∫
0
e2b db
x+et−eb∫
t b
dyϕ(1)0 (y)
∂
∂ y
E(x− y, t;0,b).x−(e −e )
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u(x, t) = 1
2
e−
t
2
(
ϕ0
(
x+ et − 1)+ ϕ0(x− et + 1))
+
t∫
0
db
(
ϕ0
(
x+ et − eb) ∂
∂b
(
ebE
(−et + eb, t;0,b))+ ϕ0(x− et + eb) ∂
∂b
(
ebE
(
et − eb, t;0,b)))
−
t∫
0
e2b db
x+et−eb∫
x−(et−eb)
dyϕ(1)0 (y)
∂
∂ y
E(x− y, t;0,b).
Next we apply (4.1) and (4.3) of Proposition 4.1 and the integration by parts to obtain
u(x, t) = 1
2
e−
t
2
(
ϕ0
(
x+ et − 1)+ ϕ0(x− et + 1))+ t∫
0
db
1
4
e
b
2 e−
t
2
(
ϕ0
(
x+ et − eb)+ ϕ0(x− et + eb))
−
t∫
0
e2b db
[
ϕ0(y)
∂
∂ y
E(x− y, t;0,b)
]y=x+et−eb
y=x−(et−eb)
+
t∫
0
e2b db
x+et−eb∫
x−(et−eb)
dyϕ0(y)
(
∂
∂ y
)2
E(x− y, t;0,b).
According to (4.5) and (4.6) of Proposition 4.1, we have
u(x, t) = 1
2
e−
t
2
(
ϕ0
(
x+ et − 1)+ ϕ0(x− et + 1))+ t∫
0
db
1
4
e
b
2 e−
t
2
(
ϕ0
(
x+ et − eb)+ ϕ0(x− et + eb))
−
t∫
0
e2b db
[
−ϕ0
(
x+ et − eb) 1
16
e−2(b+t)eb/2et/2
(
eb − et)+ ϕ0(x− (et − eb)) 1
16
e−2(b+t)eb/2et/2
(−eb + et)]
+
t∫
0
e2bdb
x+et−eb∫
x−(et−eb)
dyϕ0(y)
(
∂
∂ y
)2
E(x− y, t;0,b),
which coincides with the desired representation. The proposition is proven. 
Completion of the proof of Theorem 1.3. We make change z = eb − et , dz = eb db, and b = ln(z+ et) in the second and third
terms of the representation given by the previous proposition:
t∫
0
1
4
e
b
2 e−
t
2
[
ϕ0
(
x+ et − eb)+ ϕ0(x− et + eb)]db + t∫
0
1
16
e−2te
b
2 e
t
2
(
eb − et)[ϕ0(x+ et − eb)+ ϕ0(x− et + eb)]db
=
et−1∫
0
[
1
4
e−
t
2 − 1
16
e−2te
t
2 z
]
1√
et − z
[
ϕ0(x− z) + ϕ0(x+ z)
]
dz.
Next we consider the last term, apply (4.1), and change the order of integration:
t∫
0
e2b db
x+et−eb∫
x−(et−eb)
dyϕ0(y)
(
∂
∂ y
)2
E(x− y, t;0,b) =
et−1∫
0
dz
[
ϕ0(x− z) + ϕ0(x+ z)
] ln(et−z)∫
0
e2b db
(
∂
∂z
)2
E(z, t;0,b).
On the other hand, since ( ∂
∂z )
2E(z, t;0,b) = e−2b( ∂
∂b )
2E(z, t;0,b), the last integral is equal to
et−1∫
0
dz
[
ϕ0(x− z) + ϕ0(x+ z)
] ln(et−z)∫
0
(
∂
∂b
)2
E(z, t;0,b)db
=
et−1∫
dz
[
ϕ0(x− z) + ϕ0(x+ z)
][ ∂
∂b
E
(
z, t;0, ln(et − z))− ∂
∂b
E(z, t;0,0)
]
.0
K. Yagdjian, A. Galstian / J. Math. Anal. Appl. 346 (2008) 501–520 517According to (4.7) and (4.8), we have[
1
4
e−
t
2 − 1
16
e−2te
t
2 z
]
1√
et − z +
∂E
∂b
(
z, t;0, ln(et − z))− ∂E
∂b
(z, t;0,0)
= − 1
2((et − 1)2 − z2)√(1+ et)2 − z2
×
{(
1− e2t + z2)F(−1
2
,
1
2
;1; (e
t − 1)2 − z2
(et + 1)2 − z2
)
+ 2(et − 1)F(1
2
,
1
2
;1; (e
t − 1)2 − z2
(et + 1)2 − z2
)}
.
Theorem 1.3 is proven. 
7. n-Dimensional case, n 2
Proof of Theorem 1.4: the case of ϕ0 = ϕ1 = 0. Let us consider the case x ∈ Rn , where n = 2m+ 1, m ∈N. First for the given
function u = u(x, t) we deﬁne the spherical means of u about point x:
Iu(x, r, t) = 1
ωn−1
∫
Sn−1
u(x+ ry, t)dS y,
where ωn−1 denotes the area of the unit sphere Sn−1 ⊂Rn . Then we deﬁne an operator Ωr by
Ωr(u)(x, t) :=
(
1
r
∂
∂r
)m−1
r2m−1 Iu(x, r, t).
One can show that there are constants c(n)j , j = 0, . . . ,m− 1, where n = 2m + 1, with c(n)0 = 1 · 3 · 5 · · · (n − 2), such that(
1
r
∂
∂r
)m−1
r2m−1ϕ(r) = r
m−1∑
j=0
c(n)j r
j ∂
j
∂r j
ϕ(r).
One can recover the functions according to
u(x, t) = lim
r→0 Iu(x, r, t) = limr→0
1
c(n)0 r
Ωr(u)(x, t), (7.1)
u(x,0) = lim
r→0
1
c(n)0 r
Ωr(u)(x,0), ut(x,0) = lim
r→0
1
c(n)0 r
Ωr(∂tu)(x,0). (7.2)
It is well known that xΩrh = ∂2∂r2 Ωrh for every function h ∈ C2(Rn). Therefore, we arrive at the following mixed problem
for the function v(x, r, t) := Ωr(u)(x, r, t):⎧⎪⎪⎨⎪⎪⎩
vtt(x, r, t) − e2t vrr(x, r, t) = F (x, r, t) for all t  0, r  0, x ∈ Rn,
v(x,0, t) = 0 for all t  0, x ∈Rn,
v(x, r,0) = 0, vt(x, r,0) = 0 for all r  0, x ∈ Rn,
F (x, r, t) := Ωr( f )(x, t), F (x,0, t) = 0 for all x ∈ Rn.
It must be noted here that the spherical mean Iu deﬁned for r > 0 has an extension as an even function for r < 0 and hence
Ωr(u) has a natural extension as an odd function. That allows replacing the mixed problem with the Cauchy problem.
Namely, let functions v˜ and F˜ be the continuations of the functions v and F , respectively, by
v˜(x, r, t) =
{
v(x, r, t), if r  0,
−v(x,−r, t), if r  0, F˜ (x, r, t) =
{
F (x, r, t), if r  0,
−F (x,−r, t), if r  0.
Then v˜ solves the Cauchy problem{
v˜tt(x, r, t) − e2t v˜rr(x, r, t) = F˜ (x, r, t) for all t  0, r ∈R, x ∈Rn,
v˜(x, r,0) = 0, v˜t(x, r,0) = 0 for all r ∈ R, x ∈ Rn.
Hence according to Theorem 1.3 one has the representation
v˜(x, r, t) =
t∫
0
db
r+et−eb∫
r−(et−eb)
F˜ (x, r1,b)E(r, t; r1,b)dr1.
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u(x, t) = 1
c(n)0
t∫
0
db
et−eb∫
0
lim
r→0
1
r
{
F˜ (x, r + r1,b) + F˜ (x, r − r1,b)
}
E(0, t; r1,b)dr1.
Then by deﬁnition of the function F˜ we replace limr→0 1r { F˜ (x, r − r1,b) + F˜ (x, r + r1,b)} with 2( ∂∂r F (x, r,b))r=r1 in the last
formula. The deﬁnitions of F (x, r, t) and of the operator Ωr yield:
u(x, t) = 2
c(n)0
t∫
0
db
et−eb∫
0
(
∂
∂r
(
1
r
∂
∂r
)m−1
r2m−1 I f (x, r, t)
)
r=r1
E(0, t; r1,b)dr1,
where x ∈ Rn , n = 2m + 1, m ∈ N. Thus, the solution to the Cauchy problem is given by (1.6). We employ the method of
descent to complete the proof for the case with even n, n = 2m, m ∈ N. Theorem 1.4 in the case of ϕ0 = ϕ1 = 0 is proven. 
Proof of Theorem 1.2. We set f (x, t0) = δ(x)δ(t − t0), ϕ0, and ϕ1 = 0 in (1.4), and we obtain (1.3), where if n is odd,
Ew(x, t) := 1
ωn−11 · 3 · 5 · · · · · (n − 2)
∂
∂t
(
1
t
∂
∂t
) n−3
2 1
t
δ
(|x| − t),
while for n even we have
Ew(x, t) := 2
ωn−11 · 3 · 5 · · · · · (n − 1)
∂
∂t
(
1
t
∂
∂t
) n−2
2 1√
t2 − |x|2χBt (x).
Here χBt (x) denotes the characteristic function of the ball Bt(x) := {x ∈Rn; |x| t}. 
Completion of the proof of Theorem 1.4. First we consider the case of f (x, t) = 0 and ϕ0(x) = 0. More precisely, we have to
prove that the solution u(x, t) of the Cauchy problem (1.5) with f (x, t) = 0 and ϕ0(x) = 0 can be represented by (1.6) with
f (x, t) = 0 and ϕ0(x) = 0. The next lemma will be used in both cases.
Lemma 7.1. Consider the mixed problem⎧⎨⎩
vtt − e2t vrr = 0 for all t  0, r  0,
v(r,0) = τ0(r), vt(r,0) = τ1(r) for all r  0,
v(0, t) = 0 for all t  0,
and denote by τ˜0(r) and τ˜1(r) the continuations of the functions τ0(r) and τ1(r) for negative r as odd functions: τ˜0(−r) = −τ0(r) and
τ˜1(−r) = −τ1(r) for all r  0, respectively.
Then the solution v(r, t) to the mixed problem is given by the restriction of (5.1) to r  0:
v(r, t) = 1
2
e−
t
2
[
τ˜0
(
r + et − 1)+ τ˜0(r − et + 1)]+ 1∫
0
[
τ˜0
(
r − φ(t)s)+ τ˜0(r + φ(t)s)]K0(φ(t)s, t)φ(t)ds
+
1∫
0
[
τ˜1
(
r + φ(t)s)+ τ˜1(r − φ(t)s)]K1(φ(t)s, t)φ(t)ds,
where K0(z, t) and K1(z, t) are deﬁned in Theorem 1.3 and φ(t) = et − 1.
Proof. This lemma is a direct consequence of Theorem 1.3. 
Now let us consider the case of x ∈Rn , where n = 2m+ 1. First for the given function u = u(x, t) we deﬁne the spherical
means of u about point x. One can recover the functions by means of (7.1), (7.2), and
ϕi(x) = lim
r→0 Iϕi (x, r) = limr→0
1
c(n)0 r
Ωr(ϕi)(x), i = 0,1.
Then we arrive at the following mixed problem⎧⎨⎩
vtt(x, r, t) − e2t vrr(x, r, t) = 0 for all t  0, r  0, x ∈Rn,
v(x,0, t) = 0 for all t  0, x ∈ Rn,
nv(x, r,0) = 0, vt(x, r,0) = Φ1(x, r) for all r  0, x ∈R ,
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Φi(x, r) := Ωr(ϕi)(x) =
(
1
r
∂
∂r
)m−1
r2m−1 1
ωn−1
∫
Sn−1
ϕi(x+ ry)dS y, (7.3)
Φi(x,0) = 0, i = 0,1, for all x ∈ Rn. (7.4)
Then, according to Lemma 7.1 and u(x, t) = limr→0(v(x, r, t)/(c(n)0 r)), we obtain
u(x, t) = 1
c(n)0
lim
r→0
1
r
1∫
0
[
Φ˜1
(
x, r + φ(t)s)+ Φ˜1(x, r − φ(t)s)]K1(φ(t)s, t)φ(t)ds.
The last limit is equal to
1∫
0
(
∂
∂r
Φ1(x, r)
)
r=φ(t)s
K1
(
φ(t)s, t
)
φ(t)ds = 2
1∫
0
(
∂
∂r
(
1
r
∂
∂r
) n−3
2 rn−2
ωn−1
∫
Sn−1
ϕ1(x+ ry)dS y
)
r=φ(t)s
K1
(
φ(t)s, t
)
φ(t)ds.
Thus, Theorem 1.4 in the case of f (x, t) = 0 and ϕ0(x) = 0 is proven.
Now we turn to the case of f (x, t) = 0 and ϕ1(x) = 0. Thus, we arrive at the following mixed problem⎧⎨⎩
vtt(x, r, t) − e2t vrr(x, r, t) = 0 for all t  0, r  0, x ∈ Rn,
v(x, r,0) = Φ0(x, r), vt(x, r,0) = 0 for all r  0, x ∈Rn,
v(x,0, t) = 0 for all t  0, x ∈Rn,
with the unknown function v(x, r, t) := Ωr(u)(x, r, t) deﬁned by (7.3), (7.4). Then, according to Lemma 7.1 and u(x, t) =
limr→0(v(x, r, t)/(c(n)0 r)), we obtain
u(x, t) = 1
c(n)0
e−
t
2
(
∂
∂r
Φ0(x, r)
)
r=φ(t)
+ 2
c(n)0
1∫
0
(
∂
∂r
Φ0(x, r)
)
r=φ(t)s
K0
(
φ(t)s, t
)
φ(t)ds
= e− t2 vϕ0
(
x, φ(t)
)+ 2 1∫
0
vϕ0
(
x, φ(t)s
)
K0
(
φ(t)s, t
)
φ(t)ds.
Theorem 1.4 is proven. 
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