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Abstract
It has long been known that the set of homographies for
several planes in two images, as well as the homologies of a
pair of planes in several images, all lie in a 4-dimensional
subspace. It has also been shown that enforcing these con-
straints improves the accuracy of the homography estima-
tion process.
In this paper we show that the constraints on such collec-
tions of homographies are actually stronger than was pre-
viously thought. We introduce a new way of characteriz-
ing the set of valid collections of homographies as well as
suggest a computationally efficient optimization scheme for
minimizing over this set. The proposed method, a general-
ization of Newton’s method to manifolds, is experimentally
demonstrated on a number of example scenarios with very
promising results.
1. Introduction
This paper deals with the problem of determining the ge-
ometric relationship between the image motion of planar
surfaces across multiple perspective views. In a pair of im-
ages this motion, induced by a single plane, is captured by
a homography, a 2-dimensional projective transformation.
It has long been known that for multiple views and/or mul-
tiple planes there exist linear subspace constraints on the
induced homographies. It was shown in [14] that a collec-
tion of four or more homographies between two views lie in
a 4-dimensional subspace. The work in [16] built on these
results to show that the relative homographies (homologies)
between two planes in multiple views span a 4-dimensional
subspace as well. They also extended these findings and
proved that similar rank constraints exist in the case of a
greater number of planes and views. In this paper we revisit
these types of constraints and show that the above rank con-
straints on the homographies can actually be strengthened.
The task of estimating a single homography given mea-
sured images points is well understood, [7, 6, 12, 11].
However, multiple homography estimation has not received
equal attention. Given multiple images of a scene contain-
ing multiple planar surfaces one obvious approach would
be to estimate each of the induced homographies individu-
ally. In the absence of noise the collection of such homo-
graphies will be compatible with a valid scene configuration
and all constraints will be fulfilled. However, if the mea-
surements has been corrupted by noise this will not be the
case. The problem we address in this paper is the de-noising
of a collection of estimated homographies by ensuring that
they agree with a valid scene. Imposing these constraints is
not only useful for improving homography estimations but
also providing sets of compatible homographies allows for
them to be used in applications such as mosaicing, recon-
struction and self-calibration.
Shashua and Avidan in [14] showed that any collection
of homographies, induced by planes in two views, will lie
in a 4-dimensional subspace, and provided a means of es-
timating this subspace through a truncated SVD projection.
However, even though it was shown that this improved the
estimated homographies, it is neither the optimal nor correct
way in which to include such constraints.
A number of improvements upon this method have been
devised, including that of Chen and Suter [4] which derived
a set of strengthened constraints similar to ours, but limited
to the case in which there are three or more homographies
in two views. They also identified some additional and very
interesting properties of these constraints, however, this did
not lead to a very computationally efficient minimization
scheme. Malis and Cipolla [13], proposed the use of rank
constraints on collections of collineations between planar
surfaces in an image sequence. These constraints are not
sufficient, so in order to ensure valid collineations a post
processing stage in the form of a least squares fitting is
added.
In this work we introduce a novel way of characteriz-
ing the constraints on valid collection of homographies as
well as a computationally efficient optimization scheme for
applying them. We prove that the set of valid collections
of homographies forms a smooth manifoldM, and that by
generalizing the standard Newton’s method to a manifold
1
setting we arrive at a new gradient descent method, actu-
ally a damped Newton method, on M. The aim of this
paper is not to introduce a state of the art algorithm for es-
timating homographies but rather to try and contribute to
the understanding of the constraints on multiple homogra-
phies and how to enforce them efficiently. Our approach is
deliberately kept as general as possible, and the proposed
algorithm will work on any twice differentiable objective
function.
We show that including these strengthened constraints
on the homographies not only ensures that they are compat-
ible with a valid scene configuration, but also significantly
improves the accuracy of the estimated homographies. In
addition, there is no lower limitation on the number of ho-
mographies required, as the case is in previous work. We
can improve the estimation for as few as two homographies.
We have chosen to illustrate our method on the simplest
possible problem formulation. Given a number of individ-
ually estimated homographies H˜ we wish to identify the
collection of improved estimates H that fulfills all of the
implied constraints and is as close as possible to H˜ . That is,
the minimization problem
min
H
f(H) = ||H˜ −H|| (1)
s.t. H ∈ {all valid collections of homographies} , (2)
where || · || can be any (twice-differentiable) seminorm. The
proposed method is demonstrated on a number of synthetic
as well as real-world scenarios.
2. Preliminaries
2.1. Homographies
First, we introduce the notation and some basic proper-
ties of homographies and homologies.
Let Q =
[
X Y Z 1
]T
denote the homogeneous
3D coordinates of a scene point and q =
[
x y 1
]T
the homogeneous coordinates of an image point. The pro-
jection matrix of camera i is written Pi =
[
Ai | ai
]
.
We assume that P1 =
[
I | 0 ]. A planar surface pij is
defined by pij =
[ −vTj 1 ], so that a point Q is on pij if
and only if piTj Q = 0.
The homography induced by a single plane pij from view
P2 =
[
A | a ] (dropping subscripts here for clarity) to
view P1 =
[
I | 0 ] is
hj = A+ avTj . (3)
Now, for multiple planes in two views. We let H denote
the collection of m homographies between two views, in-
duced by planes pi1, ..., pim. That is, the jth column of H
corresponds to the vectorization1 of homography hj .
H =
[
~h1 ... ~h
m
]
9×m
. (4)
Since ~hj can be written
~hj = vec(hj) = vec(A+ avTj ) = ~A+ (I3 ⊗ a)vj , (5)
(where ⊗ denotes the Kronecker product) we arrive at
H =
[
~A+ (I3 ⊗ a)v1 ... ~A+ (I3 ⊗ a)vm
]
= (6)
=
 a 0 00 a 0
0 0 a
~A

9×4
[
v1 ... vm
1 ... 1
]
4×m
. (7)
As the homographies in H˜ are only known up to a scale, we
need to parametrise scaled versions of H . This is obtained
by
H =
 a 0 00 a 0
0 0 a
~A

9×4
[
v1 ... vm
λ1 ... λm
]
4×m
= UV. (8)
By extending this formulation to more (N > 2) views
we see that HN , the multiple view equivalent of H , can be
expressed as
HN =

a1 0 0
0 a1 0
0 0 a1
~A1
...
aN 0 0
0 aN 0
0 0 aN
~AN

9N×4
[
v1 ... vm
λ1 ... λm
]
4×m
(9)
The observation made in [14] was that as a consequence
of equations (8) and (9) the rank of both H and HN is at
most 4. We show in Theorem 1 below that stronger con-
straints than this may actually be implied on the basis of
these equations, but before we doing so we also consider
the constraints on sets of relative homographies.
In [16] constraints similar to those above were derived
for the case in which two planes appeared in multiple views.
The constraints in that case apply to the set of homologies
(or relative homographies [7]) induced by the planes.
For a sequence of m images J1, ..., Jm of two planes pi1
and pi2, if hij represents the homography induced by plane
pii between a reference image J1 and image Jj , then the
relative homography, or planar homology, between the two
planes in image Jj is the composition h¯j = (h1j )
−1h2j . If we
let H¯ denote the homology equivalent of the homography
composition H over the m images, it can be shown that
H¯ =
 β1Iβ2I
β3I
I

9×4
[
α1 ... αm
1 ... 1
]
4×m
(10)
1If M = [ a cb d ], then vec(M) = ~M = [ a b c d ]
T .
where α and β represent plane-dependent and view-
dependent components of the factorization of H¯ . We refer
to [16] for the details. The form of this composition and
that of H and HN show that a valid collection of homo-
graphies or homologies is not a general rank-4 matrix. The
additional constraint provided by equations (8)-(10) also re-
quire that the first term in the factorization must lie in some
linear subspace, L. This is a key observation, and it is this
restriction that provides the improved constraints on collec-
tions of homographies. We will later on show that the set of
matrices on this form actually make up a low-dimensional
manifold embedded in Euclidean space.
For the remainder of the paper we describe our results
in terms of multiple homographies in two views only, and
thus base our analysis on equation (8). Note, however, that
all results also hold for multiview (N > 2) homographies
(equation (9)), as well as homologies (equation (10)), and
that generalizing them is a very straight forward exercise.
We will return to the characterization of the set of valid col-
lection of homographies in section 4.1. Next we instead
turn to methods for optimizing on manifolds.
3. Optimization on Manifolds
The field of constrained optimization is a well estab-
lished area of research, with a large number of numerical
tools available. This standard approach does, however, re-
quire that one can readily describe both objective functions
and constraints in a canonical form, something that is not
always straight forward.
Figure 1. Optimization on a manifold. The tangent space TM(x),
search direction ξ and curve γ(t) at a point x ∈M.
In this section we give a brief description of a powerful
alternative to these classical approaches, namely geomet-
rically constrained optimization or optimization on mani-
folds, [5, 10, 8]. The underlying idea behind this special
class of problems is that constraints can be implicitly en-
forced by requiring that the solution of the optimization
problem lies on a smooth manifold. Such a formulation
typically results in a problem of lower dimension and thus
hopefully with better numerical properties than an equiva-
lent standard constrained optimization approach. This tech-
nique has also been described as unconstrained optimiza-
tion in a constrained search space.
A manifold can be thought of as a smooth surface in
Rn without folds or tears and that does not self-intersect
(see figure 1). Globally, its structure may be highly com-
plex. However, locally it resembles the Euclidean spaceRd,
where d ≤ n is the dimension of the manifold. The tan-
gent space TM(x) ofM, at point x, is a real vector space
that contains all possible directions in which one can pass
through x onM. It is this local, linear structure that is ex-
ploited in order to generalize standard methods for uncon-
strained optimization to work on manifolds.
Steepest descent methods for minimizing a function
f(x) in Euclidean spaces use a search direction ξ at a point
xk obtained by following the negative gradient,
ξ = −∇f. (11)
In Newton’s method the gradient is pre-multiplied by the
inverse of the Hessian of f at xk,
ξ = −(hessf)−1∇f. (12)
The update is then found by carrying out a line search in
the direction of ξ, finding the step length t∗ that minimizes
f(xk + tξ), and letting xk+1 = xk + t∗ξ.
When minimizing on a non-Euclidean manifold the idea
is to use the tangent space, (the local linear coordinate sys-
tem around a point x) to define a gradient and Hessian at
that point on the manifold. And instead of searching along
straight lines in a Euclidean space, we then follow curves
onM. We have
Definition 1. The gradient of f(x) on a manifoldM is de-
fined as the unique element∇f ∈ TM(x) for which
< ∇f, y >= d
dt
f(x+ ty)
∣∣∣∣
t=0
, (13)
holds for all y ∈ TM(x).
Definition 2. The Hessian of f(x) onM is defined as the
linear operator hessf : TM(x) 7→ TM(x) that satisfies
< hessf [y], y >=
d2
dt2
f(x+ ty)
∣∣∣∣
t=0
, ∀y ∈ TM(x). (14)
Using these definitions we can subsequently obtain a de-
scent direction ξ as in (11) or (12).
What remains is then to define the curves γ on M to
carry out the line searches along. Finding such curves is not
always straight forward and can lead to computationally ex-
pensive formulations. Even how to go about choosing γ
remains an open issue. A common approach is to equip the
tangent space with an inner product (a Riemannian metric)
and then to compute and follow geodesics ofM. However,
since we could not found any compelling reason for intro-
ducing such an artificial structure on our problem we chose
a different, simpler approach. The only requirements we
have are that the curve passes through x, that is γ(0) = x,
and that it starts off in the direction of ξ, i.e. γ˙(0) = ξ.
In some sense, any curve that satisfies these two conditions
will do, and it turns out that with the current problem for-
mulation, finding such curves can be done with very little
computational effort, as we will show in the next section.
4. The Manifold of Multiple Homographies.
4.1. The Geometry of the Manifold.
We now return to characterizing the set of valid collec-
tions of homographies. As a starting point we use the work
of [15]. There it was shown that the set of n-by-m, rank-r
matrices forms a r(n + m − r) dimensional manifold em-
bedded in Rnm. The tangent space at a point X on this
manifold is given by the set of tangent vectors{
∆ = UΩ + ΓV | Γ ∈ Rn×r, Ω ∈ Rr×m,} , (15)
where U ∈ Rn×r and U ∈ Rr×m are the terms in the fac-
torization X = UV .
The constraints in (8) clearly identify H as being of at
most rank 4, and thus residing on this manifold. In addi-
tion, owing to the structure imposed on U in (8), the collec-
tions of homographies actually only make up a subset of the
rank-4 manifold. Here we give the resulting theorem, sum-
marizing the properties of the homography manifold, along
with a brief proof.
Theorem 1. The set of permissible collections of m homo-
graphies of the form given in equation (8) is a manifold H,
of dimension at most 4m+ 7, embedded in R9m.
The tangent space of H at a point H = UV ∈ H is the
set
TH(x) =
{
∆ = UΩ + ΓV | Γ ∈ L, Ω ∈ R4×m} . (16)
Proof. It follows directly from the restriction of the rank-4
manifold by (8) thatH is a submanifold. The tangent space
ofH is then obtained by simply restricting Γ to L in (15).
A factorization in the form of (8) is not unique since if
H = UV then H = (US)(S−1V ), where
S =

c1 0 0 c2
0 c1 0 c3
0 0 c1 c4
0 0 0 c5
 , (17)
and invertible. It can easily shown that the linear transfor-
mation S maps L onto itself. Hence, U˜ = (US) ∈ L,
V˜ = (S−1V ) ∈ R4×m and U˜ V˜ is a factorization that
agrees with (8). Consequently, as the dimension of L is
dim L = 3 + 9 = 12 and S has 5 degrees of freedom, the
dimension ofH can be at most 12+4m−5 = 4m+7.
An immediate consequence of this theorem is
Corollary 1. The formulation in (8) provides constraints on
as few as only two homographies.
Proof. With m = 2, the manifold H is of dimension at
most 4m+ 7 = 15, embedded in an 9m = 18 dimensional
Euclidean space.
With theorem 1 we can finally state the problem of find-
ing a valid collection of homographies, that best approxi-
mates a set of given homography measurements, as the un-
constrained manifold optimization problem
min
H∈H
f(H) = ||H˜ −H||. (18)
In order to employ the theory of the previous section we
also need to be able to find curves on H for the purpose of
line searches on the manifold. The approach taken here is
summarized in the following theorem.
Theorem 2. A curve on H passing through the point H =
UV ∈ H in the direction of ξ is given by
γ(t) = H + tξ + t2Λ (19)
where Λ = U˙ V˙ and U˙ ∈ L, V˙ ∈ R4×m satisfies
U˙V + UV˙ = ξ. (20)
Proof. Clearly γ(0) = H and γ˙(0) = ξ. We need only to
show that γ maps onto the manifold H. Using (20) we can
write
γ(t) = H + t(U˙V + UV˙ ) + t2U˙ V˙ =
= (U + U˙ t)(V + V˙ t) (21)
Since L is a linear subspace and both U, U˙ ∈ L, then the
first term in (21), (U + U˙ t) is in L for all t and γ is a map
ontoH.
This choice of curve representation on H was moti-
vated by computational requirements. Instead of solving
a geodesic equation associated with some choice of some
Riemannian metric, as is the common approach, we sim-
ply find a solution to the underdetermined linear system in
12 + 4m unknowns (20) to obtain γ.
4.2. Optimization on the Manifold of Multiple Ho-
mographies.
Before we sum up the previous sections and propose an
algorithm, we need to tie in the choice of norm in the objec-
tive function of (18). As this choice is highly task specific,
we wish to leave this issue as open as possible. Instead we
discuss how to implement some commonly used norms. In
this work we considered the following norms.
The C-norm, or weighted Frobenius norm, is given by
||H||2C = ~HTC ~H = ||Q~H||2F (22)
where C is a positive-definite weighting matrix and C =
QTQ its Cholesky factorization. It was indicated in the
work by Chen and Suter [2, 3] that such weighted norms
can greatly improve de-noising results in the presence of
heteroscedastic noise. Note that when C is the identity ma-
trix, this norm becomes the ordinary Frobenius norm.
With this choice of norm, the gradient ∇f and Hessian
hessf , as defined in (13) and (14), at a point H = UV on
the manifoldH becomes
∇f = −2E(ETE)+ETC( ~˜H − ~H) (23)
and
hessf = 2E(ETE)+ETCE(ETE)+ET , (24)
respectively. Here E is the matrix E = [ UT⊗I9 Im⊗V ].
Instead of using the Frobenius norm in the right hand
side of (22), we can also consider other weighted norms. A
popular choice is the Huber norm [9], a twice-differentiable
hybrid L1/L2 error measure that is more robust to outliers.
It is defined as
||H||2µ =
n∑
i=1
σ ([H]i) , (25)
σ(t) =
{ 1
2µ t
2, |t| < µ
|t| − µ2 , |t| ≥ µ
, (26)
where µ is a tuning constant, determining the trade-off be-
tween L1 and L2-norms. By letting µ→ 0 the Huber norm
approaches the L1-norm. Introducing some additional no-
tation
W (x) = diag
[
1− s21(x), ..., 1− s2n(x)
]
, (27)
si(x) =
 −1, xi < −µ0, |xi| ≤ µ1, xi > µ (28)
allows us to write (25) as
||H||2µ =
1
2µ
HTWH + sT
[
H − µ
2
s
]
, (29)
W = W ( ~˜H − ~H), s = s( ~˜H − ~H). (30)
For the Huber-norm, the gradient and Hessian becomes
∇f = −E(ETE)+ET
(
1
µ
QTWQ( ~˜H − ~H) +QT s
)
(31)
and
hessf =
1
µ
E(ETE)+ETQTWQE(ETE)+ET (32)
respectively.
Now we can combine the theory of the previous four sec-
tions and finally present our suggested method for minimiz-
ing over the set of valid collections of homographies, algo-
rithm 1.
Algorithm 1: Optimization on the Homography
Manifold.
input : An initial estimate H0 = U0V0 ∈ H.
output: H∗ a local minimizer of (18).
k = 0;1
repeat2
Find ∇f and hessf ;3
Compute the search direction,4
ξ = −(hessf)−1∇f ;
Determine γk by solving U˙k, V˙k in (20);5
Search along γk for the minima of f(γk(t)) ;6
Update, Hk+1 = γk(t∗) ;7
k= k+1;8
until convergence ;9
Remarks to Algorithm 1
Input. We currently initialize the algorithm with a random
choice of H0.
3. Depending on the choice of norm ∇f and hessf are
given by (23)-(24) or (31)-(32).
4. If C is only positive semidefinite then hessf is not
guaranteed to be invertible. In these cases, if neces-
sary use ξ = −(hessf + I)−1∇f for some small 
( = 1e− 3).
5. The linear system equation (20) is underdetermined,
with a whole subspace of solutions. We chose the so-
lution with the smallest norm. It can be shown that
this will yield a curve γk(t) with the smallest curva-
ture. From the discussion in section 3, we thus replace
straight line with curves that are as straight as possible.
6. With the curve on the form (19), the function f(γk(t))
is a fourth-degree (piecewise in the case of the Huber-
norm) polynomial in t. Minimizing such a one-
variable polynomial can be done very efficiently. Here
we use the simple Armijo’s method.
9. Iteration is terminated when the change in func-
tion value is below a given threshold, |f(Hk+1) −
f(Hk)| < . We used  = 10−6.
Despite the somewhat complicated definitions and
derivations leading up to the above algorithm, it is surpris-
ingly simple. There are no steps in algorithm 1 that are
especially demanding. In the experiments carried out in the
following section, execution times were on average in the
order of tenths of a second for scenes containing a moder-
ate number (< 10) planar surfaces.
It is important to note that the proposed algorithm is a lo-
cal method, and thus cannot be guaranteed to find the global
optimum. However, as we use a line search in conjunction
with a descent direction ξ the algorithm is guaranteed to
converge to a local minima.
The solution obtained will, as for all local methods, de-
pend on the starting point of this iterative process. How
to properly initialize the our algorithm will clearly depend
on which objective function is used. We did observe that
for the weighted Frobenius norm and the Huber norm our
approach is very robust to initialization and that the global
minima is indeed obtained in almost all instances, see the
following section. This indicates a robustness of the pro-
posed approach and we therefore deliberately left the issue
of initialization open to be further addressed in future work.
Additionally, the proposed method displayed locally
super-linear convergence rates. However, these observa-
tions needs to be theoretically validated.
5. Experiments
A number of problems have been suggested within the
literature which require the estimation of self-consistent
(constrained) sets of homographies. In [14] the use of such
constraints to ensure numerical consistency across views
was first mentioned. Other areas of application have in-
cluded novel view synthesis [1], image sequence alignment
and non-rigid motion detection [16].
In this section we first demonstrate the robustness to ini-
tialization of the proposed method and then experimentally
validate our assertion above that the constraints proposed
here represent an improvement over the standard rank-4
constraints. We also show how we can improve on estimat-
ing consistent homographies using the weighted Frobenius
norm, as well as the Huber norm.
To demonstrate the robustness to initialization of the pro-
posed method we applied algorithm 1 to 300 randomly gen-
erated problems, using both the weighted C-norm and the
Huber norm. Figure 2 shows a histogram of the distance
between the minima obtained by our algorithm and the true
minima, for these randomly generated problems. The pro-
posed approach finds the global minima in 97% of the cases.
Figure 2. A histogram of the distance between the minima ob-
tained by algorithm 1 and the true minima for 300 randomly gen-
erated problems. The proposed algorithm finds the global minima
in 97% of the cases.
Next, in order to enable a quantitative assessment of
the improvements obtained by exploiting the proposed con-
straints we evaluated them on a number of synthetically cre-
ated scene configurations. We randomly generated scenes
containing two cameras, five planes and 30 points on each
plane. The correspondences, and the plane to which they
belong, were assumed to be known for all 150 points. To
these ideal points (x¯ij and x¯′ij , in the first and second image
respectively, with j = 1...5, i = 1...30) varying levels of
Gaussian noise was subsequently added to obtain a collec-
tion of corrupted point correspondences, xij and x′ij . The
homography for each plane hj was then individually esti-
mated from xij and x′ij using the normalized DLT method.
The weighting matrix C was estimated as in [2]. It was
the performance of de-noising this set of estimates that was
then investigated.
Figure 3 shows how enforcing different constraints im-
prove the estimated homographies for increasing noise lev-
els. The error metric used was the sum of distances between
the true image points in the second image x¯′ij and the map-
ping of the points in the first image x¯ij by homography hj ,
and its symmetric counterpart.
ε(H) =
5∑
j=1
30∑
i=1
d(hj x¯ij , x¯′ij) + d(x¯ij , (hj)
−1x¯′ij) (33)
Ideally this distance should be zero.
We then evaluated (33), with no constraints, the rank-4
constraint of [14] and the proposed manifold constraints.
For comparison we also include the results from using
bundle adjustment to minimize the Gold standard error,
min
A,a,vi,xˆij
∑5
j=1
∑30
i=1 d(xˆij , xij)
2 +
+d(H(A, a, vi)xˆij , x′ij)
2. (34)
The results in figure 3 were obtained by averaging a large
number of simulations. It can clearly be seen that, enforc-
Figure 3. The averaged error ε(H) as a function of increasing
noise levels (standard deviation in pixels), for different constraints.
Method Time
Normalized DLT 0.027s
Truncated SVD 0.0034s
Manifold Optimization 0.12s
Bundle Adjustment 52s
Table 1. Computational time for different methods.
ing the additional constraints in (8) greatly improves the es-
timated homographies over the rank-4 constraint. But, as
expected, it is the Gold standard approach that produce the
best results. However, this is a formulation that will only be
applicable to L2 norms, whereas in our suggested approach
one can choose any differentiable norm. The Gold stan-
dard method will also result in a much larger optimization
problem, involving more than 300 variables, thus arguably
having higher computational demands and being more sen-
sitive to initialization. We include table 1 as an indication
of the time requirements for the different methods used in
this section. The software used was in all instances stan-
dard Matlab implementations. There are sparsity issues that
should be taken into consideration as well, in the Gold stan-
dard as well as in our proposed method. However, as these
still remain to be investigated in the latter case, we chose to
compare the time requirements for dense implementations
only. The gold standard method, even when initialized with
the ideal values x¯ and x¯′ is it extremely time consuming.
Next, we illustrate our method on a real world situation.
We again assume that the correspondences, and the plane
to which they belong, were known for a number of image
points in the scene. If one or more estimated homographies
in a scene has been corrupted by noise the homography con-
straints derived above will not be fulfilled. It is then possi-
ble to de-noise the estimates by enforcing the constraints
through the minimization of (18). An example of this pro-
cess can be seen in figure 4. Here we have added additional
noise to the measured image points on the right-most pla-
nar surfaces in the image pair. Using the same approach as
above we can recover a more accurate estimate as well as
consistent set of homographies compared to estimating the
homographies individually.
Figure 4. Original image pair (top) used for homography estima-
tion. If one of the estimates have been corrupted by noise (bottom
left) and improved estimate can be achieved (bottom right) by en-
forcing the constraints in (8).
Finally, we illustrate the potential of the robust Huber-
norm. If one assumes that the individual homographies has
been well estimated, then manifold constraints can only be
violated if the underlying motion is not rigid. We know that
the Huber-norm is an error measure that is robust to outliers.
If we view the homography corresponding to the non-rigid
motion as a vector of outliers and employ the Huber-norm,
then the remaining homographies should still be estimated
well and the outlier homography should be the only one
with a large error. This is typically not the case when us-
ing L2 type norms.
An example can be seen in figure 5, a simple scene con-
sisting of five different planes, where the planar surface in
the bottom right hand corner has moved relative to the rest
of the scene. The result of enforcing the homography con-
straints using the C-norm and Huber-norm respectively is
shown in figure 5 (b)-(c). Clearly, the latter choice of norm
produces reasonable estimates for the four rigidly moving
homographies but not for the fifth. As opposed to the C-
norm which yield large errors for three out of the five planes
in the scene.
(a) (b) (c)
Figure 5. An image pair, (a) and (b)-(c), consisting of five different planes. The resulting recovered homographies, after enforcing con-
straints H ∈ H, using the C-norm (b) and the Huber-norm (c).
6. Conclusions
In this paper we have provided a new take on the geo-
metric relationship between the image motion of multiple
planar surfaces. Our approach constitutes a reformulation
of previously known constraints and is based on optimiza-
tion on manifolds.
The are two main contributions. Firstly, the novel char-
acterization of the set of valid collections of homographies.
We have shown that the previously known rank-4 con-
straint on multiple homographies can be improved. It was
proven that this set of homographies actually make up a
low-dimensional differentiable manifold embedded in Eu-
clidean space. Secondly, we proposed a computationally
efficient algorithm, a generalization of Newton’s method,
for minimizing any twice differentiable objective function
on this homography manifold.
The strength of these additional constraints, as well as
the efficiency of the suggested optimization method, was
validated experimentally on both synthetic and real world
data.
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