We consider estimation of measure of uncertainty in small area estimation (SAE) when a procedure of model selection is involved prior to the estimation. A unified Monte-Carlo jackknife method, called McJack, is proposed for estimating the logarithm of the mean squared prediction error. We prove the second-order unbiasedness of McJack, and demonstrate the performance of McJack in assessing uncertainty in SAE after model selection through empirical investigations that include simulation studies and real-data analyses.
Introduction
Small area estimation (SAE) has become a very active area of statistical research and applications. Here the term small area typically refers to a population for which reliable statistics of interest cannot be produced based on direct sampling from the population due to certain limitations of the available data. Examples of small areas include a geographical region (e.g., a state, county, municipality, etc.), a demographic group (e.g., a specific age × sex × race group), a demographic group within a geographic region, etc. See, for example, Rao and Molina (2015) for an updated, comprehensive account of various methods used in SAE. Statistical models, especially mixed effects models, have played key roles in improving small area estimates by borrowing strength from relevant sources. Therefore, it is not surprising that model selection in SAE has received considerable attention in recent liter-ature. See, for example, Jiang, Nguyen and Rao (2010), Datta, Hall and Mandal (2011) , Pfeffermann (2013) , Lahiri and Suntornchost (2014) , and Rao and Molina (2015) .
The errors from model selection are likely to affect the uncertainty measures in SAE estimates. To elaborate this point, let us consider a specific aspect of model selectioninclusion of small area specific random effects. Should one include area specific random effect in small area modeling? Such a component is a compromise between area specific fixed effects and no area effect and helps improving the properties of model-based estimators. For example, without such an area specific random effect, model-based estimator may not be design-consistent, which may result in model-based estimate for an area with large sample size to deviate significantly from the corresponding design-based estimate, especially if area specific auxiliary variables fail to capture variation across the areas. A decision to exclude small area specific random effect may be based on a significance test.
But such a decision is anything but perfect and depends very much on the subjective choice of the prespecified level of significance. A reasonable uncertainty measure estimator must incorporate the impact of model selection. However, most of the uncertainty measure estimators, with the exception of Molina, Rao and Datta (2015) , do not attempt to capture the variation due to the model choice and there is no analytical study to examine the important second-order unbiasedness property of any of these estimators, including that of Molina et al. (2015) . In this paper, we propose a new uncertainty measure of any small area model-based estimator that incorporates errors due to model selection and a Monte-Carlo jackknife second-order unbiased estimator of the proposed uncertainty measure. We propose to use the logarithm of the mean squared prediction error (MSPE) as the uncertainty measure, where MSPE incorporates errors due to model selection. Our rationale behind using the log-MSPE comes from the way lack-of-fit measure of a typical model selection criterion is constructed. To elaborate on this point, consider the case of regression model selection with normal data. The well-known information criteria take the form of n log(σ 2 ) + λ n |M|,
where n is the sample size,σ 2 is the standard estimator of the error variance, σ 2 , |M| is the dimension of the model, M, typically defined as the number of free parameters under M, and λ n is a penalty function. Thus, in this case, the measure of lack-of-fit is proportional (under a fixed sample size) to the logarithm of a variance estimator. Note that, typically, the variance is of the same scale as the MSPE. Therefore, it is reasonable to consider the logarithm of the MSPE as a measure of uncertainty in SAE when a model selection procedure, such as an information criterion, is involved.
Besides the intuitive link to model selection, there are other advantages of using the log-MSPE as a measure of uncertainty. In the SAE literature, MSPE estimates have been routinely used in assessing an improvement of the empirical best linear unbiased predictor (EBLUP) over the direct estimator. For such a purpose, one can equivalently use the log-MSPE, and report the improvement in the log-scale. An advantage of log-MSPE over MSPE occurs when it is desirable to model uncertainty measure estimators. This is because one can reasonably assume normality of the error term when log-MSPE estimators are considered. Zimmerman et al. (1999) emphasized the need to model log-MSPE in the context of a geo-spatial application. Gershunskaya and Dorfman (2013) considered modeling of logarithm of variances in an application related to Current Employment Statistics survey. In a small area context, such a model can provide a guideline for making important decisions on the choice of different design factors (e.g., sample size, number of clusters) for a future survey in achieving, approximately, a certain desired level of log-MSPE of the proposed predictor for different small areas. Also, the model can be used for quickly producing uncertainty measures when it is time consuming to compute such measures when dealing with big data as well as computational comlexity to meet a tight production deadline.
In terms of statistical inference, it is easier to carry out hypothesis testing when considering log-MSPE. For example, suppose that one wishes to compare MSPE 1 with MSPE 2 , which may correspond to two different methods of SAE. If one has second-order unbiased estimators of the log-MSPEs, say,l j for l j = log(MSPE j ), j = 1, 2, it is possible to construct a z-test, or t-test, by assuming (approximately) thatl j = l j + e j , j = 1, 2, where e j is normal with mean zero and constant variance.
Finally, a desirable property for an MSPE estimator is that it needs to be positive. If the property is combined with the second-order unbiasedness property, it turns out that it is very difficult to produce an estimator that has both of these properties. Typically, it is relatively easy to obtain a positive MSPE estimator that is first-order unbiased. To achieve the second-order unbiasedness, either analytical (e.g., Prasad and Rao 1990) rigorous proof has even been given that such a combined MSPE estimator is both positive and second-order unbiased. In contrast, there is no requirement that log-MSPE needs to be positive. Therefore, for log-MSPE, one can simply focus on the second-order unbiasedness of its estimator. Question is: How to obtain such an estimator?
In the context of MSPE estimation, a standard approach is Prasad-Rao (P-R) linearization (Prasad and Rao 1990 ). However, the approach is not feasible to handle our current problem, which is much more complicated. More specifically, we are interested in estimating the log-MSPE when the small area predictor is obtained after a model-selection procedure. The existing literature on inference after model selection has mainly focused on the case of independent observations (e.g., Rao Even if it is possible to develop a P-R type method, the derivation is tedious, and the final analytic expression is likely to be complicated. More importantly, errors often occur in the process of derivations as well as computer programming based on the lengthy expressions.
In this paper, we develop a unified jackknife approach that is assisted by Monte-Carlo simulations for the estimation of log-MSPE. As will be seen, the approach is applicable not just to the current problem of SAE after model selection, but to a much broader class of problems to obtain nearly unbiased estimators of quantities that can be obtained via MonteCarlo simulation, if one knows the parameters that are involved. The method is especially attractive if the quantity of interest does not carry a constraint, such as non-negativity. This will be the case for the log-MSPE. Furthermore, the Monte-Carlo jackknife method, called
McJack, is "one-formula-for-all", which means that one needs not to re-derive the formula, as in P-R type methods, every time there is a new problem.
In the context of resampling methods, a well-known method is jackknife-after-bootstrap (JAB; Efron 1992 The rest of the paper is organized as follows. We begin by offering a critical review of JLW, which has had significant impact in SAE. We point out some undesirable features of JLW, and make two important observations that lead to McJack. The latter is described in Section 3 with a theoretical justification. Estimation of log-MSPE in SAE after model model selection is illustrated using an example. In Section 4, we carry out simulation studies on performance of McJack, and compare it with alternative approaches. A real data application is considered in Section 5. We offer some discussion in Section 6. Proofs of the theorems are given in Section 7.
A brief review of JLW, and important observations
In the context of resampling methods for SAE, Jiang, Lahiri, and Wan (2002; hereafter, JLW) proposed a jackknife method for estimating the MSPE of empirical best predictor (EBP) when the parameters of interest are estimated by M-estimators. Let ξ denote a mixed effect, for example, a small area mean. Letξ andξ denote the best predictor (BP), defined as conditional expectation of ξ given the data, y, and EBP of ξ, respectively. Then, one has the decomposition:
where MSPE(ξ) is defined as E{(ξ − ξ) 2 } and MSPE(ξ) is defined similarly. The idea of JLW is to jackknife the two terms on the right side of (2) separately. For the first term, the authors assume that it is a function of ψ, a vector of parameters, that is,
which can be computed analytically. The parameter vector ψ is then estimated by an Mestimator, defined as the solution,ψ, to a system of equations of the following form:
In (3), y i is the data vector from the ith cluster (e.g., small area), and the clusters are assumed to be independent; f i (·, ·) is a vector-valued function that satisfies E{f i (ψ, y i )} = 0, 1 ≤ i ≤ m, if ψ is the true parameter vector; and a(·) corresponds to a penalizer, which in some cases is the zero vector. The delete-j estimator,ψ −j , of ψ is defined as the solution to the following system of equations:
where a −j (·) has a similar interpretation. Given the M-estimators, b(ψ) is estimated by a plug-in estimator, minus a jackknife bias correction, that is,
As for the second term on the right side of (2), it is estimated by a jackknife variance-type estimator that has the following expression:
whereξ −j is a delete-j version ofξ, the EBP, defined in a certain way, which is not important for the current paper. JLW showed that, when the two terms, (5) and (6) Having given the proof of the result, we realize the following two facts, both are critically important to the idea of the current paper. The importance of the above observations is that they apply to virtually any kind of situation, not just the EBP. In particular, the predictor,ξ, can be much more complicated than the EBP, such as an EBP obtained following a model-selection procedure. Also, the decomposition (2), the posterior linearity assumption, and (6) are altogether not needed to apply these observations. In the next section, we propose a new method based on the two important observations that addresses all of the undesirable features of JLW noted above.
Other complicated situations, to which our idea may apply, include (i) regression inference after variable selection (e.g., Leeb 2009); (ii) mixed model prediction with non-normal random effect distribution (e.g., Lahiri and Rao 1995); and (iii) shrinkage estimation/selection with data-driven choice of regularization parameter (e.g., Pang, Lin and Jiang 2015).
Monte-Carlo jackknife
We first illustrate the method using an example of EBLUP under a Fay-Herriot model, where the BIC (Schwarz 1978 ) is used to select the fixed covariates as well as whether to include the area-specific random effects. The model can be expressed in a way more convenient for the model selection problem: is, at least, a correct model, which means that (7) holds with x i replaced by x f,i , β replaced by β f , and the range of A being [0, ∞). Of course, some of the components of β f may be zero, in case that the full model can be simplified, and the true A may be zero-these are the reasons for the model selection. But this does not change the fact M f is a correct model. In particular, the true small-area mean, θ i , can be expressed as
On the other hand, under a candidate model, M, which corresponds to (7), the EBLUP of
of A obtained using a certain method (e.g., P-R, ML, REML; see Rao and Molina 2015).
The BIC procedure chooses the model, M, by minimizing
wherel is the maximized log-likelihood under M; |M| = dim(β) + 1 if M includes the random effects, and |M| = dim(β) if M excludes the random effects. Here, for simplicity, we assume that X = (x ′ i ) 1≤i≤m is full rank under any M. Let the minimizer of (10) beM . We then compute the EBLUP (9) under M =M, that is,
whereβM andÂM are theβ andÂ obtained underM . The MSPE of interest is
where θ i is given by (8) . It is clear that the joint distribution of (12) is a function of ψ and so is its logarithm. Let
Given ψ, for the kth Monte-Carlo simulation, one first generates θ i by (8) with ξ i replaced by ξ 
is obtained the same way as theθ i of (11) except with y i replaced by y (k)
A is the P-R estimator (Prasad and Rao 1990 ; truncated at zero if the expression turns out to be negative), andβ f is given below (9) with x i = x f,i , 1 ≤ i ≤ m. Letψ −j be the delete-j version ofψ. The McJack estimator of (13) is then given by
Although the above illustration is based on the Fay-Herriot model, its general principle, namely, (12)- (15) 
andb(ψ) = log{ŝ(ψ)}, where λ, ρ are given positive numbers. Let s(ψ) denote MSPE(θ i ) when ψ is the true parameter vector. We truncate s(·) the same way ass(·), and let b(ψ) = log{s(ψ)}. For notation convenience, writeψ −0 =ψ. Also, let F −0 (ψ), F −j (ψ) denote the left sides of (3) and (4), respectively. The M-estimators,ψ −j , 0 ≤ j ≤ m are said to be consistent uniformly (c.u.) at rate m −d if, for any δ > 0, there is a constant c δ such that
where A j,δ is the event that F −j (ψ −j ) = 0 and |ψ −j − ψ| ≤ δ, with ψ being the true parameter vector. Also, write 
where ψ is the true parameter vector, and r = dim(ψ). A similar definition is extended to
The spectral norm of a matrix, B, is defined as B = λ max (B ′ B), where λ max denotes the largest eigenvalue. Also write ∆ j = a − a −j , where a, a −j are the functions of ψ that appear in (3) and (4), respectively. We shall consider estimation of log-MSPE ofθ i , a predictor of θ i after model selection, for a fixed i. Furthermore, we assume that the Monte-Carlo samples, under ψ, are generated by first generating some standard [e.g., N(0, 1)] random variables and then plugging ψ. For example, under the full Fay-Herriot model of (7), y i is generated by first generating the ξ i 's and η i 's, which are independent N(0, 1), and then letting
Let ξ denote the vector of the standard random variables. We first make the following general assumptions.
A1. There are d > 2 and w > 0 such that the 2dth moments of 
A3.
The log-MSPE function b(·) of (13) is four-times continuously differentiable, and, for the same w in A1, ∆ 4 b w is bounded.
A6.
Recall the way that the Monte-Carlo samples are generated specified above A1. Under this assumption, θ
i , 1 ≤ k ≤ K, generated underψ, are functions ofψ and ξ. The additional assumptions below are regarding the Monte-Carlo sampling.
A7. ξ is independent with the data, y.
A8. Let ψ be the true parameter vector, and w be the same as in A1. There are constants 0 < c 1 < c 2 such that c 1 ≤ s(ψ) ≤ c 2 for |ψ − ψ| ≤ w, and random variables G k , 1 ≤ k ≤ K, which do not depend onψ, such that |θ , and E is with respect to both y and ξ.
The next result focuses on the special case of Fay-Herriot model.
Theorem 2.
Suppose that the true A > 0, and there are positive constants 0 < c 1 < c 2
and A9 holds. Then, the conclusion of Theorem 1 holds.
The proofs of Theorem 1 and Theorem 2 are given in Section 7.
Numerical demonstration and simulation study 4.1 A simple demonstration
To begin with, let us consider a very simple situation, which may be viewed as a special case of the Fay-Herriot model,
where the components of x i consist of an intercept, a group indicator, x 1,i , which is 0 if
, and 1 if m 1 + 1 ≤ i ≤ m, and potentially a third component, x 2,i , which is generated from the N(0, 1) distribution, and fixed throughout the simulation.
There are two candidate models: Model 1, which includes x 2,i , and Model 2: which does not include x 2,i . The model selection is carried out by BIC (Schwarz 1978) . A series of simulation studies were carried out with m = 20 and β 0 = β 1 = 1, where β 0 is the intercept and β 1 the slope of x 1,i , and under two different true underlying models.
In the first scenario, Model 1 is the true underlying model with the slope of x 2,i , β 2 = 0.5.
In the second scenario, Model 2 is the true underlying model (i.e., β 2 = 0). We present the simulated percentage relative bias (%RB), based on N sim = 1000 simulation runs, in Figures 2 and 3 , where, for a given area, the %RB is defined as
MSPE is the true MSPE based on the simulations, and E{ log(MSPE)} is the mean of the estimated log-MSPE based on the simulations. It is seen that the naive estimator signif- Table 2 . Datta et al. (2011) proposed a method of model selection by testing for the presence of the area-specific random effects, v i = √ Aξ i , in the Fay-Herriot model (7) . This is equivalent to testing the null hypothesis
Testing the presence of random effects in a Fay-Herriot model
2 , whereβ is the same as in Subsection 3.1, has a χ 2 m−p distribution, with p = rank(X), under H 0 . If H 0 is rejected, the EBLUP is used to estimate the small area mean θ i , where in this simulation A is estimated by the P-R estimator, and the corresponding MSPE estimator is the P-R MSPE estimator; if H 0 is accepted, the estimatorθ i = x ′ iβ is used to estimate θ i , and the corresponding MSPE is given by (18). Thus, if the level of significance is chosen as 0.05, the proposed MSPE estimator, denoted by DHM, is the P-R MSPE estimator if for these three cases are presented in Figure 4 , with the detailed numbers for DHM and
McJack given in Table 3 . It is seen that DHM works better for the case A = 0, which is not surprising because, under the null hypothesis, the DHM MSPE estimator is "right" 95% of times. On the other hand, McJack works significantly better in those two cases of nonzero A. Simple simulations show that, in the latter cases, the probability of rejecting the null hypothesis is about 0.26 when A = 0.5, and 0.44 when A = 1. The worst scenario seems to be the case where A is not zero but closer to zero (A = 0.5). There are a few "blown-up" cases under this scenario where the %RB exceeds 1000% for DHM. It is also obvious that
McJack improves bootstrap in every case.
Another simulated example, in which the model selection is carried out via a generalized information criterion (GIC) before the SAE, is also considered. The details are deferred to Supplementary Material due to the space limit.
A real data example
Morris and Christiansen (1995) presented a data set involving 23 hospitals (out of a total of 219 hospitals) that had at least 50 kidney transplants during a 27 month period (see Table   5 ). The y i 's are graft failure rates for kidney transplant operations, that is, y i = number of graft failures/n i , where n i is the number of kidney transplants at hospital i during the period of interest. The variance for the graft failure rate, D i , is approximated by (0.2)(0.8)/n i , where 0.2 is the observed failure rate for all of the hospitals. Thus, D i is assumed known.
In addition, a severity index, s i , is available for each hospital, which is the average fraction of females, blacks, children and extremely ill kidney recipients at hospital i. Ganesh (2009) proposed a Fay-Herriot model for the graft failure rates, which is (2) with x Jiang et al. (2010) suggests that, in a way, the optimal model for this data is a cubic model, that is, (2) with x
, which is also used in Datta et al. (2011) . We analyze the data under the latter model for the mean function but with selection of is 30.1. Thus, the null hypothesis that A = 0 is not rejected. As a result,θ i = x ′ iβ is used as the estimate of θ i , according to Datta et al. (2011) . However, the main issue is how to assess the uncertainty. We apply the three different methods investigated in Subsection 3.2 to this data, and obtain the square roots of the estimated MSPEs, denoted by DHM, BT, and MJ, respectively. Here the MSPE estimates are obtained by taking the exponentials of the corresponding log-MSPE estimates. The Monte-Carlo sample size for BT and MJ is K = 4000. The results are presented in Table 5 . It is seen that the measures of uncertainty by DHM are always smaller than those by BT and MJ. This is not surprising because DHM does not take into account the potential variation in model selection. As for the comparison between BT and MJ, the latter measures are larger in most cases.
As another comparison, we also computed the standard EBLUPs (i.e., without testing the presence of the random effects) and their corresponding McJack estimates of √ MSPE.
The results are presented in the last two columns of Table 5 outlier causes the cubic fit to be "perfect" for this area. This means that the fitted cubic function goes through exactly the data point; as a result, the direct estimate, y 5 , is equal to the regression estimate, x ′ 5β . As a result, there is no difference between the EBLUP and the direct and synthetic estimates, regardless of the value of D 5 and how one estimates A.
Thus, in this case, every method essentially reduces to the direct estimate, y 5 = 0.347, and its measure of uncertainty, √ D 5 = 0.047.
Another real-data example on estimation of median income of four-person families is also considered. Again, the details are deferred to Supplementary Material.
Discussion
We have shown that the impact of model selection in accuracy measures may be complicated. If the accuracy measure only focuses on the variance, model selection is likely to add additional variation to the measure. This is shown, for example, in Subsection 3.1, where the EBLUP is an unbiased estimator, hence the MSPE reduces to the variance.
On the other hand, if the accuracy measure is the MSPE, the overall impact of model selection depends on the relative contributions of the bias and variance as in the identity MSPE = (prediction bias) 2 + prediction variance. As further discussed in Supplementary Material, model selection helps to reduce the bias but this may be at the cost of adding more variation. Because, in practice, it is difficult to predict in which way, and how much, the overall impact is, the best strategy is to obtain an accurate MSPE estimator. We have shown that the latter can be done via McJack.
Proofs

Proof of Theorem 1
Throughout this proof, ψ denotes the true parameter vector. Let b(ψ) denote (15) 
where γ = [(d−2)/(2d+1)]∧ν > 0, and E y denotes expectation with respect to y. Because the left side of (20) does not depend on ξ, the equation also holds with E y replaced by E.
Let E ξ and P ξ denote expectation and probability with respect to ξ. Consider
Letψ be a fixed parameter vector such that |ψ − ψ| ≤ w. Then, we havê
First note that, by A8, we have
i } 2 and note that E ξ (u 1 ) = s(ψ). By Marcinkiewicz-Zygmund inequality (e.g., Jiang 2010, p. 150), we have
using Jensen's inequality for the second-to-last step, and A8 for the last step. It follows, by A8 and the definition ofb(·), b(·) that
By essentially the same argument, we also have
Now suppose that c 1 /2 ≤s(ψ) ≤ 2c 2 . We also know that c 1 ≤ s(ψ) ≤ c 2 by A8. Thus, for sufficiently large m, we haveb(ψ) =b(ψ). By Taylor series expansion, we havê
where η lies between s(ψ) ands(ψ); hence, we have η ≥ c 1 /2. It follows that
using an earlier inequality. Similarly, we have
Furthermore, note that E ξ {s(ψ) − s(ψ)} = 0, thus, we have
By Hölder and Jensen's inequalities, A8 and an earlier result, we have 
Combining (24)- (28), and the fact that (q − 2)/4 ≥ 1 by A8, we conclude that
Thus, combining (22)- (24), and (29), we have
where c does not depend onψ.
Now, for any 0 ≤ j ≤ m, we have
where ∆(ψ) = E ξ {b(ψ −j ) − b(ψ −j )|ψ −j =ψ} = E ξ {b(ψ) − b(ψ)} by A7. Thus, we have E{b(ψ −j ) − b(ψ −j )} = E y {∆(ψ −j )1 (|ψ −j −ψ|≤w) } + E y {∆(ψ −j )1 (|ψ −j −ψ|>w) }.
By (30) , the first term on the right side of (31) 
Combining (21), (32), we have
by A9 and the conditions on d, q.
The result then follows by (20) (with E y replaced by E) and (33).
Proof of Theorem 2
First, by (i) 
By a similar argument as above, we have
Next, let λ 1 ≥ · · · ≥ λ m ≥ 0 be the eigenvalues P f D −1 P f . Then, we have where r = rank(P f D −1 P f ). Because P f D −1 P f u = 0 if and only if P f u = 0, we have r = rank(P f ), and P f is a projection matrix, whose eigenvalues are 0 or 1. Also, because
by a well-known eigenvalue inequality (e.g., DasGupta 2008, p. 669), we have
Thus, in conclusion, we have
Finally, it is easy to show that Eψ(|D −1/2 ζ| 2 ) ≤ cm. Thus, combining the results, we have
The upper bound for s(ψ) follows from (34)- (37) .
The last part of A8 follows from the above arguments by noting that θ
i , and ξ
are N(0, 1) random variables.
