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Abstract
The failure of a single connection can cause overload on other structural members, which
may consequently fail. Thus, the behavior of damaged or worn joints is of particular concern.
In order to represent a loose lap joint, a beam impacting four springs with gaps is mod-
eled. A basis analysis reveals impulse frequency responses with unique dynamic phenomena.
Using steady state response, six influential parameters are studied: damping ratio, contact
stiffness, position of intermediate springs, gaps, excitation amplitude and beam height. For
all parameters, the system response was highly controlled by modes with two contacting
springs. Regarding damping, increasing damping ratio reduces transient response, response
amplitude, and impulse, except in regions of instability. Regarding contact stiffness, increas-
ing spring stiffness increases system resonant frequencies. The impulse at the first system
resonance decreases and at the second system resonance increases. Location of the inter-
mediate spring defines the length of the joint’s overlap: the effect is complex. Gap defines
the looseness of the joint: increasing gap generally means the joint has more wear. Increas-
ing gap decreases the contribution of contact as well as decreases the impulse, except in
unstable regions. Regarding excitation amplitude, less excitation is always more desirable,
and unique changes in instabilities result. Increasing the beam’s height increases the nat-
ural frequencies and changes mode shapes; general recommendations highly depend upon
excitation frequency, which stems from operating conditions.
ii
Dedication
This thesis is dedicated to my wife, Dr. Tahmineh Tabrizian, for without her love, support
and encouragement none of this would have happened.
iii
Acknowledgments
I would first like to offer my utmost gratitude to my academic and research advisor,
Dr. Elizabeth Ervin. With her encouragement, professional guidance I have successfully
completed my Master’s degree which was impossible without her support. I extend thanks to
Drs. Yacoub Najjar and Hunain Alkhateb for their generous service as committee members;
they contributed unique perspectives and ultimately improved the quality of this work.
I am also indebted to my professors over the last two years. I would especially like to
thank Drs. Ahmed Al-Ostaz and Christopher Mullen for their professional instruction in
my coursework.
iv
Table of Contents
Abstract ii
Dedication iii
Acknowledgments iv
List of Figures vii
List of Tables x
1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Scope of Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2 Theory 17
2.1 Equation of Motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 Natural Frequencies and Mode Shapes . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 Temporal Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3 Comparative Response 39
3.1 Basis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3 Impulse versus Frequency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
v
4 Parameter Study 70
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.2 Damping Ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.3 Spring Stiffness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.4 Longitudinal Position of Intermediate Springs . . . . . . . . . . . . . . . . . . . 81
4.5 Gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.6 Excitation Amplitude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.7 Impedance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5 Conclusion 97
5.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.2 Parameter Implications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.2.1 Damping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.2.2 Spring Stiffness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.2.3 Longitudinal Position of Intermediate Spring . . . . . . . . . . . . . . . . . . . 99
5.2.4 Gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.2.5 Excitation Amplitude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.2.6 Beam’s Height . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
Bibliography 103
Appendix A: Calculating mode shapes using Green’s function 109
Vita 114
vi
List of Figures
Figure Number Page
2.1 Free body diagram of a beam subjected to base motion. . . . . . . . . . . . . . 18
2.3 Cantilever beam and four contact springs. . . . . . . . . . . . . . . . . . . . . . 24
2.2 General beam model with intermediate support at x = a. . . . . . . . . . . . . . 29
2.4 First three normalized mode shapes for k*=5. . . . . . . . . . . . . . . . . . . . 30
2.5 First three normalized mode shapes for k*=5000. . . . . . . . . . . . . . . . . . 31
3.1 Contact points and gap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 Relative displacement of top and bottom points (P4 and P2) at the beam’s end
for 650 rad/s with gap ( · · · and — — ), respectively. . . . . . . . . . . . . . 43
3.3 Time histories of relative displacement for bottom points (a) P2 at x = L ( )
and (b) P3 at x = L/2 ( .. ..) for (c) table displacement at 650 rad/s (
). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.4 Steady state relative response of bottom points at end ( ) and middle ( ..
..) for table displacement at excitation frequency of 650 rad/s ( ). . . 46
3.5 Areas for points P2 and P4 used to calculate impulse. . . . . . . . . . . . . . . . 48
3.6 Point P2 steady state relative displacement for included contact mode numbers
of (a) 1, (b) 3, (c) 5 and (d) 7. Gap is denoted by (...). . . . . . . . . . . . . 50
3.7 Relative response at point P2 and gap (....) for excitation frequency of 184 rad/s. 53
3.8 Relative response at point P2 and gap (....) for excitation frequency of 210 rad/s. 54
3.9 Time lag between relative response of point P2 ( ) and table ( ) for exci-
tation frequency of 650 rad/s, gap is denoted by (....). . . . . . . . . . . . . . 55
vii
3.10 Impulse versus frequency for the base case with significant natural frequencies
shown. Bottom and top traces are for P2 (red) and P4 (blue), respectively. . 57
3.11 Phase lag versus excitation frequency. . . . . . . . . . . . . . . . . . . . . . . . . 57
3.12 Grazing impact shown on relative response of point P2 ( ) for excitation fre-
quency of 290 rad/s. Gap is denoted by (....). . . . . . . . . . . . . . . . . . 58
3.13 Region one from Fig. 3.10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.14 Deflected shape ( ) versus mode shape ( ) for ω = 388.4 rad/s at (a) t =
1.343 s with 1st mode of state 6 and (b) t = 1.319 s and 2nd mode of state 6. 61
3.15 Relative response for excitation frequencies of 388.4 rad/s ( ) and 388.5 rad/s
( ) at points (a) P2 and (b) P4; gap is shown by (. . . ). Start of each
state are indicated by 3 state 1, ◦ state 2, × state 3, + state 4, 2 state 5, 4
state 6,  state 9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.16 Region two from Fig. 3.10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.17 Deflected shape ( ) for excitation frequency of 900.1 rad/s at (a) t = 1.629 s
with second mode shape of state 6 ( ) and third mode shape of state 3
(-. -.) and (b) t = 1.633 s with second mode shape of state 2 ( ). . . . 64
3.18 Region three from Fig. 3.10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.19 Region four from Fig. 3.10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.20 Deflected shape ( ) for excitation frequency of 2144 rad/s at t = 0.731 s and
fourth mode shape of state 6 ( ). . . . . . . . . . . . . . . . . . . . . . 68
3.21 Region five from Fig. 3.10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.1 Relative response at point P2 for damping ratio of (a) 8%, (b) 4% and (c) 2%.
(d) Table displacement ( ) at excitation frequency of 650 rad/s. Gap is
denoted by (. . . ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2 Impulses at point P4 versus frequency for damping ratio of 2% ( and ∗),
4%( · · and ◦) and 8% ( and ×). . . . . . . . . . . . . . . . . . . . 74
viii
4.3 Region one from Fig. 4.2 for damping ratios of 2% ( and ∗), 4%(1pt ·
· and ◦) and 8% ( and ×). . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.4 Region two from Fig. 4.2 for damping ratios of 2% ( and ∗), 4%( · · )
and 8% ( ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.5 Relative response at excitation frequency of 604 rad/s for damping ratio of 8%
( ) and 4% ( ) at point P4; gap is shown by (. . . ). Start of each state
are indicated by 3 state 1, ◦ state 2, × state 3, + state 4, 2 state 5, 4 state
6,  state 9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.6 Impulses at point P4 versus frequency for nondimensional stiffness of 6000 ( ),
3000 ( · · ) and 1200 ( and ×). . . . . . . . . . . . . . . . . . . . . 80
4.7 Relative response at excitation frequency of 880 rad/s for k* of 6000 ( ) and
3000 ( ) at point P4; gap is shown by (. . . ). Start of each state are
indicated by 3 state 1, ◦ state 2, × state 3, + state 4, 2 state 5, 4 state 6,
 state 9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.8 Three cases of longitudinal position of intermediate springs. . . . . . . . . . . . 82
4.9 Impulses at point P4 versus frequency for intermediate springs at 3/4 L ( ),
5/8 L ( · · ) and 1/2 L ( and ×). . . . . . . . . . . . . . . . . . . . 85
4.10 Relative response at excitation frequency of 530 rad/s for a* = 3/4 ( ) and 5/8
( ) at point P4; gap is shown by (. . . ). Start of each state are indicated
by 3 state 1, ◦ state 2, × state 3, + state 4, 2 state 5, 4 state 6,  state 9. 85
4.11 Impulses at point P4 versus frequency for gaps equal to 2 mm ( and ∗), 1
mm ( and ×) and 0.5 mm ( · · and ◦). . . . . . . . . . . . . . . . 87
4.12 Region one from Fig. 4.11. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.13 Impulses at point P4 versus frequency for excitation amplitude of 0.12 m (
and ∗), 0.06 m ( and ×) and 0.03 m ( · · and ◦). . . . . . . . . . . 90
4.14 Region one from Fig. 4.13. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.15 Impulses at point P4 versus frequency for heights of 0.07 m ( and ∗), 0.06
m ( and ×) and 0.05 m ( · · and ◦). . . . . . . . . . . . . . . . . . 94
ix
List of Tables
Table Number Page
2.2 Stiffness of springs for different cases. . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3 Numerical parameters of beam. . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4 The first three natural frequencies in rad/s for two values of k∗. . . . . . . . . . 27
2.5 Example of mapping in time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.1 Numerical parameters of base case. . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2 Free state convergence on relative displacement and impulse for bottom beam
point P2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.3 Contact state convergence on relative displacement and impulse for bottom beam
points P2 and P3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.4 Dynamic states of beam in order of occurrence in one full cycle for excitation
frequency of 900.1 rad/s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.1 First natural frequencies (rad/s) for different dynamical states and nondimen-
sional stiffnesses. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.2 First five natural frequencies (rad/s) of state 6 for different nondimensional lon-
gitudinal position of intermediate springs. . . . . . . . . . . . . . . . . . . . 83
4.3 Dynamic states of beam in order of occurrence and time percentage of one full
cycle for three different gaps at excitation frequency of 650 rad/s. . . . . . . 86
4.4 First natural frequencies (rad/s) for different dynamical states and beam heights. 92
x
4.5 Dynamic states of beam in order of occurrence and time percentage of one full
cycle for system with three different heights at excitation frequency of 880
rad/s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.6 Dynamic states of beam in order of occurrence and time percentage of one full
cycle surrounding the unstable region for system with h = 0.07 m. . . . . . . 95
xi
Chapter 1
Introduction
1.1 Motivation
Denoted progressive collapse, damage or failure of a relatively small component can
precipitate the failure of a larger part of a structure. Even the failure of a single connection
can cause overload on other structural members, which may consequently fail. Thus, the
behavior of damaged or worn joints is of particular concern. For example, every passing
car excites a bridge dynamically, having fatiguing effects. In the case of loose joints, this
excitation additionally causes local impacting. Dynamic contact induces shock loads in
which force over time is important rather than force alone in the static case. Since the
contact time is relatively small, the effect of force will be magnified in comparison to static
or even slower dynamic loads. This magnified force can quickly propagate, potentially
causing sudden brittle failure at both the joint as well as other parts of structure.
In addition to worn parts, many engineering systems with design/manufacturing clear-
ances lead to non-linearity and contact. The dynamics of loose joints involve non-linear
support conditions and contact/impact phenomena. Such systems include impact hammer
tools, piping systems, vibration isolation elements, impact dampers, and gears or bearings.
To address these phenomena in civil systems, this work will model a structural lap joint
from first principles.
1
1.2 Literature
Published literature includes three major topics that are imperative to review for mod-
eling lap joints. Much literature has been focused on beam vibration with various boundary
conditions and forcing functions. Additional studies on beams impacting stops examine
non-linear boundary conditions with contact/impact. Lastly, joint and connection modeling
is then reviewed. These areas help researchers better understand the intricacies of bolted
joint analysis.
Both analytically and experimentally, many researchers have studied beam motion under
various loading and boundary conditions. In this work the equation of beam motion is
solved for several cases, so reviewing different solution methods provides insight. Although
literature in this portion considers only boundary conditions without gaps, these works are
useful for solving the spatial part of the beam equation.
Using a Green’s function is one of the methods used widely for solving equation of motion
of beam because it is faster than a series method. It also can be used to drive mode shapes
with simple boundary conditions; however, it cannot address problems with complex initial
conditions. Also, the series method has a physical meaning which a Green’s function method
cannot provide. Bergman and Nicholson [1] used Green’s functions of vibrating distributed
subsystems: linear oscillators connected to a simple beam. The exact undamped natural
frequencies and natural modes, the orthogonality relation for the natural modes, and the
response to arbitrary excitation for both damped and undamped combined linear systems
were determined.
Abu-Hilal [2] implemented Laplace transformations and Green’s function to determine
the dynamic response of prismatic damped Euler-Bernoulli beams subjected to distributed
and concentrated loads. This method yields exact solutions in closed form and was used
for single and multi-span beams, single and multi-loaded beams, and statically determinate
and indeterminate beams. The interior support was modeled as an external force, not as a
boundary condition. One shortfall of this work is that mode shapes and natural frequencies
2
of systems with interior supports were not determined. Also, Laplace transformations cannot
directly be used for solving systems with complex initial conditions.
Sun [3], [4] and [5] studied steady state response of an infinite beam on viscoelastic
foundation subject to harmonic line load, constant moving load, and platoon of moving
dynamic loads, respectively. The solution for motion was constructed using the convolution
of the Green’s function of the beam. The theorem of residue was employed to evaluate
the generalized integral such that a closed-form solution can be achieved. The resulting
closed-form expression can be used to construct algorithms for the inverse problem of non-
destructive testing of pavement structures using vibration devices.
Bergman [6] also studied the vibration of a constrained dynamical system, consisting of
an Euler-Bernoulli beam with homogeneous boundary conditions, supported in its interior
by arbitrarily located pin supports as well as translational and torsional linear springs.
A generalized differential equation was obtained by the method of separation of variables
and was then solved in terms of the Green’s function and its derivatives. System natural
frequencies and modes were obtained, and the orthogonality relation for the natural modes
was derived. A general solution for the forced response was given. Twelve mode shapes and
natural frequencies for two cases of different interior boundary conditions were derived and
compared to finite element results. The results are also consistent with previous works using
transfer matrix method and finite element equations.
Although lacking in physical meaning during formulation, numerical methods have often
been applied to non-linear beam problems. Bhashyam and Prathap [7] studied non-linear
vibrations of beams using a Galerkin finite element method. An eigenvalue-like quantity
characteristic of non-linear vibration was defined and calculated for various amplitudes of
vibration. In one approach, a series of eigenvalue problems were solved iteratively up to
convergence. In another approach, the problem was reduced to a single degree of freedom
system by using the linear mode shapes as the weighting factor in a virtual work type ap-
proach. Extensive numerical results were presented. Although a reduced scheme with a
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weighted residual approach was suggested to simplify the computation, more complex mo-
tions corresponding to higher mode shapes are omitted. Liu and Huang [8] also analyzed the
free and forced vibrations of a uniform cantilever beam with a translational elastic constraint
at the beam tip and carrying a concentrated mass at an arbitrary intermediate point. In the
analysis, the basic beam equation was solved to obtain mode shape functions which satisfy
all the geometric and natural boundary conditions at the beam ends. The concentrated
mass was then modeled as an equivalent external force. This was used in conjunction with
Galerkin’s method to obtain the free and the forced response. However, just the first three
mode shapes were used, and damping was not considered in their solution. Also, the effect
of the location of the constraint was not studied.
Contact and impact phenomena are important problems in many mechanical and civil
systems. Many studies have been performed to model these conditions, and Gilardi and
Sharf [9] provide a good review of different methodologies. The most relevant research is
noted herein.
Moon and Shaw [10] used a digital simulation of a single mode mathematical model of
a cantilever elastic beam impacting a stop at one end. The Runge-Kutta algorithm along
with finite difference method was used to provide the integration of bilinear spring equations,
which show chaotic vibrations that are qualitatively similar to experimental observations.
Using a single mode model eradicates the effect of the higher modes, specifically on the time
of contact, and eventually the exact motion of the beam. The fourth order Runge-Kutta
algorithm calls for four equation solutions per time step, and thus small time steps are
required to achieve accuracy.
Shaw [11] considered an elastic beam with a one-sided amplitude constraint subjected to
periodic excitation. Experimental results were compared with those given by a theoretical
model based upon a single mode analysis of Moon and Shaw [10]. In this model a single
degree of freedom oscillator with non-linear restoring force is excited periodically. The non-
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linearity is modeled as piecewise linear with a single change in slope. Even with just a single
mode, the model provided good overall qualitative information about the actual physical
system. It predicted multiple subharmonic resonances, period doublings, and some chaotic
regimes, all of which were found experimentally. Shaw’s model considered only one contactor
at the beam’s end: he did not study the effect of contactor location. As an early study,
his model only consisted of one mode, which it is insufficient to study the more complex
motions which can be induced by higher modes.
Davies [12] studied the random vibration of a beam impacting a spring-like stop under
random Gaussian force by using equivalent linearization. Under the Gaussian or band-
limited white noise, the beam can be modeled as a mass and spring with single degree
of freedom. Reasonable agreement was obtained between this model and an equivalent
non-linear single degree of freedom system: mean square values of response of equivalent
linearized beam agreed well, but poor agreement occurred for the important parameter
of impact frequency. Note that linearization does not address the response of the beam
impacting spring under various loading conditions.
Pun et al. [13], [14] analyzed the free and forced vibration behavior of an L-shaped
beam with a limit stop by using the incremental harmonic balance method. The authors
used frequency response functions (FRFs) to examine complex internal resonances. In free
vibration, their analysis revealed the presence of multiple internal resonances involving inter-
actions among the first five modes. Their results showed that mode interaction may occur if
harmonics of lower modes are near to the natural frequency of a higher mode. The conditions
for the existence of internal resonance were explored, and it was shown that a prerequisite is
the presence of bifurcation points in the system’s frequency response. A method to compute
such intersections by using only one harmonic in the free vibration solution was proposed.
In forced vibration a point load was placed to excite several modes, and the resulting re-
sponse was examined for non-linearities. In the undamped case, three in-phase and two
out-of-phase solution branches are found. The resonance curve is extremely complicated
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with multiple branches and interactions between the first four modes. The amplitudes of
the higher harmonics are heavily influenced by damping, which can effectively attenuate
internal resonances.
Metallidis and Natsiavas [15] investigated the response of a continuous system with clear-
ance and motion-limiting constraints. More specifically, an exact periodic response analysis
was presented for a periodically excited deformable rod whose motion was constrained by
a flexible obstacle. This methodology is based upon the fact that the exact solution form
is known within time intervals where the system properties remain constant. The system
behavior is governed by a linear equation of motion at those intervals. The analytical solu-
tion was complemented by a method for determining the stability properties of the located
periodic motions. Several example cases were investigated to see the effects of damping, forc-
ing amplitude, stiffness of the end spring, and rod deformability (number of mode shapes);
the output parameters were the maximum penetration of the rod’s end and the time of
contact between rod and constraint. Special emphasis was placed on comparing results for
deformable rods with similar rigid rods. Lastly, direct integration of the equation of motion
for selected parameter combinations can also reveal chaotic motions. This method solved
the rod’s equation of motion for time intervals with constant system properties. Direct inte-
gration can also be used for solving a beam’s equation of motion; however, considering only
periodic motion will result in ignoring more complex motions of the beam.
Chattopadhyay [16] presented an approximate approach for a continuous system with
non-linear boundary conditions. A two-span clamped-free undamped uniform beam with
an intermediate two-sided motion limiting constraint (two-sided gap) was considered. The
qualitative behavior of this cantilever beam under harmonic base excitation was shown to
exhibit disconnected resonance curves and multiple valued responses typical of a non-linear
system. Once the impact becomes steady and periodic, the non-linear shearing force also
becomes periodic. The first term of Fourier expansion was used to approximate the shearing
force. The effect of damping, higher modes, and more supports was not analyzed in this
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study. Additionally, more complicated motions were not analytically studied because only
periodic motions were employed. Moreover, the assumption of one impact during each period
of table vibration further oversimplified the model.
Dumont et al. [17] derived, analyzed, and simulated vibrations of a viscoelastic vertical
beam that is clamped at its top to a shaker. When compared with an elastic beam, constitu-
tive law for a viscoelastic beam includes a parameter d, a non-negative viscosity coefficient:
the beam is elastic when d is 0. The lower end of the beam was constrained to move hori-
zontally between two obstacles - the stops - which were mounted on a slider that is attached
to a horizontal rail. The contact was described by either the normal compliance or Signorini
conditions. The normal compliance condition assumes that the stops are flexible and like
springs their restoring force is proportional to their deflections while the Signorini condi-
tion models the idealized case of completely rigid stops. The model was discretized using
fourth-order spatial discretization, and the solutions were numerically simulated using finite
difference discretization. The existence of weak solutions was proved through complicated
mathematical approach, but the numerical results were not compared with experimental
results. Thus, it was not possible to determine how well the real system was modeled nu-
merically or if there existed numerical noise. Also, the influence of the location of slider,
asymmetric slider, and additional stops on the behavior of the beam was not studied. Ervin
and Wickert [18] investigated the forced response dynamics of a clamped-clamped beam with
an attached rigid body impacting a compliant base structure. The impacts were modeled
by a linear restoring spring force. The method of separation of variables was used to solve
the piecewise linear equation of beam motion with the rigid body at each state of in-contact
and not-in-contact. Compatibility conditions were applied at their junctions. The effect
of dissipation, contact stiffness, and asymmetry on the structure’s frequency response was
studied. Their work shows that changes in contact stiffness significantly affect peak response.
Increase of contact stiffness shifts the frequency of single peak pairs to higher frequencies as
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well as decreases peak amplitude. Also, the frequency response for higher contact stiffness
is more complicated, especially for frequencies between those of coordinated contact and
non-contact modes. Ervin [19] also analytically investigated the repetitive impact dynamics
of two orthogonal pinned-pinned beams subjected to base excitation using the same method
presented in [18]. The mode shapes was derived, and their orthogonality was proven in
detail. The effects of contact stiffness, relative beam stiffness, damping, clearance, and ex-
citation’s acceleration were studied. The parametric study shows that the contact stiffness
and relative beam stiffness significantly alter the frequency response. Increasing contact
stiffness results in more complicated response. Changing damping, clearance and acceler-
ation shift the natural frequencies and their peaks, although they do not highly affect the
frequency response. The same method used in [18] and [19] will be used in this work.
Numerical methods have often been applied to contact problems as well. Moorthy et al.
[20] simulated the interaction of a cantilever beam with a one-sided stop by the finite element
method. The authors showed that the temporally discrete solution of the spatially discrete
model could capture chaotic phenomenon. Copetti and Fernandez [21] studied a dynamic
contact system consisting of a classical Timoshenko beam model with a deformable obstacle.
A non-linear variational equation for the displacement field and a linear variational equation
for the angular rotation function were coupled. The Faedo-Galerkin method and Gronwall’s
inequality were used to prove the existence of a unique solution. The finite element method
was then used to estimate the spatial variable, and the implicit Euler’s scheme was used to
discretize the temporal derivatives. The accuracy and rate of algorithm convergence were
tested with numerical simulations. Jeongho et al. [22] studied the dynamic contact of two
non-linear Gao beams introduced in [23], connected with a mechanical joint in which there
are two stops at the left end of the right beam with a clearance between them. The right
end of the left beam is constrained to move within this clearance. Contact is modeled with
two different conditions: normal compliance and Signorini condition. Finite elements and
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a mixed time discretization were used in constructing the numerical algorithm. A fully
discrete numerical method along with a uniform discretization of the time domain was used.
In order to discretize the time domain combination of the Galerkin approximation and
central difference formula combined with the finite element method was used.
de Vorst et al. [24] investigated the steady state behavior of a beam system with moving
support and an elastic stop numerically and experimentally. Using a finite element beam
model, the periodic solution was calculated for different excitation frequencies. Multiple
shooting methods combined with a path-following method were used to solve the two-point
boundary value problem to obtain the periodic solution. The numerical and experimental
results show that an extremely accurate multiple degree of freedom model is required because
high natural frequencies strongly affect low frequency non-linear steady state response. The
experimental results also show that the Hertzian contact can be used to model the elastic
contact as used herein. Note that the referenced work did not study the effect of multiple
contacts or double-sided contact. Wagg and Bishop [25] applied non-smooth modeling tech-
niques to continuous elements via a Galerkin reduction method for an example cantilever
beam. The instantaneous coefficient of restitution rule was used to model impact, which
assumes an instantaneous impact: this assumption is not true in systems with long contact
times, such as those with soft flexible springs. The advantages and limitations of using a
collocation method instead of the proposed method are discussed in [26]. Also, a method
to deal with sticking motions was discussed. Numerical simulations for a flexible beam with
single-sided impact was compared with experimental results. The effect of additional con-
tact points was not studied in this work. In a similar work, Vyasarayani et al. [27] used
nonsmooth modeling technique to model a pinned-pinned Euler-Bernoulli beam impacting
a rigid obstacle. The issues associated with modeling sticking motion were investigated.
Brake [28] developed a method to study continuous systems with arbitrary boundary con-
ditions and discrete piecewise-linear constraints. In order to produce homogeneous boundary
conditions, a superposition method was employed. Modal analysis was then used to calculate
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the displacement of the system in each contact or non-contact state. A variational calculus
approach which minimized the energy norm between states was used to develop a mapping
across previous and current states. Two examples were discussed: a pinned-pinned beam
with a two-sided intermediate spring, and a clamped-free beam with a leaf spring coupled
with a viscous damper. Results from pinned-pinned beam example show that the presented
method does not need a large number of mode shapes to adequately map the displacement
and velocity of the system across states. The parameter studies of the second example show
that lowering the impact velocity between the spring and the connector increases the region
of chaotic response. A new hybrid method for mapping between the states was also pro-
posed, but the problem of more than two contact points was not considered in this work.
Much research work has been focused on modeling bolted lap joints. Mackerle [29] pre-
sented a review of 1990 to 2002 publications for finite element analysis of various joint types
under different loading conditions. Often verifying or contradicting models, much experi-
mental work on joints has also been published. Full scale structural models consisting two
or more structural members and bolted connections using finite element method have been
recently developed. The challenging part of this approach is modeling the contact between
the bolts and adjacent surfaces. Bolts are usually modeled using beam or solid elements, but
several contact models exist. The contact is most often modeled by predefined contact/target
elements in commercial codes. These elements rarely match experiments, so several authors
have empirically developed their own user-defined elements. The disadvantage seems obvi-
ous: the characteristics and properties of contact elements, which significantly vary response,
should be defined case by case for each user. In all of the papers presented herein, the joints
were assumed tight, and the effect of loose joints was not studied.
Using the commercial finite element code ANSYS, Kim et al. [30] studied four kinds of
finite element bolt models: a solid bolt model, a coupled bolt model, a spider bolt model,
and a no-bolt model. The solid bolt model was modeled by using 3D solid elements, contact
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element (CONTA174), and target segment elements (TARGE170) between head/nut and
the flange interfaces. The coupled bolt was modeled by a beam element as the stud of a bolt,
and the heads and the nut were connected to the stud by degree of freedom (DOF) coupling;
there were no contact elements between the bolt and the flanges. Three-dimensional beam
elements were used for all components to model the spider bolt. In the no-bolt model, the
clamping force was imposed as pressure on the washer surface, and there is no finite element
model directly corresponding to the bolt components. Among these presented bolt models,
the solid bolt model presents the most accurate responses compared with experimental
results. The coupled bolt model is the most efficient model as point of view of computational
time and memory usage.
Yorgun et al. [31] used the commercial finite element code ANSYS to model the behavior
of a double channel beam-to-column connection subject to in-plane bending moment and
shear. Three-dimensional solid elements (SOLID45) were used to model column, beam, and
plate sections. SOLID95 elements with capability of irregular meshing were used to model
the bolts. The contact elements (CONTA174) and target elements (TARGE170) were used
to model the anticipated contact surfaces. Note that contact between the bolt shanks and
bolt holes were neglected. The model and its contact element properties were calibrated
using experimental data.
Zapico-Valle et al. [32] developed a procedure to identify the dynamic behavior of a bolted
end-plate beam-column joint using modal data. The presented numerical model was coded
in Matlab using the Structural Dynamics Toolbox. The column and beams were modeled
using Timoshenko beam elements, which include shear. Vertically-positioned Euler-Bernoulli
beam elements were employed to model the supports. The joints were modeled as massless
Euler-Bernoulli beams connecting the center of the column to the beams end. The bending
stiffness of the joint, which was represented by the second moment of area, was selected as
an updating parameter, allowing for adjustment to experimental data.
Zang et al. [33] developed a contact algorithm based on node-to-surface method by
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combining discrete element (DE) and finite element (FE) method. The contact force was
calculated by using a penalty function method. The algorithm was verified by modeling
the impact between two identical bars in elastic range and comparing the results with the
results obtained from the commercial code LS-DYNA simulation. Wen et al. [34] also used
ANSYS/LS-DYNA to simulate the wheel/rail contact-impact behavior at rail joint region.
The wheel/rail impact was studied by coupling implicit and explicit finite element methods,
and contact was modeled using the element CONTA174. Stresses and strains in the rail are
presented for various axle loads and train speeds. The maximum vertical impact/contact
force is found to be 2.6 times the static contact force in the rail while train speed does not
have a strong effect on dynamic load. The effect of bolts and bolt holes was not modeled in
this work. Also, modes of failure in rails and joint bars were not studied.
The substructure synthesis method integrates the analytical results for the substructures
in order to predict the dynamic behavior of the assembled system. The substructures usually
connect to each other via joints, which should be accurately defined in order to precisely
model the dynamic behavior of the structure. Salih et al. [35] investigated the net section
rupture of stainless steel single angle connected by one leg to a gusset plate with a single
row of bolts. The commercial finite element code ABAQUS was used to model the system
components. The gusset plate and the bolts comprised three-dimensional solid elements with
full integration (C3D8). The bolt was modeled as a circular shank and a hexagonal head.
A surface-to-surface contact command was used to define contact between all interacting
components. In ABAQUS, the contact algorithm recognizes in-contact surfaces and applies
pressure to slave nodes in order to prevent them from penetrating the master surface. The
generated parametric study results suggest that existing design provisions for the presented
members was often underpredicted. Based on the obtained results, design equations were
proposed and verified with existing experimental results.
The following works investigate joint issues, such as the identification of loose joints.
Yang et al. [36] developed an identification method for joint parameters by using the sub-
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structure synthesis method with frequency response functions (FRFs). Their model was
composed of two substructures connected by joints that are modeled as springs and dampers.
One of the substructures was assumed as rigid and fixed to simplify the governing equation.
A matrix form for the joint model was proposed, but just two measurement points were used
in the experiment. The simulated FRFs of the constrained beam with properly identified
joint parameters agree with the experimental results, but the accuracy is strongly sensitive
to selected joint parameters. The appropriate model is quite sensitive to the rotational
stiffness and less sensitive to translational stiffness of a screw joint. A cross-coupled term
between the translational and rotational stiffness in the joint model was identified; when
implemented, it greatly improves the accuracy of the simulated FRFs in higher frequency
regions. The damping of the joint is not investigated in this study.
Developed and partially validated in [37], [38], [39] and [40], Feenstra et al. [41] validated
a low order frictional contact/impact mathematical model of a typical loose bolted joint by
utilizing an experimental test bed suitable for providing excitations up to 60 Hertz (Hz).
For each of the different contact and motion regimes experienced by the jointed beam,
experimental estimations were determined for damping and other parameters, such as mass,
inertia, dimension, measurement location, input force, input frequency, energy loss, and
joint gap. Simulation results were compared to experimental results using spectral and time
domain techniques.
Jalali et al. [42] modeled a non-linear joint by force-state mapping from time-domain
acceleration records. The employed excitation was a single-frequency sinusoidal excitation
near the first natural frequency. A non-linear single degree of freedom model was used as
the governing equation of a bolted joint interface between two beams. In this governing
equation, three operators corresponded to the domain governing partial differential equa-
tions, joint interfacial compatibility requirements, and boundary conditions. The operator
that defines the joint between the two beams, which is a function of joint properties, may be
linear, non-linear, or a combination. The problem of accessibility for joint measurement was
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overcome by casting the governing equation in modal coordinates so that modal parame-
ters represented non-linear joint behavior. A particular result is the identification of viscous
damping coefficients dependent upon displacement amplitude. The significance of this result
is that the complex phenomenon of energy dissipation in lap joints can be represented by a
simple analytical model capable of producing accurate results.
Ahmadian and Jalali [43] proposed a non-linear model for bolted lap joints with in-
terfaces capable of representing dominant joint physics, such as micro-slip or macro-slip.
The joint interface was modeled using a combination of linear and non-linear springs with
a damper to simulate contact. The structural response for the bolted joint under external
excitation was obtained both experimentally and numerically. The parameters of the model,
i.e. the spring constants and the damping coefficient, were functions of normal and tangen-
tial stresses at the joint interface and were identified by minimizing the difference between
model predictions and experimentally measured data. However, empirically tuning model
parameters to fit captured data is not a rigorous way to observe trend behaviors. Iranzad
and Ahmadian [44] modeled dynamic behavior of bolted joints, and their parameters were
identified using experimentally measured data. A thin layer of virtual elasto-plastic mate-
rial was used to model the joint’s contact interface. Measured responses at constant force
amplitudes were used to identify the contact layer’s parameters through non-linear finite el-
ement (FE) model updating. This method provides a practical approach in modeling bolted
joints experiencing a wide range of force excitations in both linear and non-linear zones.
However, fixed joint interfaces were always in contact and restricted to small relative move-
ments. This also neglected any joint wear, which is an important factor with intermittent
contact. As studied herein, impacting requires search algorithms and consequently much
more computational time. Barhorst [37] utilized a hybrid parameter, multiple body system
methodology to model the frictional contact of a loose bolted joint. The examined structure
was a cantilever beam with two connected sections subjected to the base excitation. A rigid
14
joint was utilized: the members in the joint were rigid, but each was attached to the elastic
beam sections. Frictional contact/impact was modeled at four points with two two-sided
gaps. This physical system is most similar to that presented herein. In Barhorst’s study,
contact constraints and momentum transfers were modeled on a basis of instantly applied
constraints that were fit to data. The theoretical model of the variable structure dynamic
system was developed, while the momentum transfer equations, numerical solution scheme,
and experimental comparisons were presented in companion articles ([38], [39] and [40]).
As with this thesis, the underlying theme of these works was to produce low order first
principle models of complicated non-linear structural dynamics, specifically frictional contact
and impact in joints with clearance.
1.3 Scope of Thesis
In this work, a beam with four stops and gaps is used to simulate a loose or damaged
lap joint, which also represents designed manufacturing clearances in mechanical systems.
This model is developed from first principles and is employed to perform a wide range of
parametric studies. The main goal is to generate frequency responses to identify the local
shock effect due to impact. The aim is to detect loose joints and determine their reliability
before structural failure occurs. Ultimately, identifying local damage within a structure
before propagation occurs could save both lives and money.
Several beam and joint models have been discussed. Most of studies found mode shapes
for different boundary conditions, and others presented temporal solutions for beams; how-
ever, this work combines both. Most studies concerning impact modeled just one impact
point, but this work examines four contact points. Joints have been modeled using numeri-
cal finite element which have the disadvantage of requiring calibration via experiment. The
work herein needs no such testing.
15
This thesis is divided into five separate chapters. In this first chapter, the motivation
and literature review have been discussed. In the second chapter, the theory is presented:
mode shapes for different boundary conditions are calculated, and the temporal solution is
derived. The third chapter discusses the basis for parameter comparison, or ”base case,” and
its convergence. It also includes the procedure for finding the dynamical condition of the
beam at each time step, and appropriate study quantities are defined. Chapter 4 includes
parameter studies on all important factors affecting the frequency response. Lastly, the final
chapter includes conclusions and discussion of the significance of these results.
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Chapter 2
Theory
This chapter presents Euler-Bernoulli beam theory as applicable to impact/contact. Both
spatial and temporal solutions are presented.
2.1 Equation of Motion
The equation of motion for the forced lateral vibration of an undamped Euler-Bernoulli
beam is provided in such references as Rao [45]. The spatial solution for a damped beam is
the same but the temporal solution is different. Fig. 2.1 shows the free-body diagram of beam
element subjected to the sinusoidal table motion y(t) with amplitude of Y and frequency of
ω. W (x, t) is the absolute displacement, M(x, t) is the bending moment, V (x, t) is the shear
force, C is the damping per unit length of the beam, and f(x, t) is the excitation force per
unit length of the beam. The damping force acting on the element of the beam is
Cdx
∂W
∂t
(x, t)
while the inertia force acting on the element of the beam is
ρA(x)dx
∂2W
∂t2
(x, t) .
Equilibrium of forces in the vertical direction provides
−(V (x, t)+dV (x, t))+f(x, t)dx+V (x, t) = ρA(x)dx∂
2W
∂t2
(x, t)+Cdx
(
∂W
∂t
(x, t)− ∂y(t)
∂t
)
(2.1)
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Figure 2.1. Free body diagram of a beam subjected to base motion.
where ρ is the mass density and A(x) is the cross-sectional area of the beam. Equilibrium of
moments about the vertical axis passing through the point O leads to
(M + dM)− (V + dV )dx+ f(x, t)dxdx
2
−M = 0 . (2.2)
By writing
dV =
∂V
∂x
dx and dM =
∂M
∂x
dx
and neglecting the second spatial derivative of W (x, t), Equations 2.1 and 2.2 can be written as
− ∂V
∂x
(x, t) + f(x, t) = ρA(x)
∂2W
∂t2
(x, t) + C
(
∂W
∂t
(x, t)− ∂y(t)
∂t
)
, (2.3)
∂M
∂x
(x, t)− V (x, t) = 0 . (2.4)
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Using Equation 2.4, Equation 2.3 becomes
− ∂
2M
∂x2
(x, t) + f(x, t) = ρA(x)
∂2W
∂t2
(x, t) + C
(
∂W
∂t
(x, t)− ∂y(t)
∂t
)
. (2.5)
From the Euler-Bernoulli theory, the relationship between bending moment and deflection can be
expressed as
M(x, t) = EI(x)
∂2W
∂x2
(x, t) (2.6a)
V (x, t) = EI(x)
∂3W
∂x3
(x, t) (2.6b)
where E is Young’s modulus and I(x) is the moment of inertia of the beam cross section about the
y axis [46]. The equation of motion for the forced lateral vibration of a nonuniform damped beam
subjected to the base motion is obtained by inserting Equation 2.6a into Equation 2.5 such that
∂2
∂x2
[
EI(x)
∂2W
∂x2
(x, t)
]
+ ρA(x)
∂2W
∂t2
(x, t) + C
(
∂W
∂t
(x, t)− ∂y(t)
∂t
)
= f(x, t) (2.7)
For a prismatic beam, Equation 2.7 reduces to
EI
∂4W
∂x4
(x, t) + ρA
∂2W
∂t2
(x, t) + C
(
∂W
∂t
(x, t)− ∂y(t)
∂t
)
= f(x, t) . (2.8)
For free vibration f(x, t) = 0 such that
EI
∂4W
∂x4
(x, t) + ρA
∂2W
∂t2
(x, t) + C
(
∂W
∂t
(x, t)− ∂y(t)
∂t
)
= 0 . (2.9)
If the displacement of the beam relative to base is defined as
z(x, t) = W (x, t)− y(t) ,
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substituting into Equation 2.9 and rearranging provides
EI
∂4z
∂x4
(x, t) + ρA
∂2z
∂t2
(x, t) + C
∂z
∂t
(x, t) = −ρA∂
2y(t)
∂t2
. (2.10)
Note that right hand side in Equation 2.10 indicates that the harmonic base excitation is equivalent
to applying a negative harmonic force to the mass.
Two initial conditions and four boundary conditions are needed since Equation 2.10 involves a
second order time derivative and fourth order spatial derivative. The solution of this differential
equation may be obtained by many methods, Laplace transforms for example. In this work the
method of separation of variables will be used because it provides a specific insight into the beam’s
physical motion. Denoted as modal decomposition, let
z(x, t) = φ(x)η(t) (2.11)
where z(x, t) is the relative displacement, φ(x) is the spatial solution or mode shape and η(t) is
the generalized time solution. Substituting Equation 2.11 into Equation 2.10 leads to
c2
∂4φ(x)
∂x4
η(t) + φ(x)η¨(t) +
C
ρA
φ(x)η˙(t) = −∂
2y(t)
∂t2
(2.12)
where
c2 =
EI
ρA
and the dot superscript represents a single derivative with respect to time. Rearranging Equation
2.12 provides
c2
φ(x)
∂4φ(x)
∂x4
= − 1
η(t)
(
η¨(t) +
C
ρA
η˙(t)− ρA∂
2y(t)
∂t2
)
= ω2n (2.13)
where ωn is natural frequency of system and is a positive constant. Equation 2.13 can be written
as two equations:
∂4φ(x)
∂x4
=
ω2n
c2
φ(x)
∂4φ(x)
∂x4
− β4φ(x) = 0
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and
η¨(t) +
C
ρA
η˙(t)− ρA∂
2y
∂t2
= −ω2nη(t) .
Rearranging provides
∂4φ(x)
∂x4
− β4φ(x) = 0 (2.14)
and
η¨(t) +
C
ρA
η˙(t) + ω2nη(t) = −ρA
∂2y
∂t2
(2.15)
where
β4 =
ω2n
c2
=
ρAω2n
EI
, or β =
4
√
ρAω2n
EI
.
The next section will handle spatial considerations (Equation 2.14) and Section 2.3 will address
the temporal solution (Equation 2.15).
2.2 Natural Frequencies and Mode Shapes
The spatial solution of Equation 2.14 can be expressed as
φ(x) = A sin(βx) +B cos(βx) + C sinh(βx) +D cosh(βx) (2.16)
where A, B, C, and D are constant coefficients. These unknown constants and the value of β can
be determined from the boundary conditions of the beam.
In order to calculate the natural frequencies and mode shapes, the general beam in Fig. 2.2 is
assumed. Representing adjustable boundaries at x = 0 and x = L, k is the lateral spring stiffness
while kt is the torsional spring stiffness. Due to contact at x = a, any mode shape of the entire
beam is divided into two parts:
φ(x) =

A1 sin(βx) +B1 cos(βx) + C1 sinh(βx) +D1 cosh(βx) if x < a
A2 sin(βx) +B2 cos(βx) + C2 sinh(βx) +D2 cosh(βx) if x ≥ a
(2.17)
Since there are eight unknowns in Equation 2.17, eight conditions are needed. Four boundary
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conditions apply on shear and moment at x = 0 and x = L (2.18abgh). The other four are
compatibility conditions at the contact point (2.18cdef): that is, the displacement, slope, shear
and moment just to the left of the contact point (x = a−) must be equal to same displacement,
slope, shear, and moment just to the right of the contact point (x = a+). These boundary
conditions are as follows:
V (x = 0) = k1φ1(x = 0) (2.18a)
M(x = 0) = kt1φ
′
1(x = 0) (2.18b)
δ(x = a−) = δ(x = a+)⇒ φ1(x = a) = φ2(x = a) (2.18c)
θ(x = a−) = θ(x = a+)⇒ φ1(x = a) = φ2(x = a) (2.18d)
V (x = a−) = −V (x = a+) + k2δ(x = a) (2.18e)
M(x = a−) = −M(x = a+) + kt2θ(x = a) (2.18f)
V (x = L) = k3φ2(x = L) (2.18g)
M(x = L) = kt3φ
′
2(x = L) (2.18h)
in which V is shear force, M is bending moment, δ is deflection, θ is slope, and ′ represents a
derivative with respect to x. Assuming a prismatic beam, Equation 2.6 provides,
M(x) = EI
∂2φ
∂x2
(x, t) (2.19a)
Figure 2.2. General beam model with intermediate support at x = a.
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V (x) = EI
∂3φ
∂x3
(x, t) . (2.19b)
Using Equation 2.18 with Equation 2.19, eight equations will be obtained. These equations can be
written in a matrix form as
[g]A = (0), or (2.20)
g11 g12 g13 g14 g15 g16 g17 g18
g21 g22 g23 g24 g25 g26 g27 g28
g31 g32 g33 g34 g35 g36 g37 g38
g41 g42 g43 g44 g45 g46 g47 g48
g51 g52 g53 g54 g55 g56 g57 g58
g61 g62 g63 g64 g65 g66 g67 g68
g71 g72 g73 g74 g75 g76 g77 g78
g81 g82 g83 g84 g85 g86 g87 g88


A1
B1
C1
D1
A2
B2
C2
D2

=

0
0
0
0
0
0
0
0

(2.21)
in which:
g11 = −g13 = −EIβ3 g12 = g14 = k1
g15 = g16 = g17 = g18 = 0 g21 = g23 = kt1
g22 = −g24 = EIβ g25 = g26 = g27 = g28 = 0
g31 = −g35 = sin(βa) g32 = −g36 = cos(βa)
g33 = −g37 = sinh(βa) g34 = −g38 = cosh(βa)
g41 = −g45 = cos(βa) g42 = −g46 = − sin(βa)
g43 = −g47 = cosh(βa) g44 = −g48 = sinh(βa)
g51 = EIβ
3 cos(βa)− k2 sin(βa) g52 = EIβ3 sin(βa)− k2 cos(βa)
g53 = EIβ
3 cosh(βa)− k2 sinh(βa) g54 = EIβ3 sinh(βa)− k2 cosh(βa)
g55 = −EIβ3 cos(βa) g56 = EIβ3 sin(βa)
g57 = EIβ
3 cosh(βa) g58 = EIβ
3 sinh(βa)
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g61 = −EIβ sin(βa)− kt2 cos(βa) g62 = −EIβ cos(βa) + kt2 sin(βa)
g63 = EIβ sinh(βa)− kt2 cosh(βa) g64 = EIβ cosh(βa)− kt2 sinh(βa)
g65 = −EIβ sin(βa) g66 = −EIβ cos(βa)
g67 = EIβ sinh(βa) g68 = EIβ cosh(βa)
g71 = g72 = g73 = g74 = 0 g75 = −EIβ3 cos(βL)− k2 sin(βL)
g76 = EIβ
3 sin(βL)− k2 cos(βL) g77 = EIβ3 cosh(βL)− k2 sinh(βL)
g78 = EIβ
3 sinh(βL)− k2 cosh(βL) g81 = g82 = g83 = g84 = 0
g85 = −EIβ sin(βL)− kt2 cos(βL) g86 = −EIβ cos(βL) + kt2 sin(βL)
g87 = EIβ sinh(βL)− kt2 cosh(βL) g88 = EIβ cosh(βL)− kt2 sinh(βL)
This is an eigenproblem as the coefficient matrix g is non-invertible. For a non-trivial solution,
the determinant of the coefficient matrix must vanish. The eigenvalues β are obtained by setting
this determinant equal to zero. Each β can then be substituted in Equation 2.21, and all eight
coefficients respective to β can be obtained. This solves the eigenvector problem and provides a
mode shape.
Employing a single contactor at x = 0, the model in Fig. 2.2 is insufficient to represent
a structural connection. The more complex beam model used in this work is sketched in Fig.
2.3. A cantilever beam with four springs will be modelled to analyze two contact locations in an
overlapping joint.
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Figure 2.3. Cantilever beam and four contact springs.
Based upon any potential beam displacement, nine possible states of motion were assumed. In
the free state, there is no spring in contact with the beam. States 2 and 4 represent the state in
which one of the end springs (either the bottom one or the top one at x = L) is in contact with
the beam. In states 3 and 5, the beam is in contact with either the bottom or top intermediate
spring at x = a. In states 6, 7, 8 and 9 two bottom springs, two top springs, or one of each are in
contact. These states are defined as:
1. Free
2 & 4. End contact only
3 & 5. Intermediate contact
6. Two bottom springs at contact
7 & 8. Two cross springs at contact
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9. Two top springs at contact
For each set of cases, the stiffness of springs are described in Table 2.2. Note that the upper
springs (k4 and k5) have the same stiffness as the lower contactors (k2 and k3). The support at
x = 0 has a translational stiffness k1 and rotational stiffness kt1 that are both set to approach
infinity. A two-sided displacement limiting contactor is located at both x = a and x = L, and
the relative contact stiffnesses are represented by the pair of k3 and k5 and the pair of k2 and k4,
respectively.
Table 2.2. Stiffness of springs for different cases.
State k1 kt1 k2 kt2 k3 kt3
1 ∞ ∞ 0 0 0 0
2, 4 ∞ ∞ 0 0 k3 0
3, 5 ∞ ∞ k2 0 0 0
6, 7, 8, 9 ∞ ∞ k2 0 k3 0
Gaps between the springs and the beam are adjustable to represent tight to loose joints due
to damage. Note that mode shapes were obtained for the boundary conditions in which the gap
between the beam and supports (springs) were not directly considered as shown in Fig. 2.2. Since
a beam with 2-sided gap is considered, the gap will be added to the temporal solution later as an
initial displacement of each case. This will be discussed in more detail in Section 2.3.
It is desirable to normalize the mode shapes in respect to mass for modal analysis. This
normalization makes the subsequent use of normalized mode shapes more convenient. Using a
modal mass scheme with
ρA
L∫
0
Φ2dx = 1 , (2.22)
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the mass normalized mode shapes are defined as
Φ =
φ√
ρA
L∫
0
φ2dx
. (2.23)
The orthogonality of mode shapes for transverse beam vibration was tested and verified in this
work. Thus,
L∫
0
Φi(x)Φj(x)dx = 0 for i 6= j (2.24)
This principle was even proven for two orthogonal beams by Ervin [19].
In order to perform numerical simulations, the parameters listed in Table 2.3 are used. These
values were selected to generate a baseline case for comparison via later parameter studies.
Table 2.3. Numerical parameters of beam.
Parameter Value
Length, L (m) 2.50
Height, h (m) 0.050
Breadth, b (m) 0.30
Contact point, a (m) 1.25
Density, ρ (kg/m3) 7890
Modulus of elasticity, E (N/m2) 2.05E+11
The material is steel, I = 1/12bh3 is the moment of inertia for a rectangular cross section, and
the contact point was chosen at the middle of the beam (x = a = L/2).
Table 2.4 provides the first three natural frequencies for different states and two values of
spring stiffnesses. The contact stiffnesses are non-dimensionalized by the cantilever beam stiffness,
so k∗ = k2/(3EI/L3). For k∗ = 5 the contact is considered as “soft,” and for k∗ = 5000 the contact
is considered as “hard.” The active springs column describes which of the springs in Fig. 2.3 are in
contact for each state. In the free state, there is no active spring/contact involved, so the stiffness
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of springs do not affect the natural frequencies. For other states, increasing the stiffness leads to an
increase in the natural frequencies. Furthermore, the effect of this stiffness on the lower frequencies
is greater than on the higher frequencies [2].
Table 2.4. The first three natural frequencies in rad/s for two values of k∗.
k∗ 5 (“soft” contact) 5000 (“hard” contact)
State Active Springs ω1 ω2 ω3 ω1 ω2 ω3
1 No Contact 41.5 260.4 729.1 41.5 260.4 729.1
2 & 4 k2 or k4 94.4 277.4 734.92 182.0 588.4 1223.1
3 & 5 k3 or k5 51.3 268.5 729.0 116.1 728.7 999.0
6 & 7 & 8 & 9
k2 & k3 or k2 & k5
or k4 & k3 or k4 & k5
101.6 284.2 734.9 538.6 909.0 1925.4
Fig. 2.4 depicts the first three normalized mode shapes for different dynamic states for springs’
stiffness equal to k=6.15e5 N/m (k*=5 or “soft”). Since the stiffness of springs are relatively small,
there is not much difference between a mode shape of a contact state and free state. In Fig. 2.5
the first three normalized mode shapes for different dynamic states are shown for k=6.15e8 N/m
(k*=5000 or “hard”). Here, the mode shapes are restricted in deflection at contact points due
to the high stiffness. For example, in states 2 and 4 where the end springs are contacting, the
displacement of the endpoint of the mode shapes are significantly less than the mode shapes at the
same point for state 1, the free state. For example in “hard” contact, the mode shape at x = L
in state 2 is 0.32% and 1.67% of the mode shape at free state for the first and for second modes,
respectively. The same behavior is shown in states 3 and 5 for the midpoint as well as in states 6,
7, 8, and 9 for midpoint and endpoint.
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Figure 2.4. First three normalized mode shapes for k*=5.
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Figure 2.5. First three normalized mode shapes for k*=5000.
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2.3 Temporal Solution
The forced vibration solution of a beam can be determined using the mode superposition
principle. For this, the relative deflection of the beam z(x, t) is assumed as
z(x, t) =
∞∑
i=1
Φi(x)ηi(t) +G(x) (2.25)
where Φi(x) is the ith mass-normalized mode shape for the beam and ηi(t) is the generalized
coordinate in the ith mode. There are four gaps at each of the four springs; to better represent
the deflected shape these gaps are converted to a gap function G(x). This function is equal to
the displacement of the beam at just before the change of condition. In the other words, the
displacement of the beam at each time is equal to sum of the displacement of the beam at the
end of the previous condition (G(x), previous deflected shape) and the displacement of the beam
in the new condition
( ∞∑
i=1
Φi(x)ηi(t)
)
. The prior equation (2.25) can then be rewritten at each
dynamical condition of the beam as
zj(x, t) =
∞∑
i=1
Φji (x)η
j
i (t) +G
j(x) (2.26)
where j−1 is the change counter on the dynamical condition of the beam. Φji (x) is the ith normal
mode shape for the beam after j − 1 changes in condition, ηji (t) is the generalized coordinate in
the ith mode after j − 1 changes in condition. Gj(x) is the displacement of the beam just before
the last change in condition (previous deflected shape) such that
Gj(x) =
∞∑
i=1
Φj−1i (x)η
j−1
i (t
j−1) +Gj−1(x) . (2.27)
For example, consider the beam with only one spring at the bottom end. There will be only two
possible dynamical states for such a system. The first one is free, and the second one is when the
end spring is at contact. Each time the beam contacts the spring (impact) j will increase by one;
each time the beam leaves the spring (rebound). This index is initially equal to one. Now consider
that the beam is initially free, and it is excited. For each impact state, the Gj(x) is equal to the
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displacement of the beam just before the impact at free state (previous condition) and vice versa
for rebound. This system as well as two possible dynamical states and mapping between them are
shown in Table 2.5.
For a beam contacting four springs, the same concept is still true with the difference that there
are nine possible dynamical states as mentioned in Section 2.2.
Table 2.5. Example of mapping in time.
Previous Condition (j-1) State 1
t = Tj−1 Impact
Current Condition (j) State 2
t = Tj Rebound
Next Condition (j+1) State 1
By substituting Equation 2.26 into the equation of motion of the beam subjected to the base
motion, Equation 2.10,
EI
∞∑
i=1
Φi
′′′′(x)ηi(t) + ρA
∞∑
i=1
Φi(x)η¨i(t) + C
∞∑
i=1
Φi(x)η˙i(t) = −ρAy¨(t)− EIG′′′′(x) . (2.28)
Using Equation 2.14
ρAω2i
∞∑
i=1
Φi(x)ηi(t) + ρA
∞∑
i=1
Φi(x)η¨i(t) + C
∞∑
i=1
Φi(x)η˙i(t) = −ρAy¨(t)− EIG′′′′(x) . (2.29)
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Multiplying both sides by Φj(x) and using orthogonality of mode shapes,
ρAω2i ηi(t)
L∫
0
Φ2i (x)dx+ ρAη¨i(t)
L∫
0
Φ2i (x)dx+ Cη˙i(t)
L∫
0
Φ2i (x)dx =
−ρAy¨(t)
L∫
0
Φi(x)dx− EI
L∫
0
Φi(x)G
′′′′(x)dx . (2.30)
Using Equation 2.22 and rearranging,
η¨i(t) +
Ci
ρA
η˙i(t) + ω
2
i ηi(t) = −ρAy¨(t)
L∫
0
Φi(x)dx− EI
L∫
0
Φi(x)G
′′′′(x)dx . (2.31)
Rewriting,
M∗i η¨i(t) + C
∗
i η˙i(t) +K
∗
i ηi(t) = −ρAy¨(t)
L∫
0
Φi(x)dx− EI
L∫
0
Φi(x)G
′′′′(x)dx (2.32)
where M∗i is the modal mass and it is equal to 1 due to normalization, C
∗
i is the modal damping
of Ci/ρA, and K
∗
i is the modal stiffness of ω
2
i . This equation is a second order non-homogeneous
differential equation, and thus two initial conditions are required. The solution contains a ho-
mogeneous part and two particular parts due to the base excitation y(t) and additional deflected
shape G(x). The particular parts are generated by the associated family of solutions, and then the
general solution can be obtained by using two initial conditions. For the base excitation part of
the particular solution, the first part of right hand side of Equation 2.32 with the base’s sinusoidal
equation provides
− ρAy¨(t)
L∫
0
Φi(x)dx+ ρAY ω
2 sin(ωt)
L∫
0
Φi(x)dx , (2.33)
where y¨(t) is second derivative of sinusoidal table motion (acceleration) with amplitude of Y and
frequency of ω. Since the right hand side is a sine function, the solution should be a combination
of sine and cosine, so
ηp1i(t) = P1i sin(ωt) + P2i cos(ωt) .
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P1i and P2i are determined as
 P1iP2i
 =
 K∗i −M∗i ω2 −C∗i ω2
C∗i ω
2 K∗i −M∗i ω2

−1
ρAY ω2
L∫
0
Φi(x)dx
0
 (2.34)
For deflected shape portion of particular solution, the second part of right hand side of Equation
2.32
−EI
L∫
0
Φi(x)G
′′′′(x)dx .
is not a function of time. Thus the second part of particular solution is
ηp2i =
−EI
L∫
0
Φi(x)G
′′′′(x)dx
K∗i
(2.35)
in which the numerator is the equivalent shear force causing the initial condition from the deflected
shape. The displacement is derived by dividing the equivalent force by the stiffness K∗i .
The ith homogeneous solution of Equation 2.32 is
ηhi(t) = e
−ξωit [q1i sin(ωdit) + q2i cos(ωdit)] (2.36)
where q1i and q2i are constants which can be determined using initial conditions. ωdi is ith damped
frequency, and it is calculated as
ωdi = ωi
√
1− ξ2 . (2.37)
The damping ratio ξ for all states is defined as
ξ =
C∗i
2M∗i ωi
. (2.38)
The general solution of Equation 2.32 is the sum of Equations 2.34, 2.35, and 2.36 such that
ηi(t) = ηhi(t) + ηp1i(t) + ηp2i(t) (2.39)
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where q1i and q2i (Equation. 2.36) are unknown.
Two initial conditions are needed to calculate constant coefficients q1i and q2i. The displacement
and velocity do not change during a switch of dynamic state; in the other words, if the contact occurs
at t = T , the displacement and the velocity of the beam are equal just before the impact/rebound
at t = T− and after the impact/rebound at t = T+. For displacement compatibility,
zj−1(x, T−) = zj(x, T+) (2.40)
Substituting Equation 2.26 provides
∞∑
i=1
φj−1i (x)η
j−1
i (T
−) +Gj−1(x) =
∞∑
i=1
φji (x)η
j
i (T
+) +Gj(x) .
Further substituting Equation 2.27 provides
∞∑
i=1
φj−1i (x)η
j−1
i (T
−) +Gj−1(x) =
∞∑
i=1
φji (x)η
j
i (T
+) +
∞∑
i=1
φj−1i (x)η
j−1
i (T
j−1) +Gj−1(x) .
Note that T j−1 is the time which the beam is leaving the state j − 1 and is entering state j. Then
by cancelling the equal terms and rearranging,
∞∑
i=1
φji (x)η
j
i (T
+) = 0 .
Multiplying the both sides by Φjk and using orthogonality,
ηji (T ) = 0 (2.41)
where T is the time of contact or rebound. Substituting in Equation. 2.26 gives the deflected shape
at contact which is equal to deflected shape before contact.
For velocity compatibility,
z˙j−1(x, T−) = z˙j(x, T+) .
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Substituting Equation 2.26 provides
∞∑
i=1
φj−1i (x)η˙
j−1
i (T
−) =
∞∑
i=1
φji (x)η˙
j
i (T
+)
Multiplying the both sides by Φjk and using orthogonality,
η˙ji (T )
L∫
0
Φji (x)Φ
j
i (x)dx = η˙
j−1
i (T )
L∫
0
Φji (x)Φ
j−1
i (x)dx .
Substituting Equation 2.22,
η˙ji (T ) = ρbhη˙
j−1
i (T )
L∫
0
Φji (x)Φ
j−1
i (x)dx .
L∫
0
Φji (x)Φ
j−1
i (x)dx is called the mapping or transformation matrix from state j − 1 to state j. By
substituting these two initial conditions in the general solution
ηi(T ) = ηp1i + ηp2i + e
−ξωit [q1i sin(ωdit) + q2i cos(ωdit)] (2.42)
and its derivative
η˙i(T ) = η˙p1i + η˙p2i + q1i
[
−ξωie−ξωiT sin(ωdT ) + ωde−ξωiT cos(ωdT )
]
+ q2i
[
−ξωie−ξωiT cos(ωdT )− ωde−ξωiT sin(ωdT )
]
, (2.43)
and defining the elements of coefficient matrix [a] as
a11 = e
−ξωiT sin(ωdT )
a12 = e
−ξωiT cos(ωdT )
a21 = −ξωie−ξωiT sin(ωdT ) + ωde−ξωiT cos(ωdT )
a22 = −ξωie−ξωiT cos(ωdT )− ωde−ξωiT sin(ωdT ) ,
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two unknown constants can be determined as
 q1iq2i
 =
 a11 a12
a21 a22

−1
•
 ηi(T )− ηp1i − ηp2iη˙i(T )− η˙p1i − η˙p2i
 . (2.44)
Using the calculated q, the general solution will be
ηi = e
−ξωit [q1i sin(ωdit) + q2i cos(ωdit)]
+ P1i sin(ωt) + P2i cos(ωt)
+
−EI
L∫
0
Φi(x)G
′′′′(x)dx
K∗i
. (2.45)
The first term on the right hand side denotes the transient vibration, and the other two terms
represent the steady state vibration. Once Equation 2.45 is solved for i = 1, 2, ...,∞, the total
solution at each condition can be determined by the summation in Equation 2.26.
Note that due to numerical instabilities or limitations in computational power, determining
mode shapes up to infinity is impossible. In this study the mode shapes are determined up to
N modes where N represents the minimum number of modes to which the solution converges.
Convergence occurs when the relative error between solution for N modes and solution for N-1
modes is less than a prescribed tolerance. The convergence of this solution for the base case will
be discussed in detail in the next chapter.
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Chapter 3
Comparative Response
This chapter details model results for a specific parameter set. These results are presented for
the purposes of understanding the complex response but moreover as a basis of comparison for the
parameter studies of Chapter 4. Modal convergence is also addressed to ensure study fidelity.
3.1 Basis
This study analyzes a cantilever beam with four contact springs (Fig. 2.3) experiencing base
excitation. At every point in time and space, the relative displacement of the beam is prescribed
by
zj(x, t) =
∞∑
i=1
Φji (x)η
j
i (t) +G
j(x) (2.26)
where Φji (x) is calculated from Equation 2.16 and normalized in respect to mass (Equation 2.23).
The generalized time coordinate ηi(t) is calculated from Equation 2.45. To determine the condition
of the system at each time, four points are each tested for contact condition. That is, the beam’s
displacement is tested whether it has moved through the associated gap to touch the spring. As
shown in Fig. 3.1, the four points (P2, P3, P4, P5) have associated four springs (k2, k3, k4, k5)
and associated gaps (G2, G3, G4, G5) with respect to the beam. As does Point P4 to k4, Point P5
represents the displacement at the top of the beam that coordinates with upward motion through
G5 to touch k5. As does Point P2 to k2, Point P3 represents the displacement at the bottom of
the beam that coordinates with motion downward through G3 to touch k3. The following criteria
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are used at the four points (i = 2 to 5) of contact:

|z(Pi, t)| > |Gi| in contact
z(Pi, t) = Gi impact/rebound
|z(Pi, t)| < |Gi| free
(3.1)
Note that all springs move with the base, so the relative gap is constant over time.
Figure 3.1. Contact points and gap.
A root-finding algorithm using adaptive time stepping and the bisection method is used to
solve time of contact at any of the four possible points. For each time step, this is accomplished
by applying Equation 3.1 for each gap (G2, G3, G4, G5) using the displacements at P2, P3, P4,
and P5.
Basis parameters were selected to generate a flexible cantilever with equal contact locations.
These parameters were employed in the model to create a “base case.” A prismatic steel beam
with length of 2.5 m and cross section of 300× 50 mm is assumed. Both intermediate springs (k3
and k5) are located at the middle of the beam such that a =
L/2. The gaps are all set equal to 1
mm. The non-dimensional stiffnesses for all springs are equal to 1200 using the full beam length
to calculate k*. For finding the natural frequencies, a bisection algorithm with maximum machine
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Table 3.1. Numerical parameters of base case.
Parameter Value Parameter Value
Length, L (m) 2.5 Modulus of elasticity, E (N/m2) 2.05e+11
Height, h (mm) 50 All gaps (mm) 1
Breadth, b (mm) 300 Damping ratio, ζ 0.08
Intermediate spring position, a(m) 1.25 Non-dimensional stiffness, k* 1200
Density, ρ (kg/m3) 7890 Excitation amplitude, A (m) 0.06
precision (epsilon = 2.22e-16) was used on intervals of 7.38e-15 rad/s. Also, for finding the time
of contact, the same bisection algorithm on intervals of 2.2e-11 s. The sinusoidal base excitation
was set to a maximum amplitude of 0.06 m, and the applied frequency ω was varied. These base
case parameters are summarized in Table 3.1.
An example of the resulting time history for excitation frequency of 650 rad/s is presented and
discussed herein. Eight mode shapes for free case and five mode shapes for contact cases have been
used: convergence will be addressed in Section 3.2. Using Equation 2.25 the relative displacement
of points P2, P3, P4 and P5 due to sinusoidal base excitations at different frequencies are calculated
from initial conditions through the transient to steady state.
Starting from rest, the time histories for response at points P2 (bottom end) and P4 (top end)
are shown in Fig. 3.2. The relative gaps at each contact points (G2 and G4) are shown. Note that
the relative displacement in the graphs starts from the initial vertical rest position of (-h/2) and
(+h/2) with zero slope. At first the response is transient, but due to damping the response reaches
steady state after 0.5 seconds.
To investigate transient motion with respect to beam length, the relative displacement of bot-
tom points P2 and P3 for the first 0.05 seconds of motion are shown in Fig. 3.3(a) and 3.3(b),
respectively. The displacement of the table is also presented in Fig. 3.3(c). The maximum magni-
tude of relative displacement of points P2 (×) and P3 (◦) at transient are 0.0399 m and 0.0830 m,
respectively. Thus, the maximum relative displacement of point P3 at transient is 108.0% higher
than point P2. Shown in Fig. 3.4, the steady state response for the both points P2 and P3 reveal
interesting insights. The maximum magnitude of relative displacement of points P2 and P3 at
steady state are 0.0319 m and 0.0635 m, respectively. Thus, the maximum relative displacement
of point P3 at steady state is greater than point P2 (same as in transient) by 99.05%. Comparing
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Figure 3.2. Relative displacement of top and bottom points (P4 and P2) at the beam’s end
for 650 rad/s with gap ( · · · and — — ), respectively.
these displacement shows that point P2 at the beam’s end is more constrained. This is supported
by comparing the natural frequencies of states 2 and state 3 from Table 2.4: in both cases of
“hard” and “soft” contact, the natural frequencies of state 3 (intermediate spring in contact) are
lower than the natural frequencies of state 2 (end spring in contact). Thus, the intermediate point
moves more readily than the end in this test configuration. The maximum distance between the
beam and the spring while moving in the gap for points P2 and P3 are 0.0163 m and 0.0567 m,
respectively. The maximum deflection of springs k2 and k3 are 0.0139 m and 0.0570 m, respectively.
The difference between these displacements shows that at the end point the deflection of bottom
spring is more than the top spring and at the intermediate point the deflection of top spring is
more than the deflection of bottom spring.
The response of the system is then calculated for a range of base excitation frequencies ω. To
quantify the response effects directly, comparing time histories is inefficient due to the wide variety
of transient and steady state responses. An indicator is needed to show the effect of varying
system response for different excitation frequencies. In this work, impulse is used as the indicating
function: impulse is the change in the momentum of the system and indicates dynamic load applied
on the system. This is an advantageous indicator because it combines both response amplitude
and contact time into one parameter that physically represent s shock load. Impulse for each cycle
is defined herein as the area of relative deflection between impact and rebound multiplied by the
respective spring stiffness: thus, traditional force multiplied by time units are reached. These areas
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(a)
(b)
(c)
Figure 3.3. Time histories of relative displacement for bottom points (a) P2 at x = L ( )
and (b) P3 at x = L/2 ( .. ..) for (c) table displacement at 650 rad/s ( ).
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Figure 3.4. Steady state relative response of bottom points at end ( ) and middle ( ..
..) for table displacement at excitation frequency of 650 rad/s ( ).
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Figure 3.5. Areas for points P2 and P4 used to calculate impulse.
for points P2 and P4 for one cycle are shown as A1 and A2, respectively, in Fig. 3.5. The associated
impulses are calculated by multiplying A1 and A2 by k2 and k4, respectively. If the areas for the
second and third cycles are the same within a tolerance of 1e-9 m · s, then steady state response is
reached. This test is used throughout this work for period-1 responses.
For each excitation frequency, the relative displacement is run through steady state, and then
corresponding impulses for points P2 and P4 are calculated. Before discussing the impulse versus
excitation frequency for the base case, response convergence needs to be addressed.
3.2 Convergence
The beam response for different points of interest has been discussed, but these can significantly
vary based upon the number of mode shapes used in the model. Finding infinite numbers of
natural frequencies and corresponding mode shapes for a system is impossible due to computational
limitations and numerical instabilities. The minimum number of mode shapes to which the solution
converge should be determined; increasing beyond this will increase the computational time and
required hardware with diminishing returns. Eight mode shapes for free condition and five mode
shapes for other conditions was used in the previous section to calculate the response. In this
section it will be shown that these numbers of mode shapes are sufficient for convergence to occur.
Convergence to N occurs when the difference between response for N-1 mode shapes and the
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response for N mode shapes is less than a specified tolerance. First, the convergence for number
of mode shapes of free condition were examined. The responses with 2, 4, 5, 6, 7, 8, 9 and
10 mode shapes for the free condition with 5 mode shapes for other conditions were calculated.
The maximum relative steady state displacements for bottom end point (P2) and corresponding
impulse with incremental absolute error (between two consecutive numbers of mode shapes) are
shown in Table 3.2. In general the number of free modes does not significantly affect the response.
The incremental error shows and overall decreasing trend on displacement but more sensitivity on
impulse. Regarding displacement, modes 9 and 10 converge to -0.0180263 m; selecting a tolerance
of 8e-6 m excludes N = 2, 4, or 5. Regarding impulse, the result is less clear because the times
of contact can vary slightly which can greatly change the integral area. Modes 8, 9 and 10 have
reached a fairly constant value with a tolerance of 2 N · s. Thus, the minimum number satisfying
both displacement and impulse convergence is eight modes for the free state.
Table 3.2. Free state convergence on relative displacement and impulse for bottom beam
point P2.
Number of
mode shapes
Maximum
Displacement (m)
Incremental
Error (m)
Impulse
(N · s)
Incremental
Error (N · s)
2 -0.0180195 0.00154e-4 -2.569e3 0.08
4 -0.0180194 0.07453e-4 -2.569e3 2.09
5 -0.0180119 0.11135e-4 -2.571e3 0.15
6 -0.0180231 0.01601e-4 -2.571e3 6.83
7 -0.0180247 0.01664-4 -2.578e3 3.15
8 -0.0180190 0.00014e-4 -2.575e3 1.42
9 -0.0180263 0.00006e-4 -2.576e3 0.27
10 -0.0180263 - -2.577e3 -
Second, to determine the required number of in-contact mode shapes, the responses of the
system with eight free mode shapes and different numbers of in-contact mode shapes are calculated.
The steady state relative responses for 1, 3, 5 and 7 in-contact mode shapes at bottom end point
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(a)
(b)
(c)
(d)
Figure 3.6. Point P2 steady state relative displacement for included contact mode numbers
of (a) 1, (b) 3, (c) 5 and (d) 7. Gap is denoted by (...).
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(P2) are shown in Fig. 3.6. For the cases with one and three mode shapes, the compatibility
before and after contact/rebound is not represented correctly as abrupt changes in velocity and
displacement are observed. By adding more mode shapes, smoothness in velocity and displacement
at contact/rebound is improved for five and seven mode shapes. Note that point P3 also has
similar behavior; in the relative response of point P2, a bump can be seen at the times which
point P3 contacts/rebounds. By increasing the number of in-contact mode shapes to five, more
accurate mapping within different states of the system can be obtained and this abrupt change of
displacement vanishes. To study the effect of in-contact mode shape number, Table 3.3 presents the
maximum relative displacement of points P2 and P3 at steady state and the impulse at point P2.
In addition, the incremental relative errors of displacements and impulses between two consecutive
mode shape sets are provided in Table 3.3.
Table 3.3. Contact state convergence on relative displacement and impulse for bottom beam
points P2 and P3.
Number of
mode shapes
Maximum displacement
of point P3 (m)
Incremental
error (%)
Maximum displacement
of point P2 (m)
Incremental
Error (%)
Impulse at P2
(N · s)
Incremental
error (%)
1 -0.0189465 166.32 -0.02001 16.91 -1.649e3 97.86
3 0.0125661 1.34 -0.01662 0.00 -3.264e3 2.63
4 0.0127351 6.66 -0.01664 8.29 -3.178e3 18.97
5 0.0135840 0.52 -0.01802 0.05 -2.575e3 0.77
6 0.0136548 0.51 -0.01801 1.56 -2.595e3 5.32
7 0.0135839 0.44 -0.01829 0.63 -2.457e3 0.77
8 0.0135233 - -0.01817 - -2.438e3 -
The reported relative errors and displacements show that the number of in-contact mode shapes
have more significant effects on beam response than free mode shapes. Though it does not ap-
preciably change the response, using odd numbers of in-contact modes considerably reduces the
relative error in impulse. For example, increasing number of in-contact mode shapes from three
to four reduces impulse error only by 2.63%, but increasing N from four to five reduces that error
by 18.97%. The same trend is also true for five and seven mode shapes. Selecting the tolerance
of 2e-4 m for displacement, increasing the number of in-contact mode shapes more than five mode
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Figure 3.7. Relative response at point P2 and gap (....) for excitation frequency of 184 rad/s.
shapes does not change the response more than that tolerance. The absolute error of maximum
displacement at points P3 and P2 for five and eight in-contact mode shapes are 6.06e-5 m and
1.55e-4 m, respectively. Selecting the tolerance of 1.5e2 N · s for impulse also excludes N = 1, 3, or
4. The absolute error of impulse between N = 5 and N = 8 is 1.37e2 N · s. Note that the absolute
error in impulse may seems large because k2 is quite large. Since the response for five in-contact
mode shapes is smooth at impact and rebound for both P2 and P3 and the errors are less than
the tolerance, five in-contact mode shapes will be used in the further studies herein.
3.3 Impulse versus Frequency
The necessity of using impulse as a metric of frequency response for different parameters and
varying frequencies was discussed in Section 3.1. To study the base case, the relative system
responses and the impulse of bottom and top end points (P2 and P4, respectively) were calculated
for varying excitation frequencies.
For excitation frequencies lower than 230 rad/s two cases were observed. For lower excitation
frequencies, the end point at steady state does not contact the spring, as shown in Fig. 3.7 for 184
rad/s. For slightly higher excitation frequencies, sticking motion was observed as shown in Fig.
3.8 for 210 rad/s. During this motion, the beam’s vibration is such that little or no contact force
is induced: and the impact/rebound times and velocities are alike, the time between consecutive
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Figure 3.8. Relative response at point P2 and gap (....) for excitation frequency of 210 rad/s.
impacts decreases. The case of sticking motion was also observed and discussed in [25] and [26].
Both cases of sticking motion and non-contact are not dynamically matter of concern in this work:
in the non-contact case, there is no damage to the structure, and for sticking motion the impulse
is too low to cause any damage. As a result, the lower limit of excitation frequency is chosen as
230 rad/s for further parametric studies. The upper limit on excitation frequency will be chosen
after studying the base case’s frequency response.
To better understand the response of the system, the phase lag between the steady state
response of the system and the base excitation will be defined. In Fig. 3.9 the time lag between
the peak of the steady state relative response at point P2 and excitation peak for excitation
frequency of 650 rad/s is shown as Time Lag, or T. The phase lag (∆φ) is obtained by
∆φ = Tω ,
where ω is the frequency of excitation.
The impulse and phase lag versus frequency for excitation frequency range of 230 rad/s to 5000
rad/s are shown in Fig. 3.10 and Fig. 3.11, respectively. The first system response peak occurs at
515 rad/s, which is just 3 rad/s lower than the first natural frequency of dynamical states in which
both springs are in contact (states 6, 7, 8 and 9). The second peak happens at 824 rad/s, and it is
just 10 rad/s higher than the second natural frequency of the states with both springs in contact.
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Figure 3.9. Time lag between relative response of point P2 ( ) and table ( ) for
excitation frequency of 650 rad/s, gap is denoted by (....).
The third peak occurs at 2950 rad/s, and it is 20 rad/s lower than the sixth natural frequency of
the states with both springs in contact. These peak responses show that the system response is
controlled by contact frequency and the slight differences are caused by free modes. The first peak
is pulled to a 0.58% lower frequency by the second natural frequency of state 1 (free). The second
peak is pulled slightly higher (1.23%) due to third natural frequency of state 1. The third peak is
pulled to a 0.67% lower frequency by the fifth mode of state 1. The ratio of impulse at the second
peak to the first peak is 0.5 and between the third peak and second peak is 1.5.
In Fig. 3.10 there are five regions of interest which show abrupt changes of impulse. Fig.
3.11 also reveals that sudden changes of phase lag most often occur at the frequencies of impulse
discontinuity. In all but region three, the impulses at top and bottom do not remain symmetric.
For frequency ranges of 230 rad/s to 290 rad/s and 1320 rad/s to 1399 rad/s, near zero velocity
impacts (grazing impact) occur which can be observed as near zero impulses in Fig. 3.10. Grazing
impact is shown in time history of response of bottom end point (point P2) for excitation frequency
of 290 rad/s in Fig. 3.12. Ervin and Wickert [18], observed and studied the grazing impact in
repetitive impact of a beam structure. Each region will now be discussed in detail.
In region one of Fig. 3.13, the impulse responses at point P4 (top end) for the range of 382
rad/s to 406 rad/s are considered. This region is before the first system response peak at 515 rad/s,
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Figure 3.10. Impulse versus frequency for the base case with significant natural frequencies
shown. Bottom and top traces are for P2 (red) and P4 (blue), respectively.
Figure 3.11. Phase lag versus excitation frequency.
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Figure 3.12. Grazing impact shown on relative response of point P2 ( ) for excitation
frequency of 290 rad/s. Gap is denoted by (....).
and the response is in phase with the table excitation. At excitation frequencies between 388.5
rad/s and 403.1 rad/s, an alternate response path is revealed. In this region the response of the
system is mostly dominated by the first mode shapes of states 6 and 9. The ratios of frequency of
388.5 rad/s (the onset of the instability) to the first, second and third natural frequencies of state
6 (both springs in contact) are 0.748, 0.477 and 0.253, respectively; these ratios for frequency of
403.1 rad/s (the end of instability) are 0.777, 0.495 and 0.263. Thus, the modal dominance is most
likely a subharmonic relationship. The dominant mode has similar displacement of middle and end
points; the beam’s displacement is similar in that no cross contact (one bottom spring and one top
spring simultaneously in contact) occurs. As an example, the beam’s steady state response to the
first and second mode shapes of state 6 at excitation frequency of 388.4 rad/s are shown in Fig.
3.14(a) and Fig. 3.14(b), respectively. The absolute beam’s response at t = 1.343 s is virtually
the first mode shape, and it is near the second mode shape at t = 1.319 s. The difference in Fig.
3.14(b) is mainly due to participation of the third mode shape of state 6. In short the beam’s
response in region 1 is transforming from mode 1 (state 6 and 9) to the combination of mode 2
and mode 3 (state 6 and 9), and vice versa.
In order to explain the sudden jump in impulse response, the steady state relative response of
the end points of the beam (P2 and P4) for two excitation frequencies are shown in Fig. 3.15. At
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Figure 3.13. Region one from Fig. 3.10.
(a) (b)
Figure 3.14. Deflected shape ( ) versus mode shape ( ) for ω = 388.4 rad/s at (a) t
= 1.343 s with 1st mode of state 6 and (b) t = 1.319 s and 2nd mode of state 6.
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388.4 rad/s and 388.5 rad/s, the excitation frequencies of Fig. 3.15(a) and Fig. 3.15(b) represent
the lower and upper edges of an abrupt jump in impulse. The contact time for point P2 at
excitation frequencies of 338.4 rad/s and 388.5 rad/s are 0.0074 s and 0.0076 s, respectively. At
388.4 rad/s the dynamical state of the beam change from state 6 (both bottom spring at contact)
to state 3 (middle bottom spring at contact), but at 388.5 rad/s the beam changes state from 6 to
2 (end bottom spring at contact) and then to free state. In other words, at 388.5 rad/s, not only
does point P2 stay in contact with spring k2 longer but also, has higher maximum displacement in
contact. For the top point (P4), the situation is reversed. The contact time for frequencies of 388.4
rad/s and 388.5 rad/s are 0.0075 s and 0.0074 s, respectively. At 388.4 rad/s the beam moves from
state 9 (both top springs at contact) to state 4 (end top spring at contact) and then free state;
however, at 388.5 rad/s the order is from state 9 to state 5 (middle top spring at contact). Also
the maximum displacement of point P4 (at contact) is lower.
Region 2 for frequencies from 890 rad/s to 1010 rad/s is shown in Fig. 3.16. This region occurs
after the second impulse peak of 824 rad/s when the relative response is out of phase with the table
excitation. In the mentioned range, one full cycle of steady state response contains all of possible
contact states. In other words, at least one spring is in contact with the beam for all time. The
dynamical states of the beam in one full cycle are presented in order of occurrence in Table 3.4.
The percentage of the time of each state is reported with respect to the period for ω = 900.1 rad/s.
For 95% of the cycle, the beam is in states 6 or 9, which means that both springs on same side are
in contact with the beam for 95% of one table cycle. Note that the response period is the same
as table period. This shows the dominance of mode shapes of states with both springs in contact,
although the frequencies in this range are not harmonics of any natural frequencies of these states.
The frequency of 900.1 rad/s (the start of abrupt changes in impulse) is 1.55 and 0.49 times the
second natural frequency of states 2 (end spring in contact) and third natural frequency of state 3
(middle spring in contact), respectively. The third mode shape of state 3 is similar to second mode
shape of state 6 except that the end point is restricted in state 6. These modes are compared to
the beam’s deflected shape at t = 1.629 s in Fig. 3.17(a). Also note the dominance of the second
mode shape of state 2 (bottom end touching) at t = 1.633 s as shown in Fig. 3.17(b).
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(a)
(b)
Figure 3.15. Relative response for excitation frequencies of 388.4 rad/s ( ) and 388.5 rad/s
( ) at points (a) P2 and (b) P4; gap is shown by (. . . ). Start of each state are indicated
by 3 state 1, ◦ state 2, × state 3, + state 4, 2 state 5, 4 state 6,  state 9.
Table 3.4. Dynamic states of beam in order of occurrence in one full cycle for excitation
frequency of 900.1 rad/s.
State Spring(s) in contact time/period (%)
6 both bottom 47.76
2 bottom end 0.23
7 bottom end and top middle 0.51
5 top middle 1.51
9 both top 47.81
4 top end 0.23
8 top end and bottom middle 0.44
3 bottom middle 1.51
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Figure 3.16. Region two from Fig. 3.10.
(a) (b)
Figure 3.17. Deflected shape ( ) for excitation frequency of 900.1 rad/s at (a) t = 1.629 s
with second mode shape of state 6 ( ) and third mode shape of state 3 (-. -.) and (b) t
= 1.633 s with second mode shape of state 2 ( ).
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Figure 3.18. Region three from Fig. 3.10.
The frequency range of 1375 rad/s to 1405 rad/s shown in Fig. 3.18 is important because in
this region impulses at point P4 reach their nonzero minimum of 269.02 N · s at 1380 rad/s. Also,
the maximum impulse of 273.29 N · s (negative) for point P2 occurs at the same frequency. Thus,
the impulses for points P2 and P4 form a “bottleneck” in the impulse diagram. Moreover, grazing
impacts occur for some of excitation frequencies in this region. At frequencies between 1398 rad/s
and 1399 rad/s, the response does not reach steady state even after 2,500 impacts and rebounds;
for these frequencies impulses are shown for 1,000 cycles. Although the response is not steady, they
are bounded to a limit; for example, at 1399 rad/s, the impulse does not exceed 456.88 N · s. The
response of the system is out of phase relative to table excitation. The general trend of the phase
lag is decreasing in this region except for frequencies between 1397 rad/s and 1399 rad/s. For any
frequency between 1395 rad/s and 1396 rad/s, the phase lag is equal to pi (perfectly out of phase),
and a sudden change of impulse also occurs between these two frequencies. Grazing impacts are
visible for frequencies in this region.
Region four in frequency range of 1900 rad/s to 2350 rad/s is shown in Fig. 3.19 and is near
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Figure 3.19. Region four from Fig. 3.10.
fourth natural frequency of states with both springs in contact (2085 rad/s). Despite the fact
that there is impulse peak near to natural frequencies of states with both springs in contact, this
region shows only a local peak at 2144 rad/s. Also, a local minimum at 2064.6 rad/s occurs, and
these two local minimum and maximum form a frequency pair. In general for frequencies greater
than 1700 rad/s, the response of the system is increasing toward out of phase motion, except for
frequencies between 2040 rad/s and 2064.6 rad/s and between 2144 rad/s and 2350 rad/s where
phase lag decreases.
At excitation frequencies of 2160 rad/s and 2161 rad/s, the response of the system is uniquely
aperiodic. At these frequencies, the response does not reach steady state even after 4,000 impacts
and rebounds. For the frequency of 2060 rad/s, the deflection of spring k4 increases after each
impact while the deflection of spring k2 decreases. As a result, the impulse for point P2 decreases,
and it will reach zero because point P2 does not impact the spring k2 after a certain time. Mean-
while the impulse for point P4 increases. At the frequency of 2061 rad/s, the deflection of spring k2
increases after each impact; as a result the impulse for point P2 starts from a low magnitude and
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increases after each impact. Meanwhile, the impulse for point P4 decreases to zero. In this region
the fourth mode shape of the states with both springs in contact are dominant. For example Fig.
3.20 the peak of 2144 rad/s (1.02 times the fourth natural frequency of state 6) at t = 0.731 s is
similar to the deflected shape of the fourth mode. At least one spring is in contact for all time,
and states with two springs in contact take 97% time of one full cycle.
Region five occurs between excitation frequencies of 2900 rad/s and 2990 rad/s and is shown in
Fig. 3.21. In this region, a third peak occurs at 2950 rad/s. The fifth natural frequency of states
with both springs in contact (2970.6 rad/s) is in this region, and a local minimum impulse occurs
at that natural frequency. This local minimum and the third peak form a frequency pair. Also, an
abrupt change of impulse occurs between 2954 rad/s and 2955 rad/s. The absolute value of phase
lag in this region increases (toward out of phase) smoothly, but abrupt changes of phase lag do not
occur at frequencies where sudden impulse changes happen (between 2954 rad/s and 2955 rad/s).
Figure 3.20. Deflected shape ( ) for excitation frequency of 2144 rad/s at t = 0.731 s and
fourth mode shape of state 6 ( ).
59
Figure 3.21. Region five from Fig. 3.10.
In summary, the system response for the base case is most affected by mode shapes of states
with two springs in contact. For major portion of a full cycle, the beam was in states 6, 7, 8 and 9.
For most excitation frequencies, the beam is in states 6 or 9 (both springs at same side in contact)
more than other states. For frequencies between 1430 rad/s and 2500 rad/s, states 7 and 8 (cross
contacting) occupy most of the cycle time.
At excitation frequencies lower than 1000 rad/s, the two impulse peaks and two regions of
instabilities occur. For frequencies between 1000 rad/s and 3000 rad/s, the impulse is lower than
first impulse peak and thus less influential. At excitation frequencies greater than 3000 rad/s (after
region five), the beam’s motion causes decrease in time of contact; as a result, a decreasing trend
in impulse occurs. Also, the phase lag increases toward out of phase motion. At higher frequencies
the response is just repeating the excitation with pi radian phase lag. The small contact times and
table repetition make these frequencies dynamically insignificant. Considering these factors, the
upper limit of 1000 rad/s is selected for the parametric studies of the next chapter.
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Chapter 4
Parameter Study
4.1 Introduction
This chapter investigates the effects of six influential parameters. Important factors include
damping ratio (ξ), contact stiffness (k), position of intermediate springs (a), gaps (G), excitation
amplitude (A) and beam height (h) on the system response. To study each parameter individually,
all others from Table 3.1 remain constant while the desired parameter is varied. Two different
values for each parameter are assigned, and the resulting responses are compared with the base
case discussed in Chapter 3. Thus, impulses for three “low,” “medium,” and “high” values of each
parameter are compared.
4.2 Damping Ratio
Damping changes the response of the system significantly. The temporal solution of the beam
is prescribed by
ηi = e
−ξωit [q1i sin(ωdit) + q2i cos(ωdit)]
+ P1i sin(ωt) + P2i cos(ωt)
+
−EI
L∫
0
Φi(x)G
′′′′(x)dx
K∗i
, (2.45)
where the first part is the homogeneous solution and the other two parts are particular solutions.
The homogeneous solution decreases exponentially with any increase of damping ratio. Hence,
by increasing damping ratio, the transient response vanishes more rapidly. Also, the response
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amplitude is affected by damping ratio. The amplification factor (AF) for a single degree of
freedom system is calculated as
AF =
1√(
1− ω2
ω2n
)2
+
(
2ξ ωωn
)2 , (4.1)
where ω is the excitation frequency, ωn is the system’s natural frequency, and ξ is its damping ratio.
In short, this term is a ratio of the dynamic response divided a static response. By increasing the
damping ratio, the amplification factor decreases and thus the response amplitude, or maximum
displacement, decreases. This is generally true for the system studied herein; however, due to
system nonlinearities, highly damped amplitudes can be greater than others for unstable regions.
This is especially true between frequencies of 600 rad/s and 740 rad/s, which contains the local
minimum between resonant peaks.
The system response for a damping ratio of 8% was presented as a base case in Chapter 3.
Generally, a damping ratio of 8% is considered high for most civil structures. The damping ratio
in buildings and bridges (key civil structures) is usually below 4% [47–49]. Herein, system response
for two values of 2% (denoted case 1) and 4% (denoted case 2) will be shown and the responses
will be compared with respect to the base case. Note that decreasing the damping ratio increases
the computational time since the time to reach steady state response increases.
The relative displacement of point P2 at an excitation frequency of 650 rad/s is shown in Fig.
4.1 for the three cases of 8%, 4% and 2% damping. The responses are provided up to 0.4 s, and the
table displacement is shown for reference. For each case of damping ratio of 8%, 4% and 2%, the
response reaches steady state after 0.51 s, 0.67 s and 1.11 s, respectively. The maximum distance
between the beam and the spring while moving in the gap for point P2 is 0.0163 m, 0.0176 m
and 0.0182 m, respectively. This distance at steady state is 0.0079 m, 0.0065 m and 0.0058 m,
respectively. For this specific excitation frequency, decreasing damping increases the maximum
transient response but decreases the maximum steady state response. The bottom end spring is
less compressed at steady state for lower damping: 0.0059 m for 8%, 0.0045 m for 4%, and 0.0038
m for 2%. In other words, the maximum instantaneous force induced by end bottom spring (k2)
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is 883.8 kN, 672.9 kN and 562.6 kN, respectively. Note that the excitation frequency of 650 rad/s
is unique local minimum area.
For 8%, 4% and 2% damping, Fig. 4.2 shows the impulse response of point P4 versus frequency
for excitation frequencies of 230 rad/s to 1000 rad/s. Note that for 2% damping either sticking
motion or no contact occurs at frequencies less than 360 rad/s. Although damping does not change
the natural frequencies of the system, the peaks of the system response are slightly shifted. For
the damping ratio of 4%, the first and second system response peaks occurs at 518 rad/s and 817
rad/s, respectively. The first peak is 0.76 rad/s lower than the first natural frequency of dynamical
states with both springs in contact (states 6, 7, 8 and 9) and the second peak is 3.14 rad/s higher
than the second natural frequency of dynamical states in which both springs are in contact. For
the damping ratio of 2%, the first system response peak is 0.24 rad/s higher and the second peak is
0.86 rad/s higher in comparison to first and second natural frequencies (of states with both springs
in contact), respectively. In short, decreasing damping slightly increases the frequency of the first
system resonance (peaks shifts to the right 0.58% and 0.19%) and slightly decreases the frequency
of the second system resonance (peaks shift to the left 0.85% and 0.24%).
The influence on system resonance peak amplitude is pronounced. Decreasing the damping
ratio increases the amplitude of both peaks. The ratio between the impulses at first peak for 8%
and 4% damping ratio is equal to 0.5. The same is true between 4% and 2%; additionally, the ratio
of second peak value to the first remains 0.5 for all damping ratios.
The peaks also widen with increasing damping ratio. At the first peak, the bandwidth at
MaximumImpulse/
√
(2) is 20 rad/s, 41 rad/s and 80 rad/s for 2%, 4% and 8% damping, respec-
tively. The half power bandwidth method reiterated the damping values within 0.02%.
The first unstable range for all damping values is shown in Fig. 4.3. This unstable region
initiates at excitation frequencies of 388.4 rad/s, 386 rad/s and 384 rad/s for 8%, 4% and 2%
damping, respectively. This region then terminates at 403.1 rad/s, 440 rad/s and 469 rad/s,
respectively. The maximum change in impulse in region one for 8%, 4% and 2% damping is 2037.5
N · s, 750.5 N · s and 447.7 N · s. Hence, decreasing damping, increases the change of impulse in
unstable regions and the same trend is true for region three. For 8%, 4%, and 2% damping, the
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(a)
(b)
(c)
(d)
Figure 4.1. Relative response at point P2 for damping ratio of (a) 8%, (b) 4% and (c) 2%. (d)
Table displacement ( ) at excitation frequency of 650 rad/s. Gap is denoted by (. . . ).
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Figure 4.2. Impulses at point P4 versus frequency for damping ratio of 2% ( and ∗),
4%( · · and ◦) and 8% ( and ×).
65
Figure 4.3. Region one from Fig. 4.2 for damping ratios of 2% ( and ∗), 4%(1pt ·
· and ◦) and 8% ( and ×).
third unstable range starts at excitation frequency of 900.1 rad/s, 884 rad/s and 880 rad/s, and
also ends at 998 rad/s, 990 rad/s and 1000 rad/s, respectively.
Hence, decreasing damping from 8% to 2% increased the length of region one by 82% and region
three by 18%. Moreover, decreasing damping increased the number of abrupt impulse changes in
both regions. For example, in region one the number of abrupt changes for damping ratio of 2%,
4% and 8% is 22, 10 and 4, respectively. For all damping ratios, two distinct paths of potential
motion are distinguishable in this region, and the impulses stabilized at one between these two
paths.
The frequency range of 590 rad/s to 780 rad/s shown in Fig. 4.4 is important because impulse
increases with increasing damping: impulse traces cross each other. For 2% damping, grazing
impact and sticking motion both occur between the frequencies of 680 rad/s and 710 rad/s. Also,
non-zero minimum impulses occur at this region. In other words, the impulses between case 1 and
case 2, case 1 and base case, case 2 and base case are equal to each other at 598 rad/s, 603 rad/s
and 604 rad/s, respectively. The same happens again at frequencies of 751 rad/s, 747 rad/s and
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746 rad/s, respectively. At these specific frequencies, not only are the impulses equal to each other,
but also the time histories are extremely similar. For example, the steady state relative responses
of point P4 for excitation frequency of 604 rad/s for base case (8%) and case 2 (4%) are shown in
Fig. 4.5. The maximum relative displacement for each case is equal to 0.0362 m and the time of
in contact for damping ratio of 8% and 4% is 0.004995 s and 0.004976 s, respectively. Although
the maximum amplitude and time of in contact are close for both cases, but the states switch at
different times.
In the region of Fig. 4.4, the beam is in dynamical states with two springs in contact for a
majority of cycle time; however, the contribution of states in a cycle changes at crossing points of
impulse. For 8% damping states 6 and 9 have the highest contribution in one cycle at frequencies
lower than 600 rad/s. But states 7 and 8 take a majority of cycle time at at frequencies higher
than 600 rad/s. Note that the impulses for all cases cross each other at frequencies near 600 rad/s.
However, this switch for both cases of damping ratio of 2% and 4% occurs between states 2, 4 and
states 3, 5 while states 7 and 8 have the highest contribution between 580 rad/s and 680 rad/s.
That is, the beam is in states 2 and 4 for 4.92% and states 3 and 5 for 4.085% of one cycle at an
excitation frequency of 594 rad/s, but these numbers change to 5.3% for states 3 and 5 and 4.08%
for states 2 and 4 at 600 rad/s. This region also exhibits another switch between the contribution
of states 7, 8 and states 6, 9 occurs at the frequency of minimum impulse. For example, for 4%
damping at 680 rad/s, states 7 and 8 takes 45.96% of a cycle and states 6 and 9 take 35.84%.
These numbers for frequency of 701 rad/s are 26.14% and 61.78%, respectively.
Lastly, for all damping values and excitation frequencies in Fig. 4.4, the time that the beam
is in similar two-spring contact states (states 6 and 9 or states 7 and 8) is equal with tolerance
of 1%. For instance, for 2% damping ratio and an excitation frequency of 624 rad/s, the beam is
in states 7 and 8 for 41.27% and 41.24% of a cycle, respectively. Similarly, these percentages for
states 6 and 9 are 4.12% and 4.18%, respectively. However, this is not true for 2% damping at
excitation frequencies such as 680 rad/s where the minimum occurs, or at 770 rad/s and 780 rad/s
where the impulse trace for 2% damping is tangent to that of 4% damping. At these frequencies,
the contribution of similar states are not the same. For example, at excitation frequency of 680
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Figure 4.4. Region two from Fig. 4.2 for damping ratios of 2% ( and ∗), 4%( · · )
and 8% ( ).
rad/s, the beam is in states 7 and 8 for 33.34% and 28.02% of a cycle, respectively.
4.3 Spring Stiffness
Changing the spring stiffness varies the deflection of the spring: the higher the stiffness, the
shorter the contact. Both spatial and temporal solutions are dependent upon spring stiffness.
Regarding the spatial solution, the contact stiffness changes the natural frequencies and the mode
shapes. Increasing the spring stiffness increases natural frequencies and further constrains the
motion. The effect of spring stiffness on temporal solution is more complex. Recalling Equation
2.45, the coefficients of first particular solution (P1i and P2i) are calculated as
 P1iP2i
 =
 K∗i −M∗i ω2 −C∗i ω2
C∗i ω
2 K∗i −M∗i ω2

−1
ρAY ω2
L∫
0
Φi(x)dx
0
 . (2.34)
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Figure 4.5. Relative response at excitation frequency of 604 rad/s for damping ratio of 8%
( ) and 4% ( ) at point P4; gap is shown by (. . . ). Start of each state are indicated
by 3 state 1, ◦ state 2, × state 3, + state 4, 2 state 5, 4 state 6,  state 9.
Increasing spring stiffness increases the magnitude of the diagonal elements in the coefficient matrix
(K∗i −M∗i ω2) and decreases the first element on results matrix (ρAY ω2
L∫
0
Φi(x)dx). As a result,
the coefficients of first particular solution decrease. The second particular solution is calculated as
ηp2i =
−EI
L∫
0
Φi(x)G
′′′′(x)dx
K∗i
. (2.35)
Increased contactor stiffness constrains the mode shapes, increasing the denominator and decreasing
the numerator, and thus the second particular solution decreases. The effects of increasing spring
stiffness on the homogeneous solution is not monotonic since sine and cosine functions of natural
frequency are present. However, increasing stiffness decreases the amplification factor.
In Chapter 3 the response of the base case system was studied with a nondimensional stiffness
of k* = 1200. Two more cases are investigated herein: k* = 6000 (denoted case 1) and k* = 3000
(denoted case 2). These values represent “soft,” “medium,” and “hard” contact. The resulting
fundamental natural frequencies of all dynamical states are presented in Table 4.1. The first natural
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Table 4.1. First natural frequencies (rad/s) for different dynamical states and nondimensional
stiffnesses.
HHHHHHHState
k* 1200 (base case) 3000 6000
1 41.54 41.54 41.54
2, 4 181.45 181.89 182.04
3, 5 114.52 115.77 116.19
6, 7, 8, 9 518.76 534.62 539.52
frequency for “hard” contact (k* = 6000) in comparison to “soft” contact (k* = 1200) in state 2,
state 4 and state 6 are increased by are 0.33 %, 1.46 % and 4.00%, respectively. The increase for
fifth natural frequency is 9.3%, 8.22% and 30.55%. Thus, the increase is greater for higher mode
shapes. The amplitude of response decreases by increasing the nondimensional stiffness; however,
for excitation frequencies higher than 900 rad/s the amplitudes for k* = 3000 are higher than the
amplitudes for k* = 1200.
For the excitation frequency range of 230 rad/s to 1000 rad/s, the impulse responses at point P4
for nondimensional stiffnesses of 1200, 3000 and 6000 are shown in Fig. 4.6. Due to sticking motion
or non-contact in lower frequencies, the lower limit is 360 rad/s and 400 rad/s for k* of 3000 and
6000, respectively. This shows that higher nondimensional stiffnesses have higher dynamic limits
of excitation frequencies.
For k* = 1200, 3000, and 6000, the first peak of system resonance occurs at 515 rad/s, 530 rad/s
and 532 rad/s, respectively. The second peak of system response occurs at 824 rad/s, 897 rad/s
and 920 rad/s, respectively. For all peaks, increasing contact stiffness increases resonant frequency
since the system’s natural frequencies increase. One noted trend is that this effect is greater with
increasing stiffness. For example, the frequency of the first peak for k* = 6000 is 1.39% lower in
respect to the first natural frequency of state 6 (both springs in contact); this difference for k* =
3000, and k* = 1200 is 2.16% and 0.73%, respectively. Similar behavior is observed for the second
peak.
A unique trend is observed on impulse magnitude at system resonances. By increasing contact
stiffness, the impulse at first peak decreases but at second peak increases. That is, the greatest
impulse at the first system resonance occurs for “soft” contact, but the greatest impulse at the
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Figure 4.6. Impulses at point P4 versus frequency for nondimensional stiffness of 6000 ( ),
3000 ( · · ) and 1200 ( and ×).
second system resonance occurs for “hard” contact. The ratio of impulse at first peak to the second
peak for k* = 1200, k* = 3000 and k* = 6000 is 2.02, 0.96 and 0.78, respectively.
The impulse frequency response shows that the impulse is identical for several traces at multiple
locations. The impulses for case 2 and the base case are equal to each other at frequencies of 558
rad/s, 566 rad/s and 812 rad/s. The same occurs for case 1 and the base case at 885 rad/s and
for case 1 and case 2 at 826 rad/s. At these frequencies where impulses for different stiffnesses are
equal to each other, their corresponding maximum displacement are not equal to each other. For
example, the relative displacement at an excitation frequency of 880 rad/s for case 1 and 2 are
shown in Fig. 4.7. The maximum compression of spring k4 for case 2 is 2.05 times the maximum
compression for case 1. However, the difference between the spring stiffness compensate for the
amplitude difference and equalize the impulses. Similarly, for the excitation frequency of 900 rad/s,
the displacement is the same for case 2 and base case, but the impulses are different.
No abrupt impulse jumps or unstable regions are observed in the impulse traces for k* = 3000
and k* = 6000. For these two contact stiffnesses, the motion is controlled by dynamical states with
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Figure 4.7. Relative response at excitation frequency of 880 rad/s for k* of 6000 ( ) and
3000 ( ) at point P4; gap is shown by (. . . ). Start of each state are indicated by 3 state
1, ◦ state 2, × state 3, + state 4, 2 state 5, 4 state 6,  state 9.
two springs in contact. For all frequencies, the beam is in states 6 and 9 for a majority of cycle
time. This is not true for k* = 1200, where other states take a majority of cycle time in unstable
regions. Note that the second region of instability (Fig. 3.10) for k* = 1200 starts at 900.1 rad/s,
but the instability region for harder contacts are not yet visible.
4.4 Longitudinal Position of Intermediate Springs
The parameter a represents the longitudinal position of intermediate spring pair and determines
the overlap length of the joint. The nondimensional longitudinal position is defined as a* = a/L,
where a is the position of intermediate spring and L is the length of the beam. To study the effects
of a on system response, a* = 1/2 (base case), a* = 5/8 (case 1) and a* = 3/4 (case 2) are selected.
These cases are sketched in Fig. 4.8.
The mode shapes and natural frequencies are drastically altered in states where intermediate
springs are involved. The first five natural frequencies for state 6 (bottom intermediate and end
springs in contact) for different values of a* are presented in Table 4.2. It might be expected that
increasing a* would shift the natural frequencies toward the natural frequencies of the state 2 (end
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Figure 4.8. Three cases of longitudinal position of intermediate springs.
Table 4.2. First five natural frequencies (rad/s) of state 6 for different nondimensional longi-
tudinal position of intermediate springs.
HHHHHHHMode
a* 1/2 (base case) 5/8 3/4
1 518.76 523.49 389.03
2 814.14 865.16 1056.16
3 1533.58 1421.69 1418.18
4 2085.04 2190.37 2043.65
5 2970.66 2924.21 3054.79
contact), but there is not any obvious relationship. The unexpected results are generated by how
near a contact position is to a mode shape’s node point. For example, the spring at case 1 is
located at 0.75L, which is just 0.03L less than node point of second mode shape of the free case.
The magnitude of mode shape at node point is zero, hence changing the k near the node points
affects the corresponding mode slightly.
For three values of intermediate spring location, the impulse responses at point P4 are shown
in Fig. 4.9. For a* = 3/4 and 5/8, sticking motion or non-contact occur for frequencies lower than
260 rad/s. There is no region of instability or abrupt changes of impulse for cases 1 and 2. For
each of these two cases, only one system resonance is observed. For case 2 (a* = 3/4), the impulse
peak occurs at a frequency of 392 rad/s, which is 3 rad/s higher than the first natural frequency
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of the states with both springs in contact. For case 1 (a* = 5/8), the impulse peak occurs at a
frequency of 860 rad/s, which is 5 rad/s lower than the second natural frequency of the states
with both springs in contact. Comparing the impulses for a* = 5/8 and 1/2 reveals that there is
potentially a peak at 550 rad/s, which is 26 rad/s higher than the first natural frequency of state
6 (case 1). Due to the second natural frequency of state 2 at 582 rad/s, the trace is shifted, and a
slight local minimum at 580 rad/s is formed. Thus, modal interaction is evident.
The ratio between the first peak of base case and the first peak for a* = 3/4 is 1.49. The ratio
of second peak of base case to the second peak for a* = 5/8 is 0.22. Impulses for case 1 at all
frequencies are higher than the impulses for base case, except for those lower than 557 rad/s. For
all frequencies, the impulses for case 1 are higher than the impulses for case 2, except ω between
288 rad/s and 500 rad/s. The impulse traces of case 2 and base case cross each other at multiple
frequencies. The impulse for base case is higher than impulse in case 1 between 230 rad/s and 334
rad/s, 437 rad/s and 611 rad/s, 772 rad/s and 866 rad/s. A similar relationship is also true for
response amplitude.
At frequencies higher than 500 rad/s where impulse of case 1 is higher than impulse of case 2,
both time of contact and maximum relative displacement for case 2 are higher than case 1. For
example, the relative displacement at an excitation frequency of 530 rad/s for case 1 and 2 are
shown in Fig. 4.10. For both cases 1 and 2, states with both springs in contact control the system
response and occupy a majority of cycle time.
4.5 Gap
Gap is defined as the stand-off distance between the analyzed structure and a contactor: here,
it is the distance between the undeflected cantilever beam and each of the four contact springs.
Gap represent the looseness of the joint: the greater the gap, the looser (or more worn) the joint.
Response is obtained for systems with three different values of gap equal to 2 mm (case 1), 1 mm
(base case) and 0.5 mm (case 2) in order to study the effect of joint wear. Considering the following
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Figure 4.9. Impulses at point P4 versus frequency for intermediate springs at 3/4 L ( ),
5/8 L ( · · ) and 1/2 L ( and ×).
Figure 4.10. Relative response at excitation frequency of 530 rad/s for a* = 3/4 ( ) and
5/8 ( ) at point P4; gap is shown by (. . . ). Start of each state are indicated by 3 state
1, ◦ state 2, × state 3, + state 4, 2 state 5, 4 state 6,  state 9.
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Table 4.3. Dynamic states of beam in order of occurrence and time percentage of one full
cycle for three different gaps at excitation frequency of 650 rad/s.
PPPPPPPPPState
Gap
0.5 mm 1 mm 2 mm
8 25.48% 24.72% 23.12%
4 0.38% 0.77% 1.56%
9 22.41% 21.28% 19.03%
5 1.70% 3.20% 6.27%
7 25.51% 24.75% 23.13%
2 0.38% 0.77% 1.56%
6 22.43% 21.30% 19.07%
3 1.71% 3.21% 6.28%
criteria at the four points (i = 2 to 5) of contact,

|z(Pi, t)| > |Gi| in contact
z(Pi, t) = Gi impact/rebound
|z(Pi, t)| < |Gi| free
(3.1)
changing the gap changes the time of all contacts and rebounds. There are no changes to the
spatial solution. For excitation frequencies lower than 450 rad/s, increasing the gap decreases the
time percentage of a cycle that the beam is in the free state. In case 1 (2 mm gap), the beam at
steady state is always in contact with at least one spring for excitation frequencies between 450
rad/s and 878 rad/s. Thus, the time that the beam is in the free state 1 is equal to zero. For
frequencies between 450 rad/s and 878 rad/s increasing the gap, decreases the time percentage of
states with both springs in contact and increases the time percentage of states with only one spring
in contact. The dynamical states of the beam in one full cycle for all three cases are presented in
order of occurrence in Table 4.3. The percentage of the time of each state is reported with respect
to the period for ω = 650 rad/s.
For the frequency range of 230 rad/s to 1000 rad/s, the impulse responses at point P4 for all
three cases of gap are shown in Fig. 4.11. For case 2 (0.5 mm gap), neither sticking motions nor
non-contact occur for such a low excitation frequency as 200 rad/s. On the other hand, for case
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Figure 4.11. Impulses at point P4 versus frequency for gaps equal to 2 mm ( and ∗), 1
mm ( and ×) and 0.5 mm ( · · and ◦).
1 (2 mm gap), both sticking motions and non-contact are observed for frequencies lower than 300
rad/s. Hence, the greater the gap, the higher the excitation frequencies at which these motions
occur.
Increasing gap decreases impulse for all stable response regions. For all frequencies except
those in unstable regions, increasing the gap decreases both the compression of spring (k4) and
the time in contact. For example, at ω = 516 rad/s, the time of contact for 2 mm gap and 1
mm gap is 0.005896 s and 0.005988 s, respectively. The coordinating maximum compression of
spring k4 is decreased by 1.52% for 2 mm gap in comparison to 1 mm gap. For all cases of gap,
system resonances occur at the same frequencies. The first peak occurs at 515 rad/s while the
second occurs at 824 rad/s. There is no shift in the peak frequencies because the system’s natural
frequencies are the same. The magnitude of the peak impulses are affected by gap. The relative
difference between impulses at the first peak versus the base case is 1.81% for case 2 and 2.47% for
case 1. These differences for the second peaks are 3.11% and 4.58%, respectively.
The unstable region one is shown in Fig. 4.12 for case 1, base case and case 2; it initiates at
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Figure 4.12. Region one from Fig. 4.11.
393 rad/s, 388.4 rad/s and 344 rad/s, respectively. The span of the region one for case 1, base
case and case 2 is 22 rad/s, 14.7 rad/s and 32 rad/s, respectively. Increasing gap shifts the first
unstable region to higher frequencies. This is reverse for region two, where each case initiates at
940 rad/s, 900.1 rad/s and 876 rad/s, respectively. The trend for span of region two is also reverse
as the span for case 1, base case and case 2 is 154 rad/s, 97.9 rad/s and 118.5 rad/s, respectively.
The maximum relative difference of impulse between to consecutive frequency in region one for
case 1, base case and case 2 is 3.93%, 10.47% and 12.59%. Thus, increasing the gap decreases the
change of impulse in unstable region one.
4.6 Excitation Amplitude
Excitation amplitude defines the magnitude of base excitation’s applied on the system. In-
creasing the excitation amplitude increases the coefficients of first particular solution (P1i and P2i)
in Equation 2.45, and it also changes the coefficients of homogeneous solution (q1i and q2i). Here,
the response of the system for three different excitation amplitudes of 0.12 m (case 1), 0.06 m (base
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case) and 0.03 m (case 2) will be discussed.
For the range of 230 rad/s to 1000 rad/s, the impulse responses at point P4 for three different
cases of table amplitude are shown in Fig. 4.13. For case 1 (0.12 m) neither sticking motions nor
non-contact occur even at excitation frequency of 200 rad/s. On the other hand, for case 2 (0.03
m), both sticking motions and non-contact motions are observed for excitation frequencies lower
than 290 rad/s. Hence, the lower the table amplitude, the higher the frequency that these motions
occur.
At all frequencies, increasing the amplitude increases the impulse. For all cases, system reso-
nances occur at the same frequencies: the first peak occurs at 515 rad/s, and the second one occurs
at 824 rad/s. There is no shift in the peak frequencies as the system’s natural frequencies are the
same. The ratio of impulse at the second peak to the first peak for all of the cases is 0.5.
For case 1 and case 2 for frequencies higher than 410 rad/s and 460 rad/s, respectively, beam
is always in contact with at least one spring. Thus, increasing the table amplitude decreases the
percentage of cycle time that the beam is in the free state. For frequencies higher than 460 rad/s,
increasing the table amplitude also increases cycle time percentage that the beam is in states with
two contacting springs.
Fig. 4.14 shows unstable region one for case 1, the base case and case 2. This region starts at 344
rad/s, 388.4 rad/s and 394 rad/s, for table amplitudes of 0.12 m, 0.06 m, and 0.03 m, respectively.
Increasing the amplitude shifts the first region to lower frequencies. This is reverse for region two.
This region initiates for each case at 940 rad/s, 900.1 rad/s and 876 rad/s, respectively. Note that
the ranges of these regions are the same as the ranges of regions discussed in Section 4.5. In other
words, the range of unstable regions for the system with an excitation amplitude of 0.12 m and a
gap of 1 mm is the same as the range of unstable regions for system with an excitation amplitude
of 0.06 m and a gap of 0.5 mm. The same is true for the the maximum relative difference of
impulse between to consecutive frequencies. The maximum relative difference of impulse between
to consecutive frequencies in region one for case 1, base case and case 2 is 3.91%, 10.47% and
12.58%. Thus, decreasing the excitation amplitude decreases the change of impulse in unstable
region one.
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Figure 4.13. Impulses at point P4 versus frequency for excitation amplitude of 0.12 m (
and ∗), 0.06 m ( and ×) and 0.03 m ( · · and ◦).
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Figure 4.14. Region one from Fig. 4.13.
4.7 Impedance
An intrinsic system parameter is also selected for study. To examine a geometric or material
parameter of the system, the beam’s height is selected for most effect. The height of the beam
affects the moment of inertia and the mass of the beam, which in turn affects natural frequencies,
mode shapes and temporal solutions. Height increases mass with the order of 1 but the moment
of inertia with the order of 3. Thus, the beam’s natural frequencies increase. Here, three values
of 0.07 m(case 1), 0.06 m (case 2) and 0.05 m (base case) are chosen to study the effect of beam’s
height on the response of the system.
Changing the beam’s height also affects gap. The stiffness of springs and their vertical positions
have changed accordingly to keep the nondimensional stiffnesses and gap constant. k* is maintained
at 1200, and gap is adjusted to maintain 1 mmas in the base case. Note that changing spring
stiffnesses also change the natural frequencies. Thus, changing the height affects the natural
frequencies of all states. The fundamental natural frequencies of different dynamical states are
represented in Table 4.4 for the three different heights.
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Table 4.4. First natural frequencies (rad/s) for different dynamical states and beam heights.
PPPPPPPPPState
Height
0.05 (m) 0.06 (m) 0.07 (m)
1 41.54 49.85 58.16
2, 4 181.45 217.74 254.03
3, 5 114.52 137.43 160.33
6, 7, 8, 9 518.76 622.51 726.26
Table 4.5. Dynamic states of beam in order of occurrence and time percentage of one full
cycle for system with three different heights at excitation frequency of 880 rad/s.
PPPPPPPPPState
Height
0.07 m 0.06 m 0.05 m
8 26.09% 8.02% 0.21%
4 0.96% 0.32% 47.65%
9 20.36% 39.23% 1.35%
5 2.56% 2.40% 0.78%
7 26.11% 8.05% 0.21%
2 0.96% 0.32% 47.55%
6 20.39% 39.26% 1.35%
3 2.56% 2.40% 0.89%
Increasing the amplitude, decrease the percentage of time of a cycle that beam is in free state.
For case 1 and case 2 at excitation frequencies higher than 610 rad/s and 520 rad/s, respectively,
the beam is always in contact with at least one spring. For excitation frequencies higher than 610
rad/s, increasing beam height increases the percentage of cycle time that beam is in states with
two springs in contact. The dynamical states of the beam in one full cycle for all three cases are
presented in order of occurrence in Table 4.5. The percentage of the time in each state is reported
with respect to the period for ω = 880 rad/s.
For the range of 230 rad/s to 1000 rad/s, the impulse responses at point P4 for three cases with
different heights are shown in Fig. 4.15. Increasing beam height increases the system resonant
peak frequencies since the natural frequencies increase. The first resonant peak for case 1 (0.07
m), case 2 (0.06 m), and the base case (0.05 m) occurs at 720 rad/s, 618 rad/s and 515 rad/s,
respectively. Each peak is shifted by 0.87%, 0.72% and 0.72% in respect to the corresponding first
natural frequency of state 6. Thus, increasing beam height increases the difference between the
peak’s frequency and the corresponding natural frequency and also shifts the first peak frequencies
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Figure 4.15. Impulses at point P4 versus frequency for heights of 0.07 m ( and ∗), 0.06
m ( and ×) and 0.05 m ( · · and ◦).
to higher frequencies. Increasing the height increases the impulse at peaks. The ratio of impulse
at first peak between base case and case 1 is 0.50, and between case 2 and case 1 is 0.73.
Generally, the impulse response for both cases 1 and 2 are smooth, except at frequency of 542
rad/s and 466 rad/s, respectively. For both cases, states 6 and 9 occupy more than 90% of cycle
time before and after the unstable region. Before the first sudden shift, the state 9 (both top
springs in contact) has higher time contribution than state 6 (both bottom springs in contact). At
the frequency of sudden impulse change, the time percentage of state 6 is suddenly higher than
state 9. The same is true between states 3 (bottom intermediate spring in contact) and 5 (top
intermediate spring in contact). Hence, state 3 has more contribution than state 5 before the
sudden change and vice versa after the change. Also, before the unstable region, state 4 (top end
spring in contact) occupies less than 1% of cycle time, but state 4 is substituted by state 2 (bottom
end spring in contact) after the jump. In other words, the states with the top end spring in contact
contributed more in comparison to similar states before the sudden change. The dynamical states
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Table 4.6. Dynamic states of beam in order of occurrence and time percentage of one full
cycle surrounding the unstable region for system with h = 0.07 m.
542 rad/s 544 rad/s
State time/period (%) State time/period (%)
6 45.78 6 46.65
3 2.01 3 1.13
1 1.24 1 1.95
4 0.69 5 0.52
9 46.61 9 45.81
5 1.14 5 2.04
1 1.98 1 1.14
3 0.54 2 0.76
of the beam in one full cycle for both case 1 are presented in order of occurrence in Table 4.6.
The percentage of the time of each state is reported with respect to the period for ω = 542 rad/s
(before the sudden change) and ω = 544 rad/s (after the sudden change).
4.8 Summary
In summary, the effects of six influential parameters on the system response have been investi-
gated. The system response is highly affected by the damping of the system. Increasing damping
decreases the impulses at all frequencies, except those near the local minimum and unstable re-
gions. Also, higher damping results in wider ranges of instability. Changing the spring stiffness
changes the natural frequencies of the system proportionally. Increasing spring stiffness decreases
the impulse at the first impulse peak but increases the second impulse peak. Also, for higher con-
tact stiffnesses, the impulse traces are more smooth and less unstable. Changing the intermediate
contact position changes the natural frequencies of the system but not proportionally. Decreasing
the nondimensional longitudinal position from 3/4 to 5/8 causes the first peak to vanish and forms
a peak near the frequency of the second peak of base case (a* = 1/2). Further decreasing the
intermediate spring location to 1/2L completely forms the first peak and decreases the amplitude
of the second peak. Changing the gap does not change the impulse significantly. Generally, in-
creasing the gap decreases the impulse slightly and increases the frequency spread of the unstable
regions. Increasing the excitation amplitude increases the impulse. Increasing beam height shifts
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the system’s resonant peaks to higher frequencies as it increases natural frequencies. Also, it in-
creases the impulses at peaks. Increasing beam height also change the unstable region to a point
of sudden impulse change.
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Chapter 5
Conclusion
5.1 Summary
In order to represent a loose lap joint, a beam impacting four springs with gaps is modeled.
The equation of motion for the forced lateral vibration of a damped Euler-Bernoulli beam was
utilized. The beam equation under base excitation was solved using modal analysis via separation of
variables. The spatial solution is derived for nine possible dynamic states that are dependent upon
which springs are in contact; natural frequencies and mode shapes for each state are calculated.
The temporal solution is also presented as the summation of a homogeneous solution and multiple
particular solutions. The effect of the four gaps is considered in the temporal solution. Finally,
the total solution of the relative beam displacement is presented as the summation of the spatial
and temporal solutions. Solution convergence is investigated to find the required number of mode
shapes for each state. Eight mode shapes in the free state and five mode shapes in contact states
are used.
The time histories of the four contact points are closely monitored. The beam’s displacement is
tested at every time step to determine whether it has moved through the associated gap to touch the
contactor; this determines the dynamical state of the beam at each instant. The system response
at steady state is investigated through the metric of impulse, which represents the shock input
to the structure. Extensive investigation of a base case is performed, and the impulse frequency
response shows unique dynamic phenomena. Low excitation frequencies indicate sticking motions
or no contact while the phase lag for high excitation frequencies results in poor impulse indication.
System resonances are identified, and the peak amplitudes are discussed. Domination of specific
mode shapes are shown by unstable regions, potentially containing frequency pairs. Based upon
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this basis analysis, comparative parametric studies are performed for the excitation frequency range
of 230 rad/s to 1000 rad/s.
Using the impulse during steady state response, six influential parameters are studied: damping
ratio (ξ), contact stiffness (k), position of intermediate springs (a), gaps (G), excitation amplitude
(A) and beam’s height (h). For all parameters, the system response was highly controlled by
modes with two contacting springs (states 6 through 9). In fact, resonant peaks generally occur
near to the natural frequencies of these states. Additionally, the beam is in one of these states for
a majority of cycle time for most excitation frequencies. The time percentage of similar symmetric
states (states 6 and 9, states 7 and 8, states 2 and 4, states 3 and 5) are generally equal to one
another.
5.2 Parameter Implications
The effect of each examined parameter on steady state system response is presented. Recom-
mendations for structural designers are also noted.
5.2.1 Damping
Increasing damping ratio reduces the time in transient response, where overall maximum re-
sponse can occur. Both the response amplitude and impulse decrease with increasing damping ratio
for all excitation frequencies, except those in regions of instability. Decreasing damping widens
unstable regions. Generally, operating in unstable regions is not recommended because of multiple
potential responses and abrupt changes in impulse. Outside of these regions, higher damping is
recommended when the system impulse and displacement is a matter of concern.
5.2.2 Spring Stiffness
Increasing spring stiffness increases the “hardness” of contact. For all but state 1 (free), natural
modal frequencies increase, and as a result the system resonant peaks increase. Also, the impulse
at the first system resonance decreases and at the second system resonance increases. Moreover,
increasing the contact stiffness reduces the response amplitude and smooths the impulse traces.
Considering shock load on the system, case 2 (k* = 6000 or “hard” contact) is recommended for
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all operating frequencies up to 826 rad/s: this may seem ironic, but the contact time is reduced
by a tight lap joint. After an operating frequency of 826 rad/s, the base case (k* = 1200 or
“soft” contact) is recommended. However, instability quickly results. Thus, case 1 (k* = 3000 or
“medium” contact) is recommended for operating frequencies greater than 885 rad/s. The same
restrictions hold true if response amplitude is the considered metric.
5.2.3 Longitudinal Position of Intermediate Spring
Location of the intermediate spring defines the length of the joint’s overlap. Changing the
location of intermediate contact point changes the natural frequencies and mode shapes of the six
states with intermediate springs in contact. These changes are not proportional to the location
of intermediate springs due to the effect of nodal points in different mode shapes. The effect
of intermediate spring location on system resonances and impulses is complex. Increasing the
nondimensional longitudinal position appears to shift the first system peak to higher frequencies
with lower impulses. However, there is an unknown limit at which further increasing causes a shift
the system peak to lower frequencies. Thus, it is unclear what joint overlap provides the best
performance near the first system resonance. The second system peak is generally shifted to higher
frequencies and impulses, but the second peak entirely vanishes for case 1 (a* = 1/4). Thus, a
general recommendation cannot be made regarding the length of the joint’s overlap. More cases
with lower increments between positions must be investigated to further understand the complex
effects of the intermediate contact position.
5.2.4 Gap
Gap defines the looseness of the joint: increasing gap generally means the joint has more wear.
Changing the gap does not change natural frequencies or mode shapes, but gap variations do change
the steady state cycle contributions of different states. Increasing gap decreases the contribution
of contact states with two springs as well as decreases the impulse, except in unstable regions.
Increasing gap also shifts the first unstable region to higher frequencies and the second unstable
region to lower frequencies. Lastly, increasing gap increases response amplitude. Regarding shock
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load, a more loose joint with greater gap is recommended; however, regarding displacement, the
tighter joint with less gap is better.
5.2.5 Excitation Amplitude
Lower excitation is always more desirable. Changing excitation amplitude does not change
natural frequencies or mode shapes, but it changes the time of contact. Greater excitation ampli-
tude causes greater contribution of states with springs in contact. Increasing excitation amplitude
increases both impulse and response amplitude. Also, the first unstable region shifts to lower fre-
quencies while the second unstable region shifts to higher frequencies. Note that increasing the
excitation amplitude as well as gap with the same ratio maintains constant ranges of unstable
regions.
5.2.6 Beam’s Height
The height of the beam is selected as the intrinsic study parameter, changing both mass and
stiffness. Increasing the beam’s height increases the natural frequencies and changes mode shapes.
As a result, system resonances are shifted to higher frequencies, and their peak amplitudes increase.
The recommendation for ideal beam height should be made individually considering the impulse
and response amplitude at each frequency; there exist many points where the impulse traces cross
each other. Considering shock load, the greater height (greater stiffness) is generally recommended
for operating frequencies less than 561 rad/s or greater than 893 rad/s. A lower height (less
stiffness) is recommended for the range of 561 rad/s to 761 rad/s. The intermediate height is
recommended for operating frequencies of 761 rad/s to 893 rad/s. For higher frequencies, the
greater height is recommended whenever impulses are unstable.
5.3 Future Work
The extension and expansion of this work would be beneficial to further understand overlap joint
behavior. Uneven wear in structural system can introduce asymmetry which can be represented
by this model. A general beam with lateral translational springs was used this work. In order to
improve joint representation, a combination of lateral and torsional springs would model a tighter
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joint. Also, friction between the beam and joint overlap could be added to model as a significant
parameter. Additionally, the effect of a combinatorial spring substructure is an interesting study
and could provide insight into structural interaction. Also, damping for all states was considered
the same; to make the model more realistic, damping of contact modes could be increased with
respect to the free state. Alternatively, a parallel system of spring and damper could be utilized
at contact points. Instead of varying impedance as modulus of elasticity, a material model could
be incorporated. Changing parameters with lower increments can give more insight about their
effects on the system response: this is specifically required longitudinal position of intermediate
spring (a).
The ultimate goal of future work is to evaluate joint damage. In order to do so, extensive
experiments are needed to verify trend behaviors. In this work, the contact springs and table are
moving with each other; another model in which the springs are fixed and only the table is moving
would aid experimentation. Also, coupled effects should be investigated to evaluate the nature
of joint aging. In real physical systems, stiffness and damping can both vary with joint fatigue.
Intelligent control to actively or passively change parameters may then be pursued to prolong joint
life.
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Mohamad [50] developed Green’s functions for different loading and boundary conditions of a beam.
Here the simplified case of one spring at the end and one intermediate spring will be discussed.
The equation of motion of the beam with arbitrary boundary conditions and a linear intermediate
spring is:
EI
∂4y(x, t)
∂x4
+m
∂2y(x, t)
∂t2
= −kiy(a, t)δ(x− a) (5.1)
where E is the Young’s modulus of beam’s material, I is the moment of inertia of beam’s cross
section, y is the vertical displacement, m is mass per length, k is the stiffness of the intermediate
spring, a is the position of the intermediate spring and δ(x− a) is the Dirac delta function and it
is defined as
+∞∫
−∞
f(x)δ(x− a)dx = f(a) (5.2a)
+∞∫
−∞
f(x)δ′(x− a)dx = −f ′(a) . (5.2b)
Since only mode shapes of the system are the matter of concern, damping is not considered in the
equation of motion. The method of separation of variables is used to solve the equation of motion,
thus
y(x, t) = Y (x)eiωt . (5.3)
Defining G(x, u) as Green’s function of the system with given boundary condition and using Equa-
tion 5.3 the solution of Equation 5.1 obtained as
EIY (x) = −kG(x, a)Y (a) . (5.4)
Green’s function of a beam is its response due to a unit concentrated force acting at an arbitrary
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position u [2]. The Green’s function and its relevant derivatives can be written in the forms:
G(x, u) =
1
2∆eq3

g(x, u) 0 ≤ x ≤ u
g(u, x) L ≥ x ≥ u
(5.5a)
Gu(x, u) =
1
2∆eq2

f(x, u) 0 ≤ x ≤ u
v(u, x) L ≥ x ≥ u
(5.5b)
Gx(x, u) =
1
2∆eq2

v(x, u) 0 ≤ x ≤ u
f(u, x) L ≥ x ≥ u ,
(5.5c)
where q4 = ω2m/EI, ∆e is determinant of matrix [e] which should be determined along with all of
the functions on right hand side. ω is the natural frequency of the beam. By substituting Equation
5.5 in to Equation 5.4 and its derivative and assuming 0 ≤ x ≤ u
2∆ez
3Y (x) = −Kg(x, a)Y (x, a) (5.6)
2∆ez
2[LY ′(x)] = −Kv(x, a)Y (x, a) , (5.7)
where K = kL3/EI, z = q/L and L is the length of the beam.
By writing the Equations 5.6 and 5.7 for the point at x = a, two equations can be assembled
in the form of
[D] {Y } = {0} . (5.8)
To avoid the trivial solution the determinant of matrix of coefficients should be equal to zero:
∆D = 0 . (5.9)
The roots zj (frequency parameters) can be found from Equation 5.9 and the natural frequencies
can be obtained by
ωj = z
2
j
√
EI
/
mL4 . (5.10)
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The mode shapes from Equation 5.6 are:
Uj(x) = −Kgj(x, a) (5.11)
where Uj(x) = 2∆ejz
3
jYj(x)/Yj(a). Note that the mode shape corresponding to frequency zj can
be determined to a constant such as Yj(a). It means that by assuming a value for Yj(a) other
elements of Y can be found. Also in order to normalize the mode shapes
Unorm =
U√
ρA
L∫
0
U2(x)dx
. (5.12)
The Green’s functions for beams with general boundary conditions are defined in the form of
G(x, u) =

D1 cos(qx) +D2 sin(qx) +D3 cosh(qx) +D4 sinh(qx) 0 ≤ x ≤ u
D5 cos(qx) +D6 sin(qx) +D7 cosh(qx) +D8 sinh(qx) L ≥ x ≥ u ,
(5.13)
where G(x, u) satisfies two boundary conditions at each end of the beam, displacement, slope and
moment continuity and shear discontinuity at x = u. Applying boundary conditions on Equation
5.13 reveals
D5 = D1 + 1/2q
3 sin(zu¯), D6 = D2 − 1/2q3 cos(zu¯),
D7 = D3 − 1/2q3 sinh(zu¯), D8 = D4 + 1/2q3 cosh(zu¯) , (5.14)
where u¯ is equal to u/L. Equation 5.14 will be used to obtain the Green’s function for beam with
different boundary conditions.
g(x, u), f(x, u) and v(x, u) can be determined for u ≥ x ≥ 0:
g(x, u) = ψ11(u)φ11(x) + ψ21(u)φ21(x) (5.15a)
f(x, u) = ψ12(u)φ11(x) + ψ22φ21(x) (5.15b)
v(x, u) = ψ11(u)φ12(x) + ψ21(u)φ22(x) . (5.15c)
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Where the elements in matrix ψ are defined as:
ψ11(u) = ϕ11(u)e22 − ϕ21(u)e12 (5.16a)
ψ12(u) = ϕ12(u)e22 − ϕ22(u)e12 (5.16b)
ψ21(u) = ϕ21(u)e11 − ϕ11(u)e21 (5.16c)
ψ22(u) = ϕ22(u)e11 − ϕ12(u)e21 . (5.16d)
The [φ] matrix contains only boundary information at x = 0 and the [ϕ] matrix contains boundary
information at x = L. So for beams with similar condition at the end [ϕ] and ∆ϕ are the same
and [φ] and ∆φ are the same for beams with similar conditions at x = 0. The [e] matrix contains
boundary conditions from both ends. Natural frequencies of a beam with no intermediate spring
can be determined by solving the frequency equation of ∆e = 0. Note that although all the
functions are given only for 0 ≤ x ≤ u but g(x, u) = g(u, x) and f(x, u) = v(u, x) due to the
symmetry of Green’s functions.
Equation 5.9 for a beam with only one intermediate spring can be written as
∆2e + ∆e
[
K
2z3
g(a, a)
]
= 0 , (5.17)
by dividing both sides by ∆e and rearranging
2z3∆e +Kg(a, a) = 0 . (5.18)
For the beam with one spring at the end and one intermediate spring the frequency determinant
can be written as ∣∣∣∣∣∣∣∣∣∣
2∆ez
3 +Kg(a, a) 0 0
Kg(L, a) 2∆ez
3 0
Kv(L, a) 0 2∆ez
2
∣∣∣∣∣∣∣∣∣∣
= 0 . (5.19)
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The [e], [φ] and [ϕ] matrices for a cantilever beam with a spring at the end are defined as:
[e] =
 − cos(z)− cosh(z) − sin(z)− sinh(z)
sin(z)− sinh(z)− KR
z3
(cos(z)− cosh(z)) − cos(z)− cosh(z)− KR
z3
(sin(z)− sinh(z))
 ,
[φ] =
 cos(zx¯)− cosh(zx¯) − sin(zx¯)− sinh(zx¯)
sin(zx¯)− sinh(zx¯) cos(zx¯)− cosh(zx¯)
 ,
ϕ11 = − sin z(1− u¯)− sinh z(1− u¯) ,
ϕ12 = cos z(1− u¯) + cosh z(1− u¯) ,
ϕ21 = − cos z(1− u¯)− cosh z(1− u¯) + KR
z3
(− sin z(1− u¯) + sinh z(1− u¯)) ,
ϕ22 = − sin z(1− u¯) + sinh z(1− u¯) + (cos z(1− u¯) + KR
z3
cosh z(1− u¯)) .
In this method similar to the method of Chapter 2 the determinant of coefficient matrix is
calculated and bisection algorithm is used to find the natural frequency. But, the matrix in the
worst case scenario of two springs in contact is a 3 by 3 matrix, instead of a 8 by 8 matrix which
discussed in Chapter 2. This reduction in size of the matrix reduces the computational time and
the numerical instabilities significantly and make it possible to obtain higher frequencies and mode
shapes. Also, in previous method the length of the beam was divided into two parts, and for
mode shape of each part an equation was proposed (Equation 2.17). But in this approach the
whole length of the beam is modeled by one equation rather than two equations. As a result
the continuity condition at the intermediate spring will be totaly satisfied even at higher mode
shapes.
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