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Motivation
Physique statistique
L’exploitation systématique de l’invariance conforme des théories des
champs en deux dimensions [6] a produit des méthodes de calcul extrê-
mement puissantes pour obtenir exactement les propriétés des modèles
de mécanique statistique à leur point critique et à grande distance (in-
frarouge). Les exemples classiques sont les systèmes ferromagnétiques
multicritiques[23], les problèmes de percolation [40], les polymères, et les
marches hamiltoniennes [5, 4, 44, 43] : dans tous ces cas, les spectres d’ex-
posants critiques et de nombreuses fonctions de corrélation sont mainte-
nant connues exactement. Plus récemment, la relation entre l’invariance
conforme et la théorie des processus d’évolution stochastique de Loew-
ner (SLE) [45, 78] a fourni un point de vue différent et très riche sur ces
questions, et ouvert la porte à la preuve rigoureuse de nombreux résultats
considérés exacts mais non démontrés par les physiciens.
Dans tous les modèles que nous avons mentionnés, le passage à la
description des propriétés infra-rouges par une théorie conforme est, si
on peut le dire, systématique : i) on trouve une reformulation du mo-
dèle statistique par un modèle de boucles qui ne s’intersectent pas ; ii) on
interprète les boucles comme des lignes de niveau dans un modèle de
hauteurs ; iii) le dernier est emporté par le flot du groupe de renormalisa-
tion vers un gaz de Coulomb [74]. L’approche par SLE fait aussi jouer aux
boucles sans intersections un rôle essentiel - elles sont alors interprétées
comme des interfaces entre différents domaines.
Il est certainement tentant de changer légèrement la perspective, et
d’étudier les modèles de boucles indépendamment des modèles “classi-
ques” qui les ont motivés. Dans la plupart des cas, on se rend compte que
les boucles cachent des symétries. La raison simple de ce phénomène est
que ces boucles, au lieu d’être interprétées de façon duale comme des pa-
rois (dans un modèle de hauteur, par exemple) peuvent aussi être considé-
rées comme des trajectoires de “particules” transportant un indice vivant
dans une certaine représentation d’un certain groupe. En fait, les modèles
de boucles possèdent typiquement des symétries continues de groupes
de Lie [5, 61], de groupes quantiques [52], et même des symétries conti-
nues qui contiennent les (super)algèbres de Lie en tant que sous-algèbres.
En [63], ces dernières ont été appelées des algèbres de symétrie étendues
ou, techniquement, elles se présentent comme le commutant des algèbres
de Temperley-Lieb sur certaines chaînes quantiques. On s’attend naturel-
lement que cette symétrie continue soit présente dans la théorie conforme
qui décrit les propriétés infra-rouges. Pour l’instant, les seules de théories
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conformes avec symétrie continue relativement bien comprise sont les mo-
dèle sigma de Wess-Zumino-Witten. Une question encore non résolue est
de caractériser les autres classes possibles [61], on y reviendra dans cette
thèse.
En revenant aux modèles de boucles, la relation avec les symétries
continues fait naturellement réaliser que la contrainte de non intersection
est très spécifique, et impose en fait une extension considérable de la sy-
métrie de (super)groupe (quantique) naturellement présente [63]. Généri-
quement, on devrait introduire dans ces modèles des intersections. Bien
sur, cette simple modification rend immédiatement impossible la descrip-
tion en termes de modèles de hauteur ou d’interfaces. En fait, les pre-
mières études sur le sujet [42] ont montré que, pour des symétries arbi-
traires, ou bien les intersections étaient irrelevantes, ou bien elles chan-
geaient profondément la classe d’universalité, la nouvelle classe étant de
type phase de Goldstone et, donc, peu intéressante, car les exposants des
opérateurs à k-pattes s’annulent tous. Il y a néanmoins, comme nous al-
lons le voir, des exceptions à cette règle un peu décevante. Il s’agit
? du modèle de boucles avec fugacité 2 et vertex à 4 pattes, qui, nous
le verrons, est relié au modèle sigma sur la supersphère S2S+1|2S '
OSp(2S + 2|2S)/ OSp(2S + 1|2S)
? du modèle de boucles avec fugacité 0 et vertex à 6 pattes, qui, nous
le verrons, est relié au modèle sigma sur le superespace projectif
CPN−1|N ' U(N|N)/ U(N − 1|N)×U(1).
Théorie conforme des champs
D’un point de vue assez différent, un des problèmes les plus impor-
tants en théorie conforme des champs moderne est la quantification des
cordes se propageant sur des fonds qui définissent une correspondance
AdS/CFT [41]. La propagation d’une corde bosonique dans le fond M
peut être reformulée à partir d’un modèle sigma avec superespace cible
M [56]. La théorie conforme qui décrit, par exemple, la quantification de
la corde supersymétrique sur le fond AdS5× S5 [59], est un modèle sigma
avec espace cible homogène M = PSU(2, 2|4)/ SO(1, 4) × SO(5), qui a
comme sous-espace de base AdS5 × S5, et une action métrique standard.
Le modèle sigma est conforme au niveau quantique et possède une symé-
trie continue globale, dans ce cas, PSU(2, 2|4). Le point crucial, qui rend
le modèle difficile, est l’absence d’une symétrie de Kac-Moody. Jusqu’à
présent, cette symétrie avait été absolument cruciale pour résoudre les
théories conformes avec symétrie continue. Par ailleurs, la présence d’une
symétrie globale de supergroupe rend la théorie conforme non seulement
non-unitaire, mais aussi logarithmique ! La situation est telle que, jusqu’à
présent, le modèle sigma n’est simplement pas résolu.
Dans ce contexte, de nouvelles méthodes d’analyse — analytiques ou
même numériques — sont, comme nous allons le voir, les bienvenues.
Sujet de la thèse
Le contexte de cette thèse est l’étude des modèles sigma avec symétrie
continue et invariants conformes en deux dimensions, qui sortent du
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cadre traditionnel des modèles gaussiens ou des modèles sigma de Wess-
Zumino-Witten.
Les modèles sigma sur des superespaces symétriques, définis par une
action métrique standard, exhibent de telles propriétés [1]. Ils ont de plus
une particularité qui, sur le fond des modèles sigma invariants conforme
les plus étudiés, est assez intrigante, à savoir l’existence d’une ligne de
points critiques sur laquelle la charge centrale ne varie pas alors que les
exposants changent. Les seules théories conformes connues à présent qui
sont relativement bien comprises et qui possèdent cette propriété sont les
modèles gaussiens. L’intérêt et la difficulté de ces modèles sigma vient
encore une fois du fait qu’ils ne possèdent pas d’algèbre de courant, au
moins génériquement sur la ligne critique. On montrera néanmoins (ce
qui était déjà suspecté [9]), qu’ils possèdent une algèbre chirale qui est
beaucoup plus grande que l’algèbre de Virasoro et qui garde ses carac-
téristiques sur toute la ligne critique, comme l’algèbre de Virasoro elle
même.
Pour explorer ces nouveaux aspects d’une théorie conforme, nous nous
sommes restreints à l’étude des modèles sigma les plus simples satisfai-
sant les critères suivants : i) l’espace cible doit être un superespace symé-
trique de rang un et compact ; ii) la théorie continue doit admettre une
discrétisation dont l’algèbre des matrices de transfert [19] est relativement
bien comprise aussi bien du point de vue de la théorie des représentations
que de la possibilité de faire des calculs numériques.
Les modèles sigma sur les supersphères S2S+1|2S, dont la sous-variété
de base est la sphère S2S+1, sont conformes et possèdent une symétrie
continue globale de supergroupe de Lie OSp(2S + 2|2S). On va montrer
qu’ils admettent une discrétisation par un gaz de boucles, dont l’algèbre
des matrices de transfert est l’algèbre de Brauer. Cette algèbre a été étu-
diée depuis longtemps [58] et des résultats importants sur sa théorie des
représentations sont connus [20, 17]. De plus, une expérience importante
de calculs numériques sur les modèles statistiques, dont les objets sont des
boucles, a été déjà accumulée [42].
Une autre série de modèles sigma conformes, qui satisfont les critères
de simplicité mentionnés, ont comme espace cible les superespaces pro-
jectifs CPN−1|N , dont l’espace de base est CPN−1. Ces modèles possèdent
une symétrie globale GL(N|N) et on va montrer qu’ils admettent une dis-
crétisation par un gaz de boucles, dont l’algèbre des matrices de transfert
est l’algèbre de Brauer avec paroi.
L’étude des modèles sigma sur les supersphères S2S+1|2S, par le modèle
de boucles associé, est l’objectif principal de cette thèse. Une étude moins
élaborée pour le modèle sigma sur les superespaces projectifs CPN−1|N ,
par le modèle de boucles associé, est aussi effectuée.
La stratégie principale qu’on a adoptée dans la recherche des résultats
exacts sur ces modèles sigma est l’étude détaillé des symétries de la théorie
continue, d’un coté, et du modèle discret, de l’autre. Ce analyse permet de
fait le pont entre le comportement du modèle discret et la théorie continue.
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Structure de la thèse
Cette thèse suppose que le lecteur a des connaissances de base sur les
théories conformes et les modèles sigma, connaissances que nous ne rap-
pelons pas.
Le premier chapitre introduit les notions mathématiques utilisées au
cours de l’exposé. Pour mieux expliquer la différence entre les théories
des représentations des algèbres et superalgèbres de Lie on introduit les
concepts de base — produit tensoriel, (super)algèbre enveloppante, Ca-
simir, dualité, forme invariante, solvabilité, simplicité, espace des poids,
systèmes de racines, systèmes de racines simples, représentation, modules
de plus haut poids, caractères centraux, blocs — par contraste. Une discus-
sion importante de ce chapitre porte sur les représentations indécompo-
sables des superalgèbres de Lie qui sont relevantes dans les applications
physiques aux modèles de boucles et aux modèles sigma sur des superes-
paces symétriques. On conclut par la définition des supergroupes de Lie
GL(M|N) et OSp(R|2S) et on fait quelques remarques sur leur topologie.
Le deuxième chapitre commence par une brève discussion sur le rôle
de l’unitarité dans les modèles de physique théorique et continue par
une courte introduction à certaines théories non-unitaires appelées théo-
ries conformes logarithmiques. Dans la section suivante on introduit les
modèles sigma avec action métrique standard. Les différences essentielles
entre les modèles sigma avec symétrie de groupe de Lie, d’un coté, et sy-
métrie de supergroupe de Lie, de l’autre, sont discutées. Ensuite on ana-
lyse les déformations des modèles sigma par des termes de Wess-Zumino
ou des termes topologiques. Après cette partie introductive, on classifie
dans la dernière section les modèles sigma métriques avec ligne de points
critiques sur des superespaces symétriques. On conclut par une revue des
approches possibles pour résoudre exactement ces modèles sigma avec
ligne critique, qui sont en interaction hautement non-linéaire.
Le troisième chapitre commence par une introduction rapide à la géo-
métrie de la supersphère. Ensuite on utilise des méthodes perturbatives et
non-perturbatives pour révéler quelques propriétés nécessaires d’un mo-
dèle discret dans la même classe d’universalité que le modèle sigma. On
continue en proposant un modèle de boucles et en vérifiant que toutes
les contraintes dérivées précédemment sont satisfaites. Après on étudie en
grands détails l’algèbre de symétrie complète du modèle discret associé
au modèle sigma sur la supersphère S3|2. Dans la dernière section on uti-
lise cette analyse pour élucider les dimensions conformes des opérateurs
de bord de la théorie conforme du modèle sigma S3|2 et on propose une
généralisation à tous les modèles sigma S2S+1|2S. Une observation impor-
tante sur la forme conjecturée de la fonction de partition est sa coïncidence
avec la fonction de partition du modèle de Gross-Neveu OSp(4|2) dans la
limite de couplage faible.
Le quatrième chapitre commence par une définition des superespaces
projectifs CPN−1|N et des modèles sigma correspondants. On continue par
l’introduction d’un modèle de boucles et d’une chaîne quantique qui pos-
sèdent toutes les symétries des modèles sigma superprojectifs CPN−1|N .
Dans la dernière section on présente des calculs numériques qui sou-
tiennent l’hypothèse que le modèle de boucles et la chaîne quantique
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qu’on considère sont des discrétisations des modèles sigma superprojec-
tifs CPN−1|N .
Les deux derniers chapitres forment le cœur de la thèse. Dans chacun
de ces chapitres on découvre une discrétisation de modèles sigma inva-
riants conformes sur un réseau Σ par un modèle statistique dont les objets
sont des boucles qui couvrent entièrement Σ. À chaque vertex du réseau Σ
les boucles soit s’(auto)évitent soit s’intersectent. L’algèbre des matrices de
transfert des modèles discrets admet naturellement une interprétation en
tant qu’algèbre des invariants du supergroupe de symétrie OSp(2S+ 2|2S)
ou GL(N|N). La fugacité des boucles contractibles est fixé à 2 dans le cas
de l’algèbre de Brauer et à 0 dans le cas de l’algèbre de Brauer avec paroi.
La fugacité des boucles non-contractibles détermine les conditions de bord
du modèle discret et correspond dans la limite continue aux conditions de
bord du modèle sigma.
Des arguments de théorie des représentations combinés à la solution
exacte de certains “sous-secteurs” et des calculs numériques montrent que
le poids des intersections correspond, dans la limite continue, au couplage
exactement marginal du modèle sigma qui paramètre la ligne critique.
L’analyse détaillée des symétries discrètes - en particulier la structure des
blocs de l’algèbre de Brauer - combinée à des calculs perturbatifs donne
lieu à une proposition pour, selon les cas, le spectre partiel ou complet de
la théorie conforme. Une dualité exacte est également conjecturée dans les
cas des modèles sur la supersphère.
Cette thèse a fait l’objet des publications suivantes :
– Constantin Candu and Hubert Saleur, A lattice approach to the confor-
mal OSp(2S + 2|2S) supercoset sigma model Part I : Algebraic struc-
tures in the spin chain. The Brauer algebra., accepté par Nucl. Phys. B,
numéro de référence : NPB-D-08-00181R1, preprint arXiv:0801.
0430,
– Constantin Candu and Hubert Saleur, A lattice approach to the confor-
mal OSp(2S+ 2|2S) supercoset sigma model. Part II : The boundary spec-
trum., accépté par Nucl. Phys. B, DOI http://dx.doi.org/10.
1016/j.nuclphysb.2008.08.015
– Constantin Candu, Jesper Lykke Jacobsen and Hubert Saleur, New
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Après un bref rappel sur la théorie des algèbres de Lie simples et, no-tamment, du théorème de Weyl, qui est central à la théorie des repré-
sentations de dimension finie, j’introduis les notions générales sur les su-
peralgèbres de Lie. La première section de ce chapitre est conclue par une
discussion des représentations indécomposables qui sont utiles dans les
applications aux chaînes quantiques et aux modèles sigma sur des super-
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1.1 Superalgèbres de Lie
1.1.1 Rappel sur les algèbres de Lie
Soit V un espace vectoriel de dimension finie sur le corps des nombres
complexes C . On va noter par End V l’ensemble des transformations li-
néaires de V. On va appeler l’algèbre obtenue en munissant End V d’une
opération binaire, qui est le commutateur :
[x, y] := xy− yx, x, y ∈ End V
de deux endomorphismes de V par gl(V).
Une représentation linéaire d’une algèbre de Lie L est une application
C-linéaire :
φ : L→ gl(V),
ou linéaire tout simplement, telle que :
φ([x, y]) = [φ(x), φ(y)],
pour x, y ∈ L quelconques. L’espace vectoriel V est appelé l’espace de base
de la représentation φ. Souvent, lorsqu’on veut mettre en évidence l’espace
de base de la représentation φ, on dit que V – un espace vectoriel muni
d’une action linéaire de L – est un module de L.
La représentation φ est appelé fidèle si φ(x) = 0 implique x = 0. Selon
le théorème de Ado, toute algèbre de Lie a une représentation fidèle de
dimension finie. Ainsi, toute algèbre de Lie peut être considéré comme
sous-algèbre de gl(V).
On peut associer à φ une représentation appelé représentation conjuguée
φ∗ par la formule :
φ∗(x) = −φt(x),
où φt(x) signifie la transposée de la matrice φ(x). L’enchaînement des
raisonnements qui suit prouve que φ∗ est, en effet, une représentation de
l’algèbre de Lie L :
[φ∗(x), φ∗(y)] = [φ(x)t, φt(y)] = φt(x)φt(y)−φt(y)φt(x) = −φt([x, y]) = φ∗([x, y]).
Dans le langage des modules, l’espace de base de la représentation φ∗
est l’espace vectoriel dual V∗ munie d’une action de L donné par :
(x ·ω)(v) := −ω(x · v), v ∈ V, ω ∈ V∗,
où ω est une forme et v un vecteur.
Plus généralement, si
Hom(V, W) 3 f : V →W
dénote l’ensemble des applications linéaires de l’espace vectoriel V dans
W, alors l’action de L définie par
(x · f )(v) := x · f (v)− f (x · v)
lui donne une structure de module de L. Cette action apparaît de façon
naturelle à la suite de l’isomorphisme φ : Hom(V, W) → W ⊗ V∗, donné
par
φ(w⊗ω)(v) = wω(x)
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et l’action traditionnelle de L sur le produit tensoriel M⊗ N de deux mo-
dules :
x · (m⊗ n) = (x ·m)⊗ n + m⊗ (x · n).
Une algèbre de Lie s’appelle simple si elle n’a pas d’idéaux propres.
Une algèbre de Lie s’appelle nilpotente si la série d’idéaux
L0 = L, L1 = [L0, L], L2 = [L1, L], . . .
est finie. Selon le théorème d’Engel, pour toute algèbre de Lie nilpotente L
qui est une sous-algèbre de gl(V) il existe une base de V dans laquelle les
matrices de L sont strictement triangulaires.
Une algèbre de Lie s’appelle résoluble si la série d’idéaux
L(0) = L, L(1) = [L(0), L(0)], L(2) = [L(1), L(1)], . . .
a un nombre fini de termes non triviaux. Selon le théorème de Lie, pour
toute algèbre de Lie résoluble L qui est une sous-algèbre de gl(V) il existe
une base de V dans laquelle les matrices de L sont triangulaires. L’algèbre
de Lie L est résoluble si et seulement si [L, L] est nilpotente.
Une algèbre de Lie L a un idéal résoluble maximal unique. Cet idéal
est appelé le radical rad L de L.
Une algèbre de Lie s’appelle semi-simple si son radical est zéro. Pour
une algèbre semi-simple [L, L] = L.
Le centre Z(L) d’une algèbre de Lie L est composé des éléments dont
le crochet avec tout autre élément de L est zéro.
Une algèbre de Lie L s’appelle réductive si rad(L) = Z(L). Par exemple
la superalgèbre gl(n) est réductive.
Le radical rad β d’une forme bilinéaire β : V × V → C sur un espace
vectoriel V est définit par
rad β = {x ∈ V | β(x, V) = 0}.
Une forme nondégénérée a un radical zéro. Soit φ : L → gl(V) une repré-
sentation d’une algèbre de Lie. On peut définir une forme bilinéaire sur
L
βV(x, y) = trV φ(x)φ(y)
qui possède la propriété de symétrie
βV(x, y) = βV(y, x)
et d’invariance
βV(x[y, z]) = βV([x, y]z)
L’importance de la propriété d’invariance réside dans le fait que le rad β
est un idéal de L. Le théorème de Cartan prouve essentiellement que rad β
est un idéal résoluble si φ est une représentation fidèle. Pour une algèbre
de Lie simple, qui n’a pas d’idéaux propres, toute représentation, outre la
représentation triviale, est fidèle.
Soit φ : L → gl(V) une représentation d’une algèbre de Lie L simple.
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commute avec L. Selon le lemme de Schur, C(φ) est proportionnel à l’iden-
tité. Le coefficient de proportionnalité c(φ) se déduit de




βV(xi, yi) = dim L. (1.1)
1.1.2 Théorème de Weyl
On est maintenant préparé à prouver le théorème de Weyl.
Théorème de Weyl Soit φ : L → gl(V) une représentation de dimension finie de l’algèbre
semi-simple L. Alors φ est entièrement réductible.
La preuve détaillée du théorème peut être trouvée dans le livre à la fois
très compact et complet de J. E. Humphreys [36]. Je vais présenter plus
bas l’idée générale seulement pour mettre en évidence ce qui empêche sa
généralisation.
On commence par un cas spécial. Soit W un sous-module simple, c’est-
à-dire irréductible, de V tel que le module quotient V/W est de dimen-
sion 1. Soit C(φ) le Casimir de L dans la représentation φ. L’algèbre de
Lie L étant semi-simple, c’est-à-dire [L, L] = L, toute représentation de
dimension 1 est triviale. Ainsi, C(φ) agit de façon triviale sur V/W. Se-
lon le lemme de Schur, C(φ) restreint à W est proportionnel à l’identité. La
constante de proportionnalité est strictement positive à cause de l’eq. (1.1).
Comme le Casimir C(φ) commute avec L, il fournit un endomorphisme
du module V. Le noyau Ker C(φ) ' V/W et son image Im C(φ) 'W sont
deux sous-modules de V dont l’intersection est zéro. On vient, donc, de
démontrer la décomposition V 'W ⊕V/W.
Avec ce résultat, est ensuite possible de démontrer, par induction sur
la dimension de W, que V est toujours une somme directe quel que soit
le sous-module W tel que dim V/W = 1, c’est-à-dire pas nécessairement
irréductible.
On considère maintenant le cas général d’un module M qui contient
un sous-module N. Soit V le sous-espace de Hom(M, N) composé des
applications linéaires f , telles que f |N ∝ 1N . Soit W le sous-espace de
Hom(M, N) composé des applications linéaires f , telles que f |M = 0.
Comme l’action de L envoie V en W, le dernier est un sous-module de
V tel que dim V/W = 1. Selon le cas spécial qu’on a traité plus haut,
V/W est un sous-module trivial de V, ce qui veut dire qu’il existe une
application f |N = 1N telle que 0 = (x · f )(m) = x · f (m)− f (x ·m). Ainsi,
on vient de prouver que M ' N ⊕Ker f .
Le point crucial dans la preuve c’est que la représentation triviale
d’une algèbre de Lie semi-simple est la seule représentation irréductible
à avoir un Casimir nul. Comme on va voir dans la suite, la généralisation
de la semi-simplicité pour les superalgèbres de Lie assure que toutes les
représentations unidimensionnelles restent triviales, donc ont toujours un
Casimir nul, mais, par contre, il est tout à fait possible que le Casimir
d’une représentation non-triviale soit zéro.
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1.1.3 Superalgèbres de Lie
Une algèbre A sur C est une superalgèbre s’il existe une décomposition A '
A0¯⊕ A1¯ telle que AαAβ ⊆ Aα+β, où les indices de gradation α, β ∈ Z/2Z.
Pour un élément a ∈ Aα on dit que a est homogène de degré |a| := α.
Pour la suite, on suppose implicitement que a est homogène dans toute
expression qui fait intervenir le degré |a| de façon explicite.
Exemple 1.1 Pour un espace vectoriel gradé V ' V0¯ ⊕ V1¯ sur C l’algèbre End V devient une




= {a ∈ End V | a ·Vβ ⊆ Vα+β}. (1.2)
Une superalgèbre L = L0¯ ⊕ L1¯ est une superalgèbre de Lie si elle est
munie d’un crochet C-bilinéaire [ , ] qui est super-anti-commutatif :
[a, b] = (−1)|a||b|[b, a] (1.3)
et qui satisfait l’identité de super-Jacobi :
[[a, b], c] = [a, [b, c]]− (−1)|a||b|[b, [a, c]]. (1.4)
Exemple 1.2 La superalgèbre End V devient une superalgèbre de Lie notée par gl(V) si on la
munit du crochet
[a, b] = ab− (−1)|a||b|ba.
Pour verifier l’identité de super-Jacobi l’identité suivante est très utile
[a, bc] = [a, b]c + (−1)|a||b|b[a, c].
Une façon équivalente de voir les superalgèbres de Lie est la suivante.




, où L0¯ est une algèbre de
Lie, L1¯ est un module de L0¯ et φ est homomorphisme φ : S2L1¯ → L0¯ qui
satisfait :
φ(a, b)c + φ(b, c)a + φ(c, a)b = 0, a, b, c ∈ L1¯.
Ici SnV dénote la n-ème puissance symétrique d’un module V.
Une représentation d’une superalgèbre de Lie L ' L0¯ ⊕ L1¯ est une ap-
plication linéaire :
φ : L→ gl(V),
où V ' V0¯ ⊕V1¯, telle que φ(Lα) ⊂ gl(V)α et
φ([x, y]) = φ(x)φ(y)− (−1)|x||y|φ(y)φ(x)
pour x, y ∈ L homogènes quelconques. Ainsi défini l’espace de base V '
V0¯⊕V1¯ de la représentation φ est un module gradé de L. On peut associer
à φ une représentation conjuguée φ∗ dont l’espace de base est le module
dual à V, cet à dire l’espace vectoriel V∗ ' (V0¯)∗⊕ (V1¯)∗ munie de l’action
suivante de L
(x ·ω)(v) = −(−1)|x||ω|ω(x · v), v ∈ V, ω ∈ V∗, (1.5)
où x et ω sont homogènes.
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Pour M ' M0¯ ⊕M1¯ et N ' N0¯ ⊕ N1¯ deux modules de la superalgèbre
L ' L0¯⊕ L1¯, on peut construire le module M⊗N appelé produit tensoriel
de M et N, dont la gradation est donné par :
(M⊗ N)0¯ ' M0¯ ⊗ N0¯ ⊕M1¯ ⊗ N1¯
(M⊗ N)1¯ ' M1¯ ⊗ N0¯ ⊕M0¯ ⊗ N1¯,
et l’action de L est définie comme :
x · (m⊗ n) = (x ·m)⊗ n + (−1)|x||m|m⊗ (x · n). (1.6)
Ainsi, à la suite de l’isomorphisme des espaces vectoriels
Hom(M, N) ' N ⊗M∗, (1.7)
l’action de L définie par
(x · f )(m) := x · f (m)− (−1)| f | f (x ·m)
munit Hom(M, N) d’une structure de module de L, dont la gradation est
f (Mi) ⊂ Ni+| f |.
On appelle un homomorphisme de modules d’une superalgèbre de Lie L,
une application linéaire HomL(M, N) 3 φ : Mα → Nα+|φ| d’un module
M ' M0¯⊕M1¯ à un module N ' N0¯⊕ N1¯ qui commute avec l’action de L.
Le théorème d’Ado est applicable aux superalgèbres aussi, c’est-à-dire
que pour toute superalgèbre de Lie L ' L0¯ ⊕ L1¯ il existe un espace vecto-
riel V ' V0¯ ⊕V1¯ tel que L peut être vu comme sous-algèbre de gl(V). On
sous entend que Lα ⊂ gl(V)α.
La définition de simplicité, nilpotence, résolubilité et semi-simplicité se fait
de la même façon que pour les algèbres de Lie en sec. 1.1.1.
Le théorème d’Engel reste vrai pour les superalgèbres de Lie, c’est-
à-dire que pour toute superalgèbre de Lie nilpotente L ' L0¯ ⊕ L1¯ vue
comme sous-algèbre de gl(V) il existe une base homogène de V ' V0¯⊕V1¯
dans laquelle les matrices de L sont strictement triangulaires.
Le théorème de Lie n’est plus valide, c’est-à-dire que ce n’est plus
possible de représenter les éléments de toute superalgèbre résoluble par
des matrices triangulaires. Ceci est le cas de la superalgèbre de Lie gl(1|1).
Une forme bilinéaire β sur une superalgèbre de Lie L ' L0¯ ⊕ L1¯ est
appelé consistante si
β(L0¯, L1¯) = 0
supersymétrique si
β(x, y) = (−1)|x||y|β(y, x)
et invariante si
β(x[y, z]) = β([x, y]z).
L’étude des algèbres de Lie commence naturellement par l’étude de ses
idéaux. Avec les mêmes arguments que pour les algèbres de Lie, l’étude
des idéaux des superalgèbres de Lie peut être ramenée à l’étude des radi-
caux des formes bilinéaires sur L qui possèdent les propriétés de consis-
tance, supersymétrie et invariance. Comme le critère de Cartan n’est plus
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valide pour les superalgèbres, les radicaux de ces formes ne sont pas né-
cessairement solubles.
Une superalgèbre de Lie L ' L0¯ ⊕ L1¯ s’appelle classique basique si L est
simple, L0¯ est réductive et L admet une forme consistante, symétrique et
invariante. Pour une superalgèbre de Lie simple toute forme consistante,
symétrique et invariante est soit non-dégénérée soit s’annule identique-
ment. De plus, deux formes consistantes, symétriques et invariantes sont
proportionnelles.
Soit L ' L0¯ ⊕ L1¯ une superalgèbre de Lie classique basique dont β est
une forme consistante, symétrique et invariante. Soit φ : L → gl(V) une
représentation irréductible de L. La représentation φ est nécessairement
fidèle si dim V > 1, car dans le cas contraire Ker φ est un idéal propre
de L. Soit xi une base homogène de L et yi sa base duale par rapport à
la forme β. La consistance de β implique |i| := |xi| = |yi|. Alors on peut







On appelle sous-algèbre de Borel d’une superalgèbre de Lie L ' L0¯ ⊕
L1¯ une sous-algèbre résoluble maximale. Kac a prouvé dans [46] qu’une
superalgèbre de Lie L ' L0¯ ⊕ L1¯ est résoluble si et seulement si L0¯ est
résoluble. Ainsi, toute sous-algèbre de Borel d’une superalgèbre L ' L0¯ ⊕
L1¯ contient nécessairement la sous-algèbre de Borel de L0¯.
1.1.4 Superalgèbres de Lie classiques basiques
On va noter la superalgèbre gl(V) également par gl(m|n) ou m = dim V0¯
et n = dim V1¯. Pour définir une forme consistante, supersymétrique et in-
variante sur gl(V) introduisons la représentation matricielle suivante pour







où α ∈ End V0¯, δ ∈ End V1¯, β ∈ g−1 = Hom(V1¯, V0¯) et, finalement,
γ ∈ g1 = Hom(V0¯, V1¯). Notons que les matrices a avec γ = β = 0 sont
paires, tandis que celles avec α = δ = 0 sont impaires. En utilisant les
isomorphismes canoniques Hom(V, W) ' W ⊗ V∗ on obtient la décom-
position suivante de la partie impaire
gl(V)1¯ ' V0¯ ⊗V ∗¯1 ⊕V1¯ ⊗V ∗¯0 = g−1 ⊕ g1 (1.9)
en tant que modules de gl(V)0¯ ' g0 = gl(V0¯)⊕ gl(V1¯).
Si les indices de gradation de V ' V0¯ ⊕ V1¯ sont vus comme apparte-
nant au Z et non pas au Z/2Z, alors gl(V) acquiert, par la même eq. (1.2),
une structure gradée sur Z :
gl(V) ' g−1 ⊕ g0 ⊕ g1. (1.10)
Soit e1, . . . , em une base de V0¯ et em+1, . . . , em+n une base de V1¯. Si E
j
i
est la base canonique de End V
E ji ek = δ
j
kei,
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alors le crochet de la superalgèbre gl(V) a la forme explicite
[E ji , E
l




i − (−1)(|i|+|j|)(|k|+|l|)δli E jk .
À l’aide de l’homomorphisme (des modules) supertrace str : End V →
C défini par
str a = tr α− tr δ
on peut construire une forme consistante, supersymétrique et invariante
donnée par
βV(x, y) = str xy, x, y ∈ gl(V). (1.11)
L’invariance et la supersymétrie de βV peuvent être déduites seulement
du fait que str est un homomorphisme de modules.
L’ensemble des éléments de gl(V) avec supertrace zéro constitue un
idéal noté par sl(V) ou sl(m|n). Après un calcul direct dans la base ca-
nonique de End V il est possible de démontrer que les seuls idéaux de
gl(V) sont sl(V) et les endomorphismes proportionnels à l’identité idV ou
idm+n. Il y a deux cas possibles.
Si m 6= n alors sl(V) ∩ idV = ∅. À nouveau, après un calcul direct
dans la base canonique de End V, on montre que sl(V) ne peut pas avoir
d’idéaux et, donc, est simple. De plus, comme
sl(V)0¯ ' sl(V0¯) + sl(V1¯) + u(1)
est réductive, alors sl(m|n) est classique basique, car la forme invariante
dans l’éq. (1.11) est non dégénérée lors de sa restriction à sl(V). On peut










de la superalgèbre de Lie sl(m|n).
Si m = n alors id2n constitue le seul idéal de sl(n|n) et, donc, la super-
algèbre quotient psl(n|n) = sl(n|n)/C id2n est simple.
La partie paire de psl(n|n) étant semi-simple
psl(n|n)0¯ = sl(n)⊕ sl(n),
donc, réductive et la forme invariante de l’éq. (1.11) non-dégénérée mo-
dulo C id2n, la superalgèbre psl(n|n) est basique classique. Notons que
même si on a utilisé l’espace vectoriel V pour construire la forme inva-
riante de psl(n|n), V est exactement le noyau C idV ·V ' V de la projection
canonique du quotient pi : sl(n|n) → psl(n|n), ce qui veut dire que V est
équivalent au module trivial de psl(n|n).
Notons que les superalgèbres sl(m|n) avec m 6= n et psl(n|n) ont la
même décomposition de la partie paire en tant que module de la partie
impaire que celle dans l’éq. (1.9) et on peut leur attribuer la même struc-
ture gradée sur Z que dans l’éq. (1.10).
Soit (·, ·) : V × V → C une forme bilinéaire, consistante, supersymé-
trique et non-dégénérée sur V ' V0¯ ⊕ V1¯ et pr : V ⊗ V → C la projection
associée
v⊗ w pr−→ (v, w).
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La superalgèbre osp(V) ou osp(m|2n) est définie comme la sous-algèbre
de gl(V) qui commute avec pr. Autrement dit, osp(V) laisse invariant le
produit scalaire (·, ·) :
osp(m|2n)α = {a ∈ gl(V)α | (a · v, w) + (−1)|α||v|(v, a ·w) = 0, v, w ∈ V}.
La partie paire de la superalgèbre est
osp(m|2n)0¯ ' so(m)⊕ sp(2n)
tandis que la partie impaire a la structure suivante
osp(m|2n)1¯ ' V0¯ ⊗V1¯
en tant que module de osp(m|2n)0¯. Notons que V0¯ et V1¯ sont auto-duaux
en tant que modules de so(m) et, respectivement, sp(2n). Munie de la
forme consistante, symétrique, invariante et non-dégénérée de gl(V) la
superalgèbre osp(m|2n) devient classique basique.
Pour donner la forme explicite du crochet on introduit la matrice
Gij = (ei, ej) (1.12)
où ei est une base homogène de V. Soit ei la base de V∗ duale à ej en V∗.
Le produit scalaire (·, ·) réalise un isomorphisme entre le module V et le
module dual V∗ donné explicitement par
ej = Gjiei, (1.13)
où GijGjk = δik. Notons l’ordre inverse des indices dans la formule
Gij = (ej, ei).
La représentation matricielle de −x agissant sur V∗ dans l’éq. (1.5) expri-
mée en terme des éléments de matrice de x agissant sur V s’appelle la






Le module V étant auto-dual, il doit exister une transformation d’équiva-
lence entre x ∈ osp(V) et xst. En utilisant l’isomorphisme entre V et V∗ de
l’éq. (1.13) on obtient (
xst
) i




On peut prendre en tant que générateurs de osp(V) les matrices dont
l’action sur les bases de V et de V∗ sont
T ji ek = δ
j
kei − (−1)(|i|+|j|)|k|Gkiej (1.14)
T ji e
l = Gl jei − (−1)(|i|+|j|)|l|δli ej.
En utilisant l’inclusion osp(V) ⊂ gl(V), l’isomorphisme gl(V) ' V ⊗ V
des modules de osp(V) et la déf. (1.6) du module produit tensoriel, on
obtient à partir des éqs. (1.14) la forme explicite du crochet[






i − (−1)(|i|+|j|)|k|GkiGjpT lp
+ (−1)(|i|+|j|)|k|Gl jGipT pk − (−1)(|i|+|j|)(|k|+|l|)δli T jk .
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1.1.5 Superalgèbre enveloppante
Soit V ' V0¯ ⊕V1¯ un espace vectoriel gradé. Soit V⊗ la somme directe des





où V⊗0 := C. Doté de la gradation
|v1 ⊗ · · · ⊗ vk| := |v1|+ · · ·+ |vk|,
et de la multiplication V⊗k ⊗C V⊗l = V⊗(k+l), l’espace vectoriel V⊗ ac-
quiert la structure d’une superalgèbre, appelé superalgèbre tensorielle T(V)
sur V.
Soit L = L0¯ ⊕ L1¯ une superalgèbre de Lie et I l’idéal généré en T(L)
par les éléments de la forme :
[a, b]− a⊗ b + (−1)|a||b|b⊗ a.
La superalgèbre U(L) := T(L)/I est appelée la superalgèbre enveloppante
de L. L’action de L sur le module puissance tensorielle L⊗k induit une
action de L dans la superalgèbre enveloppante U(L) qui est, donc, un
module (infini) de L.
Le théorème suivant est indispensable à la théorie des représentations
des superalgèbres de Lie.
Théorème de Poincaré-Birkhoff-Witt Soit L ' L0¯⊕ L1¯ une superalgèbre de Lie, b1, . . . , bB une
base de L0¯ et f1, . . . , fF une base de L1¯. Alors les éléments de la forme :




1 . . . f
jF
F , i1, . . . , iB ∈N, j1, . . . , jF ∈ {0, 1}
sont une base de U(L).
La preuve peut être trouvée dans [69].
1.1.6 Systèmes de racines
Soit L ' L0¯ ⊕ L1¯ une superalgèbre de Lie classique basique. On appelle
sous-algèbre de Cartan de hL toute sous-algèbre de Cartan de l’algèbre de
Lie L0¯. Les racines de l’algèbre de Lie L0¯ sont appelées des racines paires de
L. Les poids de L1¯ en tant que module de l’algèbre de Lie L0¯ sont appelés
des racines impaires. Les sous-systèmes des racines paires et impaires sont
notés par ∆0¯ et ∆1¯, respectivement.
La sous-algèbre de Cartan hgl(m|n) est engendrée par les matrices dia-
gonales. Pour décrire le système de racines de la superalgèbre gl(V) on











= δjm+i, 1 ≤ i ≤ n,
où j ≤ m + n. Le système de racines de gl(m|n) est alors
∆0¯ = {ei − ej} ∪ {δk − δl}, ∆1¯ = {±ei ∓ δk}
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où i, j ≤ m et k, l ≤ n.
Le système des racines de sl(m|n) s’obtient par la restriction de hgl(m|n)
à sl(m|n). Cette restriction induit une équivalence des poids de sl(m|n)










Les poids de h∗
psl(n|n) sont des élément de h
∗
sl(n|n) qui s’annulent lors-














Cette contrainte implique que les poids δi et ek ne sont plus linéairement
indépendants dans h∗
psl(n|n).
Pour décrire le système de racines de osp(m|2n) on choisit la forme
invariante de l’éq. (1.12) comme
(·, ·) =

0 idr 0 0
idr 0 0 0
0 0 0 − idn
0 0 idn 0
 ,
si m = 2r est paire et
(·, ·) =

0 idr 0 0 0
idr 0 0 0 0
0 0 1 0 0
0 0 0 0 − idn
0 0 0 idn 0
 ,
si m = 2r + 1 est impaire. Alors les matrices
hi = E ii − E i+ri+r , i ≤ r
hi = E ii − E i+ni+n , m < i ≤ m + n
sont une base de hosp(m|2n).
Si on prend comme base de h∗
osp(m|2n) les formes linéaires :
ek(E
j
j ) = δ
j
k − δjk+r, k ≤ r,
δi(E
j
j ) = δ
j
i+m − δji+m+n, i ≤ n
alors les racines paires de osp(2r|2n) sont
∆0¯ = {±ei ± ej}i 6=j ∪ {±δk ± δl},
les racines impaires de osp(2r|2n) sont
∆1¯ = {±ei ± δk}
les racines paires de osp(2r + 1|2n) sont
∆0¯ = {±ei ± ej,±ei}i 6=j ∪ {±δk ± δl},
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et, finalement, les racines impaires de osp(2r + 1|2n) sont
∆1¯ = {±ei ± δk,±δk}.
Pour toutes les superalgèbres qu’on a considérées plus haut, la forme
invariante β de l’éq. (1.11) restreinte à la sous-algèbre de Cartan h reste
non dégénérée. Elle réalise un isomorphisme φ : h→ h∗ donné par
φ(h)(h′) = β(h, h′).
Ainsi, la forme invariante de l’éq. (1.11) restreinte à h induit en h∗ un
produit scalaire symétrique non dégénéré, qu’on dénote par 〈·, ·〉 pour
gl(m|n) et par 2〈·, ·〉 pour osp(m|2n), qui le munit d’une structure d’espace
pseudo-euclidien. Les éléments de matrice du produit scalaire 〈·, ·〉 dans
la base ei, δk de h∗ ont la même forme :
〈ei, ej〉 = δij, 〈δk, δl〉 = −δkl , 〈ei, δk〉 = 0,
pour gl(m|n) et osp(m|2n).
Le groupe de Weyl W du système de racines ∆ est par définition le
groupe de Weyl de ∆0¯. Le vecteur de Weyl ρ est défini comme





pour i¯ ∈ Z2. L’action modifiée du groupe de Weyl est alors par définition
w ◦ λ = w · (λ+ ρ)− ρ. (1.17)
1.1.7 Systèmes de racines simples
Soit V ' V0¯ ⊕ V1¯ la représentation fondamentale d’une superalgèbre de
Lie classique basique L ' L0¯ ⊕ L1¯ de la sec. 1.1.4. Le choix d’une base
totalement ordonnée dans V ' V0¯⊕V1¯ induit un ordre total dans la sous-
algèbre de Cartan de gl(V) et, donc, dans l’espace de poids Γ de gl(V).
Lorsque L est une sous-algèbre de gl(V) alors son espace de poids X est un
quotient de Γ. Ceci est le cas de toutes les superalgèbres de Lie classiques
basiques sauf pour la série psl(n|n).
À ce stade, il faut mentionner que au lieu de traiter la série psl(n|n)
séparément du reste des superalgèbres de Lie classiques basiques, à cause
de la façon très particulière (1.15) dont les poids de psl(n|n) sont dé-
finis à partir des poids ei, δj de gl(n|n), il est plus pratique de com-
prendre la théorie des représentations de la superalgèbre de Lie sl(n|n)
par les mêmes moyens que la théorie des représentations des superal-
gèbres sl(m|n), n 6= m et osp(m|2n), et, ensuite, de construire les repré-
sentations de psl(n|n) par induction. La procédure d’induction est très
simple, car si V est une représentation de sl(n|n), alors elle consiste, es-
sentiellement, à calculer la valeur propre e du générateur central id2n de
sl(n|n) sur V. Si e 6= 0 alors la représentation induite
indpsl(n|n)
sl(n|n) V = V/ id2n V
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est la représentation triviale et si e = 0 alors le noyau id2n V = eV de
l’induction est zéro.
Reprenons notre discussion sur les espaces de poids Γ et X. L’ordre
total dans Γ induit un ordre total dans X. La notion de positivité d’un
poids de L est bien définie, c’est-à-dire, tout poids est soit positif soit
négatif. Une base sur N du système de racines positives de L est appelée
système de racines simples. Le choix du système de racines simples, dans le
système de racines positives, n’est pas unique, contrairement à la situation
analogue des algèbres de Lie semi-simples. Voyons plus en détail d’où
provient cette différence de comportement.
On peut renverser la logique. Fixons une base ∆0 sur Z du système
de racines complet ∆ de L. Ce choix définit un ordre total sur X qu’on va
noter <∆0 . De plus, différents choix de base donnent des définitions dif-
férentes pour l’ordre total et, donc, pour le système de racines positives.
Soit s ∈ GL(V) une transformation linéaire qui permute les vecteurs de
base de V. Les transformations de similarité sLs−1 ne sont des automor-
phismes de L que si s préserve la gradation L ' L0¯ ⊕ L1¯. Ceci est le cas
si et seulement si s est homogène et, donc, permute des vecteurs de base
pairs avec des vecteurs de base pairs et des vecteurs de base impairs avec
des vecteurs de base impairs. D’un côté l’automorphisme s change la défi-
nition de l’ordre total sur Γ et, par conséquent sur X aussi. De l’autre côté
l’auto-morphisme s de L est représenté dans X par une réflexion de Weyl
ws. Par définition, une transformation de Weyl change le signe d’une ra-
cine et, donc, transforme nécessairement au moins une racine simple dans
une racine négative. Par conséquence ws · ∆0 est un système de racines
simples qui définit un nouvel ordre total <ws·∆0 sur X. Au cas où l’image
<W·∆0 est l’ensemble de tous les ordres totaux possibles, alors il devient
clair, vu l’injectivité de l’application ∆0 →<∆0 , que chaque ordre total <
et, donc, système de racines positives, détermine un seul système de ra-
cines simples ∆<0 . Autrement dit, si l’action du groupe de Weyl W sur
les vecteurs de base de V ' V0¯ ⊕ V1¯ est transitive alors un système de
racines positives arbitraire détermine un seul système de racines simples.
Comme, dans le cas général,W ne permute pas les vecteurs de base pairs
avec les vecteurs de base impairs alors son action n’est pas transitive.
Comme pour les algèbres de Lie simples on peut représenter la classe
d’équivalence des systèmes de racines simplesW ·∆0 par des diagrammes
de Dynkin [46]. Selon la discussion précédente, une superalgèbre de Lie
classique basique aura nécessairement plusieurs diagrammes de Dynkin
possibles.
Parmi les choix possibles de systèmes de racines simples ∆0 d’un sous-
système de racines positives d’une super-algèbre de Lie classique basique
L il existe toujours un choix préférentiel où ∆0 ne contient qu’une seule
racine impaire. Ce système de racines simple est appelé système de racines
simples distingué. En effet, on peut vérifier que ce choix est pour sl(m|n),
où m 6= n, donné par
δ1 − δ2, . . . , δn−1 − δn, δn − e1, e1 − e2, . . . , em−1 − em (1.18)
avec l’ordre total
δ1 > δ2 > · · · > em,
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pour osp(2r + 1|2n) est donné par
δ1 − δ2, . . . , δn−1 − δn, δn − e1, e1 − e2, . . . , er−1 − er, er, (1.19)
et pour osp(2r|2n) — par
δ1 − δ2, . . . , δn−1 − δn, δn − e1, e1 − e2, . . . , er−1 − er, er−1 + er, (1.20)
avec l’ordre total dans les deux cas
δ1 > δ2 > · · · > er.
1.1.8 Modules de plus haut poids
Soit L ' L0¯ ⊕ L1¯ ⊂ gl(V) une superalgèbre de Lie classique basique, où
V ' V0¯ ⊕ V1¯ est l’espace de base de la représentation fondamentale. Le
choix d’une base totalement ordonnée de V induit une décomposition des
éléments de la superalgèbre de Lie L dans une partie diagonale h — la
sous-algèbre de Cartan, une partie n+ nilpotente triangulaire au dessus
de la diagonale et une partie n− nilpotente triangulaire en dessous de la
diagonale. Dans ces notations, les éléments de n+ ont un poids positif par
rapport à h, tandis que n− ont un poids négatif.
Par abus de langage, on va appeler la superalgèbre de Lie
b = h+ n+
une sous-algèbre de Borel. Notons que ce n’est pas la sous-algèbre résoluble
maximale. Ceci peut être vu sur l’exemple de gl(1|1), qui est entièrement
résoluble. De la même façon que dans la théorie des représentations des al-
gèbres de Lie simples, les représentations irréductibles de la sous-algèbre
de Borel b sont toutes de dimension un. Soit M ' Cv une telle représen-
tation, où v est le seul vecteur de base de la représentation unidimension-
nelle. Alors l’action de la sous-algèbre de Cartan h sur M
h · v = λ(h)v, h ∈ h (1.21)
définit une forme λ ∈ h∗ qui est appelée le poids de M ou, plutôt, le plus
haut poids de M à cause de l’action triviale de n+
n · v = 0, n ∈ n+. (1.22)
Si M est un module d’une superalgèbre de Lie L et v ∈ M satisfait les
eqs. (1.21, 1.22), alors v est appelé vecteur maximal de poids λ.
Pour un b-module M(λ) de plus haut poids λ on peut définir par
induction un module de la superalgèbre L
Z(λ) = U (L)⊗b M(λ), (1.23)
appelé module de plus haut poids λ.
Les modules Z(λ) sont infinis et n’admettent des quotients finis que
pour des valeurs particulières du plus haut poids λ. Une propriété très
générale des superalgèbres de Lie est que tout module indécomposable
a un sous-module maximal unique. Le quotient du module de plus haut
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poids Z(λ) par le sous-module maximal est, donc, une représentation ir-
réductible S(λ) avec plus haut poids λ. L’étude des sous-modules de plus
haut poids de Z(λ) revient à l’identification des vecteurs maximaux, où
un vecteur maximal est, par définition, un élément de Z(λ) sur lequel
n+ agit de façon triviale, c’est-à-dire comme dans l’éq. (1.22). Avant de
passer à l’analyse de sous-modules des modules de plus haut poids des
superalgèbres de Lie classiques basiques, il est particulièrement utile de se
rappeler les faits suivants sur la théorie des représentations des algèbres
de Lie simples.
Soit Z(L) le centre de l’algèbre de Lie enveloppante U(L) d’une al-
gèbre de Lie simple L et soit Z(λ) un module de plus haut poids de L.
L’action de Z(L) sur Z(λ)
z · v = χλ(z)v (1.24)
définit une application χλ : Z(L) → C appelée le caractère de Z(λ). Le
caractère χλ n’est pas uniquement déterminé par le poids λ. En effet, si
Z(λ) contient un vecteur maximal vµ de poids µ, alors il engendre un
sous-module Z(µ) et, par la déf. (1.24),
z · vµ = χµ(z)vµ.
En même temps, selon la même déf. (1.24)
z · vµ = χλ(z)vµ, vµ ∈ Z(λ)
ce qui nous amène a conclure que
Z(µ) ⊂ Z(λ) ⇒ χλ = χµ. (1.25)
La caractérisation de la classe d’équivalence des poids qui définissent un
seul caractère est connue sous le nom du théorème de Harish-Chandra
[36]. Si deux poids λ et µ définissent un seul caractère χλ = χµ, alors on
va dire que les poids λ et µ sont équivalents et on va noter cette relation
d’équivalence par λ ' µ.
Théorème de Harish-Chandra Soit χλ le caractère défini par le poids λ, χµ le caractère défini
par le poids µ et ρ le vecteur de Weyl. Alors χλ = χµ, c’est-à-dire λ ' µ, si et
seulement si λ+ ρ et µ+ ρ se trouvent dans la même orbite du groupe de Weyl
W .
Ensuite, il est possible de montrer, par construction explicite d’un vec-
teur maximal, que si λ+ ρ et µ+ ρ se trouvent dans la même orbite deW
et µ < λ alors Z(µ) ⊂ Z(λ). Cela donne l’implication inverse à (1.25) et,
donc, on peut résumer les derniers résultats sous la forme
Z(µ) ⊂ Z(λ) ⇔ µ ' λ ⇔ W · (µ+ ρ) =W · (λ+ ρ) (1.26)
Les classes d’équivalence des poids, par rapport à la relation d’équivalence
', s’appellent des blocs.
Le bloc est une notion très générale qui apparaît dans l’étude des repré-
sentations indécomposables de tous les types d’algèbres non-semi simples
(dans notre cas cette algèbre est U(L)). Elle est définie, dans le cas géné-
ral, comme la classe d’équivalence des représentations irréductibles qui
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sont connectées, par paires, par des représentations indécomposables au
sens suivant. Deux représentations irréductibles S et S′ se trouvent dans
le même bloc si et seulement si il existe une série de représentations indé-
composables
I0, I1, . . . , In
telle que
S ∩ I0 6= ∅, Ii−1 ∩ Ii 6= ∅, S′ ∩ In 6= ∅
pour i = 1, . . . , n.
Pour établir l’équivalence de cette définition généralisée avec la défi-
nition précédente il suffit d’ordonner les poids d’une orbite du groupe de
Weyl dans une série croissante λ0 < λ1 < . . . et pour chaque paire λi < λj
de prendre en tant que modules indécomposables Ii les modules de plus
haut poids Z(λi), Z(λi+1), . . . , Z(λj).
La notion de bloc n’est pas fréquemment rencontrée dans le cadre de
la théorie de représentations finies des algèbres de Lie simples à cause
des faits suivants. Comme on a vu de l’éq. (1.26), les poids µ de tous les
vecteurs maximaux d’un module Z(λ) de plus haut poids λ peuvent être
obtenus par l’action modifié du groupe de Weyl
w ◦ λ = w · (λ+ ρ)− ρ.
Le point crucial à remarquer est que dans chaque orbite de l’action mo-
difiée du groupe de Weyl il existe juste un seul poids dominant. Cette
affirmation est connue aussi sous une autre forme — l’action modifiée du
groupe de Weyl permute les chambres de Weyl. Cela veut dire que si on
est intéressé par les représentations de dimension finie des algèbres de Lie
simples, dont les plus hauts poids sont des poids dominants, alors chaque
bloc ne contient qu’une seule représentation irréductible, ce qui est en ac-
cord avec le résultat général du théorème de Weyl 1.1.2. Comme on va
voir dans la suite, pour les superalgèbres de Lie le théorème de Harish-
Chandra n’est plus vrai. La possibilité qu’un bloc contienne plus qu’un
poids dominant reste, donc, ouverte. Après ce rappel sur la théorie des
représentations de plus haut poids des algèbres de Lie simples on revient
au traitement des représentations des superalgèbres de Lie classiques ba-
siques.
Pour les superalgèbres de Lie la situation est beaucoup plus compli-
quée. Tout d’abord, à partir du théorème de Poincaré-Birkhoff-Witt 1, de
la sec. 1.1.5, la restriction d’un module de plus haut poids Z(λ) à L0¯ ad-
met un quotient de dimension finie si et seulement si λ est dominant par
rapport au système de racines simples de L0¯ induit par l’ordre total du
système de racines simples de L. Pour sl(m|n) cela veut dire que les labels
de Dynkin de λ, par rapport aux racines simples paires du système (1.18)
de racines simples distinguées, sont des entiers, car le système induit des
racines simples de L0¯ est un sous-ensemble du dernier. Dans le cas de
osp(m|2n), le système de racines simples de L0¯ induit du système (1.19,
1.20) distingué de racines simples de L contient une racine supplémentaire
2δn. Pour que Z(λ) ait un quotient fini il faut que les labels de Dynkin de
λ soient des entiers par rapport aux racines simples paires du système de
racines simples distinguées et par rapport à 2δn aussi.
1Le carré dans U(L) d’un générateur fermionique de L est zéro.
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Après avoir identifié les modules de plus haut poids Z(λ) qui ad-
mettent un quotient fini on se demande naturellement combien de quo-
tients finis possibles il y a. Comme on va voir dans la sec. 1.1.9, il est
en effet possible que le quotient fini ne soit pas uniquement déterminé.
Il devient alors utile de distinguer entre deux types de poids. Un poids
dominant d’une superalgèbre de Lie classique basique est appelé typique
s’il est le seul poids dominant dans son bloc. Un poids dominant d’une
superalgèbre de Lie classique basique est appelé atypique s’il n’est pas le
seul poids dominant dans son bloc. L’identification des blocs des superal-
gèbres de Lie classiques basiques est le sujet de la section suivante. Cette
section est utile pour évaluer correctement le degré de complexité que les
représentations indécomposables peuvent atteindre.
1.1.9 Blocs des superalgèbres de Lie
On a introduit la définition de bloc d’une algèbre de Lie simple dans la
sec. 1.1.8. Là on a parlé aussi de cette notion dans le cadre de la théorie
des représentations des algèbres non-semi-simples génériques. De cette
définition générale, deux poids µ et λ se trouvent dans le même bloc si
et seulement si les caractères des représentations de plus haut poids Z(λ)
et Z(µ) coïncident χλ = χµ. Cette condition établit une relation d’équiva-
lence notée par λ ' µ.
De la même façon que pour les algèbres de Lie on démontre que si λ
et µ se trouvent dans la même orbite de l’action modifiée (1.17) du groupe
de Weyl W , alors λ ' µ. Il se trouve que l’équivalence des poids λ ' µ
est possible en dehors des orbites deW . Dans [47] Kac a montré que si
〈λ+ ρ, α〉 = 0 (1.27)
pour une racine impaire α de norme nulle
〈α, α〉 = 0
alors
χλ = χλ+Cα.
L’idée est la suivante. Soit vλ le vecteur de plus haut poids du module de
plus haut poids Z(λ), β la seule racine impaire du système distingué de
racines simples et F±β les générateurs de plus haut poids ±β par rapport
à la sous-algèbre de Cartan h. Alors la condition que le descendant au
niveau un
vλ−β = F−βvλ
soit un vecteur maximal revient à demander que
Fβvλ−β ∝ Hβvλ = 〈λ, β〉vλ = 0,
ou
〈λ, β〉 = 〈λ+ ρ, α〉 = 0.
Ensuite on utilise l’invariance des caractères χµ sur les orbites de Weyl
et la transitivité de l’action du groupe de Weyl sur le sous-système de
racines impaires pour arriver à la condition (1.27). La condition (1.27) est
aussi appelée condition d’atypie pour le poids λ.
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Les blocs des superalgèbres de Lie ont, donc, la structure suivante [54,
72]. Soit α1, . . . , αk l’ensemble maximal de racines paires de norme nulle li-
néairement indépendantes qui satisfont la conditions d’atypie (1.27), alors
χλ = χλ+Cα1+...Cαk
et le bloc de λ est de la forme
[λ] =W ◦ (λ+Cα1 + . . .Cαk).
L’entier k est appelé le degré d’atypie du bloc du poids λ. Notons que si k > 0
alors le bloc [λ] contient une infinité de poids dominants. On voit, donc,
qu’un poids dominant est typique, c’est-à-dire est le seul poids dominant
dans son bloc, si et seulement si il ne satisfait aucune condition d’atypie,
ou si le degré d’atypie du bloc est k = 0.
Au final, il est utile de retenir un critère nécessaire pratique pour dé-
terminer si deux poids se trouvent dans le même bloc — leur Casimir doit
être le même.
1.1.10 Classes de modules indécomposables relevantes pour les applica-
tion physiques
On a vu dans la sec. 1.1.9 que les poids dominants se divisent en deux
classes — typiques et atypiques. Comme les poids typiques sont les seuls
dans leur bloc, le module de plus haut poids Z(λ) admet un quotient
irréductible fini unique S(λ). Ils sont les analogues des représentations ir-
réductibles des algèbres de Lie simples : i) le théorème de Harish-Chandra
de la sec. 1.1.8 reste vrai pour les poids typiques ; ii) on peut calculer les
caractères des représentations irréductibles correspondant aux poids ty-
piques par une formule du même type que la formule de Weyl









où l(w) est le nombre de réflexions élémentaires par lesquelles un élé-
ment w du groupe de Weyl W peut être exprimé. 2 Ici, par réflexions
élémentaires on comprend les réflexions qui correspondent aux racines
du sous-système de racines simples paires induit par le système distingué
de racines simples.
Le fait qu’on sache d’avance qu’un poids λ est typique permet de
construire explicitement le quotient fini unique irréductible S(λ) du mo-
dule de plus haut poids Z(λ). En effet, soit λ¯ le plus haut poids de Z(λ)
par rapport au sous-système de racines simples paires induit par le sys-
tème distingué de racines simples. Notons par S0(λ¯) la représentation ir-
réductible de la sous-algèbre paire L0¯ de plus haut poids λ¯. On peut la
promouvoir de façon triviale à une représentation de L0¯ + n
+




2Seulement le nombre minimal de réflexions élémentaires par lesquelles un élément
arbitraire w ∈ W peut être exprimé est bien défini. Ce nombre s’appelle la longueur de w.
Malgré cela, la parité (−1)l(w) est définie de façon non-ambiguë pour toute décomposition
possible de w en produit de réflexions élémentaires.
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est alors finie, selon le théorème de Poincaré-Birkhoff-Witt de la sec. 1.1.5,
et, donc, irréductible car elle est un quotient de Z(λ).
Les représentations irréductibles avec poids atypiques peuvent consti-
tuer des indécomposables. On est confronté au problème de classification
des structures de représentations indécomposables possibles. Selon la dis-
cussion de la sec. 1.1.9, ce problème se résout, effectivement, par blocs. Il
est, ainsi, utile de parler de la théorie des représentations d’un bloc. Le
degré de complexité varie considérablement d’un bloc à l’autre selon le
degré d’atypie du bloc. Germoni a montré en [26] que si le degré d’atypie
du bloc est k ≥ 2 alors ses représentations indécomposables ne peuvent
pas être classifiées, c’est-à-dire identifiées par un nombre fini de para-
mètres, car la théorie des représentations du bloc est de type dit sauvage.
Ce comportement est fortement décourageant à la première vue.
Néanmoins, l’expérience déjà acquise montre que dans les applica-
tions physiques on n’a pas nécessairement besoin de savoir classifier
et construire toutes les représentations indécomposables possibles. Dans
l’étude des chaînes quantiques du ch. 3 on est intéressé par les représen-
tations indécomposables qui sont engendrées par les puissances tenso-
rielles V⊗L de la représentation fondamentale V de osp(m|2n). Pour toute
chaîne de longueur finie, les représentations engendrées peuvent être, évi-
demment, classifiées, c’est-à-dire identifiées à l’isomorphisme près par un
nombre fini de paramètres. Il n’est pas du tout évident que ceci reste vrai
dans la limite de longueur infinie. On va voir dans le ch. 3 que ceci est le
cas pour la chaîne V⊗L de osp(4|2).
Un autre exemple vient des modèles sigma sur les superespaces sy-
métriques M ' G/H. Les représentations relevantes sont celles qui ap-
paraissent dans la décomposition de l’espace fonctionnel L2(M). Pour les
modèles sigma sur les espaces symétriques, le choix de l’espace L2(M) est
partiellement justifié par l’unitarité de l’action quasi-régulière du groupe
de Lie G. Tout de même, l’argument ultime est la nécessité de l’existence
de la fonction à deux points pour tous les opérateurs du modèle sigma.
Plus spécifiquement, l’action des modèles sigma s’annule pour des confi-
gurations constantes des champs 2.2.1. Cela veut dire que les modes zéro
se factorisent dans la mesure de l’intégrale fonctionnelle. Pour que les opé-
rateurs de la théorie de dimension classique zéro aient une fonction à deux
points bien définie à l’ordre zéro dans la théorie des perturbations il est né-
cessaire qu’ils soient de carré intégrable sur des configurations constantes
des champs, même si l’espace cible est non-compact. Les fonctions de l’es-
pace L2(M) ne forment pas une algèbre, c’est-à-dire L2(M) n’est pas clos
par rapport à la multiplication des fonctions. On aurait, donc, envie de
dire que la classe de représentations pertinentes pour les modèles sigma
n’est pas close par rapport au produit tensoriel. Ceci serait, pourtant, une
conclusion précipitée.
Pour comprendre ce désaccord apparent, considérons pour l’instant
l’espace symétrique principal chiral compact qui correspond à un groupe
de Lie G. Soit R(G) l’espace des fonctions composé des combinaisons
linéaires finies des éléments de matrice des représentations unitaires fi-
nies de G. Cet espace possède une structure d’algèbre par rapport à la
multiplication de fonctions. En effet, le produit des éléments de base
de R(G) s’interprète comme le produit tensoriel de deux représenta-
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tions irréductibles et, donc, peut être décomposé dans une somme fi-
nie des éléments de R(G). En fait, l’algèbre des fonctions R(G) pos-
sède une structure plus riche d’algèbre de Hopf, dont la comultiplication




où les fonctions ai, bi ∈ R(G) sont définies de façon unique par l’action




Pour plus de détails sur les structures algébriques qu’on peut définir sur
l’espace de fonctions R(G) voir [81, 68]. Pour nous il suffit de savoir que
l’action régulière à droite et à gauche de l’algèbre enveloppante U(g)
admet une représentation dans l’espace des opérateurs différentiels sur
R(G), où on a noté par g la superalgèbre de Lie du supergroupe G. Le
lien entre R(G) et L2(G) est établi par le théorème de Peter-Weyl [14], se-
lon lequel R(G) est un sous-espace dense de L2(G). L’espace L2(G) est en
fait plus grand que R(G), car il peut contenir des combinaisons linéaires
infinies d’éléments de R(G), mais convergentes par rapport à la mesure
de L2(G). Ces combinaisons linéaires infinies sont la généralisation de la
représentation en série de Fourier d’une fonction dans L2(S1) au cas des
fonctions dans L2(G). Les éléments de matrice des représentations uni-
taires finies sont les fonctions propres de l’opérateur de Laplace-Beltrami
sur R(G).
L’analyse harmonique des espaces symétriques compacts M ' G/H
peut être déduite de l’analyse harmonique sur le groupe G. Soit R(M) l’al-
gèbre des fonctions sur M qui est close sous la multiplication. Elle peut
être vue en tant que sous-algèbre de R(G), par restriction aux éléments
de matrice des représentations irréductibles de G qui sont invariants sous
l’action régulière à droite du sous-groupe H. Notons que R(M) ne pos-
sède plus de comultiplication. Par la factorisation de la mesure
dµ(G) = dµ(M)dµ(H)
on voit tout suite que R(M) est dense en L2(M). Les fonctions de L2(G)
admettent aussi une décomposition en série de Fourier généralisée.
Des résultats similaires existent pour les espaces symétriques non-
compacts [48]. La différence principale est que l’algèbre des fonctions
R(M) est engendrée par les éléments de matrice des représentations uni-
taires infinies. Les fonctions de L2(M) admettent une décomposition en
intégrale de Fourier. De façon analogue à la mécanique quantique d’une
particule libre, c’est-à-dire à l’analyse harmonique de L2(R) en tant que
module de U(1), R(M) n’est plus un sous-espace de L2(M), car les fonc-
tions propres de l’opérateur Laplace-Beltrami ne sont pas de carré inté-
grable. Dans le langage de la mécanique quantique, les fonctions propres
de l’opérateur de Laplace-Beltrami sont “normalisables au sens de la fonc-
tion δ”.
Dans tous les cas considérés, les représentations unitaires qui appa-
raissent dans la décomposition de L2(M) sont identifiées par un seul label
— leur plus haut poids.
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Une généralisation du théorème de Peter-Weyl pour les supergroupes
et, plus généralement pour les superespaces symétriques M ' G/H
n’existe pas encore. Vu que le théorème de Peter-Weyl a plusieurs formes
dans la littérature, soyons plus précis sur ce qu’on veut dire par cela. On
voudrait avoir une caractérisation exacte de la classe des représentations
du supergroupe G dont les éléments de matrice sont tels que : i) ils en-
gendrent une algèbre R(M) sous la multiplication des fonctions ii) les
éléments de L2(M) admettent une représentation en série ou intégrale
de Fourier par rapport à la base de R(M). Notons que pour les super-
groupes il n’existe pas de superespaces symétriques principaux chiraux,
c’est-à-dire des superespaces homogènes avec structure riemannienne qui
admettent deux actions du supergroupe G, qui commutent entre elles,
et une structure de supervariété de supergroupe [82]. 3 Même si le ré-
sultat désiré n’existe pas encore, la résolution de l’analyse harmonique
détaillée de L2(MG) pour les supergroupes GL(1|1), SL(2|1), PSL(2|2)
laisse deviner la réponse [71, 71, 29], où on a noté par MG un espace sy-
métrique principal chiral de G. Dans tous ces cas, l’espace des fonctions
L2(MG) se décompose sous l’action régulière, à gauche ou à droite, du
supergroupe G dans une somme directe des représentations indécompo-
sables dites projectives et qu’on va définir dans la sec. 1.1.11. Chaque cou-
verture projective d’une représentation irréductible, notion qu’on va définir
dans la sec. 1.1.11, apparaît avec une multiplicité donnée par la dimen-
sion de la représentation irréductible correspondante. L’article de Scho-
merus et Quella [57] indique que ce scénario doit être valide pour tous
les supergroupes de type I, c’est-à-dire qui admettent une Z-gradation de
même type que GL(N|M). Notons que les représentations adjointes des
algèbres non-semi-simples finies [3] se décomposent aussi que dans des
représentations projectives. Il est, donc, très probable que l’algèbre recher-
chée R(MG) est engendrée par les éléments de matrice des représenta-
tions projectives, car cette classe de représentations possède la propriété
recherchée de clôture par rapport au produit tensoriel. Plus que cela, on
n’a besoin que d’un seul label pour identifier les représentations indécom-
posables dans cette classe, car, comme on va le voir dans la sec. 1.1.11, il
existe une bijection entre les représentations projectives et les représenta-
tions irréductibles.
Mentionnons aussi qu’on peut montrer que si M ' G/H est un su-
perespace symétrique compact, alors le sous-espace de fonctions R(M) ⊂
L2(M) muni de structure d’algèbre close sous la multiplication des fonc-
tions, dont on demande également qu’il soit dense en L2(M), ne peut
pas être vu comme sous-algèbre de R(MG) par restriction, où MG est
un espace principal chiral. En fait, de la non-compacité nécessaire de
MG [82] et de l’hypothèse de compacité de M, on peut déduire que
R(MG) ∩ R(M) = ∅.
On va conclure cette section en remarquant que la classe des représen-
tations indécomposables dont i) les éléments peuvent être classifiés par
un nombre fini de paramètres et ii) qui est close sous le produit tensoriel,
est beaucoup plus grande que celle des représentations projectives et, en
même temps, beaucoup plus petite que la classe des représentations en-
gendrées par les éléments de matrice de la représentations fondamentale
3En fait, pour être plus précis, la seule exception est le supergroupe OSp(1|2n).
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et de sa conjuguée [27]. Ainsi, la clôture de la classe des représentations
pertinentes aux applications physiques par rapport au produit tensoriel
est nécessaire mais pas du tout suffisante.
1.1.11 Modules projectifs, injectifs, standards, co-standards et bascu-
lants
La définition exacte de représentation projective est assez abstraite.
Définition 1.1 Le module P d’une superalgèbre de Lie L ' L0¯ ⊕ L1¯ est appelé projectif si pour
tout homomorphisme surjectif h : M  N et homomorphisme f : P → N il
existe un homomorphisme g : P→ M tel que h ◦ g = f .
Les homomorphismes h, f , g sont des homomorphismes de modules,
c’est-à-dire ils commutent avec l’action de la superalgèbre L. La notion de
module projectif fait partie du vocabulaire de base de la théorie homo-
logique des représentations, dont la référence classique est [7] et moins
classique [3]. Dans un langage catégorique la définition est équivalente à
l’affirmation que tout diagramme




peut être étendu à un diagramme commutatif










À titre illustratif, pour voir comment la déf. 1.1 fonctionne en pratique,
démontrons la propriété suivante : si P est un module quotient d’un certain
module M alors il existe un sous-module N de M tel que M ' N ⊕ N.
En effet, l’hypothèse que P est un module quotient de M est équiva-
lente à l’existence du diagramme





où id est l’homomorphisme identité. Selon la définition de projecti-
vité (1.28) ce diagramme implique l’existence d’un homomorphisme g









tel que h ◦ g = id. De la surjectivité de h il en résulte que g est injectif et,
donc, P est aussi un sous-module de M. En même temps, ker h est aussi
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un sous-module de M. Au final, on voit que e = g ◦ h est un endomor-
phisme idempotent de M qui satisfait e|P ' id et e|ker h = 0. On a donc
prouvé la décomposition M ' ker h⊕ P, où l’idempotent e projette sur P
et l’idempotent complémentaire 1− e projette sur ker h. 













où M∗, N∗, P∗ sont les modules duaux et h∗, f ∗, g∗ sont les homomor-
phismes induites par dualité. Explicitement, si h : M → N est un homo-
morphisme alors l’homomorphisme dual induit h∗ : N∗ → M∗ est défini
par
(h∗(ν))(m) = ν(h(m)). (1.30)
On vérifie immédiatement de l’éq. (1.30) que si h est surjectif alors h∗ est
injectif. Comme h∗∗ = h on en déduit que l’inverse est vrai aussi, d’où la
forme du diagramme (1.29).
Un module I qui satisfait la même propriété que P∗ est appelé module
injectif. On démontre de la même façon que pour les modules projectifs,
que si un module injectif I est un sous-module d’un module arbitraire M alors il
existe un module N tel que M ' I ⊕ N.
Remarquons que les représentations irréductibles S(λ), qui corres-
pondent aux poids typiques λ, sont trivialement projectives et injectives
dans la catégorie des modules finis. En effet, par la définition d’un poids
typique, le module simple S(λ) est seul dans son bloc, dans la catégorie
des modules finis. Le seul homomorphisme non-trivial dans ce bloc est
l’homomorphisme identité et les définitions de projectivité et injectivité
sont vérifiées de façon triviale. La forme
βλ(X, Y) = trS(λ) Rλ(X)Rλ(Y),
avec λ typique, est non-dégénérée, consistante, supersymétrique et inva-
riante pour toutes les représentations irréductibles Rλ : L→ gl(S(λ)), des
superalgèbres de Lie classiques basique sauf psl(N|N). Ceci prouve que
S(λ) sont des représentations auto-duales. L’affirmation reste vraie pour
psl(N|N), mais la preuve se fait par induction à partir de sl(N|N), comme
expliqué au début de la sec. 1.1.7.
Ce résultat se généralise aux représentations projectives, c’est-à-dire
les classes des modules projectifs et injectifs coïncident. Par conséquence
les modules projectifs ne peuvent pas être des constituants des représen-
tations indécomposables plus grandes.
Pour calculer les représentations projectives il est utile de connaître les
résultats suivants de la théorie homologique des représentations :
i) l’induction
indgs P = U(g)⊗s P
d’une représentation projective P d’une sous-algèbre arbitraire s ⊂ g est
une représentation projective de g ;
ii) la restriction
resgs P
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d’une représentation projective P de g à une sous-algèbre s ⊂ g est une re-
présentation projective. Dans les calculs pratiques on peut prendre en tant
que s la sous-algèbre g0¯ et en tant que P toute représentation irréductible
de g0¯.
La définition standard de couverture projective d’une représentation
arbitraire nécessite l’introduction de notions supplémentaires. De façon
alternative, on préfère définir la couverture projective P(λ) d’une repré-
sentation irréductible S(λ) comme la représentation projective indécom-
posable dont le quotient par le sous-module maximal est S(λ). Avec cette
définition, si on suppose que P(λ) existe, il en résulte, par applications
enchaînées du diagramme (1.28) à
M 






// P′(λ) // // S(λ)
que si P(λ) et P′(λ) sont deux couvertures projectives alors il existe un iso-
morphisme P(λ) ' P′(λ). Pour prouver l’existence de la couverture pro-
jective il suffit de montrer que pour toute représentation irréductible S(λ)
il existe une représentation projective Π(λ) (pas nécessairement indécom-
posable) et un homomorphisme surjectif h : Π(λ) S(λ). Soit W un mo-




dire f : W ↪→ resgg0¯ S(λ), alors on peut prendre en tant que Π(λ) le module
indgg0¯ W et en tant que h l’homomorphisme surjectif h(u ? w) = u · f (w),
où u ∈ U(g) et u ? w ∈ U(g)⊗U(g0¯) W est l’image de u⊗ w par induction.
Il y a une manière très pratique de construire des quotients de mo-
dules (1.23) de plus haut poids Z(λ) qui sont relevants dans les applica-
tions aux modèles sigma sur les superespaces symétriques non-compacts.
On pose alors
Γ0(Z(λ)) = R(MG)⊗U(g) Z(λ). (1.31)
Ici R(MG) est l’algèbre des fonctions sur le superespace symétrique prin-
cipal chiral MG pour le supergroupe G, qui a été introduite à la fin de la
sec. 1.1.10. Par exemple, l’espace de fonctions L2(MG) peut être vu comme
induit à partir de l’espace de fonctions L2(MG0¯ ) sur la sous-variété de base
MG0¯
L2(MG) = R(MG)⊗U(g0¯) L2(MG0¯ ).
Cette procédure d’induction nécessite, quand même, une compréhension
très exacte de l’espace fonctionnel R(MG) et de sa structure algébrique.
En fait, on peut définir des procédures d’induction analogues à l’éq. (1.31)
en utilisant aux lieux de l’algèbre de fonctions R(MG) tout autre bi-module
de U(g) qui est mieux compris que U(g) lui même.
On va brièvement mentionner deux autre classes de représentations
indécomposables qui sont importantes dans l’approche purement mathé-
matique à la théorie des représentations des superalgèbres de Lie — les
modules (co-)standards et les modules basculants. Ils ont été introduits
dans le but de simplifier le calcul des représentations projectives à travers
des relations de dualité à la Bernstein-Gelfand-Gelfand [12].
Les modules standards et co-standards sont définis de manière diffé-
rente pour les superalgèbres de Lie classiques basiques de type I et pour
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le reste. Une superalgèbre de Lie classique basique g est dite de type I si
elle admet une gradation sur Z de la même forme que gl(m|n)
g = g−1 + g0 + g−1,
où g0¯ = g0 et g1¯ = g−1 + g1. Soit λ un poids dominant de g0 et S0(λ)
une représentation irréductible de g0 de plus haut poids λ. Elle peut être
étendue de façon triviale à une représentation E+(λ) de plus haut poids λ
pour la superalgèbre s+ = g0 + g1 et à une représentation E−(λ) de plus




E±(λ) = S0(λ), g±E±(λ) = 0.
Les modules standards sont les modules de Kac K(λ) et le module co-
standard sont les modules de Kac duaux K¯(λ) définis par
K(λ) = U(g)⊗s+ E+(λ), K¯(λ) = U(g)⊗s− E−(λ).
Les modules de Kac sont reliés par la relation de dualité
K¯(λ− 2ρ1¯) ' K∗(λ),
où ρ1¯ a été défini dans l’éq. (1.16).
Pour les superalgèbres de Lie classiques basiques qui ne sont pas de
type I les modules standard sont définis par une procédure d’induction
de type (1.31). Pour définir les modules co-standard on a besoin de définir
aussi le dual régularisé de R(MG) comme par exemple en [68].
Enfin, un module basculant M est défini par les propriétés suivantes
i) M a une filtration
M = V0 ⊃ V1 ⊃ · · · ⊃ Vn ⊃ 0
dont les sous-quotients
Vi/Vi+1
sont isomorphes à des modules standards ;
ii) M a une filtration
M = V¯0 ⊃ V¯1 ⊃ · · · ⊃ V¯n¯ ⊃ 0
dont les sous-quotients
V¯i/V¯i+1
sont isomorphes à des modules co-standards ;
iii) il n’existe pas de module indécomposable N tel que N/M est un mo-
dule standard ou, de façon équivalente, il n’existe pas de module N¯ tel
que N¯/M est un module co-standard.
1.2 Supergroupes de Lie
1.2.1 Supergroupes de matrices
Les supergroupes de Lie peuvent être définis de plusieurs façons. On va
commencer par la façon classique qui est aussi la plus simple.
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Soit B une algèbre de Grassmann sur C à L générateurs, où L est suffi-
samment grand pour que son choix n’influence pas les constructions qui





Les éléments de B sont des puissances extérieures d’ordre k = 0, 1, . . . , L
des vecteurs de base de l’espace vectoriel CL. L’algèbre de Grassmann B
est, ainsi, munie d’une graduation sur Z concentré dans {0, 1, . . . , L}. La
graduation induite ·¯ : Z → Z/2Z munie B ' B0¯ ⊕ B1¯ d’une structure de
superalgèbre super-commutative comme défini dans la sec. 1.1.3. Remar-
quons qu’un élément b de B est inversible si et seulement si sa projection
sur la composante de degré k = 0 de B est non-nulle. On va noter par
rad B le radical de B, c’est-à-dire l’idéal des éléments nilpotents.
Soit V ' V0¯ ⊕ V1¯ un espace vectoriel sur C avec dim V0¯ = m et
dim V0¯ = n. On va noter par la suite l’évaluation de la Z/2Z-graduation
de tous les objets par | · |. On associe à V un module de B
U = B⊗C V (1.33)
gradué comme |u| = |b| + |v|. L’ensemble des endomorphismes EndB U
acquiert une structure de superalgèbre avec la graduation
φ ∈ EndB U : |φ| = α =⇒ φ · u ∈ Bα+|u|.
Le sous-ensemble des endomorphismes inversibles et paires de EndB U
est appelé le supergroupe GL(m|n).
Soit e1 < · · · < em une base de V0¯ et em+1 < · · · < em+n une base de
V1¯. Dans cette base, les endomorphismes de M ∈ GL(m|n) peuvent être






avec a, d des matrices de taille m × m et, respectivement, n × n, dont les
éléments prennent des valeurs dans ∈ B0¯, et des matrices β,γ de taille
n×m et , respectivement, m× n, dont les éléments prennent des valeurs








est non-nul. Le superdéterminant satisfait la même propriété que le déter-
minant
sdet MN = sdet M sdet N. (1.34)
Le quotient
GL(m|n)/ rad B GL(m|n) ' GL(m,C)×GL(n,C)
est appelé sous-variété de base du supergroupe GL(m|n). Le module U
est appelé le module fondamental de GL(m|n).
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Le supergroupe SL(m|n) est le sous-groupe des matrices unimodu-
laires GL(m|n).
On peut définir le B-module HomB(M, N) pour des B-modules arbi-
traires M et N de la même façon qu’on a défini EndB U. Soit U le mo-
dule fondamental de GL(m|2n) et β ∈ HomB(U⊗B U, B0¯) une forme non-
dégénérée symétrique. Le supergroupe OSp(m|2n) est défini comme le
sous-groupe de GL(m|2n) pour lequel la forme β est un invariant, c’est-à-
dire
OSp(m|2n) = {g ∈ GL(m|2n) | β(g · u1 ⊗B g · u2) = β(u1 ⊗B u2)}.
On vérifie facilement que la sous-variété de base du supergroupe
OSp(m|2n) est
OSp(m|2n)/ rad B OSp(m|2n) ' O(m,C)× SP(2n,C).
De l’éq. (1.34) on vérifie que les endomorphismes M ∈ OSp(m|2n) sont de
superdéterminant sdet M = ±1.
La question de formes réelles possibles pour les supergroupes est assez
subtile, car on n’est pas très sûr de comment définir la conjugaison com-
plexe pour les éléments de l’algèbre de Grassmann B. Plus précisément
cette conjugaison n’est pas unique.
Il existe une construction alternative du supergroupe G = GL(m|n)
à partir de l’algèbre enveloppante U(L) de la superalgèbre de Lie L =
gl(m|n,C). Je ne vais pas expliquer les détails, qui peuvent être trouvés
dans [81, 70], mais juste donner l’idée générale. On commence la construc-
tion en définissant un dual U(L)0 de l’algèbre infinie U(L) qui soit pos-
sible à gérer, c’est-à-dire f ∈ U(L)0 ⊂ U(L)∗ si ker f contient un idéal
I f de U(L) tel que dim U(L)/I f < ∞. La structure de superalgèbre de
Hopf de U(L) induit une structure de superalgèbre de Hopf en U(L)0.
Ensuite on montre que U(L)0 admet comme base les éléments de ma-
trice de toutes les représentations finies de U(L). Après on montre que
les éléments de matrice de la représentation fondamentale de gl(m|n) et
de sa conjuguée engendrent une sous-algèbre C(G) de U0(L) qui admet
une structure de Hopf elle aussi et qui, en plus, est dense dans U∗(L). Fi-
nalement, on montre que les éléments de HomC(C(G), B) admettent une
structure de groupe qui est isomorphe à la définition précédente pour
GL(m|n).
1.2.2 Homotopie des supergroupes de Lie
On va montrer, guidé par [55], que les supergroupes de Lie sont homoto-
piquement équivalents à leur sous-variété de base.
Soit G un des supergroupes GL(m|n), SL(m|n) ou OSp(m|2n) consi-
dérés dans la section précédente et U son B-module fondamental (1.33).
Notons par || · || la gradation sur Z de l’algèbre de Grassmann B. Soit
D(λ) un opérateur dont l’action sur les éléments b ∈ B de degré ||b||
est définie comme D(λ) · b = (1− λ)||b||b. On étend l’action de D(λ) sur
tous les éléments de B par linéarité. On vérifie facilement que si M ∈ G
alors D(λ) · M ∈ G pour tout 0 ≤ λ ≤ 1. De plus, on a D(0) · M = M,
1.2. Supergroupes de Lie 35
D(1) · M = pi(M) et D(λ) · pi(M) = pi(M), où pi est la projection cano-
nique sur la sous-variété de base de G
pi : G → G/ rad BG.
Avec ces propriétés, D(λ) définit une équivalence d’homotopie entre le
supergroupe G et sa sous-variété de base pi(G).
Selon un résultat bien connu de la géométrie différentielle, deux va-
riétés qui sont homotopiquement équivalentes ont les mêmes groupes
d’homologie et de cohomologie. Des résultats qui généralisent la relation
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Ce chapitre commence par une brève discussion sur le rôle de l’unita-rité dans les modèles de la physique théorique moderne et continue
par une courte introduction à certaines théories non-unitaires appelées
théories conformes logarithmiques. Dans la section suivante j’introduis
le lecteur aux modèles sigma. Les différences essentielles entre les mo-
dèles sigma avec symétrie de groupe de Lie, d’un côté, et symétrie de
supergroupe de Lie, de l’autre, sont discutées. Ensuite j’analyse les défor-
mations des modèles sigma par ajout de termes de Wess-Zumino ou de
termes topologiques à l’action métrique standard. Après cette première
partie introductive, je classifie dans la dernière section les modèles sigma
avec action métrique standard sur des superespaces symétriques et qui ont
une ligne de points critiques. Je conclus par une discussion des approches
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2.1 Problématique de la supersymétrie globale
2.1.1 Unitarité
Les théories physiques sont unitaires. Cette phrase résonnait dans tous les
cours de mécanique quantique, théorie quantique des champs de la ma-
tière ou de la physique des particules. Par ailleurs, dans les cours de
physique statistique, de la matière condensée ou de théorie conforme des
champs on nous a fait remarquer qu’il existe des modèles statistiques et
des théories des champs non-unitaires qui ont des applications physiques.
Étant donné l’ampleur du domaine de la physique théorique il est à
présent difficile pour un spécialiste d’évaluer ce qui a ou ce qui n’a pas
de sens physique hors de son domaine de compétence. Selon les grecs,
la physique est la science de la nature. On va, donc, dire qu’une notion
mathématique dans un modèle de la physique théorique a un sens physique
si elle décrit de façon abstraite un objet ou une caractéristique d’un objet
ou, encore, un phénomène de la nature.
Ainsi, les états de l’espace d’Hilbert de la mécanique quantique mo-
délisent les états ou les caractéristiques des objets réels et, donc, ont un
sens physique. Le groupe de symétrie d’un système dynamique s’exprime
naturellement par des relations entre ses états possibles qui sont indépen-
dantes de son évolution. Dans le formalisme de la mécanique quantique
les transformations de symétrie sont représentées par des isométries du
produit scalaire de l’espace d’Hilbert, à une phase près, qui commutent
avec l’hamiltonien. Ceci justifie l’intérêt exceptionnel, dans le cadre de la
mécanique quantique, accordé aux représentations unitaires des groupes
de symétrie.
Les états des champs de la matière sont aussi décrits par un espace de
Hilbert. L’unitarité de la théorie est attribuée à l’unitarité de la matrice S.
Tout de même, en pratique, on modifie le système dynamique, en sacrifiant
son évolution unitaire en faveur des propriétés de symétrie plus élevées. Ceci est
le cas de la quantification des bosons de jauge, avec l’introduction des
oscillateurs de polarisation temporelle et longitudinale.
Ce scénario d’émergence des théories des champs (avec dynamique ou
statistique) non-unitaires est assez générique. La physique de la matière
condensée nous offre des exemples parlants dans le cadre des systèmes
électroniques désordonnés. Un sujet intriguant, qui fait partie de ce do-
maine, est la transition du deuxième ordre entre les phases localisées et
délocalisées des électrons qui arrive entre les plateaux dans l’effet Hall
quantique entier. Pour une description théorique détaillée du phénomène
voir [8, 83]. Suivons en plus de détails le fil du raisonnement qui nous
amène à traiter une théorie non-unitaire dans ce cas.
Considérons un système de la mécanique quantique en 2 + 1 dimen-
sion avec le hamiltonien
H = H0 +V
où H0 décrit la dynamique de l’électron interagissant avec un champ ma-
gnétique externe et V est un potentiel aléatoire dont la distribution est
gaussienne
P [V(x)] = e− 12σ
∫
d2 xV2(x)D[V(x)].
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Les caractéristiques mesurables du gaz des électrons dans l’effet Hall
quantique, comme par exemple la résistivité longitudinale ou transverse,
s’expriment en termes de la moyenne sur le désordre des produits de
fonctions de Green avancées et retardées
1
H − E− ie . . .
1
H − E′ + ie . . ..
Dans l’approche super-symétrique, avant de moyenner sur le désordre, on
exprime le produit des fonctions de Green par des intégrales gaussiennes
d’une théorie de champs libres. Par exemple〈
x1
∣∣∣∣ 1H − E− ie
∣∣∣∣x2〉 = i 〈η(x1)η¯(x2)〉S
où la fonction de corrélation à droite de l’équation est calculée dans une
théorie libre avec l’action
S[η, η¯, φ] = i
∫
d2 x (η¯(x)(H − E− ie)η(x) + φ¯(x)(H − E− ie)φ(x)) .
Ici η, η¯ sont une paire de fermions symplectiques, φ un boson complexe et
la convention pour le poids de l’intégrale fonctionnelle est e−S. L’effet de
moyenner sur le désordre
〈η(x1)η¯(x2)〉S = 〈η(x1)η¯(x2)〉S¯ ,
introduit un terme d’interaction de type Gross-Neveu dans l’action libre S




d2 x (φ¯(x)φ(x) + η¯(x)η(x))2 .
Cette action est manifestement invariante sous une super-symétrie globale
osp(2|2) qui laisse invariant le produit scalaire φ¯φ+ η¯η.
Ainsi, on est tenté de conclure que le contenu physique d’une théorie
des champs réside exclusivement dans ses fonctions de corrélations. Le
problème d’interprétation probabiliste de l’espace des états ne se pose
même pas.
Il y a quand même un prix important à payer pour le passage à des
théories des champs dont l’espace des états est non-Hilbertien — les re-
présentations des groupes de symétrie qui caractérisent ces systèmes dy-
namiques ou statistiques ne sont plus nécessairement unitaires. L’exploi-
tation de ces symétries requiert la maîtrise de techniques nouvelles de la
théorie des représentations des algèbres non semi-simples. J’invite le lec-
teur à utiliser la première partie de cette thèse pour se familiariser avec
ces nouvelles notions.
2.1.2 Théorie conforme des champs logarithmique
Dans une théorie conforme unitaire les champs quantiques sont organisés
dans des représentations irréductibles de Virasoro qui sont isomorphes à
des quotients irréductibles des modules de Verma.
Dans une théorie conforme non-unitaire il est permis d’avoir des repré-
sentations indécomposables de l’algèbre de Virasoro. Néanmoins, si tous
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les champs de la théorie sont des descendants des champs primaires, le
spectre s’organise toujours dans des représentations irréductibles de Vira-
soro. Ceci est dû au fait que les fonctions de corrélations dans une théo-
rie conforme sont calculées avec la forme de Shapovalov. Elle doit être
nécessairement non-dégénérée, car un radical non-nul impliquera l’exis-
tence des champs dont les fonctions de corrélations avec tous les autres
champs de la théorie s’annulent. Pour un module de plus haut poids le
sous-module maximal est exactement le radical de la forme de Shapovalov
et, donc, le quotient d’un module de plus haut poids par le radical de la
forme de Shapovalov est irréductible.
Dans une théorie conforme logarithmique l’action du générateur de dila-
tation L0 n’est pas semi-simple. Autrement dit, il existe une décomposition
de L0 dans une composante diagonale et une composante nilpotente






0 ] = 0.
Par conséquent, il n’est pas possible de générer tous les champs quan-
tiques à partir des opérateurs primaires. En particulier, ceci veut dire que
la théorie des représentations des algèbres de Virasoro restreintes à des
modules de Verma ne suffit plus pour décrire les propriétés conformes de
certains champs. Dans la suite je vais illustrer sur quelques exemples à
quel niveau la non-semi-simplicité de L0 complique ou modifie l’exploita-
tion de la symétrie conforme dans les théories conformes logarithmiques.
Je vais suivre les mêmes définitions et notations que [64]. Les premiers
types de modules de l’algèbre de Virasoro avec la propriété (2.1) qui ont
émergé dans les théories conformes [67, 65, 66, 31] peuvent être décrits par
une structure de cellule de Jordan de l’action de L0 dans l’espace du plus
haut poids. La seule généralisation qu’on fait par rapport aux modules de
Verma c’est de considérer un espace de plus haut poids de dimension plus
grande que un avec une action arbitraire de L0 là-dedans. Cette action peut
être ramenée à la forme de Jordan. Sans perte de généralité on se restreint
à une seule cellule de Jordan. Si l’algèbre enveloppante universelle de
l’algèbre de Virasoro est U , l’algèbre enveloppante universelle de la sous-
algèbre de Virasoro générée par les modes L±n, n > 0 est U±, alors
Définition 2.1 Un module de Verma-Jordan V J(h, c) = U−vk−1 de plus haut poids h et de rang
k est engendré par un vecteur vk−1 qui satisfait les propriétés suivantes
(i) U+vn = 0, L0vn = hvn + vn−1, n = 1, . . . , k− 1
(ii) L0v0 = hv0
Les modules de Verma-Jordan sont universels dans le même sens que
les modules de Verma. L’exemple classique d’un tel module est la struc-
ture du vide dans la théorie conforme des fermions symplectiques.
Les fermions symplectiques sont une théorie conforme logarithmique
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dont la décomposition en modes, pour des conditions au bord pério-
diques, est








la quantification établi par
{η1n, η2m} = nδn+m, {η¯1, η20} = −{η¯2, η10} = i, (2.3)
et le tenseur énergie-impulsion a la forme
T(z) =: ∂η1(z)∂η2(z) : (2.4)
Les fermions symplectiques ont une charge centrale c = −2. Ils appa-
raissent naturellement dans l’étude de la limite continue de la chaîne
(V ⊗ V∗)⊗L, où V est la représentation fondamentale de gl(1|1) et V∗ est
la représentation conjuguée, munie d’un hamiltonien de Temperley-Lieb
[67, 39]. On interprète les modes zéro η10 , η
2
0 comme la limite continue des
générateurs fermioniques de gl(1|1), donc, d’annihilation. L’action de




est non-diagonale par rapport aux modes zéro de création η¯1, η¯2. Les états
de la théorie s’organisent dans des représentations de gl(1|1) 1 de la forme
η¯2Φ
↗ η20 η10 ↘
η¯2η¯1Φ
Ln0=⇒ Φ,
↘ η10 η20 ↗
η¯1Φ
où Φ est un état de la théorie chirale, engendré par les champs ∂η1, ∂η2,
qui, en particulier, peut être un état de plus haut poids comme, par
exemple, le vide Ω. L’état η¯2η¯1Φ est appelé partenaire logarithmique de
Φ. Il n’est pas difficile de vérifier avec l’éq. (2.5) que L0 connecte de façon
nilpotente les partenaires logarithmiques. Si on dénote par v0 le vide Ω et
par v1 son partenaire logarithmique ω = η¯2η¯1Ω alors on vérifie que toutes
les conditions de la def. 2.1 sont satisfaites. Ainsi, le vide de la théorie
des fermions symplectiques est un (quotient du) module de Verma-Jordan
V J(0,−2).
La fonction de partition de l’action (2.2) est zéro. De la même façon, les
fonctions de corrélations entre tous les champs chiraux s’annulent, car ils
ne contiennent pas les modes zéro η¯1, η¯2. Montrons que ce comportement
des fonctions de corrélations est reproduit parfaitement par la forme de
Shapovalov.
Le module dual de Verma-Jordan V J∗(h, c) est défini par
(Lnφ)(v) := φ(L−nv), φ ∈ V J∗(h, c), v ∈ V J(h, c).
1Pour être précis la valeur propre du générateur central de gl(1|1) est toujours zéro
dans l’espace des états de la théorie. On a, strictement parlant, une symétrie pgl(1|1) =
gl(1|1)/C id.
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Si um(vn) = δmn est la base duale standard alors




Dans les notations covariantes
vn = uk−1−n, n = 0, . . . k− 1
on voit que V J∗(h, c) est un (quotient d’un) module de Verma-Jordan de
plus haut poids h engendré par la forme vk−1. L’homomorphisme des
modules de Virasoro ϕ : V J(h, c)→ V J∗(h, c) donné par
u · vk−1 ϕ→ u · vk−1, u ∈ U− (2.6)
induit la forme symétrique de Shapovalov
〈v, w〉 = ϕ(v)(w).
Ainsi, avec la forme de Shapovalov pour les fermions symplectiques on
reproduit la même normalisation du vide et de son partenaire logarith-
mique que dans le formalisme de l’intégrale fonctionnelle
〈ω,Ω〉 = 〈Ω,ω〉 = 1, 〈ω,ω〉 = 〈Ω,Ω〉 = 0.
Pour avoir une théorie conforme où les fonctions de corrélations
contiennent toute l’information sur les opérateurs, il faut se restreindre
à des représentations sur lesquelles la forme de Shapovalov est non-
dégénérée. Il est clair que, contrairement aux cas des modules de Verma,
le radical de la forme de Shapovalov n’est plus le sous-module maximal
d’un module de Verma-Jordan. En conclusion, le quotient d’un module
de Verma-Jordan par le radical de la forme de Shapovalov n’est pas ir-
réductible et, donc, le spectre d’une théorie conforme contient des re-
présentations indécomposables de l’algèbre de Virasoro. L’analyse des
sous-modules des modules de Verma-Jordan s’est avérée un problème très
complexe [64]. En particulier, lorsque le plus haut poids d’un module de
Verma-Jordan est dans le tableau de Kac, il possède une infinité de sous-
modules qui ne sont ni de plus haut poids ni de Verma-Jordan. Ceci sug-
gère que les modules de Verma-Jordan ne sont pas la seule généralisation
possible des modules de Verma compatible avec l’éq. (2.1). L’exemple d’un
tel module, que je donne dans la suite, est dû à Flohr dans [22].
Soit M le module engendré par l’action des modes de T(z) sur les
champs : η2(z, z¯)η1(z, z¯)∂η1(z) : et η1(z, z¯) ou, autrement dit, de l’action
de l’algèbre de Virasoro sur les états v1 = η¯2η¯1η1−1Ω et, respectivement,
v0 = η¯1Ω. On vérifie avec un calcul direct les propriétés suivantes :
i) V0 = Uv0 est un sous-module de M de plus haut poids h0 = 0
ii) V1 = Uv1 est le module quotient M/V0 qui est de plus haut poids
h1 = 1
iii) (L0 − h1)v1 = Ln0 v1 = η1−1Ω, où v1 est le partenaire logarithmique de
η1−1Ω
iv) L1v1 = iv0.
La dernière propriété montre que M est engendré par v1 et possède un
“ascendant nul”.
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Les transformations conformes des champs qui engendrent ce type de
module ne sont pas connues en général. Par conséquent, dans une théorie
conforme logarithmique on ne peut pas déduire en toute généralité la
forme des fonctions de corrélations à deux et à trois points à partir des
identités de Ward. Ceci est néanmoins faisable si les champs font partie
de l’espace de plus haut poids d’un module de Verma-Jordan.
Considérons deux modules de Verma-Jordan de plus haut poids h, h′ et
de rang k, l. Regroupons les champs correspondant aux états des espaces
de plus haut poids Φ0(z, z¯), . . . ,Φk−1(z, z¯) dans un seul vecteur Φ(z) et
les champs Φ′0(w), . . . ,Φ′l−1(w) dans Φ
′(w). Si hˆ et hˆ′ est la représentation
de L0 dans l’espace de plus haut poids du module de Verma-Jordan du
vecteur Φ(z) et, respectivement, Φ′(z) alors
[Ln,Φ(z)] =
(





zn+1∂+ zn(n + 1)hˆ′
)
Φ′(z)
et les identités de Ward pour les fonctions a deux points
Gij(z, w) = 〈Φi(z)Φ′j(w)〉























G(z, w) + 2zhˆG(z, w) + 2wG(z, w)(hˆ′)t = 0.
La première équation implique l’invariance par translation
G(z, w) = G(z− w)
la compatibilité de la deuxième et troisième équation
hˆG(z− w) = G(z− w)(hˆ′)t
ce qui donne finalement
G(z, w) =
1
(z− w)2hˆ S = S
1
(z− w)2(hˆ′)t
avec une matrice S qui satisfait
hˆS = S(hˆ′)t.
On vérifie facilement que S 6= 0 implique h = h′. Lorsque S est inversible,
St est l’homomorphisme ϕ de l’éq. (2.6) qui induit la forme de Shapovalov.
La composante nilpotente de hˆ génère des logarithmes dans la fonction à
deux points ce qui justifie le nom de théorie conforme logarithmique.
Au final, une remarque intéressante s’impose. Selon le lemme de Schur,
dans une théorie conforme non-logarithmique l’opérateur charge centrale
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doit être proportionnel à l’identité dans toutes les représentations de l’al-
gèbre de Virasoro engendrées par les champs primaires de la théorie,
car celles-ci sont irréductibles. Dans une théorie conforme logarithmique
l’opérateur charge centrale peut avoir une composante nilpotente dans les
représentations indécomposables de l’algèbre de Virasoro. Une construc-
tion qui illustre cela est fourni par une déformation des fermions sym-
plectiques
T(z) = ∂η1(z)∂η2(z) + ∂2η1(z)η¯2 + η¯1∂2η2(z).
Le tenseur d’énergie-impulsion déformé a un développement du produit







où la charge centrale est un opérateur non-diagonalisable
C = −2− 24η¯1η¯2.
de valeur propre c = −2.
2.2 Modèles sigma génériques
2.2.1 Présentation des modèles sigma
À toute variété riemannienneM paramétrée par les coordonnées φa et avec
élément de distance carré infinitésimale
ds2 = dφagab(φ)dφb







Les coordonnées φa(x) paramètrent un point de M pour chaque point
x d’un domaine Σ de l’espace euclidien bi-dimensionnel. La théorie des
champs définie par l’action (2.7) et par certaines conditions de bord pour
les champs φ(x) sur ∂Σ s’appelle le modèle sigma non-linéaire sur la va-
riétéM. La variétéM s’appelle l’espace cible du modèle sigma et la variété
Σ s’appelle feuille d’univers. Ainsi définis, les modèles sigma ont l’avantage
d’être invariants par rapport aux re-paramétrages deM. Le désavantage,
lorsque M est courbe, c’est la difficulté d’exploiter les isométries de la
métrique, car elles ne sont pas réalisées linéairement sur les coordonnées
φa de la variété. On donnera dans la suite des formulations différentes qui
n’ont pas ce désavantage.
On va quantifier les modèles sigma dans le formalisme de l’intégrale
fonctionnelle régularisée sur un réseau carré L. Soit i le label des noeuds
du réseau L avec un nombre fini de sites et φa un paramétrage de M. Le
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où le produit est sur les arêtes 〈i, j〉 de L et l’interaction locale Hij est le












où φaij(s) est la géodésique la plus courte qui connecte les points φ
a(i) et










= 0, φaij(0) = φ
a(i), φaij(1) = φ
a(j),



















g(i)dφ1(i) . . . dφn(i), (2.8)




et n = dimM. Cette façon de quantifier le mo-
dèle sigma a l’avantage d’être manifestement invariante par rapport aux
reparamétrages deM, à condition queM soit une variété compacte. Cette
condition est nécessaire pour que la fonction de partition soit bien défi-
nie, car le poids d’une configuration constante sur L, appelé mode zéro,
est 1. Ainsi, la contribution du mode zéro à la fonction de partition est
exactement le volume de M, qui est défini si M est une variété com-
pacte. Lorsque M est non-compacte, l’introduction d’un régulateur pour
le mode zéro est nécessaire. On ne va pas discuter la forme générale d’un
tel régulateur, mais plutôt remarquer qu’il peut briser certaines symétries
de l’action.










= gab(0) + ∂cgab(0)φc(x) +
1
2
∂c∂dgab(0)φc(x)φd(x) + . . . ,
on obtient une théorie des champs avec une infinité de constantes de cou-
plages gab(0), ∂cgab, ∂c∂dgab(0), · · · . En deux dimensions les modèles sigma
ont la spécificité que toutes ces constantes de couplage ont une dimension
zéro et, donc, en tant que théories quantiques des champs sont renorma-
lisables. Le flot du groupe de renormalisation pour ces constantes de cou-
plage modifie la géométrie de l’espace cible. Ce changement de géométrie




gab(φ¯, µ) = βab(g) (2.9)
qui doit être un tenseur symétrique covariant et qui s’obtient en rajoutant
des contre-termes à l’action (2.7) pour rendre l’action effective Γ[φ¯] finie et
indépendante de l’échelle de renormalisation µ. Pour un espace cible gé-
nérique la trajectoire que la métrique va suivre, dans l’espace de toutes les
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métriques difféomorphes à gab(φ¯, µ), est un objet très compliqué. Néan-
moins, si gab possède des isométries, alors le tenseur βab doit lui aussi être
invariant par rapport à l’algèbre de Lie des isométries. Quelles sont les va-
riétésM pour lesquelles les symétries de βab sont le plus contraignantes ?
Soit M un espace homogène, c’est-à-dire supposons qu’il existe un
groupe de Lie G avec une action transitive 2 sur M. Soit O un point de
base de M et H le sous-groupe de G qui laisse invariant ce point, c’est-
à-dire H est le stabilisateur du point O. L’espace homogène M peut être
alors identifié au quotient G/H. Si H est le sous-groupe d’éléments de G
invariants par rapport à un automorphisme involutif σ, alors G/H est ap-
pelé espace symétrique. Soit g l’algèbre de Lie du groupe G, h — l’algèbre
de Lie du sous-groupe H fixée par σ, et m = g/h l’espace vectoriel quotient
inversé par σ. L’espace vectoriel m fournit une représentation de h. Si le
module m de h est irréductible, alors l’espace symétrique G/H est appelé
irréductible. On peut montrer qu’un espace symétrique est irréductible s’il
est soit une variété de groupe simple ou soit un espace homogène G/H
avec G un groupe de Lie simple. Autrement dit, un espace symétrique ir-
réductible n’est pas le produit direct de deux autres espaces symétriques.
On peut montrer que l’irréductibilité de m, en tant que représenta-
tion de h, implique que le tenseur métrique gab est fixé, à une constante
de proportionnalité près, par la condition que son algèbre d’isométries
est une représentation de l’algèbre de Lie g. En particulier, tous les ten-
seurs symétriques de rang deux qui ont les mêmes isométries que gab sont
proportionnels à la métrique. Par conséquence, lorsque M est un espace
symétrique irréductible le tenseur βab doit être proportionnel à gab. Ainsi,
le changement de la géométrie de l’espace cible sous le flot du groupe de
renormalisation se réduit à une dilatation uniforme dans tout son volume.
On peut expliciter cela directement dans l’action (2.7) en factorisant une







qui renormalise le modèle sigma sur l’espace symétrique irréductible M
avec métrique gab fixée.
Les espaces symétriques M avec structure riemannienne ont été clas-
sifiés par E. Cartan [34] et sont de la forme M = G/K avec K un sous-
groupe compact. Il faut noter que les seuls espaces symétriques compacts
chiraux 3 avec structure riemannienne sont des groupes de Lie compacts.
Il est naturel de classifier les modèles sigma dans des familles corres-
pondant à la symétrie G de l’action (2.10) et les ordonner à l’intérieur de
ces familles par un degré de difficulté appelé le rang de l’espace symé-
trique. Techniquement, le rang de l’espace symétrique est défini comme
la dimension du sous-espace maximal de l’espace tangent à l’intérieur
duquel la courbure s’annule. Ceci se voit plus clairement dans la limite
de couplage faible gσ → 0 où le modèle sigma se réduit à la mécanique
2G agit de façon transitive surM si pour toute paire des points P, Q ∈ M il existe un
g ∈ G tel que P = g · Q. En particulier, tous les points de M peuvent être obtenus par
l’action de G sur un point de base O ∈ M.
3Un espace symétrique est appelé chiral s’il admet deux action — à gauche et à droite
— de l’algèbre de Lie g et si ces deux actions commutent entr’elles.
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quantique d’une particule qui se déplace librement sur l’espace cible M.
Mathématiquement ce problème est équivalent à l’analyse harmonique de
l’espace symétrique M dont la difficulté croît sensiblement avec le rang
deM.
Les modèles sigma les plus étudiés sont, sans doute, les modèles sur











ni(x)2 = 1. (2.11)
L’avantage de cette formulation est la linéarité de l’action du groupe de
symétrie O(N) sur les variables ni(x), par contraste avec l’éq. (2.10).
Le modèle sigma sphérique est le représentant le plus simple des mo-
dèles sigma sur les grassmanniennes réelles
GR(N, n) =
O(N)
O(N − n)×O(n) . (2.12)
L’analogue des grassmanniennes GR(N, n) pour les modèles sigma avec
symétrie U(N) sont les grassmanniennes complexes
GC(N, n) =
U(N)
U(N − n)×U(n) (2.13)
dont le représentant le plus simple est la série des espaces complexes pro-
jectifs GC(N, 1) ' CPN−1. Lorsque on veut exploiter la linéarité de l’action
du groupe de symétrie pour les modèles sigma sur des grassmanniennes
on peut écrire une action analogue à l’action des modèles sigma sphé-
riques (2.11). Pour cela il faut remarquer que la position d’un point sur
le quotient O(N)/ O(N − n) ou U(N)/ U(N − n) est fixée par n vecteurs
orthonormaux z1, . . . , zn dans l’espace euclidien ou, respectivement, hil-
bertien à N dimensions. Ce sont les variables dynamiques, soumises à
des contraintes, analogues à ni(x) dans l’éq. (2.11). Les coordonnées zi
sont redondantes, car le point sur la grassmannienne qu’elles décrivent
est le plan qui passe par les sommets des zi. Soit O(n) ou U(n) le groupe
qui transforme les zi sans briser l’orthonormalité tout en les laissant dans
le même plan. Alors, la classe d’équivalence O(n) · z1 ⊗ z2 ⊗ · · · ⊗ zn ou
U(n) · z1 ⊗ z2 ⊗ · · · ⊗ zn est un point sur la grassmannienne GR(N, n)
ou, respectivement, GC(N, n). Comme les zi(x) sont des variables dyna-
miques, le dernier quotient s’effectue en demandant que l’action ait une
invariance de jauge locale par les transformations de O(n) ou U(n). Au
final, l’action qui décrit les modèles sigma sur les grassmanniennes doit
avoir la forme suivante





d2x tr Dµz†Dµz, z†(x)z(x) = idn×n,
(2.14)
où z est une matrice N × n avec zij = (zj)i et la dérivée covariante est
définie comme
Dµz = ∂µz− zAµ, Dµz† = ∂µz† + Aµz†, (2.15)
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ce qui montre que z est covariant tandis que z† est contravariant par rap-
port aux transformations de jauges O(n) ou U(n)
h× z→ zh†
h× Aµ → hAµh† − ∂µhh†
qui laissent invariante l’action (2.14). L’invariance de l’action (2.14) par
rapport aux transformations globales O(N) ou U(N)
g× z→ gz
est évidente. La connexion Aµ n’est pas un champ dynamique et, après
son intégration, on obtient
Aµ = z†∂µz (2.16)
qui vérifie la condition d’auto-dualité A†µ = −Aµ. Lorsque n = 1 et z est
un champ vectoriel réel l’action (2.14) se réduit à l’action (2.11), tandis que
si z est complexe on obtient le modèle CPN−1 avec invariance de jauge
U(1).
Une autre classe de modèles sigma particulièrement étudiée est consti-
tuée par les modèles sigma sur des groupes de Lie compacts, qui s’ap-
pellent les modèles sigma principaux chiraux. Soit M = G un groupe
de Lie compact, alors tous les représentations de G sur des espaces de
Hilbert de dimension finie sont unitaires. À toute représentation unitaire











d2x trV ∂µR(g)∂µR†(g) (2.18)
qui est du type (2.7) en termes des champs qui paramètrent G. Cette ac-
tion est invariante par rapport aux reparamétrages de G par translation à
gauche ou à droite
SV [hLg(x)] = SV [g(x)h−1R ] = SV [g(x)], hL ∈ GL, hR ∈ GR (2.19)
La mesure de Haar dµ(g) permet de quantifier le modèle sigma chiral. La








ne jouit d’une symétrie globale GL × GR de reparamétrage que si G est
un groupe unimodulaire. Pour les groupes de Lie simples les métriques
dans l’éq. (2.17) sont proportionnelles. Il est ainsi possible de parler d’un
modèle sigma sur G sans spécifier la représentation R qui a été utilisée
pour construire l’action.
La généralisation de la définition des modèles sigma pour le cas où
l’espace cible est une supervariété riemannienne est directe. L’intégrale
fonctionnelle converge car la sous-variété de base d’une supervariété rie-
mannienne est une variété riemannienne. La généralisation de la notion
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d’espace symétrique G/H pour le cas où G est un supergroupe est moins
évidente. Ce problème a été traité soigneusement par M. Zirnbauer en
[82]. Une différence importante par rapport aux espaces symétriques c’est
le conflit entre la compacité 4 de M et la structure riemannienne pour la
sous-variété de base. Plus précisément, soit h la superalgèbre de Lie du su-
pergroupe H et notons par m = g/h l’espace vectoriel quotient. L’origine de
ce conflit se trouve dans la façon dont la forme bilinéaire, non-dégénérée,
consistante, supersymétrique, invariante 〈 , 〉 : g × g → C, qui induit
la métrique sur M par restriction à m, est définie. Soit R : g → gl(V) la
représentation fidèle sur V ' V0¯ ⊕V1¯ qui définit la forme 〈 , 〉 par
〈X, Y〉 = strV R(X)R(Y).
Si maintenant m ∈ m0¯ se décompose comme m = m0 + m1 avec R(m0) ∈
End V0¯, R(m1) ∈ End V1¯ et 〈m0, m1〉 = 0, alors la restriction 〈 , 〉m0¯×m0¯
〈m, m〉 = trV0¯ R(m0)2 − trV1¯ R(m1)2
est positive définie si et seulement si R(m0) = R(m0)† = R(m†0) et
R(m1) = −R(m1)† = R(−m†1). Comme R est fidèle on a m†0 = m0 et
m†1 = −m1. Par l’application exp : m → G suivie de la projection sur M
on voit que la sous-variété de base a une composante non-compacte, en-
gendrée par {m0 ∈ m | R(m0) ∈ End V0¯}, et une composante compacte,
engendrée par {m0 ∈ m | R(m0) ∈ End V0¯}. Ces ensembles dépendent
de la représentation choisie seulement à travers la graduation du module
fidèle V ' V0¯ ⊕ V1¯. Au final, on arrive à conclure que dans la classe des
espaces symétriques qui généralisent les grassmanniennes complexes et







ont une forme compacte, où tous les supergroupes sont définis sur une
algèbre de Grassmann complexe. Les représentants compacts les plus








où cette fois-ci tous les supergroupes sont pris dans leur forme compacte.
Au final, notons que, selon la discussion qu’on vient de faire, il
n’est pas possible de réconcilier la structure de supergroupe avec une
structure de supervariété riemannienne, à l’exception du supergroupe
OSp(1|2S). Dans tous les autres cas, pour que la métrique soit défi-
nie positive la sous-variété de base doit être un produit direct entre
4Une supervariété est compacte si la sous-variété de base est compacte.
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une variété de groupe compacte et une variété principale chirale non-
compacte. Par exemple, pour que le supergroupe OSp(R|2S) soit un su-
perespace symétrique avec structure riemannienne la sous-variété de base
peut être soit O(R) × Sp(2S,C)/ Sp(S) soit O(R,C)/ O(R) × Sp(S), où
Sp(S) = Sp(2S,C) ∩ SU(2S). En conclusion, les modèles sigma sur les
supergroupes, à l’exception de OSp(1|2S), n’admettent pas une quantifi-
cation par l’intégrale fonctionnelle.
2.2.2 Effets quantiques














qui, dans les coordonnées holomorphes et anti-holomorphes
z = x + iy, z¯ = x− iy
construites à partir des coordonnées euclidiennes x, y, est de trace nulle
Txx + Tyy = 4Tzz¯ = 0.
Par conséquence, la conservation du tenseur énergie-impulsion prend
dans les coordonnées z, z¯ une forme simplifiée
∂¯Tzz = 0, ∂Tz¯z¯ = 0 (2.20)
ce qui révèle l’invariance conforme des modèles sigma au niveau clas-
sique.
Les lois de conservation de la théorie classique peuvent ne plus être
valides dans la théorie quantique. Les termes qu’il faut rajouter aux équa-
tions de conservation classiques pour qu’elles soient valides dans la théo-
rie quantique sont appelés des anomalies. Lorsque les anomalies peuvent
être ramenées à une forme qui est une divergence totale alors on peut
les interpréter comme des corrections quantiques aux courants classiques
ou des déformations quantiques des symétries classiques. Dans le cas
contraire les fluctuations quantiques brisent les symétries classiques.
Regardons, à titre illustratif, quelles sont les anomalies possibles dans
les éqs. (2.20). Pour être plus précis, on veut trouver une base pour les
anomalies compatibles avec les nombres quantiques des champs dans
les éqs. (2.20). Évidemment, si la théorie classique est invariante sous
les transformations de symétrie du groupe de Poincaré dans l’espace-
temps, alors la théorie quantique le sera aussi et, donc, les anomalies des
éqs. (2.20) sont nécessairement des divergences totales. À première vue,
les corrections possibles sont une combinaison linéaire des scalaires 5
∂φaD∂¯φb Jab(φ), D∂φa∂¯φbKab(φ),
pour ∂¯Tzz = 0 et des scalaires
∂φaD¯∂φb J¯ab(φ), D¯∂¯φa∂φbK¯ab(φ),
5Les termes ∂φa∂φb ∂¯φcLabc(φ) ne sont pas possibles, car ils ne respectent pas l’inva-
riance par rapport aux inversions dans la feuille d’univers.
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pour ∂Tz¯z¯ = 0, où J, J¯, K, K¯ sont des tenseurs invariants, c’est-à-dire
constants par rapport aux dérivées covariantes de l’espace cible∇a et D, D¯
sont les générateurs des translations dans l’espace cible induites par les
translations dz, dz¯ de la feuille d’univers. Étant donné que les anomalies
sont définies modulo des opérateurs qui s’annulent grâce aux équations
de mouvement
D∂¯φa = D¯∂φa = ∂∂¯φa + Γabc∂φ
b∂¯φc = 0
et que sur un (super)espace symétrique il existe, à un facteur scalaire près,
un seul tenseur invariant de rang deux, on voit que la version quantique










Ces anomalies s’interprètent comme la nécessité de modifier l’expression
du tenseur énergie-impulsion dans la théorie quantique. Si, effectivement,
α, β 6= 0 la théorie quantique n’est plus invariante conforme.
Une conséquence des éqs. (2.20) est l’existence d’une infinité de cou-
rants conservés
∂¯Tnzz = 0, ∂T
n
z¯z¯ = 0, n ∈N. (2.21)
Une théorie quantique des champs est, par définition, intégrable s’il existe
une infinité de courants conservés. Comme cela a été montré par les Za-
molodchikov en [80], dans une telle théorie il n’y a pas de création de
particules et les éléments de la matrice S associés au processus de diffu-
sion de plusieurs particules se factorisent sur les éléments de la matrice S
associés au processus de diffusion de deux particules. 6
L’existence de courants quantiques, induits par les versions quantiques
des éqs. (2.21), dans les modèles sigma principaux chiraux sur SO(N) et
SU(N), ainsi que pour les modèles sigma sur SN−1 et CPN−1 a été considé-
rée en [28]. Par exemple, en faisant le même genre d’analyse qu’on vient
de faire pour le tenseur énergie-impulsion, les auteurs de [28] trouvent
que la version quantique de ∂¯T2zz = 0 pour le modèle sigma SN−1, défini
dans l’éq. (2.11), est
∂¯(∂n∂n)2 = α∂¯[(∂2n∂2n)] + β∂[(∂n∂¯n)(∂n∂n)] + γ∂[∂2n∂¯n].
Il s’avère que parmi les modèles mentionnés, seul le modèle sigma
sur CPN−1, pour N > 1, n’admet pas d’autres courants conservés que
le tenseur énergie-impulsion. Ceci est un signe fort que les fluctuations
quantiques changent de façon drastique la physique du modèle sigma
classique sur CPN−1.
Dans cette thèse on n’est intéressé que par les modèles sigma quan-
tiques conformes en deux dimensions. Pour qu’une théorie quantique des
6Plus généralement, dans une théorie des champs intégrable les éléments de la ma-
trice S associés à un processus arbitraire de diffusion se factorisent sur les éléments de la
matrice S associés à un processus de diffusion élémentaire. Dans la plupart des exemples
connus le processus élémentaire est la diffusion de deux particules. Néanmoins, on peut
imaginer des théories avec des “lois de sélection”, imposées par les symétries du pro-
blème, qui, effectivement, interdisent les diffusions à deux particules, par exemple des
généralisations du modèle à six-vertex sur le réseau triangulaire.
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champs en deux dimensions soit invariante conforme, c’est-à-dire ait un
tenseur énergie-impulsion de trace nulle, il suffit qu’elle soit invariante
par rapport aux translations, aux rotations et au changement d’échelle
[6, 24, 50]. Dans la quantification sur le réseau des modèles sigma com-
pacts, introduite dans la sec. 2.2.1, l’invariance par rapport aux translations
et aux rotations est évidente, dans la limite continue. Le comportement de
la théorie par rapport aux changements d’échelle, c’est-à-dire la modifica-
tion du nombre de sites du réseau L de la sec. 2.2.1, est décrit par le groupe
de renormalisation. La théorie quantique est n’invariante par rapport aux
changements d’échelle qu’aux points fixes du groupe de renormalisation,
c’est-à-dire lorsque la fonction bêta de l’éq. (2.9) s’annule.
Illustrons comment on calcule, à une boucle, la fonction bêta d’un
modèle sigma générique. Pour donner un sens aux intégrales fonction-
nelles dans les calculs perturbatifs, la régularisation dimensionnelle est
plus adaptée que la régularisation sur le réseau. Son avantage principal
est de rendre plate la mesure de l’intégrale fonctionnelle.
Soit φ¯(x) une solution des équations classiques de mouvement du
champ φ(x) “dans le vide”
Dµ∂µφ¯a(x) = 0, (2.22)










Pour renormaliser le modèle sigma il suffit de rendre finie la fonction de
partition ∫
D[φ]e−S[φ],
calculée par la méthode de la phase stationnaire autour de la solution clas-
sique φ¯(x), en rajoutant des contre-termes à l’action S[φ]. La fonction de
partition perturbative dépend du point où la phase devient stationnaire.




où la solution classique φ¯ de l’éq. (2.22) est appelée champ de fond et ϕ décrit
les fluctuations quantiques sur le champ de fond. Notons que cette défini-
tion de l’action effective n’est pas du tout standard. La difficulté de définir
l’action effective comme la transformée de Legendre de la fonctionnelle
génératrice des fonctions de Green connexes est reliée à la non-covariance
du terme source ∫
Σ
d2x Ja(x)φa(x)
typique des modèles sigma linéaires. 7
Un calcul de l’action effective directement à partir de la défini-
tion (2.24), c’est-à-dire en effectuant une intégration gaussienne sur ϕ
7Un modèle sigma linéaire est une théorie des champs définie par une certaine action
sur un ensemble de champs fondamentaux dont toutes les transformations de symétrie
qui laissent l’action invariante forme un groupe de Lie et sont réalisées linéairement.
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après avoir développé l’action S[φ¯+ ϕ] jusqu’au deuxième ordre en puis-
sances de ϕ n’est pas satisfaisant, car on recherche une interprétation géo-
métrique pour la fonction bêta et, donc, toutes les expressions dans les
calculs intermédiaires doivent être manifestement covariantes. La série de
Taylor pour S[φ¯+ ϕ] en puissances de ϕ n’est évidemment pas covariante.
La façon covariante de procéder est de développer S[φ¯+ ϕ] en fonction
du vecteur tangent ξ en φ¯ le long de la géodésique qui relie φ¯ à φ¯ + ϕ.
Elle est connue dans la littérature sous le nom de la méthode du champ de
fond. Les calculs sont assez techniques et je préfère envoyer le lecteur vers
quelques très bonnes références [10, 11]. Après des calculs proprement
faits on obtient l’expression suivante pour S[φ¯ + ϕ] jusqu’au deuxième
ordre en ξ











où Rabcd est le tenseur de courbure de Riemann et µ est l’échelle de renor-




peut être effectuée par differentes méthodes [10]. Une façon de procéder
















ζ i = ξaVia .
dans S(2). Enfin, on utilise la formule 〈ex〉 = e 〈x
2〉
2 , pour une variable aléa-
toire x de distribution gaussienne pour calculer l’action effective à une
boucle









2pi(2− d) + . . .
est la régularisation dimensionnelle du propagateur
〈ζ i(x)ζ j(y)〉 = δijG(x− y)
lorsque x → y et Rab est le tenseur de Ricci. On rajoute un contre-terme
à S[φ] tel que Γ[φ¯] est finie dans la limite d → 2. En demandant que
2.2. Modèles sigma génériques 55
Γ[φ¯] soit indépendant de l’échelle de renormalisation µ on obtient dans la







+ . . . (2.25)
Le formalisme manifestement covariant qu’on a choisi révèle une in-
terprétation géométrique de la fonction bêta et nous fournit un critère
nécessaire simple, mais pas forcement suffisant, que doivent satisfaire les
modèles sigma quantiques et conformes pour toute valeur de la constante
de couplage gσ.
Pour comprendre comment l’éq. (2.25) se simplifie pour les espaces
symétriques M = G/H irréductibles on à besoin de comprendre un peu
plus la géométrie de ces derniers. À la base de la géométrie différentielle
des espaces symétriques se trouvent les vecteurs de Killing. Ils sont intro-
duits de la façon suivante. Les éléments du groupe de Lie simple compact
G peuvent être paramétrés au voisinage de l’identité par eiλ
αTα , où Tα sont
un ensemble hermitien de générateurs du groupe
[Tα, Tβ] = i f
γ
αβ Tγ,
et les coordonnées locales λα sont réelles de même que les constantes
de structure f γαβ . L’action d’un élément infinitésimal e
iδλαTα du groupe
G induit une translation infinitésimales δφi sur l’espace symétriqueM =
G/H, paramétré par les coordonnées locales φi. La matrice de proportion-
nalité entre δλα et δφj définit les vecteurs de Killing
δφi = δλαAiα(φ). (2.26)
Il est possible de donner une formule générale explicite pour les vecteurs
de Killing. Pour la déduire on utilise la définition de l’espace symétrique
en tant qu’espace homogène. Un point sur M = G/H est une classe
d’équivalence gH, où g ∈ G. Rappelons qu’on dénote par h l’algèbre de
Lie du sous-groupe H, fixée par l’automorphisme involutif σ
σAσ = A, A ∈ h
et par m l’espace vectoriel quotient g/h inversé par σ
σXσ = −X, X ∈ m,
où g est l’algèbre de Lie du groupe G. En particulier, ceci veut dire que
[h, h] ⊂ h, [h,m] ⊂ m, [m,m] ⊂ h
et que m est une représentation de h. Montrons qu’on peut paramétrer
M = G/H, au voisinage de l’identité, comme eX H, où X ∈ m. Toute
élément g du groupe G peut être représenté de façon unique en tant que
produit
g = mh, σmσ = m−1, σhσ = h ∈ H, (2.27)
où, au voisinage de l’identité, m ∈ em. En effet, les éléments m et h sont
déterminés de façon unique par les expressions suivantes
m =
√
gσg−1σ, h = m−1g
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On conclu donc qu’au voisinage de l’identité chaque X ∈ m, où m =
eX, paramètre une classe d’équivalence différente eX H du quotient M =
G/H. La question de calcul des vecteurs de Killing revient à déterminer
δX dans la formule
eδL · eX H = eX+δX H (2.28)
au premier ordre dans δL ∈ g. Pour comprendre encore mieux la signi-
fication de l’éq. (2.28) prenons un élément arbitraire g du groupe de Lie
simple compact G au voisinage de l’identité et représentons le sous la
forme (2.27)
g = eXeA, X ∈ m, A ∈ h. (2.29)
Alors le résultat de l’action infinitésimale de eδL sur g peut être à nouveau
factorisé comme dans l’éq. (2.29)
eδL · g = eδL · eXeA = eX+δXeA+δA (2.30)
avec δX ∈ m et δA ∈ h. Le sens non-trivial de cette équation revient aux
deux faits suivants : i) δX et δA sont déterminés de façon unique par δL
et σδLσ et ii) δX ne dépendent pas de A, mais que de δL et X. Le dernier
fait permet de passer de l’éq. (2.30) à l’éq. (2.28).













· δLm − ad δLh · X, (2.31)
où δLm et δLh sont les composantes de δL par rapport à la décomposition
g ' m⊕ h. En écrivant l’éq. (2.31) dans des coordonnées, après le choix
d’un ensemble de générateurs Tα de l’algèbre de Lie g, on arrive à une
expression explicite des vecteurs de Killing de l’éq. (2.26)
Notons quelques particularités de l’éq. (2.31). Tout d’abord il y a deux
types de vecteurs de Killing : linéaires et non-linéaires dans les coordon-
nées X = φiTi ∈ m. En effet, on voit de l’éq. (2.31) que les vecteurs de
Killing qui correspondent aux générateurs de la sous-algèbre de Lie h sont
linéaires dans les coordonnées X = φiTi ∈ m, tandis que les vecteurs de
Killing qui correspondent aux générateurs de l’espace vectoriel quotient
m sont non-linéaires. Ensuite, au point de l’espace symétriqueM = G/H
qui correspond à la classe d’équivalence de l’origine du groupe, c’est-à-




L’action infinitésimale du groupe G sur l’espace symétrique M =
G/H peut être représentée de façon plus élégante par des dérivées de
Lie définies comme
Lα = iTα, (2.33)
où on comprend par Tα la représentation différentielle du générateur dans
l’espace des fonctions où tenseurs sur l’espace symétrique. Par exemple,
la dérivée de Lie d’un scalaire V(φ) est
δλαLαV(φ) = V(φ+ δφ)−V(φ) = δλαAiαV,i(φ),
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où δφ est défini dans l’éq. (2.26). Pour calculer la dérivée de Lie d’un
vecteur il faut tenir compte non pas seulement de la translation du point
de base φ induite par l’action infinitésimale du groupe eiδλ
αTα , mais aussi
de la façon dont les vecteurs de base de l’espace tangent se transforment
sous cette action. Par exemple, si Vi(φ) est un vecteur, alors la dérivée de





















≈ δij + δλαAiα,j(φ)
de la transformation infinitésimale des coordonnées φ → ψ. De la même
façon on calcule les dérivées de Lie des tenseurs de rang plus élevés.
Le fait (2.33) que les dérivées de Lie sont une représentation différen-
tielle des générateurs de l’algèbre de Lie g implique qu’ils se transforment
dans la représentation adjointe
LαAiβ = AjαAiβ,j − Aiα,j Ajβ = − f γαβ Aiγ. (2.35)
Jusqu’à présent on n’a pas encore parlé de la métrique. Elle est définie
par la condition qu’elle soit un tenseur covariant de rang deux invariant
par rapport à l’action du groupe G, c’est-à-dire annihilée par les dérivées
de Lie. Explicitement on a
Lαgij = 0 ⇒ Ai;jα + Aj;iα = 0, (2.36)
où les dérivées covariantes sont par rapport à la connexion de Levi-Civita.





est une solution de l’équation de Killing éq. (2.36), où καβ est l’inverse de
la forme invariante de l’algèbre de Lie g
καβ = 〈Tα, Tβ〉.








où g2σ est une constante de proportionnalité, est la solution la plus géné-
rale de l’éq. (2.36) si et seulement si m est une représentation irréductible
de h, c’est-à-dire si et seulement si l’espace symétrique M = G/H est
irréductible.
Pour voir cela on remarque que l’invariance de la métrique par rapport
à l’algèbre de Lie h au point φ = 0 revient à
Lagij(0) = Aka(0)gij,k(0) + Aia,k(0)gkj(0) + Aja,k(0)gik(0) = 0,
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où Ta est la restriction de la base Tα de l’algèbre de Lie g à la sous-algèbre
h. Á l’aide de l’éq. (2.31) cette expression peut être ramenée à la forme(
Rm(Ta) · G−1(0)
)ij = Rm(Ta)ikgkj(0) + Rm(Ta)jkgik(0) = 0, (2.38)
où Rm(Ta) est la représentation du générateur Ta dans l’espace vectoriel m
Rm(Ta)
j





G−1 est la matrice avec des éléments gij vue en tant qu’homomorphisme
m⊗m → C qui commute avec l’action de h et · dénote l’action de h sur
le module tensoriel m⊗m. Selon le lemme de Schur, si m est irréductible,
alors tous les scalaires du module tensoriel m ⊗ m sont proportionnels
entre eux ou, en d’autres mots, tous les homomorphismes m⊗m→ C de
modules de h sont proportionnels entre eux. Mais de l’autre côté
g(0)ij(0) = κij
est un de tels homomorphismes
Ta · 〈Ti, T j〉 =〈ad TaTi, T j〉+ 〈Ti, ad TaT j〉 = 〈[Ta, Ti], T j〉+ 〈Ti, [Ta, T j]〉
=− 〈[Ti, Ta], T j〉+ 〈Ti, [Ta, T j]〉 = 0, (2.40)
où on a utilisé l’invariance de la forme 〈 , 〉. On voit donc que la forme








mais comme ceci est une égalité tensorielle elle doit être vrais partout.
On arrive à conclure que l’éq. (2.37) est la forme la plus générale de la
métrique sur un espace symétrique irréductible.
On calcule le tenseur de Riemann à partir de la définition
[∇k,∇l ]Aiα = Rijkl Ajα.
Pour cela on a besoin de calculé les dérivées covariantes des vecteurs de









où mαβ est la quantité
mαβ = g2σg(Lα,Lβ) = g2σAiαAjβgij.
Notons qu’on lève et descend les indices de groupe G à l’aide la forme
invariante καβ. Pour être complet, on élabore un peu sur le sens de la
quantité mαβ. On vérifie facilement que m
β






De façon équivalente, mαβ est un endomorphisme de g⊗ g qui commute




= Lα · g(Lβ,Lγ) = g(adLα · Lβ,Lγ) + g(Lβ, adLα · Lγ) = 0,
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où on a appliqué un raisonnement similaire à celui de l’éq. (2.40). Mit
dans une forme plus abstraite, ce dernier résultat est une manifestation
du fait qu’il existe une projection de l’espace tangent du groupe de Lie
G vers l’espace tangent de l’espace symétrique M = G/H qui commute





À l’aide de l’éq. (2.41) on arrivent à exprimer le tenseur de courbure
de Riemann par des vecteurs de Killing et les constantes de structure
du groupe G. On arrive à montrer ainsi que le tenseur de courbure est
constant par rapport à la dérivée covariante ∇. C’est pour cela qu’on va
se contenter de donner que son expression au point φ = 0. L’origine des
simplifications dans le point φ = 0 en résulte de l’éq. (2.32). On obtient




fija f akl . (2.42)
et pour le tenseur de Ricci











où C(g) est la valeur propre du Casimir de l’algèbre de Lie g dans la
représentation adjointe. La preuve plus détaillé de l’éq. (2.42) peut être
trouvée dans l’appendice de [10]. Dans le raisonnement de l’éq. (2.43) on a
utilisé le fait que la forme invariante καβ est bloc diagonale par rapport à la
décomposition g ' m⊕ h. 8 Comme l’éq. (2.43) est une égalité tensorielle
elle doit être vrai par tout.
Des raisonnements un peu différents, mais de la même nature, peuvent
être utilisés pour montrer que dans le cas des espaces symétriques non-
compacts il faut rajouter un facteur −1 dans l’éq. (2.43). De façon naïve,
ce signe −1 peu être obtenu après une rotation de Wick φj → iφj qui
"décompactifie" l’espace symétrique sans briser la structure symétrique σ.
Notons que s’il existe plusieurs espaces symétriques G/H avec un groupe
G fixe, alors ils ont tous la même constante de proportionnalité C(g) entre
la métrique et le tenseur de Ricci.
En tenant compte du fait que seulement g2σ peut dépendre de l’échelle
de renormalisation µ, on obtient la fonction bêta suivante pour les modèles








+ · · · , (2.44)
où · · · représente les contributions d’ordres plus élevé dans la théorie
des perturbations. Dans l’éq. (2.44) il faut choisir le signe + ou − pour
les espaces symétriques compacts et, respectivement, non-compacts. Les
points fixes de l’éq. (2.44) sont discutés dans la section suivante.
8 Les indices de groupe α, même dans les constantes de structure, sont levés et descen-
dus avec la forme invariante καβ et non pas avec la forme de Killing. Le choix de la forme
καβ normalise le Casimir.
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Au final, mentionnons que la généralisation du calcul de la fonction
bêta pour les modèles sigma sur des supervariétés de Riemann ne pose
aucun problème. Pour les modèles sigma sur des superespaces symé-
triques qui n’admettent pas de forme compacte les différents signes dans
l’éq. (2.44) correspondent aux deux formes réelles non-compactes pos-
sibles pour la sous-variété riemannienne de base. Ceci a été expliqué à
la fin de la sec. 2.2.1.
2.2.3 Déformations conformes quantiques des modèles sigma
Dans cette section on va se restreindre à des modèles sigma sur des varié-
tés riemanniennes. Tout modèle sigma sur une variété plate est conforme.
On vérifie cette affirmation perturbativement à une boucle sur l’éq. (2.25).
L’exemple le plus simple est le modèle sigma sur le cercle S1 aussi appelé
boson libre compact. Si on paramètre S1 par l’angle
φ ≡ φ+ 2pi







Les translations de φ par un angle constant laissent l’action invariante. En
tenant compte des inversions φ → −φ, on voit que le groupe de symétrie
de l’action du boson libre compact est O(2). Une autre variété de cour-
bure zéro est le tore ou, plus généralement,
(
S1
)×n qui n’est rien d’autre
que la théorie conforme de n bosons libres compacts. Un exemple de mo-
dèle sigma conforme non-compacte est la théorie des champs de plusieurs
bosons libres qui paramètre un espace euclidien.
Bien sûr, à part les subtilités liées à la prise en compte de l’ensemble
complet des minima de l’action du boson libre compact ou de la régula-
risation du mode zéro du boson libre non-compact, les exemples de mo-
dèles sigma conformes mentionnés sont triviaux. Il se trouve qu’il n’y
a pas d’autre exemple de théorie conforme dans le cadre des modèles
sigma sur des espaces symétriques. Ceci est visible clairement à partir de
l’éq. (2.44). Pour toute algèbre de Lie semi-simple g le Casimir de la re-
présentation adjointe est strictement positif. On arrive à conclure que les
modèles sigma en interaction sur des espaces symétriques ne sont pas
conformes quantiquement et le flot du groupe de renormalisation les di-
rige soit vers un régime de couplage fort, lorsque l’espace cible est com-
pact, soit vers un régime d’interaction faible, lorsque l’espace cible est
non-compact. L’éq. (2.25) ne suffit pas pour conclure que le flot du groupe
de renormalisation n’a pas de point fixe dans l’infra-rouge pour les mo-
dèles sigma en interaction forte. L’étude de la limite infra-rouge des théo-
ries de champs en régime d’interaction forte est un problème délicat qui
nécessite une approche particulière pour chaque cas. Quelques méthodes
employées avec succès sont les techniques d’intégrabilité, la dualité avec
des théories de champs en régime d’interaction faible et l’étude numérique
des discrétisations sur réseau. Pour les modèles sigma en interaction faible
la limite infrarouge peut être étudiée perturbativement.
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Le moment est venu de définir les théories de champs qui nous inté-
ressent dans cette thèse. On va dire qu’une théorie des champs est intéres-
sante si elle possède les propriétés suivantes : i) elle n’est pas une théorie
de champs libres ; ii) la quantification ne brise pas la symétrie conforme ;
iii) la symétrie de l’action est un groupe continu. 9 Dans cette situation,
on se demande naturellement comment il faut généraliser la déf. (2.7) des
modèles sigma pour qu’elle admette l’existence d’exemples intéressants.
Une façon possible de généraliser les modèles sigma est de rajouter au
Lagrangien de l’action (2.7) un terme invariant sous les reparamétrages de
M et qui contient deux dérivées des champs φ(x). Si la deuxième classe de
cohomologie H2(M) de l’espace cible du modèle sigma est non triviale,





où ω = ωab(φ) dφa ∧ dφb est une 2-forme fermée mais pas exacte. Ce terme
est appelé terme topologique, car il ne dépend pas de la façon dont M est






Par exemple, le modèle sigma sur la sphère S2, défini par l’action du
type (2.11), possède un terme topologique qui dans les notations stan-







où la 2-forme ω utilisée est juste la forme de volume sur la sphère et
θ est une constante de couplage. Si les conditions de bord consistent à
demander l’existence de la limite lim|x|→∞ ni(x) alors Σ ' S2 et −iStop[n]
est un entier qui décrit la classe d’homotopie de l’application n : S2 → S2.
On voit donc que la constante de couplage θ est un angle.
Plus généralement, les grassmanniennes complexes possèdent toutes
une seule 2-forme tandis que les grassmanniennes réelles, sauf la sphère
S2 ' CP1, ont une deuxième classe de cohomologie triviale. Pour les mo-




d2x εµν tr ∂µz†∂νz.
On remarque tout de suite que c’est une divergence totale qui ne contribue
pas aux équations de mouvement. Cette observation, que le terme topolo-
gique ne contribue pas aux équations de mouvement, est valide pour les








a1 . . . ∂µnφ
anεµ1 ...µn ,
9Dans les chapitres suivants on va rajouter aussi la quatrième propriété par laquelle on
demande l’existence d’une discrétisation sur le réseau sous forme de gaz de boucles.
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où l’espace-temps Ξ est de dimension n et ωa1...an dφ
a1 ∧ · · · ∧ dφan est une
forme fermée mais pas exacte. En utilisant le lemme de Poincaré pour













a2 . . . ∂µnφ
anεµ2 ...µn (2.46)
Lorsque les conditions de bord imposées sur les champs φa(x) sont telles
que ∂Ξ = 0 alors δIn[φ] = 0. Dans ce cas, en décomposant le cycle φ(Ξ)
dans les cycles fondamentaux de Hn(M) on peut montrer que la valeur
de In[φ] est quantifiée par dim Hn(M) entiers ni.
En revenant au terme topologique (2.45), on voit que les configura-
tions possibles des champs φa(x) se distribuent dans des classes d’équi-
valence topologiques selon la valeur quantifiée de I2[φ] = Stop[φ]. Comme
les équations de mouvement classiques restent inchangées on conclut que
le terme topologique n’affecte pas les raisonnements qui ont amené au
calcul de la fonction bêta dans l’éq. (2.25). En effet, la fonction de parti-
tion de la sec. 2.2.2 calculée perturbativement par la méthode de la phase
stationnaire autour d’une solution classique φ¯a(x) n’est rien d’autre que la
contribution à la fonction de partition exacte des configurations de champs
fluctuant autour de φ¯a(x) et, donc, se trouve dans la même classe topolo-
gique que φ¯a(x). Il est clair que si la constante de couplage gσ se renorma-
lise avec la fonction bêta dans l’éq. (2.25), pour régulariser la contribution
à la fonction de partition des configurations des champs dans une classe
topologique quelconque, alors elle renormalise la fonction de partition en-
tière aussi.
Même si Haldane a conjecturé [33, 32] que le terme topologique peut
modifier le flot du groupe de renormalisation vers l’infra-rouge, où le mo-
dèle sigma est en régime de couplage fort, on se rend compte que la dé-
formation des modèles sigma par des termes topologiques n’est pas ce
qui nous intéresse. Néanmoins l’étude du terme topologique fournit une
nouvelle idée de déformation des modèles sigma potentiellement plus in-
téressante. En effet, lorsque la troisième classe de cohomologie H3(M)
n’est pas vide, alors on voit sur l’éq. (2.46) que δI3[φ] est une intégrale
dans un espace-temps bi-dimensionnel et, donc, l’addition du terme I3[φ]
à l’action (2.7) des modèles sigma modifie les équations de mouvement
classiques. En variant l’action S[φ] + I3[φ] on obtient les nouvelles équa-
tions de mouvement
Dµ∂µφa(x) = 0.
On voit apparaître une nouvelle dérivée covariante Dµ dont l’action sur
un vecteur contravariant Va(φ) est définie par




demande clairement une interprétation en tant que torsion et ω est la 3-
forme qui définit I3[φ]. On peut dire que l’effet du terme I3[φ] se traduit
par une modification de la géométrie de l’espace cible, c’est-à-dire par
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le passage de la connexion de Levi-Civita à une nouvelle connexion avec
torsion fixé par la 3-forme ω. La reprise [11] des calculs de renormalisation













D[aR[bc]] + . . . , (2.48)
où Rabcd est le tenseur de Riemann calculé avec la connexion Γabc − Tabc. En
tenant compte du fait que
R[ab] = DcTcab
on voit sur les éqs. (2.47, 2.48) que le flot du groupe de renormalisation se
simplifie beaucoup lorque la forme ω est choisie harmonique
∆ωabc = 4DdD[dωabc] + 3D[aD
dωbc]d = 3D[aD
dωbc]d = 0.
En effet, dans ce cas la fonction bêta (2.48) pour la forme ω s’annule et,
donc, ω ne se renormalise pas. De plus, le tenseur de Ricci Rab devient
symétrique.
L’annulation de la fonction bêta pour des formes harmoniques ω peut
être comprise d’une façon différente lorsque l’espace cible est une va-
riété compacte. La condition que ω soit fermée mais pas exacte veut dire
qu’elle peut être écrite comme ω = γ + dα, où γ est à nouveau fermée
mais pas exacte et α est une 2-forme arbitraire. Soit Ξ une extension tri-
dimensionnelle de l’espace-temps physique Σ dont le bord est ∂Ξ = Σ et
φa(x) une configuration des champs dans cet espace-temps étendu Ξ. Le
domaine d’intégration B = φ(Ξ) de la 3-forme ω dans I3[φ] n’est défini
que modulo des sous-variétés sans bord de dimension 3, car seulement le
bord bi-dimensionnel ∂B est fixé par l’image φ(Σ) des configurations des
champs φa(x) dans l’espace-temps physique Σ. Cela veut dire que I3[φ]
n’est défini que modulo des termes du type∫
c
ω, (2.49)
où c est une sous-variété compacte sans bord de dimension 3. En décom-






d’une forme exacte dα et de b3 = dim H3(M) formes ωi duales, par le
théorème DeRham (qui s’applique aux variété compactes), aux cycles fon-
damentaux ci de H3(M) ∫
ci
ωj = δij
on peut voir comment rendre non-pertinente l’ambiguïté dans la défini-
tion de I3[φ]. En effet, si ki sont des entiers lorsque H3(M) ne contient pas
de sous-groupes de torsion ou si ki sont des multiples entiers de p−1, où
64 Chapitre 2. Modèles sigma conformes
p est le plus petit multiple des rang des groupes de torsion de H3(M) 10,
alors le terme ambigu de l’éq. (2.49) prend des valeurs dans 2piN et, donc,
e−I[φ] est bien défini. Cette quantification des constantes de couplages ki
empêche leur renormalisation. Un terme dans l’action qui n’est bien défini
que pour des valeurs quantifiées de la constante de couplage est appelé
terme de Wess-Zumino-Witten. Seule dα peut être affecté par la renorma-
lisation. Lorsque ω est harmonique, alors dα = 0 et on arrive à conclure
que ω ne se renormalise pas.
En déformant les modèles sigma sur des espaces symétriques irréduc-
tibles M = G/H par des termes de Wess-Zumino-Witten il est toujours
possible d’annuler la fonction bêta de la métrique. En effet, le tenseur de
Ricci généralisé dans l’éq (2.47) s’écrit dans la forme
Rab = Rab −ωacdωbe f gcegd f . (2.50)
On a déjà vu dans l’éq. (2.43) que Rab est proportionnel à la métrique si
l’espace symétrique est irréductible. Notons que ω est une forme inva-
riante par rapport aux dérivées de Lie du groupe G. En effet, comme M
est un espace symétrique, alors l’opérateur de Laplace est en faite la re-
présentation différentielle du Casimir de G. Une forme harmonique est
une fonction propre du laplacien avec valeur propre zéro. Elle se trans-
forme donc dans la représentation triviale de l’algèbre de Lie g du groupe
G. Une forme harmonique est donc invariante. 11 En mettant ensemble
l’irréductibilité de M, l’invariance de ω et la symétrie du dernier terme
dans l’éq. (2.50) on voit qu’il doit nécessairement être proportionnel à la
métrique. Comme la discussion sur l’ambiguïté du terme Wess-Zumino-
Witten fixe entièrement ω, il suffit de proprement choisir la constante de
proportionnalité g2σ dans l’éq. (2.43) pour annuler le tenseur de Ricci Rab
dans l’éq. (2.50).
Pour conclure, la déformation des modèles sigma (2.7) par des termes
de Wess-Zumino-Witten fournit des exemples de théories des champs
intéressantes. Il faut encore se convaincre qu’il existe des espaces sy-
métriques avec une troisième classe de cohomologie non-triviale. Je ne
connais que deux exemples de tels espaces symétriques : i) les variétés
des groupes de Lie compactes K ; ii) les variétés non-compactes associées
G/K, où G est la complexification de K. La 3-forme harmonique ω est in-
duite par le tenseur invariant de rang 3 qui correspond aux constantes de
structure du groupe









Un calcul direct montre que ω est fermée. Pour se convaincre que ω est
harmonique il suffit de vérifier que ∆ω = 0 au point de la variété qui
correspond à l’identité du groupe. En tenant compte des propriétés de
symétrie de la forme ω et de la métrique
gab = tr g−1∂agg−1∂bg
10Un sous-groupe de torsion de H3(M) est engendré par un cycle γ tel qu’il existe
un entier pi, appelé rang, pour lequel piγ = ∂A, où A est une sous-variété de M de
dimension 4.
11Selon le théorème de Hodge à chaque classe de cohomologie correspond une forme
harmonique. Donc l’étude de la cohomologie des espaces symétriques est très intimement
reliée à la théorie des invariants du groupe G sur l’espace symétrique.
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sous l’automorphisme g → g−1 on voit facilement que la connexion de
Levi-Civita s’annule à l’origine et ωabc est égale aux constantes de struc-
ture du groupe jusqu’au premier ordre dans les coordonnées locales φa.
Par conséquent
Daωbcd = 0
à l’origine et, donc, partout ailleurs. Au final, ω est en effet harmonique.
2.3 Modèles sigma avec ligne critique
2.3.1 Modèles sigma quantiques conformes
Dans la sec. 2.2.3, on a étudié le modèle sigma sur un espace symétrique
M = G/H. On a vu qu’il ne reste conforme après la quantification, pour
toute valeur de la constante de couplage g2σ, que si G est un groupe abé-
lien et, donc, que si le modèle sigma est une théorie des champs libres.
Si G est non-abélien alors le modèle sigma est soit en régime d’interac-
tion forte, lorsque l’espace cible est compact, soit en régime d’interaction
faible, lorsque l’espace cible est non-compact. LorsqueM est irréductible
et le modèle sigma admet un terme de Wess-Zumino-Witten (WZW) il
existe un certain choix quantifié de la constante de couplage g2σ qui le
rend conforme au niveau quantique si on le déforme par ce terme de WZW.
C’est notamment le cas des modèles sigma principaux chiraux avec terme
WZW qui sont appelés modèles sigma de Wess-Zumino-Witten ou en-
core Wess-Zumino-Novikov-Witten. Dans le but de construire des théories
quantiques conformes en interaction avec symétrie de groupe de Lie non-
abélienne, la nécessité de déformer le modèle sigma (2.7) avait son origine
dans la positivité stricte du Casimir dans la partie droite de l’éq. (2.44).
On a mentionné à plusieurs reprises dans le chapitre 1 que le Casimir
d’une superalgèbre de Lie n’est pas défini positif même pour les super-
algèbres de Lie semi-simples. Ceci est une conséquence du fait que le
produit scalaire induit dans l’espace des poids par la forme symétrique,
consistante et invariante d’une superalgèbre de Lie, restreinte à la sous-
algèbre de Cartan, n’est pas défini positif. Il est donc tout à fait possible
que la fonction bêta (2.44) s’annule pour certains modèles sigma (2.7) sur
des superespaces symétriques M = G/H. Comme le supergroupe G n’est
pas forcé d’être abélien on s’attend à l’existence de modèles sigma quan-
tiques conformes en interaction. Remarquons tout de suite que dans le cas
où les superalgèbres de Lie g et h du modèle sigmaM = G/H sont telles
que la fonction bêta (2.44) s’annule, la constante de couplage g2σ ne su-
bit aucune quantification. On peut, donc, parler d’une ligne critique pour
les modèles sigma (2.7) quantiques conformes. Visiblement, la structure
de ces théories conformes s’annonce beaucoup plus riche par comparai-
son aux modèles WZW sur des groupes de Lie compacts ou les espaces
symétriques non-compacts associés et, certainement, beaucoup plus inté-
ressante que celle du boson libre compactifié ou pas. Après cette intro-
duction de motivation passons à l’identification des modèles sigma (2.7)
quantiques conformes sur des superespaces symétriques.
Selon la formule (2.44) pour la fonction bêta des modèles sigma (2.10)
la fonction bêta s’annule, au premier ordre dans la théorie des perturba-
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tions, lorsque le Casimir C(g) de la représentation adjointe de la superal-
gèbre de Lie g du superespace symétrique G/H s’annule.
Il existe trois séries de superalgèbres de Lie classiques basiques
psl(n|n), osp(2n + 2|2n), D(2, 1; α)
et trois séries supplémentaires
gl(n|n), pgl(n|n), sl(n|n),
pour lesquelles le Casimir de la représentation adjointe s’annule.
Ainsi, selon la classification de Zirnbauer [82], les superespaces ho-
mogènes complexes qui admettent une structure de supervariété rieman-
nienne et qui a priori peuvent servir d’espaces cible pour les modèles sigma
quantiques conformes sont les variétés de supergroupes
GL(N|N), SL(N|N), PGL(N|N), PSL(N|N)
OSp(2S + 2|2S), G(α), (2.51)
les supergrassmanniennes “réelles”
OSp(2S + 2|2S)
OSp(2S + 2− n|2S− 2m)×OSp(n|2m) , (2.52)
les supergrassmanniennes “complexes”
GL(N|N)
GL(N − n|N −m)×GL(n|m) (2.53)






GL(S + 1|S) . (2.54)
Tous les supergroupes dans les séries (2.51, 2.52, 2.53, 2.54) sont complexes
et G(α) est l’exponentielle de la superalgèbre de Lie D(2, 1; α). Notons que
ni GL(N|N), ni SL(N|N) et ni PGL(N|N) ne sont des groupes réductifs.
Il n’est donc pas possible de représenter, par exemple, le premier espace
homogène dans l’éq. (2.54) comme le produit direct du deuxième espace
homogène dans l’éq. (2.54) par une variété unidimensionnelle.
Seulement le groupe O(2), les grassmanniennes réelles
OSp(2S + 2|2S)
OSp(2S + 2− n|2S)× SO(n) ,
OSp(2S + 2|2S)
OSp(2S + 2|2S− 2m)× Sp(2m) ,
et les grassmanniennes complexes
GL(N|N)
GL(N − n|N)×GL(n) ,
admettent une forme compacte.
On se demande maintenant lesquels des modèles sigma sur les super-
espaces symétriques (2.51, 2.52, 2.53, 2.54) restent conformes aux ordres
plus élevés de la théorie de perturbation et, bien sur, lesquels d’entre eux
sont exactement conformes.
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On connaît la fonction bêta pour les modèles sigma génériques jusqu’à
quatre boucles dans la théorie des perturbations [30, 38, 76]. Écrivons la
correction de la fonction bêta à n-boucles comme β(n)ij . La contribution à la
























Notons par κ˜ab la forme consistante, supersymétrique et invariante de h
définie par
κ˜ab =˜〈Ta, Tb〉 = str Rm(TaTb) = falm f lmb . (2.57)
On garde la convention selon laquelle les indices sont levés et baissés à
l’aide de la forme invariante καβ de la superalgèbre de Lie g et de son









On généralise cette dernière équation aux modèles sigma sur des superes-
paces symétriques. Pour les superalgèbres de Lie simples toutes les formes
consistantes, supersymétriques, invariantes et non-dégénérées sont pro-
portionnelles entre eux. On a donc pour les superespaces symétriques de
l’éq. (2.51) et des deux premières séries de l’éq. (2.54) l’égalité
κ˜ab = qκab (2.59)








où p est la constante de proportionnalité
κab = pρab (2.61)
entre la forme invariante κab et la forme canonique ρab pour la superal-
gèbre de Lie simple h qui normalise de façon standard le Casimir C(m).
Notons que les égalités (2.59, 2.60, 2.61) restent vraies aussi pour une su-
peralgèbre de Lie h pas simple, mais telle que h/ ker Rm est simple. Dans
ce cas il faut remplacer dans les éqs. (2.59, 2.60, 2.61) la superalgèbre de
Lie h par son quotient simple h/ ker Rm. Ceci est le cas des premiers trois
supergroupes non simples dans l’éq. (2.51).
L’éq. (2.58) prend pour les superespaces symétriques des éqs. (2.51,












où la dernière égalité est obtenue de la même façon que dans l’éq. (2.43).
On voit donc que pour les superespaces symétriques des éqs. (2.51, 2.54),
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sauf la dernière série dans l’éq. (2.54), la fonction bêta à deux boucles dans
la théorie des perturbations est toujours zéro.
Pour les supergrassmanniennes réelles et complexes des éqs. (2.52,
2.53) la situation est plus compliquée car la sous-algèbre h n’est pas simple.
Plus précisément, pour les supergrassmanniennes réelles (2.52)
h ' h′ ⊕ h”, (2.63)
où h′ et h” sont des superalgèbres de Lie simples.
On va analyser d’abord les supergrassmanniennes réelles. La décom-







où Ta′ et Ta” est la restriction de la base Ta de h à h′ et h” respectivement,
et que
κ˜a′b′ = q′κa′b′ , κ˜a”b” = q”κa”b” (2.65)
avec des constantes de proportionnalité q′ et q” a priori différentes.














Pour interpréter les deux termes dans la dernière égalité de l’éq. (2.66) on
a besoin de l’isomorphisme suivant
m ' vec h′ ⊗C vec h”,
où vec h′ et vec h” dénotent les représentations fondamentales, c’est-à-dire
vectorielles des superalgèbres de Lie h′ et h” respectivement. On voit donc
que les termes de l’éq. (2.66) correspondent aux Casimirs C(vec h′) et
C(vec h”) normalisés de façon non-standard. La façon standard de nor-
maliser le Casimir C(vec h′) et C(vec h”) utilise la forme consistante, su-
persymétrique et invariante ρ′a′b′ et, respectivement, ρ”a”b” de la représen-
tation fondamentale vec h′ et, respectivement, vec h” comme expliqué à la
fin de la sec. 1.1.6. On se convainque facilement de la validité des égalités
suivantes
ρ′a′b′ = κa′b′ , ρ”a”b” = κa”b”. (2.67)









q′C(vec h′) + q”C(vec h”)
)
gij(0). (2.68)
Celle-ci peut être simplifiée encore plus à l’aide de l’égalité suivante




En particulier, on vérifie l’accord avec l’éq. (2.62) lorsque h′ = 0 où h” = 0.
Au final, on voit que la fonction bêta de l’éq. (2.68) s’annule soit si
C(vec h′) = C(vec h”) = 0 (2.69)
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ou soit si
q′ = q”. (2.70)








on peut montrer que les deux conditions (2.69, 2.70) sont équivalentes. En
effet, avec




(n− 2m)(n− 2m− 1),
C(vec h′) = n− 2m− 1,
où h′ = osp(n|2m) on obtient 12
q′ = 2(2− n + 2m), q” = 2(n− 2m).
Pour les supergrassmanniennes réelles les conditions (2.69, 2.70) re-
viennent à la restriction
n = 2m + 1
dans l’éq. (2.52).
On se concentre maintenant sur le cas des supergrassmanniennes com-
plexes (2.53) pour m 6= n. La sous-algèbre de Lie h n’est pas simple, mais
est généralement la somme directe
h ' h′ ⊕ h”⊕ z, (2.72)
de deux algèbres simples h′ et h” de type sl et d’une sous-algèbre centrale
z de dimension deux. Écrivons le module fondamental V de gl(N|N) dans
la forme
V ' V ′ ⊕V”
de façon que le plongement gl(n|m) et de gl(N − n|N − m) dans h est
gl(V ′) et respectivement gl(V”). Soit pi′ et pi” les projecteurs sur V ′ et res-
pectivement V”. On prend en tant que base du centre z de h les générateurs
E et Z qui, dans la représentation V, ont la forme suivante
E = pi′ + pi”, Z = pi′ − pi”.
Il n’est pas difficile de calculer les composantes suivantes de la forme
invariante standard (1.11)
〈Z, Z〉 = 〈E, E〉 = 0, 〈E, Z〉 = 〈Z, E〉 = 2(n−m).
On en déduit, donc, que les générateurs duaux, par rapport à la forme







12Lorsque sdim h′ = sdim h” = 0 on vérifie par des moyens indépendants que ce résultat
tient toujours.
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où M ∈ Hom(V”, V ′) et N ∈ Hom(V ′, V”). De cette dernière équation on
prouve l’isomorphisme suivant
m ' vec h′ ⊗C vec∗ h”⊕ vec∗ h′ ⊗C vec h” = m+ ⊕m− (2.75)
de m en tant que représentation de h. Notons que malgré le fait que m n’est
pas irréductible, son centre Endh m est toujours de dimension un lorsqu’on
impose la condition de réalité. Ceci veut dire que dans l’éq. (2.74) on se
restreint qu’à des éléments hermitiens K† = K de m ou que N = M†.
Ensuite, on vérifie que E est dans le noyau de la représentation m,
c’est-à-dire
Rm(E) = 0, Rm(Z) = 2(P+ − P−) (2.76)
où P± sont les projecteurs sur m±. À l’aide des éqs. (2.73, 2.76) on peut
calculer les composantes dans z de la forme invariante κ˜ab de l’éq. (2.57)
str Rm(Z∗Z∗) = str Rm(E∗Z∗) = 0, str Rm(E∗2) = −2.
Pour les composantes κ˜ab dans la sous-algèbre semi-simple h′ ⊕ h” on a
les mêmes relations (2.64, 2.65, 2.67) avec des constantes q′, q” données





















q′C(vec h′) + q”C(vec h”)
)
gij(0) (2.77)
exactement comme pour les supergrassmanniennes réelles dans
l’éq. (2.68). Avec
sdimm = −2(n−m)2,
sdim h′ = sdim h” = (n−m)2 − 1,
C(vec h′) = −C(vec h”) = n−m− 1
n−m ,
et
C(vec h′) + C(vec h”) =
C(g)
2
on vérifie qu’il y a deux conditions non équivalentes pour l’annulation de
la fonction bêta (2.77). La première condition
q′ = q” ⇒ n = m
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a été exclue par hypothèse, tandis que la deuxième condition
C(vec h′) = C(vec h”) = 0
fournit la restriction
n−m = ±1. (2.78)
Pour compléter l’analyse des supergrassmanniennes complexes (2.53)
il faut considérer aussi le cas n = m. Écrivons le module fondamental V
de gl(N|N) dans la forme
V ' V ′ ⊕V”
de façon que le plongement gl(n|n) et de gl(N− n|N− n) dans h est gl(V ′)
et respectivement gl(V”). Soit E′ et E” les projecteurs sur V ′ et respective-
ment V”. De plus, soit E′¯0 et E
′¯
1 les projecteurs sur le sous-espace paire et,
respectivement, impaire de V ′. Pareil, on désigne par E”0¯ et E”1¯ les projec-
teurs sur le sous-espace paire et, respectivement, impaire de V”. Prenons
en tant que base de gl(n|n) la base canonique de sl(n|n) plus le générateur
de graduation
Z′ = E′¯0 − E′¯1.
Pareil pour la base de gl(N − n|N − n) et Z”. En tenant compte de l’iso-
morphisme (2.75) et du fait que sdim vec gl(n|n) = sdim vec gl(N− n|N−
n) = 0 on obtient par calcul direct que la restriction de la forme κ˜ab à la
sous-algèbre gl(n|n) ou gl(N − n|N − n) est identiquement zéro. Dans la
base choisie, il n’existe qu’une seule composante de la forme invariante
κ˜ab qui ne s’annule pas
˜〈E′∗, E”∗〉 =
˜〈Z′, Z”〉
4(N − n)n = −
dimm
4(N − n)n = −2.











une quantité différente de zéro. En conclusion, les modèle sigma sont
conformes seulement sur les supergrassmanniennes complexes déjà trou-
vées dans l’éq. (2.78).
On arrive enfin à l’analyse de la dernière série d’espaces symétriques
dans l’éq. (2.54). Pour décrire le plongement de gl(S+ 1|S) dans osp(2S+
2|2S) on choisit une base particulière de la représentation fondamentale
V de osp(2S + 2|2S). Soit e1, e2, . . . , e4S+2 les vecteurs de la base ordonnée
dont les poids sont respectivement
e1, . . . , eS+1, δ1, . . . , δS,−e1, . . . ,−eS+1,−δ1, . . . ,−δS,
dans les notations de la sec. 1.1.6. Notons par V ′ et V” le sous-espace de
V dont les éléments sont des vecteurs de poids positif et respectivement
négatif. Soit pi′ et pi” les projecteurs sur V ′ et respectivement V”. L’au-
tomorphisme involutif σ qui définit l’espace symétrique dans la dernière
série de l’éq. (2.54) est alors défini par
σ = pi′ − pi”.
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Pour définir la superalgèbre osp(2S+ 2|2S), choisissons le produit scalaire





, Bst = −B, Cst = −C,
où A ∈ End V ′, B ∈ Hom(V”, V ′), C ∈ Hom(V ′, V”), Ast ∈ End V”. La
sous-algèbre h ' gl(S + 1|S) fixée par l’automorphisme involutif σ est
alors composée des éléments de g de la forme B = C = 0, tandis que les
éléments de m sont du type A = 0.
La sous-algèbre h est réductive avec un générateurs central que l’on
prend dans la forme
Z = σ.
La représentation m de h est isomorphe au tenseur supersymétrique de
rang deux. Si les poids δi, ej sont ordonnés comme dans la sec. 1.1.7 alors
le plus haut poids de m est
Λm = 2δ1 − 〈2δ1, str〉〈str, str〉 . (2.79)
Tenant compte du fait que sdimm = 0 on obtient que le générateur central
Z ne contribue pas à la fonction bêta (2.56)
˜〈Z∗, Z∗〉 = 〈˜Z, Z〉 = 4 sdimm = 0.
Pour calculer la constante de proportionnalité q′ entre la forme invariante
κ˜a
′b′ , restreinte à la sous-algèbre simple h′ = h/CZ, et la forme standard
de κa
′b′ il suffit de calculer un seul élément de matrice. Si δi = H∗i alors
str Rm(Hi − Hj)2 =∑
λ
〈λ, δi − δj〉2(−1)|λ| = 〈δi − δj, δi − δj〉q′ = −2q′
où la somme est sur les poids non dégénérés δi + δj, δi + ek, ek + el du
module m, ou i, j = 1, . . . , S et k, l = 1, . . . , S + 1 avec la condition supplé-







Enfin, en calculant le Casimir de la représentation de sl(S+ 1|S) avec plus
haut poids (2.79)
C(m) = −1
on voit que la fonction bêta ne s’annule pas.
On vient de finir l’analyse de la fonction bêta à deux boucles pour
tous les superespaces symétriques. On a vu que certaines fonctions bêta ne
s’annulent pas à cet ordre, tandis que d’autres sont toujours zéro. Voyons
si on peut argumenter que les modèles sigma conformes à deux boucles
restent conformes à tous les ordres de la théorie des perturbations et même
qu’il le sont non perturbativement.
On avait mentionné dans la sec. 2.2.2 que les espace symétriques ir-
réductibles admettent, jusqu’à une constante de proportionnalité près, un
seul tenseur symétrique invariant de rang deux et que la fonction bêta doit
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être nécessairement proportionnelle à la métrique. On peut évaluer cette
constante de proportionnalité à φ = 0, où la condition d’invariance sous
l’action de h s’écrit comme dans l’éq. (2.38). Ceci veut dire que la constante
de proportionnalité entre βij à φ = 0 et gij(0) est la valeur propre d’un élé-
ment central de U (h) dans la représentation m. La remarque cruciale qui
s’impose est l’appartenance de m au bloc fondamental 13 de h dans tous les
cas où la fonction bêta s’annule à deux boucles ! On rappelle que les va-
leurs propres des éléments centraux sont constantes dans les blocs. En
particulier, les valeurs propres des éléments centraux sont toutes nulles
dans le bloc fondamental. On conclut donc que la fonction bêta des mo-
dèles sigma sur les espaces symétriques représentés dans le tab. 2.1 sont
exactement conformes.
Pour calculer la charge centrale des modèles sigma quantiques
conformes sur les superespaces symétriques du tab. 2.1 l’astuce suivante
est utile. La limite gσ → 0 des modèles sigma (2.10) n’est pas bien définie.
On peut donner un sens précis à cette limite en redéfinissant les champs
∂µφ
a(x) → gσ∂µφa(x) et en prenant ensuite la limite gσ → 0. Plus concrè-
tement on effectue un changement de variables
φa(x) = ξa + gσζa(x), (2.80)
où ξa est le mode zéro du champ φa(x) et ζa(x) sont les nouveaux champs
dynamiques sans mode zéro. La mesure de l’intégrale fonctionnelle se
factorise alors comme
D[φ] ∝ dµ(ξ)D[ζ], (2.81)
où dµ(ξ) est la forme de volume dans l’espace cible. La limite gσ → 0 est









où ξa joue le rôle des paramètres. Si la fonction de partition pour la théorie




qui est bien défini à cause de l’absence du mode zéro dans les champs
ζa(x), alors la fonction de partition du modèle sigma initiale dans la limite




La limite gσ → 0 des fonctions de corrélations se calcule dans le cadre de
la même logique : i) on effectue le changement des variables (2.80, 2.81) ;
ii) on calcule les fonctions de corrélations des champs ζa(x) dans la limite
gσ → 0 à ξa fixe ; iii) on intègre sur les modes zéros ξa.
Le fait d’avoir bien défini la limite gσ → 0 nous permet de voir les mo-
dèles sigma (2.10) à gσ quelconque comme une déformation par un opé-
rateur exactement marginal de la théorie des champs libres (2.82, 2.83).
13Le bloc fondamental est le bloc de la représentation de dimension un. Voir la sec. 1.1.9
pour un rappel de la notion du bloc.
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Tab. 2.1 – Modèles sigma quantiques conformes sur des superespaces symétriques.
Charge centrale Espace cible
1 OSp(2S + 2|2S) G(α)
0 GL(N|N) GL(2S|2S)/ OSp(2S|2S)
−1 SL(N|N) PGL(N|N) SL(2S|2S)/ OSp(2S|2S)
−2 PSL(N|N)
1 OSp(2S + 2|2S)/ OSp(2p + 1|2p)×OSp(2q + 1|2q)
−2 GL(N|N)/ GL(m + 1|m)×GL(n− 1|n)
On sait bien [15] que la déformation par un opérateur exactement mar-
ginal d’une théorie conforme ne change pas sa charge centrale. Sur la
forme (2.82) pour l’action des modèles sigma (2.10) dans la limite gσ → 0,
au sens qu’on vient d’expliquer, on voit que les dimensions paires des
superespaces symétriques (2.51, 2.52, 2.53, 2.54) sont paramétrées par des
bosons réels, tandis que les dimensions impaires — par des fermions sym-
plectiques. On a, donc, une expression très simple pour la charge centrale
c = sdimM, (2.84)
ce qui donne le tab. 2.1 des charges centrales, où p + q = S pour les
grassmanniennes réelles et m + n = N pour les grassmanniennes com-
plexes. On voit du tab. 2.1 que toutes les charges centrales pour ces théo-
ries conformes avec lignes critiques sont des entiers −2,−1, 0 ou 1.
Il y a trois représentants élémentaires dans le tab. 2.1. Les deux pre-
miers sont le boson libre compact ou non-compact, ce qui correspond
aux modèles sigma sur les deux formes réelles du groupe complexe
OSp(2S + 2|2S) pour S = 0. Le troisième est la paire des fermions sym-
plectiques, ce qui, comme on va voir toute suite, correspond au modèle
sigma sur le supergroupe PSL(1|1).
Soit pi la projection canonique de la superalgèbre de Lie sl(1|1) sur
psl(1|1). Si f , f¯ sont les générateurs fermioniques de sl(1|1) alors les gé-
nérateurs de psl(1|1) sont définis par
F = pi( f ), F¯ = pi( f¯ ).
Il n’est pas difficile de vérifier à partir de cette définition que la superal-
gèbre de Lie psl(1|1) n’est rien d’autre qu’une algèbre de Grassmann dans
les générateurs F, F¯. Un élément générique du supergroupe PSL(1|1) est
alors de la forme
g(η, η¯) = eηF+η¯F¯. (2.85)
La forme invariante 〈 , 〉 de gl(1|1), définie par
〈R(X), R(Y)〉 = str R(X)R(Y), (2.86)









Cette induction est possible justement parce que le noyau de la projec-
tion pi est exactement le noyau de la forme (2.86). Si on pose
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On a maintenant tous les ingrédients pour calculer l’action du modèle
















On sait bien que le spectre des fermions symplectiques ne dépend pas
de la constante de couplage gσ. Néanmoins, ceci ne veut pas dire que la
constante de couplage gσ est complètement redondante dans la théorie
conforme logarithmique des fermions symplectiques, car les éléments de
matrice non diagonaux des opérateurs chiraux peuvent en dépendre.
Dans ce qui suit, par ligne critique on comprend plutôt une déforma-
tion d’une théorie conforme par un seul opérateur exactement marginal
tel que le spectre de la théorie conforme varie continûment en fonction du
couplage gσ de cet opérateur. Ainsi, les fermions symplectiques n’ont pas
de ligne critique. Ils ont pourtant contribué beaucoup au développement
de la compréhension abstraite des théories conformes logarithmiques en
tant que telles.
Au final, remarquons que les déformations de la sec. 2.2.3 par des
termes topologiques ou de WZW s’appliquent aussi bien aux modèles
sigma sur des superespaces symétriques qu’aux modèles sigma sur des
espaces symétriques. Il faut seulement faire attention à ne pas briser la
positivité de l’action lorsqu’on se restreint aux configurations des champs
qui prennent leurs valeurs dans la sous-variété de base M0¯ de l’espace
cible. Ceci va imposer une borne supérieure à la valeur absolue de la
constante de couplage quantifiée du terme topologique Stop[φ] par rapport
à gσ ∣∣Re Stop[φ]∣∣ ≤ S[φ], φ(x) ∈ M0¯.
2.3.2 Stratégies possibles
L’existence des théories conformes avec ligne critique, présentées dans
le tab. 2.1, nous confronte avec le problème de leur résolution. La pré-
sence d’une symétrie globale de supergroupe implique la non-unitarité et
la nature logarithmique de ces théories conformes. Alternativement, l’as-
pect logarithmique est une conséquence de la présence des fermions sym-
plectiques dans l’action (2.82). Dans leur formulation (2.10), les modèles
sigma sont hautement non-linéaires dans les champs fondamentaux. On
voit donc que la résolution s’annonce difficile.
Quelles sont les méthodes pour attaquer ce type de modèles et, sur-
tout, y a-t-il des méthodes qui amènent à des résultats exacts ? Jusqu’à
présent on n’a utilisé que la symétrie globale de supergroupe et des ar-
guments perturbatifs, par exemple, pour prouver la symétrie conforme
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ou pour calculer la charge centrale (2.84). Y a-t-il d’autres approches plus
puissantes qui permettent de calculer la fonction de partition et les fonc-
tions de corrélations exactement ?
À présent, les seules informations qu’on connaisse sur les modèles
sigma dans le tab. 2.1 sont l’existence d’une symétrie globale de super-
groupe et d’une symétrie conforme. Est ce que l’exploitation des symétries
globales et conformes dans les modèles sigma du tab. 2.1 suffit pour intégrer les
théories conformes correspondantes ? Pour comprendre mieux cette question
donnons quelques exemples.
Considérons d’abord les modèles minimaux diagonaux avec des condi-
tions de bord doublement périodiques. Le calcul de tous les objets phy-
siques de la théorie — comme la fonction de partition ou les fonctions de
corrélations — peut être ramené à l’étude de la théorie des représentations
de l’algèbre de symétrie complète du modèle minimal. En effet, un modèle
minimal diagonal de charge centrale
c = 1− 6 (p− p
′)2
pp′
, p, p′ ∈N, (2.88)
possède une algèbre de symétrie qui est le produit direct de deux algèbres
de Virasoro V(c)× V¯(c). Par rapport à V(c)× V¯(c), l’espace des états H




M(hr,s, c)× M¯(hr,s, c) (2.89)
où M(hr,s, c) et M¯(hr,s, c) sont des quotients irréductibles des modules de
Verma V(hr,s, c) et, respectivement, V¯(hr,s, c) des algèbres de Virasoro V(c)
et, respectivement, V¯(c), et les dimensions conformes hr,s sont données par
hr,s =
(pr− p′s)2 − (p− p′)2
4pp′
. (2.90)
Les expressions de la charge centrale (2.88), des dimensions
conformes (2.90) et des bornes de sommations dans la décomposi-
tion (2.89) peuvent être déduites de la condition de minimalité [24] et
sont des détails qui n’ont pas d’importance pour la suite.
On veut mettre en évidence dans l’éq. (2.89) juste les points suivants :
i) dans H, les états de plus haut poids par rapport à l’algèbre de symé-
trie V(c)× V¯(c) sont uniquement déterminés par leur poids hr,s ; ii) tous les
champs quantiques de la théorie peuvent être engendrés par l’action de
l’algèbre de symétrie V(c) × V¯(c) sur les opérateurs primaires. Le pre-
mier point montre que l’algèbre de symétrie complète d’un modèle mi-
nimal diagonal est la symétrie conforme V(c) × V¯(c). Une fois l’action
explicite de l’algèbre de Virasoro sur les champs primaires résolue, le
deuxième point permet d’exprimer une fonction de corrélation arbitraire
en terme de fonctions de corrélations entre des opérateurs primaires. Le
calcul de ces dernières peut être réduit, à l’aide du point i), à l’étude des
sous-modules maximaux des modules de Verma V(hr,s, c) ou, en d’autres
termes, à l’étude des descendants nuls des opérateurs primaires.
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Ainsi, on voit, sur l’exemple des modèles minimaux diagonaux, que la
connaissance de l’algèbre de symétrie complète et de sa théorie de repré-
sentations suffit pour intégrer entièrement le modèle. Cet exemple est très
particulier — l’algèbre de symétrie complète est évidente par construction.
Lorsque la théorie conforme est définie par une action et un processus de
quantification alors la symétrie complète du modèle n’est pas du tout évi-
dente, mais doit être calculée.
On va illustrer cela sur le cas du modèle WZW sur un groupe de Lie
compact simple G défini comme la déformation du modèle sigma princi-
pal chiral (2.18) par un terme de WZW de la sec. 2.2.3. L’action du modèle




des champs fondamentaux g(x) ∈ G. Si les conditions de bord sont dou-
blement périodiques alors les translations globales et la symétrie conforme
forment une algèbre de symétrie “évidente”
g× g¯× V(c)× V¯(c), (2.91)
où g et g¯ est l’algèbre de Lie des translations globales de gauche et, res-




est la charge centrale du modèle WZW. On a noté par g le nombre dual
de Coxeter de l’algèbre de Lie semi-simple g et par k ∈ N le niveau du
modèle WZW, qui quantifie la constante de couplage du terme WZW et
du terme cinétique comme expliqué dans la sec. 2.2.3.
On sait bien [24] que les modèles WZW possèdent une symétrie affine
gˆ(k) × ˆ¯g(k) moins évidente. Pour un modèle de WZW diagonal l’espace
des états H de la théorie se décompose dans une somme directe des re-
présentations irréductibles de l’algèbre affine gˆ(k)× ˆ¯g(k)
H =⊕
λ
G(λ, k)× G¯(λ, k), (2.92)
où G(λ, k) et G¯(λ, k) sont des représentations intégrables de plus haut
poids par rapport à l’algèbre affine gˆ(k) × ˆ¯g(k). Comme il n’y a pas de
multiplicités dans l’éq. (2.92) on voit que l’algèbre affine gˆ(k) × ˆ¯g(k) est
l’algèbre de symétrie complète des modèles WZW. De la même façon que
pour les modèles minimaux diagonaux, le calcul de la fonction de partition
et des fonctions de corrélations est réduit à des problèmes de la théorie des
représentations de l’algèbre de symétrie complète gˆ(k)× ˆ¯g(k).
L’incomplétude de l’algèbre de symétrie évidente (2.91) peut être ré-
vélée si on décompose la fonction de partition du modèle WZW diago-
nal, calculée dans une représentation de champs libres, en une somme de
caractères irréductibles de (2.91). Plus précisément, soit H1, . . . , Hr les gé-
nérateurs de la sous-algèbre de Cartan de g et soit D le réseau de plus
hauts poids dominants de g. La décomposition de la fonction de partition
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du modèle WZW diagonal dans une somme de caractères irréductibles de
l’algèbre de symétrie (2.91) est alors
Z
(












où chλ sont les caractères des représentations irréductibles de g de plus
haut poids λ et χλ sont appelés des fonctions de branchement. L’algèbre
de symétrie (2.91) est complète si et seulement si les fonctions de branche-
ment χλ sont des caractères des représentations irréductibles de Virasoro.
Pour le modèle WZW sur le groupe SU(2) au niveau k = 1 ceci est vrai,
mais dans le cas général ce n’est plus vrai [24].
Un point important à remarquer dans les deux exemples précédents
c’est la localité des champs de l’algèbre de symétrie complète. C’est pour
cela qu’elle est aussi appelée algèbre chirale maximale. Le formalisme des
algèbres de vertex ou deW-algèbres donne à la théorie conforme un sens
mathématiquement précis de représentation de l’algèbre maximale chirale
[79].
Dans les deux chapitres suivants, les seuls modèles sigma conformes
du tab. 2.1 qu’on va traiter sont les modèles sigma sur les supersphères
et sur les superespaces projectifs. Considérons la formulation (2.11) du
modèle sigma sur la supersphère
S2S+1|2S ' OSp(2S + 2|2S)
OSp(2S + 1|2S)
et la formulation (2.13) du modèle sigma sur le superespace projectif
CPN−1|N ' SU(N|N)
U(N − 1|N) .
Si on impose des conditions de bord doublement périodiques, alors les
modèles sigma sur S2S+1|2S et CPN−1|N possèdent en plus de la symétrie
conforme V(1) × V¯(1) et, respectivement, V(−2) × V¯(−2) une symétrie
globale osp(2S+ 2|2S) et, respectivement, gl(N|N). Montrons que dans la
limite gσ → 0, au sens de la sec. 2.3.1, l’algèbre de symétrie
g× V(c)× V¯(c) (2.93)
n’est pas complète, où g est osp(2S+ 2|2S) ou gl(N|N) et c = 1 ou, respec-
tivement, c = −2. Pour cela il suffit de montrer que les champs scalaires
de poids nul par rapport à L¯0 ne sont pas en bijection avec les états de la
représentation irréductible M(0, 1) de plus haut poids h = 0 de l’algèbre
de Virasoro V(c).
En effet, si ni(x) sont les champs fondamentaux du modèle
sigma (2.11) sur la supersphère S2S+1|2S alors les champs scalaires avec
plus de trois dérivées holomorphes ∂ ne sont plus en bijection avec les
états du M(0, 1) de poids h ≥ 4
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〈n, n〉 = 1 |0〉
〈n, ∂n〉 = 0 L−1|0〉 = 0
〈∂n, ∂n〉 L−2|0〉
〈∂n, ∂2n〉 L−3|0〉
〈∂n, ∂3n〉, 〈∂2n, ∂2n〉, 〈∂n, ∂n〉2 L2−2|0〉, L4|0〉.
De la même façon, si zi(x) sont les champs fondamentaux du modèle
sigma (2.13) sur CPN−1|N alors les champs scalaires avec plus de deux
dérivées holomorphes ∂ ne sont plus en bijection avec les états du M(0, 1)
de poids h ≥ 2
z† · z = 1 |0〉
z† · Dz = Dz† · z = 0 L−1|0〉 = 0
Dz† · Dz, Dz† ∧ Dz L−2|0〉,
où D est la dérivée covariante holomorphe calculée de façon standard à
partir de l’expression (2.15) pour la dérivée covariante Dµ dans la jauge
fixe (2.16). Il est clair que si l’algèbre de symétrie (2.93) n’est pas complète
dans la limite gσ → 0, alors elle n’est pas complète pour tout gσ fini.
Une première stratégie possible pour intégrer les modèles sigma sur
S2S+1|2S ou CPN−1|N , dans l’esprit traditionnel des théories conformes,
consiste à identifier leurs algèbre de symétrie complète. C’est la stratégie
qu’on va adopter dans cette thèse.
Les calculs perturbatifs de la sec. 3.2.2, dont le formalisme s’applique
à tous les modèles sigma, suggèrent fortement que l’algèbre de symétrie
complète du modèle sigma sur la supersphère S2S+1|2S est
osp(2S + 2|2S)× B∞ × B¯∞, (2.94)
où B∞ et B¯∞ sont les algèbres engendrées par les produits d’opérateurs
des champs invariants sous osp(2S + 2|2S) construits à partir de ∂kni(x)
et, respectivement, ∂¯kni(x) avec k ∈N. On peut prendre en tant que géné-
rateurs de B∞ les champs
: 〈∂in(x), ∂jn(x)〉 : i, j ∈N (2.95)
et en tant que générateurs de B¯∞ les champs
: 〈∂¯in(x), ∂¯jn(x)〉 : i, j ∈N. (2.96)
Notons que les champs 〈n(x), ∂in(x)〉 et 〈n(x), ∂¯in(x)〉 peuvent être expri-
més en terme des champs (2.95, 2.96) par la contrainte 〈n(x), n(x)〉 = 1.
Comme l’algèbre des produits d’opérateurs des champs chiraux (2.95,
2.96) ne dépend pas de la constante de couplage gσ → 0, ses constantes
de structure peuvent être calculées dans la représentation de champs
libres (2.82). Une stratégie possible pour résoudre exactement la théorie
conforme du modèle sigma est alors l’étude de la théorie des représenta-
tions des algèbres chirales (2.94).
Conclusion du chapitre
Dans ce chapitre on a rappelé le flot du groupe de renormalisation pour
le modèle sigma avec action métrique standard sur un espace symétrique
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M = G/H compact ou non-compact. On a vu qu’il ne reste conforme
après la quantification que si G est un groupe abélien et, donc, que si
le modèle sigma est une théorie des champs libres. Si G est non-abélien
alors le modèle sigma est soit strictement en régime d’interaction forte,
lorsque M est compact, soit strictement en régime d’interaction faible,
lorsqueM est non-compact. L’origine de ce comportement est la positivité
stricte de la valeur propre du Casimir des algèbres de Lie simples dans les
représentations non-triviales.
Lorsque M est irréductible, les conditions de bord sont telles que
l’espace-temps Σ est compact et que le modèle sigma admet un terme
de WZW, alors il existe un certain choix, nécessairement quantifié, de la
constante de couplage g2σ tel que le modèle sigma reste conforme au ni-
veau quantique si on le déforme en rajoutant ce terme de WZW à l’action
métrique standard.
Pour les superalgèbres de Lie classiques basiques le Casimir n’est plus
nécessairement défini positif dans les représentations non-triviales. Ceci
rend possible l’existence des modèles sigma avec action métrique standard
invariants conformes au niveau quantique. Après avoir discuté quelques
particularités des superespaces symétriques, on a classifié tous les mo-
dèles sigma avec action métrique standard invariants conformes sur ces
espaces. 14 Ces modèles sigma conformes possèdent une symétrie globale
de supergroupe qui est soit de type GL(N|N) soit de type OSp(2S+ 2|2S).
Les deux supergroupes mentionnés se distinguent par l’annulation du
Casimir de la représentation adjointe de leur superalgèbre de Lie. Une
propriété très intrigante des théories conformes des modèles sigma avec
action métrique standard invariants conformes est l’existence d’une ligne
de points critiques, car la constante de couplage g2σ n’est pas contrainte à
prendre des valeurs quantifiées.
En plus de la classification on a proposé une stratégie dans l’esprit
de la théorie des représentations pour résoudre ces modèles sigma en
interaction hautement non-linéaire.
14On n’a pas cité la réf. [1], car on s’est rendu compte de son existence seulement après
ce que ce chapitre a été écrit.
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Ce chapitre est une revue des idées et outils qui ont servi à la publicationde deux articles attachés dans l’annexe.
On commence par une introduction rapide à la géométrie de la su-
persphère sans entrer dans les détails qui la définissent précisément en
tant que supervariété. Dans la section 2 on utilise des méthodes pertur-
batives et non-perturbatives pour révéler quelques propriétés nécessaires
d’un modèle discret dans la même classe d’universalité que le modèle
sigma. Dans la section 3 on propose un tel modèle et on vérifie que toutes
les contraintes discutées dans la deuxième section sont satisfaites. Dans
la section 4 on étudie en grands détails l’algèbre de symétrie complète
du modèle discret associé au modèle sigma sur la supersphère S3|2. Dans
la section 5 on utilise cette analyse pour élucider quelques aspects non-
perturbatifs de la théorie conforme du modèle sigma S3|2 et on propose
une généralisation à tous les modèles sigma S2S+1|2S.
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3.1 Géométrie de la supersphère









η¯αηα = R2 (3.1)
dans un algèbre de Grassmann B à un nombre suffisamment grand de gé-
nérateurs. Dans les notations sur l’algèbre de Grassmann B de la sec. 1.2.1,
les variables de l’eq. (3.1) sont du type
xi ∈ B0¯, η¯α, ηα ∈ B1¯
et R est un nombre réel positif appelé le rayon de la supersphère. On va
noter par | · | la gradation de tous les modules Z/2Z gradés.
Soit V ' V0¯ ⊕V1¯ un espace vectoriel gradé sur C avec une base
e0 < · · · < e4S+1, (3.2)
telle que e0, . . . , e2S+1 est une base de V0¯. Ensuite, soit U ' U0¯ ⊕ U1¯ le
module fondamental de OSp(2S + 2|2S)
U = B⊗C V
dont la gradation est définie par |b⊗ v| = |b|+ |v|, et X ∈ U0¯ un vecteur
avec les composantes Xi = xi pour i = 0, . . . , 2S + 1 et X2S+1+α = ηα
pour α = 1, . . . , 2S, où η¯α = ηS+α. En introduisant la forme bi-linéaire
supersymétrique 〈 , 〉, dont les éléments de matrice dans la base (3.2)
sont
Jpq =
id2S+2 0 00 0 − idS
0 idS 0
 , (3.3)
l’éq. (3.1) prend la forme
〈X, X〉 = 1, (3.4)
pour une sphère de rayon R = 1.
Il n’est pas difficile de vérifier, à partir des définitions de la sec. 1.2.1,
que le sous-groupe qui laisse invariant le vecteur X = e0 est exactement
OSp(2S + 1|2S). On voit, donc, que la supersphère peut être vue comme
un espace homogène
S2S+1|2S = OSp(2S + 2|2S)/ OSp(2S + 1|2S).
La métrique euclidienne du superespace euclidien E2S+2|2S = U
ds2 = 〈dX, dX〉
induit une métrique riemannienne sur la supersphère. En effet, si g˜ij est
le tenseur métrique de la sphère S2S+1 et si on choisit de paramétrer les
solutions de l’éq. (3.1) comme
Xi = rni, r =
√
1− η2, (3.5)
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η2 = ηα Jαβηβ,
alors le tenseur métrique gpq sur la supersphère devient




où on a introduit l’isomorphisme naturel entre U et U∗ donné par la forme
〈 , 〉
Xp = Xq Jpq.
Par exemple, le paramétrage de Hopf pour la sphère S3
n0 = cos µ cos ξ1
n1 = cos µ sin ξ1
n2 = sin µ cos ξ2
n3 = sin µ sin ξ2,
avec
0 ≤ µ ≤ pi
2
, 0 ≤ ξ1 < 2pi, 0 ≤ ξ2 < 2pi,
induit, à travers (3.5), une métrique sur la supersphère S3|2 dont les com-
posantes non-nulles sont
g11 = r2, g22 = r2 cos2 µ, g33 = r2 sin2 µ, g45 = −r, g54 = r, (3.6)
où
r = 1− η1η2.
Dans l’éq. (3.6), les composantes du tenseur métrique ont été écrites dans
la base ordonnée
dµ < dξ1 < dξ2 < dη1 < dη2
de l’espace tangent.
Toutes les notions de géométrie riemannienne peuvent être générali-













où les φp sont les coordonnées locales de la supersphère et g = sdet gpq,


























où s = (2S + 1)− 2S = 1 est la superdimension de la supersphère. Il peut
être obtenu également de l’expression du Casimir de OSp(2S+ 2|2S) dans
la représentation fondamentale.
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La supersphère est évidemment un superespace compact, car la sous-
variété de base S2S+1 est compacte. La mesure invariante d’intégration
diffère par un facteur
√
g de la mesure plate du superespace euclidien.
Par exemple, dans le cas de la supersphère S3|2 et le paramétrage (3.6) elle
est
(1− 2η1η2) sin2 µ cos2 µ dµdξ1dξ2dη1dη2. (3.7)
On pourrait se poser la question sur la nature des fermions η1, η2, c’est-à-
dire est ce qu’ils sont réels ou complexes ? En fait cette question survient
à cause des mauvaises notations utilisées. En effet, les propriétés de l’inté-
grale des variables fermioniques montrent qu’elle n’est rien d’autre qu’une
dérivation. La façon correcte d’écrire l’éq. (3.7) est, en fait, sous forme d’un
opérateur différentiel qui transforme une fonction sur la supersphère S3|2 en
une forme sur la sphère S3|2




Dans ces notations, la question de réalité des coordonnées fermioniques













(1− 2η1η2) · 1 = pi
3
2
Regardons maintenant quelques aspects topologiques de la super-
sphère. Le même raisonnement que celui de la sec. 1.2.2 peut être appliqué
pour montrer que la supersphère S2S+1|2S est équivalente par homotopie
à la sphère S2S+1. En effet, le paramétrage (3.5) montre que les coordon-
nées fermioniques ne sont soumises à aucune contrainte. L’opérateur D(λ)
qui agit par changement d’échelle seulement sur les coordonnées fermio-
niques
D(λ)ni = ni, D(λ)ηi = (1− λ)ηi, 0 ≤ λ ≤ 1
satisfait toutes les conditions d’une équivalence par homotopie
D(0) = id, D(1) · S2S+1|2S ⊂ S2S+1, D(λ)|S2S+1 = idS2S+1 ,
où la sphère S2S+1 est vue naturellement comme sous-variété (de base) de
S2S+1|2S. Ceci veut dire
pin(S2S+1|2S) = pin(S2S+1)
pour tout n ∈ N. On voit donc, qu’il n’y a pas d’instantons dans les mo-
dèle sigma sur les supersphères S2S+1|2S, car le deuxième groupe d’homo-
topie est toujours trivial. Pourtant, pour S = 0 la supersphère S1|0 = S1,
c’est-à-dire le cercle, a un groupe fondamental non trivial pi1(S1) ' Z.
Plus généralement on a le résultat suivant
pin(S2S+1|2S) =
{
Z, n = 2S + 1
0, n 6= 2S + 1 .
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3.2 Propriétés du modèle discret
3.2.1 Emboîtement des spectres
Dans cette section on exploite quelques résultats élémentaires sur la théo-
rie conforme du modèle sigma sur la supersphère pour mettre en évidence
quelles doivent être les propriétés nécessaires d’un modèle discret pour
qu’il soit dans la même classe d’universalité que le modèle sigma.
Si on regarde la supersphère S2S+1|2S en tant que sous-espace du su-
perespace euclidien E2S+2|2S défini par la contrainte (3.4), alors l’action du






d2x 〈∂µΦ(x), ∂µΦ(x)〉, (3.8)
où les champs Φ(x) ∈ E2S+2|2S sont soumis à la contrainte
〈Φ(x),Φ(x)〉 = 1. (3.9)
Lorsqu’on impose les mêmes conditions de bord B pour toutes les com-




où la mesure de l’intégrale fonctionnelle est définie par
D[Φ] = ∏
x∈Σ
dΦ0(x) . . . dΦ4S+1(x) δ(〈Φ(x),Φ(x)〉 − 1),
peut être calculée exactement pour toute valeur de la constante de cou-
plage gσ. En effet, on introduit d’abord un champ de masse imaginaire








où DE[Φ] est la mesure d’intégration plate du superespace euclidien




où ZB,gσ [m] est la fonction de partition d’un seul boson dans un champ de
masse imaginaire im(x) avec des conditions de bord B. En réintroduisant
la contrainte (3.9) on obtient
Z(S)B (gσ) = Z
(0)
B (gσ), (3.10)
où Z(0)B (gσ) est la fonction de partition du modèle sigma O(2) qui, dans le
paramétrage angulaire
Φ1(x) = cos φ(x), Φ2(x) = sin φ(x) (3.11)
n’est rien d’autre que celle du boson libre compact.
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En tenant compte du fait que la charge centrale d’une théorie conforme
ne dépend pas des conditions de bord, la conséquence immédiate de
l’éq. (3.10) est sa valeur
c = 1
pour tous les modèles sigma S2S+1|2S et pour toute valeur de la constante
de couplage gσ. Ceci est en accord avec l’argument plus général, mais de
nature perturbative, de la sec. 2.3.1.
Par la même logique on démontre que si on impose la même condi-
tion de bord B sur les composantes bosoniques Φ2i−1, Φ2i et fermioniques




où B′ dénote l’ensemble des conditions de bord pour le reste des compo-
santes du champs Φ(x).
Le même argument s’emploie aux fonctions de corrélations restreintes
seulement aux composantes Φ2i−1, Φ2i, Φ2S+1+i et Φ3S+1+i pour i =
1, . . . , S′. Par exemple, si les conditions de bord pour les champs Φi(x),
i = 3, . . . , 4S + 1 sont telles qu’elles ne contribuent pas à la fonction de
partition, alors les composantes
〈Φi(x)Φj(y)〉, i = 0, 1
du propagateur du modèle sigma S2S+1|2S s’expriment comme des fonc-
tions de corrélation entre les opérateurs de vertex (3.11). En supposant que
les conditions de bord ne brisent pas la symétrie OSp(2S+ 2|2S), alors ceci
détermine entièrement le propagateur du champ vectoriel Φ(x).
On voit donc que le spectre complet du modèle sigma sur la super-
sphère S2S+1|2S, tenant compte de dégénérescences aussi, peut être lu
dans la fonction de partition en imposant, par exemple, des conditions
de bord périodiques pour les composantes bosoniques du champ Φ(x)
et des conditions de bord anti-périodiques pour les composantes fermio-
niques. Notons le spectre complet dans ces conditions de bords par ΣS. De
plus, soit Bk l’ensemble de conditions de bord telles que tous les bosons
et 2k fermions sont périodiques et le reste de 2S− 2k fermions — antipé-
riodiques. Alors, on obtient une propriété fondamentale d’emboîtement
ΣS = ΣS(B0) ⊃ ΣS−1 = ΣS(B1) ⊃ · · · ⊃ Σ0 = ΣS(BS), (3.12)
entre les spectres complets des modèles sigma sur les supersphères
S1, S3|2, . . . , S2S+1|2S. On a noté par ΣS(B) le spectre du modèle sigma sur
S2S+1|2S avec les conditions de bord B.
On obtient donc une contrainte très forte sur la discrétisation recher-
chée du modèle sigma. En effet, les poids des vertex d’interaction dans
les modèles discrets ne peuvent pas dépendre de S, car le paramètre S
intervient seulement à travers les conditions de bord. Ceci veut dire qu’il
doit exister un modèle discret universel qui est identique localement, c’est-
à-dire la matrice de transfert est la même, pour tous les modèles sigma
S2S+1|2S. Le modèle discret universel s’associe à un modèle sigma S2S+1|2S
particulier seulement par une prescription, qui dépend de S, qui indique
comment calculer la fonction de partition à partir des puissances de la
matrice de transfert.
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3.2.2 Champs chiraux
Dans cette section je montre comment on a exploité quelques arguments
de nature perturbative pour identifier des champs chiraux, c’est-à-dire des
champs dont : i) le spin est égal à la dimension conforme et ii) la dimen-
sion conforme ne dépend pas de la constante de couplage gσ.
Les calculs perturbatifs dans le modèle sigma sur la supersphère se
font dans la limite de couplage faible gσ → 0 dans le formalisme du champ
de fond constant.
Soit φa(x) un ensemble de coordonnées locales de la supersphère. La
configuration des champs constants dans l’espace-temps φa(x) = φ¯a est
une solution des équations de mouvement classiques
Dµ∂µφa(x) = 0.
où Dµ est la dérivée covariante le long du vecteur ∂µφa(x). Pour faire
des calculs perturbatifs dans le formalisme du champ de fond constant il
faut développer les fluctuations quantiques φa(x), autour de la solution



















qui passe par les points φ¯a et φa(x)
φa(x, 0) = φ¯a, φa(x, gσ) = φa(x).
Notons par D(s) la dérivée covariante le long du vecteur ζa(x, s) et par
D, D¯ la composante holomorphe et, respectivement, anti-holomorphe de
la dérivée covariante Dµ. Les expressions
D(s)∂µφa(x, s) = Dµζa(x, s), D(s)ζa(x, s) = 0, (3.13)
sont fréquemment utilisées dans les calculs perturbatifs. On note aussi la
relation




ζc(x, s)∂µφd(x, s), (3.14)
valide pour tout vecteur Va(x, s) de l’espace tangent dans le point φa(x, s)












d2xR¯abcdζbζc∂µζd∂µζa + . . .
pour l’action du modèle sigma à l’ordre g2σ, où on a utilisé
D¯µζa(x) = ∂µζa(x).
Les corrections d’ordre plus élevé s’expriment seulement en terme du ten-
seur de courbure de Riemann R¯abcd.
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Montrons que la fonction à deux points de tous les scalaires du type
Dn∂φa(x)gabDm∂φb(x) (3.15)
ne reçoit pas de correction à l’ordre g2σ. En effet, le développement du
champ scalaire (3.15), autour du point φ¯a à l’ordre g2σ, est de la forme
g2σ∂
n+1ζa g¯ab∂m+1ζb + g4σR¯abcdV
abcd,
où Vabcd est un tenseur contravariant de rang 4 construit seulement à partir
du vecteur ζa et de ses dérivées holomorphes ∂kζa, dont la forme explicite
n’a pas d’importance. En utilisant le développement du produit d’opéra-
teur entre les champs ζa(x) à gσ → 0
ζa(x)ζb(y) = ζ¯a ζ¯b − g¯
ab
4pi
log |x− y|2, (3.16)
une définition du vide par dualité comme expliqué dans la sec. 2.1.2 et le
fait que, selon la sec. 2.3.1, le tenseur de Ricci s’annule on voit que toutes
les corrections s’annulent à l’ordre g2σ sans effectuer d’intégration.
Il est possible de généraliser cet argument pour tous les champs sca-
laires de la théorie construits à partir des champs φa(x) et que des dérivées
holomorphes ∂φa(x), D∂φa(x), · · · ou que des dérivées anti-holomorphes
∂¯φa(x), D¯∂¯φa(x), · · · . L’annulation de la dimension anomale, à l’ordre g2σ,
pour les champs scalaires construits à partir des champs φa(x) et que
des dérivées holomorphes ∂φa(x), D∂φa(x), · · · ou que des dérivées anti-
holomorphes ∂¯φa(x), D¯∂¯φa(x), · · · est en accord avec les calculs perturba-
tifs de Wegner [77] pour les modèles sigma sphériques SN−1 à N = 2. 1
On vient, donc, d’identifier un grand ensemble de champs chiraux, parmi










R¯abcdζbζc∂ζd∂ζa + · · · .
Plus généralement, l’algèbre des produits d’opérateurs des champs
chiraux ne dépend pas de la constante de couplage gσ → 0 et, donc, peut
être calculée dans la représentation de champs libres (3.16). Il est tentant
d’utiliser cette remarque pour essayer de résoudre exactement la théorie
conforme du modèle sigma en développant la théorie des représentations
des algèbres chirales identifiées.
En conclusion on voit que le modèle discret doit être choisi de telle fa-
çon que les champs chiraux et invariants sous les transformations globales
de la symétrie OSp(2S + 2|2S) à gσ → 0 restent chiraux pour tout gσ fini.
3.3 Modèle discret
On a conclu à la fin de la sec. 3.2.1 que l’emboîtement des spectres (3.12)
implique l’existence d’une discrétisation universelle pour tous les modèles
1Le spectre de dimensions anormales calculé en [77] est beaucoup plus grand que le
spectre des opérateurs du modèle sigma S1. Ceci s’explique par le fait que les opérateurs
qui correspondent, par une construction introduite en [77], à des dimensions anormales
absentes dans le spectre du modèle sigma S1 s’annulent identiquement.
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sigma (3.8) sur les supersphères S2S+1|2S. Pour le moment, par la propriété
d’universalité on comprend le fait que la matrice de transfert du modèle
discret ne dépend pas du paramètre S. Plus tard, on va relier cette pro-
priété de la matrice de transfert à la notion mathématique d’universalité.
Pour résoudre la contrainte d’universalité il suffit de remarquer que
tous les supergroupes OSp(2S + 2|2S) ont la même algèbre d’invariants
— l’algèbre de Brauer BL(2). Dans la première sous-section 3.3.1 on in-
troduit l’algèbre BL(2). Dans la sous-section suivante 3.3.2 on étudie une
discrétisation particulière du modèle sigma sur le cercle S1|0, c’est-à-dire
du boson libre compact. On identifie un modèle statistique dont la matrice
de transfert est un élément de l’algèbre de Brauer et qui, donc, possède la
propriété d’universalité désirée. En plus, ce modèle statistique contient le
spectre du boson compacte au sens de l’éq. (3.12). Enfin, dans la dernière
sous-section 3.3.3 on propose une description du modèle statistique par
une chaîne qui est plus pratique dans les calculs numériques.
3.3.1 Algèbre de Brauer
Soit U le module fondamental (1.33)
U = B⊗C V
du supergroupe OSp(R|2S), où B est une algèbre de Grassmann avec un
nombre suffisamment grand de générateurs et V ' V0¯ ⊕ V1¯ un espace
vectoriel sur C avec base
e1 < e2 < · · · < eR+2S,
telle que e1, . . . , eR est une base de V0¯. De plus, soit e1, . . . , eR+2S la base
duale par rapport à la forme symétrique consistante et invariante 〈 , 〉
de OSp(R|2S).
On est intéressé par les endomorphismes pairs du module tensoriel
U⊗L qui commutent avec l’action du supergroupe OSp(R|2S), c’est-à-dire
par le commutant du module U⊗L de OSp(R|2S). On va noter le com-




0¯. Les éléments de ZL(R, S)
forment une algèbre sur l’anneau B0¯ sous la multiplication des endomor-
phismes. Cette algèbre est appelée algèbre des invariants du supergroupe
OSp(R|2S) à cause de l’isomorphisme
EndOSp(R|2S) U⊗L '
(
U⊗L ⊗ (U⊗L)∗)OSp(R|2S) '(
U⊗L ⊗U∗⊗L)OSp(R|2S) ' (U⊗2L)OSp(R|2S), (3.17)
où on a utilisé l’isomorphisme naturel (1.7) et l’auto-dualité du module
fondamental U fournie naturellement par la forme invariante 〈 , 〉. On
cherche à donner une description explicite de l’algèbre ZL(R, S).
Calculons Z1(R, S) et Z2(R, S). Comme le module fondamental U est
irréductible, tous les endomorphismes de Z1(R, S) sont proportionnels à
l’endomorphisme identité id. Par l’isomorphisme (3.17), l’identité id cor-
respond au seul invariant du module tensoriel U ⊗B U
∑
p,q
〈eq, ep〉 · ep ⊗ eq.
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Le commutant du module tensoriel U ⊗B U est plus compliqué. En effet,
il existe exactement trois endomorphismes linéairement indépendants qui
commutent avec l’action de OSp(R|2S) :
i) l’identité I
ii) la composition
E = in ◦pr
de la projection sur la représentation triviale
pr(v⊗ w) = 〈v, w〉
avec l’injection de la représentation triviale dans U ⊗B U
in b = b∑
p,q
〈eq, ep〉 · ep ⊗ eq, b ∈ B,
iii) la transposition graduée
P(v⊗ w) = (−1)|v||w|w⊗ v.
Alternativement on peut prendre en tant que base de Z2(R, S) l’ensemble















où N = R − 2S et on suppose que N 6= 0. Lors de la vérification de
l’orthonormalité des endomorphismes (3.18) les relations
E2 = NE, PE = EP = E, P2 = I (3.19)
sont utiles.
Le fait qu’il y a autant d’idempotents primitifs que d’éléments linéai-
rement indépendants dans ZL(R, S) montre que le module U ⊗B U se dé-
compose dans une somme directe de trois représentations irréductibles. Il
n’est pas difficile de vérifier que pi

projette sur la représentation adjointe,
qui est un tenseur super-anti-symétrique de rang deux, et que pi pro-
jette sur la représentation irréductible qui correspond au tenseur super-
symétrique de rang deux.
Notons que les paramètres R, S, qui caractérisent le supergroupe
OSp(R|2S), n’entrent dans les éqs (3.19) que par la combinaison N =
R− 2S. Ceci permet d’interpréter le commutant Z2(R, S) comme une re-
présentation particulière d’une certaine algèbre B2(N), définie abstraite-
ment comme une algèbre avec identité I et deux générateurs E et P soumis
aux relations (3.19). Évidemment, toutes les représentations Z2(R, S) sont
des représentations fidèles de l’algèbre abstraite B2(N).
Montrons maintenant comment construire un grand ensemble d’élé-
ments du commutant ZL(R, S) pour L générique. Pour tout 1 ≤ i < j ≤ L
définissons l’endomorphisme pri,j : U
⊗L → U⊗(L−2), qui commute avec
l’action de OSp(R|2S), dont l’action est
pri,j(u1 ⊗ · · · ⊗ uL) = σ · 〈ui, uj〉 · u1 ⊗ · · · ⊗ ui−1 ⊗ ui+1 ⊗ · · ·
· · · ⊗ uj−1 ⊗ uj+1 ⊗ · · · ⊗ uL, (3.20)
92 Chapitre 3. Chaînes quantiques avec symétrie OSp(2S+2|2S)
où σ est un facteur de signe
σ = (−1)(|ui+1|+···+|uj−1|)|uj|
calculé en tenant compte de la consistence du produit scalaire
〈u, w〉 6= 0 ⇐⇒ |u| = |w|.
Ensuite, pour tout 1 ≤ i < j ≤ L on définit l’endomorphisme ini,j :
U⊗(L−2) → U⊗L, qui commute avec l’action de OSp(R|2S), dont l’action
est
ini,j(u1 ⊗ · · · ⊗ uL−2) = σ∑
pq
〈eq, ep〉 · u1 ⊗ · · · ⊗ ui−1 ⊗ ep ⊗ ui ⊗ · · ·
· · · ⊗ uj−1 ⊗ eq ⊗ uj ⊗ · · · ⊗ uL−2, (3.21)
où σ est un facteur de signe
σ = (−1)(|ui |+...|uj−1|)|q|.
Comme pri,j et ini,j commute avec l’action de OSp(R|2S), alors
Ei,j = ini,j ◦pri,j
appartient aux commutant ZL(R, S).
Enfin, comme c’est le cas pour tout module qui est une puissance ten-
sorielle, il existe une action centrale du groupe symétrique Sym(L) sur
U⊗L. Cette action est engendrée par les transpositions Pi,j : U⊗L → U⊗L,
qui commutent avec l’action du supergroupe OSp(R|2S), dont l’action ex-
plicite est
Pi,j(u1 ⊗ · · · ui ⊗ · · · uj ⊗ · · · uL) = σ · u1 ⊗ · · · uj ⊗ · · · ui ⊗ · · · uL (3.22)
avec un facteur de signe
σ = (−1)|ui ||uj|+(|ui |+|uj|)(|ui+1|+···+|uj−1|).
Les compositions multiples des projections (3.20), des injections (3.21)
et des transpositions (3.22), telles qu’elles appartiennent au commutant
ZL(R, S), engendrent une sous-algèbre Z ′L(R, S). La sous-algèbre Z ′L(R, S)
peut être présentée comme engendrée librement par la composition des
générateurs
Pi = Pi,i+1, Ei = Ei,i+1. (3.23)
On vérifie, directement à partir de la définition des opérateurs Ei, Pi, que
les relations suivantes sont satisfaites
P2i = I, E
2
i = NEi, EiPi = PiEi = Ei, (3.24)
PiPj = PjPi, EiEj = EjEi, EiPj = EjPi,
PiPi±1Pi = Pi±1PiPi±1, EiEi±1Ei = Ei,
PiEi±1Ei = Pi±1Ei, EiEi±1Pi = EiPi±1,
où |i− j| > 1.
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Le premier théorème fondamental de la théorie des invariants des
groupes de Lie O(R) et Sp(2S), prouvé par Weyl dans [35], dit que
ZL(R, 0) = Z ′L(R, 0), ZL(0, 2S) = Z ′L(0, 2S).
Une conséquence de cette égalité est la dualité de Schur-Weyl, selon la-
quelle le commutant de l’action de ZL(R, 0) ou ZL(0, 2S) sur la chaîne
U⊗L est exactement l’action tensorielle du groupe de Lie O(R) et, respec-
tivement, Sp(2S).
Dans le premier article attaché dans l’annexe on montre que
dimZ ′L(4, 1) = dimZL(4, 1). (3.25)
Par ailleurs, des généralisations de la théorie des invariants pour les su-
pergroupes GL(M|N) existent aussi [73]. Il est, donc, très probable que le
théorème fondamental de la théorie des invariants et la dualité de Schur-
Weyl se généralise à tous les supergroupes OSp(R|2S) et, en particulier, à
la série OSp(2S+ 2|2S). On va supposer pour la suite que la généralisation
est en effet possible et, donc, on identifie Z ′L(R, S) à ZL(R, S).
On voit que les paramètres R et S n’interviennent pas séparément dans
les éqs (3.24), mais seulement à travers la combinaison N = R− 2S. Ceci
permet d’interpréter le commutant ZL(R, S) comme une représentation
particulière d’une algèbre BL(N) engendrée librement par un ensemble
de générateurs ei, pi soumis seulement aux contraintes (3.19). Les généra-
teurs Ei, Pi du commutant ZL(R, S) sont alors une représentation particu-
lière des générateurs ei, pi de l’algèbre BL(N). L’algèbre BL(N) s’appelle
une algèbre de Brauer. Pourtant, pour L arbitraire il n’est plus vrai que les
représentations ZL(R, S) sont des représentations fidèles de l’algèbre de
Brauer. Ceci devient clair sur l’exemple de Z3(2, 0), où il existe une rela-
tion supplémentaire entre les générateurs du groupe symétrique Sym(3)
où on a la condition
P1P2P1 + P1 + P2 = I + P1P2 + P2P1
qui vient du fait que le projecteur sur le tenseur antisymétrique de rang
trois s’annule identiquement.
On se restreint maintenant au cas N = 2. Posons
ZL(S) = ZL(2S + 2, S).
En général, toutes les algèbres ZL(S) peuvent être vues en tant que quo-
tients BL(2)/IL(S) de l’algèbre de Brauer, où IL(S) est l’idéal engendré par
les relations satisfaites entre les générateurs Pi = ei + IL(S), Ei = ei + IL(S)
en plus des éqs. (3.24). On retrouve, donc, la propriété d’universalité
de l’algèbre de Brauer en tant qu’algèbre d’invariants des supergroupes
OSp(2S + 2|2S), c’est-à-dire pour tout commutant ZL(S) il existe un ho-
momorphisme surjectif
piL(S) : BL(2) ZL(S). (3.26)
On voit, donc, que l’étude des représentations du commutant ZL(S) peut
être faite en deux étapes : i) l’étude des représentations de l’algèbre de
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Brauer BL(2) et ii) l’étude de l’annulateur du module U⊗L de l’algèbre
BL(2) où, en d’autres termes, du noyau kerpiL(S).
L’algèbre de Brauer BL(2) est non-semi-simple, c’est-à-dire elle
contient un idéal nilpotent. L’étude de cet idéal, appelé radical de Ja-
cobson et noté par rad BL(2), est un sujet compliqué qui nécessite l’emploi
des techniques d’algèbre homologique [21].
L’algèbre de Brauer admet une représentation diagrammatique. Les
mots de l’algèbre BL(2) sont des graphes sur 2L vertex de degré 1 — L en
haut et L en bas. 2 Par exemple, le diagramme
est un mot de l’algèbre B6(2). Comme il y a (2L− 1)!! façon de connecter
par paires les 2L vertex on a
dim BL(2) = (2L− 1)!!
Il reste à spécifier comment multiplier les mots. Soit w1 et w2 deux mots
représentés par des diagrammes. Le diagramme produit w1 ·w2 se calcule
en deux étapes. On construit d’abord le graphe w1 ∗ w2 qui est obtenu en
mettant le mot w1 au dessus du mot w2 et en identifiant les vertex d’en
bas du mot w1 avec les vertex d’en haut du diagramme w2. Le mot pro-
duit w1 · w2 est obtenu du graphe w1 ∗ w2 si toute boucle est identifiée à
l’entier 2. L’algèbre BL(2) est alors appelée algèbre de Brauer sur L brins
et fugacité de boucles 2. Les générateurs de l’algèbre de Brauer sont repré-
sentés par les diagrammes de la fig. 3.1 Pour se familiariser avec le calcul
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Fig. 3.1 – Représentation graphique des générateurs de l’algèbre de Brauer BL(2).
L’étude des représentations standard de l’algèbre de Brauer à travers
l’analyse de ses idéaux a été exposée dans le premier article attaché dans
l’annexe.
Au final, mentionnons que l’algèbre de Brauer BL(2) sur le corps C
au lieu de l’anneau B0¯ aurait pu être obtenue en étudiant le commutant
τ-réel de l’action de l’algèbre enveloppante U
(
osp(2S + 2|2S)) sur le mo-
dule tensoriel V⊗L, où V est le module fondamental de la superalgèbre de
Lie osp(2S + 2|2S) sur C. Ici τ est l’automorphisme extérieur de la super-
algèbre de Lie osp(2S + 2|2S) qui induit la réflexion de Weyl
wτ · eS+1 = eS, wτ · eS = eS+1.
dans l’espace des poids (1.20) de osp(2S + 2|2S). Si la condition de τ-
réalité est relaxée alors EndU(osp(2S+2|2S)) V⊗L n’est pas une représentation
de l’algèbre de Brauer.
2Un vertex dans un graphe a un degré k s’il est le bord d’exactement k arêtes du graphe.
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3.3.2 Gaz de boucles sur le réseau diagonal
Il est bien connu, voir par exemple [2], que les excitations de basse énergie
au dessus du fondamental du modèle intégrable à six-vertex sont décrites
dans la limite continue par la théorie conforme du boson compact.
Considérons le modèle à six-vertex
a b c


















Fig. 3.2 – Exemple de configuration du modèle à six-vertex sur un réseau diagonal 6× 4
avec bords spatiaux réfléchissants à gauche et à droite et direction temporelle périodique
verticale. Les hauteurs sur le réseau dual correspondent à la discrétisation du boson com-
pact.
vertex de poids 1
spécifient les conditions de bord. Si on impose des conditions de bord
périodiques dans la direction temporelle après un temps T, alors la li-
mite continue de ce modèle discret est, en passant par la description de la







avec condition de type Dirichlet aux bords spatiaux de l’anneau A de
largeur L et longueur T. La relation entre la constante de couplage g et les
poids a, b, c est donnée par la solution exacte du modèle à six-vertex
∆ =
a2 + b2 − c2
2ab
= cospig.
On se restreint à des poids a = b. La ligne critique du modèle à six-vertex
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Fig. 3.3 – Gaz de boucle denses qui s’interectent sur un réseau diagonal.
permet de reformuler le modèle à six-vertex en tant qu’un gaz de boucles
dirigées qui couvrent tous les arêtes du réseau diagonal. Ensuite on admet
une symétrie par renversement des flèches des poids des vertex du gaz de
boucles dirigées et on somme sur les directions des boucles. Finalement,
on arrive à reformuler le modèle à six-vertex en tant que gaz de boucles
denses 3.3 avec trois vertex d’interaction
1 1 w











En d’autres termes, la matrice de transfert locale, qui décrit le vertex d’in-
teraction entre les segments des boucles qui passent par les sites avec les
coordonnées i et i + 1 dans la direction spatiale, est un élément
ti,i+1 = I + ei + wpi (3.28)
de l’algèbre de Brauer BL(2) dans la représentation diagrammatique de la










est elle aussi un élément de l’algèbre de Brauer BL(2).
Notons que le passage du modèle à six-vertex au gaz de boucles n’est
pas du tout une équivalence. Ceci est particulièrement bien illustré par le
fait que la dimension de la matrice de transfert du modèle à six-vertex
est 2L, tandis que celle du gaz de boucles est (2L− 1)!!. Ceci n’est pas une
mauvaise nouvelle. Au contraire, on a réussi à identifier un modèle discret
universel, qui contient l’information complète sur tous les modèles sigma
S2S+1|2S à la fois.
Notons que si on impose des conditions de bord périodiques dans la
direction temporelle, alors la fugacité des boucles non-contractibles n’est
pas fixée par le gaz de boucles. Dans le premier article attaché dans l’an-
nexe on montre que le gaz de boucles denses satisfait toutes les contraintes
imposées à la fin de la sec. 3.2.1. En particulier, la spécification de la
fugacité des boucles non-contractibles correspond à la prescription de
la sec. 3.2.1 qui permet d’associer un modèle sigma S2S+1|2S particulier
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au modèle discret universel. Par exemple, le spectre complet ΣS de la
sec. 3.2.1 s’obtient en choisissant une fugacité 4S+ 2 pour les boucles non-
contractibles qui s’auto-intersectent un nombre pair de fois et une fugacité
2 pour les boucles non-contractibles qui s’auto-intersectent un nombre im-
pair de fois.
Le modèle discret universel peut être décrit alternativement par un
hamiltonien









qui agit sur les mots de l’algèbre de Brauer BL(2). L’hamiltonien (3.30)
est déterminé uniquement par les deux conditions : i) il ne contient que
des interactions homogènes entre les plus-proches voisins et ii) l’image de







σxi ⊗ σxi+1 + σyi ⊗ σyi+1 + ∆ σzi ⊗ σzi+1
)
,
à une constante additive près. La deuxième condition garantit que le
spectre de l’hamiltonien (3.30) contient toutes les valeurs propres à des
dégénérescences près de l’hamiltonien HXXZ et que dans la limite L → ∞ le
spectre de H∆ contient tous les exposants à des dégénérescences près de la
théorie conforme avec bord du boson libre compact (3.27). La vérification
de la deuxième condition est faite soigneusement dans le premier article
attaché dans l’annexe.
3.3.3 Chaîne ouverte
Le seul désavantage de la description du modèle sigma par un gaz de
boucles (3.28, 3.29) ou un hamiltonien algébrique (3.30) est l’impossibilité
de calculer les dégénérescences des exposants du modèle sigma S2S+1|2S.
En effet, les supergroupes OSp(2S + 2|2S) ne disposent pas d’une action
sur l’espace de base de la représentation diagrammatique de l’algèbre de
Brauer BL(2).
Au contraire, la chaîne U⊗L, où U est le module fondamental de
OSp(2S + 2|2S), fournit en même temps une action du supergroupe
OSp(2S + 2|2S) et une représentation de l’algèbre de Brauer BL(2), par
le commutant ZL(S) de la sec. 3.3.1. On dit que U⊗L est un bi-module de
OSp(2S + 2|2S) − BL(2). On peut voir la chaîne U⊗L comme une repré-
sentation particulière du modèle discret universel, c’est-à-dire du gaz de
boucles (3.28, 3.29), obtenue par la projection (3.26). Dans cette perspec-
tive, il n’y a plus d’ambiguïté sur les poids des boucles non-contractibles,
car la fonction de partition est déterminée par
ZL(D) = strU⊗L D
⊗LTβ, (3.31)
où la matrice de transfert est l’image
T = piL(S)(t)
de (3.29) et D⊗L est la représentation tensorielle de l’action de D ∈
OSp(2S + 2|2S) sur la chaîne.
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La matrice D peut être vue en tant que label de conditions de bord
périodiques généralisées dans la direction temporelle compatibles avec la
symétrie OSp(2S+ 2|2S). Dans le premier article attaché dans l’annexe on
montre que le choix d’une matrice D identité idU correspond aux condi-
tions de bord périodiques pour toutes les composantes du champ vectoriel
Φ(x) de la sec. 3.2.1 du modèle sigma, tandis que le choix D = idU0¯ − idU1¯
correspond aux conditions de bord périodique pour les composantes bo-
soniques et anti-périodiques pour les composantes fermioniques. En par-
ticulier, si D = idU alors la fonction de partition est, dans la limite conti-
nue, exactement celle du boson libre compact avec des conditions de bord
périodiques dans la direction temporelle et Dirichlet-Dirichlet dans la di-
rection spatiale.
L’avantage, du point de vue numérique, de la description du mo-
dèle sigma par un gaz de boucles (3.28, 3.29) ou un hamiltonien algé-
brique (3.30) est maintenant évident. Pour S suffisamment grand, on a
toujours
(4S + 2)L = dim T  dim t = (2L− 1)!!.




où la somme µ est sur toutes les partitions de L− 2k, k = 0, 1, . . . , scµ(D)




















sdet(1− zD) , (3.34)
et χµ sont les caractères des représentations standard ∆L(µ). L’origine de
cette relation est expliquée dans le premier article attaché dans l’annexe.
Les caractères χµ(tβ) sont connus une fois qu’on sait calculer, même si
seulement numériquement, les valeurs propres de la matrice de transfert t
dans le formalisme du gaz de boucles (3.28, 3.29). La formule (3.32) permet
ensuite de calculer aussi les dégénérescences “physiques” de ces valeurs
propres.
3.4 Symétries de la chaîne ouverte OSp(4|2)
Même si la formule (3.32) est très utile en pratique, elle possède un
défaut important. L’éq. (3.32) n’admet pas d’interprétation en termes
de somme de caractères des représentations indécomposables qui appa-
raissent dans la décomposition de la chaîne U⊗L en tant que bi-module
OSp(2S + 2|2S)− BL(2). Ceci est dû au fait que les fonctions symétriques
généralisées (3.33) ne sont pas toutes linéairement indépendantes. La pro-
cédure qui permet d’obtenir une base de fonctions symétriques générali-
sées est connue sous le nom de règles de modifications.
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Dans la section principale du premier article attaché dans l’annexe on
a montré, en choisissant une base pour les fonctions symétriques générali-
sées (3.33) et en regardant la structure des modules standards indécompo-
sables ∆L(µ), que beaucoup de termes dans la fonction de partition (3.32)
à S = 1 se compensent et, donc, ne contribuent pas à l’expression finale.
L’étude de la fonction de partition (3.32) réduite a été l’ingrédient princi-
pal qui a conduit à la confirmation (3.25) de la dualité de Schur-Weyl pour
le bi-module U⊗L de OSp(4|2)− BL(2).
Le résultat principal du premier article attaché dans l’annexe est la










Dans l’éq. (3.35) k = 0∗, 0, 1, . . . est un label des blocs de OSp(4|2) de degré
d’atypie 1, au sens de la sec. 1.1.9, λk,l est le (l + 1)-ème plus haut poids
dans le bloc k, G(λk,l) sont des représentations irréductibles, PG(λk,l) est
leur couverture projective au sens de la sec. 1.1.11, G(λ) sont des représen-
tations irréductibles de plus haut poids λ typique et, enfin, DL(k), dL(k, l)
et dL(λ) sont les dimensions des représentations irréductibles de l’algèbre
de Brauer BL(2).
Le fait que les multiplicités des représentations indécomposables de
OSp(4|2), qui entrent dans la décomposition (3.35) de la chaîne U⊗L,
soient des dimensions des représentations irréductibles de l’algèbre de
Brauer BL(2) est une preuve de la dualité de Schur-Weyl.
Les représentations irréductibles de OSp(2S + 2|2S) et de BL(2), qui
apparaissent dans la décomposition de la chaîne U⊗L, peuvent être la-
bellées par le même ensemble d’étiquettes ou de plus haut poids. Dans
l’appendice du premier article attaché dans l’annexe on montre que les
blocs de OSp(2S + 2|2S) et de BL(2) coïncident. Les représentations ir-
réductibles des blocs B de OSp(2S + 2|2S) se combinent avec les repré-
sentations irréductibles du bloc B de BL(2) dans une seule représentation
indécomposable sous l’action combiné de OSp(2S + 2|2S)− BL(2).
On peut représenter l’action combinée de OSp(4|2) − BL(2) sur tous
les blocs non triviaux k = 0∗, 0, 1, . . . par le même diagramme qui est
représenté dans la fig. 3.4.
3.5 Conséquences sur la théorie conforme avec bord
La discussion des sections 3.2 et 3.3 suggère fortement que la limite conti-
nue de la chaîne ouverte U⊗L de l’éq. (3.31), où U est le module fonda-
mental du supergroupe OSp(2S + 2|S), est le modèle sigma (3.8) sur un
anneau avec espace cible la supersphère S2S+1|2S. Une confirmation nu-
mérique, présentée dans le deuxième article attaché dans l’annexe, qui
soutient fortement la correspondance entre les modèles discret et continu
est la chiralité du spectre pour les états scalaires de la chaîne. Ceci est en
accord avec les contraintes imposées sur le modèle discret à la fin de la
sec. 3.2.2.
Pour que l’affirmation sur la correspondance entre le modèle discret
et le modèle continu soit complète, il reste encore à spécifier à quelles
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Fig. 3.4 – Sur l’axe horizontal sont indiquées les représentations irréductibles G(λk,l)
de OSp(4|2), sur l’axe vertical — les représentations irréductibles BL(λk,l) de BL(2).
Les flèches verticales représentent des homomorphismes nilpotents entres les modules de
OSp(4|2), réalisés par l’action de BL(2). Les flèches horizontales représentent des homo-
morphismes nilpotents entre les modules de BL(2), réalisés par l’action de OSp(4|2).
conditions sur les bords de l’anneau A pour les composantes du champ
vectoriel Φ(x) de l’éq. (3.8) correspondent les conditions “réfléchissantes”
aux deux bords de la chaîne. Pour répondre à cette question il est utile
de remarquer que dans la procédure de construction des modèles discrets
de la sec. 3.3 les conditions de bord ne brisent pas la symétrie OSp(2S +
2|2S). Ainsi, les conditions de bord du modèle sigma, non plus, ne doivent
pas briser la symétrie globale OSp(2S + 2|2S). Après une transformation




telle que les bords σ = 0 et σ = L de l’anneau A, de largeur 0 ≤ σ ≤ L
et période τ ≡ τ + T, deviennent les deux rayons Arg z = 0 et Arg z = pi
qui sortent de l’origine du plan complexe, les deux conditions de bord les
plus générales qui satisfont cette contrainte peuvent être écrites dans la
forme
M · ∂Φ(z, z¯) + N · ∂¯Φ(z, z¯) = 0, z = z¯, (3.36)
où M et N sont des matrices inversibles qui, à priori, peuvent dépendre
de z = z¯. On peut écrire l’éq. (3.36) dans la forme
∂Φ(z, z¯) + B · ∂¯Φ(z, z¯) = 0, z = z¯, (3.37)
En tenant compte de la forme du tenseur énergie-impulsion (non norma-
lisé)
T(z) = 〈∂Φ(z, z¯), ∂Φ(z, z¯)〉, T¯(z¯) = 〈∂¯Φ(z, z¯), ∂¯Φ(z, z¯)〉,
de la contrainte de Cardy
T(z) = T¯(z¯), z = z¯
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et de la relation
〈Φ(z, z¯), ∂Φ(z, z¯)〉 = 0
on obtient de l’éq (3.37)
〈∂¯Φ(z, z¯), ∂¯Φ(z, z¯)〉 = 〈B · ∂¯Φ(z, z¯), B · ∂¯Φ(z, z¯)〉, 〈Φ(z, z¯), B · ∂¯Φ(z, z¯)〉 = 0
et donc
B ∈ OSp(2S + 1|2S).
En conclusion, les conditions les plus générales du modèle sigma sur
les bords de l’anneau, qui ne brisent pas la symétrie OSp(2S + 2|2S),
sont paramétrées par une matrice B ∈ OSp(2S + 1|2S). Évidemment,
les conditions les plus générales le long du cycle de l’anneau, qui ne
brisent pas la symétrie OSp(2S + 2|2S), sont paramétrées par une matrice
D ∈ OSp(2S + 2|2S)
Φ(τ + T, σ) = D ·Φ(τ, σ)
exactement comme dans la fonction de partition de la chaîne (3.31). On
ne connaît pas à quelle matrice B ∈ OSp(2S + 1|2S) correspondent les
conditions de bord réfléchissantes du gaz de boucles de la sec. 3.30.
Exploitons maintenant le résultat (3.35) sur la décomposition de la
chaîne en tant que module de OSp(4|2). Comme la symétrie globale
OSp(4|2) est préservée quantiquement, les champs du modèle sigma
qui sont connectés par l’action du supergroupe ont la même dimension
conforme. On peut les regrouper dans des multiplets qui fournissent des
représentations indécomposables IG de OSp(4|2). L’ensemble de repré-
sentations indécomposables possibles est le même que celui qui apparaît
dans la décomposition (3.35). Dans la théorie conforme du modèle sigma
il y a une infinité de multiplets qui se transforment dans une certaine re-
présentation indécomposable IG donnée. Ils se distinguent, au moins, par
leur dimension conforme classique. Dans l’éq. (3.35) toutes les représenta-
tions indécomposables du type IG sont reliées par l’action de l’algèbre de
Brauer BL(2).
Selon la sec. (3.3.1), surtout l’éq. (3.17), l’algèbre de Brauer est l’algèbre
des invariants de OSp(4|2). En même temps, on a vu dans la sec. (3.2.2)
que les champs du modèle sigma qui sont chiraux à gσ → 0 et invariants
sous la symétrie globale OSp(4|2) restent chiraux à tout gσ fini. On arrive
à conclure, par la chiralité de tous les champs de bord invariants sous la
symétrie globale OSp(4|2), que les multiplets qui se transforment dans
une représentation indécomposable IG donnée ont la même dimension
conforme anormale. Plus que cela, l’action de l’algèbre de Brauer BL(2) sur
la chaîne (3.35) relie non seulement les multiplets qui se transforment dans
la même représentation indécomposable IG, mais aussi les multiplets
qui se transforment dans des représentations indécomposables G(λk,0),
PG(λk,l) différentes, mais qui se trouvent dans le même bloc. Ceci a été
représenté dans la fig. 3.4.
On voit, donc, que les dimensions anormales sont constantes dans les
blocs de OSp(4|2). Les dimensions classiques peuvent être calculées dans
la limite de couplage faible gσ → 0 par un simple comptage de dérivées
∂x le long du bord. Rappelons que, selon la sec. 1.1.9, la propriété de
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définition des caractères est leur constance sur les blocs. Cela veut dire que
les dimensions anormales doivent être les valeurs propres d’un opérateur
central de l’algèbre enveloppante U(osp(4|2)). L’analyse harmonique et les
calculs numériques du deuxième article attaché dans l’annexe suggèrent
fortement que cet opérateur central est simplement le Casimir de osp(4|2).
On conjecture l’expression suivante pour les dimensions anormales





Pour obtenir des expressions explicites pour la fonction de partition
du modèle sigma S2S+1|2S, on se repose sur la forme de la fonction de




où q = e2piiτ et τ = iT2L caractérisent l’anneau A et χµ(q) dénote le caractère
de la matrice de transfert dans la représentation standard ∆L(µ) lorsque
L→ ∞.
Dans le premier article attaché dans l’annexe on explique que, pour les
groupes O(R) et Sp(2S), l’espace vectoriel des tenseurs de trace nulle de
forme (symétrie de Young) µ est un quotient irréductible du module stan-
dard ∆L(µ) de BL(R) ou, respectivement, BL(−2S). La généralisation du
calcul tensoriel pour les supergroupes est un sujet délicat, car les traces
des tenseurs ne peuvent pas être toujours soustraites. Ceci est déjà visible
pour le tenseur super-symétrique de rang deux de OSp(2S|2S), car le pro-
jecteur pi∅ de l’éq. (3.18) n’est pas bien défini. On voit, sur cet exemple,
que l’impossibilité de soustraire toutes les traces de tous les tenseurs est
due à l’apparition des représentations indécomposables dans les produits
tensoriels. En fait, la classification des poids µ par bloc aurait pu être ob-
tenue par une analyse des tenseurs et de leurs traces qui n’admettent pas
de soustraction. La trace d’un tenseur de forme µ, qui n’admet pas de
soustraction, est elle même un tenseur λ. Si on définit une relation d’équi-
valence µ ' λ et on l’étend au maximum par transitivité on obtient le
bloc [µ]. Le passage entre les plus hauts poids de osp(2S + 2|2S) et les
partitions est expliqué dans le premier article attaché dans l’annexe.
Soit δL(µ) l’espace vectoriel des tenseurs de OSp(2S + 2|2S) de forme
µ avec le maximum de traces soustraites qui apparaissent dans la décom-
position de la chaîne U⊗L. On explique, dans le premier article attaché
dans l’annexe, que δL(µ) est encore un quotient, mais généralement indé-
composable, de la représentation standard ∆L(µ) de BL(2). Ceci généralise
le résultat annoncé précédemment pour les groupes classiques O(R) et
Sp(2S).
Soit S fixe et µ une partition avec un nombre de boîtes |µ| suffisamment
grand. Les fonctions symétriques généralisées scµ(D) (qui ne sont pas
des caractères) peuvent alors être exprimées, à l’aide des règles appelées
des “règles de modifications des caractères” [18], par des combinaisons
linéaires sur Z des fonctions symétriques scλ(D) avec |λ| < |µ|. La pos-
sibilité de coefficients négatifs dans ces combinaisons linéaires confirme
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le fait que les représentations tensorielles δL(µ) sont des quotients des
représentations standards ∆L(µ).
L’analyse qu’on vient de faire sur l’éq. (3.39) suggère une façon astu-
cieuse de la calculer. Il faut interpréter formellement scµ(D)χµ(q) comme
la contribution à la fonction de partition de tous les champs tensoriels du
modèle sigma de forme µ avec un maximum de trace soustraites. Le fait
que pour certains µ ces champs tensoriels n’existent même pas est pris en
compte par les propriétés énoncées des fonctions symétriques généralisées
scµ(D). Une analyse systématique des dimensions classiques des champs
du modèle sigma permet d’obtenir des expressions explicites de la forme
χλ(q) = z∅(q) qδh(λ) ∑
Y forme λ
qY. (3.40)
Dans la formule (3.40), z∅(q) est la contribution à la fonction de partition
des champs chiraux scalaires. La somme est sur les tenseurs de forme
arbitraire λ construits à partir des vecteurs ∂nT(e)x Φ, où e est une boîte du
diagramme de la partition λ. Les entiers nT(e) remplissent un tableau de
Young Y de forme λ de façon qu’ils soient croissants dans les lignes et
strictement croissants dans les colonnes.





champs linéairement indépendants de la forme
〈∂ixΦ, ∂n−ix Φ〉 (3.41)
au niveau n. En faisant des produits d’ordre l entre les champs de la






champs linéairement indépendants au
niveau ln. Selon la généralisation supposée dans la sec. 3.3.1 du théorème
fondamental de la théorie des invariants, tous les champs scalaires peuvent
être construits comme des produits arbitraires de termes
〈∂rxΦ, ∂sxΦ〉.
Ils peuvent être alors indexés par des partitions infinies 2l23l3 . . . , dans la























La fonction (3.42) mesure de combien l’algèbre des champs scalaires chi-












comme des déterminants de matrices infinies
sλ(q) = det ‖sλj+i−j(q)‖. (3.45)
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Dans l’éq. (3.44) on a introduit la notation
(1− qn)! = (1− q) . . . (1− qn).
Notons la similitude entre les éqs (3.44, 3.45) et les éqs (3.34, 3.33). Les
q-fonctions symétriques (3.45) peuvent être vues comme la limite
sλ(q) = limn→∞ sλ(q, q
2, . . . , qn)
des fonctions symétriques de Schur sλ(x1, . . . , xn). L’équation (3.45) est
une conséquence de l’interprétation combinatoire [37] de l’éq. (3.43) en
tant que caractère de GL(n) dans la limite n→ ∞.
Au final, notons que les auteurs [51] ont réussi à calculer la contribu-
tion à la fonction de partition du modèle sigma S3|2 des champs dans une
représentation donnée par des méthodes différentes.
Conclusion du chapitre
Dans ce chapitre on a expliqué comment on a utilisé un modèle dis-
cret universel de gaz de boucles et une chaîne avec les mêmes symétries
que le modèle sigma quantique sur la supersphère S2S+1|2S pour éluci-
der quelques aspects non-perturbatifs de sa théorie conforme. Pour mieux
maîtriser techniquement la connexion entre le modèle discret et le modèle
continu on a considéré la chaîne ouverte avec bords réfléchissants et des
conditions de bord du type (3.37) pour le modèle sigma.
L’analyse détaillée de l’action de la symétrie globale OSp(2S+ 2|2S) et
de l’algèbre des invariants BL(2) sur les états de la chaîne, l’analyse har-
monique de la supersphère et l’analyse numérique du spectre de l’hamil-
tonien de la chaîne sur toute la ligne critique nous amènent à conjecturer
le spectre exact (3.38) de la théorie conforme avec bord et de donner une
expression explicite pour la fonction de partition (3.39, 3.40, 3.43, 3.45) de
la théorie conforme avec bord.
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Ce chapitre commence par une brève introduction à la géométrie dessuperespaces projectifs CPN−1|N . Il continue dans la deuxième section
par l’introduction d’un modèle de boucles et d’une chaîne quantique dont
les symétries suggèrent qu’ils sont des discrétisations du modèle sigma
superprojectif CPN−1|N . Dans la dernière section on présente des calculs
numériques et analytiques qui confirment cette hypothèse.
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4.1 Modèles sigma sur les superespaces projectifs
On a besoin d’une conjugaison complexe dans l’algèbre de Grassmann B
qui satisfait
|a¯| = |a|, ab = b¯a¯, ¯¯a = a (4.1)
pour tout a, b ∈ B.
Pour définir les superespaces projectifs on généralise l’application de
Hopf
0→ U(1)→ S2N−1 → CPN−1 → 0.
Soit
Zi = zi ∈ B0¯, ZN+α = ζα ∈ B1¯, i, α = 1, . . . , N
les coordonnées d’un point Z sur la supersphère S2N−1|2N








ζ¯αζα = 1 (4.2)
de rayon R = 1, où † est la transposée conjuguée. L’espace projectif
CPN−1|N est l’ensemble de classes d’équivalence [Z] des points sur la su-
persphère qui diffèrent par une phase
[Z] = ZeiR.
De façon équivalente, on peut définir le superespace projectif CPN−1|N
comme un superespace homogène.
Soit U(N|N) le supergroupe unitaire, c’est-à-dire le sous-groupe de
GL(N|N) composé de matrices M qui satisfont M† = M¯t = M−1, où t est
la transposition habituelle des matrices 2N× 2N. Le supergroupe U(N|N)
est compact, car sa sous-variété de base U(N)×U(N) est compacte.
Soit V ' V0¯ ⊕V1¯ le module fondamental de gl(N|N) avec base
e1 < · · · < e2N
et U = B⊗C V le module fondamental de U(N|N). On vérifie facilement
que le sous-groupe de U(N|N) qui laisse invariant le point [Z0] = eiRe0 est
U(1)×U(N− 1|N). Tous les points de CPN−1|N peuvent être obtenus par
l’action de U(N|N) sur [Z0]. En effet, la condition M† M = 1 implique que
les éléments de la première colonne d’une matrice arbitraire M de U(N|N)
sont les coordonnées Zp = Mp0 d’un point sur la supersphère (4.2). On a
ainsi
CPN−1|N ' U(N|N)
U(1)×U(N − 1|N) .
La métrique sur CPN−1|N est la généralisation de la métrique de
Fubini-Study sur les espaces projectifs
ds2 = DZ† · DZ, (4.3)
où
DZ = dZ− (Z† · dZ)Z.
Le superespace projectif CPN−1|N est riemannien et compact, car sa sous-
variété de base CPN−1 est riemannienne et compacte. De plus, c’est un
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superespace symétrique, car U(1)×U(N − 1|N) est le sous-groupe laissé
invariant par l’automorphisme induit par la transformation d’équivalence
e0 → e0, e1 → −e1, . . . , e2N → −e2N .






d2x D†µZ(x) · DµZ(x), (4.4)
où les champs Z(x) sont soumis à la contrainte
Z†(x) · Z(x) = 1, x ∈ Σ.
Alternativement, on aurait pu procéder comme dans la sec. 2.2.1, c’est-
à-dire introduire une dérivée covariante Dµ, définie par une connexion
non-dynamique Aµ(x), telle que l’action (4.4) soit invariante par les trans-
formations locales U(1) × U(N − 1|N) et les transformations globales
U(N|N).
On a mentionné à plusieurs reprises, qu’une supervariété est homo-
topiquement équivalente à sa sous-variété de base. On voit, donc, qu’un
point essentiel qui distingue les superespaces projectifs CPN−1|N des su-
persphères S2S+1|2S est la non-trivialité du deuxième groupe d’homotopie.
Une application importante de ce fait aux modèles sigma sur les superes-




d2x ∂µZ† · ∂νZ εµν (4.5)
dont l’évaluation sur les configurations classiques Z(x) donne leur charge
instantonique.
Notons que le représentant le plus simple des modèles sigma super-
projectifs, c’est-à-dire le modèle sigma sur CP0|1, est la paire de fermions
symplectiques. En effet, on vérifie par un calcul direct que la métrique (4.3)
se réduit à
ds2 = dη¯dη
lorsque N = 1. Pourtant, dans ce cas le terme topologique (4.5) est identi-
quement zéro. Ceci est en accord avec le fait que la sous-“variété” de base
de CP0|1 est un point.
4.2 Modèle discret
Les arguments de la sec. 3.2 peuvent être généralisés aux modèles
sigma (4.4). La généralisation de l’emboîtement des spectres (3.12) im-
plique l’existence d’une discrétisation universelle des modèles sigma su-
perprojectifs CPN−1|N qui possède les deux propriétés suivantes :
? les poids des vertex d’interaction ne dépendent pas de N
? seulement les conditions de bords dépendent de N (mais pas seule-
ment de N).
Pour résoudre la contrainte d’universalité, on remarque que tous les su-
pergroupes GL(N|N) ont la même algèbre des invariants — l’algèbre de
Brauer avec paroi Bm,n(0). Dans la première sous-section on introduit l’al-
gèbre Bm,n(0).
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Dans la deuxième sous-section on propose un modèle discret univer-
sel, dont l’algèbre des matrices de transfert est l’algèbre de Brauer avec
paroi. Ce modèle universel est un modèle de boucles de fugacité zéro qui
peuvent s’intersecter. La liberté d’intersection des boucles rend le modèle
discret universel non-local. Pour qu’il puisse décrire dans la limite conti-
nue le modèle sigma superprojectif CPN−1|N les poids des boucles non-
contractibles doivent être choisis de façon très particulière, qui dépend
de N. Une fois que N est fixé et on s’est restreint à l’ensemble de poids
des boucles non-contractibles qui lui correspondent, le modèle de boucles
universel admet une reformulation locale par une chaîne quantique avec
symétrie GL(N|N). Par l’universalité du modèle discret, l’algèbre des ma-
trices de transfert de la chaîne quantique est un quotient de l’algèbre de
Brauer avec paroi.
Dans la troisième section on dérive la limite continue de la chaîne
quantique pour N = 1. Celle-ci correspond, au sens des emboîtements des
spectres, au sous-secteur le plus petit des modèles sigma superprojectifs
CPN−1|N .
.
4.2.1 Algèbre de Brauer avec paroi
On a mentionné dans la sec. 3.3.1 que l’algèbre de Brauer BL(2) aurait
pu être obtenue par l’analyse du commutant τ-réel du module V⊗L de la
superalgèbre osp(2S+ 2|2S). Dans cette section, on va introduire l’algèbre
de Brauer avec paroi Bm,n(Q) par l’analyse des commutants de certains
modules tensoriels de la superalgèbre de Lie g(M|N), où Q = M− N.
Soit V ' V0¯ ⊕V1¯ un espace vectoriel sur C avec base
e1 < e2 < · · · < eM+N ,
telle que e1, . . . , eM est une base de V0¯. L’espace vectoriel V est un mo-
dule de gl(M|N) par l’action définie dans la sec. 1.1.4. Soit e1, . . . , eM+N la
base de V∗ duale à la base de V. L’espace vectoriel V∗ est un module de
gl(M|N) dual à V par l’action (1.5).
On s’intéresse aux endomorphismes pairs du module tensoriel V⊗m ⊗







Les éléments de Zm,n(M, N) forment une algèbre sur C sous la multiplica-
tion des endomorphismes. Cette algèbre est appelée algèbre des invariants
de la superalgèbre de Lie gl(M|N) à cause de l’isomorphisme
Endgl(M|N) V⊗m ⊗V∗⊗n '
(
V⊗(m+n) ⊗V∗⊗(m+n))gl(M|N) (4.6)
où on a utilisé l’isomorphisme naturel (1.7). On cherche à donner une
description explicite de l’algèbre Zm,n(M, N).
Une sous-algèbre de Zm,n(M, N) correspond à l’action du groupe
Sym(m)× Sym(n). Cette action est engendrée par les m− 1 transpositions
Pi · v1 ⊗ · · · vi ⊗ vi+1 · · · ⊗ωn = (−1)|vi ||vi+1|v1 ⊗ · · · vi+1 ⊗ vi · · · ⊗ωn
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des indices contravariants et les n− 1 transpositions
P¯i · v1 ⊗ · · ·ωi ⊗ωi+1 · · · ⊗ωn = (−1)|ωi ||ωi+1|v1 ⊗ · · ·ωi+1 ⊗ωi · · · ⊗ωn
des indices covariants du tenseur, où v1, . . . , vm ∈ V et ω1, . . . ,ωn ∈ V∗.
À part les permutations, Zm,n(M, N) contient des éléments qui
peuvent être construits par la composition des homomorphismes de pro-
jection pri,j : V
⊗m ⊗V∗⊗n → V⊗(m−1) ⊗V∗⊗(n−1), définis par
pri,j ·v1 ⊗ · · · vi · · ·ωj · · · ⊗ωn = σωj(vi) · v1 ⊗ · · · vˆi · · · ωˆj · · · ⊗ωn,
où le chapeau dénote l’absence dans le tenseur du vecteur ou de la forme
et σ est un facteur de signe
σ = (−1)|ωj|(|vi |+···+|vm|+|ω1|+···+|ωj−1|),
avec des homomorphismes d’injection ink,l : V⊗(m−1) ⊗V∗(n−1) → V⊗m ⊗
V∗⊗n, définis par





v1 ⊗ · · · vi−1 ⊗ ek ⊗ vi+1 · · ·ωj−1 ⊗ ek ⊗ωj+1 · · · ⊗ωn,
où σ est un facteur de signe
σ = (−1)|ek |(|vi+1|+···+|vm|+|ω1|+···+|ωj−1|).
La sous-algèbre Z ′m,n(M, N) ⊂ Zm,n(M, N) est engendrée par les transpo-
sitions graduées Pi, P¯i et les endomorphismes
Ei,j = ini,j ◦pri,j,
qui sont idempotents à cause de la relation
pri,j ◦ ini,j = Q id,
où Q = M− N.
Sergeev a montré dans [73] qu’en fait
Z ′m,n(M, N) = Zm,n(M, N), (4.7)
en généralisant un résultat classique pour les algèbres de Lie gl(N). Plus
précisément, il a montré que Zm+n,0(M, N) est engendré par l’action de





' Endgl(M|N) V⊗m ⊗V∗⊗n,
où on a utilisé encore une fois l’isomorphisme naturel (1.7).
De la même façon que dans la sec. 3.3.1 on peut voir la série des
commutants Zm,n(M, N) avec m, n et Q = M − N fixé comme des re-
présentations différentes de la même algèbre — l’algèbre de Brauer avec


















































































































































































































































































































































































































































































































Fig. 4.1 – Représentation graphique des générateurs de l’algèbre de Brauer avec paroi
Bm,n(Q). La ligne verticale entre les 2m vertex à gauche et les 2n vertex à droite repré-
sente la paroi.
paroi Bm,n(Q). Cette algèbre est une sous-algèbre de l’algèbre de Brauer
Bm+n(Q) composée des diagrammes tels que si on dessine une paroi ver-
ticale entre les 2m vertex à gauche et les 2n vertex à droite alors les arêtes
horizontales peuvent traverser la paroi, tandis que les arêtes verticales ne
la traversent pas. L’algèbre Bm,n(Q) est engendrée par les générateurs pi,
p¯j et ei,j représentés dans la fig. 4.1.
Les générateurs Pi, P¯i et Ei,j des commutants Zm,n(M, N) sont alors
des représentations des générateurs pi, p¯j et ei,j. Exactement comme dans
le cas des commutants de OSp(R|2S) de la sec. 3.3.1, les représenta-
tions Zm,n(M, N) ne sont pas généralement des représentations fidèles de
Bm,n(Q), car les générateurs Pi, P¯j, Ei,j peuvent satisfaire des relations qui
ne sont pas satisfaites par les pi, p¯i et les ei,j et qui dépendent de M et de
N séparément. Ceci veut dire que chaque commutant Zm,n(M, N) est un
quotient de l’algèbre de Brauer avec paroi Bm,n(M− N), d’où l’universa-
lité de Bm,n(M− N) en tant qu’algèbre des invariants de la superalgèbre
de Lie gl(M|N).
Au final, mentionnons que l’ordre des V et V∗ dans le produit tensoriel
V⊗m ⊗V∗⊗n n’est pas relevant du tout à cause de l’isomorphisme naturel
U ⊗W 'W ⊗U,
où U, W sont des modules arbitraires de gl(M|N).
4.2.2 Modèle de boucles et chaînes quantiques
Il y a beaucoup de façons de construire des modèles de boucles dont l’al-
gèbre des matrices de transfert est Bm,n(0). On peut imaginer, par exemple,
un modèle de boucles sur le réseau diagonal comme représenté dans la
fig. 4.2. Malgré cela, aucun d’entre eux n’a de vertex d’interaction homo-
gènes sur le réseau carré. L’homogénéité des interactions devient possible
sur le réseau triangulaire si on passe à une représentation graphique sans
paroi des mots de l’algèbre de Brauer avec paroi.





















Fig. 4.2 – Un modèle de boucles dont l’algèbre des matrices de transfert est l’algèbre
B5,4(0). La paroi de B5,4(0) est représentée par une ligne pointillée verticale.
Au lieu de représenter les diagrammes de BL,L(0) par 2L vertex à
gauche d’une paroi et 2L vertex à droite on peut assigner des labels im-
pairs 1, 3, . . . , 2L− 1 aux L vertex en haut et L vertex en bas à gauche et
des labels pairs 2, 4, . . . , 2L aux L vertex en haut et L vertex en bas à droite
et ensuite réordonner les vertex en haut et, respectivement, en bas dans
l’ordre croissant des labels. Un exemple de passage d’une représentation














































































































251 3 4 6
1 3 5 2 4 6
1 2 3 4 5 6
1 2 3 4 5
Fig. 4.3 – Élimination de la paroi dans un diagramme de B3,3(0).
La même construction s’applique à BL+1,L(0) et à BL,L+1(0). Notons
par Πi, Π¯i et Qi,j les générateurs de la fig. 4.1 dans cette nouvelle repré-
sentation graphique. Si on regarde l’algèbre BL,L(0), BL,L+1(0) ou BL,L+1(0)
comme sous-algèbre de l’algèbre de Brauer alors ses générateurs s’écrivent
comme
Qi,i = e2i−1, Qi+1,i = e2i,
Πi = p2i−1,2i+1 = p2i−1 p2i p2i−1, Π¯i = p2i,2i+2 = p2i p2i+1 p2i,
où pi et ei sont les générateurs de l’algèbre de Brauer de la fig. 3.1. Les
vertex homogènes d’interaction du modèle de boucles sur les réseau tri-
angulaire sont alors représentés dans la fig. 4.4, où la numérotation des
e2i+1 e2i I e2ie2i+1 e2i+1e2i p2i,2i+2
Fig. 4.4 – Les vertex homogènes d’interaction de la matrice des transfert locale sur le
réseau triangulaire. La direction de transfert est verticale.
arêtes transversales à la direction de transfert est indiquée dans la fig. 4.5.
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1421 3 1 2 3 4 1 2 3 4
Fig. 4.5 – Numérotation modulo 4 des arêtes du réseau triangulaire.
On voit bien que l’algèbre des matrices de transfert du modèle de
boucles dans la fig. 4.4 est une sous-algèbre de l’algèbre de Brauer avec pa-
roi, qui est BL,L(0) (périodique) dans des conditions de bord périodiques
et BL,L+1(0) ou BL,L+1(0) dans des conditions de bord ouvertes, car les in-
tersections entre les boucles avec indice impair ne sont pas possibles. Une
façon simple de corriger ce défaut est de définir le modèle de boucles par
un hamiltonien
H =∑ ei + wpi−1,i+1; (4.8)
qui est une somme homogène d’interactions locales à deux plus proches
voisins. En plus du fait que la symétrie du hamiltonien est BL,L(0), pour
des conditions de bord périodiques, et BL,L+1(0) ou BL+1,L(0), pour des
conditions de bord ouvertes, il est souvent plus adapté aux calculs numé-
riques. Notons que le signe devant l’hamiltonien n’est pas relevant, car
l’algèbre de Brauer avec paroi BL,L(0) possède un automorphisme
Pi−1,i+1 → −Pi−1,i+1, Ei → −Ei.
On s’attend que le spectre du hamiltonien (4.8) décrit, dans la limite
continue, le spectre de tous les modèles sigma superprojectifs CPN−1|N
à des dégénérescences près. Pour calculer les dégénérescences il faut se
restreindre à une représentation particulière de l’algèbre de Brauer avec
paroi fournie par le commutant des chaînes quantiques (V ⊗V∗)⊗L, dans
des conditions de bord périodiques, et (V⊗V∗)⊗L, (V⊗V∗)⊗L ⊗V, V∗ ⊗
(V ⊗V∗)⊗L, dans des conditions de bord ouvertes.
Même si on ne l’a pas fait, il est certainement possible de trouver une
relation analogue à l’éq. (3.32) qui permet d’extraire du spectre du modèle
de boucles universel (4.8) le spectre, avec les dégénérescences incluses, des
chaînes quantiques (V ⊗ V∗)⊗L, (V ⊗ V∗)⊗L ⊗ V, V∗ ⊗ (V ⊗ V∗)⊗L avec
symétrie gl(N|N).
4.2.3 Les fermions symplectiques
Dans cette sous-section on va dériver la limite continue du hamilto-
nien (4.8) dans la représentation fournie par le commutant de gl(1|1).
La superalgèbre de Lie g := gl(1|1) a deux générateurs bosoniques
E, N, deux générateurs fermioniques F, F¯ et un crochet
[H, F] = 2F, [H, F¯] = −2F¯, {F, F¯} = E, [E, H] = [E, F] = [E, F¯] = 0.
La représentation adjointe ad g n’est pas semi-simple. Sa filtration par ra-
dicaux peut être représentée par
ad g : CH → CF⊕CF¯ → CE. (4.9)
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On a déjà mentionné que tous les modules de g doivent avoir un poids
zéro par rapport à E pour qu’ils soient des modules de psl(1|1). Avec
cette restriction, tous les modules de g sont de dimension un et peuvent
être indexés par leur poids n par rapport à H. On va les noter par [n].
Évidemment, les générateurs F, F¯ agissent trivialement sur [n] et [n] est
une représentation de g0¯ par restriction. Ainsi l’éq. (4.9) peut être réécrite
comme
ad g : [0]→ [2]⊕ [−2]→ [0].
Selon la sec. 1.1.11, les modules induits
P(n) := U (g)⊗g0 [n]
sont nécessairement projectifs. On montre facilement que P(n) est indé-
composable avec une filtration par radicaux
P(n) : 1U (g) ⊗g0 [n]→ F⊗g0 [n]⊕ F¯⊗g0 [n]→ FF¯⊗g0 [n] '
[n]→ [n + 2]⊕ [n− 2]→ [n]. (4.10)
Soit V = C|0〉 ⊕C|1〉 la représentation fondamentale de g graduée comme
||0〉| = 0¯ et ||1〉| = 1¯. Dans la représentation fondamentale, les générateurs























Selon (1.5), leur forme dans la base duale 〈0|, 〈1| est
f ∗ = f¯ , f¯ ∗ = − f , n∗ = −n, e∗ = −e.
Il est maintenant facile de voir que P(0) ' ad(g) ' V⊗V∗. Ceci, combiné
avec
P(n)⊗P(0) ' P(n− 2)⊕ 2P(n)⊕P(n + 2),
fournit, par itération, la solution de la décomposition de la chaîne quan-
tique








vue comme module de g. Remarquons que la superalgèbre de Lie psl(1|1)
ne contient pas de générateur H. Ainsi, tous les modules P(n) sont des
modules isomorphes de psl(1|1).
Les dégénérescences dans la décomposition (4.12) doivent être inter-
prétées comme des dimensions des représentations irréductibles de l’al-
gèbre de Brauer avec paroi BL,L(0), selon le théorème (4.7). En plus, l’équi-
valence de Schur-Weyl requiert que toutes ces représentations de BL,L(0)
soient dans le même bloc – le bloc des invariants gl(1|1). Inversement,
toutes les représentations irréductibles [2n] de g se trouvent dans le bloc
de la représentation triviale [0]. Assez curieusement, si on calcule par les
techniques de [29] la décomposition de la chaîne (V ⊗V∗)⊗L modulo des
facteurs projectifs, où cette fois-ci V est la représentation fondamentale de
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gl(2|2) et V∗ est sa duale, alors on obtient une décomposition similaire
à l’éq. (4.12). Les multiplicités des représentations indécomposables, qui
sont des modules de Kac, et les filtrations par radicaux sont les mêmes,
sauf que le rôle des représentations irréductibles unidimensionnelles [2n]
est joué par les représentations atypiques de pgl(2|2). Ce comportement
rappelle celui des représentations “de type O(2)” dans la décomposi-
tion (3.35).





Si, S2i−1 = σi−1z , S2i = σizσx
sur la base tensorielle standard de (V ⊗ V∗)⊗L, qui correspond à la base
|0〉, |1〉 de V et 〈0|, 〈1| de V∗. Introduisons les matrices
ϕi := n⊗(i−1) ⊗ f ⊗ e⊗(2L−i)
ϕ¯i := n⊗(i−1) ⊗ f¯ ⊗ e⊗(2L−i),
qui satisfont les relations d’anti-commutation fermioniques
{ϕ¯i, ϕj} = δij, {ϕ¯i, ϕ¯j} = {ϕi, ϕj} = 0.
Dans ces notations, la représentation de l’action des générateurs de g sur















ϕi ϕ¯i − ϕ¯iϕi
)
, R(E) = 0,
tandis que les générateurs
Ej = (−1)j(ϕ¯j − ϕ¯j+1)(ϕj + ϕj+1) (4.13)
Pj−1,j+1 = (−1)j
[
1− (ϕ¯j−1 − ϕ¯j+1)(ϕj−1 − ϕj+1)
]
fournissent une représentation de l’algèbre de Brauer avec paroi BL,L(0).
Plus que cela, si les indices j dans l’éq. (4.13) prennent des valeurs modulo
2L alors on obtient une représentation de l’algèbre de Brauer avec paroi
périodique.
L’hamiltonien périodique le plus général qui a une symétrie g et une





ε1E2i−1 + ε2E2i + pi1P2i−1,2i+1 + pi2P2i,2i+2+
+ αE2i−1E2i + βE2iE2i−1 + γE2iE2i+1 + δE2i+1E2i.





Ei + wPi−1,i+1 (4.14)
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possède déjà la symétrie générique BL,L(0). On va, donc, se restreindre à
l’hamiltonien (4.14) pour dériver la limite continue.













e−ipj ϕ¯j, p =
pi
L
, . . . ,
pik
L
, . . . , 2pi
l’hamiltonien H0 devient














où ∑′p signifie la somme avec bords ouverts 0 < p < pi. Le deuxième terme
dans l’éq. (4.15) est diagonal
H0 = 4ϕ0 ϕ¯pi +∑
p
′
e(p)(η†pηp − χpχ†p) (4.16)
dans les modes
χ†p = a¯(p)ϕpi−p + b¯(p)ϕ−p, η†p = b¯(p)ϕ¯pi+p − a¯(p)ϕ¯p (4.17)










2 p + 4w2 sin4 p
2
(
sin2 p2 + w sin
2 p
) , a(p)a¯(p) = sin2 p2 + w sin2 p√
v2s sin
2 p + 4w2 sin4 p
.
L’hamiltonien (4.16) n’est pas diagonalisable à cause du terme ϕ0 ϕ¯pi.
L’énergie d’excitation des deux fermions χ, η
e(p) = 2 sin p
√
1+ 4w + 4w2 sin2 p ≈ vs sin p, p→ 0,pi,
montre que le système est conforme. Pour extraire la charge centrale c =













1+ 4w + 4w2 sin2 p +
pivs
12L2
et on utilise la formule de Cardy.
L’hamiltonien normalement ordonné prend, dans la limite continue, la
forme













où χp, ηp sont les excitations de gauche et χ¯p = χpi−p, η¯p = ηpi−p sont les
excitations de droite.
Regardons en plus de détails quelle est la structure du vide. En plus
d’être annihilé par les modes d’annihilation χp, ηp et χ¯p, η¯p, il doit fournir
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une représentation de la symétrie globale g de la chaîne (4.15). La décom-
position (4.12) suggère que cette représentation est projective. Pour voir
laquelle on a besoin de la forme précise des générateurs de g
RHL(F) =
√
2Lϕ0, RHL(F¯) = −
√
2Lϕ¯pi,
RHL(H) = 2(ϕpi ϕ¯pi − ϕ¯0ϕ0) + 2∑
p
′
χ†pχp − η†pηp. (4.19)
Notons par Ω le sous-module trivial du vide
ϕ0Ω = 0, ϕ¯piΩ = 0.
On voit tout de suite de l’éq. (4.19) que Ω ' [0], ce qui veut dire que
le vide est le module projectif P(0). L’action de g sur le vide peut être
représentée par le diagramme
vide :
ϕpiΩ
↗ F F¯ ↘
ϕ¯0ϕpiΩ
C=⇒ Ω
↘ F¯ F ↗
ϕ¯0Ω
La double flèche représente l’action du Casimir de g
C = FF¯ + (N − 1)E, R(C) ∝ φ¯piφ0,
ce qui correspond exactement au premier terme qui apparaît dans l’ha-
miltonien (4.15).
Les modes zéro n’interagissent pas avec les modes non-zéro. On voit,
donc, que tous les vecteurs propres généralisés de l’hamiltonien (4.15) ont
une multiplicité 4.
On peut rendre la connexion avec les fermions symplectiques encore
plus explicite et exprimer les modes (2.3) en termes des opérateurs de
création et d’annihilation χp, χ¯p,χ†p, χ¯†p. Soit σ la coordonnée de l’espace
compactifié sur un rayon L/pi et τ le temps imaginaire. On a donc z =
epi(τ−iσ)/L et z¯ = epi(τ+iσ)/L. Le même poids 2 par rapport à H des modes
χ†p, ηp, χ¯†p, η¯p, ϕ0, ϕpi suggère qu’ils doivent être associés avec un champ
local φ2(z, z¯), tandis que les modes χp, η†p, χ¯p, η¯†p, ϕ¯0, ϕ¯pi seront associés à













on obtient les relations de commutations
{ψ2−k,ψ1k′} = kδk,k′ .
Les modes de gauche ψ¯1,2±k sont définis de la même façon si on remplace
les χ avec χ¯, η avec η¯, etc. Quant aux modes zéro on met
ψ10 = ψ¯
1





φ10 ∝ ϕ¯0, φ
2
0 ∝ ϕpi
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et on choisit les constantes de proportionnalité pour que les relations
{φ10,ψ20} = −{φ20,ψ10} = 1.
soient satisfaites. On définit alors les champs des fermions symplectiques








et on ramène le hamiltonien (4.18) à la forme
























qui fait apparaître les modes zéro pivsL (L0 + L¯0) de la composante holo-
morphe du tenseur énergie-impulsion des fermions symplectiques
T(z) = − : ∂φ1(z, z¯)∂φ2(z, z¯) :,
et de son partenaire anti-holomorphe.
On vient de démontrer que la limite continue de la chaîne (4.15) est
décrite par la théorie conforme des fermions symplectiques. On voit clai-
rement, que dans ce cas le couplage w des intersections est redondant, car
il ne change que la vitesse de Fermi. On se demande, naturellement, si
les intersections restent redondantes pour toutes les chaînes quantiques
(V ⊗V∗)⊗L avec symétrie gl(N|N). On va répondre à cette question dans
la section suivante.
On remarque à la fin de cette section que les calculs effectués sur la
représentation la plus simple du hamiltonien (4.8) décrivent aussi, par
la propriété de l’emboîtement des spectres, le vide de toutes les chaînes
quantiques (V ⊗V)⊗L avec symétrie gl(N|N). Plus que cela, ils décrivent
tous les autres états qui se trouvent dans le même bloc que le vide.
4.3 Exposants du modèle de boucles
Dans cette section on présente les calculs numériques pour certains ex-
posants du modèle de boucles défini par l’hamiltonien (4.8). Notons que
dans le troisième article attaché dans l’annexe on présente les calculs nu-
mériques pour le modèle de boucles sur le réseau triangulaire dans des
conditions de bord ouvertes. Cette section peut, donc, servir pour complé-
ter l’étude numérique du troisième article.
Évidemment, il n’est pas très économique de diagonaliser le hamilto-
nien (4.8) dans la représentation adjointe de l’algèbre de Brauer avec paroi
BL,L(0). On peut procéder comme dans le cas du modèle de boucle du
chapitre 3, c’est-à-dire utiliser les représentations standard ∆L,L(λ, µ), in-
troduites en [16], pour calculer les valeurs propres sélectivement. Cette
approche n’est pas seulement pratique, du point de vue numérique,
mais aussi nécessaire si on veut comprendre à quelles représentations de
gl(N|N) peuvent correspondre les valeurs propres du hamiltonien (4.8).
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On ne va pas entrer dans les détails, mais juste mentionner que, par ana-
logie à la sec. 3.5, on peut définir dans l’espace vectoriel des tenseurs de
gl(N|N) une action de l’algèbre de Brauer avec paroi BL,L(0) de façon que
l’on obtient des représentations tensorielles qui sont des quotients de re-
présentations standards. Plus précisément, le quotient de ∆L,L(λ, µ) peut
être réalisé sur l’espace vectoriel des tenseurs qui apparaissent dans la
décomposition de la chaîne (V ⊗ V∗)⊗L, qui ont un nombre maximal de
traces soustraites, qui sont de rang |µ|-contravariant et |λ|-covariant, et
dont la symétrie des indices covariants correspond à un tableau de Young
de la forme µ et, finalement, la symétrie des indices contravariants corres-
pond à un tableau de Young de la forme λ.
On va se contenter de regarder seulement les valeurs propres les plus
basses de l’hamiltonien (4.8) dans les représentations ∆L,L(λ, µ) qui cor-
respondent à des partitions λ = µ = k d’une seule ligne de longueur
k. Ceux-ci sont appelés les exposants à 2k-pattes des polymères, c’est-à-
dire des boucles avec fugacité zéro. Sur une chaîne quantique (V ⊗V∗)⊗L
ces exposants doivent correspondre aux tenseurs symétriques de rang k-
covariant et k-contravariant.
Les représentations ∆L,L(k, k) sont construites de la façon suivante.
Considérons l’espace vectoriel BL,LL,L de diagrammes réduits qui sont des
graphes à 2L vertex arrangés horizontalement. Chaque vertex peut avoir
un degré zéro ou un. Les arêtes du graphes connectent les vertex pairs
avec des vertex pairs et les vertex impairs avec des vertex impairs. Les
vertex de degré zéro sont appelés des points libres. Un exemple d’un dia-
gramme réduit est représenté dans la fig. 4.6. Si on définit l’action d’un
Fig. 4.6 – Exemple de diagramme réduit dans B2,24,4.
diagramme de BL,L(0) sur un diagramme réduit de la même façon que
sur un diagramme de BL,L(0), alors BL,LL,L acquiert une structure de mo-
dule. Évidemment, le sous-espace vectoriel Bk,kL,L ⊂ BL,LL,L des diagrammes
réduits d’au plus 2k points libre est un sous-module. On pose alors
∆L,L(k, k) = Bk,kL,L/B
k−1,k−1
L,L .
Pour des conditions de bord périodiques, les exposants à 2k-pattes de
l’hamiltonien (4.8) à w = 0 sont bien connus [4]
h0 = 0, hk =
k2 − 1
8
, k ≥ 1.
Notons la dégénérescence de l’exposant à 2-pattes avec le vide. Ceci est
en accord avec le fait que ∆L,L(0, 0) est un quotient ∆L,L(1, 1). L’homomor-
phisme surjectif ∆L,L(1, 1)  ∆L,L(1, 1) consiste simplement à relier les
deux points libres des diagrammes réduits de ∆L,L(1, 1).
Les figures 4.7 montre la dépendance des exposants à 4, 6 et 8-pattes
du poids d’intersection w ≥ 0 de boucles. On voit clairement que ces ex-
posants tendent vers zéro dans la limite w → ∞. Si la limite continue
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Fig. 4.7 – Les exposants à 4, 6 et 8 pattes pour des conditions de bord périodiques.
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Fig. 4.8 – Rapport des exposants à 2k-pattes pour des conditions de bord périodiques.
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du modèle de boucles décrit la théorie conformes des modèles sigma su-
perprojectifs, alors la limite w → ∞ doit correspondre dans le modèle
sigma à la limite de couplage faible gσ → 0, où les dimensions anormales
s’annulent. Quant à elle, la limite de couplage faible pour les exposants
qui s’annulent correspond à l’approximation de “mini-superspace” qui,
en gros, prédit que les exposants doivent être proportionnels aux Casimirs
des représentations. Dans notre cas, ces représentations sont les tenseurs
de gl(N|N) qui sont k fois covariants et k fois contravariants et avec un
nombre maximal de traces soustraites. Dans les conventions des sec. 1.1.6
et 1.1.7, le plus haut poids de ces tenseurs est
Λk,k =
{
δ1 + · · ·+ δk − keN , k ≤ N
δ1 + · · ·+ δN + (N − k)e1 − keN , k > N
.
Leurs Casimirs ne dépendent pas de N
Ck,k = 2k(k− 1). (4.20)
Les figures 4.8 représentent les rapports des exposants h3/h2, h4/h2 et
h5/h2. On voit que dans la limite w → ∞ les rapports des exposants
tendent vers les valeurs des rapports des Casimirs (4.20) ! On n’est pas
sûr si la variation des rapports avec les poids des intersections w doit être
interprétée par le fait que l’approximation de “mini-superspace” n’est pas
exacte ou, plutôt, comme un effet de taille finie à w > 0.
Pour des conditions de bord ouvertes, les exposants à w = 0 sont






On s’attend, donc, que l’approximation de “mini-superespace” soit exacte





où g(0) = 1 et g(w) → 0 lorsque w → ∞. En effet, on vérifie numérique-
ment, dans la fig. 4.9, que les exposants à 2k-pattes dans des conditions de
bord ouvertes tendent vers zéro lorsque w → ∞. Les rapports des expo-
sants représentés dans les figures 4.10 suggèrent fortement que l’expres-
sion (4.21) est exacte et coïncide avec les prédictions de “mini-superspace”
pour les modèles sigma superprojectifs CPN−1|N . Ceci est le résultat prin-
cipal de ce chapitre, qui soutient l’hypothèse que la limite continue du
modèle de boucles (4.8) est décrite par les modèles sigma superprojectifs
CPN−1|N .
Pour bien juger de la qualité de la convergence des calculs numé-
riques 4.9 et 4.10, on a représenté la charge centrale pour des conditions de
bord ouvertes dans la fig. 4.11. Dans l’extrapolation de la charge centrale
on a utilisé la valeur exacte de l’énergie libre calculée dans la sec. 4.2.3.
Notons que dans le troisième article attaché dans l’annexe on utilise
le modèle de boucles sur le réseau triangulaire de la fig. 4.4 pour calcu-
ler les exposants à un nombre impair de pattes dans des conditions de
bord ouvertes. Dans ce cas, les exposants à (2k + 1)-pattes correspondent
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Fig. 4.9 – Les exposants à 4, 6 et 8 pattes dans des conditions de bord ouvertes.
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Fig. 4.10 – Rapport des exposants à 2k-pattes pour des conditions de bord ouvertes.
4.3. Exposants du modèle de boucles 125















Fig. 4.11 – Convergence de la charge centrale dans des conditions de bord périodiques.




δ1 + · · ·+ δk − (k + 1)eN + 12N ∑Ni=1(ei + δi), k ≤ N
δ1 + · · ·+ δN + (N − k)e1 − (k + 1)eN + 12N ∑Ni=1(ei + δi), k > N
.
Les calculs numériques montrent que les exposants à (2k + 1)-pattes ∆hk,
définis par rapport à l’état fondamental du modèle de boucles sur le ré-
seau triangulaire dans des conditions de bord ouvertes, s’annulent dans






autour d’un vide effectif de charge centrale ce f f = 1, où le Casimir est
Ck,k+1 = 2k2.
On voit que le vide du modèle de boucles sur le réseau triangulaire dans
des conditions de bord ouvertes a une dimension conforme −1/8.
Les rapports des exposants à (2k + 1)-pattes, représentés dans le troi-






où g′(0) = 1 et g′(w)→ 0 lorsque w→ ∞.
Conclusion du chapitre
Dans ce chapitre on a introduit l’algèbre de Brauer avec paroi et on a pro-
posé un modèle de boucles, dont l’algèbre des matrices de transfert est
l’algèbre de Brauer avec paroi, pour discrétiser les modèles sigma super-
projectifs. On a montré que la représentation la plus simple du modèle de
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boucles est décrite, dans la limite continue, par la théorie conforme des
fermions symplectiques, qui est le premier N = 1 représentant de la série
des modèles sigma superprojectifs CPN−1|N . Le résultat principal est la
découverte d’une ligne de points critiques à c = −2 pour le modèle de
boucles et une évidence numérique qui suggère fortement que sa limite
continue est décrite par les modèles sigma superprojectifs CPN−1|N , pour




Au cours de ce mémoire, nous avons expliqué les nouvelles méthodes
qu’on a développées pour s’attaquer à la recherche de la solution exacte
d’une série de modèles sigma invariants conformes. Ces modèles sigma
sont caractérisés par une symétrie globale de supergroupe OSp(2S+ 2|2S)
ou GL(N|N) et par l’absence d’une symétrie d’algèbre de courant. De
plus, ils admettent une description en tant que limite continue de certains
modèles discrets qui, dans des formalismes différents, peuvent être vus
soit comme gaz de boucles denses qui s’intersectent soit comme chaînes
quantiques. Dans les deux cas, l’algèbre des matrices de transfert du mo-
dèle discret admet une interprétation en tant qu’algèbre des invariants du
supergroupe correspondant.
La correspondance entre l’algèbre de symétrie du modèle discret et
continu est mieux maitrisée techniquement lorsque les conditions de bord
sont ouvertes et ne brisent pas la symétrie de supergroupe. L’analyse dé-
taillée de l’action de la symétrie globale OSp(2S + 2|2S) et de l’algèbre
des invariants sur les états de la chaîne quantique, l’analyse harmonique
de la supersphère S2S+1|2S et l’analyse numérique du spectre de l’hamil-
tonien de la chaîne sur toute la ligne critique nous amènent à conjecturer
le spectre exact (3.38) de la théorie conforme avec bord du modèle sigma
sur la supersphère S2S+1|2S et de proposer une expression explicite pour
sa fonction de partition (3.39, 3.40, 3.43, 3.45).
Dans l’effort de calculer la fonction de partition exacte du mo-
dèle sigma sur la supersphère S2S+1|2S une connexion avec les modèles
de Gross-Neveu avec symétrie OSp(2S + 2|2S) a été découverte. Cette
connexion s’exprime par une égalité entre la fonction de partition conjec-
turée du modèle sigma S3|2 à couplage fort et la fonction de partition du
modèle de Gross-Neveu OSp(4|2) dans la limite de couplage faible. Dans
un formalisme différent, cette égalité a été démontrée récemment pour
tout S dans [51]. La connexion entre les deux modèles n’est comprise que
pour des conditions de bord ouvertes.
On a introduit un modèle de boucles, dont l’algèbre des matrices de
transfert est l’algèbre de Brauer avec paroi, pour discrétiser les modèles
sigma superprojectifs. On a montré que la représentation la plus simple
du modèle de boucles est décrite, dans la limite continue, par la théorie
conforme des fermions symplectiques, qui est le premier N = 1 représen-
tant de la série des modèles sigma superprojectifs CPN−1|N . Le résultat
principal est la découverte d’une ligne de points critiques à c = −2 pour
le modèle de boucles et une évidence numérique qui suggère fortement
que sa limite continue est décrite par les modèles sigma superprojectifs
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CPN−1|N . Les études numériques ont montré que les exposants à l-pattes
du modèle de boucles se comportent de façon différente dans des condi-
tions de bord ouvertes et périodiques.
Perspectives
Au delà de l’intérêt “anecdotique” d’exhiber de nouvelles classes d’uni-
versalité - en particulier dans le cas des polymères denses où il y a po-
tentiellement des applications physiques intéréssantes - notre approche a
permis de mettre en place une façon systématique d’attaquer les symé-
tries des modèles sigma invariants conformes à partir de la théorie des
représentations des algèbres sur le réseau. Nous espérons qu’à terme, celà
conduira à une compréhension complète des symétries à la limite conti-
nue. Il est juste de mentionner ici que l’idée d’utiliser les modèles sur
réseau pour comprendre les théories logarithmiques est poursuivie dans
le contexte des modèles minimaux logarithmiques [39, 53, 62].
Dans l’immédiat, les perspectives de recherche sont les suivantes.
Conditions de bord différentes
Une direction importante à aborder dans la continuation directe de ce
travail de thèse est l’étude des modèles discrets pour des conditions de
bord différentes et, notamment, périodiques. Il n’est pas du tout clair à ce
stade quels sont les deux types d’invariants dans la chaîne quantique de
la sec. 3.3.3 qui correspondent aux algèbres chirales à gauche et à droite
de la sec. 3.2.2.
Théorie des représentations
Au cours de ce travail de thèse on a vu que l’algèbre des invariants des
chaînes quantiques ouvertes considérées admet, dans la limite continue,
une interprétation d’algèbre chirale du modèle sigma sur l’anneau. Cette
algèbre chirale conserve sa structure sur toute la ligne critique. Elle peut,
donc, être élucidée dans la limite de couplage faible. Il est tentant d’espé-
rer que le développement de la théorie des représentations de cette algèbre
chirale permettra d’intégrer exactement les théories conformes des mo-
dèles sigma. Ceci était le cas des modèles sigma de Wess-Zumino-Witten,
où la théorie des représentations des algèbres de Kac-Moody joue un rôle
essentiel ou, encore, des modèles minimaux, où la connaissance de la théo-
rie des représentations de l’algèbre de Virasoro suffit pour calculer toutes
les fonctions de corrélations.
On peut commencer la recherche dans cette direction par l’étude de
la forme la plus générale des invariants chiraux à gσ → 0, où la limite
est définie comme dans la sec. 3.2.2. Ceci permettra de construire un an-
satz pour évaluer le développement à tous les ordres du tenseur énergie
impulsion dans les champs libres à gσ → 0.
Conclusion générale 129
Dualité avec les modèles de Gross-Neveu
On est naturellement intéressé à approfondir la connexion entre les mo-
dèles sigma sur les supersphères S2S+1|2S et les modèles de Gross-Neveu
avec symétrie OSp(2S + 2|2S) au delà des conditions de bord ouvertes et,
notamment pour des conditions de bord périodiques. La recherche dans
cette direction s’annonce difficile, car le modèle de Gross-Neveu est non-
compact, par contraste avec le modèle sigma. En plus, dans des conditions
de bord périodiques la symétrie globale du modèle de Gross-Neveu au
point libre est chirale, c’est à dire il existe une action globale à gauche et à
droite. Cet effort vaut pourtant la peine, car la récompense s’annonce une
description du modèle sigma à couplage fort par un modèle de Gross-
Neveu à couplage faible et inversement, un exemple de dualité qui peut
jouer un role crucial dans la conjecture AdS/CFT [51].
Théories conformes avec instantons
Le cercle a un groupe d’homotopie fondamental non-trivial. La consé-
quence est l’existence des instantons dans la théorie conforme du bo-
son compact. Dans des termes plus adaptés au boson compact, le spectre
contient des opérateurs de vertex avec charge magnétique. La charge ma-
gnetique mesure la discontinuité du boson compact engendrée par une
rotation dans le plan complexe autour de l’insertion de l’opérateur de ver-
tex. Par contraste, le groupe fondamental des supersphères avec S > 0 est
trivial ! Il est important de comprendre mieux comment les opérateurs ma-
gnétiques du boson sous-jacent sont stabilisés malgré tout dans le modèle
sigma sur la supersphère.
Les charges instantoniques sont définies dans les modèles sigma sur les
espaces projectifs CPn−1 par la même logique [75]. Soit z(x) une solution
classique de (2.14) pour des conditions de bord telles que limr→∞ |z(r, φ)|
existe, où r, φ sont les coordonnées polaires du plan complexe. La charge
instantonique m de la solution classique est définie par
lim
r→∞ z(r, φ) = e
imφz0,
où z0 est une constante. Les modèles sigma sur des superespace projectifs
CPN−1|N sont des exemples nouveaux de théories conformes avec instan-
tons. Le rôle du terme topologique dans ces théories n’est pas encore très
bien compris.
Intégrabilité généralisée
Une autre direction de recherche possible est la généralisation des mé-
thodes de la théorie des modèles intégrables en deux dimensions aux
cas non-unitaires. Pour mettre en évidence le rôle de l’unitarité rappelons
quelle est la définition d’une chaîne quantique intégrable définie par une
matrice de transfert. Celle-ci est, généralement, une fonction d’un certain
nombre de poids. Supposons que l’ensemble des valeurs que les poids
peuvent prendre est une variétéW . La chaîne est dite intégrable s’il existe
une sous-variété Λ ⊂ W , appelée sous-variété spectrale, telle que les vec-
teurs propres de la matrice de transfert restreinte à la sous-variété spec-
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trale sont tous constants. On appelle paramètre spectral une paramétrisa-
tion de Λ. En d’autres mots, la chaîne quantique est dite intégrable si et
seulement si il existe un paramètre spectral tel que les vecteurs propres
de la matrice de transfert n’en dépendent pas. Cette définition garantit
l’existence d’une infinité de charges conservées dans la limite thermody-
namique.
La remarque qu’on voulait faire est la suivante. Si la chaîne quantique
est unitaire alors les matrices de transfert sont diagonalisables. La condi-
tion d’intégrabilité est alors équivalente à la commutativité des matrices
de transfert lorsqu’elles sont restreintes à la sous-variété spectrale. En par-
ticulier, tous les systèmes intégrables construits par l’Ansatz de Bethe al-
gébrique satisfont ce critère. Evidemment, ce dernier ne s’applique pas à
toutes les chaînes intégrables non-unitaires, où les matrices de transfert
ne sont pas diagonalisables. Ceci veut dire que l’Ansatz de Bethe algé-
brique est une méthode d’intégrabilité trop contraignante pour les sys-
tèmes quantiques non-unitaires. Un premier effort dans cette direction de
recherche est de répondre à la question si les modèles de boucles avec in-
tersections considérées dans cette thèse sont intégrables au sens généralisé
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Abstract
We define and study a lattice model which we argue is in the universality class of the OSp(2S + 2|2S )
supercoset sigma model for a large range of values of the coupling constant g2σ. In this first paper, we analyze
in details the symmetries of this lattice model, in particular the decomposition of the space of the quantum spin
chain V⊗L as a bimodule over OSp(2S + 2|2S ) and its commutant, the Brauer algebra BL(2). It turns out that
V⊗L is a nonsemisimple module for both OSp(2S + 2|2S ) and BL(2). The results are used in the companion
paper to elucidate the structure of the (boundary) conformal field theory.
1 Introduction
The solution of the AdS 5 × S 5 worldsheet string theory is one of the cornerstones of the AdS/CFT duality
program. Despite continuous effort and progress on classical aspects in particular [1], and the generally accepted
presence of both integrability and conformal invariance symmetries, most aspects of the quantum theory remain
elusive.
It is natural to try to understand some aspects of this quantum theory by first tackling simpler models with
similar properties. The so called OSp(2S + 2|2S ) coset model - specifically, a sigma model on the supersphere
OSp(2S + 2|2S )/OSp(2S + 1|2S ) - is a very attractive candidate for such an exercise: like the AdS 5 × S 5
worldsheet theory it is conformal invariant and its target space is a supergroup coset. Of course, it lacks other
aspects such as the BRST structure of the string theory.
Apart from the string theory motivation, models such as the OSp(2S + 2|2S ) coset model are extremely
interesting from the pure conformal field theory point of view. Indeed, they are sigma models which are massless
without any kind of topological term, and for a large range of values of the coupling constant g2σ. To make things
more precise let us briefly remind the reader of some generalities. Supersphere sigma models have target super
space the supersphere S R−1,2S := OSp(R|2S )/OSp(R−1|2S ) and can be viewed as a “supersymmetric” extension
of the nonlinear O(N) sigma models (which differs of course from the usual O(N) “supersymmetric” models).
Use as coordinates a real scalar field
φ := (φ1, . . . , φR+2S )




where J is the orthosymplectic metric
J =
 IR 0 00 0 −IS0 IS 0

I denoting the identity. The unit supersphere is defined by the constraint
φ.φ = 1






The perturbative β function depends only on R − 2S to all orders (see, e.g., Ref [2]), and is the same as the one
of the O(N) model with N := R − 2S . Physics can be reliably understood from the first order beta function
β(g2σ) = (R − 2S − 2)g4σ + O(g6σ)
The model for g2σ positive flows to strong coupling for R − 2S > 2. Like in the ordinary sigma models case,
the symmetry is restored at large length scales, and the field theory is massive. For R − 2S < 2 meanwhile, the
model flows to weak coupling, and the symmetry is spontaneously broken. One expects this scenario to work
for g2σ small enough, and the corresponding Goldstone phase to be separated from a non perturbative strong
coupling phase by a critical point.
The case we are interested in here is R − 2S = 2, where the β function vanishes to all orders in perturba-
tion theory, and the model is expected to be conformal invariant, at least for g2σ small enough, the Goldstone
phase being replaced by a phase with continuously varying exponents not unlike the low temperature Koster-
litz Thouless phase. How the group symmetry combines with the (logarithmic) conformal symmetry in such
models is largely unknown. It is an essential question to be solved before any serious attempts to understanding
universality classes in non interacting disordered 2D electronic systems can be contemplated [3].
The OSp(2S + 2|2S ) coset model was considered in particular in two papers by Mann and Polchinski using
the massless scattering and Bethe ansatz approaches. This is indeed a natural idea, since supersphere sigma
models are in general integrable, and, when massive (ie R − 2S > 2) can be described by a scattering theory
involving particles in the fundamental representation of the group. The S matrix is well known
ˇS (θ) = σ1(θ)E + σ2(θ)P + σ3(θ)I
Here, I is the identity, P is the graded permutation operator, and E is proportional to the projector on the identity
representation. For R, S arbitrary, factorizability requires that
σ1(θ) = − 2iπ(N − 2)(iπ − θ)σ2(θ)
σ3(θ) = − 2iπ(N − 2)θσ2(θ)
where N = R − 2S , while σ2 itself is determined, up to CDD factors, by crossing symmetry and unitarity. One
immediately observes that when N = 2, the amplitude σ2 cancels out, leaving a scattering matrix with a simpler
tensorial structure, since the P operator disappears. This corresponds to a particular point [4] on the sigma model
critical line (where, among other things, the symmetry is enhanced to SU(2S + 2|2S )), the rest of which is not
directly accessible by this construction.1 The idea used in [5] is to consider an analytical continuation to R, S
real, and an approach to R − 2S = 2 with proper scaling of the mass. Though interesting results were obtained,
the emphasis in these papers was not on conformal properties.
Another line of attack, more suited to the conformal aspects, was launched by Read and Saleur in 2001 [4],
who proposed to use a lattice regularization to control the integrable features of the model. They obtained in
this way the spectrum of critical exponents for several related sigma models on super target spaces, including
the OSp(2S + 2|2S ) coset one at a particular (critical) value of the coupling g2σ. The results exhibited several
mysterious features, including a pattern of large degeneracies, and a set of values of the exponents covering
(modulo integers) all the rationals. In two subsequent papers [6, 7], it was argued further that many algebraic
properties of the conformal field theory could be obtained at the lattice level already. These include fusion, and
the structure of conformal “towers” (see below for further details).
The work we present in this paper and its companion is an attempt at understanding the conformal field
theoretic description of the OSp(2S +2|2S ) model for all values of the coupling by using a lattice regularization.
Foremost in the lattice approach is the understanding of the algebraic structure of the lattice model - the algebra
defined by the local transfer matrices and its commutant. While in the cases discussed in [7] most necessary
results were already available in the mathematical literature, the situation here is much more complicated: in a
few words, we have to deal, instead of the Temperley Lieb algebra, with the Brauer algebra whose representation
theory, in the non semi-simple case, is far from fully understood. An important part of our work has consisted
in filling up the necessary gaps of the literature, sometimes rigorously, but sometimes at the price of some
1The case R = 2, S = 0 is special and allows for an extension of the S matrix to the whole O(2) critical line.
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conjectures. This algebraic work is the subject of the first paper, which we realize might be a bit hard to read for
a physics reader. We capitalize on the algebraic effort in the companion paper, where the boundary conformal
field theory for the coset sigma model is analyzed thoroughly.
In the second section of this paper we discuss generalities about lattice regularizations of O(N) sigma models
in 2 dimensions and define the model we shall be interested in. In section 3, the transfer matrix, the loop
reformulation and the associated Brauer algebra are introduced and discussed. Section 4 is the main section,
where the full decomposition of the Hilbert space of the lattice model under the action of OSp(2S + 2|2S ) and
BL(2) is obtained. Our main result can be found in eqs. (4.36) and (4.37). Section 5 discusses aspects of the
hamiltonian limit and section 6 contains conclusions. Technical aspects of representation theory are discussed
further in the appendices.
For the reader’s convenience, we provide here a list of notations used throughout the paper:
• osp(R|2S ) is the Lie superalgebra of the supergroup OSp(R|2S )
• BL(N) is the Brauer algebra on L strings with fugacity for loops N = R − 2S
• VR|2S = CR|2S is the mod 2 graded vector space CR ⊕ C2S with even part V0 = CR and odd part V1 = C2S .
We shall often drop the indices R, 2S in VR|2S .
• V⊗L is considered as a left osp(R|2S ) and right BL(N) bimodule
• λ ⊢ L stands for “λ is a partition of L” and λ′ is the partition λ transposed
• Sym(L) and CSym(L) are the symmetric group on L objects and its group algebra
• TL(q) is the Temperley Lieb algebra with fugacity for loops q + q−1
• d and D are generic elements of BL(N) and OSp(R|2S )
• XL = { µ ⊢ L − 2k | k = 0, . . . , [L/2] } is the set of partitions labeling the weights of BL(N). XL(S ) ⊂ XL
selects those of them which do realize on V⊗L
• Associate weights λ, λ∗ are labels of OSp(R|2S ) irreps which are nonequivalent(identical) and become(split
into two) isomorphic(nonequivalent) irreps under the restriction to the proper subgroup OSp+(R|2S ) of su-
permatrices with sdet D = +1
• HL(S ) = { λ ∈ XL(S ) | λr+1 ≤ S } is the set of hook shape partitions labeling the weights of osp(R|2S )
irreps appearing in V⊗L and YL(S ) = HL(S ) ∪ HL(S )∗
• ∆L(µ) are standard or generically irreducible representations of BL(N)
• S (λ), g(λ),G(µ), BL(µ), DL( j) are irreducible representations of CSym(L), osp(R|2S ), OSp(R|2S ), BL(N)
and TL(q) respectively.
• Ig(λ),IG(µ),IBL(µ) are direct summands of V⊗L as a osp(R|2S ), OSp(R|2S ) and BL(N) module
• scλ are the supersymmetric generalization of O(N) symmetric functions
• χ′µ(d), χµ(d), schλ(D) are characters of ∆L(µ), BL(µ) and G(λ).
2 The OSp(R|2S ) lattice models and their loop reformulations
In this section we discuss standard lattice discretizations of O(N) field theories in 2 dimensions. We then
propose a straightforward generalization to the case of orthosymplectic supergroups. We also discuss a loop
reformulation whose first advantage is to provide some intuition into the physical properties of the model, as
well as the role of supergroup symmetry.
Lattice discretizations of O(N) sigma models have had a long history. The simplest way to go is obviously
to introduce spins taking values in the target manifold - the sphere O(N)/O(N − 1) - on the sites of a discrete
3
lattice, with an interaction energy of the Heisenberg type E = −J∑<i j> ~S i.~S j (where . stands for the bilinear
O(N)-invariant quadratic form). This is however difficult to study technically, as the number of degrees of
freedom on each site is infinite. A possible way to go is to discretize the target space, leading to various types of
“cubic models” [8]. Another way which has proved especially fruitful in two dimensions has been to reformulate
the problem of calculating the partition or correlation functions geometrically by using the techniques of high or
low temperature expansions, thus obtaining graphs with complicated interaction rules and weights determined by
properties of the underlying groups. The simplest of these formulations appeared in [9] where the authors studied
the O(N) model on the honeycomb lattice in two dimensions, and replaced moreover the term∏<i j> eβJ~S i.~S j by its
considerably simpler high temperature approximation ∏<i j>(1+K~S i.~S j), K = βJ [10]. Expanding the brackets,
in say the calculation of the partition function, one can draw graphs by putting a bond between neighboring sites
i and j whenever the term ~S i.~S j is picked up. The integral over spin variables leaves only loops, with a fugacity
equal to N as there are N colors one can contract. Note that because of the very low coordination number of the






where the sum is taken over all configurations G of self avoiding, mutually avoiding closed loops in number
L, covering a total of E edges. Note that once an expression such as (2.1) is written down, it is possible to
analytically continue the definition of the model for N an arbitrary real number. Barring the use of superalgebras,
only N integer greater or equal to one has a well defined meaning as a spin model (the case N = 1 coincides with
the Ising model 2). In two dimensions, the Mermin Wagner theorem prevents spontaneous symmetry breaking,
so for N integer, critical behavior can only occur for N = 1, 2. Analysis of the same beta function suggests
however that lattice models defined by suitable analytic continuation should have a Goldstone low temperature
phase for all N < 2, though it says nothing about whether this phase might end by a second or first order phase
transition.
Model (2.1) lacks interaction terms which would appear with less drastic choices of the lattice and the
interactions: these are the terms where the loops intersect, either by going over the same edge, or over the
same vertex, maybe many times. It has often been argued that such terms are irrelevant for the study of the
critical points of the O(N) models in two dimensions. Most of the interest has focused on such critical points for
N ∈ [−2, 2], which have geometrical applications - in particular the case N = 0 is related with the physics of self-
avoiding walks. It turns out however that intersection terms are crucial for the understanding of low temperature
phases. Indeed, the model (2.1) does have a sort of Goldstone phase for N ∈ [−2, 2] called the dense phase, but
its properties are not generic, and destroyed by the introduction of a small amount of intersections. A simple
way to see that the dense phase is not generic is that the exponents at N = 2 are always those of the Kosterlitz
Thouless transition point: model (2.1) does not allow one to enter the low temperature phase of the XY model.
Also, model (2.1) has a first order transition for N < −2, which is not the behavior expected from the sigma
model analysis.
It was suggested in [11] that model (2.1) can be repaired by allowing for some intersections. The minimal
scenario one can imagine is to define a similar model on the square lattice, and allow for self intersections at
vertices only, so either none, one or two loops go through the same vertex. The resulting objects are often called





where the sum is taken over all configurations G′ of closed loops, which visit edges of the lattice at most once,
in number L, covering a total of E edges, with I intersections.
The phase diagram of this model has not been entirely investigated. It is expected that at least for w small
enough, the critical behavior obtained with K = Kc, w = 0 is not changed (though Kc is), while the low
temperature behavior K > Kc will be.
In [11] a yet slightly different version was considered corresponding, roughly, to the limit of very large
K, where all the edges of the lattice are covered. The partition function of this fully packed trails model then
2The group O(2) is different from SO(2) ≃ U(1) because of the additional Z2 freedom in choosing the sign of the determinant.
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Figure 1: Dense intersecting loop covering of a lattice with annulus boundary conditions. Illustration of bulk
(B), contractible (C), even (E) and odd (O) loops. Periodic imaginary time runs vertically





and an example of allowed configuration is given in figure 2. Numerical and analytical arguments suggest
strongly that this model has all the generic properties of the O(N) sigma model in the spontaneously broken
symmetry phase (such that one might derive from analytic continuation in N of the RG equations), for all
N ≤ 2.
Note that expression (2.2) can be obtained very naturally if instead of putting the degrees of freedom on the
vertices, one puts them on the edges of the lattice. In this case, the minimal form of interaction involves two
edges crossing at one vertex. Invariance under the O(N) group allows for three invariant tensors as illustrated on
the figure 8, while isotropy and invariance under an overall scale change of the Boltzmann weights leaves one
with a single free parameter, the crossing weight w. Graphical representation of the contractions on the invariant
tensors reproduces eq. (2.2), as will be discussed below.
For N < 2, model (2.2) flows to weak coupling in the IR, and therefore it is expected that the critical prop-
erties of the corresponding low temperature (Goldstone) phase do not depend on w, a fact checked numerically
in [11]. The case N = 2 is expected to be different: as mentioned already in the introduction, the beta function
of the corresponding sigma model is exactly zero so the coupling constant does not renormalize. It is indeed
easy to see that the loop model (2.2) with N = 2 is equivalent to the 6 vertex model with a = b = 1 + w, c = 1.
Consider the vertices of the 6 vertex model as represented on figure 2. We chose isotropic weights a = b, c. We
can decide to split the vertices of a configuration into pieces of oriented loops as represented on figure 3. For
each vertex, there are two possible splittings, and we assume that they are chosen with equal probability. The
loops obtained by connecting all the pieces together provide a dense covering of the lattice, and come with two
possible orientations, hence a fugacity of two once the orientations are summed over. The loops can intersect,











a2 + b2 − c2
2ab = 1 −
2
(1 + w)2
We note that there are indeed three invariant tensors for the case of O(2). The corresponding projectors are
E, 12 (I − P), 12 (I − E + P). They project respectively on two one dimensional representations, and on a single
two dimensional one.
The parameter ∆ covers the interval [−1, 1] as w ∈ [0,∞]. Changing ∆ is well known to change the exponents
of 6 vertex model, and therefore eq. (2.2) for N = 2 exhibits a critical line, which is in fact in the universality
class of the continuous XY (O(2)) model in the low temperature (Kosterlitz Thouless) phase.
5
a b c







Figure 3: The mapping of the six vertex model onto the oriented loops
All what was said so far can be easily generalized to the case of spins taking values on a supersphere
OSp(R|2S )/OSp(R − 1|2S ). The fugacity of loops is now equal to R − 2S : this combination is the number
of bosonic minus the number of fermionic coordinates, and follows from the usual fact that when contracting
fermions along a loop, a minus sign is generated 3, see sec. 3.3. The loop model formulation therefore provides
a convenient graphical representation of the discrete supersphere sigma models for all R − 2S , in particular
R − 2S ≤ 2 where interesting physics is expected to occur. This physics was explored in [11], and the expected
results were obtained for R − 2S < 2. The purpose of this paper is to explore the more challenging R − 2S = 2
case.
Of course, at the naive level of partition functions and without worrying about boundary conditions, it looks
as if there is no difference between the O(N) spin model and its supersphere cousins provided R − 2S = N. The
point is that the observables of the models are different or, at the very least, come with different multiplicities.
Indeed, consider for instance correlation functions of spin variables. In the O(2) case, the spin has only two
components S 1, S 2, so one cannot build a totally antisymmetric tensor on three indices. This means that the
corresponding operator (which has a nice geometrical interpretation to be given in the next paper) will not be
present in this case, though it will be in the OSp(2S +2|2S ) model when S > 0. Note that in general, correlators
involving spins within the first R bosonic and the first 2S fermionic labels will be the same for any choice of
group OSp(R′|2S ′) with R′ − 2S ′ = R − 2S and R′ ≥ R.4 This is immediately proved by performing a graphical
expansion of the correlator: variables outside of the set of the first R bosonic and the first 2S fermionic labels are
not getting contracted with the spins in the correlators, and cancel against each other in the loop contractions.
A standard trick to extract the full operator content of a model is to study the partition function with different
boundary conditions. Consider for instance the spin model on an annulus with some symmetry preserving
boundary conditions in the space direction. With what we will call periodic boundary conditions (corresponding
to taking the supertrace of the evolution operator) in the time direction, representations of OSp(2S + 2|2S ) will
always be counted with their superdimension, and the partition function will be identical with the one of the
O(2) case. But if we take antiperiodic boundary conditions, we will get a modified partition function (in the
sense of [4]) which is a trace over the Hilbert space instead of a supertrace, counts all observables with the
multiplicities (not supermultiplicities), and will turn out to be a very complex object.
A good algebraic understanding of the lattice model will be essential to make further progress, and, since
the area is largely unexplored, this will occupy us for most of the rest of this first paper.
3The generalization of results for O(N) models to the case of orthosymplectic groups dates back to the work of Parisi and Sourlas [12].
4Provided, of course, that the boundary conditions imposed on the R′ bosonic and 2S ′ fermionic degrees of freedom are the same in
both cases.
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3 Transfer matrices and algebra
We show in this section how the loop reformulation gives rise to a very natural connection with the Brauer
algebra. This allows a clean description of the Hilbert space in terms of representations of the (super) group
and its commutant, leads to a drastic reduction of the size of transfer matrices in numerical studies, and to a
transparent interpretation of the fermion boundary conditions.
3.1 Transfer matrices
As discussed briefly in the introduction, the OSp(R|2S ) spin model we consider is most easily defined on a
square lattice with degrees of freedom (states) on the edges and interactions taking place at vertices. The set of
states on every edge is a copy of the base space V of the fundamental OSp(R|2S ) representation. Interactions at a
vertex can be encoded in a local transfer matrix t acting on V⊗2 and commuting with the OSp(R|2S ) supergroup
action. We call t an intertwiner and write t ∈ EndOSp(R|2S ) V⊗2.
The Boltzmann weights of the model are components of the transfer matrix along a basis of intertwiners. A
natural choice of basis are the projectors onto OSp(R|2S ) irreducible representations appearing in the decom-
position of the tensor product of two fundamental OSp(R|2S ) representations. To find them one can apply the
same (anti)symmetrization and trace substraction techniques used for reducing O(N) tensor representations. If
e1, . . . , eR+2S is a mod 2 graded set of basis vectors in V with grading g, the decomposition of V⊗2 will read
ei ⊗ e j =12














Here Ji j is the OSp(R|2S ) invariant tensor, Ji j = (J−1)i j, and g(i) = 1 (resp. g(i) = 0) if i is fermionic (resp.
bosonic). Each of the three terms on the l.h.s. of (3.1) transforms according to an irreps of OSp(R|2S ), or, in
other words, belongs to a simple OSp(R|2S ) module.
Introduce the identity I, the graded permutation operator P (also known as braid operator), and E the Tem-
perley Lieb operator (proportional to the projector on the trivial representation),






i j = (−1)g(i) g( j)δki δlj, E kli j = JklJi j. (3.2)





I + P − 2





(I − P) + 1
R − 2S E.
Let P denote as usual the inversion of space, T the inversion of time and C the charge conjugation with the
matrix J. One can check directly from definition (3.2) that P is C12, P and T12 invariant, while E is P12 and
C12T12 invariant. Moreover, E and I transform into each other under the π/2 rotation of the lattice R, while E
and P are related by the crossing symmetry C1T1
R : E kli j −→ J j j′E l j
′
k′i J
k′k = I kli j
C1T1 : E kli j −→ Jii′E i
′l
k′ j J
k′k = P kli j .
Take I, E and P as basis of intertwiners in EndOSp(R|2S ) V⊗2. The local transfer matrix generally depends on
three independent weights wI , wE and wP. However, on a homogeneous and isotropic lattice one can normalize
wI = wE = 1 and leave only the weight w = wP. Finally, the local transfer matrix takes the form
t(w) = I + wP + E. (3.3)
On a diagonal lattice with open boundaries represented in fig. 4 choose the time in vertical direction. The




Figure 4: The one layer transfer matrices X and Y represented on a diagonal lattice of width 6.
EndOSp(R|2S ) V⊗L denote a transfer matrix acting nontrivially only at vertex i according to eq. (3.3). From the
figure it is clear that odd and even times are inequivalent. The transfer matrix T , propagating one step forward








schematically shown in fig. 4.
The simplest way to define a partition function that depends on the whole spectrum of the transfer matrix
T is by taking the trace of T at a certain power β. Selecting other boundary conditions with some nontrivial
symmetry generally amounts to restricting the whole space of states of the model to a subspace compatible with
the symmetry of chosen boundary conditions. What exactly we mean by “symmetry of boundary conditions”
will be explained later in sec. 3.3. For the moment let us just say that it is convenient to consider a more general
class of boundary conditions, called quasiperiodic, in which T β is “twisted” by the action of an element D of the
supergroup. Define the quasiperiodic partition function to be
ZD = strV⊗L D⊗LT β. (3.5)
We must take the supertrace in eq. (3.5) if we want the quasiperiodic partition function to be well defined. For
instance, when D = J2 we get the usual trace partition function and when D equals to the identity matrix we get
the supertrace partition function.
Note that because D is a supermatrix, the tensor product in D⊗L has to be graded, that is





= (−1)g(k)(g( j)+g(l))DikD jl
After inserting the local transfer matrix from eq. (3.3) in eq. (3.4) and expanding the transfer matrix T , the
quasiperiodic partition function reads as a sum of weighted products of Ei’s and Pi’s. Such linearly independent
products must be considered as words of a transfer matrix algebra, while intertwiners Ei and Pi are generators
of this algebra. In the next section we identify this algebra as a representation of the Brauer algebra.
3.2 The Brauer algebra
For an abstract introduction to the Brauer algebra see ref. [13, 14] while in the context of osp(R|2S ) centralizer
algebra see ref. [15]. We collect in this section some well known facts about the Brauer algebra we shall use in
the next sections.
Let Ei and Pi, i = 1, . . . , L act nontrivially as E and P in eq. (3.2) only at the sites Vi ⊗ Vi+1 of V⊗L. One can
check that for Pi and Ei so defined the following relations hold:
P2i = 1, E
2
i = NEi, EiPi = PiEi = Ei, (3.6)
PiP j = P jPi, EiE j = E jEi, EiP j = E jPi,
PiPi±1Pi = Pi±1PiPi±1, EiEi±1Ei = Ei,
PiEi±1Ei = Pi±1Ei, EiEi±1Pi = EiPi±1.
In the second line of these relations i and j are supposed to be nonadjacent sites.
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Figure 5: The graphical representation of the word P5P3E1P2 in B6(N).
1 11 LLL i i i + 1i + 1
I Ei Pi
Figure 6: Graphical representation of generators I, Ei and Pi.
Relations (3.6) (is one of the many ways to) define the BL(N) Brauer algebra (also denoted sometimes by the
names of braid-monoid algebra or degenerate Birman-Wenzel-Murakami algebra [16, 17, 18]). Note that this
algebra depends on a single, generally complex, parameter N, and contains the maybe more familiar Temperley
Lieb algebra, generated by Ei’s alone, and the symmetric group algebra, generated by Pi alone.
For N fixed and L big enough, the OSp(R|2S ) spin models provide highly unfaithful representations of the
Brauer algebra BL(N). This is because, in V⊗L, the generators Pi and Ei satisfy additional higher order relations
R on top of (3.6).5 For a simple example, consider the O(2) spin model on a lattice of width 3. The projector
onto the antisymmetric tensor of rank 3 is zero, thus, R contains the additional relation 1 + P1P2 + P2P1 =
P1 + P2 + P1P2P1. Our spin models in general provide representations of the quotient algebras BL(N)/R. The
set of relations R can be explicitly described for S = 0, see [19, 20] and references therein, and we have little to
say about the case S > 0.
The first step in understanding the spectrum of the transfer matrix T brings up the question of BL(N) ir-
reducible representations, and of their multiplicities in T for a particular choice of R and S . This leads us to
discussing some results about the representation theory of the Brauer algebra.
The most natural representation to begin with is the adjoint representation. It admits a diagrammatic repre-
sentation in terms of graphs on 2L points in which every vertex has degree 1. Usually one orders the 2L points
on two horizontal parallel lines as shown in fig. 5. Let BL denote the vector space spanned on the (2L−1)!! such
diagrams.
The product d1 ∗ d2 of two diagrams d1 and d2 is performed by putting d1 on top of d2 and replacing each
of the loops in the resulting diagram with N. Define diagrammatically the identity I and the generators Ei, Pi
as represented in fig. 6. One can check that the graphical representation of generators with the multiplication ∗
of diagrams satisfy all of the eqs. (3.6). The left action of generators on BL via the multiplication ∗ of diagrams
provide the adjoint representation of BL(N).
From the graphical representation we see that BL has a series of invariant subspaces BL = BLL ⊃ BL−2L ⊃· · · ⊃ BτL, where BmL is spanned on diagrams with fewer than m vertical lines and τ = L mod 2. The vector
space spanned on diagrams with exactly m vertical lines may be defined as a BL(N) module by the coset B′mL =
BmL /B
m−2
L . The left action of BL(N) on this modules may be seen as a modified multiplication ∗m of diagrams
d1 ∗m d2 =
d1 ∗ d2, if it has m vertical lines0, otherwise
Under the left action of the algebra the position of horizontal lines in the bottom of a diagram does not
change. For a given configuration of the horizontal lines in the top of a diagram and a given pattern of intersec-
tions of vertical lines there are (L − m − 1)!!CmL possibilities of choosing the configuration of horizontal lines in
the bottom of the diagram. This simply means that B′mL decomposes into a direct sum of (L −m − 1)!!CmL equiv-
alent modules. The coset representative B′′mL of these equivalent left modules is spanned on m!(L − m − 1)!!CmL
graphs on L points with every vertex having degree 0 or 1 and a labeling with numbers 1, . . . ,m of free vertices.
5This situation is similar to what happens for models with SL(N) symmetry in the fundamental representation, and corresponding
quotients of the Hecke algebra.
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Figure 7: The top of the diagram represented in fig. 5. The labeling permutation is (2, 1, 4, 3).
An example of such a labeled graph is shown in fig. 7. If the labellings are omitted the resulting graph is called
a partial diagram.
The labeling of the m free points of a labeled graph is a permutation π in the symmetric group Sym(m). The
labeled graphs will provide a representation of the Brauer algebra, which is irreducible for generic values of N,
if we take the labellings π in an irreducible representation of Sym(m). We call such representations generically
irreducible. Let µ be a partition of m, which we write as µ ⊢ m. In a more algebraic language the definition of
generically irreducible left modules translates to
∆L(µ) := B′′mL ⊗Sym(m) S (µ), µ ⊢ m, (3.7)
where S (µ) is an irreducible Sym(m) module. In view of later numerical analysis we give below a basis in ∆L(µ)
and describe the action of BL(N) on this basis.
Let p ⊗ π denote the labeling of a partial diagram p with the permutation π, v1, . . . , v fµ be a set of basis
vectors in S (µ) and ρµ(σ) be the matrix of the permutation σ in the representation ρµ. A natural basis in ∆L(µ)
is given by all pairs p ⊗ vi. The action of a diagram d ∈ BL(N) on a basis vector is
d · p ⊗ vi =
d ∗m p ⊗ ρµ(σ−1)vi, if d ∗ p has m free points0, otherwise, (3.8)
where σ is the labeling of d ∗ g and g is the partial diagram p labeled with the identity permutation. The
dimensions dµ of ∆L(µ) is fµ(L − m − 1)!!CmL .
In simple words, a generically irreducible module is a span on graphs on L points, obtained by choosing m
points among L, pairing all the others (this gives the multiplicity (L − m − 1)!! since intersections are allowed),
choosing for the m unpaired ones a representation of the permutation group and setting to zero the action of any
Brauer diagram that reduces the number m of unpaired points.
The generically irreducible representations labeled by µ ⊢ L − 2k, k = 0, . . . , [L/2] appear in the decompo-
sition of the adjoint representation with multiplicity given by their dimension dµ when BL(N) is semisimple.
Let us conclude with a few words about the reducibility of generically irreducible modules ∆L(µ). For integer
N and a number of strings L > N the Brauer algebra is not semisimple and, as a consequence, certain of the
modules ∆L(µ) become reducible, though they remain indecomposable.6 The irreducible components appearing
in such reducible modules ∆L(µ) are far from being understood (the situation is much worse than in the case of
the nonsemisimple Temperley Lieb algebra [21, 22]). Numerical computations based on the diagonalization of
the transfer matrix in the diagrammatic representation of BL(N) restricted to ∆L(µ) decreases in efficiency very
fast with increasing L, compared to the ideal case where the transfer matrix is restricted to an irreps of BL(N).
This is because for big L and µ fixed the number of irreducible components in ∆L(µ) “goes wild” and there are
a lot of “accidental degeneracies” in the spectrum of the transfer matrix restricted to ∆L(µ).
However, a significant progress in this direction has been recently made in [23, 24]. Let us note that, as
described in [23], the content of (at least some) ∆L(µ)’s can be computed by repeated applications of Frobe-
nius reciprocity applied to the short exact sequence of [14] describing the structure of the induced modules
BL+1(N) ⊗BL(N) ∆L(µ).
In the end we recall the basic results for the Temperley Lieb algebra, to allow a quick comparison with
Brauer. Temperley Lieb algebra diagrams are a subset of Brauer algebra diagrams subject to the constraint that
no intersections between edges are allowed. The dimension of the algebra is given by the Catalan numbers
(2L)!/L!(L + 1)!. The main line of reasoning for finding generically irreducible modules follows the same way,
except there is no available action of the symmetric group on vertical lines. Therefore, the analogue of the
labeled graphs will be the partial diagrams, in which no free points may be trapped inside an edge. The number
6We adopt here the physicist’s habit of calling indecomposable a module which is reducible though not fully reducible. Therefore the





Figure 8: Possible vertex of interactions in the loop model.
of such graphs is CnL−1 −Cn−2L−1, where n = (L−m)/2 is the number of edges. The generically irreducible modules
DL(m) are parametrized by the number m = L, L − 2, . . . of free points in the graphs.
The presented facts about the Brauer algebra should be enough to understand the loop gas reformulation of
OSp(R|2S ) spin model, which we give in the next section.
3.3 Loop reformulation of OSp(R|2S ) spin models: the algebraic point of view
The emergence of dense intersecting loops becomes transparent if we take the local transfer matrices in the
adjoint representation of the Brauer algebra. This simply amounts to replacing in eq. (3.3) the generators I, Ei
and Pi defined by eq. (3.2) with the diagrams in fig. 6. The adjoint local transfer matrix is represented in fig. 8.
We now define a loop model on a diagonal lattice represented in fig. 4, with reflecting boundaries on the
left and right (ie, free boundary conditions in the space direction) and identified boundaries on the top and
bottom (quasiperiodic boundary conditions in the time direction.) The states of this model are coverings of the
lattice with dense intersecting loops. Dense means that every edge on the lattice necessarily belongs to a loop.
Avoiding loop vertices have weight 1 and intersections come with weight w. There are two possible ways for
a line to close in a loop. The first one comes from the graphical representation of the relation E2 = NE in
fig. 9. We call such loops bulk loops. Clearly the fugacity of bulk loops is fixed to N by the Brauer algebra. The
second possibility is that the ends of the line close in the identified points of the top and bottom boundaries of
the lattice. We call such loops cycles. The boundary condition we consider have an annulus geometry and, thus,
a cycle can be either contractible or uncontractible. The fugacity of cycles is not fixed by the algebra. In fact,
as we explain below, this is exactly the degree of freedom allowing for multiple mappings from the OSp(R|2S )
spin models with R − 2S = N fixed and the dense intersecting loop model with fugacity N for loops.
We start by evaluating the trace trV⊗L d of a diagram d in the spin representation and then we generalize the
result for quasiperiodic boundary conditions given by strV⊗L D⊗Ld. We follow the same line of reasoning as in
[13].
A cycle in a diagram d is the subgraph on the set of points belonging to a loop if we identify its top and
bottom vertices. By an abuse of language we call the corresponding loop also cycle. If we put a diagram d1 to
the left of a diagram d2 we get a new diagram which we denote d1 ⊗ d2. Let c1, . . . , cl be the cycles in d. We can
separate them by permuting the top and bottom vertices of d with the same permutation π
π ∗ d ∗ π−1 = c1 ⊗ · · · ⊗ cl.
Thus the trace of a diagram depends only on the weights of cycles
trV⊗L d = tr c1 . . . tr cl.
More than that, the weight of a cycle depends only on how many times it winds the annulus.
Indeed, if a cycle on 2m points has no horizontal lines, then, by applying the same permutation to the top
and bottom vertices we can bring it to the cycle P1 . . . Pm−1. This is because permutations with one cycle are
conjugate in Sym(m).
If a cycle c has a horizontal edge between the first and the second vertex in the top then it has the same




tr E1 ∗ c = 1N tr c ∗ E1 =
1
N
tr E1 ⊗ c′ = tr c′. (3.9)
If we compare the c on the left with c′ on the right it is clear that, in the end of the iterative application of
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= N
Figure 9: Emergence of bulk loops.
Figure 10: Contraction of a cycle on an annulus. The broken vertical lines connect the dots “behind” the annulus.
eq. (3.9), the final cycle can be interpreted as being the initial cycle c maximally contracted on the annulus as
represented in fig. 3.3
In the end, the only weights we need to compute explicitly are that of the cycles E and P1 . . . Pm−1
trV⊗2 E = Ji1i2 Ji1i2 = N
trV⊗m P1 . . . Pm−1 = (−1)g(i1)(g(i2)+···+g(im))δi1=···=im = R + (−1)m+12S .
For boundary conditions twisted by the matrix D ∈ OSp(R|2S ) the generalized weights are computed to be
strV⊗2 D⊗2E = N
strV⊗m D⊗mP1 . . . Pm−1 = str Dm. (3.10)
In the fundamental representation, every supermatrix D is diagonalizable. The diagonal form of D ∈
OSp+(R|2S ) in the fundamental representation is determined by exponentiating elementary weights ǫi and δ j
introduced in sec. A.1. Thus, D restricted to V0 has eigenvalues x1, x−11 , . . . , xr, x−1r , (xr+1 = 1) and restricted to
V1 has eigenvalues y1, y−11 , . . . , yS , y
−1
S . The braces in (xr+1) mean that xr+1 appears for odd R only. Eq. (3.10)


















For D ∈ OSp−(R|2S ) only the eigenvalues in V0 change with respect to the previous case. There are of the form
x1, x
−1
1 , x2, x
−1
2 , . . . , xr, x
−1



































To summarize the basic results in this section, let G be a dense loop covering of the lattice, I be the number
of intersections, B be the number of bulk loops, C be the number of contractible loops (cycles) and E(O) be the
number of loops winding the annulus an even(odd) number of times.
On the annulus the trace partition function (which would correspond to antiperiodic boundary conditions in
the (imaginary) time direction) of the OSp(R|2S ) spin model may be reformulated as a dense intersecting loop




wI NB+C+E(R + 2S )O. (3.12)
We see that it does depend on R, S separately and not only on N.






where L = B + C + E + O is the total number of “loops” and, since it depends on N only, is the same as for
the O(N) model. One can say that taking the supertrace in the partition function is equivalent to restricting the
OSp(R|2S ) supersymmetry of the spin model to a, smaller, O(N) symmetry.
Denote the spectrum of the transfer matrix of the OSp(R|2S ) spin model by ΣS (N). We have the following
important inclusion property
Σ0(N) ⊂ Σ1(N) ⊂ Σ2(N) ⊂ . . . . (3.13)
The only difference between the OSp(R|2S ) and OSp(R−2|2S −2) quasiperiodic partition functions is the weight
of uncontractible cycles. For D ∈ OSp(R|2S ) a matrix with eigenvalues xi = 1 and y j = −1, except y1 = 1, the
weight of uncontractible cycles is, according to eq. (3.11) either N or R + 2S − 4. Notice that these are exactly
the weights of uncontractible cycles in the trace partition function for the OSp(R − 2|2S − 2) spin model, which
proves eq. (3.13).
We will use the inclusion property (3.13) in the next section to derive some information about the indecom-
posable representations of OSp(R|2S ) appearing in the decomposition of V⊗L.
4 Decomposition of V⊗L
The general idea advocated in [7] is that there is a deep relationship between the decomposition of the lattice
Hilbert space in terms of representations of the symmetry (here an orthosymplectic Lie algebra) and its commu-
tant (here the Brauer algebra), and the corresponding decomposition in the continuum limit. In this limit, the
commutant algebra is expected to become the chiral algebra of the conformal field theory. A detailed analysis of
how the representations of this commutant algebra in the lattice model mix due to indecomposability gives pre-
cious indications of the way representations of the chiral algebra mix in the logarithmic conformal field theory.
The discussion below offers such an analysis, which is used extensively in the next paper. The reader interested
only in the result can go directly to the summary at the end of the last subsection.
Another interesting question in dealing with supergroups is how the different possibilities afforded by super-
symmetry (that is, with the same difference between the number of bosons and fermions) give rise to different
theories when the number of bosons increases. While this increase obviously adds observables, there seems to
be a clear pattern to the kind of representations these observables live in - roughly, into projectives. This more
technical aspect is also discussed below and in the conclusion (but can be skipped at first reading).
4.1 General results
Assume the transfer matrix be a generic element of BL(N). The action of BL(N) on the tensor space V⊗L was
defined in the beginning of sec. 3.2. The complete picture of the reducibility of the transfer matrix can be





where mλ denotes the multiplicity of isomorphic indecomposable BL(N) modules IBL(λ) (it does not depend on
L), and the set YL(S ) is defined implicitly by the formula, and will be defined explicitly below. We remind the
reader that V⊗L is not necessarily a semisimple BL(N) module if L > N, so the modules IBL(λ) appearing on
the rhs of eq. (4.1) can be reducible.
The question of computing degeneracies of eigenvalues of the spin transfer matrix is easier to treat by looking
at the centralizer Z := EndBL(N) V⊗L, which acts on V⊗L from the left if one consider BL(N) acting from the right.







will give the desired degeneracies. This is due to the fact that nµL are dimensions of simple BL(N) modules BL(µ)
appearing as constituents of IBL(λ) in eq. (4.1), while mλ are dimensions of simple G modules G(λ) appearing
as constituents of IG(µ) in eq. (4.2). Taking the character of both eqs. (4.1,4.2) one can see that the number
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b(λ, µ) of irreducible components BL(µ) in IBL(λ) is equal to the number g(µ, λ) of irreducible components G(λ)
in IG(µ).
Because the action of osp(R|2S ) commutes with BL(N) we have that osp(R|2S ) ⊂ Z. However, when V⊗L is
semisimple it follows from the Wedderburn decomposition theorem that Z ≃ Z2 × osp(R|2S ). In the following
we suppose that there is still a Schur duality between osp(R|2S ) and the quotient of BL(N) faithfully represented
on V⊗L. This allows us to give an algorithm to compute the lhs of eqs. (4.1,4.2) for small tensor powers L and
get some intuition about the general structure of IBL(λ) and IG(µ).
The set of partitions XL = { µ ⊢ L − 2k | k = 0, . . . , [L/2] } labels BL(N) irreps, while XL(S ) ⊂ XL selects
those of them which do realize on the tensor space V⊗L. Denote by J(S ) ⊂ BL(N) the double sided ideal defined
by V⊗L · J(S ) = 0. The annihilator J(0) is diagrammatically described in [20]. Under the homomorphism ρ :
BL(N) → BL(N) /J(S ), the indecomposable modules ∆L(µ) give rise to induced modules δL(µ) = ∆L(µ) /J(S ) ·
∆L(µ). Clearly, δL(µ) is a tensor representation and can be generated by trace substraction and symmetrization
as
V⊗LTL−2keµEL−2k . . . EL−1, (4.3)
where µ ⊢ L − 2k, TL−2k ∈ BL(N) extracts all the traces from the tensor space V⊗L−2k and eµ acts nontrivially
only on V⊗L−2k as a Young symmetrizer. The double sided ideal J(S ) is completely characterized by the set of
weights XL(S ) = { µ ∈ XL | J(S )·BL(µ) = 0 }. Note that XL(S ) ⊂ XL+2k(S ), k ≥ 1. The surviving indecomposable
tensor modules δL(µ) are given by ∆L(µ) with irreducible components BL(ν), ν < XL(S ) removed. The quotient
BL(N)/J(S ) can be carried out by imposing the vanishing of all words Wµ := TL−2keµ ∈ BL(N) with µ ∈
XL/XL(S ). It is useful to notice that not all of these conditions are independent and as one can see from eq. (4.3)
Wµ = 0 ⇒ Wν = 0 if µ ⊂ λ.
As discussed in sec. A.1 and A.2, the osp(R|2S ) irreducible components of IG(µ) are indexed (up to an
equivalence under the action of the outer automorphism τ induced by the symmetry of the Dynkin diagram of
osp(R|2S ) when R even) by the set HL(S ) = { λ ∈ XL(S ) | λr+1 ≤ S } of hook shape partitions. Representing
the supergroup as a semidirect product OSp(R|2S ) = Z2 × OSp+(R|2S ), the elements of YL(S ) naturally acquire
the structure of a couple of the form 1 × λ or ε × λ if λS < r and τ × λ if λS ≥ r, where 1, ε, τ are the trivial,
alternating (superdeterminant) and two dimensional representations of Z2 = OSp(R|2S )/OSp+(R|2S ). Thus,
every λ ∈ HL(S ) gives rise to two OSp(R|2S ) inequivalent irreps with highest weights λ := 1 × λ and the
associate λ∗ := ε × λ if λS < r and a single self-associate irreps of highest weight λ = λ∗ := τ × λ if λS ≥ r.
For typical λ ∈ HL(S ), one can realize the OSp(R|2S ) irreps λ, λ∗ on tensors TL(λ),TL(λ∗) and describe their
symmetry by some Young tableaux. As discussed in details in sec. B, the Young tableau corresponding to TL(λ∗)
can be constructed by adding a border strip to the Young tableau of shape λ corresponding to TL(λ). Ultimately,
this is justified by the fact that eq. (4.5,4.6) gives the right characters for TL(λ),TL(λ∗) and that they coincide
up to sdet D. Although atypical representations cannot be realized as tensor representations we represent the
associate weight λ∗ of an atypical weight λ by a Young tableau such that λ∗/λ is a skew partition described in
sec. B and sec. C.
The idea is to exploit the fact that the characters of indecomposable modules ∆L(µ), given in [13], do not
depend on the semisimplicity of BL(N). This and some properties of generalized Schur functions, which are





is true even for all L. Here χ′µ(d) is the character of d ∈ BL(N) in the representation provided by ∆L(µ). The
functions scµ(D) are polynomials in the eigenvalues of D ∈ OSp(R|2S ), which where introduced for the first












sdet(1 − zD) , (4.5)
and
scµ(D) = 12 det
(
scµ j−i− j+2(D) + scµ j+i− j(D)
)
. (4.6)
For L ≤ N the Brauer algebra BL(N) is semisimple and J = 0. Consequently, ∆L(µ) are irreducible and
XL = XL(S ). Because of the commuting actions of OSp(R|2S ) and BL(N) one can naturally consider V⊗L as a
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OSp(R|2S )-BL(N)-bimodule, with OSp(R|2S ) acting from the left and BL(N) from the right. Then, eq. (4.4) can




G(µ) ⊗ ∆L(µ), L ≤ N (4.7)
with scµ being actual characters of tensor irreducible modules G(µ) as shown in [15].
For R, S such that L > N, the polynomials scµ cannot generally be interpreted as the character of some
OSp(R|2S ) representation. As we have seen in sec. 3.3, strV⊗L D⊗Ld can be brought to the form Nh ∏m strV Dm
and eq. (4.4) is not more then a simple equality between two polynomials in eigenvalues of D. Moreover, the
two eqs. (4.2,4.4) are still compatible, even if there are much more elements in XL then in XL(S ). This is possible
because scµ are not functionally independent when L > N. Then, for µ < YL(S ) the polynomials scµ can be





given in [26] and discussed in details in sec. C.
The fundamental eq. (4.4) is useful for small widths L, when it is possible to compute the number b′(µ, ν)
of irreducible components BL(ν) in ∆L(µ) either by repeated applications Frobenius reciprocity, as explained in
[23], or by numerically diagonalizing the transfer matrix of sec. (3.1) in the adjoint representation of BL(N) and
detecting the “accidental degeneracies” in its spectrum. Indeed, from the explicit definition (3.7) it is clear how
to restrict the adjoint transfer matrix to indecomposable modules ∆L(µ). After we described in details the action
of generators on the basis of ∆L(µ) in sec. 3.2, the algorithm of a numerical diagonalization is straightforward.
The information about the structure of ∆L(µ) and the modification rules in eq. (4.8) can now be used to bring





a(ν, λ)b′(ν, µ)scλ(D)χµ(d). (4.9)
We see that µ ∈ XL(S ) iff 7 there is at least one λ ∈ YL(S ) such that ∑ν a(ν, λ)b(ν, µ) , 0. To determine g(µ, λ)
one has to decompose the factor of χµ in eq. (4.9) as a sum of OSp(R|2S ) irreducible characters, which are
explicitly known, as far as we know, only for OSp(3|2) and OSp(4|2). Given the huge order of the set of weights
XL, it may seem that calculations according to eq. (4.9) are extremely cumbersome already for small L. The
simplifying point is that a(ν, λ) (or b′(ν, µ)) is non zero only if both weights are in the same equivalence class
of YL(S ) (or XL(S )). The splitting of YL(S ) (or XL(S )) into equivalence classes, called blocks and described in
details in sec. B, is with respect to an equivalence relation between irreducible components of indecomposable
OSp(R|2S ) (or BL(N)) modules.
An important consequence of the fact that OSp(R|2S ) supertrace partition functions depends only on the
O(N) part of the spectrum is the vanishing of the superdimension sdimIG(µ) = 0 for all indecomposable
modules with µ < XL(0). A more restrictive criterion for IG(µ) supercharacters deriving from the full inclusion
sequence in eq. (3.13) can be derived by taking a matrix D with eigenvalues x1 = y1 and xi , y j for i = 1 . . . , r,
j = 1, . . . , S . Then, it can be seen from eqs. (3.11,3.12) or eqs. (4.5,4.6,4.4) that any OSp(R|2S ) quasiperiodic
partition function will also be an OSp(R− 2|2S − 2) quasiperiodic partition function. As a consequence XL(0) ⊂
XL(1) ⊂ · · · ⊂ XL(S ) and the supercharacters of IG(µ) vanish when µ ∈ XL(S )/XL(S−1) and D can be embedded
in OSp(R − 2|2S − 2).
For S = 0 the modules V⊗L is semisimple. Therefore rad BL(L) ⊂ J(0). On the other hand, if S is big enough
J(S ) = 0. It could be interesting to understand the relation between the sequence J(0) ⊃ J(1) ⊃ · · · ⊃ J(S ) = 0
and the filtration of BL(N) by its radical rad BL(N) ⊃ rad2 BL(N) ⊃ · · · ⊃ 0.
Observe that a filtration similar to that of XL(S ) is available on YL(S ) by the degree of atypicality of its
elements. In fact, we explain in sec. B of the appendix how the weights in a block of XL(S ) or YL(S ) can be
organized by the number of removable balanced continuous border strips in the corresponding Young tableau.
This number can be interpreted as the degree of atypicality when the corresponding partition represents an
OSp(R|2S ) weight.
7Although scλ, λ ∈ HL(S ) are not irreducible osp(R|2S ) characters, one can still use them as a basis for representing the character of any
representation.
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4.2 O(2) spin model
Let V be a two dimensional vector space endowed with an action of O(2,R). The action of O(2) on the tensor
space V⊗L is
D · V⊗L = DV ⊗ · · · ⊗ DV︸             ︷︷             ︸
L
, D ∈ O(2).
BL(2) acts according to the following definition of generators Ei, Pi
Ei = 12 ⊗ · · · ⊗ 12︸         ︷︷         ︸
i−1
⊗ E ⊗ 12 ⊗ · · · ⊗ 12
Pi = 12 ⊗ · · · ⊗ 12︸         ︷︷         ︸
i−1
⊗ P ⊗ 12 ⊗ · · · ⊗ 12,
where P, E have the following representation on V⊗2
P =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 , E =

0 0 0 0
0 1 1 0
0 1 1 0
0 0 0 0
 . (4.10)
(note that E differs in some essential way from the projection operator onto the singlet representation in the




G(µ) ⊗ BL(µ). (4.11)
Here
XL(0) is composed of partitions µ0 = ∅, µ0∗ = 12, and µk = k, k ≥ 1.
The tensor representations G(µk) are irreducible with dimensions dim G(µk) = 1, k = 0, 0∗ and dim G(µk) =
2, k ≥ 2. The representation G(µ0) is the trivial one and G(µ0∗) is the associate one dimensional det D repre-
sentation. At the restriction to SO(2) ≃ U(1) the representations G(µ0) and G(µ0∗ ) become equivalent, while
G(µk), k ≥ 1 splits into two nonequivalent one dimensional representations e±ikφ where φ is the U(1) angle.
The BL(2) representations BL(µ) are irreducible as well and are constructed by acting with BL(2) on the tensor
module in eq. (4.3). The dimensions of simple modules BL(µk) are easily computed by looking at the first row
of CL, where C is the fusion matrix
G(µk) ⊗ V ≃
⊕
Ck,lG(µl) (4.12)
described by a DL type Dynkin diagram with labeling of the nodes shown in fig. 11. It is not hard to solve the
recurrence relations satisfied by d(L, k) := dim BL(µk)
d(L + 1, 0) = d(L + 1, 0∗) = d(L, 1),
d(L + 1, 1) = 2d(L, 0) + d(L, 2),
d(L + 1, k) = d(L, k + 1) + d(L, k − 1), k ≥ 2
and get that d(L, k) = C[L/2]+kL except the case when L is even and k = 0 for which d(L, 0) = d(L, 0∗) = CL/2L /2.
These are, as expected, the number of eigenvalues of the transfer matrix for the 6 vertex model in the sector of
spin sz = k/2.
We are interested in giving an algebraic description of the 6 vertex model transfer matrix algebra. In other
words we want to identify the Brauer algebra annihilator J := J(0) of V⊗L and carry out the quotient BL(2)/J.
All the BL(2) weights λ ∈ XL such that µk ⊂ λ satisfy either ν0 = 13 ⊆ λ or ν1 = 21 ⊆ λ. Thus, it is enough
to consider L = 3 and impose the vanishing of the double sided ideal of the word W0,W1 ∈ BL(2) projecting
onto ∆3(νi), i = 0, 1. As explained in the beginning of the previous section Wi = T3eνi , where T3 extracts all the





Figure 11: Edges in the graph represents nonzero elements of the fusion matrix C.
The projector T3 can be found by looking at the form of an arbitrary tensor Gi jk after extracting all of its
traces
















T3 =1 − 14
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3E2 − E1E2 − P1E2
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and clearly T3E1 = T3E2 = T3P1E2P1 = 0.
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are the projectors onto the standard Young tableau T1 = [12, 3] and T2 = [13, 2]. The two orthogonal projectors
eT1 and eT2 are independent only if we restrict to the right BL(2) action. In fact, the left ideal of the word W1 = 0
is the same as the double sided ideal of the word T3eT1 = 0.
The condition W0 = 0 gives the following restriction
1 + P1P2 + P2P1 = P1 + P2 + P1P2P1 (4.13)
on generators P1, P2. Putting Pi = 1−Qi, i = 1, 2 one can see that eq. (4.13) implies that Qi are Temperley Lieb
operators with Q2i = 2Qi. There are no more restrictions that can be drawn from the conditions W0 = 0, because
W0 is a one dimensional projector.
Before exploring the next vanishing condition let us revise the the defining relations of BL(2) given in
eq. (3.6)
EiPi = PiEi = Ei ⇒ QiEi = EiQi = 0 (4.14)
PiPi+1Ei = Ei+1Ei ⇒ QiQi+1Ei = Ei+1Ei + Qi+1Ei − Ei (4.15)
Ei+1PiPi+1 = Ei+1Ei ⇒ Ei+1QiQi+1 = Ei+1Ei + Ei+1Qi − Ei+1, (4.16)
which imply
EiQi±1Ei = Ei (4.17)
QiQi+1Ei = QiEi+1Ei (4.18)
Observe that although the algebra has now two Temperley Lieb operators their role is not symmetric yet at this
stage.
Next, the condition T3eT1 = 0 implies
1 + P1 − P1P2P1 − P1P2 = 2E1 + E2 − E1E2 − 2E2E1 − E1P2 + E2P1
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which after inserting Pi = 1 − Qi with the help of eqs. (4.15,4.18) becomes
Q1 + 2Q2 − Q2Q1 − 2Q1Q2 = E1 + 2E2 − 2E2E1 − E1E2 + E1Q2 − E2Q1. (4.19)
Multiplying eq. (4.19) by Q2 on the right we get:
E2Q1Q2 = E2E1 + E2Q1 − E2 = E1Q2 + Q1Q2 − Q2 = E2E1Q2. (4.20)
which can be used to rewrite eq. (4.19) as
Q1Q2 + Q2Q1 − Q1 − Q2 = E1E2 + E2E1 − E2 − E1. (4.21)
Multiplying by Ei, Qi on the left and on the right of eq. (4.21) and using only the relations between Qi, the
relations between Ei and eq. (4.14) one can get all the eqs. (4.15–4.20) and also
Q1E2E1 = Q1Q2 + Q1E2 − Q1 = E2E1 + Q2E1 − E1 = Q1Q2E1
Q1E2Q1 = Q1
which establish a complete symmetry between Ei and Qi.
The double sided ideal of T3eT1 = 0 is composed of four linearly independent words — two generated by the
left action and other two generated by the right action of BL(2). It is useful to note that after taking the quotient
of B3(2) we are left with 10 independent words instead of 15, which is exactly what we need for the 6 vertex
local transfer matrix.
We give the following abstract definition to the 6 vertex model transfer matrix algebra VL := EndO(2) V⊗L in
term of generators Ei, Qi
E2i = 2Ei, EiEi±1Ei = Ei, Q2i = 2Qi, QiQi±1Qi = Qi (4.22)
EiQi = QiEi = 0 (4.23)
QiQi+1 + Qi+1Qi − Qi − Qi+1 = EiEi+1 + Ei+1Ei − Ei − Ei+1 (4.24)
EiE j = E jEi, QiQ j =Q jQi, EiQ j = Q jEi
|i − j| > 1, i, j = 1, . . . , L − 1
The defining relations are symmetric under the transposition T , which changes the multiplication order,
under the reflection R : Ei → EL−i and under the involution E∗ = Q. Thus, if W = 0 then WT = 0, WR = 0 and
W∗ = 0 is also true for any word W ∈ VL.
Introducing the operators S i = 1 − Ei − Qi, with the property S 2i = 1, one can rewrite eq. (4.20) as
Qi+1 = S iEi+1S i.
Thus, one can eliminate all of the generators Qi, i ≥ 2 and leave only Q1 subject to satisfy
Q1E1 = E1Q1 = 0, Q21 = 2Q1
Q1E2Q1 = Q1, E2Q1E2 = E2 (4.25)
Q1E j = E jQ1, j ≥ 3.
Denote by dL the extension of the ordinary Temperley Lieb algebra, generated by Ei, with the additional
generator Q1 satisfying eqs. (4.25). We see that dL andVL are isomorphic algebras. The graphical interpretation
for the reduced words (products of generators of minimum length) of dL and its relation to the blob algebra and
the Temperley Lieb algebra of type D is discussed [27]. The generators Ei are diagrammatically represented
as usual, whereas Q1 is represented as E1 with each of its horizontal edges marked by an involutive blob as
shown in fig. 12. An unblobbed loop is identified with 2, while a blobbed loop with 0. Thus, we see that dL is a
subalgebra of the blob algebra composed of all planar diagrams on 2L points with an even number of blobbed
edges. The dimension of dL is, as explained in [27], half the dimension of the blob algebra, that is CL2L/2.
There are several important consequences arising from the isomorphism between VL and dL from the point
of view of integrability. First of all, we check that indeed the solution to the Yang-Baxter equation
R1(u)R2(u + v)R1(v) = R2(v)R1(u + v)R2(u) (4.26)
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Q1 == = 0
Figure 12: The generator Q1 is represented as E1 with its horizontal edges marked by a blobbed. The conditions
satisfied by the blob are represented on the right.
provided by the algebra V3 coincides with the well known XXZ spin chain R-matrix.
For that, consider the ansatz R(u) = I + f (u)Q + g(u)E and plug it in eq. (4.26). Choosing as basis set in V3
the 10 words 1, E1, E2, E1E2, E2E1, Q1E2, E2Q1, Q1E2E1, E1E2Q1 we get two independent functional equations
E1 : F( f , g) − F(g, f ) = g′ f − g f ′ + f g′′ − f ′′g (4.27)
E2 : F( f , g) + F(g, f ) = ( f ′′g′ + f ′g′′)( f + g), (4.28)
where F( f , g) = f ′′ + f ′ − f + f ′ f ′′(2 + f + g). The primed functions are evaluated in u, the unprimed in
u + v and the double primed in v. All other words provide the same third equation, which is a consequence of
eqs. (4.27,4.28). The solution to the system of eqs. (4.27,4.28) is
f (u) = sin λ − sin u




g(u) = sin λ + sin u




with an arbitrary constant λ. Taking Q and E in the representation provided by the eq. (4.10) we find the famous
XXZ spin chain R-matrix
RXXZ(u) =

sin(λ − u) 0 0 0
0 sin λ sin u 0
0 sin u sin λ 0
0 0 0 sin(λ − u)
 , ∆ = − cos λ (4.31)
as expected.
Clearly, an integrable system in VL has to be related to an integrable system in dL because of the isomor-
phism of these two algebras. However, the ansatz R(u) = 1 + g(u)E plugged into the eq. (4.26) gives only
the isotropic point (∆ = ±1) solution g(u) = u/(1 − u). The only possibility to give a richer content to the
integrability in dL is by introducing nontrivial boundary conditions. This means that the anisotropy of the XXZ
spin chain can be generated by introducing nontrivial boundary conditions at the isotropic points, an observation
made earlier from a slightly different perspective in [28].
4.3 OSp(4|2) spin model
The representation theory of the superalgebra osp(4|2) is summarized in [29]. As we have already mentioned, all
of osp(4|2) irreducible characters have been computed and indecomposable representations classified. We give
a brief reminder of these results in sec.A.3 and make some remarks, based on the general discussion in sec. A.2,
on the difference between the representation theory of the supergroup OSp(4|2) and its Lie superalgebra.
The tensor space V⊗L, seen as a OSp(4|2) module, can be represented as a direct sum V⊗L = V (0) ⊕ V (1) of a










where PG(λ) is the projective cover of G(λ). This decomposition can be proved by induction on L using two
facts:
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• The tensor product between atypical irreducible representations with highest weights labeled by one row
partitions (see bellow) and V decomposes to 8
G(k) ⊗ V ≃ G(k + 1) ⊕G(k1) ⊕G(k − 1).
This is proved by counting the dimensions on the right/left hand sides and, then, observing that G(k1) is
typical and G(k ± 1), being in different blocks, cannot give rise to indecomposables.
• The tensor product of a projective module with any other module is projective, thus, decomposing to a
direct sum of projectives.
In the following we use the fundamental eqs. (4.4,4.9) to decompose V⊗L as a Z = EndBL(2) V⊗L module and
verify the assumption that Z = Z2 × osp(4|2) by comparing the result to eqs. (4.32,4.33).
The conditions of atypicality for a osp(4|2) weight λ are given in sec. A.3. In the partition notation we adopt,
these are equivalent to
λ′1 = 1 or λ1 + 1 = λ
′
1 or λ2 = λ
′
1.
Typical weights satisfy none of atypicality conditions listed above. Note that typical representations are ir-
reducible, have vanishing superdimension, and are simultaneously projective and injective. This means they
cannot be a constituents of any other osp(4|2) representations without being a direct summand. One can say
they are “their own blocks”.
The supercharacters of associate OSp(4|2) irreps λ, λ∗ satisfy schλ∗(D) = sdet D schλ(D). For typical weights,
the polynomials scλ give the right OSp(4|2) irreducible character. Because of the modification rules, see sec. C,
it is possible to define a partition λmod such that scλmod (D) = sdet(D)scλ(D). Therefore, it is convenient to identify
the associate weight λ∗ = ε×λ with the partition λmod. The Young tableau of λ∗ can be constructed by replacing
the orthogonal part of the Young tableau of λ by its associate, that is by putting (λ∗)′2 = 4 − λ′2 and leaving all
other columns unchanged. For instance (14)∗ = 24. Exceptions are the typical weights λ such that λ′1 < 4 − λ′2.
The only such weights are λ = 13, 21 or l1, l ≥ 3 and we put (13)∗ = 323, (21)∗ = 3221 and (l1)∗ = l32, l ≥ 3.
The atypical OSp(4|2) weights can be labeled by two integers k and l, where k denotes the isomorphism
class, also called block.
In the partition notation, the block k = 0 is composed of weights λ0,0 = ∅, λ0,1 = (12)∗ := 3222 and
λ0,l = (l1l)∗ := l221l−1, l ≥ 2. The associate block k = 0∗ is composed of weights λ0∗,0 = 12 and λ0∗,1 = (∅)∗ :=
34, λ0∗,l = λ∗0,l = l1
l, l ≥ 2.
The self associate blocks k ≥ 1 are composed of weights λk,0 = k, λk,1 = k∗ := k32 (332 for k = 1 and 331 for
k = 2), λk,l = λ∗k,l = kl1l−2 for 2 ≤ l ≤ k and λk,l = λ∗k,l = l(k + 1)1l−1 for l ≥ k + 1.
With the given notation for associate weights one can check with the help of [29] the following decomposi-
tion of polynomials scλk,l as a sum of OSp(4|2) supercharacters sch
scλk,0 = schλk,0 , scλk,1 = − schλk,3 + schλk,1 , scλk,2 = schλk,2 + schλk,0 , (4.34)
scλk,l = schλk,l + schλk,l−1 +(−1)l−1 schλk,1 , l ≥ 2.
This is done in two steps. First one show that eqs. (4.34) hold for a supermatrix D with sdet D = 1.9 At this step is
yet impossible to distinguish between associate representations. In order to do so, one has to explicitly construct
the elements of the enveloping Lie superalgebra connecting the maximal vectors of irreducible components of
indecomposable highest weight modules and, then, look at their symmetry under the outer automorphism τ. See
sec. A.3 for details.
We have just listed all the elements of YL(1). Eq. (4.34) is a bijection between schλ and scλ. As a con-
sequence, OSp(4|2) and BL(2) weights can be labeled by the same set YL(1) = XL(1) in the partition notation
we have adopted. This is supporting the assumption that there is some sort of exact equivalence between the
category of OSp(4|2) and BL(2) modules on V⊗L. Bellow all the weights are partitions and, to avoid confusion,
we write λ ∈ YL(1) if λ is considered as a OSp(4|2) weight and λ ∈ XL(1) if it is considered as a BL(2) weight.
8Modulo irreps labeled by λ < YL(0), this decomposition provides the same fusion matrix as eq. 4.12. Thus, YL(0) multiplicities in V⊗L4|2
are the same as those in V⊗L2|0 . Rather then a coincidence, this is a direct manifestation of the algebra inclusion EndOSp(4|2) V
⊗L
4|2 ⊃ EndO(2) V⊗L2|0
at the level of dimensions of irreps.
9To compare with [29] one has to take the eigenvalues of D of the form e±ǫ1 , e±ǫ2±ǫ3
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λk,0 λk,2 λk,3 λk,4 λk,5
λk,1 νk
Figure 13: Two weights λk,l and λk,l′,l are connected by a continuous line iff λk,l ⊂ λk,l′ and there is no other
weight between them. The weight λk,l is connected to λk,l′ by a dotted arrow iff ∆L(λk,l) has an irreducible
component B(λk,l′ ). Its multiplicity is always one.
Let us show that the terms in eq. (4.4) with λ < YL(1) do not actually contribute to strV⊗L D⊗Ld. First note
that if χλ cancels out from eq. (4.4) then certainly δL(λ) in eq. (4.3) is a trivial module. Therefore any module
δL(ν) will also be trivial if λ ⊂ ν. Second, if χλ does not contribute to eq. (4.4) when λ ⊢ L then it does not
contribute to it for any L. Thus, it is enough to prove for every k that the weights just greater (by inclusion) then
λk,l do not contribute to eq. (4.4) when the are allowed for the first time to appear.
Let λ ∈ YL(1) be a typical (associate) weight. Then, as we show in sec. B, λ ∈ XL(1) is a minimal partition
(with respect to the inclusion in its block). There will be a unique weight ν < YL(1) just greater then λ and, a
priori, scν can modify to ±scλ. It is proved by induction in sec. C that a positive sign would imply atypicality
conditions on λ and, thus, scν = −scλ. Moreover, from [23] we know that ∆L(λ) has one composition factor
BL(ν). Taking L = |ν|, we see that the contribution to eq. (4.4) of χν from ∆L(λ) cancels out with the one from
∆L(ν).
Before proceeding to nontrivial blocks we need to know the number of irreducible components BL(λk,l′) in
∆L(λk,l). According to [23], the graph representing the partial ordering (by inclusion) of weights in a block k
determines the required information about the content of modules ∆L(λk,l). The ordering graph is represented in
fig. 13.
Now, let λk,l ∈ YL(1) be an atypical (associate) weight. Then, any weight ν < XL(1) such that λk,l ⊂ ν satisfies
νk ⊆ ν, with νk represented by a white dot in fig. 13. The explicit form of νk is ν0 = 43221, ν0∗ = 4331, ν1 =
43221, ν2 = 43212, ν3 = 42312 and νk = k431, k ≥ 4. Next, one can check with the help of modification rules
that
scνk + scλk,1 + scλk,3 + scλk,4 = 0 (4.35)
vanishes identically. Further, from fig. 13 each of the modules ∆L(λk,l), l = 1, 3, 4 has a single irreducible
component BL(νk). Finally, taking L = |νk | one can see from eq. (4.35) that the contribution of χνk to eq. (4.4)
cancels out.
Let us introduce the compact notations Bk,l := BL(λk,l) and Gk,l := G(λk,l). Then, putting together eq. (4.34)
and fig. 13 we get from eq. (4.4) the following content of indecomposable modules IGk,l appearing in eq. (4.2)
Bk,0 Bk,2 Bk,1 Bk,3 Bk,l+1
Gk,0 Gk,1 Gk,2 Gk,l
Gk,0 Gk,2 Gk,2 Gk,0 Gk,1 Gk,3 Gk,l−1 Gk,l+1, (4.36)
Gk,0 Gk,1 Gk,2 Gk,l
where l = 3, . . . ,m and λk,m ⊢ L. The indecomposable modules IGk,l are represented below Bk,l and it should be
understood that they get “paired up” in the decomposition of V⊗L as a OSp(4|2)×BL(2) bimodule.10 Alternative,
maybe more intuitive physically, representations of the blocks will be given in the next paper.
The structure of modules IGk,l is in perfect agreement with eq. (4.32,4.33). We recognize in the first term
IGk,0 = Gk,0 of eq. (4.36) the contribution to V (0), while the rest of the terms are exactly the projective modules
appearing in V (1), that is IGk,2 = PGk,0,IGk,1 = PGk,1 and IGk,l = PGk,l−1, l ≥ 2.
For typical λ ∈ YL(1), the modules IG(λ) = G(λ) are irreducible and get paired up with BL(λ) in the
decomposition of V⊗L as a OSp(4|2)-BL(2)-bimodule.
10In pedantic terms, the pairing Bk,l,IGk,l can be represented by the mapping Bk,l → V⊗L ⊗BL(2) Bk,l sending BL(2) left modules to
Z2 × osp(4|2) left modules.
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Observe that, as expected, only the modules Bk,0 (which coincide with BL(λk) in eq. (4.11)) contribute to
the supertrace strV⊗L d. Indeed, typical modules modules G(λ) have superdimension 0. The same is true for
projective modules. One can explicitly check from eq. (4.36) that sdimPGk,l = 0 if we take into account that
only osp(4|2) fermionic generators connect irreducible components of indecomposable modules. For instance,
sdimPG0,0 = sdim G0,0 − sdim G2,0 + sdim G0,0 = 1 − 2 + 1 = 0.
As we have explained at the beginning of sec. 4.1, the degeneracies of the eigenvalues of the OSp(4|2) spin
transfer matrix are given by dimIG(λ). We compute them in app. A.3.
Thus, in conclusion we see that BL(2)/J(1) = EndZ2×osp(4|2) V⊗L and, because V⊗L is by definition a faithful
BL(2)/J(1) module we also have Z2 × osp(4|2) = EndBL(2)/J(1) V⊗L. In other words, the two algebras BL(2)/J(1)
and Z2 × osp(4|2) are the full centralizers of each other on V⊗L.
This results allows us to relate the decomposition of V⊗L as a OSp(4|2) left module to the decomposition of
V⊗L as a BL(2) right module.
Collecting in a single indecomposable module IBk,l all factors Bk,l′ in eq. (4.36) which correspond to (happen
to be above) an irreducible component Gk,l we get 11
Gk,0 Gk,1 Gk,2 Gk,l−1 Gk,m−1 Gk,m
Bk,2 Bk,1 Bk,3 Bk,l Bk,m
Bk,0 Bk,3 Bk,3 Bk,2 Bk,1 Bk,4 Bk,l−1 Bk,l+1 Bk,m−1 Bk,m, (4.37)
Bk,2 Bk,1 Bk,3 Bk,l Bk,m
where l = 4, . . . ,m − 1 and the content of IBk,l is represented below Gk,l.
Apart the last irreducible module IBk,m = Bk,m, we recognize in the terms of eq. (4.37) the projective
representations of the quiver E∞ in fig. 13, which describes the homomorphisms between the BL(2) tensor
modules δL(λ) realized on V⊗L.
We can summarize this difficult section by discussing again one of our main result, which is the decomposi-











where k = 0∗, 0, 1, . . . is a label of the block Bk of OSp(4|2), l = 0, 1, . . . is a label of the lth greatest weight
in Bk, DL(k), dL(k, l), dL(λ) are degeneracies, Gk,l are atypical irreducible, G(λ) are typical irreducible and PGk,l
are reducible projective covers of Gk,l atypical OSp(4|2) representations.
The Gk,0 are simple representations indexed by the same Young tableau as those of O(2) (for a list, see after
eq. (4.11)). The G(λ) are typicals; their superdimension is zero, and they behave similarly, although more
simply, than the projectives PGk,l. The latter come in blocks indexed by k, which means they are related with
each other by the dual action of the OSp(4|2) algebra (thus implying eigenvalue degeneracies). It is convenient
to put the Brauer and OSp information in a single diagram such as in fig. 14 below. Vertical arrows mean action
of the Brauer algebra, horizontal ones action of the OSp symmetry. The bottom node is all there would be in the
pure O(2) case. The ladder of representations is what gets added when this is extended to OSp(4|2). In the next
paper, we will argue that all states belonging to a block have same conformal weight up to integers.
The figure is a graphical interpretation of formula (4.37) as well as formula (4.36), depending on whether
one looks at it as it stands, of after a π2 rotation.
5 Special cases
In this section we first write down the hamiltonian limit for the OSp loop model. Of course the general decom-
position of the Hilbert space discussed in the previous section applies in this spin chain case as well. We then
discuss two limits where the symmetry is enhanced to SU(2S + 2|2S ).
11Again this “collecting” can be represented by the functor Gk,l → HomZ2×osp(4|2)(V⊗L,Gk,l) sending Z2 × osp(4|2) left modules to BL(2)
left modules.
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Figure 14: In the OSp lattice model case, representations within a block are all connected through combined
action of Brauer and OSp
5.1 The hamiltonian
It will turn out in our forthcoming analysis of conformal properties to be easier to study numerically the hamil-
tonian
H∆ = −1 + ∆2
L−1∑
i=1




The expectation — which we will confirm in great details — is that this hamiltonian will be in the same univer-
sality class as the spin model we had started with.
The hamiltonian H∆ is obviously local and has only nearest neighbour interactions if the E’s and P’s are
taken in the spin representation provided by eq. (3.2). However, this is no longer true if we think of H∆ as an
element of the adjoint representation of BL(2).
The lowest eigenvalue of H∆ belongs to the BL(2) irreducible representation labeled by µ = L mod 2.
For generic ∆ it is nondegenerate if L is even and has degeneracy dim V = 4S + 2 if L is odd. On the other
hand, the highest eigenvalue belongs to the completely antisymmetric representation labeled by µ = 1L. In this
representation the P’s act as -1 and the E’s as 0.
The hamiltonian H∆ is determined up to an arbitrary additive constant and multiplicative factor. For numer-
ical diagonalization it is convenient to fix the additive constant such that the maximal eigenvalue of H∆ be zero.
The multiplicative factor is fixed by requiring
H∆
∣∣∣∣S=0 = HXXZ + cst





σxi ⊗ σxi+1 + σyi ⊗ σyi+1 + ∆σzi ⊗ σzi+1
)
.
The fact that the eigenvalues of the 6 vertex model appear as a subset of the eigenvalues of the transfer matrix
for the OSp(2S + 2|2S ) model and S ≥ 1 carries over to a similar result for the hamiltonians. The velocity of
sound for the massless excitations can thus be derived from its value for the XXZ subset, which is well known




, ∆ = − cos λ. (5.1)
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The hamiltonian H∆ is diagonalized numerically in the adjoint representation of the Brauer algebra by study-
ing its action on the diagrams just like for the transfer matrices. Next, once the structure of indecomposable
modules ∆L(µ) is known, eq. (4.4) can be used as explained in sec. 4.1 to select the part of the spectrum which
does indeed appear for a fixed S spin model.
However, in the two special cases ∆ = ±1 the hamiltonian H∆ greatly simplifies. In the following two
subsections we discuss the behaviour of the spectrum of H∆ in the two limits ∆→ ±1∓.
5.2 The limit ∆ = 1
When ∆ = 1 the Temperley Lieb operators Ei do not contribute to H∆ and, thus, the hamiltonian is no longer a
generic element of the Brauer algebra BL(2), but belongs instead to the subalgebra CSym(L) ⊂ BL(2). This will
translate to additional degeneracies in the spectrum of H∆ at the point ∆ = 1 compared to other points in the
range −1 ≤ ∆ < 1.
Hamiltonians of type −∑ Pi, with P’s in the representation provided by eq. (3.2), are integrable and have
been studied in [31] and [32]. Although the continuum limit of such spin chains is a gapless field theory, it
fails to be conformal, because excitations have a L−2 scaling law in the thermodynamic limit. This can readily
be seen from the vanishing of the sound velocity in eq. (5.1). We will not enter into the details here, but just
mention that the different systems of Bethe ansatz equations are indexed by (2S + 2, 2S )-hook shape partitions
λ ⊢ L. This is exactly the label of irreducible representations of the group algebra CSym(L) realizing in the
centralizer of the spin chain V⊗L, with V being the fundamental representation of SU(2S + 2|2S ). We see that
the symmetry of our spin model OSp(2S + 2|2S ) jumps to SU(2S + 2|2S ) at the point ∆ = 1.
The additional degeneracies in the spectrum of the OSp(2S + 2|2S ) spin model at the point ∆ = 1 can be
understood by looking at the decomposition of BL(2) modules ∆L(µ), into a direct sum of CSym(L) irreducible
modules S (λ). Let µ ⊢ L − 2k and λ ⊢ L, then it was shown in [33] that the multiplicity of S (λ) in the






where cλµη are Littlewood-Richardson coefficients. Alternatively, m(µ, λ) is the number of tensors of rank L− 2k,
with index symmetry of some fixed standard Young supertableau of shape µ, that can be obtained from a tensor
of rank L, with index symmetry of some standard Young supertableau of shape λ, by contracting 2k indices in
all the possible ways.
One can apply eq. (5.2) to understand the degeneracy of the lowest level of H∆ at ∆ = 1. First, observe that
−∑ Pi is minimized in the sector λ = L (where P’s acts as 1). The only µ such that m(µ, λ) , 0 are one row
partitions. Thus, the lowest eigenvalues of H∆ restricted to ∆L(L−2k) for k = 0, . . . , [L/2] become all degenerate
at ∆ = 1.
Arguments of this kind can be used to derive information about the critical exponents of the spin model in
the limit ∆→ 1−.
5.3 The limit ∆ = −1
The same reasoning can be applied to the point ∆ = −1. At this point, the hamiltonian H∆ belongs to the
Temperley Lieb subalgebra TL(1) ⊂ BL(2) and the model can be considered as a spin chain (V ⊗ ¯V)⊗ L2 where
V, ¯V are the fundamental representation of SU(2S + 2|2S ) and its conjugate. Additional degeneracies can be
understood by looking at the decomposition of BL(2) modules ∆L(µ) as a direct sum of standard irreducible
TL(1) modules DL( j).
Let us compute the multiplicity nL(µ, j) of irreducible modules DL( j) in the decomposition of ∆L(µ) with
µ ⊢ L − 2k.
As explained in sec. 3.2, ∆L(µ) has a natural basis composed of all possible pairings p⊗vi of partial diagrams
p with m = L − 2k free points and basis vectors v1, . . . , v fµ of S (µ). We say that a horizontal line of a partial
diagram p is intersected either if it intersects another horizontal line or if there is a free point in p between the
two ends of the horizontal line. Let us associate to each partial diagram p the number of intersected horizontal
lines l in p. It is not hard to see that the span on the basis vectors p ⊗ vi, with p’s having at most l horizontal
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Figure 15: Illustration of the nontrivial local action of the map φ.
intersected lines, is a TL(1) submodule in ∆L(µ). If we denote this submodule by ∆lL(µ) there is an obvious
filtration ∆L(µ) = ∆kL(µ) ⊃ · · · ⊃ ∆0L(µ) ⊃ ∆−1L (µ) = 0 of ∆L(µ).
Consider the natural action of TL(1) on the quotient modules QlL(µ) = ∆lL(µ)/∆l−1L (µ). Observe that the action
of TL(1) changes the labeling π ∈ Sym(m) of free points in a labeled graph p ⊗ π if and only if it also reduces
the number of horizontal intersected lines. Therefore, QlL(µ) is isomorphic to a direct sum of fµ modules QlL(m).
Obviously Q0L(m) ≃ DL(m) and, therefore, we get nL(µ, j) = 0 for j < m, nL(µ, j) = fµnL(m, j) for m ≤ j ≤ L
and finally nL(m,m) = 1.
Thus, our problem effectively reduces to understanding the action of TL(1) on the module ∆L(m), which is
composed of partial diagrams p on L points with m unlabeled free points.
At a closer look, one can see that the action of TL(1) on partial diagrams keeps the reciprocal configuration
of intersected lines and free points intact. In other words, if ψ is a map that eliminates all the nonintersected
horizontal lines from a partial diagram and acts as identity otherwise, then ψ defines an invariant of TL(1), that
is
ψ(Ei · p) = ψ(p), i = 1, . . . , L.
To understand the meaning of this invariant let us define a local map φ between partial diagrams which sends
intersected horizontal lines to free points as depicted in fig. 15 and acts as identity otherwise. The local map φ
is applied repeatedly until there are no more horizontal intersected lines left. It is not hard to see that φ extends
to a homomorphism of TL(1) modules
φ : QlL(m) → DL(2l + m).
In fact, the role of the map φ is to show that QlL(m) is composed of a direct sum of isomorphic DL(2l + m)
modules, while that of the map ψ is to distinguish between these modules. The set of partial diagrams p in
QlL(m) splits into subsets of constant ψ(p) and each of these subsets is isomorphic to DL(2l + m) as a TL(1)
module.
According to what was said before, we get that nL(m, j) equals to the number of graphs on j = m + 2l
vertices and l intersected edges. It follows that nL(m, j) does not actually depend on L and we drop the index L
in the following. This fact allows, in principle, for an iterative computation of n(m, j) by simply computing the




n(m,m + 2l)DL(m + 2l),
that is








successively for L = 0, 2, . . . or L = 1, 3, . . . . One can give an explicit expression for n(m, j) with a little more
combinatorial work.
We call a horizontal line an empty cup if its ends are adjacent and simply a cup if there are separated by
free points. Observe that all the lines in a partial diagram are intersected if and only if there is at least one free
point in each cup. Thus, if the partial diagram has p cups with only one free point inside and a total of l edges
then the remaining m − p free points can be added to the diagram in C2l
m−p+2l different ways in such a way that
the resulting diagram has only intersected edges. Moreover, the number of diagrams on 2l points with p empty
cups and a total of l edges is again n(p, 2l− p). This is because the condition of no cups in the connection of the
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remaining l − p edges is similar to the condition of composing a graph with p free points and l − p intersected
edges. Putting everything together we get a new recurrence formula
n(m,m + 2l) =
l∑
p=0
C2lm−p+2ln(p, 2l − p) (5.4)
reducing the problem to the computation of n( j) := n(0, 2 j).
Next, we want to find a recurrence relation for n( j) by looking at the connectivity of the first point in the
partial diagrams on 2 j points with j intersected edges. The leftmost vertex in the partial diagram has to be
connected to some other vertex at position k. The connectivity of the 2 j − 1 points to the left of the point at
position 1 is equivalent to that in a partial diagram with j − 1 intersected edges and a free point except for the
case where k = 2. Therefore we have that
n( j) = n(1, 2 j − 1) − n( j − 1). (5.5)
Now, eq. (5.4) yields n(1, 2 j − 1) = (2 j − 1)n( j − 1) + n(1, 2 j − 3). Using again eq. (5.5) for j − 1 we finally get
that
n( j) = (2 j − 1)n( j − 1) + n( j − 2). (5.6)
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evaluated at x = −1.
6 Conclusion
Besides the careful definition of the spin model and its sectors, the main point of this first paper is the algebraic
set up necessary to analyze its symmetries. This is a non trivial task since we are dealing with non semi-
simple algebras, and that the action of OSp(2S + 2|2S ) and BL(2) are meshed through a complex structure of
indecomposable representations. The main results are the decomposition formulas (4.36,4.37) for V⊗L4|2 viewed as
a OSp(4|2) and a BL(2) module. The decomposition in eq. (4.36) has been computed in two essentially different
ways: first, by decomposing tensor products between OSp(4|2) representations and V without knowing anything
about the Brauer algebra and, second, starting from eq. (4.4) with the assumption that the representations of
OSp(4|2) and BL(2) on V⊗L generate the full centralizers of each other (Schur duality). The fact that we arrive
at the same result using both methods highly suggests that our assumption about the Schur duality between
OSp(4|2) and BL(2) on V⊗L is correct.
When the question of decomposing V⊗L is addressed in sec. 4.3, the notion of block appears to be a particu-
larly useful concept for organizing indecomposable representations.12 These results will be applied to educated
conjectures about the conformal field theory in the next paper.
Although there are many things left unclear about the representation theory of osp(2S + 2|2S ), S > 1, it is
very tempting to speculate the form of the decomposition of V⊗L2S+2|2S . Before making the guess, observe that as a
OSp(4|2) module V⊗L4|2 ≃ T⊕P, where P is a direct sum of projectives organized in blocks, while T is a direct sum
of simples indexed by the same Young tableau (in the partition notation for dominant weights) as the irreps of
O(2). More than that, they appear with the same multiplicities as their partners in V⊗L2|0 .13 Therefore, T and V⊗L2|0
12Let us note that the blocks appear already in the representation theory of simple Lie algebras if infinite dimensional representations are
allowed. They are precisely the orbits of the shifted action of the Weyl group on the weight lattice.
13In is not hard to prove employing the methods we used in this paper and the results of [29] for osp(3|2) that the same phenomenon
occurs for V⊗L3|2 . In this case T is the trivial representation.
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are similar in all but the internal structure of their simple summands. The similarity between the two modules
has to be understood in terms of their centralizers, because these are precisely the objects that do not “see”
the internal structure of simples.14 In conclusion, one should have EndO(2) V⊗L2|0 ≃ Endosp(4|2) T , which is quite
natural once there is a Schur duality between OSp(4|2) and BL(2) on V⊗L2S+2|2S . It is tantalizing to speculate that
as a OSp(2S + 2|2S ) module V⊗L ≃ T ⊕ P, with P projective and EndOSp(2S+2|2S ) T ≃ EndOSp(2S |2S−2) V⊗L2S |2S−2 ≃
BL(2)/J(S − 1). Thus, the problem of the decomposition of V⊗L2S+2|2S as a OSp(2S + 2|2S ) module is reduced to
understanding the projective representations of the supergroup, i.e. to finding the quiver diagram for each block.
It has been suggested in [34] that the quiver diagram of blocks does not depend on S provided the degree of
atypicality k and the action of the outer automorphism τ are fixed.15 The discussion of sec. A.3 suggests that the
two types of quivers for a block of osp(2S + 2|2S ) and a fixed k will give rise to the same quiver for the induced
blocks in OSp(2S + 2|2S ).
We also succeeded in computing the multiplicity of Temperley Lieb representations in a standard BL(2)-
module ∆L(µ). Finally, we gave a combinatorial description of BL(N) blocks as the set of minimal partitions
dressed by balanced removable border strips and have shown that there is a similar description for osp(R|2S )
blocks.
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Figure 16: Distinguished Dynkin diagram for the Lie superalgebra osp(2r + 1|2S ) on the left and osp(2r|2S ) on
the right.
A Appendix
A.1 osp(R|2S ) Lie superalgebra
In this section we recall standard facts about the osp(R|2S ) Lie superalgebra mainly following the pioneering
work of Kac [35]. For more details on osp(R|2S ) Young supertableaux see [36, 37, 38].
Let V be a vector space with an additive Z2 grading g, that is V = V0 ⊕ V1 and v ∈ Vγ ⇒ g(v) = γ. Let
dim V0 = R, dim V1 = 2S and r = [R/2]. Choose in V a basis B = B0 ∪ B1 with B0 = {vi, v∗i ∈ V0, (vr+1 =
v∗
r+1) | i = 1, . . . , r} and B1 = {ui, u∗i ∈ V1 | i = 1, . . . , 2S }. We take the vector vr+1 in brackets because it appears
for odd R only.
The grading of V induces a grading on gl(V,C), that is gl0(V,C) preserves the degree of v ∈ Vγ and gl1(V,C)












Let J denote the matrix with the only nonzero components
Jvv∗ = 1, Jv∗v = 1, Juu∗ = −1, Ju∗u = 1. (A.2)
The Lie superalgebra osp(R|2S ) is realized as a subset of gl(V,C) with elements T satisfying
T stJ + JT = 0. (A.3)
In terms of elementary matrices (ei j)kl = δikδ jl the generators of osp(R|2S ) read
Ti j = ei j − esti∗ j∗ (A.4)
Ti j∗ = ei j∗ − (−1)g( j)esti∗ j (A.5)
Ti∗ j = ei∗ j − (−1)g(i)esti j∗ , (A.6)
The generators hi = Tii span the Cartan subalgebra H . Denote by εi the basis in H∗ dual to hi. It can be easily
checked that generators in eq. (A.4) correspond to roots of the type εi − ε j, generators in eq. (A.5) correspond
to roots of the type εi + ε j and generators in eq. (A.6) correspond to roots of the type −εi − ε j. The bilinear
invariant form − 12 str(hih j) induces a scalar product on H∗.
The standard basis is recovered by putting ǫi = εi for i = 1, . . . , r and δi = εr+i for i = 1, . . . , S . Elementary
weights δi, ǫ j are orthogonal in H∗ and δ2i = −ǫ2i = 1. The first r + S − 1 simple roots are chosen to be
αi = δi − δi+1, αS = δn − ǫ1, αS+ j = ǫ j − ǫ j+1 for i = 1, . . . , S and j = 1, . . . , r − 1. The last simple root is
αr+S = ǫr for odd R and αr+S = ǫr−1 + ǫr. The roots ±δi ± ǫ j are called odd and the rest — even.
The component of a weight Λ along the hidden simple sp(2S ) root 2δS is
R odd : b = aS − aS+1 − · · · − aS+r−1 − aS+r/2 (A.7)















Figure 17: The so(R)× sp(2S ) representation to which belongs the highest weight state of a osp(R|2S ) represen-
tation.
According to [35], an osp(R|2S ) highest weight is dominant iff it has integer Dinkyn labels ai,S and integer b
satisfying the following consistency conditions
R odd : b ≤ r − 1 ⇒ aS+b+1 = · · · = aS+r = 0 (A.9)
R even : b ≤ r − 2 ⇒ aS+b+1 = · · · = aS+r = 0, b = r − 1 ⇒ aS+r−1 = aS+r = 0.





σ jǫ j in the standard basis, the first r + S − 1 Dynkin labels are ai = ρi − ρi+1 for i = 1, . . . , S ,
aS+i = σi − σi+1 for i = 1, . . . , r − 1. The last Dynkin label is aS+r = 2σr for R odd and aS+r = σr−1 + σr for R
even. From eq. (A.7) we also get b = ρS .
The set of numbers ρi, σ j define a partition, shown in fig. 17, provided that consistency conditions (A.9) plus
some additional constraints depending on R are satisfied. These additional constraints require aS+r−1 < aS+r and
aS+r−1+aS+r to be even if R is even, and aS+r to be to be even if R is odd. The last two conditions define tensorial
weights.
Partitions λ such that λr+1 ≤ S are called hook shape. Let τ denote the outer automorphism induced by
the symmetry of the osp(2r|2S ) Dynkin diagram under the exchange of the last two roots in fig. 16. This
automorphism is extremely important in understanding the difference between the representation theory of the
supergroup OSp(R|2S ) and its Lie superalgebra. Note that τ can be explicitly realized through the discrete
transformation ρ exchanging the last two basis vectors in B0. Indeed, ρ(ǫ j) = ǫ j for j = 1, . . . , r − 1 and
ρ(ǫr) = −ǫr because ǫ j are the duals of e j j − e j∗ j∗ . Therefore ρ(αS+r) = ρ(ǫr−1 + ǫr) = ǫr−1 − ǫr = αS+r−1.
In the case of R odd, there is a bijective correspondence between hook shape partitions λ and dominant
weights Λ. The same holds for R even, except for λ with σr > 0 when λ represents both Λ and τ · Λ.
If there is a pair (i, j) such that at least one of the conditions below are satisfied
ρ j + σi + S + 1 − i − j = 0 (A.10)
ρ j − σi + S − R + 1 − j + i = 0, (A.11)
the weight λ is called atypical.16 See [39] for the origin of these conditions and note ref. [38], where these
have been presented in the form (A.10,A.11). If none of these conditions is satisfied, the weight is called
typical and, according to [39], the associated Kac module ¯V(Λ) (which is a finite dimensional quotient of the
corresponding highest weight module) is irreducible, its (super)character is given by the Weyl-Kac formula [40]
and, in particular, its superdimension is zero.
A.2 OSp(R|2S ) supergroup








16For b ≤ r − 1 the highest weight Λ is always atypical.
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with entries in A and D belonging to Γ0, and entries in B and C belonging to Γ1, which satisfies
MstJM = J. (A.12)




















f j∗1 f j2 − f j1 f j
∗
2 , (A.13)
where ηα are arbitrary points in a superspace parametrized by coordinates biα, bi
∗
α ∈ Γ0 and f jα , f j
∗
α ∈ Γ1 and
α = 1, 2.
Representing M = I+
∑
a αaTa with infinitesimal αa ∈ Γ0,Γ1 and expanding eq. (A.12) one gets the definition
(A.3) of the superalgebra osp(R|2S ). Thus, the subgroup of OSp(R|2S ) connected to identity is an exponential
of osp(R|2S ). The representation theory of both is the same as long as we restrict to tensor representations which
are the only ones appearing in the tensor space V⊗L.
From the definition (A.12) any matrix M ∈ OSp(R|2S ) has superdeterminant sdet M = ±1. The supergroup
has two disconnected parts OSp±(R|2S ), which correspond to the value of the superdeterminant of its elements,
that is OSp(R|2S )/OSp+(R|2S ) = Z2.
To see this, one can repeat the same reasoning typical of O(N) groups. Elementary transformations sus-
ceptible to change the sign of the superdeterminant belong to the discrete symmetry group W of the OSp(R|2S )
invariant form (A.13). The generators of W are read out from eq. (A.13) to be “reflections” ρi : (bi, b∗i ) 7→ (b∗i , bi)
and ρ′j : ( f j, f ∗j ) 7→ (− f ∗j , f j), and permutations πi : (bi, b∗i ) ↔ (bi+1, b∗i+1) and π′j : ( fi, f ∗i ) ↔ ( fi+1, f ∗i+1). For
odd R there is also the reflection ρr+1 : br 7→ −br. The subgroup W is in fact the Weyl group of the root system
of so(R) × sp(2S ). Denote by W± the set of elements of W embedded in OSp±(R|2S ). It is easy to see that all
elements of W− are conjugate in W+ to a single reflection ρ, which one can take ρr if R is even and ρr+1 if R is
odd. Therefore, we see that indeed W/W+ = Z2.
Let vΛ′ ∈ g(Λ) be a vector of weight Λ′ ≤ Λ. Then, as seen in sec. A.1, there is an action of ρ on g(Λ)
provided by ρ · vΛ′ = vτ·Λ′ . In the case of osp(4|2) the outer automorphism τ exchanges ǫ2 with ǫ3. The
representations induced from osp(R|2S ) to OSp(R|2S ) are of the form
OSp(R|2S ) ⊗OSp+(R|2S ) g(Λ) ≃ Z2 ⊗ρ g(Λ). (A.14)
There are two possible cases now: i) either ρ · g(Λ) = g(Λ) ⇔ τ · Λ = Λ and then obviously Z2 ⊗ρ g(Λ) =
1 ⊗ρ g(Λ)
⊕
ε ⊗ρ g(Λ) with ρ · 1 = 1 and ρ · ε = −ε or ii) ρ · g(Λ) , g(Λ) ⇔ τ ·Λ , Λ and the induced module
in eq. (A.14) is irreducible.
Two representations R(ρ),R∗(ρ) = −R(ρ) of Z2 are called associate. The modules G(1× λ) := 1⊗ρ g(Λ) and
G(ε×λ) := ε⊗ρ g(Λ) are also called associate. In contrast, G(τ×λ) := Z2⊗ρ g(Λ) ≃ Z2⊗ρ g(τ ·Λ) is isomorphic
to its associate because there is an equivalence transformation between R(ρ) and R∗(ρ) through the change of
sing of basis vectors in the subspace ρ ⊗ g(Λ). Therefore G(τ × λ) is called selfassociate.
A direct implication following from the definitions of (self) associate modules is schµ(D) = sdet D schµ∗(D),
where µ, µ∗ are (self)associate weights of OSp(R|2S ). For a selfassociate weight µ this equality implies schµ(D) =
0 if sdet D = −1.
Note that the centralizer of BL(N) on V⊗L is the direct product algebra Z2 × osp(R|2S ) rather then osp(R|2S ).
This algebra has the same tensor irreducible representations as the supergroup OSp(R|2S ).
A.3 osp(4|2) Lie superalgebra and OSp(4|2) supergroup
This is a compact resume´ of the results presented in [29] plus some additional remarks on the representation
theory of OSp(4|2).
The superalgebra osp(4|2) has minor differences with respect to the general context of osp(R|2S ) superal-
gebras, because of the isomorphism so(4) ≃ sl(2) × sl(2). The even part of the superalgebra is so(4) × sp(2) ≃
sl(2) × sl(2) × sl(2). The odd part is a representation of the even part of dimension 2 × 2 × 2.
The standard basis vectors {ǫ1, ǫ2, ǫ3} of H∗ are normalized as ǫ21 = −1, ǫ22 = ǫ23 = 1/2. The even and the odd
positive root systems are ∆+0 = {2ǫ1, 2ǫ2, 2ǫ3} and ∆+1 = {ǫ1 ± ǫ2 ± ǫ3}. The simple roots are traditionally chosen











Figure 18: The quiver diagrams of type D∞ and A∞∞ for the blocks of osp(4|2).
Consistency conditions (A.9) for a dominant weight Λ = bǫ1 + a2ǫ2 + a3ǫ3, require b = 0 ⇒ a2 = a3 = 0
and b = 1 ⇒ a2 = a3. We associate to Λ a hook shape partition λ with symplectic part ρ1 = b and orthogonal
part σ1 = (a2 + a3)/2, σ2 = |a2 − a3|/2. To make the correspondence Λ → λ bijective we mark the partition λ
by sgn(σ1 − σ2) when λ2 > 1.17
Atypicality conditions (A.10,A.11) take the form
ρ1 + σ1 = 0, ρ1 + σ2 − 1 = 0
ρ1 − σ1 − 2 = 0, ρ1 − σ2 − 1 = 0.
The solutions can be parametrized by two integers k and l. For k = 0 these are λ0,l = l1l, l ≥ 0, while for k > 0,
λk,1 = k, λk,l = kl1l−2, 2 ≤ l ≤ k and λk,l = l(k + 1)1l−1, k + 1 ≤ l.
Denote by g(λ) the osp(4|2) simple modules. For λ typical g(λ) ≃ ¯V(λ) and dim V(λ) can be computed by
decomposing ¯V(λ) into (at most 16) representations of sl(2)×3
dim g(λ) = 16(b − 1)(a2 + 1)(a3 + 1).
The dimensions of gk,l := g(λk,l) can be computed with the help of character formulas given in [29].
For k = 0 we get dim g0,0 = sdim g0,0 = 1, dim g0,1 = 17, sdim g0,1 = 1 and dim g0,l = D3l − 3Dl, sdim g0,l =
2, l ≥ 2, where D j = 2 j + 1.
For k > 0 we get dim gk,1 = 4k2 + 2, dim g±k,l = DkDk−1Dl−1 − D2l−1Dl−2 − 2Dl−1Dl−2, 2 ≤ l ≤ k and
dim g±k,l = D
2
l Dl−1 + 2DlDl−1 − DkDk−1Dl, l ≥ k + 1, and sdim gk,0 = 2, sdim g±k,l = 2, l ≥ 1.
The set of weights λk,l with k fixed belong to the same block of osp(4|2). To (at least partially) see this one
has to check that the second order Casimir invariant takes the same value k2 on the whole block k.18 The actual
construction of the set of indecomposable modules providing the equivalence relation of sec. B between the
weights of a block is done in [29].
The quiver diagram representing the structure of osp(4|2) projective modules in a block is represented in
fig. 18. The projective covers Pgk,l of the modules gk,l in the block k = 0 have the submodule structure
g0,0 g0,1 g0,2 g0,l
g0,2 g0,2 g0,0 g0,1 g0,3 g0,l−1 g0,l+1 l ≥ 3, (A.15)
g0,0 g0,1 g0,2 g0,l


















The dimensions of projective modules in the block k = 0 are dimPg0,0 = 112, dimPg0,l = 16(2l+ 1)(1+ l+
l2), l ≥ 1, while in the block k > 0 there are dimPgk,1 = 32(k2 − 1), dimPgk,l = 16(2l − 1)(k2 − 1 + l − l2), l ≤
17Any so(4) = sl(2) ⊕ sl(2) irreps can be written as a couple ( j1, j2) of sl(2) irreps. The sign attached to λ distinguishes between ( j1, j2)
and ( j2, j1) when j1 , j2.
18The second order Casimir is a central element of the enveloping superalgebra. The eigenvalues of central elements on g(λ) define the
central character of g(λ). If two weights λ, λ′ are in the same block then g(λ), g(λ′) have the same central characters. This is a consequence
of the extension of the Schur lemma (in the form known to physicists) to indecomposable representations.
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Figure 19: Schematic picture showing how the induction procedure (vertical arrows) sends the quiver diagrams
of type D∞ and A∞∞ (grey dots and dotted lines) for osp(4|2) blocks, represented in fig. 18, into quiver diagrams of
type D∞ for Z2×osp(4|2) blocks. White and black dots represent weights of the type 1×λ and ε×λ respectively.
Double circles represent selfassociate weights τ × λ.
k− 1, dimPgk,k = 32(1+ 2k2), dimPgk,l = 16(2l+ 1)(1− k2 + l+ l2), l ≥ k+ 1. The superdimension of projective
(including typical) modules vanishes.
Let us apply the general discussion of sec. A.2 to the supergroup OSp(4|2). The outer automorphism τ acts
on H∗ by exchanging ǫ2 with ǫ3. Consequently, ρ · gk,l = gk,l for k = 0 or l = 0 and ρ · g±k,l = g∓k,l otherwise.
We claim that the quiver diagram of type D∞ for the block k = 0 of osp(4|2) will give rise to two quiver
diagrams of type D∞, as shown in fig. 19, and, consequently, to two associate blocks for the algebra Z2×osp(4|2),
which we call k = 0, 0∗. As we shall see bellow, the weights in the block k = 0 are 1 × λ0,0, ε × λ0,l, l ≥ 1, while
the weights in the block k = 0∗ are ε × λ0,0, 1 × λ0,l, l ≥ 1.
We also claim that the quiver diagram of type A∞∞ for the block k , 0 of osp(4|2) will give rise to a single
quiver diagram of type D∞, as shown in fig. 19, and a selfassociate block for the algebra Z2 × osp(4|2), which
we label also by k. As we shall sea bellow, the weights in the block k , 0, 0∗ are 1 × λk,0, ε × λk,0, τ × λk,l, l ≥ 1.
Our claim follows from the analysis of shift operators Aαβγ, α, β, γ = ± introduced in [41]. These operators
are very practical for decomposing Kac modules ¯V(λ) into sl(2)×3 irreps.19 To be more specific, let vµ ∈ ¯V(λ)
be a vector of weight µ maximal for the algebra sl(2)×3. Then, A−βγvµ , 0 is again a maximal vector of weight
µ − ǫ1 + βǫ2 + γǫ3 for sl(2)×3. To identify osp(4|2) irreducible components in ¯V(λ) one has to search for sl(2)×3
maximal vectors with dominant weights µ in the same block as λ.
Consider first the block k = 0 of osp(4|2). Then ¯V(λ0,l), l ≥ 2 has a sl(2)×3 maximal vector A−−−vλ0,l and
one can check that all positive odd generators annihilate it. Therefore A−−−vλ0,l is a maximal vector for osp(4|2)
and ¯V(λ0,l) contains at least g0,l and g0,l−1. In fact, these are the only two irreducible factors of ¯V(λ0,l), l ≥ 3
because, using the Weyl-Kac formula for characters and the results of sec. A.3, one can check that dim ¯V(λ0,l) =
dim g0,l + dim g0,l−1. In the case l = 2 one has that dim ¯V(λ0,2) − dim g0,2 − dim g0,1 = 1 and, therefore, ¯V(λ0,2)
contains also the trivial representation.
In order to see how the four weights 1 × λ0,l, 1 × λ0,l−1, ε × λ0,l, ε × λ0,l−1 split into two different blocks of
Z2 × osp(4|2) one has to check out how A−−− transforms under the action of ρ. From the explicit expression of
shift operators in [41] it follows that ρAαβγρ = Aαγβ and, consequently, 1 × λ0,l, 1 × λ0,l−1 are in the same block
and ε × λ0,l, ε × λ0,l−1 are in an other same block of Z2 × osp(4|2).
The module ¯V(λ0,2) has a maximal vector A−−−A−+−A−−+vλ0,2 , of weight zero, corresponding to the trivial
representation g0,0. With the help of relations in appendix [41] for the shift operator products of type (1, 0, 0),
one can show that ρA−−−A−+−A−−+vλ0,2 = A−−+A−+−A−−−vλ0,2 = −A−+−A−−+A−−−vλ0,2 and, therefore, g0,0 belongs
to the block k = 0 of Z2 × osp(4|2) as claimed.
Consider now the block k > 0 of osp(4|2). Then ¯V(λ±k,l) will have a single osp(4|2) maximal vector (besides
vλ±k,l ) corresponding to the irrep g±k,l−1 given by A−−−vλ±k,l if l > k + 1, A−−−A−∓±vλ±k,k+1 if l = k + 1 and A−∓±vλ±k,l if
2 ≤ l ≤ k. The induced module Z2 ⊗ρ ¯V(λ+k,l), l ≥ 2 will be the sum of ¯V(λ±k,l) glued together by the action of ρ.
Finally, the induced module Z2 ⊗ρ ¯V(λ+k,2) has two irreducible components 1⊗gk,0 and ε⊗gk,0 with Z2 ×osp(4|2)
maximal vectors (1 ± ρ) ⊗ A−−+vλ+k,2 .
19The fact choose Kac modules in order to understand the transformation properties under ρ of arrows in the quiver diagram of a block is




Figure 20: Two possible configurations of boxes with content 1 − N/2,−N/2.
B Blocks, minimality and atypicality
In this section we explain carefully the notion of block appearing in the representation theory of nonsemisimple
algebras. We also look in details at the similarity between the blocks of osp(R|2S ) and BL(N).
In the representation theory of non semisimple algebras the block is an essential notion. The blocks are
conjugacy classes of irreps with respect to the equivalence relation ≡ defined as follows. Let I be the category
of indecomposable modules of the algebra. Write S 1 ≡ S 2 if there is an indecomposable module inIwith simple
summands S 1, S 2. Extend the relation ≡ by transitivity in order to get an equivalence. In a semisimple algebra
the notion of block is irrelevant because indecomposable representation are irreducible and the congruence ≡
becomes an equality.
A relevant example is the Temperley Lieb algebra, with fugacity for loops N in its adjoint/diagrammatic
representation. For generic values of N the algebra is semisimple and, thus, has only completely reducible
representation. Restricting to subsets of planar diagrams, with the number of vertical lines fixed to m, and
treating all the other diagrams as zero, we get all irreps, which are parametrized by m. However, at special
points N = 2 cos πr′/r′′ with coprime integers r′, r′′, the algebra becomes nonsemisimple, irreps labeled by m
become reducible and m becomes a label for a whole block of the algebra, see [22].
The irreducible components BL(λ) of indecomposable modules ∆L(µ), when the Brauer algebra BL(N) is
nonsemisimple, where first studied by mathematicians Hanlon et al in [14]. Recently Martin et al gave a com-
plete description for the blocks of the Brauer algebra in [23].
We introduce the same notation as in [23] to formulate their block result for BL(N). If the box ǫ is in the
row i and column j of the Young tableau of a partition µ, then its content is c(ǫ) = j − i. Two boxes ǫ, ǫ′ ∈ λ are
called balanced if c(ǫ) + c(ǫ′) = 1 − N. For two partitions µ ⊂ λ, the skew partition λ/µ is called balanced if it
is composed of balanced pairs of boxes.
The necessary condition for ∆L(µ) to contain BL(λ) is: i) µ ⊂ λ and λ/µ is balanced; ii) If N is even and the
boxes of content 1− N/2,−N/2 in λ/µ are configured as shown in case a fig. 20, then the number of columns in
this configuration is even.
The given necessary criterion has the structure of a partial ordering. If µ ⊂ λ satisfy i) and ii) we write µ  λ.
The splitting of the set of weights XL into posets with respect to  gives the blocks of BL(N). As shown in [23],
there is a unique minimal partition in a block, which can serve as a label.
A sufficient criterion for the module ∆L(µ) to contain BL(λ) was derived in [23] and requires λ to be the least
weight λ  µ.
We want to give a combinatorial description of the weights in a block. Consider the Young tableau of a
partition λ in the block of the minimal partition µ. Let ǫ1 (ǫ′1) be the box with the highest (lowest) content in the
skew partition λ/µ. Let ǫ2 (ǫ′2) denote the box bellow (on the left of) ǫ1 (ǫ′1), if there is one, and the box on the left
of (above) ǫ1 (ǫ′1) otherwise. Define by recurrence the balanced pairs ǫi, ǫ′i until c(ǫl) = −N/2 + 1, c(ǫ′l ) = −N/2
if N is even or ǫl = ǫ′l , c(ǫl) = (1 − N)/2 if N is odd. By construction, the set of boxes {ǫi, ǫ′i }l1 belongs to a
balanced removable border strip of width one or, simply, a balanced strip. One can repeat the same reasoning
with the Young tableau of λ/{ǫi, ǫ′i }l1 (which is not necessarily in the same block as µ because of ii)).
Thus, we clearly see that partitions λ in the same block can be constructed by dressing up with balanced
strips a certain partition µ with no removable balanced strips. Denote by η the balanced strip of smallest length
addable to µ. If N is odd denote by µ¯ the minimal partition µ¯/µ = η. If N is even denote by µ¯ the minimal
partition µ¯/µ = η only if the two boxes with content −N/2, 1 − N/2 in η are disposed horizontally and µ¯ = µ
otherwise. Partitions which are of the form µ dressed up with an even (odd) number of balanced strips are in
the same block as µ (µ¯). Note that it is irrelevant in what order the strips are dressed on µ. Also, there cannot be
two balanced strips of the same length. Thus, a partition λ in the block µ (µ¯) is unambiguously specified by the
length of balanced strips in the skew partition λ/µ.
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We claim now and show bellow that a block of osp(R|2S ) is composed, in the partition notation of sec. A.1,
of hook shaped partitions built up by dressing with balanced strips an atypical partition with no removable
balanced strips.20 For that we need to reformulate the original block result [34] for osp(R|2S ).
Let the degree of atypicality k of a dominant weight Λ, be the dimension of the subspaceA of the root lattice
orthogonal to Λ + ρ, where ρ is the Weyl vector of osp(R|2S ). Each atypicality condition in eq. (A.10,A.11) is,
in fact, an orthogonality condition between an odd root δi ± ǫ j, ǫ j , 0 and Λ + ρ. Therefore, k is the number of
odd roots orthogonal to each other and to Λ + ρ or, equivalently, the number of atypicality conditions labeled
by couples (i, j) with distinct i and j. From the definition of the highest weight module V(Λ) it is clear that
irreducible finite dimensional components of V(Λ) must have dominant weights of the form Λ − ∑Nα, where
the sum is over all odd positive roots α spanning A.
Consider a osp(R|2S ) weight λ, which, in the notation of app. A.1, has symplectic part ρ and orthogonal part
σ. Suppose ρn+1, ρm+1 are the first columns of λ satisfying ρn+1 ≤ r−S +n and ρm+1 ≤ m+R−S −ρS −1. Then,
one can find rows i j, such that λi j < S and the pairs (i j, j) satisfy the atypicality condition (A.11) for m < j < n
if R is odd and m < j ≤ n if R is even and the atypicality condition (A.10) for n ≤ j. Indeed, from eq. (A.11)
with σi = 0 the condition m < j implies i j > ρS and thus λi j < S , while i j ≤ r implies j ≤ n if R is even and
j < n is R is odd. From eq. (A.10) with σi = 0 the condition n ≤ j implies i j ≤ r while i j > ρS follows directly
from ρ j ≥ ρS .
Conversely, if ρ j, m < j satisfies an atypicality condition with σi = 0, then λi < S . As shown in fig. 21, n
is the width of the foot of the narrowest hook with arm width r − S + n in which the Young tableau of λ can be
drawn in.
Two atypicality conditions (i, j) and (i′, j′) are called independent if i , i′ and j , j′. Clearly, conditions
(i j, j) are pairwise independent for m + 1 ≤ j < n and for n ≤ j. Let us show that an atypicality condition
(i j, j), m + 1 ≤ j < n is independent of conditions (i′j′ , j′), n ≤ j′ iff there is a row shorter then S such that the
box ǫ at the end this row and the box ǫ′j at the end of column j are balanced.
In order to do that it is useful to imagine the partition λ drawn on an infinite square lattice, as in fig. 21, with
each square having its content written inside. The following cases are possible
• Suppose first that there is no box with at the end of the row j. From j < n follows j ≤ S − r. Observe
that the column 1 + S − r ≤ j′ = 1 + S − i j is also empty. Therefore i′j′ = i j and the atypicality conditions
(i j, j) and (i′j′ , j′) are not independent.
• Let ρ j , 0 and let ǫ j be the box at the end of column j. No suppose that λ has a rightmost box ω with
content c = 2 − N − c(ǫ′j) and let j′ be the column of that box. Condition ρ j ≤ m + R − S − ρS − 1 gives
c ≤ c(ǫ′S ) + 1 + m − j. The equality sign cannot hold because otherwise j = j′ = S which contradicts
j < n. Thus 1 + S − r ≤ c = 1 + S − i j < c(ǫS ) and therefore S − r ≤ n ≤ j′ < S . If j′ − ρ j′ < c then
there is a box ǫ bellow ω, which is balanced with ǫ′j and has no box to the right, thus it is the end of a row
shorter then S . If j′ − ρ j′ = c then comparing the i’s from the two atypicality conditions we get i j = i′j′
and the two atypicality conditions are not independent.
• Finally, if there is no box with content c then the column j′ = c gives an atypicality condition (i′j′ , j′) with
i j = i′j′ .
Next, by the definition of m, a column j ≤ m can satisfy an atypicality condition only with a row λi ≥ S .
After inserting σi = λi − S in eqs. (A.10,A.11) we get
λ′j + λi + 1 − i − j = 0 (B.1)
( j − λ′j) + (λi − i) = 1 − N. (B.2)
The lhs in eq. (B.1) is the hook length of the box in the row i and column j of λ, thus, always positive. On the
other hand, eq. (B.2) requires the box ǫ′j at the foot of column j be balanced with the box ǫi at the end of row i.
In the end, we see that there are two sources for independent atypicality conditions satisfied by a weight λ.
First, if n is the width of the foot of the narrowest hook with arm width r − S + n, in which the Young tableau of
20This means that condition ii) is relaxed when partitions are viewed as osp(R|2S ) weights. In particular the minimal partitions µ, µ¯
discussed above are in the same block of osp(R|2S ) if there are hook shaped and atypical. Condition ii) is clearly related to the Z2 we
neglect by looking at the representation theory of osp(R|2S ) instead of OSp(R|2S ).
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r − S + n
Figure 21: A partition λ drawn on a hook shaped square lattice and fitting exactly inside a hook with foot width
n and arm width r − S + n. The black boxes represent the diagonal of squares with content c = S − r.
λ can be drawn in, then there are p := S − n atypicality conditions satisfied by the weight and we call them of
type 1. Second, to each balanced pair of boxes ǫ, ǫ, such that ǫ is a box at the end a row and ǫ is a box at the end
of a column, corresponds an atypicality condition of type 2. If λ satisfies q atypicality condition of type 2 then
the degree of atypicality of the weight is k = p + q.
Let {ǫil , ǫ′jl }
q
1, j1 <, . . . , < jq be the set of balanced pairs satisfying atypicality conditions of type 2. Applying
the iterative construction explained above to the boxes ǫiq , ǫ′jq one can see that there is a removable balanced strip
η jq in λq := λ, with its ends in ǫ jq , ǫ′jq . Clearly, by the same reasoning, one can identify a new balanced strip ηq−1
removable in λq−1 := λq/ηq. The end λ0 of this iterative procedure has no more removable balanced strips. Note
that λ0 satisfies k atypicality conditions all of type 1 and the sequence of weights λ0, . . . , λq has the same degree
of atypicality k.
In order to complete the proof of the claim it remains to notice two things. First, if α1i is an odd root
generating an atypicality condition of type 1, then Λ −∑pi=1 Nα1i is not dominant. Second, if α2 = δ j + ǫ j is an
odd root generating an atypicality condition of type 2, then Λ has a removable strip with its ends in the last box
ǫi of row i and ǫ′j of column j and Λ−α2i is dominant and can be represented by a partition of the form λ/{ǫi, ǫ′j},
where λ is the Young tableau of Λ.
C Modification rules and OSp(R|2S ) associate weights
The explicit form of the characters of classical groups is easier derived in the limit of infinite rank of the corre-
sponding Lie algebra. The inverse limit exists and is given by the modification rules for characters. The concepts
of infinite rank and inverse limit are rigorously defined for the case of Schur symmetric functions, connected to
the irreducible characters of GL(N), in [42]. Let us clarify this point.
The characters of classical groups, evaluated on a group element, are polynomials in the eigenvalues of
that element in the defining representation for the group. The infinite rank limit corresponds to considering
polynomials depending on an infinite number of such variables. Irreducible characters are polynomials with
a very specific symmetry, which is not obscured by the restriction of finite number of variables in the infinite
rank limit.21 These objects are known as symmetric functions. When the number of variables is set finite most
symmetric functions become functionally dependent. Once an algebraically independent subset of symmetric
functions is chosen, which is the actual set of characters in the case of classical groups, the modification rules
“for characters” represent arbitrary symmetric functions along this basis.
One can introduce generalized symmetric functions scµ for the supergroup OSp(R|2S ) according to eqs. (4.5,
4.6), see [25], [15]. The major difference with respect to classical groups is that functionally independent
generalized symmetric functions are no longer irreducible characters of the supergroup. However, modification
rules for scµ exist and have been derived in [26]. We bring them bellow in the form of eq. (4.8) with the notations
of our paper.
Suppose that λ is a typical osp(R|2S ) weight. Then, according to [26], only scµ with µ of the form λ dressed
by balanced strips η1, . . . , ηm modify to scλ
scµ = ε
mw(µ/λ)scλ, (C.1)





Figure 22: Configuration of lowest boxes ǫ1, ǫ2 in λ with content 1 − N/2,−N/2 when N is even. Thick lines
represent the border of the Young tableau of λ.
here ε is the superdeterminant representation. We have also introduced the weight function w(µ/λ) =∏mi=1(−1)ci−1
defined on skew partitions composed of balanced strips and ci is the number of columns in ηi.
Consider now, the osp(R|2S ) block labeled by the weight ν with degree of atypicality k and no removable
balanced strips. Then, any weight λ in the block Bµ of µ is of the form ν dressed up by qλ ≤ k balanced strips.





m−k−1 w(µ/λ)(−1)k−qλεm−qλ scλ. (C.2)
For a typical weight λ we put λ∗ equal to λ dressed up by the balanced strip of minimal length η1 if λ′S < r.
In order to prove that scλ∗ = εscλ one has to show that η1 runs over an odd number of columns.
Let us prove that η1 runs over an odd number of columns c1 if λ′S < r and an odd (even) number of columns
if λ′S = r and R is odd (even).
Indeed, each box in η1 belongs either to a horizontal or a vertical part of the strip, except for the boxes at
the corners of η1, which belong to both. We say the balanced pair ǫ, ǫ′ ∈ η1 has an allowable configuration if
both boxes belong either to horizontal or vertical parts of η1, otherwise ǫ, ǫ′ has a non allowable configuration.
As discussed in app. B, to every non allowable configurations of ǫ, ǫ′ with content c, c′ corresponds a removable
balanced strip in λ with its ends in the border boxes with content c − 1, c′ + 1 or c + 1, c′ − 1 depending on
weather ǫ is on a horizontal or a vertical part of η. Because λ is a osp(R|2S ) typical weight and, thus, has no
removable balanced strips, there are only allowable configuration of balanced pairs in η1. Thus, a balanced pair
in η1, which is not in the same column, indexes either two different columns or none. There is at most one
column containing the whole balanced pair and it appears always if N is odd and only for λ′S < r if N is even,
as shown in fig. 22. Thus, c1 is always odd for R odd and even only if λ′S = r for R even.
Let ηi denote the ith lowest length strip addable to λ and ci the number of columns in it. One can prove by
the same method that ηi+1/ηi has an even number of columns, one of which is already in ηi and, consequently,
ci+1 − ci is odd.
Again by the same method it is possible to prove that η1+η2 has an even number of columns. This is because
η2 contains a substrip η′1 which can be obtained by moving down along the diagonal the strip η1. Applying what
was said above about ηi+1/ηi to η2/η′1 we see that w(η1 + η2) = −1.
If λ is typical and λ′S < r then µ = λ + η1 + η2 is the next partition in the block of λ, while if λ′S = r then
µ = λ + η1 is the next partition in the bloc of λ. Therefore we have just shown, as claimed in sec. 4.3 that
scµ = −scλ.
Thus, the two cases in eq. (C.1) corresponding to the parity of m can be simply written as scµ = w(µ/λ)scλ
if λ  µ and scµ = w(µ/λ∗)scλ∗ if λ∗  µ because w(µ/λ) = w(µ/λ∗).
We do not know how to explicitly define the associates of atypical weights for general osp(R|2S ).
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Abstract
We consider the partition function of the boundary OSp(2S + 2|2S) coset sigma model on an
annulus, based on the lattice regularization introduced in the companion paper. Using results for
the action of OSp(2S+2|2S) and BL(2) on the corresponding spin chain, as well as mini-superspace
and small g2σ calculations, we conjecture the full spectrum and set of degeneracies on the entire
critical line. Potential relationship with the OSp(2S + 2|2S) Gross-Neveu model is also discussed.
1 Introduction
This paper relies heavily on the results of its companion [1]. In the latter work, we have defined a
lattice model which, we argued, is in the universality class of the OSp(2S + 2|2S) coset sigma model,
and carefully studied the decomposition of the Hilbert space of the corresponding quantum spin chain
V ⊗L under the action of the supergroup OSp(2S + 2|2S) and its non-semisimple commutant BL(2).
We shall now use these results to obtain information on the boundary spectrum of the model.
The paper is organized as follows. In section 2, various easily obtained results in the continuum
limit are collected. Section 3 deals with the weak coupling limit in the bulk. Subsection 3.1 tackles the
minisuperspace analysis, subsection 3.2 defines and studies the small coupling expansion around g2σ = 0,
subsection 3.3 discusses the exact structure of the theory as g2σ → 0 and subsection 3.4 compares our
perturbative approach with the one of Wegner formally extended to the OSp case. Section 4 exploits
the algebraic structures of the lattice model elucidated in the first paper to formulate two essential
conjectures about the boundary spectrum. Section 5 presents thorough numerical checks of these
conjectures. Section 6 discusses potential relationship with the OSp Gross Neveu models and our third
conjecture. Section 7 contains our conclusions.
All notations are consistent with those in [1]. In addition, some of the new notations introduced in
what follows are:
• 2πg = g2σ, coupling constant of the sigma model
• VirB the chiral algebra obtained from the Brauer algebra in the continuum limit
2 Some immediate results for boundary partition functions in
the continuum limit
2.1 The periodic partition function
As discussed at the end of section 2 in [1], the periodic partition function of the OSp(2S + 2|2S)
model on the annulus is obtained by calculating the supertrace of the appropriate power of the transfer
matrix, which translates geometrically by giving to all non contractible loops a weight two. This
partition function is thus identical with the one of the 6 vertex model. The continuum limit is well
known to be described by a free compactified boson with Dirichlet boundary conditions on either sides
of the annulus. This bosonic degree of freedom comes from the interpretation of the 6 vertex model as
1
a solid on solid model with height variables dual to the arrows. It is traditional to write the action for






with ϕ˜ quantized on a circle of circumference 2π. Standard results show the relation between the
coupling constant g and the anisotropy parameter of the lattice model:
∆ = cosπg (2.2)










where j is integer for a lattice of even width, and j is half an odd integer for a lattice of odd width.
We have introduced the modular parameter q = e2πiτ to describe the annulus where τ = iT2L , L is the
transverse length (so the hamiltonian or transfer matrix act on the space V ⊗L) and 1/T is the length
in imaginary time (this T must not be confused with the transfer matrix, also denoted by the same





We note however that the loop partition function for the OSp(2S + 2|2S) model coincides with
Neumann boundary conditions in terms of the orthosymplectic vector field (Dirichlet boundary condi-
tions would turn into loops having open ends on the boundary). Therefore, the correspondence with
















The identity of the partition function of the OSp(2S+2|2S) model and of the free boson in this case
can of course be directly demonstrated at the level of the field theory. Indeed, the functional integral
over the fundamental OSp(2S + 2|2S) fields φi(τ, σ) can be formally evaluated by using an integral
representation for the constraint δ
(
Jijφ
iφj − 1). This leaves one with 2S + 2 identical bosonic, and
2S identical fermionic integrals, which cancel against each other, leaving two bosonic integrals. The









, (φ1)2 + (φ2)2 = 1 (2.7)
From this we identify the Coulomb gas coupling
2πg = g2σ (2.8)
and φ1 = cosϕ, φ2 = sinϕ.
2.2 The twisted partition function
In sec. 3.1 of [1] we have defined for the spin chain V ⊗L a, so called, quasiperiodic partition function
depending on a supermatrix D ∈ OSp(2S+2|2S) encoding the set of all possible boundary conditions.
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Let us call twisted the subset of boundary conditions such that sdetD = −1. The simplest twisted
boundary condition is of the form
φ1(τ, σ + r) = φ2(τ, σ), φ2(τ, σ + r) = φ1(τ, σ), φi(τ, σ + r) = φi(τ, σ), i 6= 1, 2 (2.9)
and the supermatrix D encoding it is in fact the reflection ρ described in [1].
The twisted boundary condition in eq. (2.9) defines a twisted partition function Ztw which can be
easily computed in the path integral formalism. This, again leads to the cancellation of 2S bosonic
integrals against the fermionic ones leaving the fields φ1,2. After a simple rotation by π/2 in the
space φ1,2 one can see that the twisted boundary conditions in eq. (2.9) are equivalent to antiperiodic
boundary conditions for the field ϕ itself. The partition function for the compactified boson ϕ is
therefore:
Ztw = [det (−∆DA)]−1/2
where ∆DA is the Laplacian with Dirichlet boundary conditions in space and antiperiodic boundary















Note that this partition function is independent of w, ie of the weight of the intersections.
The fermionic fields in eq. (2.9) are periodic. One can as well consider antiperiodic boundary
conditions for fermions. Therefore we shall distinguish between the periodic and antiperiodic twisted
partition functions, the one in eq. (2.10) being periodic.
In the discrete loop model picture, imposing either periodic or antiperiodic twisted boundary con-
ditions amounts to giving a weight 0 to the loops winding the annulus an odd number of times. The
difference resides in choosing 2 or N˜ := 4S + 2 for the loops winding the annulus an even (nonzero)
number of times.
2.3 The case w = 0
In the case w = 0, loops do not intersect and the partition function can be easily computed. Noncon-
tractible loops can wind only once around the system and get a weight N˜ for (anti)periodic boundary









for an even lattice, while for an odd lattice, the sum runs j half an odd integer (and thus adding odd





and α is determined through D1/2 = N˜ (= 4S + 2), the dimension of the fundamental. We then
find the number of (1, 0) fields to be D1 = 1 + 2 cosh 2α = N˜2 − 1, a result indicating the underlying
SU(2S + 2|2S) symmetry. Note that D1 = Dadj + N˜22 . The total number of h = 1 fields in the open
boundary partition function is thus the sum of the number of currents and N˜
2
2 additional primary fields
in the rank 2 symmetric SU(2S + 2|2S) tensor.





























where q˜ = e−2πi
1
τ and exhibits complex exponents. These complex exponents can be traced back to
the complex electric charges in the free boson theory (2.7) necessary to give non contractible loops a
weight greater than two. It is not clear of course that the modular transform of the modified partition
function should have a useful meaning in the sigma model CFT: antiperiodic boundary conditions for
fermions in the space direction do not have to be included for consistency of the model (unlike say, for
the Majorana fermions of the Ising model).
There is yet another way of obtaining the partition function in eq. (2.11) at w = 0 if one knows:
i) the trace of the transfer matrix restricted to an irrep of the Temperley Lieb algebra and ii) the
decomposition of representations of BL(2) into irreps of the Temperley Lieb algebra. According to
sec. 4.1 of [1], the partition function with most general boundary conditions (encoded in the matrix
D) can be written in the form






where λ ⊢ L − 2k, k = 0, 1, . . . , scλ(D) are OSp(4|2) generalized symmetric functions and χ′λ is the
character of the standard BL(2) representation ∆L(λ). On the other hand, according to the discussion
in sec. 5.2 of [1], the standard module ∆L(λ), λ ⊢ m = L− 2k decomposes into a direct sum of irreps





where fλ is the number of standard Young tableaux of shape λ and n(m, l) are multiplicities. If cj is
the character of the Temperley Lieb irrep DL(2j) in the limit L → ∞, then according to [3] (this is
discussed in more details below)
cj
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and, therefore, in the continuum limit the partition function of the dense intersecting loop model at











 qj2 − q(j+1)2
η(τ)
. (2.16)
In simple terms, huge degeneracies appear at this point. Indeed, since loop crossings are not allowed
(w = 0), different operators corresponding to different symmetries of the non contractible lines now
become identical.
3 Weak coupling results for the bulk theory
3.1 Minisuperspace on the superphere OSp(2S + 2|2S)/OSp(2S + 1|2S)
The limit where gσ → 0 of the bulk spectrum can be analyzed using a minisuperspace approximation.
Such a strategy has proved extremely successful in recent analysis of WZW models on supergroups in
particular [4, 5].
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Indeed, consider the sigma model on a cylinder of circumference r or, equivalently, at temperature
T = 1r . Doing a Wick rotation transforms the space into a basic circle σ ≡ σ + r, while the imaginary
time runs to infinity along the axis of the cylinder. At small r - ie large temperature - it is reasonable
to neglect the fluctuations of the fields in the transverse direction, and replace the fields φi(σ, τ) by
φi(τ).
To be more precise, let us describe the problem in a hamiltonian formalism. In general, one
has to deal with wave functions Ψ which are functions of the field configuration at a given time (or
imaginary time), Ψ[φi(σ)]. In the minisuperspace limit, these become functions of the σ independent
approximation of the fields, ie functions on the target space itself. If the sigma model of interest is a
model on a (super)group, the wavefunctions become functions on that (super)group. The hamiltonian
becomes a differential operator on these functions.














with ϕ the angle of the vector φ, quantized on a circle of circumference 2π. The minisuperspace
approximation should be valid in the limit of g large. This corresponds to small temperatures in the
XY model, ie the limit where the free floating vortex operators are strongly irrelevant.















Here Π is the canonical momentum associated with ϕ, the equal time commutator is [Π, ϕ] = 1/i and
∆ˆ1 = d2/dϕ2 is the Laplacian on the circle. The hamiltonian H has eigenfunctions Ψn(φ) = eniϕ
with eigenenergies En = g2σTn
2/2. Again, this approximation should become good when g2σ is large,
so these dimensions are small and accumulate near the ground state.
On the other hand, H reads, in the Virasoro formalism
H = 2πT
(
L0 + L¯0 − c12
)
.












and coincides in the limit g2σ small with the one obtained in the minisuperspace limit indeed. Note
that the central charge being a contribution of order O(1) to the spectrum should not be visible in the
minisuperspace approximation.
Let us now apply these ideas to the simplest non trivial model of our series, namely the supersphere
S3|2. We shall not dwell here on the subtleties related to rigorous definition of the supersphere as a
supermanifold in the sense of mathematicians. Instead, we prefer to define it directly as the coset space
S3|2 := OSp(4|2)/OSp(3|2).
To be more specific let us fix some notations. Let BL be some Grassman algebra with a large
enough number of generators L. Consider the linear space C4|2 over B composed of points X, which
can be parametrized by four even coordinates Xi = xi ∈ B, i = 0, 1, 2, 3 and two odd coordinates
Xα = ηα ∈ B, α = 1′, 2′.
C4|2 becomes a supereuclidian linear space E4|2 if we endow it with a scalar product which is defined
as follows: for two points X,Y ∈ C4|2 with coordinates xi, ηα and, respectively, yi, ξα put
X · Y = XpJpqY q = xiJijyj + ηαJαβξβ =
3∑
i=0
xiyi + η1ξ2 − η2ξ1,
5
where p, q = 0, 1, 2, 3, 1′, 2′. To distinguish between even and odd components we introduce the grading
function | · | which is zero evaluated on even indices and one on the odd ones, e.g. |i| = 0, |α| = 1.
It is then natural to associate to each X ∈ E4|2 a point X∗ in the dual space by the usual index
lowering procedure Xp = XqJqp in such a way that the scalar product X · Y becomes X∗(Y ) = XpY p
and to each endomorphism M of E4|2 the dual(transpose) M∗ by the correspondence Y = MX ⇒
Y ∗ = X∗M∗. In matrix components (M∗) pq =M
p
q(−1)|q||p|.
An element of OSp(4|2) is an element of EndE4|2 orthogonal with respect to the scalar product in
eq. (3.1), that is in matrix notations
M∗M = I. (3.3)
Note that, so defined, the supergroup OSp(4|2) is noncompact because it contains as a subgroup the
group Sp(2) ≃ SL(2) of transformation of ηα only.
The supergroup OSp(3|2) is then realized as the subgroup of OSp(4|2) stabilizing the line x0.
Therefore, a point on S3|2 has coordinates of the form Xp = Mp0 for some M ∈ OSp(4|2). One can





(xi)2 + 2η1η2 = 1, (3.4)
giving the embedding of S3|2 into E4|2. The solutions of eq. (3.4) can be parametrized as follows
xi = ni(1− η1η2) (3.5)
3∑
i=0
(ni)2 = 1. (3.6)
Note that one can introduce the spherical or Euler angles to parametrize the ni’s in the same way
as for the embedding of S3 into R3. However, when the body of some component ni vanishes, that
is b(ni) = 0, only the square of the soul of ni is fixed by eq. (3.6), which is not enough to uniquely
determine the soul itself. Therefore, the parametrisation with spherical or Euler angles does not give
the full set of solutions when b(ni) = 0 for some i.
The infinitesimal distance element is obviously
dXpdX




Solving the constraints for ni, one can extract the metric tensor gab on S3|2.

























The square root of g = sdet gab fixes the invariant measure on the supersphere dS3|2 = [(1 −
2η1η2)dη1dη2]dS3 in the path integral formalism, where dS3 denotes the invariant measure on the
target space S3 for the fields ni.
We shall use the isomorphism f : S3 → SU(2) to give a parametrization of (almost) all the sphere
S3. Thus, if ni are the coordinates of a point on S3, then the corresponding element of SU(2) is
G = f(n0, n1, n2, n3) = n0 +
∑3
a=1 σ
ana, where σa are Pauli matrices.
Next, recall that there is an isomorphism g : SO(4)→ SU(2)⊗SU(2)/Z2. Thus, if g(R) = GL⊗GR
then the action of R on ni’s can be represented as f(Rn) = GLf(n)G
†
R, where on the right hand side
we have a matrix multiplication.
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In what follows we shall use the Hopf parametrisation of SU(2), which shall prove more comfortable
then the usual parametrisation with Euler angles
G =
(
eiξ1 cosµ eiξ2 sinµ
−e−iξ2 sinµ e−iξ1 cosµ
)
, (3.9)
with 0 ≤ b(µ) ≤ π/2 and 0 ≤ b(ξ1), b(ξ2) < 2π, where b : BL → R denotes the body map. According
to the remark made before, the points b(µ), b(ξ1), b(ξ2) = πZ/2 are singular for the parametrization in
eq. (3.9).










= (∂µ)2 + cos2 µ(∂ξ1)2 + sin2 µ(∂ξ2)2.
















To quantize this hamiltonian one has to write the evolution operator in the path integral formalism
and then derive the Schrodinger equation it satisfies by propagating the wave function for an infinites-
imal amount of time. A shortcut to the correct final result is the ordering prescription for coordinate







For the parametrisation in eq. (3.9) the nonvanishing components of the metric tensor gab are
gµµ = 1−2η1η2, gξ1ξ1 = (1−2η1η2) cos2 µ, gξ2ξ2 = (1−2η1η2) sin2 µ, gη1η2 = (1−η1η2). (3.12)











η2∂η2 + 2(1 + 2η1η2)∆SU(2)
]
, (3.13)


























by first making the change of coordinates
Xi = Rxi, Xα = Rηα,
where R =
√










The operator ∆ˆ3|2 is also the second order Casimir in the regular representation of OSp(4|2) in the
space of functions on S3|2.
1As it is typical for quantum mechanics, this hamiltonian is defined up to an arbitrary constant. This constant has
its origin in the arbitrariness of the measure of the regularized path integral.
7






where j is the SU(2) spin, n = 2j is the SU(2) Dynkin label.
The eigenfunctions are of four types:
(1− nη1η2)f jmm′ ; (1 + nη1η2)f j−1mm′ ; η1f j−1/2mm′ ; η2f j−1/2mm′ (3.17)
where the f jmm′ are the (2j +1)
2 eigenfunctions of ∆SU(2) with eigenvalue j(j +1). They form a basis
of the left or right regular representation of SU(2).
The dimension of the eigenvalue space is, for j ≥ 1/2, thus made of [2(j − 1) + 1]2 + (2j + 1)2
bosons and 2 × [2(j − 1/2) + 1]2 fermions, leading to a superdimension 2 independent of j, and a
dimension of 4n2 + 2, j ≥ 1. In the j = 0 case there is only one eigenfunction which is a constant,
while in the j = 1/2 case there are two fermionic eigenfunctions η1, η2 and four bosonic eigenfunctions
(1− η1η2)Gij , where Gij are the matrix elements of the SU(2) matrix in eq. (3.9).
The conformal weights in the minisuperspace approximation can be computed by identifying the





24 of the field theory sigma model. Form eq. (3.16) and the identification En = 4πThn the









These are exactly the XY conformal weights in eq. (3.2) in the limit gσ → 0.
Let us point in the end how a similar minisuperspace analysis can be carried out in the case of all
supergroups OSp(2S +2|2S). The supereuclidian space E2S+2|2S is defined as follows. For the sake of
notation, a point in C2S+2|2S is parametrized by the set of even coordinates Xi = xi, i = 1, . . . , 2S+2
and odd coordinates Xα = ηα, XS
′+α = η¯α, α = 1′, . . . , S′. The scalar product between two points
X,Y ∈ E2S+2|2S with coordinates xi, ηα, η¯α and, respectively, yi, ξα, ξ¯α is set to








The Laplacian in E2S+2|2S is defined as in eq. (3.15) and the remarks made above remain valid for the
Laplacian ∆ˆ2S+1|2S on the superphere S2S+1|2S .
The quantised hamiltonian will be Hˆ = −Tg2σ2 ∆ˆ2S+1|2S and
∆ˆ2S+1|2S =
1
1− η2 ∆ˆ2S+1|0 +∆0|2S −D
2
η, (3.18)
where η2 := Jαβηαηβ , ∆0|2S := Jαβ∂ηβ∂ηα and Dη := ηα∂ηα .





(η) is the Grassman algebra in the generators ηα, η¯α.
Let S(x) denote the polynomial algebra in the variables xi and consider the natural filtration of





Counting all monomials of homogeneous degree n is not hard to see that dimSn(x) = Cn2S+1+n. Clearly
the vector space Sn(x) provides a SO(2S+2) representation which is equivalent to a totally symmetric
tensor of rank n. Let Hn(x) ⊂ Sn(x) denote the vector subspace of harmonic polynomials. We shall
8
need the following well known facts
Hn(x) ≃ Sn(x)/x2Sn−2(x) (3.19)







∆ˆ2S+1|0bn(x) = −n(n+ 2S)bn(x), bn(x) ∈ Hn(x), X2 = 1,
see [6]. Note that ∆ˆ2S+2|0 has the same eigenvalues as the SO(2S+2) second order Casimir evaluated
on a traceless symmetric tensor or rank n, while h0(n) is the number of its independent components.
Therefore the SO(2S+2) representation provided by the vector space Hn(x) is equivalent to a traceless
symmetric tensor of rank n.







It is most useful to exploit the fact that
∧m(η) provide a Sp(2S) representation equivalent to a totally
antisymmetric tensor of rank m. It is well known that the representations provided by the action of
Sp(2S) on antisymmetric tensors of rank m and 2S −m are equivalent for m = 0, . . . , S, see [7]. This









(η) = Cm2S , p = 1, . . . , S −m. (3.23)
Let Hm(η) denote the vector space of harmonic polynomials (with respect to the Laplacian ∆0|2S)
of homogeneous degree m ≤ S. Then, using dim η2∧m−2(η) = dim∧m−2(η), m ≤ S one can prove








h1(m) := dimHm(η) = Cm2S − Cm−22S .
Note that h1(m) is the number of components of a traceless antisymmetric Sp(2S) tensor of rank m.
Therefore Hm(η) is an irreducible Sp(2S) representation. The decomposition of Sp(2S) antisymmetric
tensors into irreps is reflected by the following relation derived from eq. (3.23)∧m
(η) ≃ Hm(η)⊕ η2Hm−2(η)⊕ . . . , m ≤ S (3.24)













η2(S−m) ⊗ Hm(η), (3.25)
where C[t] is the polynomial algebra over C in one indeterminate t. The Sp(2S) second order Casimir in∧
(η) regular representation is ∆ˆ0|2S := η2∆0|2S + 2(S + 1)Dη −D2η. One can check that all η2pHm(η)








2This is more then an isomorphism of vector spaces, it is actually an isomorphism of Sp(2S) modules.
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Now we are ready to search for the whole set of eigenfunction of Hˆ. From the remark made above,
the Laplacian ∆ˆ2S+1|2S is the second order Casimir in the left (or right) regular representation in
L2(S2S+1|2S). Therefore, it commutes with the action of OSp(2S + 2|2S). This means that, for an
eigenvalue λ of ∆ˆ2S+1|2S , the eigenvalue subspace Lλ ∈ L2(S2S+1|2S) is OSp(2S+2|2S) invariant and,




dmn C[η2]/η2(S−m+1) ⊗ Hm(η)⊗ Hn(x), (3.26)
where dmn are multiplicities. This being said, the most appropriate ansatz for the eigenfunction of
∆ˆ2S+1|2S is




2k. Plugging the ansatz (3.27) into ∆ˆ2S+1|2SF (X) = λF (x) one gets a
recurrence relation




which ends with a polynomial equation of degree S −m+ 1 in λ





λpmn = −(m+ n+ 2p)2, p = 0, . . . , S −m+ 1. (3.28)
If p 6= p′ then λpmn 6= λp
′
mn. This means that there are no multiplicities in eq. (3.26), that is all dmn = 1.
We have not succeeded to arrive at a compact analytical form for the coefficients gk. However, by
replacing η2 with a complex indeterminate t, it is not hard see that the eigenvalue problem for g(η2)
is closely related to a, somewhat more familiar, eigenvalue problem








It is interesting to see how the eigenfunctions F pmn(X) = g
p
mn(η
2)fm(η)bn(x), X2 = 1 corresponding
to the same eigenvalue λ = λpmn organize into a OSp(2S + 2|2S) representation. Suppose first that

















· · · · · · · · ·
The eigenfunctions in the same row(column) have the same Sp(2S) (SO(2S+2)) highest weight, which
decreases from top to bottom(left to right).
The eigenfunction F 0Sn at the top has the unique OSp(2S + 2|2S) highest weight in Lλ. In the
notations of our previous paper [1] this highest weight is Λ = δ1 + · · · + δS + nǫ1 and is represented
by a one row Young tableaux of width S + n. The explicit form of the highest weight vector of Lλ is
F 0Sn(X) = η
1 . . . ηSH[(x1)n], where H : Sn(x)→ Hn(x) is the canonical projection map 4. Even more
explicitly H[(x1)n] = |x|nCSn (x1/|x|), where CSn are Gegenbauer polynomials. Moreover, the value of
the second order Casimir in the OSp(2S + 2|2S) irreps g(Λ) with highest weight Λ is also −(n+ S)2.
3Eqs. (3.20,3.25) are, in fact, module isomorphisms.
4We have addopted the convention that ηα(η¯α) have weight δα(−δα) and x1 has the highest SO(2S + 2) weight.
10
Given that all other OSp(2S + 2|2S) irreps with the same value −(n+ S)2 of the Casimir have higher
highest weights, we have proved that Lλ is equivalent to g(Λ).
When λ = −m2, m ≤ S the structure of Lλ is the same as in the tableau above, except that the
highest weight vector is F 0m0 = η
1 · · · ηm.















































where we have supposed again that λ = −l2, l = n+ S and I˜ is an even supermatrix which is identity
in the SO(2S + 2) sector and minus identity in the Sp(2S) sector. So, according to the discussion in
our previous paper [1] on the generalized OSp(2S + 2|2S) Schur functions scµ, we see that dimLλ is
equal to the number of components of a supersymmetric tensor of rank l.























Let us end this section with an illustration of how the OSp(4|2) supersymmetric tensors break down
into fields of the form (3.17). This is obvious in the case of the tensor of rank 1. The components of
the rank two traceless supersymmetric tensor are
Σpq = XpXq − 1
2
Jpq.
The eight fields ηαf1/2m,m′ in eq. (3.17) correspond to the fermionic components Σ
αi = ηαni. The bosonic
components Σij can also be written in a manifest SO(4)× Sp(2) invariant form
Σij = (1− 2η1η2)ninj − 1
2








(1 + 2η1η2)δij .
The remaining component Σαβ = Jβα(1 + 2η1η2)/2 is not independent because of the vanishing trace
condition. The same argument can be repeated in the case of tensors of higher rank. For instance the
traceless supersymmetric tensor of rank 3 is of the form
Σpqr = XpXqXr − 1
4
(XpJqr + (−1)|p||q|XqJpr +XrJpq).
After some combinatorics one can prove that the nonzero components of the supersymmetric tensor of
rank l = 2j can be written in an SO(4)× Sp(2) manifestly invariant way as follows




Si1...il−2δil−1il + . . .
)
Σi1...il−1α = Si1...il−1ηα, Σi1...il−2αβ = −1 + lη
1η2
2(l − 1) S
i1...il−2Jαβ
11
where Si1,...,il are the traceless SO(4) tensors of rank l, that is the tensor form of the functions f jmm′ .
In conclusion, for all OSp(2S + 2|2S) cases the minisuperspace analysis gives the same spectrum
(3.1) with the same supermultiplicities and multiplicities corresponding to totally symmetric tensors.
Unfortunately, in the coset sigma model, there are many interesting fields whose dimensions tend to
integers as gσ → 0. They are not captured by the minisuperspace approximation on the supersphere,
which appears thus less useful than in the WZW case. To proceed, we will consider the gσ → 0 limit
from a slightly different point of view.
3.2 Perturbation theory in the OSp(4|2) sigma model
It is now most useful to recover the minisuperspace result of the previous section from a different
point of view, using standard conformal perturbation theory in the limit of small gσ (for a very useful
discussion of perturbation theory in the O(2) case, see [8]).
To regularize the IR and UV divergences of the theory we use a square lattice of width L, spacing
a and a total number of sites N . Then, one can exponentiate the term coming from the measure and












2η1η2 − log(sinµ cosµ)] }.
The role of the measure term in the effective action is to cancel the tadpole divergences of the theory.
The perturbation theory is performed correctly by rescaling the nonzero modes of the fields
ηα(x) = η¯α + gσ ηˆα(x), µ(x) = µ¯+ gσµˆ(x), ξα(x) = ξ¯α + gσ ξˆα(x). (3.30)
We shall treat the zero modes nonperturbatively.








2(1− η¯1η¯2)∂ηˆ1∂ηˆ2 + (1− 2η¯1η¯2)[(∂µˆ)2 + cos2 µ¯(∂ξˆ1)2 + sin2 µ¯(∂ξˆ2)2]}
+ 2N η¯1η¯2 −N log(sin µ¯ cos µ¯) (3.31)
coupled to the zero modes η¯1, η¯2 and µ¯. In the following we separate the zero modes contribution to
the path integral measure [dη1dη2dµdξ1dξ2] = gσ[dηˆ1dηˆ2dµˆdξˆ1dξˆ2]dη¯1dη¯2dµ¯dξ¯1dξ¯2. Note that one can







ηˆα, µ˜ = (1− η¯1η¯2)µˆ, ξ˜1 = cos µ¯(1− η¯1η¯2)ξˆ1, ξ˜2 = sin µ¯(1− η¯1η¯2)ξˆ2
to eliminate all but one of the terms proportional to N in A0 coming from the measure. This is because
leaving the zero modes nonintegrated is equivalent, in the lattice regularization picture, to fixing the
fields in one site of the lattice.
Let us call partial the correlation functions computed without integrating the zero modes. For
instance the partial propagators are〈
ηˆ1(x)ηˆ2(y)
〉
∗ = (1 + η¯
1η¯2)G(x, y) (3.32)



















































resulting from eq. (3.33), where  = −∂µ∂µ.
Rescaling the fields as mentioned above one gets the partial partition function
Z∗(η¯1, η¯2, µ¯) ∝ gσ(1− 2η¯1η¯2) sin µ¯ cos µ¯det′−1/2 (3.34)
up to an arbitrary factor coming form the normalization of the path integral measure [dηˆ1dηˆ2dµˆdξˆ1dξˆ2].
Here det′ is the regularized determinant of the Laplacian with periodic boundary conditions in both
directions. Note the OSp(4|2) invariant integration measure on S3|2 appearing in eq. (3.34). One can
choose the arbitrary constant in eq. (3.34) so that the full partition function
Z0 ∝ gσ|S3|2|det′−1/2 (3.35)
is equal to the partition function of a single compactified boson in the limit gσ → 0. Here |S3|2| = 4π2
is the volume of the supersphere S3|2. The correlation functions are then computed perturbatively
according to the formula
〈O〉 =
∫





dη¯1dη¯2µ¯dξ¯1dξ¯2(1− 2η¯1η¯2) sin µ¯ cos µ¯ 〈e−Aint〉∗
(3.36)
by developping in powers of gσ the term e−Aint .














































Higher order partial correlation functions can be computed according to the general rule〈
η1(x1) . . . η1(xn)η2(y1) . . . η2(yn)
〉
∗ =− gn−1η¯1η¯2 det ‖ ln η
i,i+1
j,j+1‖ (3.38)
+ gn(1 + nη¯1η¯2)
∑
π∈Sym(n)
ε(π)G(x1, yπ(1)) . . . G(xn, yπ(n))
where we have set ηijkl =
rikrjl
rilrjk
and rij = |xi − yj |. The lowest order term in eq. (3.38) is typical of
symplectic fermions [9, 10] while the second is the usual Wick rule for the dynamical components.
All correlation functions which might be of interest are between products of fundamental fields Xp
in different points. Therefore, in partial correlation functions the fields ξa, a = 1, 2 will always appear
in the form 〈













where all α’s are integers and by G(xk, xk) we mean G(xk, xk+a). The integration along the zero mode
ξ¯a imposes the classical “zero charge” constraint β =
∑
αk = 0 for the nonvanishing full correlation
function. An immediate consequence of the zero charge condition is the dependence of eq. (3.39) only
on the regularized propagator Greg(x, y) = G(x, y)−G(0, 0) = 12π log |x−y|a independent of the IR cut-
off L. Finally, although one has to perform a nontrivial integration for the zero modes η¯1, η¯2, µ¯, the








Indeed, let c = g2σ(1 + 2η¯
1η¯2)Greg(x, y). Then, making the change of variables u = 1 + tan2 µ¯ and




dη¯1dη¯2(1− 2η¯1η¯2) (e−c − cΓ(0, c)) ,
where Γ(0, c) is the partial gamma function. In order to integrate the fermionic zero modes we develop
Γ(0, c) around the body of c. Then cΓ(0, b(c)) shall not contribute to the final result and we are left
only with exponentials.
On the other hand the field µ behaves quite differently. The main reason is the fact that µ lives on
a segment 0 < b(µ¯) < π/2 rather then on a circle. The integration of the zero mode µ¯ in the correlation













which is zero only for β ∈ 4Z + 2, β 6= ±2. Therefore, there is no zero charge condition for the
correlation functions of vertex operators in the field µ. Moreover, the two point function of a vertex



















∂ηˆ1∂ηˆ2 + (∂µˆ)2 + cos2 µ¯(∂ξˆ1)2 + sin2 µ¯(∂ξˆ2)2 − 2
a2
]












∂ηˆ1∂ηˆ2 + (∂µˆ)2 + cos2 µ¯(∂ξˆ1)2 + sin2 µ¯(∂ξˆ2)2 − 2
a2
]










interaction term in the action (3.29).
Because the way we compute correlation functions in eq. (3.36) is quite different from the usual
approach, it is no use in normal ordering exp(−Aint) in the numerator in order to cancel the perturbative
corrections in the denominator. Therefore, we need the corrections to the partition function Z0 in order
to compute perturbatively correlation functions. There is no partial correction to Z0 to the first order








. In view of eq. (3.34), it
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is not hard to see that only the first lines in eq. (3.41) and eq. (3.42) contribute to the full correction











and therefore Z2 = 0.
We now have all the necessary ingredients to rederive perturbatively the minisuperspace result of
sec. 3.1 and go further in the research of new primary operators and their scaling dimensions.
Let us first illustrate how to perturbatively compute the scaling dimension of the six dimensional
OSp(4|2) multiplet. From eq. (3.37), we see that already in the free field theory A0 the fields ηα have

















to be some constant proportional to G(0, 0). This is indeed the case because the first term in eq. (3.43)























η¯1η¯2 〈−A2〉∗ = 2g2σ η¯1η¯2
(













Let us compute perturbatively the scaling dimension h = g
(
l+ 12
)2, for the highest weight compo-
nent η1f lll of the OSp(4|2) representation of highest weight (1, 2l, 2l) described in the minisuperspace
approach in sec. 3.1. From the property of the tensor product it is clear that
f l±l,±l(µ, ξ1, ξ2) = f
1
2
± 12 ,± 12
(µ, ξ1, ξ2)2l = e±i2lξ1 cos2l µ.
Separating the zero modes one has
〈






















(−1)r+s cosr+s µ¯ sin4l−r−s µ¯ 〈cosr gσµˆ sin2l−r gσµˆ coss gσµˆ′ sin2l−s gσµˆ′〉∗,
where we have introduced the notations µˆ, µˆ′ for µˆ(x), µˆ(y) andGreg, G0, G forGreg(x, y), G(0, 0), G(x, y).
The remaining correlator can be computed perturbatively by developping in powers of µˆ
〈
















1 + 2lg2σ(1 + 2η¯
1η¯2)G0
]− g2σ(1 + 2η¯2η¯2) cos4l−2 µ¯ sin2 µ¯[2l(2l − 1)G0 + 4l2G]}































which are easily computed by making the change of variables u = tan2 µ¯+ 1 and then developping in
Taylor series. Putting everything together we finally get〈








1− 2lg2σG0 − g2σ(2l + 1)2Greg
]
, l ≥ 1
2
.
Thus, we get the required scaling dimension already in the free theory.









which gives after the integration of the zero modes the final result for l ≥ 12〈











Repeating the same reasoning one can get the following result〈[
1∓ 2jη1(x)η2(x)][1∓ 2jη1(y)η2(y)]f l± 12








±[1− g2σ(2l + 1)2Greg − (2l + 1)g2σG0] (3.49)
for the correlation functions between the highest and lowest weight components of the remaining
SO(4)× SL(2) multiplets of the OSp(4|2) representation of highest weight (1, 2l, 2l). When j = 1 and
the choice of the sign in eq. (3.49) is minus, the factor 2 of g2σG0 has to be corrected to 4 because of
the singularity in the gamma functions in eq. (3.47).
The perturbation theory in this section applies also to correlation functions between fields with
derivatives. We give below two examples of such computations, which will be used later in sec. 3.4
where we conjecture the scaling dimension of the most general fields.
Let us compute first the anomalous dimension of the field
η1D1ηˆ
1 . . . Dmηˆ
1D¯1ηˆ
1 . . . D¯nηˆ
1 (3.50)
where Di, D¯j are holomorphic and antiholomorphic derivations of arbitrary order. Although we
switched to holomorphic and antiholomorphic coordinates we do not consider the fundamental fields
to be either purely holomorphic or purely antiholomorphic. The field in eq. (3.50) is clearly a high-
est weight state for a OSp(4|2) irrep of highest weight λ = 1m+n+1 appearing in the fusion of the
(super)antisymmetric tensor of shape λ.
In the free theory, the partial two point correlation function for the field in eq. (3.50) is
〈
η1D1ηˆ
1 . . . D¯nηˆ














1 . . . D¯nη˜
1D1η˜
2 ′ . . . D¯nη˜2 ′
〉
. With the help of integrals of the type∫
x
















1 . . . D¯nηˆ
1D1ηˆ
2 ′ . . . D¯nηˆ2 ′
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coming from the perturbation −A1 and susceptible to generate terms proportional to G, in fact, does
not. Obviously neither does A
2
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1 . . . D¯nηˆ
1D1ηˆ




which with the help of integrals of the type∫
x







is shown to yield the only relevant contribution
2nmg2σG(−1)n+mη¯1η¯2Γ0. (3.54)
It is very important to notice that this contribution exists only if we consider both holomorphic and




2nm+ n+m− 1) (3.55)
for the field in eq. (3.50). It is somewhat disturbing to observe that this expression is not the Casimir
of the OSp(4|2) antisymmetric representation λ = 1n+m+1 except m = n = 0 and m = 0, n = 1 or
m = 1, n = 0.
It is not difficult to generalize the above calculus to find the anomalous dimension of the more
general field
η1D1ηˆ
1 . . . Dmηˆ
1D¯1ηˆ
1 . . . D¯nηˆ
1Pl(cos 2µ), l ∈ N (3.56)
which is a components of the OSp(4|2) irrep λ = (2l+1)1m+n appearing in the fusion of the tensor of
shape λ. In order to eliminate the problem of computing complicate integrals with factors exp −acos2 µ¯ ,
generated by the fields ξ1, ξ2, we have chosen the component f l00[cosµ, ξ1, ξ2] = Pl(cos 2µ), where
Pl(cos 2µ) are the Legendre polynomials. The latter obey the composition formula
Pl[cos(θ1 + θ2)] =
l∑
k=−l
P kl (cos θ1)P
−k
l (cos θ2),
with associate Legendre functions P kl (cos θ), see [6]. It can be used to get
Pl(cos 2µ) = Pl(cos 2µ¯) + 2gσP 1l (cos 2µ¯)µˆ+O(g2σµˆ2).







Pl(cos 2µ¯)2G− 4g2σ η¯1η¯2P 1l (cos 2µ¯)2G
)
Γ0. (3.57)
With the help of the calculations leading to eq. (3.54), we easily get
2nmg2σG(−1)n+mη¯1η¯2Pl(cos 2µ¯)2Γ0 (3.58)
for the perturbative correction containing terms proportional to G. Finally, adding up eq. (3.57,3.58)




4l(l + 1) + 1− 2nm− n−m]. (3.59)
for the field in eq. (3.56). Notice that for m = n = 0 eq. (3.59) gives, as required, the scaling dimension
for symmetric tensors.
3.3 The structure of the theory as g2σ → 0
The content of the theory as g2σ → 0 can easily be found: a similar discussion was carried out years ago
in the context of sigma models in dimension 2 < d < 4 by Lang and Ru¨hl in particular [11]. It is most
convenient for this to think of a lattice regularization of the sigma model. The basic field φi(x) is in
the vector representation and has dimension zero in the limit g2σ → 0. Composite fields are obtained by
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inserting basic fields at neighbouring points on the lattice and sending the cut-off to zero, generating
in this way combinations of derivatives contracted into various ways. If one wishes to avoid derivatives
(and thus obtain fields with vanishing weight as g2σ → 0), one can only build totally symmetric tensors:
this is the content of the minisuperspace result. Any kind of antisymmetrization requires, to obtain a
non vanishing field, to take a derivative and gives rise to a conformal weight of the form N + O(g2σ),
and thus an integer as g2σ → 0. For instance, for the 12 representation, one needs to consider quantities
such as φi(x)φj(y) − φj(x)φi(y). Of course, as x → y, these combinations all disappear to leading
order. A non zero contribution is obtained by considering derivatives, ie φi∂µφj − φj∂µφi (in this
case, a component of the current), whose dimensions do not vanish in the limit gσ → 0. To zero
order in g2σ, the dimensions of the other fields are obtained by elementary algebra. For instance,
lowest dimensional highest weight field in the totally antisymmetric representations 1p is of the form
η¯1∂ηˆ1∂¯ηˆ1 . . . ∂l−1ηˆ1∂¯l−1ηˆ1 if p = 2l − 1 and has an extra ∂lηˆ1 or ∂¯lηˆ1 if p = 2l. Thus, its dimension
is h1p = [p
2
4 ], where [·] denotes the integer part. In general, to the Young diagram λ we can associate
a traceless tensor composed of Young symmetrized products of φi in distinct points. After fusion the
components of this tensor become fields of dimension








where λ′i is the length of column i of λ. If the Young diagram λ represents the osp(4|2) highest weight
Λ = bǫ1 + a2ǫ2 + a3ǫ3 then
hminΛ (g
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will be the lowest possible dimension of a field in the osp(4|2) irrep Λ.
Obviously, given the same Young diagram λ, one can either use the derivatives of φi in order to
build OSp(4|2) tensor fields of higher dimension or one can multiply the previous fields with OSp(4|2)
scalars, e.g. ∂µφ · ∂µφ. In this way the energy momentum tensor is a OSp(4|2) scalar field based on
the Young tableau ∅, the OSp(4|2) currents - on 12 etc.
In order to enumerate all the fields in a given OSp(4|2) irreps λ, with the above tensor technique,
one has to know what are the irreducible summands of tensor representations. We shall be able to
bypass this problem in sec. 4.2 using the generalized symmetric function scλ introduced in [1].
3.4 Perturbation theory revisited
Using tensor techniques to carefully organize the space of states of the OSp(4|2) sigma model, it is
certainly possible to extend the perturbative approach of sec. 3.2 to compute the anomalous dimension,
at order g2σ, of arbitrary scaling fields.
However, instead of doing so it is most inspiring at this stage to recall the calculations made
years ago in the context of O(N) sphere sigma models. Most of these calculations have been done
using renormalisation group techniques after the regularization of the theory in 2 + ǫ dimensions.
For instance, the dimensions of symmetric tensors (which we obtained through the minisuperspace or
perturbation theory) can be extracted from a paper of Bre´zin, Zinn-Justin and Le Guillou [12]. Their
calculation was extended to the most general case of fields involving derivatives in a seminal work by
















Here tp1···pri1···ir+ ,j1···jr− is a traceless tensor of rank r = r0 + r+ + r− with r0 underived fields φ
pβ , r+
derived fields ∂iαφpβ and r− derived fields ∂¯jαφpβ . In [13] Wegner claims that the tensor in eq. (3.61)
has a well defined scaling dimension if it is of shape λ ⊢ r with respect to the indices {p}, of shape















λi(λi − 2i+ 1).
Eq. (3.62) applies to arbitrary partitions λ, µ, ν and has a nontrivial content even when the correspond-
ing O(N) scaling fields in eq. (3.61) vanish identically, that is λ′1 + λ
′
2 > N . Given that both O(N)
and OSp(R|2S) groups leave invariant a certain symmetric scalar product, which plays a similar role in
their representation theory, and that this product defines the action of both sigma models it is natural
to expect that Wegner’s construction (3.61) of scaling fields and computation of scaling dimensions
applies to OSp(R|2S) sigma models if we let N = R− 2S in eq. (3.62).
Let now N = 2 and consider λ = (2l + 1)1m+n, µ = 1m, ν = 1n, s+ = s− = 0. Clearly there are
no O(2) tensors characterized by such λ, µ, ν, s+, s− if m + n > 1 and l > 0 or m + n > 2 and l = 0.
Nonetheless, the construction (3.61) yields a nonvanishing OSp(4|2) tensor for the specified values of
λ, µ, ν, s+, s− and its anomalous dimension (3.59) is indeed in agreement with eq. (3.62). It is hard
to believe that the previous example is a mere coincidence and very tempting to conjecture that all
nonvanishing OSp(4|2) tensor scaling fields are of the form (3.61) and that their anomalous dimensions
are given by Wegner’s formula with N = 2. However, we believe that eq. (3.62) cannot always be
right, even in the case of O(N) models. For instance, if N = 2, s0 = s+ = s− = 0 and t...... is a traceless
symmetric tensor of rank l > 0 then clearly this field is a descendant of the vertex operators e±ilϕ of
dimension h = gl2/4, which is different from eq. (3.62). It may be that the reason why eq. (3.62) is not
always correct originates in the fact that zero modes of transversal coordinates πα, α = 1, . . . , N − 1












∂πβ , φ = (π1, . . . , πN−1, σ =
√
1− παπα)
and using the free propagator 〈πα(x)πβ(y)〉0 = −g2σG(x, y) in perturbation theory. The deficiency of




at the critical point
either in 2 + ǫ dimensions and arbitrary N or in two dimensions and N = 2, to the canonical form
it must have in a conformal field theory. The correct way to proceed would be to make a separation
of the zero modes in πα(x) and then a rescaling of dynamical components as in eq. (3.30). However,
it is easy to understand that this error does not affect the computation of O(N) scalar correlation
functions and, therefore, the computation of anomalous dimensions for the scalar fields. For instance
〈(φ(x)φ(y)〉 = 1− g2σ(N − 1)G(x, y) + . . . in the approach above.
Thus, the result of [13] referring to the locality of O(N) scalars(
∂mφ · ∂nφ), (∂¯uφ · ∂¯vφ) (3.63)
when N = 2 must be correct. In eq. (3.62) we see that multiplication by such factors do not change
the anomalous dimension of a field. On the other hand, O(N) scalars mixing ∂, ∂¯∏
α
(
∂kαφ · ∂lαφ) (3.64)
might have, according to [13], nonvanishing anomalous dimension when N = 2. The simplest of
nonlocal scalar fields is of dimension h = 4− g and has the form
N(∂φ · ∂¯φ)2 − 2(∂φ · ∂φ)(∂¯φ · ∂¯φ). (3.65)
It vanishes identically when N = 2, as expected, because all scalar fields in the O(2) sigma model are
local. In fact, in the O(2) sigma model all the descendants of a vertex operator are created by taking
derivatives of it and multiplying with scalars of the type eqs. (3.63,3.64). For the OSp(4|2) sigma
model, the field in eq. (3.65) does no longer vanish. Therefore, the way descendants fields are created
in the conformal field theory of the OSp(4|2) sigma model might be quite different. In particular the
anomalous dimension of a field would not depend only on the Casimir.
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Figure 1: In the XXX case the decomposition of the spin chain in terms of representations of SU(2)
and its commutant leads to a series of unconnected dots.
Without discussing this much further, it is time to stress that while we have been so far discussing
corrections to the bulk spectrum, what we are really interested in is the spectrum of the boundary
theory. It is likely that the boundary conditions corresponding to our lattice model are Neumann
boundary conditions in all directions. Note that this is a different situation from the case of WZW
models where the WZW term prevents, in string theory terms, the existence of branes that fill the
entire background [14, 15]. Here, we have one set of branes that seems to fill the whole coset - more
work devoted to boundary conditions in conformal sigma models would be required to clarify this
situation entirely. It is in particular not clear at this stage how to use bulk formulas for anomalous
dimensions in the boundary case, apart from the case of symmetric representations: couplings of ∂ and
∂¯ derivatives might have to be considered. We will leave this approach here and rely instead on the
lattice analysis.
4 Lattice approach to boundary OSp(4|2) sigma model
4.1 Block structure
We remind the reader of the most important conclusion in the first paper: the space V ⊗L on which the
quantum hamiltonian acts can be decomposed, for any L, into a series of blocks. To understand, in
more physical terms the meaning of these blocks, imagine first to study instead the XXX spin chain.
The space [C2]⊗L decomposes then as a sum of irreducible SU(2) representations times irreducible
representations of the Temperley Lieb algebra TL(1). These representations can be indexed by a single
label, the spin j which we will take integer, corresponding to L even. A graphical representation of the
space decomposition is given in figure 1.
In the scaling limit, each representation of TL(q) is argued in [3] to give rise to an irreducible
representation of the Virasoro algebra. Though this statement is not proved at the level of the full







Meanwhile, in the continuum limit, modes of the current algebra connect the different DL(2j) repre-
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Figure 2: In the XXX case the dots from figure 1 get connected through action of the KM algebra.










This is illustrated as well on figure 2.
The two important things to stress here are that the spin chain decomposes as a direct sum of
irreducibles of SU(2) and its commutant, and that in the continuum limit a Kac Moody symmetry
arises.
Now for models such as ours, no Kac Moody symmetry is expected. The Noether theorem holds,
currents are conserved (at least in the bulk), and must give rise to a multiplet in the adjoint with
conformal weights (h, h¯) = (1, 0) and another one with (0, 1). But the detailed OPE’s of the currents
cannot obey the usual current algebra relations, as this would imply the presence of a Kac Moody
symmetry in the spectrum, which can be excluded here (at least for general values of g2σ) from a
detailed study of the degeneracies in the spectrum and comparison with predictions based on Kac
Moody symmetry. Presumably, the OPEs of the currents are plagued with logarithms, though few
examples of such OPEs are in fact known.
In any case, the absence of the KM symmetry is a major inconvenient in analyzing the OSp(4|2)
supercoset sigma model. On the other hand, the source of this complication might turn out to be
our salvation as well. Indeed, the spin chain in our case decomposes in a much more complicated
way than for the XXX case. Representations come into blocks, that is there are large (infinite in the
scaling limit) structures made of indecomposable representations of OSp(4|2) and of Brauer, which are
intertwined by the action of the two algebras. The situation is similar to the ones discussed in [3] for
the theories at c = −2 and c = 0 there: following equations (4.36) and (4.37) in our first paper, blocks
associated with atypical representations have the shape shown in figure 3.
This shape has the nice feature (indicative of an underlying cellular structure) that it is conserved
when the length of the chain is increased: only more nodes are added in the northeast direction, until
an infinite ladder is obtained in the scaling limit. To compare further with [3]: in the case c = −2
they found only one block, while in the case c = 0 they found one block, plus an infinity of irreducible
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Figure 3: In the OSp lattice model case, representations within a block are all connected through
combined action of Brauer and OSp
representations not connected to the block. In the present case, for every value of k, we have a block
similar to the one in [3]. On top of these blocks, we have many typical representations which, like in
[3] (see figure 8 there) are isolated, and would be represented by single dots.
Now the crucial point is that chains such as the one we are interested in have the same algebraic
structure for arbitrary choices of the couplings (including the running coupling constant w), provided
they can be expressed in terms of the lattice algebra (here the Brauer algebra). Moreover, the objects
E, P being local must correspond in the scaling limit to local operators - and a particular combination
thereof to the stress energy tensor, which is clearly OSp(4|2) invariant. Hence one expects in the
continuum limit that representations of the lattice algebra become (for a detailed discussion of the idea
see [16]) representations of an extended chiral algebra (recall that a (“fully extended”) chiral algebra in
CFT is a maximal algebra of integer5 -conformal-spin holomorphic fields that have abelian monodromy
and fusion rules) commuting with the global OSp(4|2) group symmetry and containing the Virasoro
algebra as a subalgebra. We will refer to this algebra as VirB , and discover some of its features as we
go along.
This leads us to the following two conjectures.
4.2 The two conjectures











where k = 0∗, 0, 1, . . . is a label of the block Bk of OSp(4|2), l = 0, 1, . . . is a label of the lth greatest
weight in Bk, DL(k), dL(k, l), dL(λ) are degeneracies, Gk,l are atypical irreducible, G(λ) are typical
irreducible and PGk,l are projective reducible OSp(4|2) representations.
5We pause here to recall that, like the ordinary Virasoro algebra appears in correspondence with the Temperley Lieb
algebra, “fractional supersymmetric” Virasoro algebras (containing generators with spin 1/k) appear in correspondence
with representations of the Birman Wenzl and related algebras in integrable models based on sl(2) spin k = 2s systems.
In the present case however, the identification of the g2σ = 0 limit guarantees that only fields with integer dimensions can
appear.
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We assume that the space of states of the sigma model decomposes under the action of the global
OSp(4|2) symmetry in the same way as the spin chain OSp(4|2)V ⊗L decomposes in the limit L → ∞.
This means that, a priori, multiple Virasoro primary operators organize into OSp(4|2) representations 6
that are either irreducibles Gk,0 or projective covers PGk,l and typicals. Moreover, all states within
a block Bk give rise, in the scaling limit, to eigenvalues of the Virasoro generator L0 that differ by










with unspecified multiplicities Dk,n. Put loosely, two representations within the same block must have
conformal weights that differ by integers or, equivalently, conformal weights come into towers of the
form: exponent of the base depending on g2σ plus integers.
Of course, apart from these towers, we have the typical representations, which define blocks by
themselves. One can argue by the same argument that different Virasoro operators in the same typical
representation have highest weights that differ by integers.
The structure of the theory in the limit g2σ = 0 can be carried out exactly as in sec. 3.3 with the
only difference that ∂φ and ∂¯φ are no longer independent on the border. Therefore, for a tensor field
Φ of shape λ the classical dimension is








In order to find out more about the scaling dimensions of the fields at the base of blocks it is useful
to notice the following. The necessary condition for two irreps to be in the same block B of OSp(4|2),
requiring the eigenvalues of the Casimir to be the same, is also sufficient. Based on the numerical
analysis of sec. 5 and the exactedness of the small coupling expansion for symmetric representations, it
is therefore tantalizing to suggest our second conjecture, which is stronger than the first and of course
compatible with it
Conjecture 2: hΦ(g2σ) = hΦ(g
2
σ = 0) +
g2σ
8π
C(B), Φ ∈ B. (4.4)
In other words, we suggest that the anomalous dimension of any boundary field Φ in the block B of
osp(4|2) is exactly gC(B)/4.
The two conjectures can be put together to obtain a nice form for the partition function of the
sigma model. To fix some notations let J0i , J
±
i be the generators corresponding to the even roots
2ǫi, i = 1, 2, 3 of osp(4|2) normalized so that [J0i , J±i ] = ±2J±i , [J+i , J−i ] = J0i . Then, the generalized
untwisted partition function is according to eqs. (4.2,4.4) of the form



















Here ch(u, v, w) are characters of OSp(4|2) representations and bk(q), ak,l(q), aλ(q) denote entire func-
tions in q we will call branching functions. Under the change of sign u → u + 1/2 the characters in
eq. (4.5) become supercharacters. According to the discusion in sec. (2.1,2.2) and the fact that the
superdimension of projective and typical representations is 0 one has
Zg(q, 1/2, 0, 0) = ZNN (q), (4.6)
6Scaling fields with associate OSp(4|2) highest weights certainly belong to different Virasoro representations. This is
because the Virasoro algebra is, in the scaling limit, a subalgebra of the lattice algebra which is OSp(4|2) invariant.
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where ZNN is defined in (2.6). Let ρ be the outer automorphism of osp(4|2). The generalized twisted
partition function defined with an insertion of ρ into the trace






and has the same expansion as in eq. (4.5) except that OSp(4|2) characters are evaluated onD(u, v, w)ρ,
where D(u, v, w) is OSp(4|2) supermatrix with eigenvalues e±2πiu, e±2πi(v+w), e±2πi(v−w). From the
discussion in sec. 4.1 of [1] it is clear that supercharacters of OSp(4|2) projective representations vanish
on ρ and therefore


















, k ≥ 1.
In order to find the explicit form of branching functions aP(q) and aΛ(q) from a lattice point of view
one would have to understand how irreps of the Brauer algebra decompose, in the continuum limit,
into sums of Virasoro irreps. Otherwise according to eq. 4.4 of [1]




where χ′λ(q) is the contribution of the standard representation of the Brauer algebra ∆L(λ) to the
partition function in the continuous limit. If we recall that ∆L(λ) was constructed by trace substraction
and Young symmetrization then scλ(D)χ′λ(q) is the contribution to the partition function of all tensors
of shape λ. Taking into account the two conjectures and the fact that tensor fields of typical shape λ are
OSp(4|2) irreps, while tensor fields of atypical shape λ contain only OSp(4|2) atypical representations
from the same block, we expect that





Here z∅(q) is the trace of qL0−c/24 evaluated on the space of OSp(4|2) invariant states constructed from
products of scalars (∂nφ∂mφ), T is a standard Young tableau of shape λ with entries nT (ǫ) ∈ N in
every box ǫ ∈ λ and qT :=∏ǫ∈λ qnT (ǫ). The entries of T denote the order of the derivatives of fields φ
from which the tensor of shape λ was constructed.
In preparation for a discussion to come in section 5 and to illustrate (4.10), let us compute finally
the partition function at the (formal) value g = 2 to the order q6. The relevance of this exercise will
become clear in sec. 6. To the order q6 we have
z∅(q) = q−1/24
(
1 + q2 + q3 + 2q4 + 2q5 + 7q6 + . . .
)
. (4.11)
Indeed, there is no linear term in z∅ because the only possible field at level 1 vanishes (φ∂φ) ≡ 0. At
level 2 and 3 there is only one linearly independent field because of the constraint (φ∂2φ)+(∂φ∂φ) = 0
and of its derivative, etc. The typical
13, . . . , 112, 21, 213, . . . , 218, 2212, 2213, 2214, 31, 312
and atypical weights
{∅, 23}0, {12, 212, 313}0∗ , {1, 221}1, {2, 22}2, {3}3




(1− qs)!(1− qr−1)!(1− qr+s)
χ′22s(q) = z∅(q)
q4+s/2(1− qs+1)
(1− q2)!(1− qs+3)! , (4.12)
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where we have introduced the notation (1−qk)! := (1−q) . . . (1−qk). Putting together eqs. (4.9,4.11,4.12)
and χ′23(q) = q





2 + 17q + 38q
3
2 + 84q2 + 172q
5
2 + 325q3 + 594q
7
2 + 1049q4 + 1796q
9
2
+ 3005q5 + 4912q
11




We have investigated the validity of our two conjectures (4.2,4.4) numerically by a detailed study of
the hamiltonian H∆ defined in eq. (5.1) of our first paper.
It is useful to recall that H∆ was defined in the diagrammatic representation of the Brauer algebra.
In sec. 3.2 of [1] we have explained how to construct the standard representations ∆L(µ), µ ⊢ L−2k, k =
0, 1, . . . of the Brauer algebra BL(2) and have explicitly given the action of BL(2) on a basis of ∆L(µ).
We have implemented this construction numerically, thus, reducing the problem of finding the spectrum
of H∆ to its diagonalization in each of the standard modules ∆L(µ). Once this is done, the results
have to be carefully interpreted, because only a subset of these eigenvalues actually appear in the
representation of H∆ provided by the OSp(4|2) spin chain. These can be found among the eigenvalues
of H∆, restricted to the standard modules ∆L(µ), which contain simple summands BL(µ) allowed to
appear on V ⊗L and enumerated in sec. 4.3 of [1].
According to eq. (4.4), the anomalous dimension of two multiplets of fields assembled in two pro-
jective representations, that are associate to each other, is the same. To test numerically this aspect
of the conjecture it is useful know the decomposition of V ⊗L also as an osp(4|2) module. In order to
do so one has to modify eq. 4.36 of [1] by i) identifying associate representations and ii) decomposing
the self associate ones.
The scaling dimensions for the osp(4|2) fields in the symmetric representations being well known
from the 6 vertex model, we concentrate on projective representations only.
So, let i) P(λ) 6= P(λ∗) be associate projective direct summands of OSp(4|2)V ⊗L paired up with
the BL(2) irreps BL(λ) and BL(λ∗) respectively. Here λ 6= λ∗ are OSp(4|2) associate highest weights
induced from the osp(4|2) highest weight Λ = τ · Λ invariant under the action of the osp(4|2) outer
automorphism τ . The Young tableau notation for the highest weights of OSp(4|2) was introduced in
sec. 4.3 of [1]. Thus, the osp(4|2)V ⊗L direct summands P(λ) 6= P(λ∗) are isomorphic to P(Λ) and the
latter has to be paired up with BL(λ)⊕BL(λ∗) in the decomposition of osp(4|2)V ⊗L.
Now let ii) P(λ) be a selfassociate projective direct summand of OSp(4|2)V ⊗L paired up with the
BL(2) irrep BL(λ). Here λ = λ∗ is a OSp(4|2) highest weight induced from the distinct osp(4|2) highest
weights Λ, τ ·Λ. Then, under the restriction to the proper subgroup of OSp(4|2), P(λ) ≃ P(Λ)⊕P(τ ·Λ).
Therefore, both osp(4|2)V ⊗L direct summands P(Λ) and P(τ · Λ) are paired up with BL(λ) in the
decomposition of osp(4|2)V ⊗L.
To test the second conjecture numerically for a multiplet of fields assembled in a osp(4|2) represen-











to eq. (4.4) with C(λ) = C(λ∗) = C(Λ).
The efficiency of our program is such that H∆ could be diagonalized only in the representation
spaces ∆L(µ)’s with L ≤ 12. In this range, the quantities hλ(L) tend to be strongly affected by finite
size corrections. This is obvious in the limit g → 0 due to the vanishing of vs and, perhaps, less
obvious in the opposite limit g → 1, where the finite size corrections (at least to the 6 vertex scaling
dimensions) are extremely slowly converging because of their logarithmic nature, see [17].
To extrapolate the functions hλ(L) at L = ∞ we have used the following form for the finite size
corrections
hλ(L) = hλ(∞) +
{
a
L2 , C(λ) = 0
a+b logL
L2 , C(λ) 6= 0
.
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Figure 4: Empty rhombus, stars, triangles, full rhombus and boxes represent the raw values of the
critical exponents hλ(L) for L = 3, 5, 7, 9 and 11 respectively; the cross corresponds to extrapolated
values hλ(∞); the line represents the conjectured exponents.
Here we have implicitly assumed that least irrelevant operators in H∆ have scaling dimensions 2+O(g).
As will be seen from the figures, for the fields with C(λ) = 0, the extrapolation “works better” if we
drop the logarithm.
Using various symbols, we have represented in the figures bellow the values of hλ(L) for every
available width L ≤ 12 and g = 0.1, 0.2, . . . , 1.0.7 To determine hλ(∞) we used a least squares fit.
These values are represented in the figures by a cross. We also draw the conjectured dependence of
hλ(∞) on g by a line.
Let us start our analysis with the two simplest typical OSp(4|2) Young diagrams, that is 21 and
13. These are non self associate diagrams and, according to [1] sec. 4.3 their associate partners are
(21)∗ = 3221 and (13)∗ = 323. The convergence of raw values hλ(L), the quality of the extrapolation
hλ(∞) and the conjectured exponents are exposed in fig. 4. There are no extrapolated exponents in
the graph on the right in fig. 4 because there are only two available widths for the associate partitions.
Although the agreement with the second conjecture does not appear to be so impressive at the first
sight, it is worth keeping in mind that compared to Bethe ansatz calculations, the widths we use are
far smaller. On the other hand, the classical dimension are in very good agreement with eq. (4.3). As
shall be seen in the following, this is the case will all the graphs we present.
From our analysis of many typical Young diagrams of up to 8 boxes, which we do not present here,
we have made two interesting observations: i) hλ(L) converges faster for larger partitions and ii) the
lager C(λ) is, the faster the convergence seems to be. We illustrate the observation i) and ii) in the
graphs on the left and, respectively, on the right in fig. 5.
We turn now to the analysis of nontrivial blocks of OSp(4|2) or, equivalently, BL(2). First let
us look at the trivial block composed of fields with vanishing Casimir. In order to keep the graphs
in fig. 6 clear, we have restricted to the partitions 12, 212, 313 and (212)∗ = 23, (313)∗ = 3212. As
one can see from fig. 6, the raw exponents hλ(L) have a negligible dependence on g, as expected.




7In the vicinity of g = 0 some hλ(L) are not be visible in the figures because there are too far from hλ(∞)
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Figure 5: The symbols we use to represent points on the left graph have the same meaning as in
fig. 4. On the right, empty rhombus, stars, triangles, full rhombus and boxes correspond to hλ(L) for
L = 4, 6, 8, 10 and 12 respectively. The cross and the line have the same meaning as on the left.








h 12, 212, 313, 23, 3221
Figure 6: In order to avoid the confusing agglomeration of points around h = 6 we have represented
for the partition 23 only h23(12) (empty box) and h23(∞) (untwisted cross). Other symbols keep the
same meaning as in fig. 5 right.
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h 3, 32, 321, 33
Figure 7: The symbols keep the same meaning as in fig. 4.
To conclude our numerical analysis we show the scaling dimension for the first four partitions
3, 32, 321 and (3)∗ = 33 in a block with exponents depending on g.
Agreement with the two conjectures is clearly quite satisfactory in figure 4 to excellent in figures 5,
6 and 7 for g neither too close to 0 nor to 1. It is also perfectly clear that eq. (3.59) cannot explain the
numerical results for λ = 2212, 212, 313, 23, 3221, 321, 33.
We finally come to the point g = 1. Things appear satisfactory at first sight. The conjecture
predicts only integer exponents for even sizes and exponents of the form N + 1/4 for odd sizes, in
agreement with the known result. The conjecture also predicts exponents h1p(g = 1) = p
2
4 , which can
be established directly at g = 1. Nevertheless, more subtle details do not match. For instance, the
exponent of λ = 212 appears to have in fig. 6 a constant value h212 = 3 on the whole critical line, which
is in agreement with the second conjecture. On the other hand, as was explained in sec. 2.3 there is
an exact degeneracy hλ(L) at g = 1 for all λ ⊢ m. Given that for a one raw partition λ we know for
certain that hm(∞) = m2/4 one would expect, in particular, h212(g = 1) to be equal to 4, which is not
the case: for any g < 1, h212(L) appears to convergence toward 3 in fig. 6.
A closer look shows that requiring continuity of the spectrum of exponents at g = 1 requires giving
up both conjecture 1 and conjecture 2. The numerical results and the internal consistency of the
approach suggest rather that the point g = 1 is in some sense singular, and that some of its exponents
(roughly, those of mixed tableaux) are discontinuous at this point - that is, limits w → 0 and L→∞
do not commute in the lattice model (this is suggested by the bare numerical data as well). Note this
is exactly what happens at g = 0 (w = ∞) where the lattice model is entirely frozen and all critical
exponents - when formally defined through finite size scaling say - vanish, but the limit g → 0 is well
defined, and different.
The presence of a singularity at g = 1 may not be so surprising if we notice that in the lattice
model, the point w = 0 (as well as the point w =∞) corresponds to a larger symmetry (OSp enhanced
to SU, where the spectrum is organized according to representations of the Temperley Lieb algebra,
unlike the full Brauer algebra which appears generically. In dense intersecting loop models where the
fugacity of loops is N < 2, a similar singularity also occurs at the point w = 0. In that case however,
the w > 0 phase has less interesting features than for the case N = 2, while the operator coupled to w
is relevant. Here, the value g = 1 corresponds to some operators becoming marginal.
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6 Relation with the GN model and another look at the con-
jecture
The value g = 1 plays for the 6 vertex model a role similar to the Kosterlitz Thouless point for the
O(2) model; beyond the value w = 0, the 6 vertex model enters a massive phase, and has no longer
a continuum limit of interest. We can however perfectly well continue our formula beyond g = 1.8
In the case of the free boson, the result still describes the partition function of a well defined theory,
which would be obtained as the continuum limit of a lattice model where “the bare fugacity of vortices
is turned to zero”. Similarly, it is natural to expect that the OSp coset sigma model can be defined
for any g (note that for S > 0 the supersphere has trivial homotopy). We observe now that if we set
g = 2 or g2σ = 4π in our conjectured formula, we obtain, parametrizing now the Young diagram by the
lengths n1, n2 of the first two rows and b for the first column









, b ≥ 2
h(g = 2) =
n21
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, b = 0, 1. (6.1)


















R + βLγR − γLβR
)2]
. (6.2)
The central charge of this model is of course c = 1 (with a contribution of 2 from the fermionic sector
and −1 from the bosonic one). Its beta function vanishes identically, just like in the case of the coset
sigma model.
Consider now the free point gGN = 0 where the theory reduces to four Majorana fermions and
a βγ system. The O(4) acts on the fermions here, and the Sp(2) on the bosons, in contrast with
the supersphere sigma model where the O(4) acts on the bosons and the Sp(2) on the (symplectic)
fermions.
In the free theory, the basic fields ψi, β, γ all have dimension h = 12 , and they live in the fundamental
representation. It is easy to organize all the fields of the theory in terms of representations of the
global OSp(4|2) symmetry by means of Young diagrams.9 Consider a Young diagram of shape λ. To
build a tensor corresponding to λ one has to proceed as in the case of the sigma model, that is to
super(anti)symmetrize indices 10 in a row(column). In this case, however, even indices correspond to
fermionic fields ψi (in different points), while odd indices correspond to bosonic fields β, γ. Therefore,
the components of a tensor of hook shape λ = n1n21b−2, n1 = (a2 + a3)/2 + 1, n2 = |a2 − a3|/2 + 1
corresponding to an osp(4|2) highest weight Λ = bǫ1+a2ǫ2+a3ǫ3 acquire, after the fusion, the dimension
1
2
× (b+ n1 + n2 − 2)+ n1(n1 − 1)2 + n2(n2 − 1)2
which is exactly eq. (6.1). This is, of course, the lowest possible dimension for a multiplet of osp(4|2)
fields in a highest weight representation Λ. All other fields with the same symmetry Λ have dimensions
that differ by the previous one by integers. They can be constructed in two ways: i) instead of taking
the fundamental fields themselves in order to build tensor one can take as well their derivatives ii) one
can also multiplying the previously considered fields with osp(4|2) scalars, e.g. ψi∂ψi + β∂γ − γ∂β.
Thus we propose that the continuation of the sigma model to g = 2 coincides with the GN model
at gGN = 0, which is nothing but the OSp(4|2) WZW model at level k = −1/2.11
8In the approach of [18] this continuation seems possible as well.
9We do not pretend that traceless tensors correspond to OSp(4|2) irreps. We only use the fact that a (traceless)
tensor of shape λ necessarily contains the OSp(4|2) irreps of highest weight λ and, if λ is atypical, it might also contains
irreps representation of highest weight µ < λ.
10The indices correspond to the basis vectors ψi, β, γ of the fundamental representation of OSp(4|2).
11The fermionic fields ψi in eq. (6.2) clearly provide a free field representation for so(4)1 ≃ sl(2)1⊕ sl(2)1. The level of
the sl(2) free field representation provided by the fields β, γ can be derived from the normalization of the osp(4|2) even
roots: (2ǫ1)2 = −4, (2ǫ2)2 = (2ǫ3)2 = 2.
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To check this further, let us observe that the full organization of the fields in the WZW can be
obtained more explicitly by analyzing the characters of the current algebra in this theory. One finds two
representations {0}, {1} for the affine superalgebra based on the trivial and fundamental representations
of osp(4|2), with characters χ{0},{1}(τ, u, v, w) = tr{0},{1} qL0−c/24e2πi(uJ01+vJ02+wJ03 )


























Here the χk0,1 are affine characters of sl(2)k:
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In order to compute the supercharacters one has to insert (−1)J01 into the trace, that is formally make
the shift u → u + 1/2. Imposing periodic boundary conditions for both fermions and bosons yields a
supertrace partition function. Evaluating the characters in eq. (6.3) with u = 1/2, v = w = 0 we get,
as expected from sec. 2.1, the partition function of the compactified boson at g = 2.
Moreover, let ρ be the outer automorphism of osp(4|2). Then one can define twisted characters via








Noticing that ρ acts only on the so(4) Dynkin labels it is not hard to prove that the osp(4|2)−1/2
twisted characters in eq. (6.5) are given by the same formulas (6.3) except the so(4)1 characters are









θ2(4τ, v + w)
η(2τ)
.
Here again, evaluating the osp(4|2)−1/2 twisted characters at u = 1/2, v = w = 0 we get, as expected
from sec. 2.2, the twisted characters of the compactified boson χtw{0}(τ, 1/2, 0, 0) = η(τ)/η(2τ) and
χtw{1}(τ, 1/2, 0, 0) ≡ 0.
Adding up the two affine characters in eq. (6.3) and developping in powers of q in the point





2 + 17q + 38q
3
2 + 84q2 + 172q
5
2 + 325q3 + 594q
7
2 + 1049q4 + 1796q
9
2
+ 3005q5 + 4912q
11
2 + 7877q6 + . . .
)
, (6.6)
which is in agreement with eq. (4.13), and weighs strongly in favor of our identification of the point
g = 2. This in turn provides another look at the conjectures. Indeed, instead of thinking of the critical
line as a supersphere sigma model with running coupling constant g2σ, we may think of it as a GN
model with running coupling constant gGN . The deformation of this model away from the WZW (free)
point is a current current perturbation, for which methods of conformal perturbation theory can be
applied somewhat more comfortably than in the sigma model case.









where the Greek labels take values in the adjoint. The η’s and the f ’s characterize the algebra, and
one has the usual relations
ηαβ = (−)[α][β]ηβα
fαβγ = −(−)[α][β]fβαγ
fαβγ = fαβδ η
δγ
ηαβη
βγ = δγα. (6.8)










µσρfµστ = Cadjδρτ = 0. (6.9)
This can also be used in the form fµσρfµστ = ηρτCadj = 0. Another crucial property is that in OSp(2S+
2|2S) there is only one invariant rank three tensor, the structure constants fµνρ (in other words, every
invariant in the 3-fold tensor product of the adjoint is proportional to f). Using these features, it
seems possible to argue that, exactly like in the case of the PSL(2|2) sigma model [21, 22, 23, 24], the
perturbation theory away from the WZW point is abelian, and leads to corrections to the exponents








which is identical with our second conjecture. This leads us to our third conjecture
Conjecture 3: The spectrum of the boundary OSp(4|2) sigma model coincides
with the spectrum of the boundary Gross Neveu model (6.10). (6.11)
Finally, note that, while for g ≤ 2 then the identity field (φφ) = 1 has the lowest scaling dimension
h∅ = 0 among all allowable states of the theory, in contrast, as soon as g > 2 the scaling dimension of
tensor fields of shape 1p get arbitrarily large and negative for p big enough, and the model presumably
becomes unstable. Therefore, the point g = 2 has to be the end of the critical line of the sigma model.
7 Conclusion
This work can be summarized in our three conjectures (4.2,4.4,6.11). For each of these, we have given
a more or less complete list of arguments and verifications - including numerical ones. Going beyond
this, at the present stage, entails considerable difficulties, which we postpone for future work. One of
the most obvious questions to tackle would be the nature of the boundary conditions inherited from the
lattice discretization, the full lowest order calculation of the anomalous dimensions, and the control of
higher order calculations, which, according to our analysis should vanish for all representations, and not
only the fully symmetric ones. Another very important question that requires further understanding
is the nature of the algebra we have called VirB , which appears as the natural continuum limit of the
Brauer algebra.
An interesting output of our work and our first conjecture is that the boundary spectrum is deter-
mined by the Casimir decomposition of the spectrum at the g = 0 (or, if the third conjecture is correct,
at the WZW point g = 2). This points to a special role played by the Casimir algebra in the continuum
limit, which is not obvious from the consideration of conserved quantities in the continuum action of
the model [21], but, as we have explained, quite natural from the lattice model point of view.12 It seems
natural to expect that further progress will come from investigating this question more thoroughly.
12Recall that the Casimir algebra is the algebra which commutes with the horizontal part g of the affine Lie algebra gˆ
in usual WZW models. It contains the (enveloping algebra of the) Virasoro algebra, but is much bigger in WZW models,
since it also contains for instance the modes from the higher order singlet fields under g built out of the currents [19].
This is very similar to the observations made in [24]. The characters of this algebra appear in general as branching
functions in expansions of characters of the affine algebra gˆ into characters of g. They are not the same as the characters
of the algebra generated by the Casimir fields, though the two are related in an involved way [20].
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We identify a new line of conformal field theories in the dense polymer problem where 6 legs crossings are
allowed. This line has c = −2 and is described in the long distance limit by conformal sigma models of the
type U(n+ 1|n)/U(n|n)× U(1) (here n is an integer depending on the observables under study in the SUSY
formulation). Our identification leads to the proposal of an exact formula for the L legs boundary polymer
exponents, hL = (L(L−2)8g2σ , g
2
σ the sigma model coupling (which depends on the weight w of intersections), and
opens the way to tackling the sigma model using lattice techniques.
PACS numbers: 03.65.Vf, 03.67.-a, 64.70.Tg, 24.10.Cn
The relationship between conformal field theory and geo-
metrical critical problems in 2 dimensions has a long and ex-
tremely fruitful history. Starting with the exact calculation of
critical exponents for wide classes of problems such as perco-
lation and polymers in the mid eighties, it culminated recently
with the determination of full probability distributions and the
uncovering of SLE structures, which gave birth to an entire
new field of mathematics [1, 2].
The key ingredients in all these developments center around
loop models, that is, typically, grand canonical ensembles of
self avoiding mutually avoiding loops where fugacities are as-
signed to edges and loops. The relation with conformal field
theory can then be understood through the reinterpretation of
the loops as walls in a solid on solid interface model [3], which
is closely related with the Dotsenko Fateev Coulomb gas [4].
The relation with SLE and probability theory comes through
the reinterpretation of loops as interfaces [1, 2].
In both reinterpretations, the self avoiding constraint is of
course crucial. This gives rise to the question of what might
happen in more general models where loops can have some
amount of intersections and overlaps.
In the so called dilute case - a typical example of which
is self avoiding walks - it is well known in fact that allow-
ing intersections (hence obtaining what is called self avoiding
trails) does not change the long distance properties [5]. In the
so called dense case - a typical example of which is dense
polymers, to which we will get back soon - it was realized a
few years back that allowing intersections had a very drastic
effect, taking the models to different universality classes [6].
The latter however share many features of ordinary Brownian
motion, and do not seem to exhibit new families of critical
exponents.
From a different perspective, the field of conformal field
theory entered a new phase in the last few years with the de-
velopment of the AdS/CFT conjecture. Crucial to this conjec-
ture are the properties of strings propagating in some specific
backgrounds, which, once reinterpreted as world sheet field
theories, give rise to sigma models on supertargets. The as-
pect most important for the present work is that, once super
group targets are allowed, new kinds of conformal field theo-
ries are obtained, which exhibit continuous symmetry, but not
Kac Moody symmetry [7, 8]. An archetypal example is the
principal chiral model on the supergroup PSL(2|2), which
is expected to be massless for a large range of values of the
coupling constant g2σ . Recall that for ordinary groups such
as SU(2), the PCM exhibits asymptotic freedom and sponta-
neous mass generation. It can be made massless by the intro-
duction of a topological term, and then flows to the SU(2)k
Wess Zumino Witten theories [9] .
While for WZW theories the presence of a current algebra
makes the model easily solvable, no such algebra is known to
exist in the PSL(2|2) and similar other cases. Compounding
this with the lack of unitarity (the central charge here would
be c = −2) and logarithmic features makes the model a very
difficult CFT to solve indeed [10].
Interestingly this situation is not unlike what is was in the
early nineties when logarithmic CFTs were discovered. In this
case, the study of so called symplectic fermions, which led to
the understanding of many crucial features such as the emer-
gence of indecomposable representations of the Virasoro al-
gebra etc, was spurred by attempts to describe the properties
of dense polymers [11].
We will show in this paper that allowing crossings in
dense polymers does in fact give rise to close cousins of the
PSL(n|n) models, here the sigma models on the superprojec-
tive spacesU(n|n)/U(n−1|n)×U(1). This identification has
several crucial consequences. It gives access to properties of
the sigma models both numerically, and, potentially, analyti-
cally using the techniques developed in [26]. It also unravels
a new line of conformal field theories at c = −2, with contin-
uously varying exponents for the geometrical problem.
The universality class of dense polymers is generically ob-
tained when one forces a finite number of self avoiding loops
or walks to fill up a non vanishing fraction of space. When
that fraction is exactly equal to unity for finite systems, one
obtains objects such as hamiltonian walks etc, which are of-
ten referred to as fully packed loop models. In this special
case, there is such a strong dependence on the underlying lat-
2FIG. 1: An example of configuration for non intersecting dense
loops. Here boundary conditions are free in the horizontal (space)
direction and periodic in the vertical (imaginary time) direction.
FIG. 2: The alternating , ¯ representations can be interpreted in
terms of a lattice orientation.
tice, that universality is not guaranteed [13]. Nevertheless it is
known that if one considers loops filling up the square lattice
and avoiding each other at vertices - such as represented on
figure - their properties are within the generic dense polymer
universality class.
The field theory of dense polymers is well known, and we
will have opportunity to recall it shortly. In particular, the cen-
tral charge is c = −2. It was discovered a few years back [6]
that if one allows four legs crossings the model flows to a dif-
ferent universality class with c = −1, and trivial geometrical
exponents. There is a simple reason to expect that four leg
crossings play a crucial role here: the two possible splittings
at every vertex are equivalent to considering that the lattice is
oriented as represented on figure . Configurations with four
legs crossings render this orientation impossible, indicating
that a crucial symmetry is broken.
To identify this symmetry we need to get into a bit of al-
gebra [25]. We consider and a transfer matrix propagating
vertically. The edges each s carry a Z2-graded vector space
of dimensions m + n for the even (bosonic), n for the odd
(fermionic), subspace (n ≥ 0 is an integer). This space is cho-
sen to be the fundamental of the Lie superalgebra gl(m+n|n)
for i even (arrow going up), and its dual for i odd (arrow go-
ing down). The transfer matrix acts on a space which is the
graded tensor product of these Vi. We label edges from i = 0,
. . . , 2L− 1 for a system of width 2L . For i even we have bo-








b (a, b = 1, . . . , n+m),
and fermion operators fαi , f
†
iα, {fαi , f†jβ} = δijδαβ (α, β = 1,





j ] = δijδ
b
a (a, b = 1, . . . , n+m), and fermion operators
f iα, f
α†
i , {f iα, f
β†
j } = −δijδβα (α, β = 1, . . . , n). Notice the
minus sign in the last anticommutator; since our convention is
that the † stands for the adjoint, this minus sign implies that
the norms of any two states that are mapped onto each other
by the action of a single f iα or f
α†
i have opposite signs, and
the “Hilbert” space has an indefinite inner product.






















i f iα for i odd, which for each i have the
same (anti-)commutators as those for i even. Under the trans-
formations generated by these operators, b†ia, f
†
iα (i even)
transform as the fundamental (defining) representation V of
gl(n + m|n), ba†i , f
α†
i (i odd) as the dual fundamental V
∗
(which differs from the conjugate of the fundamental, due to
the negative norms). We always work in the subspace of states







i = 1 (i even), (1)
b
a†
i bia − f
α†
i f iα = 1 (i odd) (2)
(we use the summation convention for repeated indices of
types a or α). These specify that there is just one particle,
either a boson or a fermion, at each site, and so we have the
graded tensor product of alternating irreducible representa-
tions V , V ∗ as desired. In the spaces V ∗ on the odd sites,
the odd states (those with fermion number −fα†i f iα equal to
one) have negative norm.
The transfer matrix describing dense polymers at criticality
is constructed as follows. First we note that for any two sites
i (even), j (odd), the combinations
bai bja + f
α









are invariant under gl(n+m|n), thanks to our use of the dual
V ∗ of V . Then the transfer matrix acting on sites i, i+ 1 with
i even is









×(bai bi+1,a + fαi f i+1,α), (4)
while for i odd









×(bai+1bia + fαi+1f iα). (5)
where x measures the anisotropy between horizontal and ver-
tical splittings on the critical line. The complete transfer ma-
trix is T ≡ T1T3 · · ·T2L−1T0T2 · · ·T2L−2. By taking ei-
ther of the two terms in Ti for each vertex in the graph,
the expansion in space-filling loops mentioned above is ob-
tained with the appropriate factor for each vertex, and a factor
3(n + m) −m = str 1 = m for each loop. The latter is equal
to the supertrace in the fundamental representation (denoted
str), of 1, because the evaluation of contributions for each
loop can be viewed in terms of states in V flowing around the
loop. This holds true for topologically nontrivial loops as well
as for loops homotopic to a point. The case of isotropic dense
polymers corresponds now to m = 0 and x = 1.
Letting the variable x→ 0 allows one to extract the hamil-
tonian limit. In this limit, the spin chain is a product of al-
ternating fundamental representation and its dual
(
× ¯)⊗L
and the interaction is simply the invariant quadratic coupling
(Casimir), so the chain is the most natural generalization of
the Heisenberg chain to the gl(n+m|n) case.
For such models, there is a corresponding continuum quan-
tum field theory, which is a nonlinear sigma model with tar-
get space the symmetry supergroup [here U(n+m|n)], mod-
ulo the isotropy supergroup of the highest weight state (see
e.g. Refs. [14, 15] for related, but non-supersymmetric, ex-
amples, and Refs. [16, 17] for supersymmetric examples in
random fermion problems). For the present cases we obtain
U(n+m|n)/U(1)×U(n+m− 1|n) ∼= CPn+m−1|n, a super-
symmetric version of complex projective space. Moreover,
the details of the mapping show that this model has a topolog-
ical angle θ = pi.
Let us now make things concrete: the fields can be rep-
resented by complex components za (a = 1, . . . , n + m),
ζα (α = 1, . . . , n), where za is commuting, ζα is anticom-
muting. In these coordinates, at each point in spacetime, the
solutions to the constraint z†az
a + ζ†αζ
α = 1 (we use the
conjugation † that obeys (ηξ)† = ξ†η† for any η, ξ), mod-
ulo U(1) phase transformations za 7→ eiBza, ζα 7→ eiBζα,
parametrize CPn+m−1|n. The Lagrangian density in two-
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(∂µaν − ∂νaµ), (6)






α − (∂z†a)za − (∂ζ†α)ζα],. The fields are
subject to the constraint, and under the U(1) gauge invariance,
aµ transforms as a gauge potential; a gauge must be fixed in
any calculation. This set-up is similar to the nonsupersymmet-
ric CPm−1 model in Refs. [18, 19]. The coupling constants
are g2σ , the usual sigma model coupling (there is only one such
coupling, because the target supermanifold is a supersymmet-
ric space, and hence the metric on the target space is unique up
to a constant factor), and θ, the coefficient of the topological
term, so θ is defined modulo 2pi.
First we note a well-known important point about the su-
persymmetric models: the physics is the same for all n, in the
following sense. For example, in the present model, correla-
tion functions of operators that are local functions (possibly
including derivatives) of components a ≤ n1 + m, α ≤ n1,
exist for n = n1, say, and are equal to those of the same op-
erators for any other value n > n1, due to cancellation of
the “unused” even and odd index values. This can be seen in
perturbation theory because the “unused” index values appear
only in summations in closed loops, and their contributions
cancel, but is also true nonperturbatively (it can be shown
in the lattice constructions we discuss below). In particular,
the renormalization group (RG) flow of the coupling g2σ is the
same as for n = 0, a non-supersymmetric sigma model. For
the case of CPn+m−1|n, the perturbative beta function is the









where l = lnL, the logarithm of the length scale at which
the coupling is defined [see e.g. Ref. [20], eq. (3.4)]. (The
beta function for θ is zero in perturbation theory, and that for
g2σ is independent of θ.) For m > 0, if the coupling is weak
at short length scales, then it flows to larger values at larger
length scales. For θ 6= pi (mod 2pi), the coupling becomes
large, the U(n + m|n) symmetry is restored, and the theory
is massive. However, a transition is expected at θ = pi (mod
2pi). For m > 2, this transition is believed to be first order,
while it is second order for m ≤ 2 [14]. In the latter case,
the system with θ = pi flows to a conformally-invariant fixed-
point theory. At the fixed point, a change in θ is a relevant
perturbation that makes the theory massive.
For m = 0 the perturbative beta function vanishes identi-
cally. This can be seen either from direct calculations, which
have been done to at least four-loop order [20], or from an
argument similar to that in Ref. [7]: for n = 1, the sigma




†∂µζ and further the theta term becomes trivial in this
case. Thus, for all sigma model couplings g2σ > 0, the the-
ory for n = 1 is non-interacting. The free-fermion theory is
conformal, with Virasoro central charge c = −2; θ is clearly a
redundant perturbation in this case, as it does not appear in the
action (a similar argument appeared in Ref. [21]). By the same
argument as before, the conformal invariance with c = −2
should hold for all n, and also for all g2σ and θ, though the
action is no longer non-interacting in general. Thus the beta
function is also identically zero non-perturbatively. In gen-
eral, the scaling dimensions will vary with the coupling g2σ , so
changing g2σ is an exactly marginal perturbation, though for
n = 1 the coupling can be scaled away, so there is no depen-
dence on the coupling in the exponents related to those multi-
plets of operators that survive at n = 1. Hence for n = 1, the
exactly-marginal perturbation that changes g2σ is redundant.
The dense-polymer problem apparently corresponds to only
one special value of g2σ . We also expect that, at the special
value of g2σ , θ remains redundant for all n, because the vertex
model remains critical when staggering is present, as we know
from the n = 1 case, so staggering does not change any scal-
ing dimensions even for n > 1.It is likely that θ is redundant
for all g2σ and all n.
4A note on the superalgebras is in order (these remarks
are well-known, and can also be found in e.g. Ref. [8]).
The above bilinears generate the superalgebra gl(n + m|n)
in the defining representation V ; they span the Hermitian
matrices on V . One generator, denoted E , and given by
E = b†iabai +f†iαfαi (or the identity matrix) in the defining rep-
resentation, commutes with the others. The generators which
correspond to the Hermitian matrices with vanishing super-
trace (in V ), form a subsuperalgebra, denoted sl(n + m|n).
For m 6= 0, E has nonzero supertrace, and is eliminated by re-
stricting to sl(n+m|n). In these cases, sl(n+m|n) is a simple
superalgebra. But for m = 0, E has supertrace 0, and gener-
ates an ideal in sl(n|n). The quotient superalgebra, denoted
psl(n|n), can be obtained by taking the quotient of sl(n|n) by
the ideal. For n > 1, psl(n|n) is simple. The spaces V , V ∗
are, strictly speaking, not representations of psl(n|n) because
E is nonzero in these spaces (E = +1 in V , −1 in V ∗), but
the tensor products of equal numbers of factors V and V ∗, as
we use in our models, are.
For n = 1, (??) thus does not exhibit very interesting
physics. It also describes very few observables in the dense
polymer problem. Indeed, the underlying algebra psl(1|1)
does not admit any non trivial invariant tensor, so none of the
watermelon operators with L legs but the ones with L = 0, 2
are present, and they are moreover degenerate - and part of an
indecomposable block. These observables are expected to be
present in all theories with n > 1 as well, and to not depend
on the coupling constant g2σ . However, for n > 1, more ob-
servables are possible. As soon as n > 1 for instance, all wa-
termelon operators are allowed, and correspond to fully sym-
metric invariant tensors of psl(n|n); there is no reason why
the corresponding conformal dimensions should not depend
on g2σ , and indeed we will shortly see that they do.
For this, we need to be able to tune g2σ in the lattice model.
We propose doing so by allowing not four legs but six legs
crossings. This can be described most conveniently by go-
ing to the hamiltonian formalism. First, it is easy to see
that the factors of x in formulas for the elementary trans-
fer matrices Ti obey the Temperley Lieb algebra relations
E2i = mEi, [Ei, Ej ] = 0, |i − j| > 2, EiEi±1Ei = Ei
(and herem = 0). The corresponding hamiltonian can then be
written as H ∝ −∑iEi and correspond to a particular value
of g2σ . We now generalize this hamiltonian by adding interac-
tions that preserve the symmetry. Four legs crossings would
then translate into a perturbation of the type Pi,i+1 which ex-
changes spaces at position i and i + 1. Since by construc-
tion our chain has alternating representations this is not pos-
sible within gl(n+m|n) symmetry, so forcing such crossings
breaks the symmetry down to the orthosymplectic subgroup.
On the other hand, six leg crossings correspond to exchanging
representations at position i, i + 2 while the one at i + 1 just
goes through, and is perfectly compatible with the symmetry.
In the hamiltonian language this corresponds to
H ∝ −
∑
Ei + wPi,i+2 (8)
We note that this can be realized in a more pleasant isotropic
fashion by going to the triangular lattice.
Our main claim is that the continuum limit of hamiltonian
(8) is described by the superprojective sigma model CPn−1|n
with a coupling constant g2σ(g), for which the θ variable is
redundant.
The first thing to check is what happens when n =
1. In this case, it is possible to reformulate every-









= {ψi, ψj} = 0




(ψi + ψi+1) , Pi,i+2 =
(−1)i [1− (ψ¯i−1 − ψ¯i+1) (ψi−1 − ψi+1)]. Since both are
quadratic it is an easy exercise to show that the continuum
limit is not affected indeed, with g only affecting the sound
velocity and the fine structure of the Jordan blocks.
Since it can easily be argued that the ground state energy is
the same for the n = 1 and n > 1 models, it follows from this
exercise that the central charge remains c = −2 for all values
of g. It is also easy to see that the two leg polymer exponent
remains equal to zero.
Numerical study of the L > 2 watermelon exponents then
clearly shows a non trivial dependence in g, with in particular
exponents getting smaller and smaller as g increases. To dis-
cuss this some more we place ourselves in the simplest case of
free boundary conditions. The exponents at the special point
g = 0 are well known to be h0L = h1,1+L =
L(L−2)
8 . We
next assume that the limit w → ∞ corresponds to the weak
coupling limit of the sigma model g2σ → 0. This is quali-
tatively very reasonable: in the limit of large w, the system
almost splits into two subsystems with gl(n|n) symmetry in-
volving only the fundamental or only its dual, with in both
cases a simple interaction of the type Pi,i+1. Such models
are well known to be integrable, and their physics to be de-
scribed by a weak coupling limit not unlike the ∆ → 1 limit
of the XXZ antiferro spin chain. In such a limit, we can ana-
lyze the spectrum using the minisuperspace approach, that is,
by analyzing quantum mechanics on the target manifold. The
spectrum of the Laplacian on the ordinary projective space
CPm = U(m+ 1)/U(m)× U(1) is well known to be of the




. Here l in an integer, which we can identify
using psl(n|n) representation theory with L/2, L the num-
ber of lines in the watermelon operator. Remarkably, this for-
mula coincides with the known result at w = 0 if we identify
g2σ = 1 for the case w = 0, ie ordinary dense polymers.
Now, there are strong arguments why for models such as the
ones we are interested, the conformal dimensions are given by
very simple formulas, and are simply linear in the Casimir of
the associated representation of psl(n|n) [22]; this all comes
about due to the special structure of the perturbation theory
where the dual Coxeter number - the Casimir in the adjoint -
plays a special role, and here simply vanishes. It thus looks
reasonable to conjecture that the minisuperspace approxima-
tion is exact for our model, whose exponents should be given
5FIG. 3: The first two figures represent the central charge as a func-
tion of the intersection weight w for different sizes. It can be shown
analytically that c = −2 always (see the text). The third figure rep-
resents the effective coupling constant g2σ extracted from different
sizes and values of L. The collapse on a single curve is quite strk-
ing. The last figure shows details of the exponents, in particular the
region close to w = 0 where convergence appears actually less good
than on the previous curves.
therefore by
hL =
L (L − 2)
8g2σ
(9)
where g2σ is a function of w, equal to unity when w = 0, and
vanishing at large w.
This conjecture is compared with the results of exact diag-
onalizations on figures On these figures, ratios of exponents
for different values of L are represented as a function of the
lattice coupling g. The sound velocity for the hamiltonian is
determined by using the analytical results for the n = 1 case.
Agreement is clearly good, although it is not perfect. There is
a small chance that the formula might not be exact in a small
region of couplings around w = 0, but it is not clear at the
present time why this should be the case; we note that in sim-
ilar problems, convergence can indeed be quite poor in some
regions of the parameter space due to logarithmic corrections.
Although the psl(n|n) algebra allows only observables with
L even, it is perfectly possible to consider exponents for odd
values of L, by considering models on lattices with an odd
number of sites. Results at w = 0 as well as a variant of
the minisuperspace analysis still follow the same formula, and
numerics indicate overall a totally similar behaviour.
Similar results are obtained by doing calculations on the
triangular lattice. For technical reasons, only odd values of L
have been studied.
We note that one can more generally study the spec-
trum of the hamiltonian H ∝ −∑Ei + wPi,i+2 +
w2 (EiEi+1 + Ei+1Ei). The symmetries are generically the
same as before, and one expects the continuum limit to be de-
scribed by the same sigma model, with now g2σ(w,w2) This is
confirmed by numerical calculations.
We note that in the case of periodic boundary conditions,




8 , and thus do not have the minisuperspace form. Mean-
while, at large w, one can argue that the minisuperspace form
remains valid, and indeed this is confirmed numerically. It
seems therefore that in the periodic case, the arguments that
the minisuperspace should be exact fails, which agrees with
the expectations in [22]. More work is needed to clarify this
point.
We also note that, within numerical accuracy, the effect of
staggering is redundant, just as it is for the n = 1 case.
In conclusion, we have identified a new line of confor-
mal field theories in the dense polymer problem where 6 legs
crossings are allowed. This line has c = −2 and is described
in the long distance limit by a conformal sigma model. Our
identification leads to the proposal of an exact formula for the
L legs polymer exponents in the boundary case, and opens the
way to tackling the sigma model using lattice techniques.
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Titre Discrétisation des modèles sigma invariants conformes sur des su-
persphères et superespaces projectifs
Résumé Le but de cette thèse a été l’étude de quelques représentants des
modèles sigma en deux dimensions invariants conformes et avec symétrie
continue qui sortent du cadre traditionnel, établie par la recherche des
dernières décennies dans le domaine des théories conformes, des modèles
sigma de Wess-Zumino-Witten ou des modèles gaussiens. Les modèles
sigma sur des superespaces symétriques, définis par une action métrique
standard, offrent de tels exemples. La difficulté de résoudre ces modèles
sigma est relié au fait qu’ils ne possèdent pas de symétrie de Kac-Moody,
qui est normalement nécessaire pour intégrer les théories conformes non-
gaussiennes avec symétrie continue. Dans cette thèse on considère les mo-
dèles sigma sur les supersphères S2S+1|2S et sur les superespaces projectifs
CPN−1|N . Les deux modèles continus admettent une discrétisation par un
gaz de boucles denses qui s’intersectent et dont l’algèbre des matrices de
transfert est une algèbre de type Brauer. La stratégie principale qu’on a
adoptée dans la recherche des résultats exacts sur ces modèles sigma est
l’étude détaillée des symétries de la théorie continue, d’un coté, et du mo-
dèle discret, de l’autre. Cette analyse permet de faire le pont entre le com-
portement du modèle discret et la théorie continue. L’analyse détaillée des
symétries discrètes - en particulier la structure des blocs de l’algèbre de
Brauer - combinée à des calculs perturbatifs donne lieu à une proposition
pour, selon les cas, le spectre partiel ou complet de la théorie conforme.
Une dualité exacte est également conjecturée dans les cas des modèles
sigma sur les supersphères.
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gaz de boucles, chaîne quantique, superespace symétrique, supergroupe,
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Title Discretisation of conformal sigma models on superspheres and
projective superspaces
Abstract The goal of this thesis was to study several representatives of
conformal sigma models in two-dimensions which possess a continuous
symmetry and go beyond the traditional framework, established by the
research of last decades in the domain of conformal field theories, of Wess-
Zumino-Witten sigma models and of Gaussian models. The sigma models
on symmetric superspaces, defined by the standard metric action, provide
such examples. The difficulty to solve these sigma models is related to the
absence of a Kac-Moody symmetry, which is normally required to inte-
grate non-Gaussian conformal field theories with continuous symmetry.
We consider the sigma models on superspheres S2S+1|2S and projective
superspaces CPN−1|N . We proceed by studying a lattice regularization for
these sigma models in term of fully packed intersecting loop models. Their
transfer matrix algebra is a Brauer type algebra. The main strategy we em-
ployed in the research of exact results for these sigma models is the detai-
led study of the symmetries of the continuous theory, on one hand, and of
the symmetries of the discretized model, on the other hand. This analysis
provides a bridge between the behaviour of the discrete model and conti-
nuous theory. A detailed analysis of discrete symmetries - in particular the
structure of the Brauer algebra blocks- combined with perturbative calcu-
lations gives rise to a proposal, as appropriate, to the partial or complete
spectrum of the conformal field theory. An exact duality is also conjectu-
red in the case of the sigma models on superspheres.
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