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ABSTRACT
In this work we study the Cauchy problem for a generalized class of equations that contains
the case b = 0 of the hydrodynamic equation introduced by Degasperis, Hone and Holm in
[A. Degasperis, D. D. Holm, N. W. Hone, A new integrable equation with peakon solutions,
Theor. Math. Phys. 133 (2002), 1463–1474]. For the generalized equation, the lack of
conserved quantities only allow to obtain qualitative information about the momentum and
the relation between initial value and sign of the solution. In addition, for the 0-equation
we show that if the solution vanishes inside an open set, then it must vanish everywhere,
which results that for any non-vanishing compactly supported initial data in Gevrey spaces,
the corresponding local solution cannot be compactly supported. Moreover, as we move to
global well-posedness in Gevrey spaces, we show that the local solution constructed from
the initial value given is global analytic in both time and spatial variables.
Keywords Global well-posedness, Gevrey spaces, b-equation, Holm-Staley equation, Camassa-Holm
equation
MSC 35A01, 35A02, 35A20, 32B60.
1 Introduction
The 4-parameter equation
ut − utxx + aukux − buk−1uxuxx − cukuxxx = 0, a, b, c, k 6= 0 (1.0.1)
was independently deduced by Himonas and Holliman [14] and da Silva and Freire [13], see also [1], as a
generalization of the Camassa-Holm equation [6]
ut − utxx + 3uux − 2uxuxx − uuxxx = 0 (1.0.2)
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and the Novikov equation [17, 21]
ut − utxx + 4u2ux − 3uuxuxx − uuxxx = 0, (1.0.3)
that would admit certain scaling transformations as symmetries. The equation (1.0.1) has proven to be an
interesting mathematical equation once it is possible to choose a = k + 2, b = k + 1 and c = 1 in order
to transform it into a one-parameter family of equations that still unifies (1.0.2) and (1.0.3), but also admits
the peaked wave solutions
u(t, x) = c1/ke−|x−ct|,
called peakon solutions [6] (see also [1]), where c denotes the wave speed. Despite admitting an infinite
number of conservation laws only when the equation is reduced to (1.0.2) or (1.0.3), it was not long be-
fore the interesting properties of (1.0.1) attracted attention from researchers. In terms of applied analysis,
Himonas and Holliman, in the same paper [14] showed that for any positive integer k ≥ 1 the equation is
Hadamard well-posed in Hs(R) for s > 3/2 and, more recently, Barostichi, Himonas and Petronilho [3]
considered the choices a = k + 2, b = k + 1 and c = 1 on (1.0.1) to extend local well-posedness to global
for the resulting equation and also understand the behaviours of global analytic solutions provided that the
McKean quantitym0 := (1− ∂2x)u(0, x) does not change sign.
It is important to observe that the restriction k ≥ 1 in (1.0.1) is due to two main reasons: firstly, the
Camassa-Holm and Novikov equations are accomplished when we have two particular positive choices of
k and, secondly, problems with singularity obviously arise whenever considering k < 1. Moreover, the
former also explains why the constants a, b, c are taken as different than zero. However, by allowing b = 0
and a = c = 1 in (1.0.1), one arrives at the equation
mt + u
kmx = 0, (1.0.4)
where k will be taken as a positive integer and m = u − uxx. In the particular case where k = 1, (1.0.4)
is a very particular case of the b-equation mt + bmux + umx = 0 considered in [10] and later shown
in [11, 16] to have hydrodynamic applications when b 6= −1. Moreover, it can also be obtained from
Kodama transformation to describe shallow water elevation [12]. In terms of well-posedness, we observe
that in [14,24] the authors showed that (1.0.4) is well-posed for an initial value u0 ∈ Hs(R), where s > 3/2.
It is crucial to observe, however, that although local well-posedness of (1.0.4) in Sobolev [14], Besov [24]
and Gevrey [4] spaces has been successfully established, not much else has been considered for k > 1. In
fact, the reasons for this fact are rather simple: the case k = 1 in (1.0.4) is only known to conserve the
momentumM =
∫
R
m(t, x)dx for solutions decaying to 0 as |x| → ∞, which is equivalent to saying that
H(u) =
∫
R
u(t, x)dx (1.0.5)
is independent of time for the same sort of solution. For the generalized equation (1.0.4) with k > 1, the
situation becomes even more dramatic as no conservation laws seem to exist, which poses a difficulty that
sometimes may be impossible to overcome in the attempt to study solutions and their properties.
One of the pioneering works is [9], where equation (1.0.4) was shown to have peakon solutions, with a
particular emphasis on peakon and anti-peakon interaction. In the particular case of k = 1 in (1.0.4), da
Silva and Freire in [9] considered global well-posedness and deduced that, also making the assumption that
the McKean quantity does not change sign, in Hs(R), s > 3/2, it is possible to extend the local solutions
and then the maximal time of existence is infinite. This is indeed a remarkable result once the equation
(1.0.4) lack the conservation of the H1(R) norm. For k > 1, the only information known relates the
2
GLOBAL WELL-POSEDNESS AND CONTINUATION OF SOLUTIONS - SEPTEMBER 1, 2020
momentum to the initial data and the respective initial momentum [9] and the determination of global well-
posedness or the study of blow-up phenomena is still an open problem. In this paper, we are interested in
the initial value problem {
ut = F (u),
u(0, x) = u0(x),
(1.0.6)
where
F (u) = −∂x
[
uk+1
k + 1
+
3
2
(1− ∂2x)−1(kuk−1u2x)
]
+ (1− ∂2x)−1
[
k(k − 1)
2
uk−2u3x
]
, (1.0.7)
from the point of view of solutions and their properties in spaces of analytic functions that will be better
discussed in Section 2. We observe that (1.0.7) is nothing but the evolutive formulation of the Cauchy
problem of (1.0.4) after the inversion of the Helmholtz operator 1− ∂2x.
Our main intention is to show that well-posedness of (1.0.6) go beyond Sobolev spaces in the following
sense: a) establish persistence properties of local Gevrey solutions of (1.0.6), whose existence is guaranteed
by [4], by adapting ideas proposed by [8, 18, 22]; and b) prove global well-posedness in Gevrey spaces by
making use of the Kato-Masuda [19] machinery and certain embeddings between spaces.
In terms of local solutions, our only result regarding the general case k > 1 in (1.0.6) is given by the
following theorem.
Theorem 1.1. Given an initial data u0 ∈ G1,s(R), with s > 5/2, let u ∈ Cω([0, T (1 − σ));Gσ,s) be the
unique local solution of (1.0.6) for some T > 0 and every σ ∈ (0, 1).
1. If m0 does not change sign, then neither does m. Moreover, sgn (m) = sgn (m0) = sgn (u) =
sgn (u0).
2. The initial momentumm0 is compactly supported if and only if so ism.
The key to prove Theorem 1.1 is to come up with an auxiliary Cauchy problem depending on the unique
solution u of (1.0.6) whose solution will be a diffeomorphism. By making use of this diffeomorphism, we
are able to deal with the lack of conservation laws. However, for k = 1 we are able to not only have some
qualitative information, but also prove unique continuation, as stated in the next result.
Theorem 1.2. For k = 1, given an initial data u0 ∈ G1,s(R), with s > 5/2, let u be the unique local
solution of (1.0.6) with lifespan ǫ > 0. If there exists an open set Ω ⊂ [0, ǫ) × R such that u(t, x) = 0 for
every (t, x) ∈ Ω, then u ≡ 0 in [0, ǫ) ×R.
A simple but very strong and interesting consequence of Theorem 1.2 is given by the following corollary.
Corollary 1.1. If u0 ∈ G1,s(R), s > 5/2, is a non-vanishing compactly supported initial data, then the
unique solution (1.0.6) cannot be compactly supported.
For global well-posedness in Gevrey spaces, we can only deal with the case k = 1 in (1.0.6), which results
in the following theorem:
Theorem 1.3. Given u0 ∈ G1,s(R), with s > 5/2, if m0(x) ∈ L1(R) does not change sign, then the
Cauchy problem of (1.0.6) has a unique global analytic solution u ∈ Cω([0,∞)t × Rx). Furthermore, for
every T > 0 and t ∈ [0, T ], u(t) belongs to A(r(t)), where r(t) = Ce−AeBt ,
A =
26
√
2
7µ
(1 + µ)‖u0‖σ0,2, B = 112µ, C = eσ0+A,
3
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µ = 1 + max{‖u‖H2 ; t ∈ [0, T ]} and σ0 is any fixed negative real number. Finally, we have the following
explicit lower bound for the radius of spatial analyticity
r(t) ≥ L3e−L1eL2t ,
where L1 =
52
7 ‖u0‖σ0,2, L2 = B and L3 = r(0)eL1 .
The proof of Theorem 1.3 relies on the powerful machinery of Kato and Masuda [19] and embedding
properties of certain spaces, see [5, 19]. However, to prove that the lifespan is infinite and the solution is
analytic in both variables t and x, we will make use of the auxiliary local well-posedness result.
Theorem 1.4. Given u0(x) := u(0, x) ∈ Eσ0,m(R), withm ≥ 2, and 0 < σ0 ≤ 1 fixed, for
T = κm
1
|||u0|||kEσ0,m
, (1.0.8)
where κm is a constant that depends only onm, and for every σ ∈ (0, σ0), the Cauchy problem for (1.0.6)
has a unique solution u is analytic in the disc D(0, T (σ0 − σ)) with values in Eσ,m(R). Moreover, the
bound
sup
|t|<T (1−σ)
|||u(t) − u0|||Eσ,m < |||u0|||Eσ0,m
is obtained. In addition, the constant κm in (1.0.8) is given by
κs =
1[
1
k+1 +
3k
2 +
k(k−1)
2
]
(22(k+2) + 8)ckm
,
with cm > 0 depending only onm.
As a consequence of Theorem 1.4 and properties of the space Eσ,m(R) (see Section 2 for definitions of
function spaces), it is possible to use the same ideas of Theorems 1.1-1.3 to prove analogous results for
continuation of solutions, a topic that will be discussed later but proofs will not be presented in this paper.
Furthermore, we observe that for the proof of Theorem 1.4 with σ0 = 1, one can use the Autonomous
Ovsyannikov Theorem proposed in [3, 23], see also [2]. However, in all of these versions, the theorem
only covers the case σ0 = 1, and the general case 0 < σ0 ≤ 1 is not mentioned. Since the present
form of Theorem 1.4 will be of extreme importance to conclude Theorem 1.3, it is necessary to adapt the
Autonomous Ovsyannikov Theorem to our needs. The version which we shall prove and use to prove
Theorem 1.4 is given by the following result
Theorem 1.5 (AUTONOMOUS OVSYANNIKOV THEOREM). LetXδ be a scale of decreasing Banach spaces
for 0 < δ ≤ 1, that is,
Xδ ⊂ Xδ′ , ‖ · ‖δ′ ≤ ‖ · ‖δ, 0 < δ′ < δ ≤ 1,
and consider the Cauchy problem 

du
dt
= G(u(t)),
u(0) = u0.
(1.0.9)
Given δ0 ∈ (0, 1] and u0 ∈ Xδ0 , assume that G satisfies the following conditions:
1. For 0 < δ′ < δ < δ0, R > 0 and a > 0, if the function t 7→ u(t) is holomorphic on {t ∈ C; 0 <
t < a(δ0 − δ) with values in Xδ and sup
t<a(δ0−δ)
‖u− u0‖δ < R, then the function t 7→ G(t, u(t)) is
holomorphic on the same set with values in Xδ′ .
4
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2. G : Xδ → Xδ′ is well defined for any 0 < δ′ < δ < δ0 and for any R > 0 and u, v ∈ B(u0, R) ⊂
Xδ, there exist positive constants L andM depending only on u0 and R such that
‖G(u)−G(v)‖δ′ ≤ L
δ − δ′ ‖u− v‖δ ,
‖G(u0)‖δ ≤ M
δ0 − δ , 0 < δ < δ0.
Then for
T =
R
16LR + 8M
the initial value problem (1.0.9) has a unique solution u ∈ Cω([0, T (δ0 − δ)),Xδ), for every δ ∈ (0, δ0),
satisfying
sup
t<T (δ0−δ)
‖u(t)− u0‖δ < R, 0 < δ < δ0.
The paper is organized as follows. In Section 2 we establish the basic function spaces and auxiliary proposi-
tions required for the proof of our results. In Section 3, we present the proof of Theorem 1.4 for any k ∈ Z+,
which follows from the technical estimates of Section 2. After that, in Section 4, we determine the proof of
Theorems 1.1 and 1.2 and Corollary 1.1. Finally, in Section 5 we provide a proof for global well-posedness
in H∞(R) and finalize with the extensive and complex proof of Theorem 1.3 by making use of Theorem
1.4. In Section 6 we present our final discussion and conclusions.
2 Function spaces and auxiliary results
Consider the L2(R) space of square integrable functions endowed with the norm
‖f‖L2x =
(∫
R
|f(x)|2dx
)1/2
.
The function space of our interest in the present paper is the Gevrey spaceGσ,s(R), where σ > 0 and s ∈ R,
of functions in L2(R) such that the norm
‖f‖Gσ,s := ‖(1 + |ξ|2)s/2eσ|ξ|fˆ(ξ)‖L2ξ =
∫
R
(1 + |ξ|2)se2σ|ξ||fˆ(ξ)|2dξ
is finite, where fˆ denotes the Fourier transform
fˆ(ξ) =
1√
2π
∫
R
e−ixξf(x)dx.
In the particular case where σ = 0, the space G0,s(R) becomes the usual Sobolev spaceHs(R). In a result
known as Paley-Wiener theorem (see [20]), the Gevrey space Gσ,s(R) is characterized as the restriction to
the real line of functions that are analytic on a strip of width 2σ.
Proposition 2.1 (PALEY-WIENER). Let σ > 0 and s ∈ R. Then f ∈ Gσ,s(R) if and only if it is the
restriction to the real line of a function F which is holomorfic in the strip {x+ iy : x, y ∈ R, |y| < σ} and
satisfies
sup
|y|<σ
‖F (x+ iy)‖Hs(R) <∞.
One interesting property of Gevrey spaces is that, similarly to Sobolev spaces, it is possible to continuously
embed them based on the parameters σ and s, see [3]:
5
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1. If 0 < σ′ < σ and s ≥ 0, then ‖ · ‖Gσ′,s ≤ ‖ · ‖Gσ,s and Gσ,s(R) →֒ Gσ
′,s(R);
2. If 0 < s′ < s and σ > 0, then ‖ · ‖Gσ,s′ ≤ ‖ · ‖Gσ,s and Gσ,s(R) →֒ Gσ,s
′
(R).
Although many our main results involve the use of Gevrey spaces, we will need to consider some auxiliary
spaces and their embeddings. Following the work of Kato and Masuda [19] about the Korteweg-de Vries
equation, for any r > 0 we define the spaces A(r) of functions that can be analytically extended to a
function on a strip of width r, endowed with the norm
‖f‖2σ,s =
∞∑
j=0
1
j!2
e2σj‖∂jxf‖Hs , (2.0.1)
for s ≥ 0 and every σ ∈ R such that eσ < r. For H∞(R) := ⋂
s≥0
Hs(R), we have the following sequence
of embeddings (see Lemma 2.3 and Lemma 2.5 in [3] and Lemma 2.2 in [19]):
Gσ,s(R) →֒ A(σ) →֒ H∞(R), (2.0.2)
for σ > 0 and s ≥ 0.
Another useful space is an adaptation of the Banach spaces proposed by Himonas and Misiolek in [15]: for
σ > 0 andm ∈ Z+, the set Eσ,m(R) of infinitely differentiable functions such that
|||f |||Eσ,m = sup
j∈Z+
σj(j + 1)2
j!
‖∂jxf‖H2m <∞
which is a Banach space by its own turn. Similarly to Gevrey spaces, we have Eσ,m(R) →֒ Eσ′,m(R) for
0 < σ′ < σ and, more importantly, Eσ,m(R) is also continuously embedded intoH∞(R) for allm ≥ 1 and
σ > 0, see page 750 of [3]. One important consequence is given by the following result.
Lemma 2.1. For σ > 0 and m ≥ 1, every function u ∈ Eσ,m(R) is such that ∂jxu → 0 as |x| → ∞, for
any j ≥ 0.
Proof. The proof uses the embeddingEσ,m(R) →֒ H∞(R) and the fact that u ∈ Hs(R) for any s ≥ 0.
The same argument tells that any Gevrey function has also the same property.
To be able to extend regularity of global solutions in time, we will need to first consider local well-posedness
in Eσ0,m(R) for some σ0 ∈ (0, 1] and m ≥ 2, and for that purpose, some estimates will be required. The
first one we enunciate is the algebra property, which allows us to relate the norm of multiplication to the
multiplication of norms.
Lemma 2.2 (ALGEBRA PROPERTY). For anym ∈ Z+, 0 < σ ≤ 1 and ϕ,ψ ∈ Eσ,m(R), there is a positive
constant cm depending only onm such that
|||ϕψ|||Eσ,m ≤ cs|||ϕ|||Eσ,m |||ψ|||Eσ,m .
Proof. To estimate ‖ϕψ‖Eσ,m , let us initially consider the term ‖∂kx(ϕψ)‖H2m . We write
‖∂kx(ϕψ)‖H2m ≤
k∑
l=0
(
k
l
)
‖∂k−lx u∂lxv‖H2m .
Sincem ≥ 1, there exists a constant cm > 0 such that we can rewrite the norm inside the sum as
‖∂k−lx u∂lxv‖H2m ≤ cm(‖∂k−lx u‖H2m‖∂lxv‖H2m−1 + ‖∂k−lx ‖H2m−1‖∂lxv‖H2m).
6
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Therefore,
‖∂kx(ϕψ)‖H2m ≤cm
k∑
l=0
(
k
l
)
(‖∂k−lx u‖H2m‖∂lxv‖H2m−1 + ‖∂k−lx u‖H2m−1‖∂lxv‖H2m)
=cm(‖∂kxu‖H2m‖v‖H2m−1 + ‖∂kxv‖H2m‖u‖H2m−1)
+ cm
(
k∑
l=1
(
k
l
)
‖∂k−lx u‖H2m‖∂lxv‖H2m−1 +
k∑
l=1
(
k
l
)
‖∂k−lx v‖H2m‖∂lxu‖H2m−1
)
.
By letting
A =
k∑
l=1
(
k
l
)
‖∂k−lx u‖H2m‖∂l−1x v‖H2m , B =
k∑
l=1
(
k
l
)
‖∂k−lx v‖H2m−1‖∂lxv‖H2m ,
and observing that for σ > 0 the inequality ‖f‖H2m−1 ≤ |||f |||Eσ,m holds, we have
|||ϕψ|||Eσ,m ≤cm
(
|||ψ|||Eσ,m sup
k∈Z+
σk(k + 1)2
k!
‖∂kxϕ‖H2m + |||ϕ|||Eσ,m sup
k∈Z+
σk(k + 1)2
k!
‖∂kxψ‖H2m
)
+ cm
(
sup
k∈Z+
σk(k + 1)2
k!
A+ sup
k∈Z+
σk(k + 1)2
k!
B
)
.
(2.0.3)
Observe now that
|||ψ|||Eσ,m sup
k∈Z+
σk(k + 1)2
k!
‖∂kxϕ‖H2m ≤|||ϕ|||Eσ,m |||ψ|||Eσ,m ,
|||ϕ|||Eσ,m sup
k∈Z+
σk(k + 1)2
k!
‖∂kxψ‖H2m ≤|||ϕ|||Eσ,m |||ψ|||Eσ,m .
(2.0.4)
Moreover, we note that A and B are symmetric with respect to ϕ and ψ. Therefore, it is enough to deal
with the term with A and the other will be analogous. Since
A =
k∑
l=1
(
k
l
)
‖∂k−lx ϕ‖H2m‖∂lxψ‖H2m−1
=
k∑
l=1
(
k
l
)
σk−l(k − l + 1)2
(k − l)! ‖∂
k−l
x ϕ‖H2m
σl−1l2
(l − 1)!‖∂
l−1
x ψ‖H2m
(k − l)!
(k − l + 1)2σk−l ·
(l − 1)!
l2σl−1
,
we can write
sup
k∈Z+
σk(k + 1)2
k!
A ≤|||ϕ|||Eσ,m |||ψ|||Eσ,m sup
k∈Z+
k∑
l=1
(
k
l
)
σk(k + 1)2
k!
· (k − l)!(l − 1)!
σk−lσl−1
· 1
l2(k − l + 1)2
=|||ϕ|||Eσ,m |||ψ|||Eσ,m sup
k∈Z+
k∑
l=1
σ
(k + 1)2
l3(k − l + 1) .
From [15], Lemma 2.2 (page 578), we know that
k∑
l=1
(k + 1)2
l3(k − l + 1) ≤ 8.
7
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Therefore, since 0 < σ ≤ 1 we conclude that
k∑
l=1
σ
(k + 1)2
l3(k − l + 1) ≤ 8,
which means that
sup
k∈Z+
σk(k + 1)2
k!
A ≤ |||ϕ|||Eσ,m |||ψ|||Eσ,m (2.0.5)
and, analogously for B,
sup
k∈Z+
σk(k + 1)2
k!
B ≤ |||ϕ|||Eσ,m |||ψ|||Eσ,m . (2.0.6)
Therefore, we conclude the proof by substituting (2.0.4)-(2.0.6) into (2.0.3).
Given an equation of the form mt = F (u, ux, uxx, uxxx), it is possible to write m = (1 − ∂2x)u. Being
g(x) = e−|x|/2 the Green function of the equation (1 − ∂2x)u = δ(x), where δ denotes de Dirac delta
distribution, we can write the inverse of the Helmholtz operator 1− ∂2x as
(1− ∂2x)−1f(x) = g ∗ f(x) =
1
2
∫
R
e−|x−y|f(y)dy.
This means that it is possible to rewrite the equation in the nonlocally evolutive form
ut = (1− ∂2x)−1F (u, ux, uxx, uxxx). (2.0.7)
With respect to the spacesEσ,m(R), the Helmholtz operator and its inverse have some important and useful
properties that will be necessary to prove local well-posedness.
Lemma 2.3. For 0 < σ′ < σ ≤ 1,m ≥ 1 and ϕ ∈ Eσ,m(R), then
|||∂xϕ|||Eσ′,m ≤
1
σ − σ′ |||ϕ|||Eσ,m , (2.0.8)
|||∂xϕ|||Eσ,m ≤ |||ϕ|||Eσ,m+1 , (2.0.9)
|||(1− ∂2x)−1ϕ|||Eσ,m+2 = |||ϕ|||Eσ,m . (2.0.10)
Proof. The proofs of (2.0.9) and (2.0.10) follow immediately from the analogous estimates for Sobolev
spaces and will be omitted. For the proof of (2.0.8)first of all observe that for all 0 < λ < 1 and any
positive integer k we have
(k + 1)λk < 1 + λ+ · · ·+ λk < 1
1− λ. (2.0.11)
With that in mind, since σ′ < σ, let λ ∈ (0, 1) be such that σ′ = λσ. Then
|||∂xϕ|||Eσ′ ,m = sup
k∈Z+
(λσ)k(k + 1)2
k!
‖∂k+1x ϕ‖H2m
= sup
k∈Z+
σk+1(k + 2)2
(k + 1)!
‖∂k+1x ϕ‖H2m ·
(λσ)k
σk+1
· (k + 1)
2
(k + 2)2
· (k + 1)!
k!
≤|||ϕ|||Eσ,m sup
k∈Z+
λk(k + 1)
σ
,
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and from (2.0.11) we conclude that
|||∂xϕ|||Eσ′ ,m ≤
1
σ − λσ |||ϕ|||Eσ,m =
1
σ − σ′ |||ϕ|||Eσ,m
We would like to finalize this section by mentioning that for all theorems and general results used in this
paper, a function u belongs to the spaceCω(I;X) if it is analytic in the interval I as a function of t and u(t)
belongs to X. We will be interested in Cω(I;Gσ,s(R)), Cω(I;Eσ,m(R)) and C
ω(I;A(r)). In the case that
u ∈ Cω(I × R), then u(t, x) is analytic for (t, x) ∈ I × R.
3 Local well-posedness in the Himonas-Misiolek space
In this section we prove Theorem 1.4 by making use of a modified version of Autonomous Ovsyannikov
Theorem. In [3], the authors proposed an adaptation of the theorem based on a scale of decreasing Banach
spaces that guarantees the existence and uniqueness of solutions for the initial value problem of (2.0.7) that
are holomorphic functions in a certain disc as time functions and belonging to the Banach spaces as spatial
functions. For the proof of Theorem 1.3, however, we will need another version of the result that allows us
to take the initial data in Eδ0,s(R) for any δ0 ∈ (0, 1] and some choice of s, while in [3] they only consider
δ0 = 1. More precisely, we will need to prove Theorem 1.5 before proceeding with the proof of Theorem
1.4.
3.1 Proof of Theorem 1.5
The idea to prove Theorem 1.5 is to use the classical argument of the Fixed Point Theorem for a suitable
Banach space. For this purpose, if Xδ is a decreasing family of Banach spaces for 0 < δ < δ0, where
0 < δ0 ≤ 1 is a fixed real number, for any a > 0 defineEδ0a as the Banach space (see Proposition 3.5 in [23]
or Lemma 2 in [2]) of holomorphic functions of time for t < a(δ0 − δ) valued in Xδ endowed with the
norm
|u|a = sup
{
‖u‖δ(δ0 − δ)
√
1− t
a(δ0 − δ) : 0 < δ < δ0 and 0 ≤ t < a(δ0 − δ)
}
(3.1.1)
where ‖ · ‖δ denotes the norm in Xδ.
Lemma 3.1. Given 0 < δ0 ≤ 1, for a > 0, u ∈ Eδ0a and 0 < δ < δ0, we have
∫ t
0
‖u‖δ(τ)
δ(τ) − δdτ ≤
8a|u|a
δ0 − δ
√
a(δ0 − δ)
a(δ0 − δ) − t
for 0 < t < a(δ0 − δ) and δ(t) = 12(δ0 + δ − t/a) ∈ (δ, δ0).
Proof. From the definition of the norm |u|a, we have that
‖u‖δ(τ) ≤|u|a
1
δ0 − δ(τ)
(
a(δ0 − δ(τ))
a(δ0 − δ(τ)) − τ
)1/2
=
√
a|u|a 1
(δ0 − δ(τ))1/2(a(δ0 − δ(τ)) − τ)1/2
.
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Observe now that
δ(τ) − δ = 1
2a
(a(δ0 − δ)− τ), δ0 − δ(τ) = 1
2a
(a(δ0 − δ) + τ) ,
a(δ0 − δ(τ)) − τ = 1
2
(a(δ0 − δ)− τ),
which yields the inequality
‖u‖δ(τ)
δ(τ) − δ ≤
√
a|u|a 1
(δ(τ) − δ)(δ0 − δ(τ))1/2(a(δ0 − δ(τ)) − τ)1/2
=4a2|u|a 1
(a(δ0 − δ) + τ)1/2(a(δ0 − δ)− τ)3/2
Under the integration sign, the change of variables τ = a(δ0− δ)θ and the observation that 1(1+θ)1/2≤1 gives
the integral
∫ t
0
‖u‖δ(τ)
δ(τ)− δ dτ ≤
4a|u|a
δ0 − δ
∫ t
a(δ0−δ)
0
dθ
(1− θ)3/2 ≤
8a|u|a
δ0 − δ
√
(δ0 − δ)
a(δ0 − δ)− t .
The proof of Theorem 1.5 now follows from the following arguments:
• From Duhamel’s formula, the initial value problem for the evolutive equation
d
dt
u(t) = G(u(t)), u(0) = u0
has a solution
u(t) = u0 +
∫ t
0
G(u(τ))dτ =: H(u(t)).
• If the function G satisfies condition 2 of Theorem 1.5, then it is possible to construct a Banach
space B such thatH : B → B is a contraction.
As a consequence of the Fixed Point Theorem, there will exist a unique fixed point forH , which means that
the solution u is unique. Therefore, it remains to show thatH is a contraction and obtain the lifespan.
Proof of Theorem 1.5. Given 0 < δ0 ≤ 1, R > 0 and a > 0, let
B = {u ∈ Eδ0a ; |u− u0|a ≤ R}
be a closed ball in Eδ0a . For u ∈ B and 0 < δ < δ0 we have
‖H(u(t)) − u0‖δ ≤
∫ t
0
‖G(u(t)) −G(u0)‖δdτ +
∫ t
0
‖G(u0)‖δdτ
for 0 ≤ t < a(δ0 − δ). If the function G satisfies condition 2 of Theorem 1.5, then there exist constants L
andM depending only on u0 and R such that
‖G(u(τ)) −G(u0)‖δ ≤ L
δ(τ) − δ‖u− u0‖δ(τ),
‖G(u0)‖δ ≤ M
δ0 − δ ,
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for 0 < δ < δ0, where the function δ(τ) is given by Lemma 3.1. Thus,
‖H(u(t)) − u0‖δ ≤ L
∫ t
0
‖u− u0‖δ(τ)
δ(τ) − δ +
tM
δ0 − δ .
From Lemma 3.1, we write
‖H(u(t)) − u0‖δ ≤8aL|u− u0|a
δ0 − δ
√
a(δ0 − δ)
a(δ0 − δ)− t +
tM
δ0 − δ
≤ 8aLR
δ0 − δ
√
a(δ0 − δ)
a(δ0 − δ) − t + aM
√
a(δ0 − δ)
a(δ0 − δ) − t ,
where in the last inequality we used the fact that 0 ≤ t < a(δ0 − δ) and
√
a(δ0−δ)
a(δ0−δ)−t ≥ 1. Therefore, by
arranging terms and taking the supremum, we obtain the estimate
|H(u(t))− u0|a ≤ 8aLR+ aM = a(8LR +M) ≤ a(8LT + 4M). (3.1.2)
For a <
R
16LR+ 8M
, equation (3.1.2) yields
|H(u(t)) − u0|a ≤ R
2
< R
and the functionH is defined from B into B.
All that is left is to show thatH is a contraction. For u, v ∈ B, the same procedure yields
‖H(u(t)) −H(v(t))‖δ ≤
∫ t
0
‖G(u(τ)) −G(v(τ))‖δdτ
≤
∫ t
0
L
δ(τ) − δ ‖u− v‖δ(τ)dτ
≤8aL|u− v|a
δ0 − δ
√
a(δ0 − δ)
a(δ0 − δ)− t ,
which means that |H(u(t)) − H(v(t))|a ≤ 8aL|u − v|a. To conclude the proof, observe that since a <
R
16LR+8M , then 8La <
LR
2LR+M < 1. Therefore, by taking C = 8La < 1, we conclude that |H(u(t)) −
H(v(t))|a ≤ C|u− v|a, with C < 1, andH is a contraction, which completes the proof of Theorem 1.5.
Before proceeding with the proof of Theorem 1.4 in the next subsections, observe that the embeddings
Eσ,m(R) →֒ Eσ′,m(R), for 0 < σ′ < σ, guarantee that the function
H(u) = −∂x
[
uk+1
k + 1
+
3
2
(1− ∂2x)−1(kuk−1u2x)
]
+ (1− ∂2x)−1
[
k(k − 1)
2
uk−2u3x
]
,
taken as the right-hand side of (1.0.6), is a well-defined function fromEσ,m(R) toEσ′,m(R) for every choice
of k. Moreover, Condition 2 for the Autonomous Ovsyannikov Theorem is trivially satisfied. Therefore, it
remains to prove Condition 1.
The proof of Theorem 1.4 will be given in two parts. First we will separately prove the case where k = 1,
and then proceed to the case k > 1. This will be done due to the difference in terms of algebraic inequalities
that hold only for k > 1. We would like to point out that Theorem 1.4 holds for any positive choice of the
parameter k, which then recovers the case b = 0 for the b-equation. This is a nontrivial result due to the
arbitrariness of the degree of nonlinearity.
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3.2 Proof of Theorem 1.3 - Case k = 1
Consider the nonlocal form of equation (1.0.6) given by (1.0.6) and write
F (u) = −1
2
∂x
[
u2 + 3(1 − ∂2x)−1u2x
]
. (3.2.1)
as the right-hand side of (1.0.6).
Proposition 3.1. Given u0 ∈ Eσ0,m(R) and σ ∈ (0, σ0), with m ≥ 2 and 0 < σ0 ≤ 1, there exists a
positive constantM that depends only onm and u0 such that
|||F (u0)|||Eσ,m ≤
M
σ0 − σ .
Proof. For u0 ∈ Eσ0,m(R), write
F (u0) = −1
2
∂x
[
u20 + 3(1 − ∂2x)−1(∂xu0)2
]
.
Using the triangle inequality, Lemma 2.3 and Lemma 2.2, we obtain
|||F (u0)|||Eσ,m ≤
1
2
|||∂xu20|||Eσ,m +
3
2
|||(1 − ∂2x)−1∂x(∂xu0)2|||Eσ,m
≤1
2
cm
σ0 − σ |||u0|||
2
Eσ0,m
+
3
2
cm
σ0 − σ |||∂xu0|||
2
Eσ0,m−2
≤ 2cm
σ0 − σ |||u0|||
2
Eσ0,m
=
M
σ0 − σ ,
whereM = 2cm|||u0|||2Eσ0,m , finishing the proof.
Proposition 3.2. Let R > 0. Given u0 ∈ Eσ0,m(R), with m ≥ 2, and 0 < σ′ < σ < σ0 ≤ 1, if
u, v ∈ Eσ,m(R) are such that
|||u− u0|||Eσ,m < R, |||v − u0|||Eσ,m < R,
then there exists a positive constant L that depends only onm, u0 and R such that
|||F (u) − F (v)|||Eσ′ ,m ≤
L
σ − σ′ |||u− v|||Eσ,m .
Proof. From the triangle inequality, we have
|||F (u)− F (v)|||Eσ′ ,m ≤
1
2
|||∂x(u2 − v2)|||Eσ′ ,m +
3
2
|||∂x(1− ∂2x)−1(u2x − v2x)|||Eσ′ ,m .
By observing that
u2 − v2 = (u− v)(u+ v), u2x − v2x = [∂x(u− v)][∂x(u+ v)],
Lemma 2.3 and Lemma 2.2 yield
|||F (u) − F (v)|||Eσ′ ,m ≤
1
2
cm
σ − σ′ |||u− v|||Eσ,m |||u+ v|||Eσ,m
+
3
2
cm
σ − σ′ |||∂x(u− v)|||Eσ,m−2 |||∂x(u+ v)|||Eσ,m−2
≤2 cm
σ − σ′ |||u− v|||Eσ,m |||u+ v|||Eσ,m ,
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where in the last inequality we used the fact that |||∂x(u − v)|||Eσ,m−2 ≤ |||u − v|||Eσ,m , and an analogous
estimate for ∂x(u+ v).
Since
|||u+ v|||Eσ,m ≤ |||u− u0|||Eσ,m + |||v − u0|||Eσ,m + 2|||u0|||Eσ,m < 2(R+ |||u0|||Eσ0,m),
we conclude that for
L = 4cm(R+ |||u0|||Eσ0,m)
the bound
|||F (u) − F (v)|||Eσ′ ,m ≤
L
σ − σ′ |||u− v|||Eσ,m
holds form ≥ 2 and 0 < σ′ < σ < σ0, completing the proof.
We are now in conditions to finalize the proof of Theorem 1.4 for k = 1. For this purpose, observe that in
Proposition 3.1 we haveM = 2cm|||u0|||2Eσ0,m ,while in Proposition 3.2 we haveL = 4cm(R+|||u0|||Eσ0,m)
for any R > 0. Letting C = 4cm, then we can write
L = C(R+ |||u0|||Eσ0,m), M =
C
2
|||u0|||2Eσ0,m .
From propositions 3.1 and 3.2, the conditions for the autonomous Ovsyannikov theorem are satisfied and,
therefore, form ≥ 2 and
T =
R
16LR + 8M
,
there exists a unique solution u to the Cauchy problem (1.0.6) which for every σ ∈ (0, σ0) is a holomorphic
function in D(0, T (σ0 − σ)) to Eσ,m(R) and
sup
|t|<T (1−σ)
‖u(t)− u0‖Eσ,m < R.
Taking R = |||u0|||Eσ0,m yields
T =
1
144cm
× 1|||u0|||Eσ0,m
and the proof of existence and uniqueness of Theorem 1.4 is finished for k = 1.
3.3 Proof for k > 1
For the case k > 1, we will make use of the simple algebraic inequality
3 + 2k−3 < 2k. (3.3.1)
Consider the right-hand side of (1.0.6) and write
F (u) = −∂x
[
uk+1
k + 1
+
3
2
(1− ∂2x)−1(kuk−1u2x)
]
+ (1− ∂2x)−1
[
k(k − 1)
2
uk−2u3x
]
.
Similarly to Proposition 3.1 and Proposition 3.2 for the case k = 1, we will estimate |||F (u0)|||Eσ,m and
|||F (u) − F (v)|||Eσ′ ,m form ≥ 2 and 0 < σ′ < σ < σ0 ≤ 1.
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Proposition 3.3. Given u0 ∈ Eσ0,m(R), with m ≥ 2, and σ ∈ (0, σ0), there exists a positive constantM
that depends only onm and u0 such that
|||F (u0)|||Eσ,m ≤
M
σ0 − σ .
Proof. Given u0 ∈ Eσ0,m(R), using the right-hand-side of the nonlocal form (1.0.6), we have
|||F (u0)|||Eσ,m ≤
1
k + 1
|||∂xuk+10 |||Eσ,m +
3b
2
|||∂x(1− ∂2x)−1uk−10 (∂xu0)2|||Eσ,m
+
k(k − 1)
2
|||(1 − ∂2x)−1uk−20 (∂xu0)3|||Eσ,m .
From Lemma 2.3 and the algebra property, we can write
|||∂xuk+10 |||Eσ,m ≤
1
σ0 − σ |||u
k+1
0 |||Eσ0,m ≤
ckm
σ0 − σ |||u0|||
k+1
Eσ0,m
,
|||∂x(1− ∂2x)−1uk−10 (∂xu0)2|||Eσ,m ≤
1
σ0 − σ |||u
k−1
0 (∂xu0)
2|||Eσ0,m−2 ≤
cm
σ0 − σ |||u0|||
k+1
Eσ0,m
,
|||(1 − ∂2x)−1uk−20 (∂xu0)3|||Eσ,m ≤|||uk−20 (∂xu0)3|||Eσ,m−2 ≤
ckm
σ0 − σ |||u0|||
k+1
Eσ0,m
.
Thus,
|||F (u0)|||Eσ,m ≤
[
1
k + 1
+
3k
2
+
k(k − 1)
2
]
ckm
σ0 − σ |||u0|||
k+1
Eσ0,m
.
By letting
M =
[
2 + b(b+ 2)(b+ 1)
2(b+ 1)
]
cbm|||u0|||k+1Eσ0,m ,
we finally conclude that
|||F (u0)|||Eσ,m ≤
M
σ0 − σ
for 0 < σ < 1 and the result is proven.
Before proceeding with the next estimate, it is necessary to obtain a result that only requires the triangle
inequality and successive applications of the algebra property.
Lemma 3.2. For u, v ∈ Eσ,m(R), with σ > 0 andm ≥ 1s, let
fk(u, v) =
k∑
j=0
ujvk−j.
Then exists is a positive constant cm depending only onm such that
|||fk(u, v)|||Eσ,m ≤ ck−1m (|||u|||Eσ,m + |||v|||Eσ,m)k.
We shall now proceed with the last crucial estimate required to make use of the Autonomous Ovsyannikov
Theorem and finish the proof of Theorem 1.4
Proposition 3.4. Let R > 0. Given u0 ∈ Eσ0,m(R), with m ≥ 2 and 0 < σ′ < σ < σ0 ≤ 1, if
u, v ∈ Eσ,m(R) are such that
|||u− u0|||Eσ,m < R, |||v − u0|||Eσ,m < R,
then there exists a positive constant L that depends only onm, u0 and R such that
|||F (u) − F (v)|||Eσ′ ,m ≤
L
σ − σ′ |||u− v|||Eσ,m .
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Proof. GivenR > 0 and u0 ∈ Eσ0,m(R), withm ≥ 2, let 0 < σ′ < σ < σ0. In terms of the right-hand side
of (1.0.6), we write
|||F (u) − F (v)|||Eσ′ ,m ≤
1
k + 1
|||∂x(uk+1 − vk+1)|||Eσ′,m +
3k
2
|||∂x(1− ∂2x)−1(uk−1u2x − vk−1v2x)|||Eσ′,m
+
k(k − 1)
2
|||(1 − ∂2x)−1(uk−2u3x − vk−2v3x)|||Eσ′,m .
(3.3.2)
Since uk+1 − vk+1 = (u− v)fk(u, v), from Lemma 2.3 and Lemma 3.2 we obtain
|||∂x(uk+1 − vk+1)|||Eσ′ ,m ≤
1
σ − σ′ |||(u− v)fk(u, v)|||Eσ,m
≤ c
k
m
σ − σ′
(|||u|||Eσ,m + |||v|||Eσ,m)k |||u− v|||Eσ,m .
For the second term, write
uk−1u2x − vk−1v2x = uk−1[∂x(u− v)][∂x(u+ v)] + (u− v)v2xfk−2,
which, together with the triangle inequality, the algebra property and Proposition 3.2, will yield
|||∂x(1− ∂2x)−1(uk−1u2x − vk−1v2x)|||Eσ′,m ≤
cm
σ − σ′
(
|||uk−1(∂x(u− v))(∂x(u+ v))|||Eσ,s−2
+|||(u− v)v2xfk−2(u, v)|||Eσ,m−2
)
≤ cm
σ − σ′
(
|||uk−1∂x(u+ v)|||Eσ,m−2
+|||v2xfk−2(u, v)|||Eσ,m−2
) |||u− v|||Eσ,m
≤ c
k
m
σ − σ′
(
|||u|||k−1Eσ,m |||u+ v|||Eσ,m + (|||u|||Eσ,m
+|||v|||Eσ,m)k−2|||v|||2Eσ,m
)
|||u− v|||Eσ,m .
From the proof of Proposition 3.2 we know that ‖u+ v‖Eσ,s < 2(R + ‖u0‖Eσ0,s).Moreover, we also have
|||u|||Eσ,m ≤ |||u− u0|||Eσ,m + |||u0|||Eσ,m < R+ |||u0|||Eσ0,m , (3.3.3)
which tells that
|||∂x(1− ∂2x)−1(uk−1u2x − vk−1v2x)|||Eσ′,m ≤ (2 + 2k−2)
ckm
σ − σ′ (R+ |||u0|||Eσ0,m)
k|||u− v|||Eσ,m
and
|||∂x(uk+1 − vk+1)|||Eσ′ ,m ≤2k
ckm
σ − σ′
(
R+ |||u0|||Eσ0,m
)k |||u− v|||Eσ,m
To deal with the third and last term on the right-hand side of (3.3.2), observe that
uk−2u3x − vk−2v3x = uk−2[∂x(u− v)][(∂xu)2 + (∂xu)(∂xv) + (∂xv)2] + (u− v)v3xfk−3(u, v).
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Thus, we can write
|||(1 − ∂2x)−1(uk−2u3x − vk−2v3x)|||Eσ′ ,m ≤|||uk−2[∂x(u− v)](u2x + uxvx + v2x)|||Eσ′ ,m−2
+ |||(u − v)v3xfk−3(u, v)|||Eσ′ ,m−2
≤cm(|||(1 − ∂2x)−1(u2x + uxvx + v2x)|||Eσ′ ,m−2 |||∂x(u− v)|||Eσ′,m−2
+ |||v3xfk−3(u, v)|||Eσ′ ,m−2 |||u− v|||Eσ′,m−2)
≤ c
k
m
σ − σ′
[
|||u|||kEσ,m + |||u|||k−1Eσ,m |||v|||Eσ,m + |||u|||k−2Eσ,m |||v|||2Eσ,m
+(|||u|||Eσ,m + |||v|||Eσ,m)k−3|||v|||3Eσ,m
]
|||u− v|||Eσ,m .
From the estimate (3.3.3) it is obtained
|||(1 − ∂2x)−1(uk−2u3x − vk−2v3x)|||Eσ′,m ≤(3 + 2k−3)
ckm
σ − σ′ (R+ |||u0|||Eσ0,m)
k|||u− v|||Eσ,m .
Now under substitution of the respective terms in (3.3.2), we arrive at
|||F (u) − F (v)|||Eσ,m ≤
ckm
σ − σ′
[
2k
k + 1
+ (2 + 2k−2)
3k
2
+ (3 + 2k−3)
k(k − 1)
2
]
× (R + |||u0|||Eσ0,m)k|||u− v|||Eσ,m .
Observe now that for k > 1 we have 2k−2 < 2k−1, 2 ≤ 2k−1 and, from (3.3.1), 3 + 2k−3 < 2k. It means
that the last inequality can be written as
|||F (u) − F (v)|||Eσ′ ,m ≤
L
σ − σ′ |||u− v|||Eσ,m ,
where
L = 2k
[
1
k + 1
+
3k
2
+
k(k − 1)
2
]
ckm(R+ |||u0|||Eσ0,m)k,
and the proof is finished.
We will now proceed with the final part of the proof of existence and uniqueness of Theorem 1.4. Let
C = 2k
[
1
k + 1
+
3k
2
+
k(k − 1)
2
]
ckm.
Then L = C(R+ |||u0|||Eσ0,m)k andM = C2k |||u0|||k+1Eσ0,m . TakingR = |||u0|||Eσ0,m , from the Autonomous
Ovsyannikov Theorem, for
T =
R
16LR + 8M
=
1[
1
k+1 +
3k
2 +
k(k−1)
2
]
(22(k+2) + 8)ckm
× 1|||u0|||kEσ0,m
,
there exists a unique solution u to the Cauchy problem of (1.0.6) which, for every σ ∈ (0, σ0), is a holomor-
phic function in D(0, T (σ0 − σ)) into Eσ0,m(R). Therefore, the proof of Theorem 1.4 is complete for any
positive integer k.
Since Lemma 2.2 and a similar Lemma 2.3 are still valid for Gevrey spacesGσ,s(R), where 0 < σ < σ′ ≤ 1
and s > 1/2, see [3, 23], a repetition of the same calculations provide an analogous result for these spaces,
which will be useful and is therefore stated in the next result. For an alternative proof, see Theorem 1 in [4].
Corollary 3.1. Given u0(x) := u(0, x) ∈ G1,s(R), with s ≥ 5/2, there exists T > 0 such that for every
σ ∈ (0, 1) the Cauchy problem for (1.0.6) has a unique solution u ∈ Cω([0, T (1 − σ));Gσ,s(R)).
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4 Unique continuation of solutions and compactly supported data.
In this section we will prove Theorems 1.1 and 1.2. For Theorem 1.1, we will make use of an adaptation
to Gevrey spaces of a result by Constantin [7] that creates an auxiliary initial value problem whose solution
will be a global diffeomorphism. For Theorem 1.2, we will make use of a similar argument to the one
introduced by Linares and Ponce in [22] and then enhanced by Freire in [18] and da Silva and Freire [8] by
making use of conservation laws of the equation to prove persistence properties of solutions. Corollary 1.1
is then reduced to a simple consequence of Theorem 1.2, as mentioned previously.
From Lemma 2.1 and its consequence, we know that the analytic solution u ∈ Cω([0, T (1 − σ)), Gσ,s(R))
of (1.0.6) obtained from Corollary 3.1 can be associated to conservation laws (in case they exist). In the
particular case of k = 1, we know that (1.0.5) is conserved and the same will hold for the solution u. Based
on this discussion and the conservation laws obtained in [9], we have the following result.
Proposition 4.1. Let u ∈ Cω([0, T (1 − σ));Gσ,s(R)) be the unique solution of (1.0.6) with k = 1. If u
does not change sign, then the L1(R) norm is conserved.
To proceed with the proof of our theorems, let us enunciate the following result that is an adaptation of
Theorem 3.1 in [7] by making use of the fact that Gσ,s(R) →֒ H∞(R) and, more specifically, Gσ,s(R) ⊂
H3(R).
Lemma 4.1. Given u0 ∈ G1,s(R), s > 5/2, let u ∈ Cω([0, T (1 − σ));Gσ,s(R)) be the unique solution of
(1.0.6). Then the initial value problem{
∂ty(t, x) = u
k(t, y(t, x)),
y(0, x) = x,
has a unique solution y such that yx(t, x) > 0 and, for each t fixed, y(t, ·) is an increasing diffeomorphism
on R.
Proof. Since u ∈ Cω([0, T (1 − σ));Gσ,s(R)), from (2.0.2) we have in particular that u ∈ C1([0, T (1 −
σ));H3(R)). The result now follows from Theorem 3.1 of [7], see also Lemma 2.2 of [9].
Proof of Theorem 1.1. Given u0 ∈ G1,s(R), let u be the unique solution of (1.0.6) provided by Corollary
3.1. Observe that from Lemma 4.1
∂tm(t, y(t, x)) = mt + ytmx = mt + u
bmx = 0.
Therefore m(t, y(t, x)) does not depend on t, which means that m(t, y(t, x)) = m0(x). Since y is a
diffeomorphism, then we conclude that ifm0 does not change sign, neither doesm and sgn (m) = sgn (m0).
Moreover, since u = g ∗m and u0 = g ∗m0, we conclude that sgn (u0) = sgn (u). The same arguments
tell thatm0 is compactly supported if and only ifm is compactly supported.
Proof of Theorem 1.2. From now on, let k = 1. Given u0 ∈ G1,s(R), with s > 5/2, let u be the unique
solution of (1.0.6) with lifespan T > 0 and consider the nonlocal formulation
ut = −1
2
∂xu
2 − 3
2
∂x(1− ∂2x)−1u2x. (4.0.1)
From Proposition 4.1 we know that for the solution u the quantity (1.0.5) is constant along time. Fixed
t0 ∈ [0, T ), let F (x) = ∂x(1− ∂x)−1u2x(t0, x) for x ∈ R.
Proposition 4.2. Given u0 ∈ G1,s(R), with s > 5/2, let u be the corresponding local solution of (1.0.6)
such that t ∈ [0, ǫ) for some ǫ > 0. If u0 does not change sign and there exists t0 ∈ [0, ǫ) such that
u(t0, x) = 0 for all x ∈ R, then u = 0 in [0, ǫ)× R.
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Proof. From Theorem 1.1 we know that sgn (u0) = sgn (u). Moreover, if u0 does not change sign, from
Proposition 4.1 we know thatH(u) as in (1.0.5) is conserved. Since u(t0, x) = 0, we have that
0 = ‖u(t0)‖L1 = ‖u(t)‖L1 ,
which means that u = 0 for all x ∈ R and all t ∈ [0, ǫ).
Let Ω ⊂ [0, ǫ) × R be an open set such that u
∣∣∣
Ω
≡ 0. Then there exist real numbers t0, a, a˜, with a < a˜,
such that {t0} × [a, a˜] ⊂ Ω and u
∣∣∣
{t0}×[a,a˜]
≡ 0. For this particular t0 we have
−3
2
F (x) = ut(t0, x) +
1
2
∂xu
2(t0, x) = 0,
which means that, in particular, F (a) = F (a˜) = 0. From the Fundamental Theorem of Calculus, we have
0 = F (a˜)− F (a) =
∫ a˜
a
F ′(x)dx =
∫ a˜
a
∂2x(1− ∂2x)−1u2x(t0, x)dx =
∫ a˜
a
(1− ∂2x)−1u2x(t0, x)dx,
where in the last equality we used the identity ∂2x(1−∂2x)−1 = (1−∂2x)−1−1 and the fact that u(t0, x) = 0.
Therefore, we conclude that ux(t0, x) = 0 and u(t0, x) is constant. From Lemma 2.1 we conclude that
u(t0, x) = 0 for all x ∈ R and, since (1.0.5) is conserved, we have
0 = ‖u(t0)‖L1 = ‖u(t)‖L1 ,
which shows that u ≡ 0 in [0, ǫ)× R.
Proof of Corollary 1.1. As a consequence of Theorem 1.2, we can now conclude Corollary 1.1. Suppose
u0 is a non-vanishing compactly supported data and assume, by contradiction, that u has compact support.
Then there exists an open set Ω ∈ [0, ǫ) × R such that u
∣∣∣
Ω
≡ 0. From Theorem 1.2, u = 0 in the entire set
of existence, which reaches the contradiction that u0 ≡ 0.
5 Global well-posedness and radius of spatial analyticity
In this section we prove Theorem 1.3. In what follows, we will consider the initial value problem{
ut = −12∂x[u2 + 3(1− ∂2x)−1u2x] =: F (u), t ≥ 0, x ∈ R,
u(0, x) = u0(x),
(5.0.1)
and make use of local and global well-posedness to extend regularity. The machinery here presented follows
closely the ideas of Kato andMasuda [19] and later Barostichi, Himonas and Petronilho [5]. Since the proof
of Theorem 1.3 is extremely technical and extensive, we opt to divide the result in several propositions that
together will give our desired result. The propositions that will be presented next will be proven in the next
subsections. We start with a very important result regards global well-posedness in H∞(R).
Proposition 5.1. If u0 ∈ G1,s(R), s > 3/2, and m0 ∈ L1(R) does not change sign, then (1.0.6) has a
unique solution u ∈ C([0,∞);H∞(R)).
Once we have the global solution established, we will extend regularity to the Kato-Masuda space. We are
able to find a function r1 > 0 such that for each fixed arbitrary time T > 0 the solution will belong to
A(r1(t)) as a space function for t ∈ [0, T ]. From the definition of the spacesA(r), this r1 will be the radius
of spatial analyticity of the global solution.
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Proposition 5.2. Given u0 ∈ G1,s(R), with s > 5/2, let u ∈ C([0,∞);H∞(R)) be the unique solution to
the initial value problem of (1.0.6). Then there exists r1 > 0 such that u ∈ C([0,∞);A(r1)). Moreover,
for every T > 0 an explicit lower bound for the radius of spatial analyticity is given by
r1(t) ≥ L3e−L1eL2t , t ∈ [0, T ],
where L1 =
52
√
2
7 ‖u0‖σ0,2, L2 = 112µ,L3 = r(0)eL1 and µ = 1 +max{‖u‖H2 ; t ∈ [0, T ]}.
Proposition 5.2 says that the global solution is analytic in x and gives a lower bound for the radius of spatial
analyticity. The next step is to extend regularity to t. Our first step towards this goal is to prove that the
solution u is locally analytic in time, as enunciated by the next result.
Proposition 5.3. Given u0 ∈ G1,s(R), with s > 5/2, let u ∈ C([0,∞);A(r1)) be the unique solu-
tion of (5.0.1). Then there exists T > 0 and δ(T ) > 0 such that the unique solution u belongs to
Cω([0, T ];A(δ(T ))).
Once local analyticity is established, we show that the analytic lifespan is infinite.
Proposition 5.4. For the unique solution u ∈ Cω([0, T ];A(δ(T ))), we have
T ∗ = sup{T > 0, u ∈ Cω([0, T ];A(δ(T ))), for some δ(T ) > 0} =∞.
Finally, to conclude our result, we use a result proved by Barostichi, Himonas and Petronilho in [5] (see
page 752).
Lemma 5.1. If u ∈ Cω([0, T ];A(r(T ))) for all T > 0 and some r(T ) > 0, then u ∈ Cω([0,∞) × R].
Proof of Theorem 1.3. The proof is now reduced to a recollection of the previous propositions. Given
u0 ∈ G1,s(R), if m0 ∈ L1(R) does not change sign, from Proposition 5.1 we have a unique solution
u ∈ C([0,∞),H∞(R)). From Proposition 5.2, we guarantee the existence of r1 > 0 such that u ∈
C([0,∞), A(r1)), which by Proposition 5.3 belongs to Cω([0, T ], A(δ(T ))) for certain T > 0 and δ(T ) >
0. Proposition 5.4 then guarantees that u ∈ Cω([0, T ], A(δ(T ))) for every T > 0 and then Lemma 5.1
concludes that the solution u is global analytic for both variables.
Moreover, we observe from Proposition 5.2 that given T > 0, we have u(t) ∈ A(r1) for t ∈ [0, T ] and
r1(t) ≥ L3e−L1eL2t . To conclude the proof, we use the forthcoming expression (5.2.2) to obtain
r1(t) = Ce
−AeBt ,
where A,B and C are as given by the theorem.
5.1 Proof of Proposition 5.1
For the proof of Proposition 5.1, we need the following global well-posedness in Sobolev spaces.
Lemma 5.2. Given u0 ∈ Hs(R), with s > 3/2, let u ∈ C([0, T );Hs(R)) ∩ C1([0, T );Hs−1(R)) be the
unique local solution of (1.0.6). If m0 ∈ L1(R) and it does not change sign, then the solution u exists
globally in C([0,∞);Hs(R)) ∩C1([0,∞);Hs−1(R)).
Lemma 5.2 was proven in [9] (Theorem 1.1) with s = 3. The general result as presented here follows from
a simple and classical density argument.
Proof of Proposition 5.1. Since u0 ∈ G1,s(R), from the embedding G1,s(R) ⊂ H∞(R) the initial data in
particular belongs toHs(R) for any s > 3/2. From Lemma 5.2 u is a global solution in C([0,∞);Hs(R)).
SinceHs(R) ⊂ Hs′(R) for s > s′, it follows that u ∈ C([0,∞);H∞(R)).
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5.2 Proof of Proposition 5.2
This is by far the most technical and complicated result. The proof consists of bounding a certain inner
product and using properties of dense spaces to find such r1. For m ≥ 0, it will be more convenient to
consider an auxiliary norm
‖u‖2σ,2,m =
m∑
j=0
1
(j!)2
e2σj‖∂jxu‖2H2
in A(r) and recover the usual norm (2.0.1) as we make m → ∞. Moreover, we observe that ‖u‖σ,2,m ≤
‖u‖σ,2.
For our initial value problem (5.0.1), we note that, givenm ≥ 0, the function F : Hm+5(R) → Hm+2(R)
is well-defined and continuous. Therefore, for Z = Hm+5(R) and X = Hm+2(R) the following result,
which will be called Kato-Masuda Theorem, is valid, see Theorem 1 in [19] or Theorem 4.1 in [5] for more
general formulations.
Lemma 5.3 (KATO-MASUDA). Let {Φσ : −∞ < σ < σ¯} be a family of real functions defined on an open
set O ⊂ Z for some σ¯ ∈ R. Suppose
(a) DΦ·(·) : R× Z → L(R×X;R) is continuous, whereD denotes the Fréchet derivative;
(b) there exists r¯ > 0 such that
DΦσ(v)F (v) := 〈F (v) , DΦσ(v)〉 ≤ β(Φσ(v)) + α(Φσ(v))∂σΦσ(v),
for all v ∈ O and some nonnegative continuous real functions α(ρ) and β(ρ) well-defined for
−∞ < ρ < r¯.
For T > 0, let u ∈ C([0, T ];O) ∩ C1([0, T ];X) be a solution of the initial value problem (5.0.1) such that
there exists b < σ¯ with Φb(u0) < r¯. Finally, let ρ(v) be the unique solution of{
dρ(t)
dt = β(ρ),
ρ(0) = Φb(u0), t ≥ 0.
Then for
σ(t) = b−
∫ t
0
α(ρ(τ))dτ, t ∈ [0, T1],
where T1 > 0 is the lifespan of ρ, we have
Φσ(t)(u) ≤ ρ(t), t ∈ [0, T ] ∩ [0, T1]. (5.2.1)
We observe the complexity of the Kato-Masuda Theorem and the amount of hypothesis required for the
final result. It is important to mention as well that the procedure to prove our desired Proposition 5.2 goes
through Kato-Masuda Theorem and (5.2.1), see also Proposition 4.1 of [5].
For u ∈ Hm+5(R) andm ≥ 0, let
Φσ,m(u) =
1
2
‖u‖2σ,2,m =
1
2
m∑
j=0
(j!)−2e2σj‖∂jxu‖2H2 .
We will be necessary to deal with the bound of item (b) for given Φσ,m before proceeding.
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Proposition 5.5. Given u ∈ Hm+5(R),m ≥ 0, for σ ∈ R we have the bound
|DΦσ,mF (u)| ≤ K¯(‖u‖H2)Φσ,m(u) + α¯(‖u‖H2 ,Φσ,m(u))∂σΦσ,m(u),
where K¯(p) = 224p and α¯(p, q) = 832(1 + p)q1/2.
Proof. Since F (u) = −1
2
∂x[u
2 + 3(1 − ∂2x)−1u2x] and
1
2
D‖∂jxu‖2H2w = 〈∂jxw , ∂jxu〉H2 ,
see [3, 19], by making w = F (u) and summing over j according to Φσ,m we have
|DΦσ,m(u)F (u)| =
∣∣∣∣∣∣
m∑
j=0
e2σj
(j!)2
〈∂jxu , ∂jxF (u)〉H2
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
m∑
j=0
e2σj
(j!)2
〈∂jxu , ∂jx(uux)〉H2
∣∣∣∣∣∣+
3
2
∣∣∣∣∣∣
m∑
j=0
e2σj
(j!)2
〈∂jxu , ∂j+1x (1− ∂2x)−1u2x〉H2
∣∣∣∣∣∣ .
From the proof of Lemma 4.1 in [5] (equations (6.14) and (6.16) with k = 1), we know that∣∣∣∣∣∣
m∑
j=0
e2σj
(j!)2
〈∂jxu , ∂jx(uux)〉H2
∣∣∣∣∣∣ ≤ K¯1(‖u‖H2)Φσ,m(u) + α1(‖u‖H2 ,Φσ,m(u))∂σΦσ,m(u),
where K¯1(p) = 32p and α1(p, q) = 64(1 + p)q
1/2, and
1
2
∣∣∣∣∣∣
m∑
j=0
e2σj
(j!)2
〈∂jxu , ∂j+1x (1− ∂2x)−1u2x〉H2
∣∣∣∣∣∣ ≤ K¯2(‖u‖H2)Φσ,m(u) + α2(‖u‖H2 ,Φσ,m(u))∂σΦσ,m(u),
where K¯2(p) = 64p and α1(p, q) = 256(1 + p)q
1/2. Under substitution of the respective terms in the
inequality for DΦσ,m(u)F (u) we obtain
|DΦσ,m(u)F (u)| ≤K¯(‖u‖H2)Φσ,m(u) + α¯(‖u‖H2 ,Φσ,m(u))∂σΦσ,m(u),
where K¯(p) = 224p and α¯(p, q) = 832(1 + p)q1/2.
Proof of Proposition 5.2. Given u0 ∈ G1,s(R), s > 5/2, observe that since G1,s(R) →֒ A(1), we have
u0 ∈ A(1). Let σ0 be such that eσ0 < 1, which is the same as saying that σ0 < σ¯ := 0 and ‖u0‖σ0,2 is finite.
For the unique global solution u ∈ C([0,∞),H∞(R)), fix T > 0 and define
µ = 1 +max{‖u‖H2 ; t ∈ [0, T ]},
K = K¯(µ), β(r) = Kr, r ≥ 0,
ρ(t) =
1
2
‖u0‖2σ0,2eKt,
ρm(t) =
1
2
‖u0‖2σ0,2,meKt,
r¯ = 1 +max{ρ(t); t ∈ [0, T ]},
α(r) = α¯(µ, r),
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where K¯ and α¯ are given as in Proposition 5.5. We will show now that the conditions for Kato-Masuda
Theorem are satisfied. Firstly, it is easily seen that condition (a) holds for our function F (u).
For item (b), let O = {v ∈ Hm+5(R); ‖v‖H2 < µ} and v ∈ O. Since K¯ and α¯ are nondecreasing
and ‖v‖H2 ≤ µ then K¯(‖v‖H2) ≤ K and α¯(‖v‖H2 ,Φσ,m(v)) ≤ α(‖v‖H2 ). Therefore, for σ ≤ σ¯ from
Proposition 5.5 we have
|DΦσ,mF (v)| ≤KΦσ,m(v) + α(Φσ,m(v))∂σΦσ,m(v)
=β(Φσ,m(v)) + α(Φσ,m(v))∂σΦσ,m(v),
where α(ν) and β(ν) are well-defined for 0 ≤ ν < r¯ also due to being nondecreasing, which shows item
(b) is satisfied. For the initial value u0, let b = σ0 < σ¯. Then
Φσ0,m(u0) =
1
2
‖u0‖2σ0,2,m ≤
1
2
‖u0‖σ0,2 = ρ(0) ≤ r¯ − 1 < r¯.
Since ρm(t), for t ∈ [0, T ], is the solution of the initial value problem

dρm(t)
dt
= β(ρm(t)),
ρm(0) = Φσ0,m(u0), t ≥ 0,
Then from Kato-Masuda Theorem we have that
1
2
‖u‖2σm(t),2,m = Φσm(t),m(t) ≤ ρm(t),
where
σm(t) = σ0 −
∫ t
0
α(ρm(τ))dτ, ∀t ∈ [0, T ].
Since ρm(t) ≤ ρ(t),
1
2
‖u‖2σm(t),2,m ≤ ρ(t) =
1
2
‖u0‖2σ0,2eKt, t ∈ [0, T ]
and then by lettingm→∞ we conclude that
‖u‖2σ(t),2 ≤ ‖u0‖2σ0,2eKt ≤ ‖u0‖2σ0,2eKT <∞,
where
σ(t) = σ0 −
∫ t
0
α(ρ(τ))dτ, t ∈ [0, T ],
and u(t) ∈ A(r1) with r1 = eσ(t) ≤ eσ(T ) for t ∈ [0, T ]. The continuity of u(t) if σ < σ(T ) follows
directly from Lemma 2.4 of [19].
Once we have the expressions for α and ρ, we can estimate bounds for the radius of analyticity σ(t). In fact,
we have
σ(t) = σ0 −
∫ t
0
α(ρ(τ))dτ = σ0 −A(eBt − 1), (5.2.2)
whereA = 26
√
2
7µ (1+µ)‖u0‖σ0,2 andB = 112µ. Observe that since µ ≥ 1, we haveA ≤ 527 ‖u0‖σ0,2 =: L1.
By letting L2 := B, we have
r(t) = eσ(t) ≥ eσ0+L1e−L1eL2t = L3e−L1eL2t ,
where L3 = r(0)e
L1 .
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5.3 Proof of Proposition 5.3
Given u0 ∈ G1,s(R), with s > 5/2, let u ∈ C([0,∞);A(r1)) be the unique solution whose existence is
guaranteed by Proposition 5.2. From Corollary 3.1, for the same initial data we guarantee the existence of
T˜ > 0 and a unique local solution u˜ ∈ Cω([0, T˜ (1− δ));Gδ,s(R)) for δ ∈ (0, 1). By letting T = T˜2 (1− δ),
we have
δ = 1− 2T
T˜
=: δ(T ),
and u˜ ∈ Cω([0, T ];Gδ,s(R)) ⊂ Cω([0, T ];A(δ(T ))). Observe now that the from Proposition 5.1
u ∈ C([0,∞);H∞(R)) and, since A(r) →֒ H∞(R) for r > 0, then u˜ ∈ C([0, T ];H∞(R)) From the
uniqueness of the solution we know that u˜ = u for t ∈ [0, T ], which shows that
u ∈ Cω([0, T ];A(δ(T )))
for T = T˜2 (1− δ) and δ(T ) > 0.
5.4 Proof of Proposition 5.4
We will make use of the following result from [5].
Lemma 5.4. For δ > 0 andm ≥ 1, Eδ,m(R) is continously embedded in A(δ). Conversely, if f ∈ A(r) for
some r > 0 then f ∈ Eδ,m(R) for all δ < r/e andm ≥ 1.
Proof. See Lemma 5.1 in [5].
Proof of Proposition 5.4. We will prove the result by contradiction. Supposing that T ∗ <∞, the definition
of T ∗ tells that u(T ∗) ∈ A(r∗) for some r∗ = r∗(T ∗) > 0. From Lemma 5.4 and the embedding property
for A(r∗), u(T ∗) ∈ Eδ0,m(R) for δ0 < min{1, r∗/e} and, in particular, m ≥ 2. From Theorem 1.4, there
exist ǫ > 0 and a unique solution u˜ ∈ Cω([0, ǫ];Eδ,m(R)), for δ < δ0, such that u˜(0) = u(T ∗).
On the other hand, From Lemma 5.4 we also have that Eδ,m(R) ⊂ A(δ) ⊂ H∞ and, consequently,
u˜ ∈ Cω([0, ǫ];H∞(R)) ⊂ C([0, ǫ],H∞(R)).
Since the global solution u is unique and u˜(0) = u(T ∗), we have that
u˜(t) = u(T ∗ + t), t ∈ [0, ǫ].
Let s = T ∗+ t, for t ∈ [0, ǫ]. Then from the relation above we have u(s) = u˜(s−T ∗) for s ∈ [T ∗, T ∗+ ǫ],
which means that u ∈ Cω([T ∗, T ∗ + ǫ], A(δ)).
From the definition of T ∗, let T > 0 be such that T ∗ − ǫ < T < T ∗ with u(T ) well defined and u ∈
Cω([0, T ], A(δ(T ))) for some δ(T ) > 0. Then for δ˜ = min{δ, δ(T )}, we conclude that
u ∈ Cω([0, T ∗ + ǫ], A(δ˜))
and T ∗ cannot be the supremum. As a result of the contradiction we must have T ∗ = ∞ and, for every
T > 0, there exists r(T ) such that u ∈ Cω([0, T ]A(r(T ))).
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6 Discussion and conclusion
In this paper we considered the Cauchy problem (1.0.6) with the initial data mainly considered in the Gevrey
space G1,s(R), with s > 5/2 and exhibitted numerous and interesting properties of the unique solution of
the equation, guaranteed by Corollary 3.1. Equation (1.0.6) is a generalization of a hydrodynamic equation
introduced by Degasperis, Holm and Hone [10] that lacks many important structures such as existence of
conservation laws, which makes the analysis of solutions and their properties a challenging problem. For
k = 1 in (1.0.6), we know that the momentum is conserved, which is the same as saying that (1.0.5) is
conserved. As a consequence, we have Proposition 4.1 that says that if u does not change sign, then its
L1(R) norm is conserved. For k > 1, however, no conservation law is known and we conjecture that none
will exist at all.
Our main goal was to prove Theorems 1.1-1.3, that is, to obtain information about the local solution and
extend it globally. In Theorem 1.1 we were able to prove qualitative properties of the momentum m =
u − uxx for general k based on the sign of the initial momentum m0 = u0 − u′′0 . This is, in fact, a
remarkable result due to the lack of conservation laws of the general equation. However, as we take k = 1
and consider the conserved quantity (1.0.5), we are able to extend results and obtain unique continuation
of solutions. Indeed, Theorem 1.2 shows that if we consider u0 ∈ G1,s(R), if the unique solution vanishes
inside an open subset of the set of local existence, then it must be zero in the entire set. As a first and
obvious consequence, the solution is then global analytic in both variables. A second and less trivial result,
stated by Corollary 1.1, tells that the solution associated to a compactly supported initial data loses this
property immediately. We would like to observe, however, that continuation is a property of the equation is
can be considered without the need of taking an initial value. The price paid is then that it is impossible to
guarantee uniqueness of the continuation.
Theorem 1.3 is a step forward in the attempt of establishing global well-posedness of (1.0.6) with k = 1.
In fact, it says that the local solution associated to u0 ∈ G1,s(R) is global analytic in both variables and
provides a lower bound for the radius of spatial analyticity. It is important to note, however, that the lower
bound provided is by no means sharp and refining it is an open problem. To prove Theorem 1.3 we required
Theorem 1.4, which is a local well-posedness result for initial data in Eσ0,m(R),m ≥ 2, for any σ0 ∈ (0, 1]
given. For that, we proved a modified version of the Autonomous Ovsyannikov Theorem that would allow
us to take σ0 ∈ (0, 1] instead of the classical σ0 = 1. It is worth mentioning that by the use of our version of
the Autonomous Ovsyannikov Theorem, Corollary 3.1, stated with u0 ∈ G1,s(R) for our present purposes,
can be proven with u0 ∈ Gσ0,s(R) and σ0 ∈ (0, 1] in a similar way as done for Theorem 1.4 and the result
can be immediately extended.
To finalize this section, we mention that, due to Lemma 2.1 and the decaying properties of the solution
established in Theorem 1.4, the continuation results in Eσ0,m(R) can be stated and proven in the same ways
as Theorem 1.2 and Corollary 1.1 and the discussion of the results mentioned is carried to the Himonas-
Misiolek space as well.
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