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EVANS FUNCTIONS, JOST FUNCTIONS,
AND FREDHOLM DETERMINANTS
FRITZ GESZTESY, YURI LATUSHKIN, AND KONSTANTIN A. MAKAROV
Abstract. The principal results of this paper consist of an intrinsic definition
of the Evans function in terms of newly introduced generalized matrix-valued
Jost solutions for general first-order matrix-valued differential equations on the
real line, and a proof of the fact that the Evans function, a finite-dimensional
determinant by construction, coincides with a modified Fredholm determinant
associated with a Birman–Schwinger-type integral operator up to a nonvan-
ishing factor.
1. Introduction
In this paper we study connections between the asymptotic behavior of solutions
of the following first-order d×dmatrix-valued systems of linear differential equations
on the real line R,
y′(x) = A(x)y(x), x ∈ R, (1.1)
y′(x) = (A(x) +R(x))y(x), x ∈ R, (1.2)
which will often be referred to as the unperturbed and perturbed equation in the
following.
Three types of results are obtained:
• First, we establish the existence of special matrix-valued solutions of the per-
turbed equation (1.2), called the generalized matrix-valued Jost solutions, that are
asymptotic to some reference solutions of the unperturbed equation (1.1). In spirit,
these results resemble the celebrated Levinson Theorem [13, Theorem 1.3.1]; how-
ever, we are using a different approach involving Bohl and Lyapunov exponents.
• Second, we use the determinant of a finite-dimensional matrix composed of
initial data of the generalized matrix-valued Jost solutions to calculate an infinite-
dimensional modified Fredholm determinant of a Birman–Schwinger-type integral
operator associated with equations (1.1) and (1.2). These results generalize a clas-
sical relation identifying the Jost function and a Fredholm determinant in the case
of one-dimensional half-line Schro¨dinger operators first derived by Jost and Pais
[36].
• Third, using the generalized matrix-valued Jost solutions, we give a coordinate-
free definition of the Evans function, and relate the Evans function to the above-
mentioned finite-dimensional determinant. Simultaneously, this identifies the Evans
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function with an infinite-dimensional modified Fredholm determinant associated
with a Birman–Schwinger-type integral operator associated with (1.1) and (1.2)
up to a nonvanishing factor. As a result, the Evans function is expressed via an
infinite-dimensional modified Fredholm determinant, and, for the special case of the
Schro¨dinger equation, is proved to be equal to the classical Jost function familiar
in scattering theory.
The Evans function, E, is a Wronskian-type analytic function which is widely
used to trace the spectrum of ordinary differential operators, L. Most frequently,
the operators L appear as linearizations of partial differential equations along spe-
cial solutions such as travelling waves and steady states. For instance, L can be
the one-dimensional Schro¨dinger operator, d2/dx2 +V , obtained by linearizing the
reaction-diffusion equation, ut = uxx + r(u), about a steady state u0, so that
V (x) = r′(u0(x)), x ∈ R.
Recently, the Evans function became one of the most important tools in stability
analysis. It was originally introduced by J. W. Evans [15]–[18] to treat a particular
model of nerve impulses, however, quite soon this object was generalized, and
numerous connections of the Evans function to many fields of mathematical physics
have been discovered (from Chern numbers in topology [1] to scattering data in
quantum mechanics [39]). To give the reader just a small sample of the work done
in this rapidly developing area, we cite, for instance, [1], [2], [4], [5], [11], [19], [20],
[21], [22], [23], [24], [32], [34], [35], [37], [38], [39], [40], [42], [43], [47], [50], [51], [52],
[54], [58], [59], [60], [61], [62], [67], [68], [69], and [70]. In addition, excellent reviews
of this subject and further references can be found in [35] and [57].
Re-writing the eigenvalue problem for L as a first-order system of differential
equations,
y′(x) = B(z, x)y(x), x ∈ R, (1.3)
where z ∈ C is the spectral parameter, one is interested in conditions under which
this system has Cd-valued solutions y on R exponentially decaying at ±∞. The
Evans function, E = E(z), is defined in such a way that E(z) = 0 if and only if
decaying Cd-valued solutions y exist (thus detecting the eigenvalues of L). Since
in this paper we are not concerned with function theoretic properties of the Evans
function such as its analyticity, etc., deferring this topic to a forthcoming pub-
lication, we simply fix a value z0 of z and study equations (1.1) and (1.2) (and
hence (1.3) with B(z0, x) = A(x) + R(x), x ∈ R). We note that, according to all
definitions available in the literature, the Evans function for (1.1) and (1.2) is not
uniquely defined, and one of the central issues in the current paper is to motivate
a “canonical” choice of the definition of E.
To give an informal outline1 of our results, let us temporarily assume for sim-
plicity of exposition, that A and R belong to L∞(R)d×d, and, in addition, that
R ∈ L1(R)d×d. On the Hilbert space L2(R)d consider operators, GA and GA+R,
with domains H1(R)d, the usual Sobolev space, defined by
(GAu)(x) = −u
′(x) +A(x)u(x), x ∈ R,
(GA+Ru)(x) = −u
′(x) + (A(x) +R(x))u(x), x ∈ R.
(1.4)
Next, we represent the perturbation R as a product
R(x) = Rℓ(x)Rr(x), x ∈ R. (1.5)
1See the glossary of notation at the end of this introduction.
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Assuming the invertibility of GA and GA+R, one can write
G−1A+R = G
−1
A −G
−1
A RℓRrG
−1
A+R, (1.6)
and, in addition, one can show that the operator I +RrG
−1
A Rℓ is invertible. Mul-
tiplying (1.6) from the left with Rr and solving for RrG
−1
A+R then yields
G−1A+R = G
−1
A −G
−1
A Rℓ[I +RrG
−1
A Rℓ]
−1RrG
−1
A . (1.7)
Conversely, assuming the invertibility of GA and I + RrG
−1
A Rℓ, we conclude that
GA+R is invertible and (1.7) holds. Next, still assuming that GA is invertible, one
computes
G
−1/2
A GA+RG
−1/2
A = G
−1/2
A (GA +RℓRr)G
−1/2
A
= I +G
−1/2
A RℓRrG
−1/2
A ,
(1.8)
and assuming that RℓG
−1/2
A and RrG
−1/2
A are operators in B4(L
2(R)d) (for this it
suffices that Rℓ, Rr ∈ L2(R)d×d, cf. Lemma 2.9; also, see [30, 31, 66] for general
information about the Schatten–von Neumann ideals Bp(·)), one obtains for the
symmetrized perturbation determinant
det2(G
−1/2
A GA+RG
−1/2
A ) = det2(I +G
−1/2
A RℓRrG
−1/2
A )
= det2(I +RrG
−1
A Rℓ).
(1.9)
Here det2(I +T ) denotes the modified Fredholm determinant of a Hilbert–Schmidt
operator T on L2(R)d (and we used the fact that det2(I + T1T2) = det2(I + T2T1)
for T1, T2 bounded operators such that T1T2 and T2T1 are Hilbert–Schmidt). In
removing the restriction A,R ∈ L∞(R)d×d and permitting A to be locally inte-
grable on R one needs to supply proper operator closures in formulas (1.6)–(1.9)
(see, e.g., [27] and the extensive literature therein for a more general discussion of
factorizations of perturbations).
To make the connection with (1.1) and (1.2) we recall that the operator GA
is invertible on L2(R)d if and only if (1.1) has an exponential dichotomy Q on R
(see, e.g., [7, Ch. 3]). By a classical result in the theory of dichotomic differential
equations (see, e.g., [8, Proposition 4.1], [10, Ch. IV]), since (1.1) has an exponential
dichotomy on R and the perturbation satisfies ‖R‖Cd×d ∈ L
1(R), one infers that
the perturbed equation (1.2) has exponential dichotomies on both half-lines R+
and R−, and moreover (by yet another well-known Dichotomy Theorem, see [3],
[48], [49], [56]), the operator GA+R is then a Fredholm operator with zero Fredholm
index. Thus, GA+R is either invertible on L
2(R)d, or has a nontrivial null space
(consisting exactly of the solutions of (1.2) that belong to H1(R)d).
Due to the assumption ‖R‖Cd×d ∈ L
1(R), the Birman–Schwinger-type operator
K = RrG
−1
A Rℓ (1.10)
is a Hilbert–Schmidt operator on L2(R)d (see Lemma 2.9). Thus, employing the
celebrated Birman-Schwinger argument we conclude from (1.7) that the operator
GA+R is not invertible (that is, (1.2) has solutions in H
1(R)d) if and only if −1 is
an eigenvalue of K, or, in other words, if and only if the 2-modified perturbation
determinant det2(I +K) is equal to zero.
Without going into further details at this point, we mention that the Birman-
Schwinger-type argument (cf. [55, Sect. X.III.3] for this terminology) in our present
context provides a bijection between the geometric eigenspace (nullspace) of GA+R
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and the geometric eigenspace of RrG
−1
A Rℓ corresponding to the eigenvalue −1 (see,
e.g., [25], [27], [55, Sect. XIII.3], [63, Ch. III], [64] and the recent discussion in [27]
which particularly targets non-self-adjoint operators).
Equation (1.9) finally illustrates the sense in which det2(I +K) can be viewed
as a properly symmetrized modified perturbation determinant (cf. [31, Sect. IV.3])
associated with the pair (GA, GA+R). We note at this point that det2(I +K) will
be one of the central objects in this paper.
Our next step is to reduce the calculation of the infinite-dimensional determinant
det2(I + K) to a finite-dimensional determinant. This is possible because the
integral kernel of the operator K happens to be of a special type: it belongs to
the class of so-called semi-separable integral kernels (cf. [28], [29], [30, Ch. XIII]).
For the integral operator with semi-separable integral kernel we construct a finite-
dimensional determinant, D, such that the following representation holds:
det2(I +K) = e
ΘD, (1.11)
where Θ is a certain constant. It is known from the work in [28] that D can be ex-
pressed in terms of solutions of certain Volterra integral equations associated with
(1.1) and (1.2). We make yet another step, and express D in terms of solutions
of (1.2) that are asymptotic to some reference solutions of (1.1). We called these
solutions of (1.2) the generalized matrix-valued Jost solutions, since they appear
as a generalization of the classical Jost solutions of the Schro¨dinger equation [6,
Ch. XVII], [46, Sect. 12.1]. In particular, we prove that the determinant D in
(1.11) is equal to the classical Jost function in the case of the perturbed equa-
tion (1.2) corresponding to the eigenvalue problem for the Schro¨dinger operator L.
The reference solutions are chosen using the Lyapunov exponents while the rate
of approximation of the reference solutions by the generalized matrix-valued Jost
solutions is controlled by the Bohl exponents for (1.1) (see the terminology in [10,
Ch. III]). The existence of the generalized matrix-valued Jost solutions is proved by
a contraction mapping argument applied to a “mixed” system of integral equations
of Volterra- and Fredholm-type (which appears to be a new element in the litera-
ture). In addition, we identify the abstract asymptotic properties of the generalized
matrix-valued Jost solutions leading to formula (1.11). Finally, we complete the
picture by proving that the finite-dimensional determinant D in (1.11) is equal to
the Evans function when E is defined by means of the initial data of the generalized
matrix-valued Jost solutions, thus making this choice of E canonical.
We emphasize that our results on the existence of the generalized matrix-valued
Jost solutions can be viewed (cf. Remarks 7.11 and 8.5) as a further refinement of
the celebrated Levinson theorem (see, for instance, [13, Theorem 1.3.1]).
Some results of the current paper have been announced in [26]. A version of this
theory for difference equations, based on the material developed in this paper, has
been derived in [9].
The paper is organized as follows. In Section 2 we recall some known facts from
[8, 10] regarding exponential dichotomies and the Bohl and Lyapunov exponents
(which are our means to measure the asymptotic behavior of solutions of differ-
ential equations), and also show that K is a Hilbert–Schmidt operator on L2(R)d
(Lemma 2.9). In addition, we formulate Lemmas 2.13 and 2.14 (proved in Appendix
B) to the effect that the exponential dichotomy on half-lines and, more generally,
exponential splittings and the corresponding Bohl exponents for (1.1) persist un-
der L1-perturbations. Note that the robustness of the Bohl exponents can also be
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proved under assumptions different from ‖R‖Cd×d ∈ L
1(R) (e.g., assuming that the
perturbation is continuous and decays at ±∞ to zero in norm), and thus our subse-
quent results can be developed in this different setting, but to keep this manuscript
at a reasonable length we do not pursue this in the current paper.
In Section 3 we introduce in Definition 3.1 the matrix-valued Jost solutions, Y±
on R±, which are proved to exist (and to be unique) under the assumptions that
(1.1) has an exponential dichotomy on R and ‖R‖Cd×d decays exponentially at ±∞
at a rate controlled by the width of the two Bohl segments corresponding to the
dichotomy projections (cf. Theorems 3.2 and 3.8). Although this result is obtained
under strong exponential decay assumptions, it is shown to be optimal if one does
not allow further exponential splitting of the dichotomy projections (cf. Example
3.6).
In Section 4 (cf. Theorem 4.1) we establish formula (1.11) with
D = detCd(Y+(0) + Y−(0)) (1.12)
under the assumptions of Section 3. We note that these assumptions are satis-
fied for compactly supported perturbations, and our method of proof of (1.11) is
to establish this formula for a truncated perturbation first, and then pass to the
limit as the support of the truncation expands. Formula (1.11) in the compactly
supported perturbation case (which is our main intermediate calculation) is proved
using results from [28] collected in Appendix A. We call D in (1.11) the Evans
determinant.
Section 5 deals with the class of perturbed equations (1.2), where each of the Bohl
segments for the dichotomy projections degenerates to a single point (cf. Theorem
5.3). In particular, this assumption covers the case of (1.2) corresponding to the
Schro¨dinger equation, and in this section we also show that our matrix-valued
Jost solutions indeed generalize the classical Jost solutions, and, moreover, that
the Evans determinant D in (1.11) coincides with the Jost function (see Theorem
5.4). We refer to [39, 40] for results relating the Evans function and a Fredholm
determinant in the Schro¨dinger equation case.
In Sections 6 and 7 we introduce and study the generalized matrix-valued Jost
solutions, assuming that the exponential dichotomy for (1.1) admits further (and
finer) exponential splitting (of order two in Section 6 and of an arbitrary order in
Section 7). The generalized matrix-valued Jost solutions are defined abstractly as
solutions of (1.2) that approximate decaying reference solutions of (1.1) at ±∞ at
an exponential rate which is better than the rate of decay of the reference solutions
themselves (cf. Definitions 6.2 and 7.2). Unlike the matrix-valued Jost solutions
from Section 3, the generalized matrix-valued Jost solutions are not unique due to
the possible appearance of “lower-order modes”, that is, solutions of the perturbed
equation (1.2) having worse exponential rate of decay than the corresponding ref-
erence solutions. However, they are unique up to terms that decay exponentially
faster than the respective reference solutions (see Corollary 6.6 and Theorem 7.3).
Nevertheless, we prove in Lemma 7.6 that the Evans determinant D defined by
means of the generalized matrix-valued Jost solutions is determined uniquely. The
existence of the generalized matrix-valued Jost solutions is proved using a “mixed”
system of integral equations of Volterra- and Fredholm-type in Theorems 6.5 and
7.3. The use of the finer exponential splitting allows us to prove the existence of
the generalized matrix-valued Jost solutions and formula (1.11) under much weaker
assumptions on the exponential decay of the perturbation than those in Section 3:
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In Sections 6 and 7 the decay of the perturbation is controlled by the width of each
of the Bohl segments corresponding to the fine exponential splitting (cf. Theorems
6.5 and 7.8). This constitutes one of the main new effects observed in this paper:
Passing from the case of two- to the case of many Bohl segments in the unperturbed
equation (1.1) requires replacing the system of two Volterra integral equations by
a cascade-type mixed system of Volterra- and Fredholm-type integral equations
so that one can take care of the appearance of the above mentioned “lower-order
modes”. As a generalization in yet another direction, we express in Corollary 7.10
the infinite-dimensional determinant det2(I +K) in (1.11) as a ratio of two Evans
determinants corresponding to the perturbed and the unperturbed equation (1.1)
thus making the connection with the interpretation of det2(I +K) as a (modified)
perturbation determinant (cf. [31, Sect. IV.3]).
In Section 8 we treat the special but important case of the constant coefficient
unperturbed equation (1.1), A(x) = A, x ∈ R. We introduce the generalized
matrix-valued Jost solutions as solutions of the “mixed” system of Volterra- and
Fredholm-type integral equations in Definition 8.2. Using the Jordan normal form of
A, the existence of the solutions and formula (1.11) are proved under the following
mild assumptions in Theorem 8.3: Either we suppose ‖R‖Cd×d ∈ L
1(R) if the
spectrum of A is semi-simple, or we assume a polynomial decay of ‖R‖Cd×d. These
hypotheses are shown to be optimal.
Finally, in Section 9 we show that the Evans determinant D equals the Evans
function for (1.1) and (1.2) defined via the generalized matrix-valued Jost solutions.
A glossary of notation: For d, d1, d2 ∈ N, let Cd1×d2 be the set of d1 × d2
matrices with complex entries; by trCd(M) and detCd(M) we denote the trace and
determinant of a d × d matrix M ∈ Cd×d. ‖ · ‖Cd denotes a vector norm in C
d;
‖ · ‖Cd×d a matrix norm in C
d×d; ‖ · ‖X a norm in a Banach space X . For p ≥ 1
and J ⊆ R, Lp(J), Lp(J)d, and Lp(J)d×d are the usual Lebesgue spaces on J with
values in C, Cd, and Cd×d, associated with Lebesgue measure dx on J . Similarly,
Lp(J ;w(x)dx), Lp(J ;w(x)dx)d and Lp(J ;w(x)dx)d×d are the weighted spaces with
a weight w ≥ 0; the spaces of bounded continuous functions on J are denoted by
Cb(J), Cb(J)
d and Cb(J)
d×d, respectively. The identity matrix in Cd×d is denoted
by Id and the identity operator on a Banach space X is denoted by I (or by IX
if its dependence on X needs to be stressed). For a projection Q we write ran(Q)
and ker(Q) to denote the range and the null space (kernel) of Q. If T is a linear
operator on a Banach space X , then T−1 ∈ B(X ) denotes the (bounded) inverse
operator of T , with B(X ) being the Banach space of bounded linear operators on
X . Moreover, σ(T ) denotes the spectrum of T , and T |Y denotes the restriction of
T to a subspace Y of X . If X1 and X2 are two subspaces of X , then X1+˙X2 denotes
their direct (but not necessarily orthogonal) sum. Bp(H) denotes the Schatten–von
Neumann ideals of compact operators on a Hilbert space H with singular values in
ℓp, p ≥ 1. A generic constant is denoted by c or C, and we also use the abbreviations
R+ = [0,∞), R− = (−∞, 0].
2. Preliminaries
Throughout this paper we make the following assumptions on A and R in (1.1)
and (1.2):
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Hypothesis 2.1. Suppose
A,R ∈ L1loc(R)
d×d. (2.1)
Let Φ denote the fundamental matrix solution of the unperturbed equation (1.1)
so that Φ′(x) = A(x)Φ(x), x ∈ R and Φ(0) = Id. Throughout, we assume that the
propagator Φ(x)Φ(x′)−1 of (1.1) is exponentially bounded on R, that is, we suppose
that
sup
x,x′∈R, |x−x′|≤1
‖Φ(x)Φ(x′)−1‖Cd×d <∞, (2.2)
or equivalently, there exist constants C ∈ [1,∞) and α ∈ R, such that
‖Φ(x)Φ(x′)−1‖Cd×d ≤ Ce
α|x−x′|, x, x′ ∈ R. (2.3)
First, we recall basic definitions and some standard facts regarding Bohl and Lya-
punov exponents and dichotomies (see, e.g., [8, Sec.1], [10, Ch. III]).
A projection Q in Cd is said to be uniformly conjugated by Φ on R if
sup
x∈R
‖Φ(x)QΦ(x)−1‖Cd×d <∞. (2.4)
The geometrical meaning of this condition is that the angle between the range and
the null space of the projection Φ(x)QΦ(x)−1 in Cd is uniformly separated from
zero for all x ∈ R (see, e.g., [10, Corollary IV.1.1]).
Let Q be a projection in Cd which is uniformly conjugated by Φ on R. The
upper Bohl exponent on R associated with the projection Q, denoted by κ(Q), is
defined as the infimum of all κ ∈ R, such that for some constant C(κ) ∈ [1,∞),
the following inequality holds for all x, x′ ∈ R such that x ≥ x′,
‖Φ(x)QΦ(x′)−1‖Cd×d ≤ C(κ)e
κ(x−x′). (2.5)
The lower Bohl exponent on R, denoted by κ′(Q), is defined as the supremum
of all κ ∈ R, such that (2.5) holds for all x ≤ x′, where x, x′ ∈ R.
Similarly, given a projection Q which is uniformly conjugated by Φ on R+ (resp.,
on R−), the upper Bohl exponent, κ+(Q), and the lower Bohl exponent, κ
′
+(Q), on
R+ associated with the projection Q (resp., the Bohl exponents κ−(Q) and κ
′
−(Q)
on R−), are defined in the same way except that one takes x, x
′ ∈ R+ (respectively,
x, x′ ∈ R−) in (2.5) . The upper and lower Bohl exponents on R+ can also be
expressed as follows (see [10, Theorem III.4.4])
κ+(Q) = lim sup
(x−x′)→∞, x′→∞
log ‖Φ(x)QΦ(x′)−1‖Cd×d
x− x′
, (2.6)
κ
′
+(Q) = − lim sup
(x−x′)→∞, x′→∞
log ‖Φ(x′)QΦ(x)−1‖Cd×d
x− x′
; (2.7)
similar formulas hold for κ−(Q) and κ
′
−(Q).
We introduce the upper, λ+(Q), and the lower, λ
′
+(Q), Lyapunov exponents on
R+ associated with the projection Q by the formulas
λ+(Q) = lim sup
x→∞
log ‖Φ(x)Q‖Cd×d
x
, λ′+(Q) = − lim sup
x→∞
log ‖QΦ(x)−1‖Cd×d
x
,
(2.8)
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and the Lyapunov exponents on R− by the formulas
λ−(Q) = lim sup
x→−∞
log ‖QΦ(x)−1‖Cd×d
|x|
, λ′−(Q) = − lim sup
x→−∞
log ‖Φ(x)Q‖Cd×d
|x|
.
(2.9)
We remark that the upper (lower) Bohl exponent measures the best (worst)
exponential growth of the propagator Φ(x)Φ(x′)−1 and the upper (lower) Lyapunov
exponent measures the best (worst) exponential growth of the fundamental solution
Φ relative to the projection Q. Under the assumption that the propagator of (1.1)
is exponentially bounded, the Bohl exponents are finite [10, Theorem III.4.2]. We
note the inequalities
κ
′(Q) ≤ κ′±(Q) ≤ λ
′
±(Q) ≤ λ±(Q) ≤ κ±(Q) ≤ κ(Q), (2.10)
and stress that they are strict in general (in particular, the possible inequality of
the Bohl and Lyapunov exponents is exhibited in the classical Perron example, see,
e.g., [10, Sect. III.4.4]).
Remark 2.2. The set of Bohl and Lyapunov exponents for the rescaled equation,
y′(x) = (A(x) − µId)y(x), x ∈ R, µ ∈ C, (2.11)
with the associated propagator e−µ(x−x
′)Φ(x)Φ(x′)−1, x, x′ ∈ R, is obtained from
the set of the exponents of equation (1.1) by shifting the latter by the amount
−Re(µ). ✸
Example 2.3. If the unperturbed equation (1.1) is autonomous then the Bohl and
Lyapunov exponents are the same and equal to the real parts of the eigenvalues of
A. To give more details and fix notations, suppose that A(x) = A, x ∈ R, for some
A ∈ Cd×d, and let νk ∈ C, k = 1, . . . , d, be the eigenvalues of A. We split the set of
the eigenvalues as σ(A) = ∪d
′
j=1Σj , where 1 ≤ d
′ ≤ d and for each j all eigenvalues
that belong to Σj have the same real part denoted by κj , j = 1, . . . , d
′. Let Qj
denote the spectral projection for A such that σ(A|ran(Qj)) = Σj . Then the Bohl
and the Lyapunov exponents on R (and on R±) associated with Qj , are equal to
κj (we note that we will always enumerate κj in increasing order of magnitude,
κj < κj′ for j < j
′, j, j′ = 1, . . . , d′). ✸
Returning to the general nonautonomous case, equation (1.1) is said to have
a bounded dichotomy Q on R if Q is a projection in Cd (called the dichotomy
projection) so that for some constant M ∈ [1,∞), the following inequalities hold
for all x, x′ ∈ R:
‖Φ(x)QΦ(x′)−1‖Cd×d ≤M, x ≥ x
′,
‖Φ(x)(Id −Q)Φ(x
′)−1‖Cd×d ≤M, x ≤ x
′.
(2.12)
Equation (1.1) is said to have an exponential dichotomyQ on R ifQ is a projection in
Cd so that for some positive constants κ and κ′, and some constants C(κ), C(κ′) ∈
[1,∞), the following inequalities hold for all x, x′ ∈ R:
‖Φ(x)QΦ(x′)−1‖Cd×d ≤ C(κ)e
−κ(x−x′), x ≥ x′, (2.13)
‖Φ(x)(Id −Q)Φ(x
′)−1‖Cd×d ≤ C(κ
′)eκ
′(x−x′), x ≤ x′. (2.14)
We note that Q is an exponential dichotomy for (1.1) on R if and only if the
following inequalities for the Bohl exponents hold:
κ(Q) < 0 < κ′(Id −Q). (2.15)
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Dichotomies on R+, respectively on R−, are defined in the same way except in
(2.12) or (2.13), (2.14) one takes only x, x′ ∈ R+, respectively, x, x′ ∈ R−.
Example 2.4. Assume in Example 2.3 that σ(A) ∩ iR = ∅ and d′ ≥ 2. Consider
k0 ∈ {1, . . . , d′ − 1} such that κk0 < 0 < κk0+1. Then Q =
∑k0
j=1Qj is the
exponential dichotomy projection for the equation y′(x) = Ay(x) on R, R+, and
R−. ✸
Definition 2.5. ([10, Sect. IV.4].) Assume d ≥ 2, and let 1 < d′ ≤ d. A system
{Qj}
d′
j=1 of disjoint projections in C
d is called an exponential splitting for (1.1) on
R if the following conditions hold:
(i)
∑d′
j=1Qj = Id.
(ii) Each projection Qj is uniformly conjugated by Φ on R.
(iii) The segments [κ′(Qj),κ(Qj)] are disjoint.
The segments [κ′(Qj),κ(Qj)] of the real axis are called the Bohl segments as-
sociated with Qj ; they are determined by the lower and upper Bohl exponents
on R associated with the projections Qj , and in what follows they will always be
numbered so that κ(Qj) < κ
′(Qj+1), j = 1, . . . , d
′ − 1. If d′ ≥ 2 and (1.1) has an
exponential dichotomy Q on R, then for some k0, 1 ≤ k0 < d′ − 1, we have the
following splitting:
Q =
k0∑
j=1
Qj and Id −Q =
d′∑
j=k0+1
Qj , (2.16)
so that κ(Qk0 ) < 0 < κ
′(Qk0+1).
Replacing R by R+ or R− in Definition 2.5, one can also consider exponential
splittings on R+ or R−. We note that the exponential dichotomy projection Q on
R is uniquely defined, while exponential dichotomy projections on R+ or R− are
not. Indeed, for example, in the case of R+, the subspace Ns of initial data of
bounded solutions of (1.1) on R+ is determined uniquely; to obtain an exponential
dichotomy projectionQ on R+ one can choose an arbitrary direct complementNu of
the subspace Ns in C
d so that Cd = Ns+˙Nu, and define the exponential dichotomy
projection Q such that ran(Q) = Ns and ker(Q) = Nu (see [10, Remark IV.3.4]).
We recall that if Q is an exponential dichotomy for (1.1) on R, then Q is also an
exponential dichotomy on both semi-axes R+ and R−. Similarly, an exponential
splitting {Qj}d
′
j=1 on R induces exponential splittings on R+ and R−; we stress that
in view of (2.10), the Bohl segments for R are, generally, wider than the segments
for R+ and R−. This may happen since an exponential dichotomy on R+ does not
necessarily imply an exponential dichotomy on R.
Example 2.6. In Examples (2.3) and (2.4) each Bohl segment [κ′(Qj),κ(Qj)]
associated with Qj degenerates into a single point κj , j = 1, . . . , d
′, while the Bohl
segments associated with the (exponential dichotomy) splitting {Q, Id − Q} are
given by [κ1,κk0 ] and [κk0+1,κd′ ]; we recall that in this case
κ1 = inf{Re(ν) ∈ R | ν ∈ σ(A)}, κk0 = sup{Re(ν) ∈ R | ν ∈ σ(A), Re(ν) < 0},
κk0+1 = inf{Re(ν) ∈ R | ν ∈ σ(A), Re(ν) > 0}, κd′ = sup{Re(ν) ∈ R | ν ∈ σ(A)}.
(2.17)
✸
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Remark 2.7. The Lyapunov exponents for nonzero Cd-valued solutions y = y(x)
of (1.1) are defined as follows:
λ±(y) = lim sup
x→±∞
log(‖y(x)‖Cd)
x
, λ′±(y) = lim inf
x→±∞
log(‖y(x)‖Cd)
x
. (2.18)
For any nonzero Cd-valued solution y of (1.1), and for any given exponential split-
ting {Qk}d
′
k=1, there exists a j ∈ {1, . . . , d
′} such that all four Lyapunov exponents
λ±(y), λ
′
±(y) belong to the jth Bohl segment. One verifies that the actual jth Bohl
segment depends on the initial data y0 = y(0) 6= 0 of the solution y of (1.1), say,
on R+, as follows:
If y0 ∈ ran
( j∑
k=1
Qk
)
then λ+(y) ≤ λ+(Qj),
if y0 ∈ ran
( j∑
k=1
Qk
)∖
ran
( j−1∑
ℓ=1
Qℓ
)
then λ′+(y) ≥ λ
′
+(Qj),
if λ+(y) < λ
′
+(Qj) then y0 ∈ ran
( j−1∑
k=1
Qk
)
, (2.19)
if λ′+(y) > λ+(Qj) then y(0) ∈ C
d
∖
ran
( j∑
k=1
Qk
)
,
where j ∈ {1, . . . , d′} and we set Q0 = 0. Similar assertions hold for the Laypunov
exponents on R−. ✸
For future references, we record the assumptions on the coefficient A of the
unperturbed equation (1.1).
Hypothesis 2.8. Assume that A ∈ L1loc(R)
d×d. In addition, we suppose that the
propagator Φ(x)Φ(x′)−1, x, x′ ∈ R, is exponentially bounded on R, that is,
sup
x,x′∈R, |x−x′|≤1
‖Φ(x)Φ(x′)−1‖Cd×d <∞, (2.20)
and that (1.1) has an exponential dichotomy Q on R.
Turning to the perturbed equation (1.2), we assume that the perturbation R in
(1.2) satisfies the condition
‖R‖Cd×d ∈ L
1(R). (2.21)
Let U and |R| denote the d× d matrices in the polar decomposition of R:
R(x) = U(x)|R(x)|, |R(x)| = (R(x)∗R(x))1/2, x ∈ R. (2.22)
Throughout this paper we will use the notation
Rℓ(x) = U(x)|R(x)|
1
2 , Rr(x) = |R(x)|
1
2 , x ∈ R, (2.23)
so that
R(x) = Rℓ(x)Rr(x), x ∈ R. (2.24)
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Lemma 2.9. Assume Hypothesis 2.8 and condition (2.21). Then the integral op-
erator K with integral kernel given by
K(x, x′) =
{
−Rr(x)Φ(x)QΦ(x′)−1Rℓ(x′), x ≥ x′,
Rr(x)Φ(x)(Id −Q)Φ(x
′)−1Rℓ(x
′), x < x′,
x, x′ ∈ R, (2.25)
is a Hilbert–Schmidt operator on L2(R)d. Moreover, the map{
L1(R)d×d → B2(L2(R)d)
R 7→ K
(2.26)
is continuous.
Proof. Since by hypothesis equation (1.1) has an exponential dichotomy Q on R,
the projection Q is also a bounded dichotomy on R, and thus (2.12) holds. Using
(2.12), the Hilbert–Schmidt norm of the integral operator K can be estimated as
follows:
‖K‖B2(L2(R)d) =
∫ ∫
R×R
dx dx′ ‖K(x, x′)‖2
Cd×d
=
∫
R
dx
∫ x
−∞
dx′‖Rr(x)Φ(x)QΦ(x
′)−1Rℓ(x
′)‖2
Cd×d
+
∫
R
dx
∫ ∞
x
dx′‖Rr(x)Φ(x)(Id −Q)Φ(x
′)−1Rℓ(x
′)‖2
Cd×d
≤M2
∫
R
dx
∫
R
dx′‖R(x)‖Cd×d‖R(x
′)‖Cd×d
=M2
(∫
R
dx ‖R(x)‖Cd×d
)2
. (2.27)
In the last estimate we used the inequalities
‖Rr(x)‖Cd×d ≤ ‖R(x)‖
1
2
Cd×d
, ‖Rℓ(x)‖Cd×d ≤ ‖R(x)‖
1
2
Cd×d
, x ∈ R, (2.28)
which follow from the spectral theorem for self-adjoint matrices. The continuity
of the mapping in (2.26) holds because the mappings R 7→ Rr and R 7→ Rℓ are
continuous from the Banach space L1(R)d×d to the Hilbert space L2(R)d×d. 
Remark 2.10. Since the propagator of (1.1) is exponentially bounded, the formula
(EtΦu)(x) = Φ(x− t)u(x− t), u ∈ L
2(R)d, x ∈ R, t ≥ 0, (2.29)
defines a strongly continuous semigroup, {EtΦ}t≥0, on L
2(R)d, called the evolution
semigroup (see [7, Sect. 3.2] for a detailed discussion and extensive bibliography). It
is well-known (see, e.g., [7, Theorem 3.17]) that the generator, G, of the semigroup
in (2.29) has a bounded inverse if and only if (1.1) has an exponential dichotomy
Q on R and, if this is the case, the inverse operator G−1 is an integral operator on
L2(R)d with integral kernel given by
F (x, x′) =
{
−Φ(x)QΦ(x′)−1, x ≥ x′,
Φ(x)(Id −Q)Φ(x′)−1, x < x′,
x, x′ ∈ R, (2.30)
where Q is the dichotomy projection. Thus, under the hypotheses of Lemma 2.9,
the integral operator K admits the representationK =MRrG
−1MRℓ , whereMRr
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and MRℓ denote the maximally defined operators of multiplication by the matrix-
valued functions Rr, Rℓ ∈ L2(R)d×d, and the operator S = MRrG
−1MRℓ (with
the bounded closure S) is defined on the set of functions u ∈ dom(MRℓ) such that
Su ∈ L2(R)d×d. We refer to [27] for a detailed discussion of Birman–Schwinger-type
operators and the Birman–Schwinger principle. ✸
Remark 2.11. Using the semigroup in (2.29) one can describe the exponential
dichotomy projection Q for (1.1) on R by means of the Riesz spectral projection
for the operator E1Φ, with t = 1 in (2.29), as follows (see [7, Theorems 3.13, 3.17]):
Assume that the generator G of the semigroup in (2.29) is invertible on L2(R)d.
By [7, Theorem 3.13], it follows that E1Φ has no spectrum on the unit circle. Let
Q denote the spectral projection for E1Φ on L
2(R)d such that σ(E1Φ|ran(Q)) is the
part of the spectrum of E1Φ contained inside the unit disc. Theorem 3.17 in [7]
states that Q is an operator of multiplication in L2(R)d by a projection-valued
function Q(·) ∈ Cb(R)d×d and, in addition, Q = Q(0) is the exponential dichotomy
projection for (1.1) on R. ✸
Remark 2.12. The proof of Lemma 2.9 shows that the assumption of an exponen-
tial dichotomy on R for (1.1) can be relaxed to require only a bounded dichotomy.
Under this weaker assumption the generator G of the semigroup in (2.29) may
not be invertible (cf. Remark 2.10), or may not even be a Fredholm operator on
L2(R)d. Indeed, by a well-known Dichotomy Theorem (sometimes called Palmer’s
theorem), the operator G is Fredholm on L2(R)d if and only if (1.1) has exponential
dichotomies Q− on R− and Q+ on R+; see [3], [48], [49], [56] or [57, Theorem 3.2],
and also [41], [53] for more recent versions of the dichotomy theorem. ✸
Next, we will discuss the Bohl exponents and exponential splittings for the per-
turbed equation (1.2). Since the propagator of (1.1) is exponentially bounded,
and condition (2.21) holds, it follows from the variation of constants formula and
Gronwall’s inequality that the propagator of the perturbed equation (1.2) is also
exponentially bounded (see, e.g., [33, Lemma IV.4.1]). Thus, the Bohl exponents
for the perturbed equation (1.2) are finite.
We conclude this section with two technical results to the effect that first,
the exponential dichotomy and exponential splitting of (1.1) on R+ persist un-
der L1(R+)
d×d-perturbations, and second, that the corresponding Bohl exponents
do not change under these perturbations (similar facts hold for R−). A proof of
the first part of these results can be found in [8, Proposition 4.1] or [10, Theorem
IV.5.1]. However, we were not able to find the second part in the literature, and so
we will briefly sketch a proof in Appendix B by modifying some of the arguments
in [10, Ch. IV]. Lemma 2.13 is used in Section 6, while its direct generalization,
Lemma 2.14, is used in Section 7.
Lemma 2.13. Assume that the propagator of the unperturbed equation (1.1) on
R+ is exponentially bounded, that the unperturbed equation (1.1) has an exponential
dichotomy Q on R+, and the perturbation R satisfies ‖R‖Cd×d ∈ L
1(R+). Then the
perturbed equation (1.2) has an exponential dichotomy P on R+ such that
κ+(P ) = κ+(Q) and κ
′
+(Id − P ) = κ
′
+(Id −Q), (2.31)
where κ+(P ) and κ
′
+(Id − P ) are the Bohl exponents for the perturbed equation
(1.2) on R+. Here, P is the projection in C
d parallel to ker(Q) onto the subspace
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N consisting of the values y(0) at zero of all bounded solutions y of (1.2) on R+.
In addition,
dim(ran(P )) = dim(ran(Q)) and dim(ker(P )) = dim(ker(Q)). (2.32)
Lemma 2.14. Assume that the propagator of the unperturbed equation (1.1) on R+
is exponentially bounded, the unperturbed equation (1.1) has an exponential splitting
{Qj}d
′
j=1, 1 < d
′ ≤ d, on R+, and the perturbation R satisfies ‖R‖Cd×d ∈ L
1(R+).
Then, the perturbed equation (1.2) has an exponential splitting {Pj}
d′
j=1 on R+ such
that
dim(ran(Pj)) = dim(ran(Qj)), j = 1, . . . , d
′, (2.33)
and
κ+(Pj) = κ+(Qj), j = 1, . . . , d
′, (2.34)
where κ+(Pj) are the Bohl exponents for the perturbed equation (1.2) on R+.
3. Matrix-Valued Jost Solutions
In this section we discuss optimal conditions on the perturbation R under which,
assuming an exponential dichotomy of (1.1), one can establish existence and unique-
ness of bounded matrix-valued solutions of (1.2) (we will call them matrix-valued
Jost solutions) that are asymptotically close with respect to an exponential weight
factor to bounded solutions of the unperturbed equation (1.1). These results are
motivated by the study of the one-dimensional Schro¨dinger equation on the real
axis,
−u′′(x) + V (x)u(x) = k2u(x), x ∈ R, k ∈ C, (3.1)
with an integrable potential V ∈ L1(R; dx), where the Jost solutions, u±(k, ·), are
introduced as the solutions of (3.1) that are asymptotically close to the free plane
waves: u±(k, x) ∼
x→±∞
e±ikx (see, e.g., [6, Ch. XVII]).
Definition 3.1. Under Hypothesis 2.8, d × d matrix-valued solutions Y± of the
differential equation
Y±(x) = (A(x) +R(x))Y±(x), x ∈ R±, (3.2)
with a locally integrable d × d matrix-valued function R, are called matrix-valued
Jost solutions if
lim sup
x→∞
log ‖Y+(x)− Φ(x)Q‖Cd×d
x
< κ′+(Q) (3.3)
and
lim inf
x→−∞
log ‖Y−(x) − Φ(x)(Id −Q)‖Cd×d
x
> κ−(Id −Q). (3.4)
To motivate this definition, we first note that the Lyapunov exponents λ+(Q)
and λ′+(Q) of the bounded matrix-valued solution ΦQ of (1.1) on R+ belong to the
Bohl segment [κ′+(Q),κ+(Q)]. If Y+ is a matrix-valued solution of (1.2) satisfying
(3.3), then Y+ is bounded and therefore Lemma 2.13 implies that its Lyapunov
exponents belong to the same segment. Thus, the significance of (3.3) is that the
solution Y+ approximates the solution ΦQ exponentially better than either of these
solutions decays as x→∞.
Our first result shows the existence and uniqueness of the matrix-valued Jost
solution Y+ on R+ using a rather strong assumption on the exponential fall-off of
the perturbation R.
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Theorem 3.2. Assume Hypothesis 2.8 and the condition
‖R‖Cd×d ∈ L
1(R+; e
βxdx) (3.5)
for some constant β > 0 satisfying the inequality
β > λ+(Q)− κ
′
+(Q). (3.6)
Then the perturbed differential equation (1.2) has a unique matrix-valued Jost so-
lution Y+(x), x ≥ 0. Moreover, the map{
L1(R+; e
βxdx)d×d → Cd×d
R 7→ Y+(0)
(3.7)
is continuous.
Proof. We split the proof of Theorem 3.2 into three steps.
Step 1. Uniqueness. Suppose that Y+,1 and Y+,2 are two different d× d matrix-
valued Jost solutions of (1.2), and introduce the nonzero solution Y (x) = Y+,1(x)−
Y+,2(x), x ≥ 0. Using (3.3), we infer:
lim sup
x→∞
log ‖Y (x)‖Cd×d
x
≤ max
k=1,2
(
lim sup
x→∞
log ‖Y+,k(x)− Φ(x)Q‖Cd×d
x
)
< κ′+(Q).
(3.8)
This shows, in particular, that Y is a bounded solution of (1.2). Since ‖R‖Cd×d ∈
L1(R+) by hypothesis, Lemma 2.13 yields an exponential dichotomy P for (1.2)
such that κ′+(P ) = κ
′
+(Q). Since Y is a bounded solution, Y (0) ∈ ran(P ) and
hence we arrive at the contradiction
lim sup
x→∞
log ‖Y (x)‖Cd×d
x
≥ κ′+(P ) = κ
′
+(Q), (3.9)
proving the uniqueness part of the theorem.
Step 2. Existence. By hypothesis, (1.1) has an exponential dichotomy Q on R+.
Therefore, for any ε > 0 there exists a constant C(ε) ≥ 1 such that applying (2.5)
in the definitions of κ′+(Q) and κ
′
+(Id −Q), we obtain the estimate
‖Φ(x)Φ(x′)−1‖Cd×d ≤ ‖Φ(x)QΦ(x
′)−1‖Cd×d + ‖Φ(x)(Id −Q)Φ(x
′)−1‖Cd×d
≤
(
e(κ
′
+(Q))(x−x
′) + e(κ
′
+(Id−Q))(x−x
′)
)
fε(|x− x
′|), 0 ≤ x ≤ x′,
(3.10)
where we denoted
fε(x) = C(ε)e
εx, x ≥ 0. (3.11)
Since κ′+(Q) < κ
′
+(Id −Q), we get the estimate
‖Φ(x)Φ(x′)−1‖Cd×d ≤ 2e
κ
′
+(Q)(x−x
′)fε(|x− x
′|), 0 ≤ x ≤ x′. (3.12)
Next, fix ε such that 0 < 2ε < β − (λ+(Q)− κ′+(Q)), introduce the function
p(x) = e(λ+(Q)−κ
′
+(Q))xf2ε (x)‖R(x)‖Cd×d , x ≥ 0, (3.13)
and observe that 0 ≤ p ∈ L1(R+) due to (3.5) and (3.6).
On the space Cb(R+)
d×d we now define a Volterra integral operator, V , by
(V Z)(x) =
∫ ∞
x
dx′ e−λ+(Q)(x−x
′)fε(x)
−1fε(x
′)Φ(x)Φ(x′)−1R(x′)Z(x′), (3.14)
and consider the corresponding Volterra integral equation
Z(x) = Z(0)(x) − (V Z)(x), x ≥ 0, (3.15)
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where Z(0) is defined by
Z(0)(x) = e−λ+(Q)(x)fε(x)
−1Φ(x)Q, x ≥ 0. (3.16)
Using (3.12) and the inequality κ′+(Q) − λ+(Q) ≤ 0 (cf. (2.10)), one derives the
following estimate for the integral kernel of the integral operator V :
‖V (x, x′)‖Cd×d ≤ 2e
(κ′+(Q)−λ+(Q))(x−x
′)fε(x)
−1fε(x
′)fε(|x − x
′|)‖R(x′)‖Cd×d
≤ 2e(κ
′
+(Q)−λ+(Q))xfε(x)
−1e−(κ
′
+(Q)−λ+(Q))x
′
f2ε (x
′)‖R(x′)‖Cd×d
= 2e(κ
′
+(Q)−λ+(Q))xfε(x)
−1p(x′) (3.17)
≤ 2fε(x)
−1p(x′), 0 ≤ x ≤ x′. (3.18)
Since fε(x) ≥ 1, x ∈ R+, and p ∈ L1(R+), the estimate (3.18) shows that V is a
compact operator on Cb(R+)
d×d with spectral radius equal to zero. Since the expo-
nential decay of ‖ΦQ‖Cd×d is controlled by λ+(Q), we see that Z
(0) ∈ Cb(R+)d×d.
Thus, the integral equation (3.15) has a unique solution Z ∈ Cb(R+)d×d that can
be obtained by the iteration process
Z(x) =
∞∑
j=1
Z(j)(x), Z(j)(x) = (V Z(j−1))(x), j ∈ N, x ≥ 0. (3.19)
Moreover, from (3.15) and (3.17) it also follows that
fε(x)‖Z(x) − Z
(0)(x)‖Cd×d
≤ 2‖Z‖Cb(R+)d×de
(κ′+(Q)−λ+(Q))x
∫ ∞
x
dx′ p(x′).
(3.20)
A straightforward computation shows that the function
Y+(x) = e
λ+(Q)xfε(x)Z(x), x ≥ 0, (3.21)
yields a solution of the perturbed differential equation (1.2), and hence (3.20) and
p ∈ L1(R+) imply
e−κ
′
+(Q)x‖Y+(x) − Φ(x)Q‖Cd×d =
x→∞
o(1). (3.22)
In addition, using (3.5) and (3.6) again, we may choose δ > 0 sufficiently small
such that the function pδ(x) = e
δxp(x) is integrable on R+. If x ≤ x′, then
p(x′) ≤ e−δxpδ(x′), and thus (3.20) implies
fε(x)‖Z(x) − Z
(0)(x)‖Cd×d
≤ 2‖Z‖Cb(R+)d×de
(κ′+(Q)−λ+(Q))xe−δx
∫ ∞
x
dx′ pδ(x
′).
(3.23)
This gives a better asymptotic relation than (3.22),
e−κ
′
+(Q)x‖Y+(x) − Φ(x)Q‖Cd×d =
x→∞
o(e−δx), (3.24)
leading to
lim sup
x→∞
log ‖Y+(x)− Φ(x)Q‖Cd×d
x
≤ κ′+(Q)− δ < κ
′
+(Q), (3.25)
proving the existence part of the theorem.
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Step 3. Continuity. Let {Rn}∞n=1 be a sequence of d × d matrix-valued functions
converging to R in L1(R+; e
βxdx)d×d as n→∞. On the Banach space Cb(R+)d×d
introduce Volterra integral operators Vn by
(VnZ)(x) =
∫ ∞
x
dx′ e−λ+(Q)(x−x
′)fε(x)
−1fε(x
′)Φ(x)Φ(x′)−1Rn(x
′)Z(x′), n ∈ N.
(3.26)
An estimate similar to (3.18) shows that the sequence of the operators Vn converges
in operator norm to the integral operator V , which in turn, yields convergence in
Cb(R+)
d×d of the unique solutions Zn of the Volterra integral equations
Zn(x) = Z
(0)(x) − (VnZn)(x), x ≥ 0, (3.27)
to the unique solution Z of the integral equation (3.15). In particular,
lim
n→∞
Zn(0) = Z(0) in C
d×d and hence lim
n→∞
Y+,n(0) = Y+(0), (3.28)
where, similarly to (3.21), we denote Y+,n(x) = e
λ+(Q)xfε(x)Zn(x). This proves
continuity of the mapping (3.7). 
Remark 3.3. This theorem holds under a weaker assumption than the exponential
dichotomy hypothesis (cf.(2.15)). In fact, it is sufficient to require that κ+(Q) <
κ′+(Id −Q) and κ+(Q) < 0 only. ✸
Remark 3.4. Replacing assumptions (3.5) and (3.6) by the hypothesis
‖R‖Cd×d ∈ L
1(R+; e
βxdx) with β > −λ′+(Q), (3.29)
the matrix-valued Jost solution Y+ can be uniquely determined by solving the
Volterra integral equation
Y+(x) = Φ(x)Q −
∫ ∞
x
dx′ Φ(x)Φ(x′)−1R(x′)Y+(x
′), x ≥ 0; (3.30)
that is, in this case, the “modified” Volterra integral equation (3.14), (3.15) on
Cb(R+)
d×d is not needed. Indeed, assume β > −λ′+(Q), choose ε such that 0 <
ε < min{β + λ′+(Q),κ
′
+(I −Q)}, and use the inequalities x
′ ≥ x ≥ 0 and λ′+(Q) <
0 < κ′+(I −Q) to estimate the integral kernel of the integral operator in (3.30) as
follows:
‖Φ(x)Φ(x′)−1R(x′)‖Cd×d ≤
(
‖Φ(x)Q‖Cd×d‖QΦ(x
′)−1‖Cd×d
+ ‖Φ(x)(I −Q)Φ(x′)−1‖Cd×d
)
‖R(x′)‖Cd×d
≤
(
C(ε)e(−λ
′
+(Q)+ε)x
′
+ C(ε)e(κ
′
+(I−Q)−ε)(x−x
′)
)
‖R(x′)‖Cd×d
≤ 2C(ε)e−(λ
′
+(Q)+β−ε)x
′
eβx
′
‖R(x′)‖Cd×d ≤ 2C(ε)e
βx′‖R(x′)‖Cd×d .
(3.31)
We recall that κ′+(Q) ≤ λ
′
+(Q) ≤ λ+(Q) < 0. Condition (3.6) is formulated
in terms of the difference λ+(Q) − κ
′
+(Q) while condition (3.29) is formulated in
terms of the quantity −λ′+(Q). These two numbers, λ+(Q)− κ
′
+(Q) and −λ
′
+(Q)
are fairly independent, and thus either of the two conditions, (3.6) and (3.29), can
be better than the other. Thus, the existence of matrix-valued Jost solutions follows
under the assumption β > min{λ+(Q)− κ′+(Q),−λ
′
+(Q)}. ✸
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Remark 3.5. Example 3.6 below shows that the statement of Theorem 3.2 is opti-
mal in the sense that, under the exponential dichotomy hypothesis, the assumption
in (3.6) on the exponential fall-off of the perturbation R in general cannot be re-
laxed: Indeed, if condition (3.6) is violated, then the matrix-valued Jost solution
may not exist. Example 3.6 also shows that if Definition 3.1 is modified to replace
the strict inequality in (3.3) by the condition
lim sup
x→∞
log ‖Y+(x) − Φ(x)Q‖Cd×d
x
≤ κ′+(Q), (3.32)
then the matrix-valued Jost solution in this modified sense is generally not unique.
✸
Example 3.6. Consider equations (1.1) and (1.2) with
A(x) =
−2 0 00 −1 0
0 0 1
 and R(x) =
0 χR+(x)e−x cosx 00 0 0
0 0 0
 , x ∈ R,
(3.33)
where χR+(x) denotes the characteristic function of R+ = [0,∞). The fundamental
solution Φ, the exponential dichotomy Q on R, and the bounded solution ΦQ of
(1.1) on R+ are given as follows:
Φ(x) =
e−2x 0 00 e−x 0
0 0 ex
 , Q =
1 0 00 1 0
0 0 0
 , Φ(x)Q =
e−2x 0 00 e−x 0
0 0 0
 ,
x ∈ R. (3.34)
The Bohl and Lyapunov exponents on R+ associated with the dichotomy projection
Q are κ′+(Q) = λ
′
+(Q) = −2 and κ+(Q) = λ+(Q) = −1. Clearly, ‖R‖Cd×d ∈
L1(R+; e
βxdx) with β = λ+(Q)−κ′+(Q) = 1, and hence condition (3.6) is violated.
A direct computation shows that the perturbed equation (1.2) has two linearly
independent bounded Cd-valued solutions on R+
y1(x) =
e−2x0
0
 , y2(x) =
e−2x sinxe−x
0
 , x ≥ 0, (3.35)
and thus any bounded Cd-valued solution of (1.2) on R+ is a linear combination
of these two. Hence, any bounded matrix-valued solution Y of (1.2) on R+ is
necessarily of the form
Y (x) =
e−2x e−2x(sinx+ C) 00 e−x 0
0 0 0
 , x ≥ 0, (3.36)
where C ∈ C is an arbitrary constant. Thus, it satisfies
lim sup
x→∞
log ‖Y (x) − Φ(x)Q‖Cd×d
x
= −2 = κ′+(Q). (3.37)
This observation shows that the d× d matrix-valued Jost solution as introduced in
Definition 3.1 does not exist if (3.6) fails, while the solutions satisfying (3.32) are
not unique. ✸
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Remark 3.7. In the proof of Theorem 3.2 we suggested a method of introducing
the Jost solution by Y+(x) = e
µxZ(x), x ≥ 0, where Z ∈ Cb(R+)d×d is a solution
of the “µ-modified” Volterra integral equation
Z(x) = e−µxΦ(x)Q −
∫ ∞
x
dx′ e−µ(x−x
′)Φ(x)Φ(x′)−1R(x′)Z(x′), x ≥ 0, (3.38)
for an appropriate choice of µ ∈ R. We stress that this method fails if the expo-
nential fall-off hypothesis (3.6) is violated. Indeed, for the equations in Example
3.6, if µ < λ+(Q) = −1, the term e−µxΦ(x)Q in the integral equation (3.38) is
not a bounded function, while if µ ≥ κ+(Q) = −1, the Volterra integral opera-
tor is unbounded, both in the Banach space Cb(R+)
d×d and in the Hilbert space
L2(R+)
d×d. ✸
Similar to the proof of Theorem 3.2 (replacing κ′+(Q) by κ−(Id−Q) and λ+(Q)
by λ′−(Id −Q)) one proves the following result for the negative half-line R−.
Theorem 3.8. Assume Hypothesis 2.8 and the condition
‖R‖Cd×d ∈ L
1(R−; e
β|x|dx) for some β > κ−(Id −Q)− λ
′
−(Id −Q). (3.39)
Then the perturbed differential equation in (1.2) has a unique matrix-valued Jost
solution Y−(x), x ≤ 0. Moreover, the map{
L1(R−; e
β|x|)d×d → Cd×d
R 7→ Y−(0)
(3.40)
is continuous.
4. The Perturbation Determinant
In this section we employ results from [28], succinctly summarized in Appendix
A, to express the infinite-dimensional (modified) Fredholm determinant of the inte-
gral operator I +K, given by (2.25), via a finite-dimensional determinant obtained
by means of the matrix-valued Jost solutions introduced in Definition 3.1. This
result is a generalization of the classical relation between a Fredholm determinant
and the Jost function due to Jost and Pais [36] (see, also [46, Sect. 12.1.2]). As
we will see in Section 9, the finite-dimensional determinant is related to the Evans
function associated with (1.1) and (1.2). We recall Lemma 2.9, and also the gen-
eral fact (see, e.g., [30, Ch. XIII], [31, Sect. IV.2], [65], [66, Ch. 9]) that if K is any
Hilbert–Schmidt operator, then the 2-modified Fredholm perturbation determinant
det2(I +K) is given by the formulas
det2(I +K) = det
(
(I +K)e−K
)
=
∏
λ∈σ(K)
(
(1 + λ)e−λ
)
, (4.1)
counting algebraic multiplicites of the eigenvalues of K. Moreover, if K is a trace
class operator, then
det2(I +K) = e
− tr(K) det(I +K), where det(I +K) =
∏
λ∈σ(K)
(1 + λ). (4.2)
Throughout, we will use the following notation:
Θ =
∫ ∞
0
dx trCd
(
Φ(x)QΦ(x)−1R(x)
)
−
∫ 0
−∞
dx trCd
(
Φ(x)(Id −Q)Φ(x)
−1R(x)
)
.
(4.3)
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Theorem 4.1. Assume Hypothesis 2.8 and the condition
‖R‖Cd×d ∈ L
1(R; eβ|x|dx) (4.4)
for some
β > max
{
λ+(Q)− κ
′
+(Q),κ−(Id −Q)− λ
′
−(Id −Q)
}
. (4.5)
Let K be the integral operator on L2(R)d whose integral kernel is given by (2.25).
Then the 2-modified perturbation determinant det2(I+K) admits the representation
det2(I +K) = e
ΘdetCd(Y+(0) + Y−(0)), (4.6)
where Θ is defined in (4.3), and Y± are the matrix-valued Jost solutions on R±,
respectively.
Proof. Assume temporarily that
supp (R) is compact. (4.7)
Then ‖R‖Cd×d ∈ L
1(R; eβ|x|dx) for any real β. In particular, by Remark 3.4 and
its obvious R−-analog, the d × d matrix-valued Jost solutions Y± are the unique
bounded solutions of the following Volterra integral equations on R±,
Y+(x) = Φ(x)Q −
∫ ∞
x
dx′ Φ(x)Φ(x′)−1R(x′)Y+(x
′), x ≥ 0,
Y−(x) = Φ(x)(Id −Q) +
∫ x
−∞
dx′ Φ(x)Φ(x′)−1R(x′)Y−(x
′), x ≤ 0.
(4.8)
We note that Y+(x) = Y+(x)Q and Y−(x) = Y−(x)(Id − Q) by uniqueness of the
solutions. Moreover, by (4.7) we have Y+(x) = Φ(x)Q for x ≥ n and Y−(x) =
Φ(x)(Id −Q) for x ≤ −n for sufficiently large n ∈ N.
Treating matrices as operators on respective spaces, we introduce the following
notations for x ∈ R,
f1(x) = Rr(x)Φ(x)Q : ran(Q)→ C
d,
f2(x) = Rr(x)Φ(x)(Id −Q) : ker(Q)→ C
d,
g1(x) = QΦ(x)
−1Rℓ(x) : C
d → ran(Q),
g2(x) = −(Id −Q)Φ(x)
−1Rℓ(x) : C
d → ker(Q).
(4.9)
In addition, let d1 = dim(ran(Q)) and d2 = dim(ker(Q)), and denote
H(x, x′) = f1(x)g1(x
′)− f2(x)g2(x
′) = Rr(x)Φ(x)Φ(x
′)−1Rℓ(x
′), x, x′ ∈ R.
We note that the functions fj and gj, j = 1, 2, are compactly supported on R due
to (4.7), and thus assumption (A.1) holds. Hence, the results recorded in Appendix
A are at our disposal. Next, we introduce the Volterra integral equations
fˆ1(x) = f1(x) −
∫ ∞
x
dx′H(x, x′)fˆ1(x
′), x ∈ R,
fˆ2(x) = f2(x) +
∫ x
−∞
dx′H(x, x′)fˆ2(x
′), x ∈ R,
(4.10)
and let fˆ1(x) : ran(Q) → Cd and fˆ2(x) : ker(Q) → Cd be the unique solutions of
(4.10) that satisfy fˆj ∈ L
2(R)d×dj , j = 1, 2 (cf. Appendix A). The d × d matrix
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U(x), x ∈ R, defined in (A.9), written as a block-operator with respect to the
decomposition Cd = ran(Q)+˙ ker(Q), then reads as follows:
U(x) =
(
Id1 −
∫∞
x dx
′ g1(x
′)fˆ1(x
′)
∫ x
−∞ dx
′ g1(x
′)fˆ2(x
′)∫∞
x dx
′g2(x
′)fˆ1(x
′) Id2 −
∫ x
−∞ dx
′ g2(x
′)fˆ2(x
′)
)
. (4.11)
Writing R(x) = Rℓ(x)Rr(x), and multiplying (4.8) by Rr(x) from the left, we arrive
at (4.10) and observe that
fˆ1(x) = Rr(x)Y+(x)|ran(Q), x ≥ 0,
fˆ2(x) = Rr(x)Y−(x)|ker(Q), x ≤ 0.
(4.12)
Setting x = 0 in (4.8), using (4.9) and (4.12), and writing the matrix Y+(0)+Y−(0)
as a block-operator with respect to the decomposition Cd = ran(Q)+˙ ker(Q), we
conclude from (4.11) at x = 0 that U(0) = Y+(0)+Y−(0). Since the integral kernel
K(x, x′) in (2.25) can be represented as
K(x, x′) =
{
−f1(x)g1(x′), x ≥ x′,
−f2(x)g2(x′), x < x′,
x, x′ ∈ R, (4.13)
Theorem A.1 (ii) proves (4.6) for compactly supported perturbations. Specifically,
one can use (A.13) with x0 = 0 and then apply some elementary properties of
matrix traces.
To remove the compact support assumption on the matrix-valued function R
one proceeds as follows. Given n ∈ N, we introduce the truncations
Rn(x) =
{
R(x), |x| ≤ n,
0, |x| > n.
(4.14)
Let Rn(x) = Vn(x)|Rn(x)|, x ∈ R, be the polar decompositions of Rn(x), denote
Rℓ,n(x) = Vn(x)|Rn(x)|1/2 and Rr,n(x) = |Rn(x)|1/2, and introduce the integral
kernels of Hilbert–Schmidt integral operators Kn on L
2(R)d by
Kn(x, x
′) =
{
−Rr,n(x)Φ(x)QΦ(x
′)−1Rℓ,n(x
′), x ≥ x′,
Rr,n(x)Φ(x)(Id −Q)Φ(x′)−1Rℓ,n(x′), x < x′,
x, x′ ∈ R. (4.15)
Since the support of Rn is compact, one infers by the first step of the proof that
det2(I +Kn) = e
ΘndetCd(Y+,n(0) + Y−,n(0)), n ∈ N, (4.16)
where
Θn =
∫ ∞
0
dx trCd
(
Φ(x)QΦ(x)−1Rn(x)
)
−
∫ 0
−∞
dx trCd
(
Φ(x)(Id −Q)Φ(x)
−1Rn(x)
) (4.17)
and Y±,n are the matrix-valued Jost solutions of the truncated perturbed equation
y′ = (A + Rn)y on R±. Since Rn converges to R in L
1(R)d×d as n → ∞, one
concludes that
lim
n→∞
Θn = Θ, (4.18)
EVANS FUNCTIONS, JOST FUNCTIONS, AND FREDHOLM DETERMINANTS 21
where Θ is given by (4.3). Using the estimate in the proof of Lemma 2.9, one checks
that the operators Kn converge to the operator K in Hilbert–Schmidt norm, and
hence (see, e.g., [30, Ch. IX], [66, Ch. 9])
lim
n→∞
det2(I +Kn) = det2(I +K). (4.19)
Finally, since the sequence Rn converges to R in L
1(R; eβ|x|dx)d×d as n → ∞,
applying assertions (3.7) and (3.40) of Theorems 3.2 and 3.8, we obtain
lim
n→∞
Y±,n(0) = Y±(0). (4.20)
Combining (4.18)–(4.20) then completes the proof. 
Remark 4.2. The following heuristic argument may be helpful in understanding
the role of the factor eΘ in (4.6) and shows that the appearance of this factor is
quite natural. First, we observe that the integral kernel (2.25) of the operator K is
generally discontinuous on the diagonal x = x′. Accordingly, the definition of Θ in
(4.3) can be re-written as follows:
−Θ =
∫ ∞
0
dx trCd(K(x+ 0, x)) +
∫ 0
−∞
dx trCd(K(x− 0, x)). (4.21)
Heuristically, the right-hand side of (4.21) can be viewed as a “regularized integral
trace” of the operator K. Next, we assume in addition that K is a trace class
operator (this requires quite a stretch of imagination!), and that tr(K) equals the
integral trace −Θ,
tr(K) = −Θ. (4.22)
Then formally applying (4.2) and (4.6) yields
det2(I +K) = e
− tr(K) det(I +K) = eΘdetCd(Y+(0) + Y−(0)) (4.23)
and hence formally,
det(I +K) = detCd(Y+(0) + Y−(0)). (4.24)
As we will see in Section 9, the determinant detCd(Y+(0) + Y−(0)) is in fact the
Evans function for the equations (1.1) and (1.2). ✸
Remark 4.3. The proof of Theorem 4.1 shows that the 2-modified determinant of
the operator I +K can be computed by the formula
det2(I +K) = e
Θ lim
n→∞
detCd(Y+,n(0) + Y−,n(0)) (4.25)
under the weaker assumption ‖R‖Cd×d ∈ L
1(R) as opposed to (4.4) and (4.5). Here
Y±,n are the unique matrix-valued Jost solutions of the Volterra integral equations
Y+,n(x) = Φ(x)Q −
∫ ∞
x
dx′ Φ(x)Φ(x′)−1Rn(x
′)Y+,n(x
′), x ≥ 0,
Y−,n(x) = Φ(x)(Id −Q) +
∫ x
−∞
dx′Φ(x)Φ(x′)−1Rn(x
′)Y−,n(x
′), x ≤ 0,
(4.26)
and Rn is the truncated perturbation (4.14). We also have the following identities:
Y+,n(0) = Y+,n(0)Q, Y−,n(0) = Y−,n(0)(Id −Q), (4.27)
since the solutions Y±,n are unique. ✸
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Remark 4.4. The exponential fall-off assumption (4.5) has been imposed in Theo-
rem 4.1 to make sure that the matrix-valued Jost solutions Y± exist and are unique
(cf. Remark 3.5). Moreover, under this assumption, one uses continuity of the
mapping (3.7) to conclude that
lim
n→∞
detCd(Y+,n(0) + Y−,n(0)) = detCd
(
lim
n→∞
(Y+,n(0) + Y−,n(0))
)
= detCd(Y+(0) + Y−(0)).
(4.28)
Example 3.6 shows that the exponential fall-off assumptions (4.5) are indeed needed
to interchange the limit n → ∞ and the determinant in (4.28). In fact, in this
example one immediately verifies that the Jost solutions Y±,n associated with the
truncated perturbation Rn are given by
Y+,n(x) =

e
−2x e−2x[sin(x)− sin(n)]) 0
0 e−x 0
0 0 0
 , 0 ≤ x ≤ n,
e
−2x 0 0
0 e−x 0
0 0 0
 , x > n,
Y−,n(x) =
0 0 00 0 0
0 0 ex
 , x ≤ 0.
(4.29)
Clearly, the sequence of the 3 × 3 matrices Y+,n(0) does not converge as n → ∞,
while limn→∞ detCd(Y+,n(0)+Y−,n(0)) does exist since detCd(Y+,n(0)+Y−,n(0)) = 1
for all n ∈ N. Consequently, (4.28) fails. ✸
5. Sub-exponential Weights and the Jost Function
As we have seen in Section 3, the exponential fall-off hypotheses (3.6) and (3.39)
on the perturbation R cannot be relaxed in general because the unperturbed equa-
tion might have at least one of the following two properties: First, the upper
Lyapunov exponent associated with the dichotomy projection Q may not coincide
with the lower Bohl exponent and then, necessarily, the corresponding Bohl interval
is of positive width; and, second, the estimate (2.5) used in the definition of the
lower Bohl exponent κ′(Q) may not hold for κ = κ′(Q) but only for κ = κ′(Q)− ε
for any ε > 0. This results in the de facto presence of an exponential weight factor
fε(|x − x′|) = C(ε)eε|x−x
′| on the right-hand side of (2.5); cf. also (3.11) and the
effect of this on the proof of Theorem 3.2. In this section we restrict our attention
to the class of unperturbed equations (1.1) that do not have either of these proper-
ties. That is, we consider the case when each of the Bohl segments associated with
the dichotomy projections Q and (Id − Q) degenerates into a single point and, in
addition, we assume that the exponential weight factors in the estimates such as
(2.5) are replaced by sub-exponential weight factors induced by a given monotone
weight function f .
We introduce a weight function, f , which, by definition, is a nondecreasing func-
tion f : R+ → R+, satisfying the following conditions:
lim sup
x→∞
log(f(x))
x
= 0, f(0) ≥ 1. (5.1)
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Hypothesis 5.1. Assume Hypothesis 2.8. Suppose that the Bohl segments on R
associated with the projections Q and (Id −Q) have zero width, that is,
κ
′(Q) = κ(Q) < 0 < κ′(Id −Q) = κ(Id −Q). (5.2)
Given a weight function f , we asssume, in addition, that the following estimates
hold for all x, x′ ∈ R:
‖Φ(x)QΦ(x′)−1‖Cd×d ≤ e
κ(Q)(x−x′)f(|x− x′|), 0 ≤ x ≤ x′,
‖Φ(x)(Id −Q)Φ(x
′)−1‖Cd×d ≤ e
κ(Id−Q)(x−x
′)f(|x− x′|), 0 ≥ x ≥ x′.
(5.3)
Given Hypothesis 5.1 we now introduce the matrix-valued Jost solutions as solu-
tions of certain “modified” Volterra integral equations (cf. (3.14)–(3.15) and (4.8)).
Definition 5.2. Assume Hypothesis 5.1 and suppose
‖R‖Cd×d ∈ L
1(R; f2(|x|)dx). (5.4)
Then matrix-valued solutions Y± of (1.2) on R± are called matrix-valued Jost so-
lutions of (1.2) if
Y+(x) = f(|x|)e
κ(Q)xZ+(x), x ≥ 0,
Y−(x) = f(|x|)e
κ(Id−Q)xZ−(x), x ≤ 0,
(5.5)
where Z+(x), x ≥ 0, and Z−(x), x ≤ 0, are the unique bounded solutions of the
Volterra integral equations
Z+(x) = e
−κ(Q)xf(x)−1Φ(x)Q
−
∫ ∞
x
dx′ e−κ(Q)(x−x
′)f(x)−1f(x′)Φ(x)Φ(x′)−1R(x′)Z+(x
′), x ≥ 0,
Z−(x) = e
−κ(Id−Q)xf(|x|)−1Φ(x)(I −Q) (5.6)
+
∫ x
−∞
dx′ e−κ(Id−Q)(x−x
′)f(|x|)−1f(|x′|)Φ(x)Φ(x′)−1R(x′)Z−(x
′), x ≤ 0,
on R+ and R−.
Almost literally repeating the proof of Theorems 3.2 and 3.8 (replacing fε by f),
one concludes that the matrix-valued Jost solutions Y± in the sense of Definition
5.2 satisfy the following asymptotic relations (cf. (3.22)):
e−κ(Q)x‖Y+(x)− Φ(x)Q‖Cd×d =
x→∞
o(1),
e−κ(Id−Q)x‖Y−(x)− Φ(x)(Id −Q)‖Cd×d =
x→−∞
o(1).
(5.7)
Moreover, one obtains the following version of Theorem 4.1.
Theorem 5.3. Assume Hypothesis 5.1, suppose that
‖R‖Cd×d ∈ L
1(R; f2(|x|)dx), (5.8)
and let the integral kernel of the operator K be given by (2.25). Then the 2-modified
perturbation determinant det2(I +K) admits the representation
det2(I +K) = e
ΘdetCd(Y+(0) + Y−(0)), (5.9)
where Θ is defined in (4.3) and Y± are the matrix-valued Jost solutions on R±
introduced in Definition 5.2.
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In the remaining part of this section we will apply Theorem 5.3 to study the
Schro¨dinger equation (3.1) with an integrable potential,
V ∈ L1(R). (5.10)
We consider equations (1.1) and (1.2) with
A(k) =
(
0 1
−k2 0
)
, R(x) =
(
0 0
V (x) 0
)
, x ∈ R. (5.11)
To avoid confusion we emphasize that A is an x-independent function of the param-
eter k in (3.1). Clearly, (1.2), with A = A(k) and R as in (5.11), is the first-order
system corresponding to the Schro¨dinger equation (3.1). We note that σ(A(k)) =
{ik,−ik}, where, without loss of generality, we choose k so that Im(k) ≥ 0. Since
we intend to apply Theorem 5.3, we have to make sure that Hypothesis 2.8 is sat-
isfied. In particular, the unperturbed equation with the x-independent coefficient
A(k) must have an exponential dichotomy on R. This is equivalent to the require-
ment σ(A(k)) ∩ iR = ∅ or, taking into account the choice of k, to the inequality
Im(k) > 0, which we will assume to hold in the remaining part of this section.
Let Q(k) be the spectral projection for A(k) so that σ(A(k)|ran(Q(k))) = {ik}.
We remark that
κ
′(Q(k)) = κ(Q(k)) = Re(ik) and κ′(Id −Q(k)) = κ(Id −Q(k)) = Re(−ik).
(5.12)
Next, we introduce the sub-exponential weight function by
f(x) = c, x ∈ R+, (5.13)
for an appropriate constant c ≥ 1. Since the eigenvalues ±ik of A(k) are simple,
the estimate (5.3) with Φ(k, x) = exA(k), x ∈ R, holds, and thus Hypothesis 5.1 is
satisfied. The matrix-valued Jost solutions Y±(k, ·) in the sense of Definition 5.2
are the unique solutions of the Volterra integral equations
Y+(k, x) = e
xA(k)Q(k)−
∫ ∞
x
dx′ e(x−x
′)A(k)R(x′)Y+(k, x
′), x ≥ 0,
Y−(k, x) = e
xA(k)(Id −Q(k)) +
∫ x
−∞
dx′ e(x−x
′)A(k)R(x′)Y−(k, x
′), x ≤ 0,
(5.14)
such that the matrix-valued functions Z±(k, x) = e
∓ikxY±(k, x), x ∈ R±, are
bounded. Since V ∈ L1(R), the conclusion of Theorem 5.3 holds with Y±(k, ·)
given by (5.14).
Next, we will relate the finite-dimensional determinant in (5.9) and the classical
Jost function (see, e.g., [6, Ch. XVII], [46, Sect. 12.1] for the latter). First, we recall
some well-known notions from scattering theory (see [28] for a detailed bibliogra-
phy). The Jost solutions, u±(k, ·), of the Schro¨dinger equation (3.1) are defined as
solutions of the Volterra integral equations
u±(k, x) = e
±ikx −
∫ ±∞
x
dx′ k−1 sin(k(x − x′))V (x′)u±(k, x
′),
Im(k) > 0, x ∈ R.
(5.15)
The Jost function, J = J (k) is defined by
J (k) =
1
2ik
W (u−(k, ·), u+(k, ·)), Im(k) > 0, (5.16)
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where W (u(x), v(x)) = u(x)v′(x) − u′(x)v(x) is the Wronskian of u and v with
u, v ∈ C1(R). For k > 0, J (k) is the reciprocal of the transmission coefficient (see,
e.g., formula (XVII.1.36) in [6]). We note that J (k) is independent of x ∈ R since
trC2(A(k)) = 0.
Next, we consider the factorization V = VℓVr with
Vℓ(x) = |V (x)|
1/2, Vr(x) = |V (x)|
1/2 exp(i arg(V (x)), x ∈ R. (5.17)
To make the connection with (2.23), we remark that
Rℓ(x) =
(
0 0
Vℓ(x) 0
)
, Rr(x) =
(
Vr(x) 0
0 0
)
, x ∈ R. (5.18)
Finally, we introduce the integral operator, L(k) on L2(R) with integral kernel
L(k, x, x′) =
i
2k
Vr(x)e
ik|x−x′|Vℓ(x
′), Im(k) > 0, x, x′ ∈ R. (5.19)
The following corollary of Theorem 5.3 recovers a well-known relation between
the Fredholm determinant of the operator I+L(k) and the Jost function originally
due to Jost and Pais [36] (see also [44], [45], [46, Sect. 12.1.1] and, specifically, [28,
Theorem 4.7]). More importantly, it shows that the classical Jost function coincides
with the finite-dimensional determinant detCd(Y+(k, 0)+Y−(k, 0)) in (5.9) obtained
by means of the matrix-valued Jost solutions introduced in Definition 5.2. As we
will see in Section 9, this determinant is, in fact, the Evans function associated with
equations (1.1) and (1.2).
Theorem 5.4. Assume that the potential of the Schro¨dinger equation (3.1) satisfies
V ∈ L1(R), and fix k ∈ C such that Im(k) > 0. Let K(k) be the integral operator
on L2(R)2 with the integral kernel given by (2.25), where Φ(k, x) = exA(k), x ∈ R,
and A(k) is defined in (5.11), and Rℓ and Rr are defined by (5.18). Let L(k) be
the integral operator on L2(R) with the integral kernel given by (5.19) and J (k) be
the Jost function of (3.1). Finally, let Y±(k, ·) be the matrix-valued Jost solutions
(5.14) on R± for (1.1) and (1.2) with A(k) and R given by (5.11). Then the
following assertions hold:
(i) J (k) = detC2(Y+(k, 0) + Y−(k, 0)).
(ii) The 2-modified Fredholm determinant admits the following representation:
det2(I +K(k)) = det2(I + L(k)) = e
Θ(k)J (k), (5.20)
where
Θ(k) =
1
2ik
∫
R
dxV (x). (5.21)
Proof. It is convenient to diagonalize A(k) and exA(k), x ∈ R. To this effect we
introduce the matrices
T (k) =
(
1 1
ik −ik
)
, T (k)−1 =
1
2ik
(
ik 1
ik −1
)
,
A˜(k) = T (k)−1A(k)T (k) =
(
ik 0
0 −ik
)
, (5.22)
Q˜ =
(
1 0
0 0
)
, S(k) =
1
2ik
(
1 1
−1 −1
)
,
Q(k) = T (k)Q˜T (k)−1 =
1
2
(
1 (ik)−1
ik 1
)
. (5.23)
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We note that Q˜ is the spectral projection for A˜(k) so that
σ(A˜(k)|ran(Q˜)) = σ(A(k)|ran(Q(k))) = {ik}. (5.24)
Passing to the matrix-valued functions Y˜±(k, x) = T (k)
−1Y±(k, x)T (k), x ∈ R±, in
(5.14), we obtain the integral equations
Y˜+(k, x) = e
xA˜(k)Q˜ −
∫ ∞
x
dx′ e(x−x
′)A˜(k)V (x′)S(k)Y˜+(k, x
′), x ≥ 0, (5.25)
Y˜−(k, x) = e
xA˜(I − Q˜) +
∫ x
−∞
dx′ e(x−x
′)A˜(k)V (x′)S(k)Y˜−(k, x
′), x ≤ 0. (5.26)
The property Y˜+(k, ·) = Y˜+(k, ·)Q˜ and (5.25) imply that the second column of
the 2 × 2 matrix Y˜+(k, ·) is equal to zero, while Y˜−(k, ·) = Y˜−(k, ·)(I2 − Q˜) and
(5.26) imply that the first column of Y˜−(k, ·) is equal to zero. Thus, in the matrix
equations (5.25) and (5.26) we can separately consider the first and the second
column, respectively. Let y˜+(k, ·) denote the first column of Y˜+(k, ·) and y˜−(k, ·)
denote the second column of Y˜−(k, ·). Passing in (5.25) and (5.26) to the C2-
valued functions y±(k, x) = T (k)y˜±(k, x), x ∈ R±, we observe
2 that they satisfy
the following C2-valued integral equations:
y+(k, x) = e
ikx(1 ik)⊤ −
∫ ∞
x
dx′ V (x′)T (k)e(x−x
′)A˜(k)S(k)T (k)−1y+(k, x
′),
x ≥ 0, (5.27)
y−(k, x) = e
−ikx(1 − ik)⊤ +
∫ x
−∞
dx′ V (x′)T (k)e(x−x
′)A˜(k)S(k)T (k)−1y−(k, x
′),
x ≤ 0.
A direct calculation using (5.22) and (5.23) shows that
T (k)e(x−x
′)A˜(k)S(k)T (k)−1 =
(
k−1 sin(k(x− x′)) 0
cos(k(x − x′)) 0
)
,
Im(k) > 0, x, x′ ∈ R.
(5.28)
Since Y±(k, ·) are matrix-valued solutions of (1.2), it follows that y±(k, ·) are C2-
valued solutions of (1.2). Next, we denote by u±(k, ·) the top entry of the 2 × 1
vector y±(k, ·). Differentiating the first components in the 2 × 1 vector integral
equations in (5.27), we observe that y±(k, x) = (u±(k, x) u
′
±(k, x))
⊤, x ∈ R±,
and thus u±(k, ·) are (scalar-valued) solutions of the Schro¨dinger equation (3.1).
Moreover, it follows from (5.27) that u±(k, ·) satisfy (5.15), that is, u±(k, ·) are the
traditional Jost solutions of (3.1). This proves assertion (i) since
detC2(Y+(k, 0) + Y−(k, 0)) = detC2(Y˜+(k, 0) + Y˜−(k, 0))
= detC2((y˜+(k, 0) y˜−(k, 0))) = detC2
(
T (k)−1(y+(k, 0) y−(k, 0))
)
=
−1
2ik
W (u+(k), u−(k)) = J (k). (5.29)
Finally, we turn to the proof of assertion (ii). A direct computation in (4.3) using
(5.11) and the formula for Q(k) in (5.23), verifies the formula for Θ(k) in (5.21).
Using (2.25) and (5.18), and with the help of the diagonalization described in (5.22)
2We use ⊤ for transposition so that (a b)⊤ is a (2× 1) column vector.
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and (5.23), one computes that the matrix-valued integral kernelK(k, x, x′) in (2.25)
and the scalar-valued integral kernel L(k, x, x′) in (5.19) are related by the formula
K(k, x, x′) = L(k, x, x′)Q˜, x, x′ ∈ R, (5.30)
where Q˜ is the projection in (5.23). This implies det2(I +K(k)) = det2(I +L(k)).
Thus, relation (5.9) and assertion (i) yield assertion (ii). 
While we assumed Im(k) > 0 throughout this section, we note that continuity of
K(k) and L(k) with respect to k, Im(k) ≥ 0, k 6= 0, in the Hilbert–Schmidt norm,
permits one to extend the results of Theorem 5.4 (i), (ii) to all Im(k) ≥ 0, k 6= 0,
by continuity.
6. Generalized Matrix-Valued Jost Solutions
In this section we start the discussion of a generalization of the matrix-valued
Jost solutions introduced in Definition 3.1, and prove an extension of Theorem 3.2
assuming that the dichotomy projection Q admits further exponential splitting. As
we will see later on, the generalized matrix-valued Jost solutions will allow us to
relax the exponential fall-off hypothesis on the perturbation imposed in (4.5). We
recall from Remark 3.5 that these hypotheses are optimal, provided one merely
assumes the existence of an exponential dichotomy Q with no further splitting. To
simplify the exposition in this section, we will only consider the case where the
dichotomy projection Q admits a splitting of order two and postpone the general
case of the exponential splitting of arbitrary order until Section 7.
Hypothesis 6.1. Assume Hypothesis 2.8. In addition, assume that the dichotomy
projection Q can be represented in the form Q = Q1 + Q2, where Q1 and Q2 are
projections which are uniformly conjugated by Φ on R such that the Bohl segment
[κ′(Q1),κ(Q1)] lies strictly below [κ
′(Q2),κ(Q2)], that is,
κ
′(Q1) ≤ κ(Q1) < κ
′(Q2) ≤ κ(Q2) < 0 < κ
′(Id −Q) ≤ κ(Id −Q). (6.1)
We will consider the generalized d × d matrix-valued Jost solutions on R+ (cf.
Definition 3.1), the case of R− can be treated similarly.
Definition 6.2. Assume R ∈ L1loc(R)
d×d and Hypothesis 6.1. Then d× d matrix-
valued solutions Y
(1)
+ and Y
(2)
+ of the perturbed differential equation (1.2) on R+
are called generalized matrix-valued Jost solutions associated with the projections
Q1 and Q2 if
lim sup
x→∞
log ‖Y
(j)
+ (x)− Φ(x)Qj‖Cd×d
x
< κ′+(Qj) (6.2)
and
Y
(j)
+ (0) = Y
(j)
+ (0)Qj , j = 1, 2. (6.3)
We emphasize that the additional technical requirement in (6.3) can always be
satisfied as soon as (6.2) holds for some solutions Y
(j)
+ , j = 1, 2. Indeed, if the
solutions Y
(j)
+ satisfy (6.2), then Y
(j)
+ Qj , j = 1, 2, are solutions of the perturbed
differential equation satisfying both (6.2) and (6.3).
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Remark 6.3. We note that the generalized matrix-valued Jost solution Y
(2)
+ is
not unique. Indeed, if Y
(2)
+ is a solution satisfying (6.2) for j = 2, and Y+ is
any solution of (1.2) whose upper Lyapunov exponent on R+ belongs to the Bohl
segment [κ′+(Q1),κ+(Q1)], then the solution Y
(2)
+ +Y+ again satisfies (6.2) for j = 2
since
lim sup
x→∞
log ‖Y
(2)
+ (x) + Y+(x)− Φ(x)Q2‖Cd×d
x
≤ max
{
lim sup
x→∞
log ‖Y
(2)
+ (x) − Φ(x)Q2‖Cd×d
x
,κ+(Q1)
}
< κ′+(Q2).
(6.4)
✸
We start with the following elementary fact.
Lemma 6.4. Let α > 0 and assume that 0 ≤ p ∈ L1(R+). Then,
lim
x→∞
e−αx
∫ x
0
dx′ eαx
′
p(x′) = 0. (6.5)
Proof. Assuming mes ({x ≥ 0 | p(x) > 0}) > 0 and introducing q(x) =
∫ x
0 dx
′ p(x′),
x ≥ 0, an integration by parts yields
e−αx
∫ x
0
dx′ eαx
′
p(x′) = q(x) − αe−αx
∫ x
0
dx′ eαx
′
q(x′), x ≥ 0. (6.6)
Since p is nonnegative and integrable on R+, limx→∞ q(x) is positive, and the
integral
∫ x
0
dx′ eαx
′
q(x′) diverges. Using l’Hoˆpital’s rule one obtains assertion (6.5).

The following result ensures the existence of the generalized matrix-valued Jost
solutions on R+ introduced in Definition 6.2 under much weaker exponential fall-off
assumptions on the perturbation than (3.5) and (3.6) (we recall that the require-
ment (3.5) is optimal if we want to deal with the matrix-valued solutions introduced
in Definition 3.1 only).
Theorem 6.5. Assume Hypothesis 6.1 and the condition
‖R‖Cd×d ∈ L
1(R+; e
βxdx) (6.7)
with some
β > max
j=1,2
{λ+(Qj)− κ
′
+(Qj)}. (6.8)
Then the perturbed differential equation (1.2) has generalized matrix-valued Jost
solutions Y
(j)
+ , j = 1, 2.
Proof. Existence and uniqueness of the generalized Jost solution Y
(1)
+ on R+ asso-
ciated with the projection Q1 follows from Theorem 3.2 and Remark 3.3; to check
condition (6.3) for j = 1 we note that Y
(1)
+ (x) = Y
(1)
+ (x)Q, x ≥ 0, since the solution
Y
(1)
+ is unique.
By hypothesis and the definition of the lower Bohl exponents (cf. (2.5)), for any
ε > 0 there exists a positive constant C(ε) > 0 such that
‖Φ(x)(I −Q1)Φ(x
′)−1‖Cd×d
≤ ‖Φ(x)Q2Φ(x
′)−1‖Cd×d + ‖Φ(x)(Id −Q)Φ(x
′)−1‖Cd×d
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≤
(
e(κ
′
+(Q2))(x−x
′) + e(κ
′
+(Id−Q))(x−x
′)
)
fε(|x − x
′|), 0 ≤ x ≤ x′, (6.9)
where fε(x) = C(ε)e
ε|x|. Since κ′+(Q2) < κ
′
+(Id −Q), we infer the estimate
‖Φ(x)(I −Q1)Φ(x
′)−1‖Cd×d ≤ 2e
(κ′+(Q2))(x−x
′)fε(|x− x
′|), 0 ≤ x ≤ x′. (6.10)
By the definition of the upper Bohl exponent, one may also assume that
‖Φ(x)Q1Φ(x
′)−1‖Cd×d ≤ 2e
(κ+(Q1))(x−x
′)fε(|x− x
′|), 0 ≤ x′ ≤ x. (6.11)
Taking ε > 0 such that 0 < 2ε < β − (λ+(Q2) − κ
′
+(Q2)), and introducing the
function
p(x) = e(λ+(Q2)−κ
′
+(Q2))xf2ε (x)‖R(x)‖Cd×d , x ≥ 0, (6.12)
one observes that 0 ≤ p ∈ L1(R+) by assumptions (6.7) and (6.8). For brevity we
denote µ = λ+(Q2), α = κ
′
+(Q2) − κ+(Q1), and, for any τ ≥ 0, we introduce the
integral kernel
F τµ (x, x
′) = e−µ(x−x
′) fε(x
′)
fε(x)
{
−Φ(x)(I −Q1)Φ(x′)−1R(x′), τ ≤ x < x′,
Φ(x)Q1Φ(x
′)−1R(x′), τ ≤ x′ ≤ x.
(6.13)
Using (6.10) and (6.11) and the inequalities κ′+(Q2)− λ+(Q2) ≤ 0 and α > 0, one
derives the following estimate:
‖F τµ (x, x
′)‖Cd×d ≤ 2fε(x)
−1f2ε (x
′)‖R(x′)‖Cd×d
×
{
e(κ
′
+(Q2)−λ+(Q2))(x−x
′), τ ≤ x < x′,
e(κ+(Q1)−λ+(Q2))(x−x
′), τ ≤ x′ ≤ x,
= 2fε(x)
−1e(κ
′
+(Q2)−λ+(Q2))xp(x′)
{
1, τ ≤ x < x′,
e−α(x−x
′), τ ≤ x′ ≤ x,
(6.14)
≤ 2fε(x)
−1p(x′), x, x′ ≥ τ. (6.15)
On the space Cb([τ,∞))d×d we define the integral operator F τµ by
(F τµZ)(x) =
∫ ∞
τ
dx′ F τµ (x, x
′)Z(x′), x ≥ τ, (6.16)
and consider the corresponding Fredholm-type integral equation
Z(x) = Z(0)(x)− (F τµZ)(x), x ≥ τ, (6.17)
where Z(0) is defined by
Z(0)(x) = e−µxf−1ε (x)Φ(x)Q2, x ≥ τ. (6.18)
Since fε ≥ 1 and p ∈ L1(R+), the estimate in (6.15) shows that the integral operator
F τµ is a contraction on Cb([τ,∞))
d×d for τ ≥ 0 sufficiently large. Since the expo-
nential decay of ‖ΦQ2‖Cd×d is controlled by µ, we see that Z
(0) ∈ Cb([τ,∞))d×d.
Thus, the integral equation (6.17) has a unique solution Z ∈ Cb([τ,∞))
d×d that
can be obtained by the iteration process
Z(x) =
∞∑
j=1
Z(j)(x), Z(j)(x) = (F τµZ
(j−1))(x), j ∈ N, x ≥ τ. (6.19)
Clearly, by uniqueness of the solution,
Z(x) = Z(x)Q2, x ≥ τ. (6.20)
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A straightforward computation shows that the function
Y
(2)
+ (x) = e
µxfε(x)Z(x), x ≥ τ, (6.21)
yields a solution of the perturbed differential equation in (1.2). Moreover, from
(6.17) and (6.14) it also follows that
fε(x)‖Z(x) − Z
(0)(x)‖Cd×d ≤ 2e
(κ′+(Q2)−λ+(Q2))x
(
‖p‖L1([x,∞))
+ e−αx
∫ x
0
dx′p(x′)eαx
′
)
‖Z‖Cb([τ,∞))d×d , x ≥ τ.
(6.22)
Using p ∈ L1(R+) and Lemma 6.4, (6.22) implies the asymptotic relation
e−κ
′
+(Q2)x‖Y
(2)
+ (x)− Φ(x)Q2‖Cd×d =x→∞
o(1). (6.23)
Moreover, using (6.7) and (6.8) again, choose δ ∈ (0, α) sufficiently small such that
the function pδ(x) = e
δxp(x), x ≥ 0, is integrable on R+. Then (6.22) implies
fε(x)‖Z(x) − Z
(0)(x)‖Cd×d ≤ 2e
−δxe(κ
′
+(Q2)−λ+(Q2))x
(
‖pδ‖L1([x,∞))
+ e−(α−δ)x
∫ x
0
dx′pδ(x
′)e(α−δ)x
′
)
‖Z‖Cb([τ,∞))d×d , x ≥ τ.
(6.24)
Using pδ ∈ L
1(R+) and Lemma 6.4 again, one obtains the asymptotic relation
e−κ
′
+(Q2)x‖Y
(2)
+ (x) − Φ(x)Q2‖Cd×d =x→∞
o(e−δx). (6.25)
Finally, the matrix-valued solution Y
(2)
+ can be uniquely extended to the interval
[0, τ) by solving the initial value problem
Y
(2)
+
′
(x) = (A(x) +B(x))Y
(2)
+ (x), x ≥ τ, Y
(2)
+ (τ) = e
µτfε(τ)Z(τ). (6.26)
In addition, from (6.25) one derives (6.2), and from (6.20) it follows that Y
(2)
+ (0) =
Y
(2)
+ (0)Q2, completing the proof. 
In order to discuss uniqueness properties of the generalized d× d matrix-valued
Jost solution Y
(2)
+ up to lower-order terms (cf. Remark 6.3), we recall that if Q is
the (unique) exponential dichotomy projection for the unperturbed equation (1.1)
on R, then equation (1.1) also has an exponential dichotomy on R+ with the same
dichotomy projection Q. However, the corresponding Bohl segment on R+ may be
strictly smaller than that on R, that is, [κ′+(Q),κ+(Q)] ⊂ [κ
′(Q),κ(Q)], see (2.10).
By Lemma 2.13, the perturbed differential equation with ‖R‖Cd×d ∈ L
1(R+) will
also have an exponential dichotomy on R+ with a dichotomy projection P having
the same Bohl exponents as the unperturbed differential equation for the dichotomy
projection Q. We emphasize that the dichotomy projection P is not unique: Only
the subspace ran(P ) is determined uniquely since it consists precisely of those initial
data y0 such that the C
d-valued solutions of the initial value problem
y′(x) = (A(x) +R(x))y(x), x ≥ 0, y(0) = y0, (6.27)
are bounded on R+. Moreover, by Lemma 2.14, if Q = Q1 +Q2 is an exponential
splitting for (1.1) on R (and therefore on R+), then the dichotomy projection P for
(1.2) on R+ also admits an exponential splitting P = P1 + P2 with the same Bohl
segments, that is, [κ′+(Pj),κ+(Pj)] = [κ
′
+(Qj),κ+(Qj)], j = 1, 2. The projection
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P1 is not uniquely determined but its range is, since ran(P1) consists of precisely
those initial data y0 such that the Lyapunov exponent of the C
d-valued solution
of (6.27) satisfies λ+(y) ≤ κ+(P1) < κ′+(P2) = κ
′
+(Q2) (cf. Remark 2.7). Thus,
in view of Theorem 6.5 and Remark 6.3, we have proved the following uniqueness
result:
Corollary 6.6. Assume the hypotheses of Theorem 6.5. Then:
(i) The generalized matrix-valued Jost solution Y
(1)
+ associated with the projection
Q1 is unique.
(ii If Y
(2)
+ and Y˜
(2)
+ are any two generalized matrix-valued Jost solutions associated
with the projection Q2 then ran(Y
(2)
+ (0)− Y˜
(2)
+ (0)) ⊆ ran(P1).
7. Exponential Splitting of Arbitrary Order
In this section we consider the generalized matrix-valued Jost solutions of (1.2) in
the general case where the unperturbed equation (1.1) has an exponential splitting
of arbitrary order on R.
Hypothesis 7.1. Assume Hypothesis 2.8 with d ≥ 2. Suppose, in addition, that
for some d′, 2 ≤ d′ ≤ d and k0, 1 ≤ k0 ≤ d′ − 1, the dichotomy projection Q
on R for (1.1) admits an exponential splitting Q =
∑k0
j=1Qj of order k0, and the
projection (Id − Q) admits an exponential splitting I − Q =
∑d′
j=k0+1
Qj of order
d′ − k0, where the projections Qj, j = 1, 2, . . . , d′, are uniformly conjugated by Φ
on R and the corresponding disjoint Bohl segments [κ′(Qj),κ(Qj)] are ordered as
follows:
κ
′(Qj) ≤ κ(Qj) < κ
′(Qj+1) ≤ κ(Qj+1), 1 ≤ j ≤ d
′ − 1. (7.1)
Definition 7.2. Assume R ∈ L1loc(R)
d×d and Hypothesis 7.1. Then d× d matrix-
valued solutions Y
(j)
+ , j = 1, . . . , k0, on R+ and Y
(j)
− , j = k0 + 1, . . . , d
′, on R− of
the differential equation
Y ′(x) = (A(x) +R(x))Y (x), x ∈ R±, (7.2)
are called generalized matrix-valued Jost solutions associated with the exponential
splitting {Qj}d
′
j=1 if
lim sup
x→∞
log ‖Y
(j)
+ (x) − Φ(x)Qj‖Cd×d
x
< κ′+(Qj), (7.3)
Y
(j)
+ (0) = Y
(j)
+ (0)Qj , j = 1, 2, . . . , k0, (7.4)
and
lim inf
x→−∞
log ‖Y
(j)
− (x)− Φ(x)Qj‖Cd×d
x
> κ−(Qj), (7.5)
Y
(j)
− (0) = Y
(j)
− (0)Qj, j = k0 + 1, . . . , d
′. (7.6)
Assuming Hypothesis 7.1, and referring to Lemmas 2.13–2.14, let
P+ = P1 + P2 + · · ·+ Pk0 (7.7)
be the exponential splitting of order k0 of the dichotomy projection P+ for (1.2) on
R+ such that
[κ′+(Pj),κ+(Pj)] = [κ
′
+(Qj),κ+(Qj)], j = 1, . . . , k0. (7.8)
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Similarly, let
P− = Pk0+1 + Pk0+2 + · · ·+ Pd′ (7.9)
be the exponential splitting of order (d′ − k0) of the dichotomy projection P− for
(1.2) on R− such that
[κ′−(Pj),κ−(Pj)] = [κ
′
−(Qj),κ−(Qj)], j = k0 + 1, . . . , d
′. (7.10)
Our next result shows that the generalized matrix-valued Jost solutions exist and
are unique up to lower exponential order terms.
Theorem 7.3. Assume Hypothesis 7.1 and the condition
‖R‖Cd×d ∈ L
1(R; eβ|x|dx) (7.11)
with some
β > max
{
max
1≤j≤k0
{λ+(Qj)− κ
′
+(Qj)}, max
k0+1≤j≤d′
{κ−(Qj)− λ
′
−(Qj)}
}
. (7.12)
Then the following conclusion holds:
(i) The perturbed equation (1.2) has generalized matrix-valued Jost solutions in the
sense of Definition 7.2, Y
(j)
+ , j = 1, 2, . . . , k0, on R+ and Y
(j)
− , j = k0 + 1, . . . , d
′,
on R− associated with the exponential splitting {Qj}d
′
j=1.
For any set of generalized matrix-valued Jost solutions in the sense of Definition
7.2, the following assertions hold:
(ii) The generalized matrix-valued Jost solutions Y
(1)
+ and Y
(d′)
− , associated with the
projections Q1 and Qd′ , are uniquely determined and satisfy
ran(Y
(1)
+ (0)) ⊆ ran(P1), ran(Y
(d′)
− (0)) ⊆ ran(Pd′). (7.13)
(iii) The generalized matrix-valued Jost solutions Y
(j)
+ , j = 2, . . . , k0, and Y
(j)
− ,
j = k0 + 1, . . . , d
′ − 1, satisfy
ran(Y
(j)
+ (0))\{0} ⊆ ran
( j∑
k=1
Pk
)∖
ran
( j−1∑
k=1
Pk
)
, j = 2, . . . , k0, (7.14)
ran(Y
(j)
− (0))\{0} ⊆ ran
( d′∑
k=j
Pk
)∖
ran
( d′∑
k=j+1
Pk
)
, j = k0 + 1, . . . , d
′ − 1.
(7.15)
(iv) If Y
(j)
+ and Y˜
(j)
+ are any two generalized matrix-valued Jost solutions associated
with the projections Qj for j = 2, . . . , k0 and Y
(j)
− and Y˜
(j)
− are any two generalized
Jost solutions associated with the projection Qj for j = k0 + 1, . . . , d
′ − 1, then
ran
(
Y
(j)
+ (0)− Y˜
(j)
+ (0)
)
⊆ ran
( j−1∑
k=1
Pk
)
, j = 2, . . . , k0, (7.16)
ran
(
Y
(j)
− (0)− Y˜
(j)
− (0)
)
⊆ ran
( d′∑
k=j+1
Pk
)
, j = k0 + 1, . . . , d
′ − 1. (7.17)
Proof. We will provide a sketch of the proof for the case of R+ referring for details
to the proof of Theorem 6.5. The case of R− is treated similarly.
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To prove (i) and the uniqueness statement in (ii), we fix j ∈ {1, . . . , k0} and
denote µj = λ+(Qj)+ ε, j = 1, . . . , k0, for some ε > 0. In addition, for some τ ≥ 0,
we introduce the integral operator F τ,jµj with integral kernel
F τ,jµj (x, x
′) = e−µj(x−x
′)

−Φ(x)
[∑d′
k=j Qk
]
Φ(x′)−1R(x′), τ ≤ x < x′,
Φ(x)
[∑j−1
k=1Qk
]
Φ(x′)−1R(x′), τ ≤ x′ ≤ x,
(7.18)
on the Banach space Cb([τ,∞))d×d. Repeating the arguments in the proof of
Theorem 6.5 under hypothesis (7.12), one concludes that the operator F τ,jµj is a
contraction on Cb([τ,∞))d×d, provided τ is large enough and ε is sufficiently small.
Thus, for each such τ , the Fredholm-type integral equation
Z(j)(x) = Z
(j)
0 (x) − (F
τ,j
µj Z
(j))(x), x ≥ τ, (7.19)
where Z
(j)
0 is defined by
Z
(j)
0 (x) = e
−µjxΦ(x)Qj , x ≥ τ, (7.20)
has a unique bounded matrix-valued solution on [τ,∞) that can be obtained by
iterations similar to (6.19). We note that if j = 1, then equation (7.19) is a Volterra
integral equation, and there is no need to pass to a large τ to ensure the contraction
property: Indeed, the Volterra integral operator F τ,1µ1 has zero spectral radius on
Cb([τ,∞))d×d for any τ ≥ 0 and one can start the iteration process to obtain the
solution even at τ = 0 (cf. the proof of Theorem 3.2). In particular, this shows the
uniqueness part of (ii). If j = 2, . . . , k0, then the generalized Jost solution Y
(j)
+ on
R+ is first constructed on the interval [τ,∞) by Y
(j)
+ (x) = e
µjxZ(j)(x), x ≥ τ , and
then extended to [0, τ) by solving the initial value problem(
Y
(j)
+
)′
(x) = (A(x) +R(x))Y
(j)
+ (x), x ∈ [0, τ ], Y
(j)
+ (τ) = e
µjτZ(j)(τ). (7.21)
One verifies as in the proof of Theorem 6.5 that (7.3) and (7.4) hold. (We note the
fact that for j = 2, . . . , k0, the generalized matrix-valued Jost solutions depend on
τ). This yields the existence of the generalized Jost solutions associated with the
exponential splitting Q =
∑k0
j=1Qj of the dichotomy projection Q.
Inclusion (7.13) in (ii), and assertions (iii) and (iv) follow from (7.3), (7.4)
and the elementary properties of Lyapunov exponents of Cd-valued solutions of
differential equations listed in Remark 2.7. Indeed, turning to the proof of (7.13)
and (7.14), we first remark that for j = 1, . . . , k0,
lim sup
x→∞
log ‖Y
(j)
+ (x)‖Cd×d
x
≤ max
{
lim sup
x→∞
log ‖Y
(j)
+ (x)− Φ(x)Qj‖Cd×d
x
, λ+(Qj)
}
(7.22)
does not exceed κ+(Qj) = κ+(Pj) by (7.3). Thus, the Lyapunov exponent λ+(y)
of the Cd-valued solution y of (1.2) with initial data y(0) ∈ ran
(
Y
(j)
+ (0)
)
is strictly
smaller than λ′+(Pj+1) for j = 1, . . . , k0 − 1 and is negative for j = k0. Applying
(2.19) to the perturbed equation (1.2), we obtain the inclusion ran
(
Y
(j)
+ (0)
)
⊆
ran
(∑j
k=1 Pk
)
for j = 1, . . . , k0. To finish the proof of (7.14) for j = 2, . . . , k0,
let us suppose that there is a nonzero vector y0 = Y
(j)
+ (0)y1, with some y1 ∈ C
d,
such that y0 ∈ ran
(∑j−1
k=1 Pk
)
. By (7.4) we have Qjy1 6= 0. Then the Lyapunov
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exponent of the Cd-valued solution y of the initial value problem (6.27) given by
y(x) = Y
(j)
+ (x)y1, x ≥ 0, must satisfy λ+(y) ≤ κ+(Pj−1) by Remark 2.7. This leads
to a contradiction proving (7.14). Indeed, adding and subtracting y(x) = Y
(j)
+ (x)y1
in ‖Φ(x)Qjy1‖Cd , we conclude from (7.3) that
lim sup
x→∞
log(‖Φ(x)Qjy1‖Cd)
x
≤ max
{
lim sup
x→∞
log ‖Y
(j)
+ (x) − Φ(x)Qj‖Cd×d
x
,κ+(Pj−1)
}
< κ′+(Qj). (7.23)
But this is impossible since the Lyapunov exponent of the nonzero Cd-valued so-
lution ΦQjy1 of (1.1) on R+ with initial data Qjy1 ∈ ran(Qj) must belong to the
Bohl segment [κ′+(Qj),κ+(Qj)] (see again Remark 2.7).
Finally, to verify assertion (iv) we add and subtract Φ(x)Qj in Y
(j)
+ (x)− Y˜
(j)
+ (x)
and use (7.3) to conclude that λ+(y) < λ
′
+(Pj) for every C
d-valued solution y of
(1.2) with y(0) ∈ ran
(
Y
(j)
+ (0)− Y˜
(j)
+ (0)
)
. This proves inclusion (7.16). 
Remark 7.4. In addition to assertions (ii)–(iv) in Theorem 7.3, the generalized
matrix-valued Jost solutions Y
(j)
± , constructed in the existence part (i) of Theorem
7.3 by means of the Fredholm-type integral equations (7.19) and their analogs
for R−, have the following property: If Rn, n ∈ N, is the sequence of truncated
perturbations as in (4.14), and Y
(j)
±,n denote the generalized matrix-valued Jost
solutions associated with the perturbation Rn (see the proof of Theorem 4.1), then
lim
n→∞
Y
(j)
±,n(0) = Y
(j)
± (0). (7.24)
To see this one follows the course of the proof of Theorem 6.5. First one establishes
continuity of the map R 7→ Z(j) from L1(R+; eβxdx) to Cb([τ,∞))d×d, defined in a
neighborhood U(R) of R in the space L1(R+; eβxdx). Subsequently, one shows that
the convergence of the sequence {Rn}n∈N from this neighborhood to R as n→ ∞
in the L1(R+; e
βxdx)-topology yields (7.24). ✸
Next, given any set of generalized matrix-valued Jost solutions, we introduce
the following Evans determinant (the terminology is related to the Evans function,
which is further discussed in Section 9).
Definition 7.5. For a given set of generalized matrix-valued Jost solutions Y
(j)
+ ,
j = 1, . . . , k0, on R+ and Y
(j)
− , j = k0 + 1 . . . , d
′, on R−, the Evans determinant,
D, is defined by
D = detCd(Y+ + Y−), where Y+ =
k0∑
j=1
Y
(j)
+ (0), Y− =
d′∑
j=k0+1
Y
(j)
− (0). (7.25)
The following important and purely algebraic result shows that although the
generalized matrix-valued Jost solutions are not unique, the Evans determinant D
is uniquely determined by equations (1.1) and (1.2).
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Lemma 7.6. Assume Hypothesis 7.1. Then the determinant D in (7.25) is in-
dependent of the choice of the generalized matrix-valued Jost solutions Y
(j)
+ , j =
1, . . . , k0, and Y
(j)
− , j = k0 + 1 . . . , d
′.
Proof. Using the notation (7.7) and (7.9), let P+ and P− be the dichotomy projec-
tions and {Pj}
k0
j=1 and {Pj}
d′
j=k0+1
be the exponential splittings for (1.2) on R+ and
R−, having the same Bohl segments as the splitting {Qj}d
′
j=1 for (1.1). Without
loss of generality, we will assume that the subspaces ran(Pj), j = 1, . . . , d
′, satisfy
ran(P1)+˙ ran(P2)+˙ · · · +˙ ran(Pd′) = Cd (otherwise the determinant D is equal to
zero for any choice of the system of the generalized Jost solutions). We note that
ran(Y±) ⊆ ran(P±) by assertions (ii) and (iii) in Theorem 7.3, and Y+ = Y+Q
and Y− = Y−(Id −Q) by (7.4) and (7.6). Thus, treating the matrices Y± in (7.25)
as operators Y+ : ran(Q) → ran(P+) and Y− : ran(Id − Q) → ran(P−), we ob-
serve that the block-operator Y = Y+ +Y− is diagonal in the following direct sum
decomposition:
Y =
(
Y+ 0
0 Y−
)
: Cd = ran(Q)+˙ ran(Id −Q)→ C
d = ran(P+)+˙ ran(P−). (7.26)
Assertions (ii) and (iii) of Theorem 7.3 then also yield that the matrix of the
operator
Y+ : ran(Q) = ran(Q1)+˙ · · · +˙ ran(Qk0)
→ ran(P+) = ran(P1)+˙ · · · +˙ ran(Pk0 )
(7.27)
is upper-triangular, while the matrix of the operator
Y− : ran(Id −Q) = ran(Qk0+1)+˙ · · · +˙ ran(Qd′)
→ ran(P+) = ran(Pk0+1)+˙ · · · +˙ ran(Pd′)
(7.28)
is lower-triangular. Moreover, from assertion (iv) in Theorem 7.3 it also follows
that the diagonal blocks of the operators Y± with respect to the decompositions
(7.27) and (7.28) are independent of the choice of the generalized Jost solutions,
completing the proof. 
Remark 7.7. In fact, the proof of Lemma 7.6 only uses properties (7.4) and (7.6),
and properties (7.13)–(7.15) of the matrix-valued solutions of (1.2). ✸
At this point we are ready to prove the principal result of this paper.
Theorem 7.8. Assume Hypothesis 7.1 and the condition
‖R‖Cd×d ∈ L
1(R; eβ|x|dx) (7.29)
for some
β > max
{
max
1≤j≤k0
{λ+(Qj)− κ
′
+(Qj)}, max
k0+1≤j≤d′
{κ−(Qj)− λ
′
−(Qj)}
}
. (7.30)
Let Y
(j)
+ , j = 1, 2, . . . , k0, and Y
(j)
− , j = k0 + 1, 2, . . . , d
′, be any system of matrix-
valued generalized Jost solutions. Let K be the integral operator on L2(R)d whose
integral kernel is given by (2.25). Then the 2-modified perturbation determinant
det2(I +K) admits the representation
det2(I +K) = e
ΘdetCd(Y+ + Y−), (7.31)
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where Θ is defined in (4.3), Y± are defined in (7.25), and D = detCd(Y+ + Y−) is
the Evans determinant (cf. (7.25)).
Proof. Let Y
(j)
+,F , j = 1, . . . , k0, and Y
(j)
−,F , j = k0 + 1, . . . , d
′, be the generalized
matrix-valued Jost solutions on R+, respectively, on R−, constructed in the ex-
istence part (i), (ii) of the proof of Theorem 7.3 for a given τ ≥ 0 sufficiently
large. Here, the subscript F is added to remind the reader that these solutions
are obtained from solutions of the Fredholm-type integral equations (7.19) and
their analogs for R−. In general we note that the solutions Y
(j)
±,F depend on τ ,
and they are not the solutions Y
(j)
± given a priori in the formulation of Theorem
7.8. Introduce the truncated perturbations Rn, n ∈ N, by formula (4.14), and
denote by Y
(j)
+,n,F , j = 1, . . . , k0, and Y
(j)
−,n,F , j = k0 + 1, . . . , d
′, the correspond-
ing generalized matrix-valued Jost solutions of the truncated perturbed equation
y′(x) = (A(x) +Rn(x))y(x), obtained by solving the Fredholm-type integral equa-
tions (7.19) with R replaced by Rn (see the proof of Theorem 7.3 (i)). Since Rn is
compactly supported, there exist unique matrix-valued Jost solutions in the sense
of Definition 3.1 of the truncated perturbed equation on R+ and on R−; these will
be denoted by Y+,n and Y−,n. Using the solutions Y±,n and the projections Qj,
define matrix-valued solutions of the truncated perturbed equation by
Y
(j)
+,n,V (x) = Y+,n(x)Qj , j = 1, . . . , k0, x ≥ 0,
Y
(j)
−,n,V (x) = Y−,n(x)Qj , j = k0 + 1, . . . , d
′, x ≤ 0.
(7.32)
Here, the subscript V is added to remind the reader that the solutions Y±,n are
obtained from the Volterra integral equations (4.26). Since the support of Rn is
compact, equations (4.26) imply that the solutions Y
(j)
+,n,V constitute a system of
generalized matrix-valued Jost solutions in the sense of Definition 7.2. In addition
to (7.25), introduce the notations
Y+,F =
k0∑
j=1
Y
(j)
+,F (0), Y−,F =
d′∑
j=k0+1
Y
(j)
−,F (0), (7.33)
Y+,n,F =
k0∑
j=1
Y
(j)
+,n,F (0), Y−,n,F =
d′∑
j=k0+1
Y
(j)
−,n,F (0), (7.34)
Y+,n,V =
k0∑
j=1
Y
(j)
+,n,V (0), Y−,n,V =
d′∑
j=k0+1
Y
(j)
−,n,V (0). (7.35)
Using (4.27) and the definition of Y
(j)
±,n,V in (7.32) we obtain
Y+,n,V =
k0∑
j=1
Y+,n(0)Qj = Y+,n(0)Q = Y+,n(0), (7.36)
and similarly,
Y−,n,V = Y−,n(0). (7.37)
Using Remark 4.3 this results in
det2(I +K) = e
Θ lim
n→∞
detCd
(
Y+,n,V + Y−,n,V
)
. (7.38)
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Since both Y
(j)
±,n,V and Y
(j)
±,n,F constitute systems of generalized matrix-valued Jost
solutions, Lemma 7.6 yields
detCd
(
Y+,n,V + Y−,n,V
)
= detCd
(
Y+,n,F + Y−,n,F
)
, n ∈ N. (7.39)
By the continuity argument discussed in Remark 7.4 (cf. (7.24)), we get
lim
n→∞
detCd
(
Y+,n,F + Y−,n,F
)
= detCd
(
Y+,F + Y−,F
)
, (7.40)
and next, again by Lemma 7.6,
detCd
(
Y+,F + Y−,F
)
= detCd
(
Y+ + Y−
)
. (7.41)
Combining (7.38)–(7.41) yields (7.31), completing the proof. 
Next, we will give an extension of Lemma 7.6 and Theorem 7.8 for the case
where the matrix-valued solutions ΦQj , j = 1, . . . , d
′, of (1.1) in Definition 7.2
are replaced by arbitrary solutions of (1.1) with certain asymptotic properties. We
assume Hypothesis 7.1 and fix the splitting {Pj}d
′
j=1 for (1.2) described in (7.7)
and (7.9). Let Nj, j = 1, . . . , d
′, be any matrices in Cd×d satisfying the following
conditions:
(i) Nj = NjQj = QjNj , j = 1, . . . , d
′.
(ii) detCd(N) 6= 0, where N =
d′∑
j=1
Nj .
(7.42)
Let Φj for j = 1, . . . , k0, respectively, j = k0 + 1, . . . , d
′, denote the matrix-valued
solutions of the unperturbed equation (1.1) on R+, respectively, R−, satisfying
the initial conditions Φj(0) = Nj , j = 1, . . . , d
′. By (i) in (7.42), the Lyapunov
exponents of the Cd-valued solutions of (1.1) given by the columns of Φj belong
to the Bohl segments corresponding to the projections Qj , j = 1, . . . , d
′. Next,
assume that Y˜
(j)
+ , j = 1, 2, . . . , k0, on R+, and Y˜
(j)
− , j = k0 + 1, 2, . . . , d
′, on R−,
are any given d × d matrix-valued solutions of the differential equation Y ′(x) =
(A(x) +R(x))Y (x), x ∈ R±, satisfying the following properties (cf. Definition 7.2):
lim sup
x→∞
log ‖Y˜
(j)
+ (x)− Φj(x)‖Cd×d
x
< κ′+(Qj), (7.43)
Y˜
(j)
+ (0) = Y˜
(j)
+ (0)Qj , j = 1, 2, . . . , k0, (7.44)
and
lim inf
x→−∞
log ‖Y˜
(j)
− (x)− Φj(x)‖Cd×d
x
> κ−(Qj), (7.45)
Y˜
(j)
− (0) = Y˜
(j)
− (0)Qj , j = k0 + 1, . . . , d
′. (7.46)
Define the following matrix N˜ (cf. Definition 7.5):
N˜ = Y˜+ + Y˜−, where Y˜+ =
k0∑
j=1
Y˜
(j)
+ (0), Y˜− =
d′∑
j=k0+1
Y˜
(j)
− (0). (7.47)
We remark that if Nj = Qj in (7.42), then detCd(N) = 1 and Y˜
(j)
± are generalized
matrix-valued Jost solutions Y
(j)
± in the sense of Definition 7.2, and N˜ = Y++Y−,
in the notations of (7.25).
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Lemma 7.9. Assume Hypothesis 7.1. In addition suppose that Nj satisfy (7.42),
that Φj satisfy Φj(0) = Nj, and that Y˜
(j)
± satisfy conditions (7.43)–(7.46) for j =
1, . . . , d′. Finally, assume that N˜ is defined as in (7.47). Then the ratio of the
determinants detCd(N˜) and detCd(N) is independent of the choice of the solutions
Φj with the initial data satisfying (7.42) and the choice of the solutions Y˜
(j)
± , j =
1, . . . , d′. Thus, one obtains for the Evans determinant D in Definition 7.5,
D =
detCd(N˜)
detCd(N)
. (7.48)
Proof. Using (ii) in (7.42), we denote Y
(j)
± (x) = Y˜
(j)
± (x)N
−1, x ∈ R±, for j =
1, . . . , d′. We claim that Y
(j)
± are generalized matrix-valued Jost solutions in the
sense of Definition 7.2. Indeed, since Qj = NjN
−1 due to Nj = QjN , the equalities
Y
(j)
+ (x) − Φ(x)Qj = Y˜
(j)
+ (x)N
−1 − Φ(x)NjN
−1 =
(
Y˜
(j)
+ (x)− Φj(x)
)
N−1 (7.49)
show that condition (7.3) follows from (7.43). Also, since N−1 and Qj commute,
condition (7.44) implies (7.4), proving the claim. By Lemma 7.6, the Evans de-
terminant D constructed using the solutions Y
(j)
± as described in Definition 7.5, is
independent of the choice of Nj and Y˜
(j)
± , and hence equals
D = detCd(Y+ + Y−) = detCd
( k0∑
j=1
Y˜
(j)
+ (0)N
−1 +
d′∑
j=k0+1
Y˜
(j)
− (0)N
−1
)
= detCd(N˜N
−1),
(7.50)
proving (7.48). 
Corollary 7.10. Under the assumptions imposed in Theorem 7.8 and Lemma 7.9,
the 2-modified perturbation determinant det2(I +K) admits the representation
det2(I +K) = e
ΘdetCd(N˜)
detCd(N)
, (7.51)
where Θ is defined in (4.3), and N and N˜ are defined in (7.42) and (7.47).
Remark 7.11. Theorem 7.3 can be viewed as a further development of the cele-
brated Levinson theorem (see, e.g., [13, Chap.1] and the bibliography cited therein).
The Levinson theorem for the asymptotically diagonal perturbed equation (1.2) on
R+ deals with the situation when A(x) = diag{λj(x)}dj=1, x ∈ R+, and ‖R‖Cd×d ∈
L1(R+) and asserts the existence of C
d-valued solutions of (1.2) satisfying the as-
ymptotic relation
yj(x) =
x→∞
(ej + o(1)) exp
∫ x
0
λj(s) ds, j = 1, . . . , d, (7.52)
where ej, j = 1, . . . , d, are the vectors of the standard basis in C
d. The underlying
assumption in the traditional Levinson theorem (i.e., for (7.52) to be valid) is that
the following alternative holds: For each pair of integers j, k ∈ {1, . . . , d}, j 6= k,
either
lim inf
x→∞
Ij,k(0, x) = −∞ and sup
x≥x′≥0
Ij,k(x
′, x) <∞, (7.53)
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or
inf
x≥x′≥0
Ij,k(x, x
′) > −∞, (7.54)
where we denote Ij,k(x
′, x) =
∫ x
x′
ds Re(λj(s) − λk(s)), 0 ≤ x′ ≤ x. To compare
our results and the traditional Levinson theorem, we first note that, unlike the
assumptions in the Levinson theorem, we do not assume that A is diagonal. In the
class of diagonal unperturbed equations (1.1) our assumptions on the unperturbed
diagonal system are more special (since we are interested only in bounded solutions
on R+, and assume the exponential dichotomy on R), but in turn we derive more
conclusions in addition to the asymptotic relation (7.52), see assertions (ii)–(iv)
in Theorem 7.3. If, in addition, we assume that the diagonal unperturbed system
has d disjoint Bohl segments, then the above mentioned alternative holds; thus
our assumptions are stronger than that in the Levinson theorem in this particular
case. However, generally, our hypotheses are more flexible since we can group the
diagonal elements of A related to the same Bohl segment, thus avoiding conditions
on all pairs j, k as in the traditional Levinson theorem. Our assumptions (7.11)
on the perturbation are stronger than those in the Levinson theorem, but in turn
(cf. (7.52)), we conclude that the columns of the generalized matrix-valued Jost
solutions approximate the reference solutions up to terms o(e−δx) as x→ ∞ for a
positive δ (cf. (7.3) and (6.25)). Finally, the generalized matrix-valued Jost solutions
yield formula (7.31) for the perturbation determinant, a feature that is not discussed
in the context of the traditional Levinson theorem. ✸
8. Autonomous Perturbed Equations
In this section we treat the case of an autonomous unperturbed equation (1.1),
that is, we consider the differential equations
y′(x) = Ay(x), x ∈ R, (8.1)
y′(x) = (A+R(x))y(x), x ∈ R, (8.2)
on R, where A ∈ Cd×d is a constant matrix and R ∈ L1loc(R)
d×d (cf. Examples 2.3,
2.4), and 2.6). Our objective is to show that the conclusions of Theorems 7.3 and
7.8 hold for (8.1) and (8.2) under much weaker assumptions on the perturbation
R than the exponential decay imposed in (7.11) and (7.12). Specifically, we will
merely assume that ‖R‖Cd×d ∈ L
1(R) when the eigenvalues of A are semi-simple,
or ‖R‖Cd×d decays polynomially when A has non-diagonal Jordan blocks. Under
these weaker assumptions, the asymptotic behavior of the generalized matrix-valued
Jost solutions will no longer be measured in terms of exponential weight factors as
indicated in Definition 7.2. Instead, we will define the generalized matrix-valued
Jost solutions of (8.2) by means of solutions of a certain mixed system of Volterra-
and Fredholm-type integral equations in the spirit of Definition 5.2.
Hypothesis 8.1. Assume that d ≥ 2, A ∈ Cd×d, and σ(A)∩iR = ∅. Let Qj denote
the spectral projection of A corresponding to the spectral subset of the eigenvalues
of A having equal real parts denoted by κj , j = 1, . . . , d
′, where 2 ≤ d′ ≤ d. In
addition, assume that for some k0, 1 ≤ k0 ≤ d′−1, the inequalities κ1 < · · · < κk0 <
0 < κk0+1 < · · · < κd′ hold, so that Q =
∑k0
j=1Qj is the dichotomy projection for
(8.1) on R and on R±.
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Passing to an appropriate coordinate system, we may assume that the matrix A
is in Jordan normal form, and thus for each j = 1, . . . , d′ the operator A|ran(Qj) is
represented by a direct sum of diagonal matrices νI and/or matrices νI +J , where
ν ∈ σ(A), Re(ν) = κj , and J is the matrix of an appropriate size with 1’s above the
main diagonal and all other entries equal to zero. We introduce mj ∈ N such that
mj +1 is equal to the maximal size of the non-diagonal Jordan blocks of A|ran(Qj),
noting that mj ≥ 1 if such blocks exists, and setting mj = 0 if all Jordan blocks are
diagonal (i.e., if all eigenvalues ν of A with Re(ν) = κj are semi-simple). Clearly,
the matrix exponent e
A|ran(Qj) can be computed explicitly using the Jordan blocks
of A|ran(Qj) (see, e.g., [14, Example I.2.5]), so that with this notation one has the
estimate
‖exA|ran(Qj )‖ ≤ ceκjx(1 + |x|)mj , j = 1, . . . , d′, x ∈ R, (8.3)
for some constant c > 0. Finally, we introduce m = max1≤j≤d′{mj}.
Next, we fix τ > 0, and consider the following “mixed” system of Volterra-
and Fredholm-type integral equations (cf. (5.6) with the weight function f(x) =
(1 + |x|)mj , x ∈ R, and (7.19) with µj = κj):
Z
(j)
+ (x) − (1 + |x|)
−mj ex(A−κj)Qj
= −
∫ ∞
x
dx′ e(x−x
′)(A−κj)(1 + |x|)−mj
( d′∑
k=j
Qk
)
(1 + |x′|)mjR(x′)Z
(j)
+ (x
′)
+
∫ x
τ
dx′ e(x−x
′)(A−κj)(1 + |x|)−mj
( j−1∑
k=1
Qk
)
(1 + |x′|)mjR(x′)Z
(j)
+ (x
′),
j = 1, . . . , k0, x ≥ τ, (8.4)
Z
(j)
− (x) − (1 + |x|)
−mj ex(A−κj)Qj
=
∫ x
−∞
dx′ e(x−x
′)(A−κj)(1 + |x|)−mj
( j∑
k=1
Qk
)
(1 + |x′|)mjR(x′)Z
(j)
− (x
′)
−
∫ −τ
x
dx′ e(x−x
′)(A−κj)(1 + |x|)−mj
( d′∑
k=j+1
Qk
)
(1 + |x′|)mjR(x′)Z
(j)
− (x
′),
j = k0 + 1, . . . , d
′, x ≤ −τ. (8.5)
Here, we set
∑j−1
k=1Qk = 0 when j = 1 in (8.4) and
∑d′
k=j+1Qk = 0 when j = d
′ in
(8.5); thus, the first and the last equations in (8.4) and (8.5) are of Volterra-type,
and the remaining equations are of Fredholm-type.
Definition 8.2. Assume Hypothesis 8.1 and R ∈ L1loc(R)
d×d. Then d× d matrix-
valued solutions Y
(j)
+ , j = 1, . . . , k0, on R+ and Y
(j)
− , j = k0 + 1, . . . , d
′, on R− of
the differential equation
Y ′(x) = (A+R(x))Y (x), x ∈ R±, (8.6)
are called generalized matrix-valued Jost solutions associated with the exponential
splitting {Qj}
d′
j=1 if
Y
(j)
+ (x) = (1 + |x|)
mj eκjxZ
(j)
+ (x), j = 1, . . . , k0, x ≥ τ, (8.7)
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Y
(j)
− (x) = (1 + |x|)
mj eκjxZ
(j)
− (x), j = k0 + 1, . . . , d
′, x ≤ −τ, (8.8)
where Z
(j)
+ , j = 1, . . . , k0, are bounded solutions of equation (8.4) on [τ,∞) and
Z
(j)
− , j = k0 + 1, . . . , d
′, are bounded solutions of equation (8.5) on (−∞, τ ]. The
solutions Y
(j)
+ and Y
(j)
− are extended to [0, τ) and to (−τ, 0], respectively, by solving
the initial value problem for equation (8.2) with initial data Y
(j)
± (±τ) = (1 +
τ)mj e±κjτZ
(j)
± (±τ) for the corresponding values of j = 1, . . . , d
′.
We emphasize that the generalized matrix-valued Jost solutions in the sense of
Definition 8.2 are not unique (unless d′ = 2, see Definition 5.2) and depend on the
choice of τ in (8.4) and (8.5). We will continue to use Definition 7.5 of the Evans
determinant, but the generalized matrix-valued Jost solutions in this definition will
be understood in the sense of Definition 8.2. We recall the exponential splitting
{Pj}
d′
j=1 in (7.7) and (7.9), for which the Bohl and Lyapunov exponents for the
perturbed equation (8.2) are also equal to κj , j = 1, . . . , d
′.
Theorem 8.3. Assume Hypothesis 8.1 and the condition
‖R‖Cd×d ∈ L
1(R; (1 + |x|)2m dx), (8.9)
where m + 1, m ≥ 1, is the maximal size of the non-diagonal Jordan blocks of A
(if such blocks exist), or m = 0 if all Jordan blocks of A are diagonal. Then the
following conclusions hold:
Assertions (i)–(iii) of Theorem 7.3 hold, where the generalized matrix-valued Jost
solutions are understood in the sense of Definition 8.2.
In addition:
(iv) The generalized matrix-valued Jost solutions satisfy
e−κjx‖Y
(j)
+ (x)− e
xAQj‖Cd×d =
x→∞
o(1), j = 1, . . . , k0,
e−κjx‖Y
(j)
− (x)− e
xAQj‖Cd×d =
x→−∞
o(1), j = k0 + 1, . . . , d
′.
(8.10)
(v) The 2-modified perturbation determinant det2(I+K) admits the representation
det2(I +K) = e
ΘdetCd(Y+ + Y−), (8.11)
where
Θ =
∫ ∞
0
dx trCd [QR(x)]−
∫ 0
−∞
dx trCd [(Id −Q)R(x)], (8.12)
Y± are defined as in (7.25), and D = detCd(Y+ + Y−) is the Evans determinant
(cf. (7.25)).
Proof. We will sketch the proof for the case of R+ referring for details to the proofs
of Theorem 7.3, Lemma 7.6, and Theorem 7.8. The proof for the case of R− is
similar. We fix j ∈ {1, . . . , k0}. Starting the proof of assertion (i), let F τ,jκj denote
the integral operator on Cb([τ,∞))d×d defined by the right-hand side of (8.4) (cf.
(7.18)).
We claim that under assumption (8.9) the following assertions hold:
(a) F τ,jκj is a contraction on Cb([τ,∞))
d×d for τ sufficiently large.
(b) There exists a function g ∈ Cb([τ,∞)) so that limx→∞ g(x) = 0 and
‖(F τ,jκj Z)(x)‖Cd×d ≤ g(x)(1 + |x|)
−mj‖Z‖Cb([τ,∞))d×d (8.13)
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for all x ∈ [τ,∞) and Z ∈ Cb([τ,∞))d×d.
To prove the claims (a) and (b) we use (8.3) and bound the norm of the first integral
in (8.4) by the expression
c‖Z
(j)
+ ‖Cb([τ,∞))d×d(1 + |x|)
−mj
×
∫ ∞
x
dx′
d′∑
k=j
e(κk−κj)(x−x
′)(1 + |x− x′|)mk(1 + |x′|)mj‖R(x′)‖Cd×d
≤ c‖Z
(j)
+ ‖Cb([τ,∞))d×d
∫ ∞
x
dx′ (1 + |x′|)2mj‖R(x′)‖Cd×d , (8.14)
since, due to x ≤ x′, for k ≥ j + 1 in the sum above, we have κk − κj > 0 and
exp((κk−κj)(x−x′))(1+ |x−x′|)mk ≤ c, while for k = j we have (1+ |x−x′|)mj ≤
c(1 + |x′|)mj . Similarly, the norm of the second integral in (8.4) is dominated by
the expression
c‖Z
(j)
+ ‖Cb([τ,∞))d×d(1 + |x|)
−mj
×
∫ x
τ
dx′
j−1∑
k=1
e(κk−κj)(x−x
′)(1 + |x− x′|)mk(1 + |x′|)mj‖R(x′)‖Cd×d
≤ c‖Z
(j)
+ ‖Cb([τ,∞))d×d
×
∫ x
τ
dx′
j−1∑
k=1
e(κk−κj)(x−x
′)/2(1 + |x′|)2mj‖R(x′)‖Cd×d , (8.15)
since exp((κk−κj)(x−x′)/2)[1+ |x−x′|]mk ≤ c due to κk−κj < 0 and x−x′ ≥ 0.
Now condition (8.9) and Lemma 6.4 yield claims (a) and (b).
Using claim (a), assertion (i) follows. Also, the uniqueness part in assertion (ii)
holds since (8.4) is a Volterra integral equation for j = 1. Assertions (7.13), and
(iii) in Theorem 7.3, and assertion (iv) in Theorem 8.3 follow from claim (b) similar
to the proof of Theorem 7.3. For instance, to prove (iii), we note first that claim
(b) implies the estimate
‖Y
(j)
+ (x) − e
xAQj‖Cd×d ≤ cg(x)e
κjx, x ≥ τ, where lim
x→∞
g(x) = 0. (8.16)
If y is a nonzero Cd-valued solution of (8.2) with y(0) ∈ ran(Y
(j)
+ (0)) then, using
(8.16), its Lyapunov exponent satisfies the inequality
λ+(y) ≤ max
{
lim sup
x→∞
log ‖Y
(j)
+ (x)− e
xAQj‖Cd×d
x
,κj
}
< κj+1 = λ
′
+(Pj+1),
j = 2, . . . , k0 − 1, (8.17)
λ+(y) < 0, j = k0. (8.18)
Applying Remark 2.7 to (8.2) we conclude that y(0) ∈ ran
(∑j
k=1 Pk
)
for j =
1, . . . , k0. However, for j = 2, . . . , k0, the assumption y(0) = y0 ∈ ran
(∑j−1
k=1 Pk
)
leads to a contradiction similar to the proof of Theorem 7.3 (iii). Indeed, using the
same notation as in that proof, we have
‖exAQjy1‖Cd ≤ c‖e
xAQj −Y
(j)
+ (x)‖Cd×d + ‖y(x)‖Cd ≤ cg(x)e
κjx+ ceκj−1x, (8.19)
EVANS FUNCTIONS, JOST FUNCTIONS, AND FREDHOLM DETERMINANTS 43
where we used (8.16), the assumption y(0) ∈ ran
(∑j−1
k=1 Pk
)
, and Remark 2.7
applied to (8.2). It follows that e−κjx‖exAQjy1‖Cd → 0 as x→∞, in contradiction
with the explicit formula for exA|ran(Qj ) in terms of the Jordan blocks (cf. [14,
Example I.2.5]). This proves assertion (iii). Assertion (iv) follows from (8.16).
It remains to prove assertion (v). For this purpose we consider the truncated
perturbed equation, y′(x) = (A + Rn(x))y(x), x ∈ R, with Rn as in (4.14). For
a sufficiently large τ > 0, we define the operator F τ,jκj ,n on Cb([τ,∞))
d×d by the
right-hand side of equation (8.4) with R replaced by Rn. Since Rn →
n→∞
R in
L1(R; (1+|x|)2m dx)d×d, estimates similar to (8.14) and (8.15) show that F τ,jκj ,n →n→∞
F τ,jκj in operator norm on the Banach space Cb([τ,∞))
d×d. It follows that
Y
(j)
±,n,F (0) →n→∞
Y
(j)
±,F (0), (8.20)
where Y
(j)
±,n,F are the generalized matrix-valued Jost solutions corresponding to the
truncated perturbed equation, and Y
(j)
± = Y
(j)
±,F are the generalized matrix-valued
Jost solutions of (8.2) constructed in part (i) of the current proof. The rest of the
proof is similar to the arguments in the proof of Theorem 7.8. Indeed, using the
notations introduced in that proof, to establish formula (8.11), we need to show
that det2(I +K) = e
ΘdetCd(Y+,F +Y−,F ). The latter equality follows from (7.38),
(7.39), and (7.40). As before, (7.38) follows from Remark 4.3, and we already know
from (8.20) that (7.40) holds. Thus, it remains to prove (7.39). For this we will
take advantage of the fact that the support of Rn is compact (and thus we may
drop the improper integral in (8.4) for sufficiently large x > 0). Indeed, we may
assume that n > τ . It follows from (4.26) and (7.32) that Y
(j)
+,n,V (x) = e
xAQj for
x > n. On the other hand, for x > n we also have (cf. (8.4))
Y
(j)
+,n,F (x) = e
xAQj +
∫ n
τ
dx′ e(x−x
′)A
( j−1∑
k=1
Qk
)
R(x′)Y
(j)
+,n,F (x
′). (8.21)
Thus, using (8.3) for x > n and a sufficiently small ε > 0, we obtain the estimate
‖Y
(j)
+,n,F (x) − Y
(j)
+,n,V (x)‖Cd×d ≤ c
∫ n
τ
dx′
j−1∑
k=1
eκk(x−x
′)(1 + |x− x′|)mk
× ‖R(x′)‖Cd×d‖Y
(j)
+,n,F (x
′)‖Cd×d
≤ c
∫ n
τ
dx′
j−1∑
k=1
e(κk−ε)(x−x
′) max
x≥x′∈R
[
e(κk+ε)(x−x
′)(1 + |x− x′|)mk
]
× ‖R(x′)‖Cd×d‖Y
(j)
+,n,F (x
′)‖Cd×d
≤ ce(κj−ε)x with c = c(n, τ), (8.22)
since κk < κj for k = 1, . . . , j − 1. Using Remark 2.7 we therefore obtain the
inclusion ran
(
Y
(j)
+,n,F (0) − Y
(j)
+,n,V (0)
)
⊆ ran
(∑j−1
k=1 Pk
)
, j = 2, . . . , k0. Now (7.39)
follows as in the proof of Lemma 7.6 since Y
(j)
+,n,F and Y
(j)
+,n,V possess all properties
(ii)–(iv) in Theorem 7.3 (see Remark 7.7). This concludes the proof of assertion
(v) in Theorem 8.3. 
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Remark 8.4. We emphasize that although the generalized matrix-valued Jost
solutions in the sense of Definition 8.2 are not uniquely determined and depend on
the choice of τ in (8.4) and (8.5), formula (8.11) shows that the Evans determinant
D is independent of the choice of the solutions and hence independent of τ . ✸
Remark 8.5. We note that Theorem 8.3 (iv) also follows from the Levinson theo-
rem (cf. Remark 7.11) for asymptotically constant coefficients under the additional
assumption that the spectrum of A is simple. In this context we refer to [13, The-
orem 1.8.1] and also to [13, Sect. 1.10] for additional results on the asymptotic
behavior of solutions of (1.2) with A of Jordan block-type. ✸
9. The Evans Function
In this section we relate the Evans determinant D introduced in Definition 7.5
to the Evans function, E. First, we recall one of many equivalent definitions of
the Evans function available in the literature (see, e.g., [1, 5, 35]), namely, the
definition using exponential dichotomies, see [57, Definition 4.1]. Consider a family
of differential equations
y′(x) = B(z, x)y(x), x ∈ R, (9.1)
parameterized by a complex spectral parameter z ∈ Ω, where Ω ⊆ C is open and
simply connected. It is assumed that the locally integrable Cd×d-valued functions
B(z, ·) depend on z ∈ Ω analytically. Since in this paper we are not concerned3
with function theoretic issues related to the Evans function such as its analytic
continuations, etc., we will fix a value z0 ∈ Ω in what follows, and will give the
definition of E = E(z0) for this z0 ∈ Ω. Accordingly, we will suppress the z-
dependence in the notations for the differential equations above, and consider just
one differential equation y′(x) = B(x)y(x).
Hypothesis 9.1. Assume that the differential equation y′(x) = B(x)y(x), x ∈ R,
has an exponentially bounded propagator on R and, in addition, an exponential
dichotomy P+ on R+ and an exponential dichotomy P− on R−. Moreover, assume
that the ranks of the projections P+ and P− are equal, and denote the common
value by n so that
n = dim(ran(P+)) = dim(ran(P−)) and d− n = dim(ker(P+)) = dim(ker(P−)).
(9.2)
Definition 9.2. Assume Hypothesis 9.1. Choose any vector basis {e1, . . . , en} of
the subspace ran(P+), and any vector basis {en+1, . . . , ed} of the subspace ker(P−).
The Evans function, E, is then defined as the determinant of the d× d matrix with
columns ek, k = 1, . . . , d.
Clearly, E = 0 if and only if the subspaces ran(P+) and ker(P−) have a nonzero
intersection. Cd-valued solutions y
(k)
+ on R+ with initial data y
(k)
+ (0) = ek, k =
1, . . . , n, form a basis in the subspace of all bounded solutions of the differential
equation y′(x) = B(x)y(x), x ∈ R+ . Similarly, C
d-valued solutions y
(k)
− on R−
with initial data y
(k)
− (0) = ek, k = n + 1, . . . , d, form a basis in the subspace of
all solutions bounded on R−. Thus, E = 0 if and only if the differential equation
has a Cd-valued solution bounded on R; see the Introduction. We emphasize, that
3See, however, Remark 9.5 below.
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the Evans function E just defined is not unique, and depends on the choice of the
vectors ek, k = 1, . . . , d. Moreover, this definition does not assume any perturbation
structure in the differential equation, and, in particular, can be used to define the
Evans functions for both (1.1) and (1.2).
Returning to the principal theme of the current paper, we will set B(x) = A(x)+
R(x), x ∈ R, with the matrix-valued functions A and R as in (1.1) and (1.2). Next,
we intend to show that, in fact, D = E, where D is the Evans determinant in
Definition 7.5, and E is the Evans function defined using a special choice of the
vectors ek, k = 1, . . . , d, given by the initial data of the generalized matrix-valued
Jost solutions of (1.2).
For this, we assume in accordance with Hypothesis 2.8, that the unperturbed
d×dmatrix differential equation y′(x) = A(x)y(x), x ∈ R, with A ∈ L1loc(R)
d×d, has
an exponentially bounded propagator and an exponential dichotomy Q on R. As-
sume, in addition (see Hypothesis 7.1), that the unperturbed equation (1.1) has an
exponential splitting of order d′, 2 ≤ d′ ≤ d, so that Cd = ran(Q1)+˙ · · · +˙ ran(Qd′),
and that the Bohl segments corresponding to the projections Qj are disjoint. We
also have Q =
∑k0
j=1Qj and I − Q =
∑d′
j=k0+1
Qj for some 1 < k0 ≤ d′. Sup-
pose that a d × d matrix-valued function R is such that ‖R‖Cd×d ∈ L
1(R). Un-
der these assumptions, due to Lemma 2.13 and its analog for R−, we conclude
that the perturbed equation y′(x) = (A(x) + R(x))y(x), x ∈ R±, has an expo-
nential dichotomy P+ on R+ and an exponential dichotomy P− on R− such that
dim(ran(Q)) = dim(ran(P+)) and dim(ker(Q)) = dim(ker(P−)). Thus, (9.2) holds
if we let
n = dim(ran(Q)) =
k0∑
j=1
dim(ran(Qj)). (9.3)
The same conclusions hold provided the unperturbed equation (1.1) is autonomous,
and we assume Hypothesis 8.1. We summarize our assumptions as follows.
Hypothesis 9.3. For the unperturbed equation (1.1), respectively, (8.1) assume
Hypotheses 2.8 and 7.1, respectively, Hypothesis 8.1. Also, assume that ‖R‖Cd×d ∈
L1(R). In addition, assume that the perturbed equation (1.2), respectively, (8.2)
has a system of generalized matrix-valued Jost solutions Y
(j)
+ , j = 1, . . . , k0, on R+
and Y
(j)
− , j = k0 + 1, . . . , d
′, on R− in the sense of Definition 7.2, respectively, in
the sense of Definition 8.2.
Our final result then reads as follows.
Theorem 9.4. Assume Hypotheses 9.3. Define the matrices Y± and the Evans
determinant D as indicated in Definition 7.5. In addition, with n as in (9.3), let ek,
k = 1, . . . , n, denote the nonzero columns of the matrix Y+ and ek, k = n+1, . . . , d,
denote the nonzero columns of the matrix Y−. Letting B(x) = A(x)+R(x), x ∈ R,
and using the vectors ek, k = 1, . . . , d, define the Evans function E for the perturbed
equation (1.2) as indicated in Definition 9.2. Then
E = D. (9.4)
Moreover, if, in addition, the perturbation R satisfies the assumptions in Theo-
rem 7.8, respectively, Theorem 8.3, then the 2-modified perturbation determinant
det2(I +K) admits the representation
det2(I +K) = e
ΘE, (9.5)
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where Θ is defined in (4.3), respectively, in (8.12).
Proof. We claim that n nonzero columns yk(x) of the d × d matrix Y+(x) =∑k0
j=1 Y
(j)
+ (x), x ≥ 0, provide a basis in the space of all bounded C
d-valued so-
lutions of the perturbed equation (1.2) on R+, while d− n nonzero columns yk(x)
of the matrix Y−(x) =
∑d′
j=k0+1
Y
(j)
− (x), x ≤ 0, yield a basis in the space of all
bounded Cd-valued solutions of the perturbed equation y′(x) = (A(x) +R(x))y(x)
on R−. Indeed, the claim follows from (7.3) and (7.5) (or, for the autonomous
unperturbed equation (1.1), from assertion (iv) in Theorem 8.3) and the fact that
the nonzero columns of the matrix Φ(x)Q, respectively, Φ(x)(Id − Q), provide a
basis in the space of all bounded solutions of the unperturbed equation (1.1) on
R+, respectively, R−.
As a result, letting ek = yk(0), k = 1, . . . , d, we selected a basis e1, . . . , en in
the subspace ran(P+), and a basis en+1, . . . , ed in the subspace ker(P−) needed for
the definition of the Evans function E as above. In particular, this proves that
the Evans determinant D equals the Evans function E defined with this choice of
bases. The result in Theorem 7.8 (or, for the autonomous unperturbed equation
(1.1), Theorem 8.3 (v)) now states that, under additional assumptions on R (see
(7.11) and (7.12) or (8.9)), the 2-modified perturbation determinant det2(I + K)
admits the representation (9.5). 
Remark 9.5. Assume that the matrix-valued functions A(z, ·) and R(z, ·) in (1.2)
analytically depend on a spectral parameter z ∈ Ω ⊆ C. Moreover, assume that
the equation y′(x) = A(x, z)y(x), x ∈ R, has an exponential dichotomy on R
for each z ∈ Ω. Then the dichotomy projection Q = Q(z) for (1.1) on R is an
analytic Cd×d-valued function on Ω as well. This follows, for instance, from the
discussion in Remark 2.11 (alternatively, see [53] or [57, p. 995]). Thus, Θ(z) in
(4.3) is an analytic function for z ∈ Ω. Moreover, the corresponding function
K(z) is also analytic as a function with values in the space of Hilbert–Schmidt
operators equipped with the B(L2(R)d)-norm. Hence, the 2-modified perturbation
determinant det2(I +K(z)) is also analytic for z ∈ Ω. As a final result, it follows
from formula (7.31) in Theorem 7.8 (or from formula (8.11) in Theorem 8.3) that
the Evans determinant D(z) also depends on z ∈ Ω analytically. In view of the
discussion in this section we just proved that the Evans function E(z) is an analytic
function of the spectral parameter z ∈ Ω (cf. also [1] for an entirely different proof
of this result). ✸
Remark 9.6. The assertions in Lemma 7.9 and Corollary 7.10 (which are more
general than Lemma 7.6 and Theorem 7.8) can be used in the context of this section
as follows. Let e
(j)
i , i = 1, . . . , dim(ran(Qj)), denote an arbitrary basis in ran(Qj),
j = 1, . . . , d′, and let N denote the d× d matrix with the columns e
(j)
i . For brevity,
we enumerate the columns as ek, k = 1, . . . , d. We note that {ek}dk=1 is a basis in C
d.
Passing from the standard basis in Cd (i.e., (1, 0, . . . , 0), . . . , (0, . . . , 0, 1)) to this new
basis, we observe that for each j = 1, . . . , d′, the matrix
(
q
(j)
ℓk
)
1≤ℓ,k≤d
corresponding
to the operator Qj in the basis {ek}
d
k=1 is a diagonal matrix with all entries being
equal to zero except the entries q
(j)
ℓℓ = 1 for ℓ = nj−1 + 1, . . . , nj . Here we denote
n0 = 0 and nj =
∑j
k=1 dim(ran(Qk)) for j = 1, . . . , d
′. Next, we introduce the
C
d-valued solutions of the unperturbed equation (1.1) by yk(x) = Φ(x)ek, x ∈ R,
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k = 1, . . . , d. Let y˜k(x), x ∈ R, k = 1, . . . , d, be (not necessarily unique) solutions
of the perturbed equation (1.2) that satisfy the asymptotic conditions
y˜k(x) =
x→∞
yk(x) + o
(
eκ
′
+(Q)x
)
, k = 1, . . . , n,
y˜k(x) =
x→−∞
= yk(x) + o
(
eκ−(Id−Q)x
)
, k = n+ 1, . . . , d,
(9.6)
where n = dim(ran(Q)). Now consider two Evans functions, E{y˜k} and E{yk}
for the perturbed and unperturbed equations, (1.2) and (1.1), respectively. Here,
E{yk} = detCd(N), and E{y˜k} = detCd(N˜) with the matrix N˜ defined in (7.47) and
constructed using the matrices Nj = NQj = QjN , j = 1, . . . , d
′. The representa-
tion
det2(I +K) = e
ΘE{y˜k}
E{yk}
(9.7)
now follows from Corollary 7.10. ✸
Appendix A. Operators with Semi-Separable Kernels
In this appendix we recall some of the results derived in [28]. Let d1, d2 ∈ N,
d = d1 + d2, and let fj and gj , j = 1, 2, be given matrix-valued functions on R
satisfying
fj ∈ L
2(R)d×dj , gj ∈ L
2(R)dj×d, j = 1, 2. (A.1)
On the space L2(R)d we consider the Hilbert–Schmidt integral operator defined by
(Ku)(x) =
∫
R
dx′K(x, x′)u(x′), u ∈ L2(R)d, (A.2)
where K(·, ·) is a semi-separable d× d matrix-valued integral kernel defined by
K(x, x′) =
{
f1(x)g1(x
′), x ≥ x′,
f2(x)g2(x
′), x < x′,
, x, x′ ∈ R. (A.3)
In addition, we introduce the d× d matrix-valued integral kernel
H(x, x′) = f1(x)g1(x
′)− f2(x)g2(x
′), (A.4)
and the corresponding Volterra integral equations
fˆ1(x) = f1(x)−
∫ ∞
x
dx′H(x, x′)fˆ1(x
′), (A.5)
fˆ2(x) = f2(x) +
∫ x
−∞
dx′H(x, x′)fˆ2(x
′). (A.6)
We note that equations (A.5) and (A.6) have a unique pair of solutions satisfying
fˆj ∈ L2(R)d×dj , j = 1, 2. Finally, we introduce the d× d matrix-valued function B
by
B(x) =
(
g1(x)f1(x) g1(x)f2(x)
−g2(x)f1(x) −g2(x)f2(x)
)
, x ∈ R. (A.7)
Theorem A.1 ([28]). Assume (A.1). Then:
(i) The first-order d× d matrix differential equation
U ′(x) = B(x)U(x), x ∈ R, (A.8)
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permits an explicit particular solution given by the formula
U(x) =
(
Id1 −
∫∞
x dx
′ g1(x
′)fˆ1(x
′)
∫ x
−∞ dx
′ g1(x
′)fˆ2(x
′)∫∞
x dx
′ g2(x
′)fˆ1(x
′) Id2 −
∫ x
−∞ dx
′ g2(x
′)fˆ2(x
′)
)
, x ∈ R. (A.9)
(ii) The modified Fredholm determinant det2(I −K) has the following represen-
tation:
det2(I −K) = detCn(U(−∞)) exp
(∫
R
dx trCm(f1(x)g1(x))
)
= detCn(U(∞)) exp
(∫
R
dx trCm(f2(x)g2(x))
)
.
(A.10)
By Liouville’s formula (cf., e.g., [33, Theorem IV.1.2]) one infers for any x, x0 ∈
R,
detCd(U(x)) = detCd(U(x0)) exp
(∫ x
x0
dx′ trCd(B(x
′))
)
, (A.11)
and thus, for any x0 ∈ R, one has from Theorem A.1 (ii),
det2(I −K) = detCd(U(∞)) exp
(∫
R
dx trCd(f2(x)g2(x))
)
= detCd(U(x0)) exp
(∫ ∞
x0
dx trCd(g1(x)f1(x) − g2(x)f2(x))
)
× exp
(∫
R
dx trCd(f2(x)g2(x))
)
. (A.12)
This results in the representation
det2(I −K) = detCd(U(x0)) exp
(∫ x0
−∞
dx trCd(f2(x)g2(x))
+
∫ ∞
x0
dx trCd(f1(x)g1(x))
)
(A.13)
= detCd(U(x0)) exp
(
trCd
(∫ x0
−∞
dxK(x− 0, x)
+
∫ ∞
x0
dxK(x+ 0, x)
))
. (A.14)
We note that if K is a trace class operator with a continuous integral kernel, then
trCd(B(x)) = 0, and applying [12, p. 1086–87] the Fredholm determinant can be
represented in the simpler form
det(I −K) = detCd(U(x0)) = detCd(U(−∞)) = detCd(U(∞)). (A.15)
Appendix B. The Proof of Lemmas 2.13 and 2.14
Proof of Lemma 2.13. Using rescaling (see Remark 2.2), we will assume without
loss of generality that κ+(Q) = −κ
′
+(Id − Q). We choose κ so that 0 < κ <
−κ+(Q). We claim that:
(i) dimN = dim(ran(Q)),
and
(ii) for a constant C(κ) > 0 solutions y of (1.2) satisfy:
‖y(x)‖Cd ≤ C(κ)e
−κ(x−x′)‖y(x′)‖Cd , x ≥ x
′ ≥ 0, if y(0) ∈ N, (B.1)
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‖y(x)‖Cd ≤ C(κ)e
κ(x−x′)‖y(x′)‖Cd , x
′ ≥ x ≥ 0, if y(0) ∈ ker(Q). (B.2)
As soon as these claims are proved, the assertions in the lemma follow. Indeed,
since Cd = N ⊕ ker(Q) by (i) and (B.1)–(B.2), the exponential boundedness of
the propagator of (1.1) implies that P is an exponential dichotomy for (1.2) by
the proof of Lemma IV.3.2 in [10]. (We note that in the proof of this lemma only
the exponential boundedness of the propagator has been used.) Since −κ can be
chosen arbitrary close to κ+(Q), it follows from (B.1) and the definition of κ+(P )
(cf. (2.5)), that κ+(P ) ≤ κ+(Q). Considering (1.1) as an L1-perturbation of (1.2),
we obtain the opposite inequality; the second equality in (2.31) is proved similarly
using (B.2).
Turning to the proof of the claim, let τ > 0, and denote by F τ the integral
operator on Cb([τ,∞))d with the integral kernel F (x, x′)R(x′) for x, x′ ≥ τ , where
F (x, x′) is defined in (2.30). By a direct estimate, inequalities (2.12) and condition
‖R‖Cd×d ∈ L
1(R+) imply that F
τ is a contraction on Cb([τ,∞))d for τ sufficiently
large. Thus, the formula
y(x) = Φ(x)q + (F τy)(x), q ∈ ran(Q), x ∈ [τ,∞), (B.3)
gives a one-to-one correspondence between the solutions y, y(0) ∈ N , of (1.2)
bounded on R+, and the solutions Φq, q ∈ ker(Q), of (1.1) bounded on R+. In
particular, (i) in the claim above holds. Also, due to (B.3), the bounded solutions
y of (1.2) admit the representation (cf. [10, p. 181])
y(x) = Φ(x)QΦ(x′)−1y(x′) + (F x
′
y)(x′), x ≥ x′ ≥ τ. (B.4)
Taking ε > 0 such that α = −κ+(Q) − ε > κ, and applying the exponential
dichotomy estimates in the right-hand side of (B.4), we arrive at the integral in-
equality
‖y(x)‖Cd ≤ a(ε)e
−α(x−x′)‖y(x′)‖Cd + c(ε)
∫ ∞
x′
ds e−α|x−s|‖R(s)‖Cd×d‖y(s)‖Cd .
(B.5)
Thus, the function u(x) = eκx‖y(x)‖Cd , x ≥ x
′ ≥ τ , satisfies the inequality
u(x) ≤ a(ε)e−α(x−x
′)+κx‖y(x′)‖Cd + c(ε)
∫ ∞
x′
ds e−α|x−s|+κ(x−s)‖R(s)‖Cd×du(s).
(B.6)
Claim (B.1) can now be proved using arguments in [10, Sect. III.2]. Indeed, on the
space Cb([τ,∞)) we consider the integral operator T with integral kernel
T (x, x′) = c(ε)e−α|x−x
′|+κ(x−x′)‖R(x′)‖Cd×d , x ≥ x
′ ≥ τ. (B.7)
Using equation (2.15) in [10, Sect. III.2] one then shows that ‖T ‖ is bounded by
the expression
c(ε)
[
1 + (1 − e−(α−κ))−1 + (1− e−(α+κ))−1
]
sup
x∈[τ,∞)
∫ x+1
x
ds ‖R(s)‖Cd×d . (B.8)
Thus, the operator T is a contraction for τ = τ(κ, ε) > 0 suficiently large. Passing
to equality in the inequality (B.6), solving the resulting integral equation for u
by applying (I − T )−1, and using [10, Lemma III.2.1], we derive (B.1) from the
estimate
u(x) ≤ a(ε)(1 − ‖T ‖)−1eκx
′
‖y(x′)‖Cd , x ≥ x
′ ≥ τ. (B.9)
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Turning to the proof of (B.2), we note that any solution y of (1.2) on R+ with
y(0) ∈ ker(Q) solves the equation
y(x) = Φ(x)(Id −Q)Φ(x
′)−1y(x′) +
∫ x
0
dsΦ(x)QΦ(s)−1R(s)y(s)
−
∫ x′
x
dsΦ(x)(Id −Q)Φ(s)
−1R(s)y(s), 0 ≤ x ≤ x′,
(B.10)
which yields the integral inequality
‖y(x)‖Cd ≤ a(ε)e
α(x−x′)‖y(x′)‖Cd + c(ε)
∫ x′
0
ds eα(x−s)‖R(s)‖Cd×d‖y(s)‖Cd
+ c(ε)
∫ x′
x
ds e−α(x−s)‖R(s)‖Cd×d‖y(s)‖Cd
= a(ε)eα(x−x
′)‖y(x′)‖Cd×d + c(ε)
∫ x′
0
ds e−α|x−s|‖R(s)‖Cd×d‖y(s)‖Cd
0 ≤ x ≤ x′. (B.11)
Arguments similar to the proof of (B.1) conclude the proof of Lemma 2.13. 
Proof of Lemma 2.14. We will use the rescaling from Remark 2.2 as follows: For
each j = 1, . . . , d′ − 1 we fix µj ∈ (κ+(Qj),κ′+(Qj+1)), and for j = d
′ we fix µd′ >
κ+(Qd). Then, for each j = 1, . . . , d
′, the rescaled unperturbed equation (2.11)
with µ = µj has an exponential dichotomy on R+ with dichotomy projection Qj =∑j
k=1Qk. By Lemma 2.13, the rescaled perturbed equation, y
′(x) = (A(x)+R(x)−
µjId)y(x), x ∈ R, has an exponential dichotomy Pj , where Pj is the projection
parallel to ker(Qj) on the subspace Nj consisting of the values y(0) of the bounded
solutions of the rescaled perturbed equation on R+ . We note that Pd′ = Id and
set P0 = 0. Letting Pj = Pj − Pj−1, j = 1, . . . , d
′, finishes the proof of Lemma
2.14. 
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