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Abstract
We study certain polynomial trace identities in the group SL(2,C)
and their application in the theory of discrete groups. We obtain
canonical representations for two generator groups in §4 and then in
§5 we give a new proof for Gehring and Martin’s polynomial trace
identities for good words, and extend that result to a larger class
which is also closed under a semigroup operation inducing polynomial
composition. This new approach is through the use of quaternion
algebras over indefinites and an associated group of units. We obtain
structure theorems for these quaternion algebras which appear to be of
independent interest in §8. Using these quaternion algebras and their
units, we consider their relation to discrete subgroups of SL(2,C)
giving necessary and sufficient criteria for discreteness, and another
for arithmeticity §9. We then show that for the groups Zp ∗ Z2, the
complement of the closure of roots of the good word polynomials is
precisely the moduli space of geometrically finite discrete and faithful
representations a result we show holds in greater generality in §12.
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1 Introduction.
In his work on automorphic functions [5] Fricke shows that if Γ ⊂ SL(2,C) is
a subgroup, then the trace of any word in the generators is a polynomial with
integral coefficients in the finitely many variables consisting of the traces of
the generators of Γ together with finitely many of their products. The case Γ
has two generators, Γ = 〈A,B〉 has been particulary well studied. There the
trace of any word w(A,B) ∈ Γ is a polynomial in the three complex variables
x, y and z where
x = tr(A), y = tr(B), z = tr(AB). (1)
As a consequence every conjugacy class of an element w(A,B) in Γ uniquely
determines a polynomial P (x, y, z) with integral coefficients: define P by
P (x, y, z) = tr(w(A,B)).
Horowitz [16] showed that the polynomial P may not determine the conju-
gacy class of w(A,B) uniquely, although, for a given polynomial there are
only finitely many conjugacy classes represented by cyclically reduced words
w(A,B) giving P . These results are largely based around the conjugacy
invariance of trace and Fricke’s simple identity
tr(AB) + tr(AB−1) = tr(A) · tr(B).
Traina [26, Corollary 1.] develops a family of trace identities to establish the
following theorem.
Theorem 1.1 (Uniqueness) Cyclically reduced words w1 = w1(a, b) and
w2 = w2(a, b) can have the same trace polynomial only if the absolute values
of the exponents of the generators of a in w2 arise from those in w1 by a
permutation, and the same must be true for the exponents of b
Our initial interest lies in understanding these polynomial trace identities
further and their connection with discrete groups of Mo¨bius transformations.
The Mo¨bius group acts as linear fractional transformations of the Riemann
sphere;
PSL(2,C) ∋ ±
[
a b
c d
]
↔ az + b
cz + d
∈ Mo¨b(Cˆ)
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and through the Poincare´ extension we identify Mo¨b(Cˆ) with Isom+(H3) the
group of orientation preserving isometries of hyperbolic 3-space. A thorough
discussion of these things can be found in Beardon’s book [2]. The numbers
x, y, z defined above at (1) are not well defined in PSL(2,C) and so we first
identify new parameters.
Given two matrices A,B ∈ SL(2,C) we define the parameters
γ(A,B) = tr[A,B]− 2, β(A) = tr2(A)− 4, β(B) = tr2(B)− 4. (2)
Here [A,B] = ABA−1B−1 is the multiplicative commutator. These parame-
ters depend only on the conjugacy class of 〈A,B〉 and are well defined in the
projective group PSL(2,C). They determine the group 〈A,B | · · ·〉 uniquely
up to conjugacy if γ(A,B) 6= 0, [11].
Note that γ(A,B) is unchanged by Nielson moves (automorphisms of the
free group of rank 2) on the generating pair {A,B}, so for instance
γ(A,B) = γ(B,A) = γ(A,AmB−1An)
and so forth. The parameters are set up so that if 〈A,B〉 = I, the trivial
group, then (γ, β, β˜) = 0 ∈ C3.
In this article we are primarily interested in a special family of words,
called good words, and the family of trace polynomials they generate. These
words are defined in §5 below. This remarkable family W has the following
properties reminiscent of the Chebyshev polynomials:
1. [Semigroup structure] W forms a semigroup under the operation
w1(a, b) ∗ w2(a, b) = w1(a, w2(a, b)) (3)
2. [Polynomials and composition] For each w(a, b) ∈ W there is
an associated monic polynomial with integer coefficients in two com-
plex variables Pw(γ, β). These polynomials have the property that if
w1(a, b), w2(a, b) ∈ W, then
Pw1∗w2(γ, β) = Pw1(Pw2(γ, β), β) (4)
That is the semigroup operation above induces polynomial composition.
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3. [Commutators and bounded roots] Given a representation of
Γ = 〈a, b | b2 = 1〉
into SL(2,C), a 7→ A, b 7→ B, set γ = γ(A,B) and β = β(A). Then
for w = w(a, b) ∈ Γ, w is a good word and we have
(a) Commutator independence from the third complex variable β(B),
γ(A,w(A,B)) = Pw(γ, β)
(b) Suppose A is not an irrational rotation, equivalently
β 6∈ {−4 sin2(rπ) : r ∈ R \ Q},
and denote the zero set of the polynomials by
Zβ = {z ∈ C : Pw(z, β) = 0 for some w ∈ Γ}
Then Z is compact and
C \ Zβ = Rβ
where Rβ is nonempty, unbounded and conformally equivalent to
the punctured disk.
(c) The group 〈A,B〉 is discrete and free on generators
〈A,B〉 ∼= 〈A〉 ∗ 〈B〉
if and only if γ(A,B) ∈ Rβ.
Here we will prove the density of the roots of good word polynomials in the
exterior of the moduli space of discrete and faithful representations of Γ,
that is 3 (b). The hard part of 3 (c) concerns the structure of the boundary,
and the only proof we have relies on some very deep results concerning the
geometry of discrete groups such as the density and the ending lamination
theorems, see [23]. This is because Rβ can be identified with the (moduli)
space of discrete and faithful geometrically finite representations of Z ∗ Z2,
with the generator of Z = 〈A〉 and β(A) = β. The “pants” decomposition
of a geometrically finite Riemann surface with fundamental group Z ∗ Z2 or
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Zp ∗ Z2 shows that Rβ is topologically a punctured disk. These are obtained
from the disk with two cone points of order two glued along its boundary
to a disk with two holes (or punctures). In the case β = 0, R is known in
the literature as the Riley slice and the boundary ∂R is a topological circle
[1]. This is expected to persist for all other β ∈ C as well. The geometrically
infinite faithful representations lie in the continuum (topological circle ?)
∂R.
The complement C\Rβ consists of nondiscrete groups apart from a count-
able discrete set in Rβ of points which are the roots of polynomials corre-
sponding to relators in groups which are discrete but not splitting. There are
some conjectures about the structure of the polynomials and the words they
come from - basically that they are associated with Dehn surgeries on two
bridge knots and links and associated Hecke groups (obtained by adding an
unknotting tunnel). The cusp points on the boundary arise from pinching a
geodesic (arising from a Farey word) of the Riemann surface with fundamen-
tal group Z ∗ Z2 as in [18], giving a ray in the unbounded region ending on
∂R, while from the bounded region C \ ∂R cusps are associated with Dehn
surgery limits (via Thurston’s Dehn Surgery theorem) from the inside.
Indeed it is the strong connection between these representation spaces of
discrete groups, low dimensional hyperbolic geometry and topology and the
good word polynomials that motivates our consideration of them. The geom-
etry of commutators plays an important role in understanding the geometry
and topology of discrete groups and their associated quotients, hyperbolic
3-manifolds and 3-orbifolds. For instance if A,B ∈ Γ where Γ is a dis-
crete subgroup of SL(2,C), we put β = β(A) and then suppress it writing
Pw(γ) for Pw(γ, β) to find that {Pw(γ) : w ∈ W} is a collection of traces of
commutators in Γ. Further, if w ∈ W, then the semigroup operation gives
w ∗ w ∗ · · · ∗ w ∈ W and
Pw(γ), Pw∗w(γ) = Pw(Pw(γ)), . . . , Pw∗w∗···∗w(γ) = P ◦nw (γ)
gives a sequence of commutator traces from the holomorphic dynamical sys-
tem given by iteration of the polynomial Pw. As perhaps the simplest non-
trivial example, with w(a, b) = bab−1, we have Pw(γ, β) = γ(γ − β). If
β = 0, then we see γ, γ2, . . . , γn . . . is a sequence of commutator traces. If
0 < |γ| < 1, then the sequence {γn}n≥0 accumulates on 0. It is not a par-
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ticularly difficult exercise to show this can’t happen in a discrete group, and
we therefore obtain the classical Shimitzu-Leutbecher inequality.
Theorem 1.2 (Shimitzu-Leutbecher inequality) If 〈A,B〉 ⊂ SL(2,C)
is discrete and A is parabolic (β = 0), then |γ| = |tr[A,B]− 2| ≥ 1.
Jørgensen’s inequality [17] follows in the same way if |β| < 1 for then 0
is an attracting fixed point for the iterates of Pw and the disk D(0, 1 − |β|)
lies in the Fatou set so γ 6∈ D(0, 1 − |β|) and so |γ| + |β| ≥ 1. We will give
other examples later.
In order to fully exploit these polynomials in low dimensional topology
and geometry, it is crucial to understand more about them and develop a
systematic approach to uncovering the inequalities and regions of moduli
space where their roots lie. For instance, to understand and extend the im-
portant 1
2
log 3 theorem of Gabai, Meyerhoff and Thurston [7], used to prove
the topological rigidity of hyperbolic three manifolds [6], an ad hoc approach
required rigorous estimates on the computation of 100+ matrix multiplica-
tions - these words were called killer words as they removed small regions
of moduli space using discreteness criteria such as Jørgensen’s inequality or
other criteria such as contradicting a choice of shortest geodesic. An ap-
proach based on good words is far simpler since estimates are required for
the roots of a polynomial equation with integer coefficients of lesser degree.
Such searches have been used to resolve a number of problems such as:
1. The unique minimal volume 3-orbifold (co-volume lattice of hyperbolic
isometries) identified as the arithmetic Coxeter reflection group 3-5-3,
extended by the order two symmetry induce from the diagram, [13, 19].
2. Structure of the singular set. Tables 6-10 of [8, 13] give sharp bounds
for the distance between components of the singular set of a hyper-
bolic 3-orbifold and the distance between tetraheral, octahedral and
icosahedral points in a Kleinian group.
3. Automorphism groups of 3-manifolds and 3-dimensional Hurwitz groups.
Sharp bounds for the order of the automorphism group of a hyperbolic
3-manifold group in terms of the volume and analogous to the 84(g−1)
Theorem of Hurwitz, [4]
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4. Margulis constant. The Margulis constant is achieved in a two- or
three- generator group, the case of two generator groups is completely
resolved, [12] and the only remaining case concerns Kleinian groups
generated by three elements of order two.
5. Geodesic length spectrum of 3-folds. Inequalities are used to find
bounds on the length of intersecting closed geodesics, or non-simple
geodesics, which are within a factor of 2 of being sharp. These, to-
gether with estimates on the Margulis constant, yield good bounds for
the thick and thin decompositions of hyperbolic 3-manifolds.
In this paper we uncover a group V of elements of unit norm in a quater-
nion algebra Q with associated indeterminates, which maps under an “eval-
uation homomorphism” ρ : V → PSL(2,C) to a group which includes these
good words on two generators. Further V naturally extends to a larger group
which gives a corresponding extension of the isometry group ρ(V). Roughly,
polynomials R, S, T and W in the indeterminates u and v form a “quater-
nion” (R, S, T,W ) ∈ Q which has norm 1 when
R2 − (u2 − 1)S2 − (v2 − 1)T 2 + (u2 − 1)(v2 − 1)W 2 = 1 (5)
A special case of interest occurs when u or v is ±1, in which case this equation
reduces to the polynomial Pell equation,
P 2(x)− (x2 − 1)Q2(x) = 1, (6)
An obvious similarity between the two equations is that the solution sets
have a natural group structure, this is what we will exploit to begin to un-
derstand the structure of good words. However, there are significant differ-
ences. For instance while the solutions P (x), Q(x) of the polynomial Pell
equation must have integer coefficients, there are members of V whose poly-
nomials have coefficients which need not even be rational (see Section 8.2 for
an example). We also note that (5) has some solutions with strictly com-
plex coefficients: a simple example is R(u, v) = uv, S(u, v) = T (u, v) = 1,
W (u, v) = i. However when we confine ourselves to solutions with rational
coefficients some remarkable properties emerge; in particular it turns out all
that such solutions actually have half-integer coefficients §8.
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In order to study these word polynomials more fully, as well as justify
the sorts of results we are seeking, we need to develop a few ideas from
hyperbolic geometry and in particular from the geometry of discrete groups
of hyperbolic isometries of hyperbolic 3-space.
2 Background in hyperbolic geometry.
Let Isom+(H3) be the group of orientation preserving isometries of H3, hy-
perbolic 3-space,
H
3 = {x = (x1, x2, x3) ∈ R3, x3 > 0}, with metric ds = |dx|
x3
of constant negative curvature equal to −1.
We briefly review some well known facts about the group Isom+(H3); see
e.g. [2, 11] or [20] for more details.
Each f ∈ Isom+(H3) is the Poincare´ extension of a Mo¨bius transformation
of the boundary ∂H3 which we identify as Cˆ = C∪{∞}, the Riemann sphere.
Hence there is a natural isomorphism between Isom+(H3) and PSL(2,C).
Using the definition at (2) we can thus define the trace and β and γ pa-
rameters for isometries f, g ∈ Isom+(H3), simply by setting tr(f) = tr(A),
β(f) = β(A) and γ(f, g) = γ(A,B), where A,B ∈ PSL(2,C) represent f
and g respectively.
Each non-identity f ∈ Isom+(H3) has either one or two fixed-points on
the boundary Cˆ. If there is just one, then f is called parabolic; if there are
two, then we define the axis of f , ax(f) to be the hyperbolic geodesic line
joining them. Now f leaves ax(f) invariant, and its action on this geodesic
is a translation along by a distance τ = τ(f) ≥ 0, the translation length of
f , together with a rotation through an angle η = η(f), the holonomy of f
around ax(f). If τ(f) > 0, then η ∈ (−π, π], is taken anticlockwise around
ax(f), as determined by the direction of the translation of ax(f) performed
by f , and the right-hand rule; in this case f is called loxodromic. If τ(f) = 0,
that is if f fixes ax(f) pointwise, then f is called elliptic, in which case
the distinction between clockwise and anticlockwise disappears, and we may
assume that η ≥ 0, that is η ∈ (0, π].
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When f is elliptic or loxodromic the parameters τ(f) and η(f) together
determine f up to conjugacy.
When f is parabolic or the identity, we set τ(f) = η(f) = 0.
The following lemma classifies the isometries in Isom+(H3) up to conju-
gacy, and identifies, for each isometry, the conjugations which leave it un-
changed.
Lemma 2.1 A non-identity isometry f ∈ Isom+(H3) is conjugate to z+1 if
f is parabolic, and otherwise to a unique isometry of the form f(z) = reiθz,
where r = eτ(f) ≥ 1, −π < θ ≤ π if r > 1, and 0 ≤ θ ≤ π if r = 1.
If gfg−1 = f , then either g is the identity, g and f have exactly the same
fixed points on Cˆ, or, f is an elliptic of order 2, and g is an elliptic of order
2 which interchanges the endpoints of ax(f).
As previously remarked, both parameters β(f) and γ(f, g) are invariant
under conjugacy. Conversely, if β(f) 6= 0, then β(f) determines f up to
congugacy, and if γ(f, g) 6= 0, then β(f), β(g) and γ(f, g) together determine
the group 〈f, g〉 up to congugacy [11]. We prove this result in Theorem 4.1
below by identifying a canonical representation.
Both the parameters γ(f, g) and β(f) encode geometric information. For
instance:
β(f) = 4 sinh2
(
τ + iη
2
)
, (7)
and, when f is elliptic or loxodromic,
γ(f, g) =
1
4
β(f)β(g) sinh2(∆), (8)
where ∆ = ∆(ax(f), ax(gfg−1)) represents the complex distance between
ax(f) and ax(gfg−1) (the imaginary part of this distance, which represents
the angle between the two axes, is defined modulo π, so the right hand side
of (8) is well defined). It is an elementary fact (see e.g. [2] or Theorem
4.1 below) that γ(f, g) = 0 if and only if f and g share a fixed point on the
boundary Cˆ of H3; indeed for non-parabolic f and g, this follows immediately
from (8), ∆ being 0 when the axes of f and gfg−1 either meet at a point
of Cˆ or coincide. In applications we often want to distinguish between these
two cases. We develop an algebraic test in Section 6.
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3 Matrix Identities.
We collect some matrix identities for later use. Let
M =
[
k m
0 k−1
]
, P =
[
1 1
0 1
]
,
(9)
Q =
[
0 i
√
k
i/
√
k 0
]
, N =
[
a b
c d
]
,
where ad− bc = 1. Then
QNQ−1 =
[
d kc
b/k a
]
, (10)
MNM−1 =
[
a+ k−1mc −m2c+mk(d− a) + k2b
k−2c d− k−1mc
]
, (11)
and when m = 0
[M,N ] =
[
ad− k2bc ab(k2 − 1)
cd(k−2 − 1) ad− k−2bc,
]
(12)
[P,N ] =
[
1 + c2 + ac 1− a2 − ac
c2 1− ac
]
. (13)
In particular we have the useful trace identities, when m = 0
tr[M,N ] = 2− (k − k−1)2bc (14)
tr[P,N ] = 2 + c2 (15)
4 Two-generator Groups.
We now classify up to conjugacy all two-generator subgroup of Isom+(H3),
by finding a canonical representative for each conjugacy class. Throughout
we always use the principle values of square roots.
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Theorem 4.1 Every group generated by two non-identity isometries in Isom+(H3)
is conjugate to a group of the form 〈f, g〉, where f and g have matrix repre-
sentatives A and B respectively in PSL(2,C) such that either:
Case 1.
A =


√
β(f)(β(f)+4)+β(f)
2
√
β(f)
0
0
√
β(f)(β(f)+4)−β(f)
2
√
β(f)

 , B =
[
a b
c d
]
(16)
a =
1
2

√β(g) + 4 +
√√√√4γ(f, g) + β(f)β(g)
β(f)


d =
1
2

√β(g) + 4−
√√√√4γ(f, g) + β(f)β(g)
β(f)

 , (17)
and
c = −b =
√√√√γ(f, g)
β(f)
(18)
when γ(f, g) 6= 0, and either
b = 0, c = 1 or b = 1, c = 0 or b = c = 0 (19)
when γ(f, g) = 0; or
Case 2.
A =
[
1 1
0 1
]
, B =

 0 −1/
√
γ(f, g)√
γ(f, g)
√
β(g) + 4

 , (20)
or
Case 3.
A =
[
1 1
0 1
]
,
B =

 12 [
√
β(g) + 4 +
√
β(g)] ℓ
0 1
2
[
√
β(g) + 4−
√
β(g)]

 (21)
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where ℓ = 0 when β(g) 6= 0, and can take any complex value when β(g) = 0.
The three cases are respectively the cases β(f) 6= 0 (f non-parabolic),
β(f) = 0 and γ(f, g) 6= 0 and β(f) = γ(f, g) = 0 (f parabolic).
Proof. We set β = β(f), γ = γ(f, g). Suppose first that f is loxodromic
or elliptic (β 6= 0). By Lemma 2.1 we can conjugate f so that its matrix
representative A is diagonal.
By (14) we have that γ = −bcβ, whence
bc =
−γ
β
, ad = 1− γ
β
(22)
We have (a+ d)2 − 4 = β(g), and since B is determined only up to sign, we
may thus assume that a + d =
√
β(g) + 4. Together with (22), this gives
that a and d are either as given by (17), or are obtained from these by
interchanging the values of a and d. Using (10), we may then conjugate A
and B if necessary, to interchange a and d, so that (17) holds, and A is still
diagonal.
Let r and s be the diagonal entries of A. We have (r + s)2 − 4 = β,
and since A is determined only up to sign, we may assume that r + s =√
β(β + 4)/
√
β. Together with the condition rs = 1, this gives that either
A or A−1 takes the form given by (16). Since 〈A−1, B〉 and 〈A,B〉 are the
same group, we may assume that A satisfies (16).
Finally, we apply a conjugacy of the type (11) (with m = 0) to A and B
to adjust the values of b and c, leaving A unchanged. If b, c 6= 0 (i.e. when
γ 6= 0), we can use such a conjugacy to give b are c any values subject to
(22); in particular we can make (18) hold. If exactly one of the values of b
and c is nonzero, then we conjugate to make it 1. The only other possibility
is b = c = 0, so the options given in (18) and (19) are exhaustive.
Now we suppose that f is parabolic. Using Lemma 2.1 we conjugate so
that f(z) = z + 1, so that its matrix representative A =
[
1 1
0 1
]
. By (15)
c2 = γ, and we may assume, since B is determined only up to sign, that
c =
√
γ.
Now we have two subcases, determined by whether or not γ = 0. If γ 6= 0,
then c 6= 0, and we apply the conjugation (11) with k = 1 and m = −a/c to
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A and B, leaving A the same, and changing a to 0, whence
B =
[
0 −1/√γ√
γ ±
√
β(g) + 4
]
. (23)
Let B(+) and B(−) be the matrices obtained by taking the + and − signs
respectively in (23). We show that 〈A,B(+)〉 and 〈A,B(−)〉 are conjugate
groups in PSL(2,C). A conjugation of the form (11) with k = i and
m = 0 takes A to A−1 and B(−) to −B(+). Thus 〈A,B(−)〉 is conjugate
to 〈A−1,−B(+)〉 = 〈A,B(+)〉 in PSL(2,C) as required. Thus, without loss of
generality, we take the + sign in (23).
If γ = 0, then c = 0 so ad = 1. As in previous cases, we may assume that
a+ d =
√
β(g) + 4, so that B must take the form (21), up to an interchange
of the diagonal entries. If β(g) = 0, then these entries are the same, and we
are done. Otherwise a 6= d, and we can apply a further conjugation of the
form (11), with k = 1, so as to get both ℓ = 0 and to leave A unchanged.
Now B is diagonal, and interchanging a and d replaces B by B−1. Since this
operation leaves the group 〈A,B〉 unchanged, we may assume that B is given
by (21). ✷
Remarks. We can characterize geometrically the four ways of assigning
values to b and c given by (18) and (19). In (18) γ 6= 0, so b, c 6= 0 and f
and g have no common fixed points in Cˆ. In this case, as remarked in the
proof, b and c can be made to take any values whose product is −γ/β, and
the exact choice is rather arbitrary. However the normalization that we have
chosen is quite natural from a geometric viewpoint; it makes the fixed points
of g mutually reciprocal, and (consequently), when g is non-parabolic, the
common perpendicular of ax(f) and ax(g) is the geodesic with endpoints ±1.
When g is parabolic the fixed point is z = 1. See [19] for more details.
The first two cases of (19), when {b, c} = {0, 1} occur when f and g
have a single common fixed point in Cˆ. If f is loxodromic, then this point is
repulsive when b = 0, c = 1, and attractive when b = 1, c = 0. If f is elliptic,
then f rotates H3 anticlockwise (resp. clockwise) around ax(f) oriented away
from the shared fixed point when b = 0, c = 1 (resp. b = 1, c = 0). (When
the elliptic f is order two these two cases are conjugate.) Finally b = c = 0
when f and g are both elliptic or loxodromic, and have the same axis.
Note that, when γ = 0, although β(f), β(g) and γ do not determine the
conjugacy class of 〈f, g〉, when β(f) 6= 0 (and symmetrically when β(g) 6= 0)
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then there there are only three possibilities. Only when β(f) = β(g) = γ = 0
(Case 3 of the theorem with β(g) = 0) do the same parameters give an infinite
family of non-conjugate groups.
5 Good words
A good word on the letters a and b is a word of the form
w(a, b) = bs1ar1bs2ar2 . . . bsm−1arm−1bsm
where s1 = ±1, sj = (−1)j+1s1, and the rj take integer values.
Thus the powers of b in a good word alternate in sign. By setting r1 = 0
(resp. rm−1 = 0), we obtain a good word which begins (resp. ends) with a
power of a.
A good word is even if r1+r2+ . . . rm−1 is even, odd otherwise, balanced if
m is even, unbalanced otherwise and regular if s1 = 1, irregular otherwise. If
rj = 0 for any 1 < j < m−1, then w(a, b) collapses into a shorter good word
(which has the same balance, parity and regularity as the original word), so
we may assume that these interior powers are non-zero.
The following easy observation is quite useful. We leave the proof to the
reader.
Theorem 5.1 The regular balanced words in 〈a, b〉, say Γreg, comprise a
subgroup of the free group on a and b, of which the regular balanced even
words form an index-two subgroup.
Lemma 5.1 The group of regular balanced even words, say Γevenreg , on a and
b is generated by a2, ba2b−1 and [b, a] = bab−1a−1.
Proof. Let w = bar1b−1ar2 . . . bar2m−1b−1 be regular, balanced and even. We
use induction on m. We have
baib−1aj = (ba2b−1)
i/2
(a2)
j/2
(24)
when i and j are both even, and
baib−1aj = (ba2b−1)
(i−1)/2
[b, a](a2)
(j+1)/2
(25)
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when i and j are both odd. This deals with the case m = 1 and the induction
step when r1 and r2 have the same parity.
If r1 and r2 have the opposite parity, then m > 1, and we use the same
identities together with
bar1b−1ar2bar3b−1ar4 = (bar1b−1ar2−1)[b, a]−1(bar3+1b−1ar4)
This completes the proof. ✷
The next corollary is also immediate.
Corollary 5.1 Suppose that a has order three, a3 = 1. Then the group of
regular balanced even words on a and b is a two generator group generated
by a and bab−1.
We recall here the well known identity
[b, a] = (ba)2 (a−1b−1a)2 (a−1)2
This tells us that the regular balanced words in Γ = 〈a, b〉 lie in the group
Γ(2) generated by squares of elements.
Corollary 5.2 The group of regular balanced even words on a and b lies in
the group generated by the four squares
Γevenreg < 〈a2, (bab−1)2, (ba)2, (aba−1)2〉
The remark following the next result, Theorem 5.2, shows that the index
between these two groups is infinite. In fact for any representation in SL(2,C)
the trace fields are Q(trΓevenreg ) = Q(β, γ) and Q(β, γ, β(ba)), using our earlier
notation.
We can now state our first main theorem.
Theorem 5.2 Let w = w(a, b) = bar1b−1ar2 . . . bar2m−1b−1 be a regular bal-
anced even word, then there are polynomials rw, sw, tw, ww, such that
2rw, 2sw, 2tw, 2ww, rw − sw, tw − ww ∈ Z[x, z], (26)
rw(0, 0) = 1 and
gw(x, z) :=
sw(x, z)− zww(x, z)
x
15
is also a polynomial, and if f, g ∈ Isom+(H3) are not the identity, have
parameters β = β(f), β ′ = β(g) and γ = γ(f, g), and if A and B are
the matrices from Theorem 4.1 which represent (up to conjugacy) f and g
respectively, then: for f non-parabolic (β 6= 0)
w(A,B) =

 rw(β, γ) + sw(β,γ)Qβ ab[βtw(β, γ) + ww(β, γ)Q]
cd[βtw(β, γ)− ww(β, γ)Q] rw(β, γ)− sw(β,γ)Qβ

 (27)
where Q =
√
β(β + 4) and a, b, c, d are as in (17) and (18); and for f
parabolic (β = 0), with γ 6= 0
w(A,B) =
[
rw(0, γ) + γtw(0, γ) 4gw(0, γ) + 2ww(0, γ)
2γww(0, γ) rw(0, γ)− γtw(0, γ)
]
, (28)
and for f parabolic, with γ = 0
w(A,B) =
[
1 4gw(0, 0)−
(
β ′ +
√
β ′
√
β ′ + 4
)
ww(0, 0)
0 1
]
(29)
In particular, the trace tr(w(f, g)) = 2rw(β, γ) ∈ Z[x, z].
Remark. A key feature here is that the polynomials rw, sw, tw and ww, and
in case (28) the whole matrix, are independent of β ′ = β(g). In particular
this is true of traces of the matrix representations above.
We prove the above result in Section 7. We can also use it to find w(A,B)
when w is unbalanced; we do this next for non-parabolic f .
Corollary 5.3 If w = w(a, b) = bar1b−1ar2 . . . b−1ar2m−2b is a regular unbal-
anced even word, then there are polynomials rw, sw, tw, ww with half-integer
coefficients such that for f non-parabolic
w(A,B) =
[
a(rw(β, γ) + sw(β, γ)Q) b(tw(β, γ) + ww(β, γ)Q)
c(tw(β, γ)− ww(β, γ)Q) d(rw(β, γ)− sw(β, γ)Q)
]
, (30)
where a, b, c, d are as in (17) and (19).
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Proof. First note that w˜ = w ∗ b−1 is balanced, thus
w(A,B) = w˜(A,B)B =
[
rw˜ +
sw˜Q
β
ab(βtw˜ + ww˜Q)
cd(βtw˜ − ww˜Q) rw˜ − sw˜Qβ
] [
a b
c d
]
=

 a[rw˜ + sw˜Qβ − γβ (βtw˜ + ww˜Q)[ b[rw˜ + sw˜Qβ +
(
1− γ
β
)
(βtw˜ + ww˜Q)]
c[rw˜ − sw˜Qβ +
(
1− γ
β
)
(βtw˜ − ww˜Q)] d[rw˜ − sw˜Qβ − γβ (βtw˜ − ww˜Q)]


=
[
a ((rw˜ − γtw˜) + gw˜Q) b[rw˜ + (β − γ)tw˜ + (gw˜ + ww˜)Q]
c[rw˜ + (β − γ)tw˜ − (gw˜ + ww˜)Q] d ((rw˜ − γtw˜)− gw˜Q)
]
using (22). We have now found the polynomials for w explicitly in terms of
those for w˜:
rw = rw˜ − γtw˜
sw = gw˜
tw = rw˜ + (β − γ)tw˜
ww = gw˜ + ww˜
✷
We now extend the definition of the polynomials rw, sw, tw and ww to
arbitrary good words.
Definition. Let w be a good word. If w is regular and even, then then the
polynomials rw, sw, tw and ww are as defined in Theorem 5.2 for balanced w,
and Corollary 5.3 for unbalanced w. If w is regular and odd, then v := w.a
is regular and even and we define rw = rv, sw = sv, tw = tv and ww = wv.
Finally, if w = w(a, b) is irregular, then w′ = w(a, b−1) is regular, and we
define rw = rw′ etc. Note that (w.a)
′ = w′.a, so that if w is irregular and
odd, we have rw = r(w.a)′ = rw′.a and so forth.
If w = w(a, b) is an irregular even word, then w′ is regular and even.
Since β(g−1) = β(g) and γ(f, g−1) = γ(f, g), Theorem 5.2 and Corollary 5.3
show that w(f, g) = w′(f, g−1) is conjugate to w′(f, g); in particular these
have the same trace 2rw(β, γ) = 2rw′(β, γ).
Since for any good word w = w(a, b), the commutator [a, w] is balanced
and even, it follows easily that γ(f, w(f, g)) = pw(β, γ), for some polyno-
mial pw ∈ Z[x, z] as first observed in [11]. The next result expresses these
polynomials in terms of tw and ww.
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Theorem 5.3 Let w = w(a, b) be a good word, β = β(f), γ = γ(f, g) and
h = w(f, g), then there is a polynomial pw ∈ Z[x, z], such that
γ(f, h) = pw(β, γ) (31)
If w is balanced, then
pw(x, z) = z(x − z)(xt2w(x, z)− (x+ 4)w2w(x, z)), (32)
If w is unbalanced, then
pw(x, z) = z(t
2
w(x, z)− x(x+ 4)w2w(x, z)). (33)
Proof for non-parabolic f . We may assume that f and g have matrix
representatives A and B respectively as given by (16)-(19). Suppose first
that w is regular and even, and set W = w(A,B). The required identities
follow from (14) and (22), together with (27) when W is balanced and (30)
when W is unbalanced. For balanced w, pw ∈ Z[x, z] follows from (26). For
unbalanced w, using the results and notation of the proof of Corollary 5.3,
we have
tw − xww = rw˜ + (x+ z)tw˜ − x(gw˜ + ww˜)
= rw˜ + (x+ z)tw˜ − (sw˜ − zww˜)− xww˜
= (rw˜ − sw˜) + (x+ z)(tw˜ − ww˜) ∈ Z[x, z],
again by (26). Consequently also tw + xww ∈ Z[x, z], and the same then
follows for pw, as given by (33).
If w is odd, the result follows from the previous case, together with the
identity [A,W ] = [A,WA]. Finally suppose that w is irregular, then the
commutator [a, w] is irregular and even, and [a, w]′ = [a, w′] is regular. Since,
as previously noted, tr([a, w]) = tr([a, w]′) = tr([a, w′]), we are reduced to
the case where w is regular. ✷
It is not difficult to prove the above directly when f is parabolic. However
we will instead use a limiting argument in Section 7 (Corollary 7.1).
5.1 Examples of word polynomials.
Before going too much further it is worthwhile giving a few examples of
polynomials. These appear in Table 1 below.
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Table 1. Some examples of word polynomials.
Polynomial word
γ(γ − β) bab
(β + 4)(γ − β)γ ba2b
(β − γ + 1)2γ babab
γ(1− 2β + γ2 − (β − 2)γ) baba−1b
γ(1 + β(β + 1)(β + 4)− (β + 4)(2β + 1)γ + (β + 4)γ2) baba2b(
β2 − (γ − 4)β − 4γ + 1)2 γ ba2ba2b
γ(γ − β)(β − γ + 2)2 bababab
γ(β2 + γ3 − 2βγ2 + (β − 1)βγ) bababa−1b
γ(β + 4)(β2 + γ3 − 2βγ2 + (β − 1)βγ) baba2ba−1b
γ3(γ − β)(β + 4)(β(γ2 − 3γ − 4)− β2(γ + 1) + 4γ2 + 4γ + 1) ba−2bababa−2bab
The last polynomial here is quite long, but it has the remarkable property
that it has γ = 0 as a super-attracting fixed point. We will need this fact
later.
6 Applications
If 〈f, g〉 is discrete and non-elementary, which in this setting the latter means
that 〈f, g〉 is not virtually abelian, then we have Jørgensen’s inequality, [17].
We sketched a proof for this earlier at Theorem 1.2.
Theorem 6.1 Let 〈f, g〉 be a discrete nonelementary subgroup of SL(2,C).
Then
|β(f)|+ |γ(f, g)| ≥ 1. (34)
If w is a good word and if h = w(f, g), then we have γ(f, h) = pw(γ, β), where
pw is the polynomial of Theorem 5.3 and so we deduce from Jørgensen’s
inequality applied to the group 〈f, h〉, that
|β(f)|+ |γ(f, h)| = |β|+ |pw(β, γ)| ≥ 1
unless γ(f, h) = 0, in which case 〈f, h〉 is elementary.
We would like to understand how this exception happens more generally.
If |β(f)| + |γ(f, h)| < 1 and γ(f, h) 6= 0, then 〈f, g〉 is non-elementary
since f is either loxodromic or elliptic of order at least 7. Then Jørgensen’s
19
inequality implies that 〈f, g〉 cannot be discrete. On the other hand, this
group may be elementary if γ(f, h) = 0. However in this case we know that
the fixed point sets of f and of h on Cˆ intersect, and they may coincide; for
non-parabolic f and h, coincidence means that they have the same axis. We
can use polynomials to determine when this happens.
Proposition 6.1 Let 〈f, g〉 be discrete and non-elementary, and h = w(f, g)
for a good word w. Set β = β(f) 6= −4, and γ = γ(f, g) 6= β, 0. Then the
fixed point sets of f and h on Cˆ coincide if and only if tw(β, γ) = ww(β, γ) = 0
Proof. We suppose first that w is regular and even. We may suppose that
f and g are normalized so that their matrix representatives are as given in
Theorem 4.1 (specifically, by (16)-(19) for β 6= 0, and by (21) for β = 0), and
consequently that the matrix representative for h is given by Theorem 5.2.
Suppose first that β 6= 0, so that f is loxodromic or elliptic with fixed
points 0 and ∞ on the boundary. Since abcd = γ(γ − β)/β2 6= 0, (27) and
(30) show that h shares these fixed points if and only if
βtw(β, γ)± ww(β, γ)Q = 0,
when w is balanced, and
tw(β, γ)± ww(β, γ)Q = 0,
when it is not. Since also β 6= 0 and Q 6= 0, this is equivalent to tw(β, γ) =
ww(β, γ) = 0 in both cases.
Now suppose first that β = 0, so that f(z) = z + 1 with fixed point ∞.
If ∞ is also the only fixed point of h, then h must also be parabolic, and by
(28), we must have rw(0, γ) = 1 and ww(0, γ) = 0, in order to get the right
trace and the right fixed point respectively. The determinant condition then
gives tw(0, γ) = 0. The converse is clear.
If w is regular and odd then the fixed point sets of f and h on Cˆ coincide
if and only if the same is true of the fixed point sets of f and hf . Since
w.a is even this occurs exactly when tw.a = ww.a = 0, by the previous case,
and since tw = tw.a and ww = ww.a, we are done. If w is irregular then
h = w′(f, g−1), so that, since β(g−1) = β(g), γ(f, g−1) = γ(f, g) and w′ is
regular, the previous cases give that the fixed point sets of f and h on Cˆ
coincide if and only if tw′(β, γ) = ww′(β, γ) = 0, and we are done, since by
definition, tw = tw′ and ww = ww′. ✷
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The above, together with (32) and (33), gives the following corollary
which is useful. It allows us to obtain a contradiction to discreteness unless
we can identify a multiple root, which is easy to do computationally, using
the vanishing of a discriminant.
Corollary 6.1 Let f , g and h be as above and let β 6= −4, β 6= γ and γ 6= 0.
If f and h have the same fixed points in Cˆ, then z = γ is a multiple root of
pw(β, z).
Remark. The converse of this result is false. For example, when f is
parabolic, f and h cannot have the same fixed points on the boundary unless
h is also parabolic, but inspection of (32) and (33) shows that pw(0, z) has
no simple roots apart from z = 0.
7 Quaternion Algebras
In order to prove Theorem 5.2, we switch from matrices into the slightly
more abstract setting of quaternion algebras. The objects we will be dealing
with here are essentially the same as matrices of the form (27), but with
numbers replaced by indeterminates (we will let x and z correspond to β
and γ respectively), and with square roots defined abstractly. We first recall
some basic facts; see [21] or [27] for more details.
For each field F of characteristic 6= 2 and non-zero a, b ∈ F, the quaternion
algebra
A =
(
a, b
F
)
, (35)
is defined to be the associative algebra over the field F with multiplicative
identity 1 and basis {1, i, j,k}, with multiplication determined by i2 = a,
j2 = b, ij = −ji = k, whence also k2 = −ab, jk = −bi and ki = −aj. The
generic member of A is thus x+ yi + zj + wk, where x, y, z, w ∈ F; we may
abbreviate this to (x, y, z, w).
A is also isomorphic to the algebra of matrices of the form
[
x+ yξ1 (z + wξ1)ξ2
(z − wξ1)ξ2 x− yξ1
]
(36)
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over the extension field F(ξ1, ξ2), where ξ
2
1 = a and ξ
2
2 = b.
If n = (x, y, z, w) ∈ A, then the conjugate of n is given by
n = (x,−y,−z,−w),
and the norm of n by
N(n) = nn = x2 − ay2 − bz2 + abw2 = x2 − ay2 − b(z2 − aw2) ∈ F.
Note that the norm becomes the determinant under the mapping (36).
For reference, multiplication in the quaternion algebra (35) is given ex-
plicitly by
(x, y, z, w)(x′, y′, z′, w′)
= (xx′ + ayy′ + bzz′ − abww′, xy′ + yx′ + b(wz′ − zw′),
xz′ + zx′ + a(yw′ − wy′), xw′ + wx′ + yz′ − zy′). (37)
If the field F is the field of fractions of an integrally closed integral domain
R, we define an R-lattice in A to be a finitely generated R-module L in A; L
is an ideal if FL = A. An element α ∈ A is an integer (over R) if R[α] is an
R-lattice. An order in A is an ideal which is also ring with 1. By contrast
with the commutative case, the set of all integers in A is not generally a ring.
We will be particularly concerned with elements of norm 1. Note that
these are units, and in any order which is closed under conjugation, they
form a multiplicative group.
We consider the following quaternion algebra over the field of rational
functions in two indeterminates.
Q0 :=
(
(x+ 4)/x, z(z − x)
R(x, z)
)
Theorem 7.1 The set V0 of elements of norm 1 of Q0 of the form
[r(x, z) + s(x, z)i + t(x, z)j + w(x, z)k],
where
2r, 2s, 2t, 2w ∈ Z[x, z], (38)
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r(0, 0) = 1 (39)
and
s(x, z) ≡ zw(x, z) mod x, (40)
is a group. This group is not trivial as, for instance,
{1
2
(
x+ 2 + xi
)
,
1
2
(
x+ 2 + (x− 2z)i− 2k
)
,
1
2
(
z + 2− zi− j− k
)}
⊂ V0
Proof. Let u = (r, s, t, w) = (1/2)(r1, s1, t1, w1) ∈ V0. The fact that this
has norm 1 gives u−1 = u = (r,−s,−t,−w), so clearly V0 is closed under
inversion. We need only show that it is also closed under multiplication. We
have
r21 −
(
x+ 4
x
)
s21 − z(z − x)t21 +
(
x+ 4
x
)
z(z − x)w21 = 4 (41)
Reducing modulo 2 gives
(r1 − s1)2 ≡ r21 − s21
≡ z(z − x)(w21 − t21)
≡ z(z − x)(w1 − t1)2 mod 2,
whence r1 − s1 ≡ w1 − t1 ≡ 0 mod 2, and so
r1(x, z) ≡ s1(x, z) mod 2, (42)
t1(x, z) ≡ w1(x, z) mod 2. (43)
Let u2 = (1/2)(r2, s2, t2, w2),u3 = (1/2)(r3, s3, t3, w3) ∈ U , then using (37),
u2u3 = (1/2)(r, s, t, w), where
2r = r2r3 +
(
x+ 4
x
)
s2s3 + z(z − x)t2t3 − z(z − x)
(
x+ 4
x
)
w2w3
= r2r3 + z(z − x)t2t3 + (x+ 4)zw2w3
+(x+ 4)
(
s2(s3 − zw3)
x
+
zw3(s2 − zw2)
x
)
(44)
2s = r2s3 + s2r3 + z(z − x)(w2t3 − t2w3)
2t = r2t3 + t2r3 +
(
x+ 4
x
)
(s2w3 − w2s3)
2w = r2w3 + w2r3 + s2t3 − t2s3
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The congruence (40) applied to u2 and u3 shows that each of these is a
polynomial. Moreover, since (40) also gives s2(0, 0) = 0, setting x = z = 0
in (44) then gives (39). Next
2(s− zw) = (r2 + zt2)(s3 − zw3) + (r3 − zt3)(s2 − zw2) + xz(t2w3 − w2t3),
so (40) holds for u2u3. It remains to show that the polynomials r, s, t and
w have integer coefficients. We have
2r = r2r3 +
(
x+ 4
x
)
s2s3 + z(z − x)t2t3 − z(z − x)
(
x+ 4
x
)
w2w3
≡ r2r3 + s2s3 + z(z − x)(t2t3 − w2w3) mod 2
≡ 0 mod 2, (45)
using (42) and (43), whence r ∈ Z[x, z]. Similar, and easier, arguments give
the same conclusion for s, t and w. ✷
Remark. It is not difficult to show that r(0, 0) = ±1 and s(x, z) ≡
±zw(x, z) mod x follow from (41), so that (39) and (40) are just normalizing
choices of sign.
For each fixed β, β ′, γ ∈ C, with β 6= 0, if we let Q =
√
β(β + 4) and
D1 and D2 be any fixed numbers such that D1D2 = γ(γ − β)/β2, then the
evaluation map
φβ,β′,γ([r(x, z) + s(x, z)i + t(x, z)j + w(x, z)k])
=

 r(β, γ) + s(β,γ)Qβ D1(βt(β, γ) + w(β, γ)Q)
D2(βt(β, γ)− w(β, γ)Q) r(β, γ)− s(β,γ)Qβ

 (46)
is an algebra homomorphism from Q0 toM2(C), the algebra of 2×2 matrices
over C.
For β = 0, γ 6= 0, we set
φ0,β′γ([r(x, z) + s(x, z)i + t(x, z)j + w(x, z)k])
=
[
r(0, γ) + γt(0, γ) 4g(0, γ) + 2w(0, γ)
2γw(0, γ) r(0, γ)− γt(0, γ)
]
, (47)
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where g (a polynomial by (40)) is given by
g(x, z) :=
s(x, z)− zw(x, z)
x
, (48)
and
φ0,β′,0([r(x, z) + s(x, z)i+ t(x, z)j + w(x, z)k])
=
[
r(0, 0) 4g(0, 0)−
(
β ′ +
√
β ′
√
β ′ + 4
)
w(0, 0)
0 r(0, 0)
]
(49)
The next theorem shows that the maps φ0,β′,γ arise as limits of maps
φβ,β′,γ (after conjugating φβ,β′,γ in such a way as to make its fixed points
approach a common limit as β → 0). It follows that the maps φβ,β′,γ are
all algebra homomorphisms (this is also not difficult to show directly). In
particular each φβ,β′,γ restricted to V0 is a group homomorphism to SL(2,C),
and thence by projection to PSL(2,C).
Theorem 7.2 Suppose that β 6= 0, γ 6= 0, k2 = 1/√β, and that
Q =
√
β(β + 4), Q′ =
√
β
√
β + 4,
m = −k−1
[
1√
β
+
√
β ′ + 4
2
√
γ
]
, m1 =
√
β ′ + 4 +
√
β ′
2
√
γ
,
D1 = −1
2
√
γ
β
(√
β ′ + 4 +
√
4γ + ββ ′
β
)
, D2 =
1
2
√
γ
β
(√
β ′ + 4−
√
4γ + ββ ′
β
)
(i.e. D1 = ab and D2 = cd, where a, b, c, d are given by (17) and (18)),
D′1 = −
( √
γ
2
√
β
)√β ′ + 4 + 2
√
γ
√
1 + ββ ′/(4γ)√
β

 ,
D′2 =
( √
γ
2
√
β
)√β ′ + 4− 2
√
γ
√
1 + ββ ′/(4γ)√
β

 ,
C =




√
D′1/D1 0
0
√
D′2/D2

 , if Q′ = Q

 0 i
√
D′1/D2
i
√
D′2/D1 0

 , if Q′ = −Q
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M =
[
k m
0 k−1
]
C, M1 =
[
1 m1
0 1
]
.
Then for γ 6= 0, x ∈ Q,
lim
β→0
Mφβ,β′,γ(x)M
−1 = φ0,β′,γ(x) (50)
and
lim
γ→0M1φ0,β
′,γ(x)M
−1
1 = φ0,β′,0(x) (51)
Proof. Since D′1D
′
2 = D1D2, the diagonal entries of C are the same, in
the case Q′ = Q, and the off-diagonal entries of C divided by i are mutually
reciprocal, otherwise. Thus we can apply (11) and (10) respectively to obtain
Cφβ,β′γ(x)C
−1 =

 r(β, γ) + s(β,γ)Q′β D′1(βt(β, γ) + w(β, γ)Q′)
D′2(βt(β, γ)− w(β, γ)Q′) r(β, γ)− s(β,γ)Q
′
β


Thus
Mφβ,β′γ(x)M
−1 =
[
a11 a12
a21 a22
]
, (52)
where, using (11), and writing r(β, γ) = r etc.
a11 = r +
sQ′
β
− k−2
[
1√
β
+
√
β ′ + 4
2
√
γ
]( √
γ
2
√
β
)
·
·

√β ′ + 4− 2
√
γ
√
1 + ββ ′/(4γ)√
β

 (βt− wQ′)
= r +
sQ′
β
−
√
γ
2
[
1 +
√
β
√
β ′ + 4
2
√
γ
]
·
·
(√
β ′ + 4− 2
√
γ√
β
+O(
√
β)
)(√
βt− 2w + O(β)
)
Thus
lim
β→0
a11 = lim
β→0
[
r +
sQ′
β
−
√
γ
2
(
1 +
√
β
√
β ′ + 4
2
√
γ
)(√
β ′ + 4− 2
√
γ√
β
)
(
√
βt− 2w)
]
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= lim
β→0
[
r +
2s√
β
+
√
γ
(
1 +
√
β
√
β ′ + 4
2
√
γ
)(
t
√
γ + w
√
β ′ + 4− 2w
√
γ√
β
)]
= lim
β→0
[
r +
2s√
β
+
√
γ
(
t
√
γ + w
√
β ′ + 4− w
√
β ′ + 4
)
− 2wγ√
β
]
= lim
β→0
[
r +
2(s− γw)√
β
+ tγ
]
= r(0, γ) + γt(0, γ),
using (40) at the last step. Since conjugation preserves traces, we then have
limβ→0 a22 = r(0, γ)− γt(0, γ).
a21 = k
−2
( √
γ
2
√
β
)
√β ′ + 4− 2
√
γ
√
1 + ββ ′/(4γ)√
β

 (βt− wQ′)
=
(√
γ
2
)
√β ′ + 4− 2
√
γ
√
1 + ββ ′/(4γ)√
β

 (βt− wQ′)
so
lim
β→0
a21 =
(√
γ
2
)
lim
β→0
(−2√γ√
β
)(
−2w
√
β
)
= 2γw(0, γ) = 2s(0, γ), (53)
again using (40).
Finally we show that limβ→0 a12 = 2w(0, γ)+4g(0, γ). Since Det(φβ,β′,γ) =
1, and this determinant is preserved under conjugation and limits, it suffices
to show that
(r(0, γ) + γt(0, γ))(r(0, γ)− γt(0, γ))− 2s(0, γ)(2w(0, γ) + 4g(0, γ)) = 1.
This is readily verified by letting β → 0 in (41), keeping in mind the definition
of g, (48). This completes the proof of (50). A similar, but much easier,
calculation gives (51). Forming the conjugate
[
1 m1
0 1
] [
r(0, γ) + γt(0, γ) 4g(0, γ) + 2w(0, γ)
2γw(0, γ) r(0, γ)− γt(0, γ)
] [
1 −m1
0 1
]
,
using (11), and letting γ → 0, gives the matrix at (49). ✷
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7.1 Proof of Theorem 5.2
Let
w1 =
1
2
(x+ 2, x, 0, 0),
w2 =
1
2
(x+ 2, x− 2z, 0,−2)
w3 =
1
2
(z + 2,−z,−1,−1). (54)
Each wi ∈ V0. Let A, B be as in Theorem 4.1, Q =
√
β(β + 4). In the first
case, β 6= 0, we calculate
A2 =
1
2
[
β + 2 +Q 0
0 β + 2−Q
]
(55)
BA2B−1 =
1
2
[
β + 2 + (β − 2γ)Q/β −2abQ
2cdQ β + 2− (β − 2γ)Q/β
]
(56)
[B,A] =
1
2
[
γ + 2− γQ/β −ab(β +Q)
−cd(β −Q) γ + 2 + γQ/β,
]
. (57)
In the second case, β = 0, γ 6= 0, we have
A2 =
[
1 2
0 1
]
, (58)
BA2B−1 =
[
1 0
−2γ 1
]
, (59)
[B,A] =
[
1 −1
−γ γ + 1
]
(60)
Finally, if β = γ = 0, then A2 is still given by (58), and
BA2B−1 =
[
1 2 + β(g) +
√
β(g)
√
β(g) + 4
0 1
]
(61)
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and
[B,A] =

 1
(
β(g) +
√
β(g)
√
β(g) + 4
)
/2
0 1

 (62)
In this last case the matrices do depend on β(g), but are independent of the
parameter ℓ.
Thus, in all cases, a straightforward calculation using the evaluation map
at (46) gives
A2 = φβ,β′,γ(w1), BA
2B−1 = φβ,β′,γ(w2), [B,A] = φβ,β′,γ(w3),
where β = β(f), β ′ = β(g) and γ = γ(f, g), and where (in the case β 6= 0),
we set D1 = ab and D2 = cd with a, b, c, d given by (17) and (19). Since, by
Lemma 5.2, these words generate all regular balanced even words in A and
B, it follows immediately that every such word is φβ,β′,γ(w) for some w ∈ V0.
Theorem 5.2 then follows, using Theorem 7.1, (42) and (43). ✷
Corollary 7.1 Let A(β) and B(β, β ′, γ) be the matrix representatives of f
and g respectively given by Theorem 4.1, where now we have made the de-
pendency on parameters β = β(f), β ′ = β(g) and γ = γ(f, g) explicit. Let
w(a, b) be a regular balanced even word. Let β 6= 0, and k, M and M1 as in
Theorem 7.2, then for γ 6= 0,
lim
β→0
M(w(A(β), B(β, β ′, γ)))M−1 = w(A(0), B(0, β ′, γ)) (63)
and
lim
γ→0M1(w(A(0), B(0, β
′, γ)))M−11 = w(A(0), B(0, β
′, 0)) (64)
Since polynomials and the trace function are continuous, and trace is pre-
served under conjugation, Theorem 5.3 for β = 0 follows from the case β 6= 0,
by letting β → 0.
7.2 A Change of Variable
We now introduce two new parameters which can be used to describe 2-
generator groups (up to conjugacy), and which, when β 6= 0, can be used
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interchangeably with β and γ and will simplify many formulas in what fol-
lows. For f, g ∈ Isom+(H3) we define
λ = λ(f) = (tr2(f)− 2)/2 = cosh(τ + iη), (65)
so λ = (β(f) + 2)/2. When f is elliptic or loxodromic,
µ = µ(f, g) =
tr2(f)− 2tr[f, g]
tr2(f)− 4 . (66)
In terms of our earlier parameters
µ = 1− 2γ(f, g)
β(f)
Rewriting (7) and (8) in terms of λ(f) and µ(f, g) gives
λ(f) = cosh(τ(f) + iη(f)),
and
µ(f, g) = 1− (λ(g)− 1) sinh2(∆),
where we recall ∆ – the complex distance between axes – is defined above at
(8). An important special case is captured by the next lemma.
Lemma 7.1 If g is order 2, λ(g) = −1, and we obtain the particularly simple
form:
µ(f, g) = cosh(2∆).
Unwinding these parameters gives
β(f) = 2(λ(f)− 1), and γ(f, g) = −(λ(f)− 1)(µ(f, g)− 1) (67)
If λ = λ(f) 6= 1 then it determines f up to congugacy, and if further,
µ = µ(f, g) 6= 1, then λ and µ together determine the group 〈f, g〉. When
λ 6= 1, we can rewrite the matrices A and B at (16) in terms of the new
parameters as
A =


√
λ2−1+(λ−1)√
2(λ−1) 0
0
√
λ2−1−(λ−1)√
2(λ−1)

 , B =
[
a b
c d
]
, (68)
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where now, writing λ(g) = λ′,
a =
1√
2
(√
λ′ + 1 +
√
λ′ − µ
)
, d =
1√
2
(√
λ′ + 1−
√
λ′ − µ
)
, (69)
and b and c are given by (19) when µ = 1, and otherwise
c = −b =
√
1− µ
2
(70)
for µ 6= 1.
Given a regular balanced even word w, we can now rewrite the matrix
w(A,B) at (27) as
[
Rw(λ, µ) + Sw(λ, µ)
√
λ2 − 1 2ab(Tw(λ, µ) +Ww(λ, µ)
√
λ2 − 1)
2cd(Tw(λ, µ)−Ww(λ, µ)
√
λ2 − 1 Rw(λ, µ)− Sw(λ, µ)
√
λ2 − 1
]
(71)
where a, b, c, d are given by (69) and (70), and, setting x = 2(u − 1),
z = −(u− 1)(v − 1), the polynomials Rw, Sw, Tw,Ww are given by
Rw(u, v) = rw(x, z), Ww(u, v) = ww(x, z) (72)
Sw(u, v) = 2sw(x, z)/x, Tw(u, v) = xtw(x, z)/2. (73)
The congruence (40) insures that Sw is a polynomial. For arbitrary balanced
words we take the above as definitions of Rw etc. Recall that in this case
there is a regular even balanced word v such that rw = rv, sw = sv etc., so
that it remains true that Sw is a polynomial in this case.
Each of the polynomials 2Rw, 2Sw, 2Tw, and 2Ww has integer coefficients,
and corresponding to these new parameters, we define the quaternion algebra
Q by
Q =
(
u2 − 1, v2 − 1
R(u, v)
)
, (74)
Here, the indeterminates u and v correspond to λ and µ respectively. It is
straightforward to show that the map ρ : Q0 → Q given by
ρ(r, s, t, w) = (r,
s
u− 1 , (u− 1)t, w) (75)
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is an isomorphism. On the right hand side x and z are converted into terms
of u and v by the formulae
x = 2(u− 1), z = −(u− 1)(v − 1),
(
u =
x+ 2
2
, v = 1− 2z
x
)
, (76)
these conversions being just the same as those relating β and γ to λ and µ.
The proof uses the observations that
u2 − 1 = x
2
2
(
x+ 4
x
)
and v2 − 1 = 2
x2
z(z − x).
It is then easy to see that the inverse map is given by
ρ−1(R, S, T,W ) = (R,
x
2
S,
2
x
T,W ) (77)
Where we now use the second pair of equations in (76) to convert the right
hand side back into terms of x and z.
We can now characterize the image under ρ of the group V0 defined in
Theorem 7.1. This result is a direct consequence of (75), (76), (77) and the
definition of V0.
Theorem 7.3 V := ρ(V0) comprises the elements
(R, S, T,W ) = (R(u, v), S(u, v), T (u, v),W (u, v))
of Q for which R(1, 1) = 1, and each of 2R, 2(u − 1)S, 2(u− 1)−1T , 2W
and S + (v − 1)W is a polynomial of the form∑
an,m(u− 1)m(v − 1)n
such that, for each term, m ≥ n and an,m is an integer multiple of 2m−n (in
particular, each an,m is an integer).
Remark. The condition on S(u, v)+(v−1)W (u, v) is equivalent to (40): we
have g(x, z) := (s(x, z) − zw(x, z))/x = (S(u, v) + (v − 1)W (u, v))/2. Note
also that this condition insures that S(u, v) is a polynomial.
If x = (r(x, z), s(x, z), t(x, z), w(x, z)) ∈ V0, and if
ρ(x) = (R(u, v), S(u, v), T (u, v),W (u, v)) ∈ V,
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then by the definition of ρ, the matrix at (71) is φβ,β′,γ(x) (β 6= 0). Ac-
cordingly we define, for each λ 6= 1, λ′, µ ∈ C, the algebra homomorphisms
ψλ,λ′,µ : Q → M2(C) by
ψλ,λ′,µ(R, S, T,W ) (78)
=
[
R(λ, µ) + S(λ, µ)
√
λ2 − 1 2ab(T (λ, µ) +W (λ, µ)√λ2 − 1)
2cd(T (λ, µ) +W (λ, µ)
√
λ2 − 1) R(λ, µ)− S(λ, µ)√λ2 − 1
]
,
where a, b, c, d are given by (69) and (70). We thus have
Proposition 7.1 For β 6= 0, β ′, γ ∈ C, x ∈ V0,
ψλ,λ′,µ(ρ(x)) = φβ,β′,γ(x),
where λ = 1 + β/2, λ′ = 1 + β ′/2 and µ = 1− 2γ/β.
In some respects λ and µ are better parameters to use than β and γ:
they have a simpler geometrical interpretation, the matrix representations
and quaternion algebras are simpler and neater, and there is an obvious
symmetry between λ and µ, corresponding to the symmetry between two
loxodromics with perpendicular axes (subsection 8.2 below). They also have
a major drawback: µ is undefined when f is parabolic, so to deal with this
case we still need β and γ.
8 Elements of unit norm in Q
We have found a group V of elements of norm 1 in Q, which maps under
each evaluation homomorphism ψλ,λ′,µ to a group which includes the regu-
lar balanced even words in two generators f and g, where f is elliptic or
loxodromic. In this section will show how V naturally extends to a larger
group which we will denote U , and this gives a corresponding extension of
the isometry group ψλ,λ′,µ(V). We look further at this group in 8.2. To begin
with we consider properties of elements of norm 1 in general.
The requirement that (R, S, T,W ) ∈ Q has norm 1 is given expliciltly by
R2 − (u2 − 1)S2 − (v2 − 1)T 2 + (u2 − 1)(v2 − 1)W 2 = 1 (79)
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Table 1: (R, S, T,W ) ∈ U1 of degree at most 2
R S T W
1 0 0 0
u 1 0 0
v 0 1 0
u v 0 1
v 0 u 1
uv 1 u 0
uv v 1 0
uv v u 1
2u2 − 1 2u 0 0
2v2 − 1 0 2v 0
(1 + u+ v − uv)/2 (v − 1)/2 (u− 1)/2 1/2
(1 + u− v + uv)/2 (v + 1)/2 (u− 1)/2 1/2
(1− u+ v + uv)/2 (v − 1)/2 (u+ 1)/2 1/2
(−1 + u+ v + uv)/2 (v + 1)/2 (u+ 1)/2 1/2
We will confine our attention to the solutions of (79) for which R, S, T,W are
all polynomials, with the additional normalizing condition that R(1, 1) = 1.
These solutions clearly form a group, which we denote by U1.
We define the degree of u = (R, S, T,W ) ∈ U1 by
deg(u) = max{deg(R), deg(S) + 1, deg(T ) + 1, deg(W ) + 2}.
It is easy to check that deg(uv) ≤ deg(u)+deg(v). For any fixed degree it is
possible in principle to evaluate all members of U1 of any fixed degree d, by
equating coefficients in (79), and we have done this for d ≤ 4. Table 1 lists all
members of U1 of degree at most 2 (up to sign changes of the components S,
T and W ). In this case, the polynomials, like those of V, all have integer or
half-integer coefficients. Our main result in this section is that all members
of Q with components in Q[u, v] and norm in Z[u, v] have this property, and
that they form an order (with reference to the underlying ring Z[u, v]). We
define
O = {u = (R, S, T,W ) ∈ Q | R, S, T,W ∈ Q[u, v], N(u) ∈ Z[u, v]}
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Theorem 8.1 1. O is the set of quaternions of the form (R, S, T,W ) +
1
2
P ((u+ 1)(v + 1), v + 1, u+ 1, 1), where R, S, T,W, P ∈ Z[u, v].
2. O is the unique maximal order of Q, which contains i and j.
It follows (since O is clearly closed under conjugation) that the elements
of O of norm 1 form a group, which we denote U .
The appearance of half-integer coefficients in O is reminiscent of the Hur-
witz order H in H, the quaternions of Hamilton, defined as H = {1
2
(n1+n2i+
n3j + n4k) ∈ H | n1, n2, n3, n4 ∈ Z, n1 ≡ n2 ≡ n3 ≡ n4 mod 2}. The defini-
tion of O has no analog for H; there are plenty of quaternions with integer
norm and components which are rational but not half-integers, for example
(3/5, 4/5, 0, 0). We do however have the following counterpart to Theorem
8.1 (2), see e.g. [27]
Theorem 8.2 H is the unique maximal order of H, which contains i and j.
We will take an axiomatic approach which covers both of these theorems.
We may characterize H as the set of quaternions with integer norm and
half-integer components. This amounts to the simple observation that, for
integers a, b, c, d
a2 + b2 + c2 + d2 ≡ 0 mod 4⇒ a ≡ b ≡ c ≡ d mod 2. (80)
The integers also satisfy the similar property
a2 + b2 + c2 + d2 ≡ 0 mod 8⇒ a ≡ b ≡ c ≡ d ≡ 0 mod 2. (81)
As a simple application of this we observe that a quaternion u with rational
components and integer norm has no component with denominator divisible
by 4. For if this occurred we would have, clearing denominators, a quaternion
with integer components not all even and norm divisible by 16, contrary to
(81).
We say that a commutative ring which satisfies (80) or (81) has respec-
tively the four squares property and the strong four squares property. To jus-
tify this terminology, we show that (81)⇒ (80). Suppose that (81) holds, and
that a2+b2+c2+d2 ≡ 0 mod 4, then (a− b)2+(a+ b)2+(c− d)2+(c+ d)2 =
2(a2 + b2 + c2 + d2) ≡ 0 mod 8, and so applying (81), we get a ≡ b mod 2
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and c ≡ d mod 2. The same argument with b and c interchanged gives
a ≡ c mod 2, and so a ≡ b ≡ c ≡ d mod 2, proving (80). (The converse
fails; consider for example R = Z4.)
The main step in our proofs is to show that, if R has the (strong) four
squares property, then the polynomial rings R[x1, x2, . . . , xn] also have this
property, together with some generalisations thereof.
Lemma 8.1 Suppose R is a commutative ring and suppose ϕi (1 ≤ i ≤ 4)
are fixed polynomials in R[x1, x2, . . . , xn] such that
1. the constant term in each ϕi is 1,
2. for each non-constant monomial xp11 x
p2
2 . . . x
pn
n in each ϕi, at least one
of the powers pi is odd,
3. ϕ1 ≡ ϕ2 ≡ ϕ3 ≡ ϕ4 ≡ 0 mod 2,
Then for all k ≥ 1, if
For all a ∈ R, a2 ≡ 0 mod 2⇒ a ≡ 0 mod 2, when k = 1 (82)
R has the four squares property, when k = 2 (83)
R has the strong four squares property, when k ≥ 3 (84)
and, for p1, p2, p3, p4 ∈ R[x1, x2, . . . , xn]
ϕ1p
2
1 + ϕ2p
2
2 + ϕ3p
2
3 + ϕ4p
2
4 ≡ 0 mod 2k,
then
· p1 + p2 + p3 + p4 ≡ 0 mod 2 when k = 1
· p1 ≡ p2 ≡ p3 ≡ p4 mod 2k/2 when k is even
· p1 ≡ p2 ≡ p3 ≡ p4 ≡ 0 mod 2(k−1)/2 when k is odd
Proof. First we note that if R has a four squares property, then (82) holds,
for if (82) fails then there is r ∈ R with r2 ≡ 0 mod 2, r 6≡ 0 mod 2, in which
case (83) fails with a = b = r, c = d = 0.
For convenience, we suppose that n = 2 (the proof for n > 2 is an obvious
generalization of this). Throughout this proof we order Z2 lexicographically,
that is (a, b) < (c, d) when either a < c or a = c and b < d.
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Suppose that polynomials ϕi(x, y) =
∑
ci(m,n)x
myn ∈ R[x, y] are as in
Lemma 8.1, and that pi(x, y) =
∑
ai(m,n)x
myn ∈ R[x, y].
We use induction on k. Let k ∈ N, and suppose that the theorem holds
for smaller values. The hypotheses are
ϕ1(x, y)p
2
1(x) + ϕ2(x, y)p
2
2(x) + ϕ3(x, y)p
2
3(x) + ϕ4(x, y)p
2
4(x) ≡ 0 mod 2k.
(85)
together with the conditions (82), (83) and (84) on R according as k = 1,
k = 2 or k ≥ 3. First suppose that k = k1 > 3, then by the case k = 3 each
pi ≡ 0 mod 2, and by the induction hypothesis we apply the case k = k1− 2
to the pi/2 ∈ R[x, y] to get the required result. We suppose then that k ≤ 3.
For k = 1, 2, 3 respectively, the required result can be stated in terms of
coefficients as, for all n,m ∈ Z,
· a1(n,m) + a2(n,m) + a3(n,m) + a4(n,m) ≡ 0 mod 2 (86)
· a1(n,m) ≡ a2(n,m) ≡ a3(n,m) ≡ a4(n,m) mod 2 (87)
· a1(n,m) ≡ a2(n,m) ≡ a3(n,m) ≡ a4(n,m) ≡ 0 mod 2. (88)
To make the induction go through we will prove in the case k = 3 that,
in addition to (88),
a1(n,m) + a2(n,m) + a3(n,m) + a4(n,m) ≡ 0 mod 4 (89)
We set p2i (x, y) =
∑
si(m,n)x
myn (1 ≤ i ≤ 4), and define vectors
c(m,n) = (c1(m,n), c2(m,n), c3(m,n), c4(m,n))
a(m,n) = (a1(m,n), a2(m,n), a3(m,n), a4(m,n))
s(m,n) = (s1(m,n), s2(m,n), s3(m,n), s4(m,n)).
We have, for p and q even,
si(p, q) = 2
∑
(s, t) < (p/2, q/2)
ai(s, t)ai(p− s, q − t) + a2i (p/2, q/2) (90)
and, for p or q odd
si(p, q) = 2
∑
(s, t) < (p/2, q/2)
ai(s, t)ai(p− s, q − t), (91)
37
whereupon summing gives us
4∑
i=1
si(p, q) = 2
∑
(s,t)<(p/2,q/2)
a(s, t) · a(p− s, q − t) +
4∑
i=1
a2i (p/2, q/2), (92)
with the last sum only present when p and q are even.
Equating the coefficient of x2ny2m in the left side of (85) to 0 mod 2k
gives, using the second hypotheses on the ϕi,
∑
p+ p′ = 2n, q + q′ = 2m
p or q is odd
s(p, q) · c(p′, q′) +
4∑
i=1
si(2n, 2m) ≡ 0 mod 2k. (93)
By (91), each term in the first sum is even, whence using (92) with p = 2n,
q = 2m,
∑4
i=1 a
2
i (n,m) ≡ 0 mod 2. Since
∑
a2i (n,m) ≡ (
∑
ai(n,m))
2 mod 2,
(82) gives the congruence (86). For k = 1, this completes the proof.
We now prove (87) for k = 2 and (88) and (89) for k = 3 by induction on
(n,m). Suppose the result holds for all (s, t) < (n,m). We first show that
si(p, q) ≡ 0 mod 2k−1, (i = 1, 2, 3, 4) (94)
4∑
i=1
si(2n, 2m) ≡
4∑
i=1
a2i (n,m) mod 2
k, and (95)
4∑
i=1
si(p, q) ≡ 0 mod 2k, (96)
if p ≤ 2n, q ≤ 2m and p or q is odd. The first of these follows from
(91) and the induction hypothesis, and the other two from (92) since, for
(s, t) < (p/2, q/2) ≤ (n,m), and k = 2
a(s, t) · a(p− s, q − t) ≡ a1(s, t)
4∑
i=1
ai(p− s, q − t)
≡ 0 mod 2,
using the induction hypothesis at the first congruence, and (86) at the second.
For k = 3, by the induction hypothesis, each ai(s, t) is even, for (s, t) <
(p/2, q/2) ≤ (n,m), and
1
2
a(s, t) · a(p− s, q − t) ≡ a1(p− s, q − t)
4∑
i=1
ai(s, t)
2
≡ 0 mod 2 by (89).
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Here we use the result for k = 2, which gives (87), at the first step and the
induction hypothesis at the second.
Recalling that c1(p
′, q′) ≡ c2(p′, q′) ≡ c3(p′, q′) ≡ c4(p′, q′) mod 2, by the
third hypothesis on the ϕi, and using (94), the summand in the first sum of
(93) is
s(p, q) · c(p′, q′) =
4∑
i=1
si(p, q)ci(p
′, q′)
= 2k−1
4∑
i=1
(
si(p, q)
2k−1
)
ci(p
′, q′)
≡ 2k−1c1(p′, q′)
4∑
i=1
si(p, q)
2k−1
mod 2k
= c1(p
′, q′)
4∑
i=1
si(p, q)
≡ 0 mod 2k (by (96))
This, together with (93) and (95) gives a21(n,m) + a
2
2(n,m) + a
2
3(n,m) +
a24(n,m) ≡ 0 mod 2k, whence by hypothesis we get (87) for k = 2 and (88)
for k = 3,
When k = 3 we have ((a1(n,m) + a2(n,m) + a3(n,m) + a4(n,m))/2)
2 ≡
(a1(n,m)/2)
2 + (a1(n,m)/2)
2 + (a1(n,m)/2)
2 + (a1(n,m)/2)
2 ≡ 0 mod 2,
whence (82) gives (89). ✷
We first note a simple special case (ϕ1 = ϕ2 = ϕ3 = ϕ4 = 1, k = 2, 3).
Corollary 8.1 If the ring R satisfies the (strong) four squares property (80),
then so does the polynomial ring R[x1, x2, . . . , xn]. In particular this is true
of Z[x1, x2, . . . , xn].
Corollary 8.2 If a, b ∈ Z[u1, u2 . . . uk] can be written a ≡ αα′ mod 4, b ≡
ββ ′ mod 4, with α, α′, β, β ′ ∈ Z[u1, u2 . . . uk] satisfying α ≡ α′ mod 2, β ≡
β ′ mod 2, and ϕ1 = αβ, ϕ2 = −α′β, ϕ3 = −αβ ′, ϕ4 = α′β ′ satisfy the
hypotheses of Lemma 8.1, then for R, S, T,W ∈ Z[u1, u2 . . . uk],
R2 − aS2 − bT 2 + abW 2 ≡ 0 mod 4⇒ R ≡ aS ≡ bT ≡ abW mod 2 (97)
and if a, b 6≡ 0 mod 2,
R2 − aS2 − bT 2 + abW 2 ≡ 0 mod 8⇒ R ≡ S ≡ T ≡W ≡ 0 mod 2 (98)
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Proof. Multiplying the left hand side of (97) through by αβ, and setting
r = R, s = αS, t = βT and w = αβW , gives the equivalent form
αβr2 − α′βs2 − αβ ′t2 + α′β ′w2 ≡ 0 mod 4. (99)
Lemma 8.1 with k = 2 then gives (97). Similarly Lemma 8.1 with k = 3
gives (97). ✷
Theorem 8.3 Let R be an integral domain of characteristic 6= 2, with field of
fractions K. Let a, b, α, β ∈ R be such that α2 ≡ a mod 2 and β2 ≡ b mod 2,
and let Q be the quaternion algebra a,b
K
. Let O comprise the quaternions of
the form r+ r
2
c, where c = (αβ, β, α, 1), and r and the components of r are
in R, then
1. O is an order in Q, and N(u) ∈ R for each u ∈ O.
2. If further
(a) R is integrally closed
(b) 2 is prime in R
(c) a and b are not divisible by 2; a|x2 ⇒ a|x, b|x2 ⇒ b|x [whence
a and b are squarefree (i.e. have no square divisors other than
units)].
(d) If b|y2 − ax2, then b|x, y, and if a|y2 − bx2, then a|x, y.
(e) If u = (x, y, z, w) ∈ R4, and N(u) = x2 − ay2 − bz2 + abw2 ≡
0 mod 4, then x ≡ αy ≡ βz ≡ αβw mod 2,
then every quaternion in 1
2
R4 with norm in R is in O, and every order
which contains i and j lies in O. In particular, O is maximal.
Proof. Clearly O is an ideal. For u = (x, y, z, w) ∈ R4, a straightforward
calculation gives uc ≡ cu ≡ (x + αy + βz + αβw)c mod 2 and c2 = −(b −
β2)(a − α2)1 + 2αβc ≡ 2αβc mod 4, from which it follows that O is also
a ring. Since N(c) = (α2 − a)(β2 − b) ≡ 0 mod 4, it readily follows that
N(u) ∈ R for u ∈ O.
40
Now suppose that (2a)-(2e) hold. If u = (x, y, z, w) ∈ 1
2
R4, then (2e)
applied to 2u, gives 2x ≡ α2y ≡ β2z ≡ αβ2w mod 2. By (2b) and (2c) we
may cancel modulo 2 to obtain 2x ≡ 2αβw, 2y ≡ 2βw and 2z ≡ 2αw (all
mod 2). That is 2u ≡ 2wc mod 2, so u ∈ O. (so far using only (2b), (2c)
and (2e))
Now letO′ be an order which contains i and j, and suppose v = (x, y, z, w) ∈
O′, then because R is integrally closed, tr(v), tr(iv), tr(jv), tr(kv) and N(v)
are all in R ([27], Corollary 3.6). These give in turn 2x ∈ R, 2ay ∈ R,
2bz ∈ R, 2abw ∈ R and x2 − ay2 − bz2 + abw2 ∈ R. Setting X = 2x,
Y = 2ay, Z = 2bz, W = 2abw, the last equation gives
abX2 − bY 2 − aZ2 +W 2 ∈ 4abR (100)
whence
W 2 − bY 2 ∈ aR W 2 − aZ2 ∈ bR (101)
By (2d) it follows that a|Y and b|Z. Together with (100) and (2c), this gives
ab|W . It follows that x, y, z, w ∈ 1
2
R, and so from the first statement that
v ∈ O′. ✷
Theorem 8.3 with R = Z and a = b = −1, α = β = 1 gives Theorem 8.2.
In this case (2e) is the statement that Z has the four squres property.
Proof of Theorem 8.1. First we show that any element of O has half-
integer coefficients. Let u = (R, S, T,W ) ∈ O, let d be the lowest common
denominator of all the coefficients (reduced as far as possible) of the compo-
nents of u, then du ∈ Z[u, v]4 and N(du) ∈ d2Z[u, v]. If d is divisible by an
odd prime p, then reducing the coefficients in du mod p we obtain a nonzero
quaternion in Qp :=
(
u2−1,v2−1
Zp[u,v]
)
, which has zero norm, but this is impossible
as we will show that Qp is a division algebra. By [21], Theorem 2.3.1, it
suffices to show that the equation
(u2 − 1)p2(u, v) + (v2 − 1)q2(u, v) = 1
has no solution with p, q ∈ Zp(u, v). Setting v = 1 this equation becomes
(u2−1)p2(u, 1) = 1, which clearly has no solution, as (u2−1) is not a square.
So we conclude that d is a power of 2. If d were a multiple of 4, then du
would have integer coefficients, not all even, and norm divisible by 16, but
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the second part of Corollary 8.2, with a = u2 − 1, b = v2 − 1, α = u + 1,
β = v + 1, α′ = u− 1, β = v − 1, shows that this is impossible.
To complete the proof, we apply Theorem 8.3 with R = Z[u, v], a = u2−1,
b = v2 − 1, α = u+ 1, β = v + 1. In this case, we can easily verify (2a)-(2c).
To prove (2d), let u2−1|p2(u, v)+(1−v2)q2(u, v), where p, q ∈ Z[u, v]. For all
v ∈ (−1, 1), both summands on the right hand side are nonnegative. Hence,
when u = ±1, both vanish. It follows that u2 − 1 divides p and q. Together
with the corresponding statement obtained by interchanging u and v, this
gives (2d). Finally, the first part of Corollary 8.2 gives (2e). ✷
Lemma 8.2 There is a member of u ∈ U1 with irrational coefficients.
An example is the quartic
u = [(1− u2)(a− av2 + v2) + u2v, (v − 1)((b− au)(v + 1) + uv),
(1− a)(1− v)(1− u2) + u, a+ bv − u(a− 1)(v − 1)],
which has norm 1 whenever 2a− 3a2 − b2 = 1− 2a+ a2 − ab = 0. A routine
calculation shows that these have real solutions a = b = 1/2, and where a
and b are the (unique) real roots of 2x3−2x2+2x−1 and 2x3+6x2+4x−1
respectively. These roots are not rational.
8.1 Generation.
Here we consider the question as to whether or not U finitely generated.
We thank Alan Reid for providing us with a simpler proof than our earlier
argument based on arithmetic Kleinian groups.
Theorem 8.4 The group U is not finitely generated.
Proof. We may identify U is the obvious way with the group of elements of
norm 1 in the quaternion algebra
QQ =
(
u2 − 1, v2 − 1
Q(u, v)
)
, (102)
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Suppose that O is a (maximal) order in QQ and simply specialize u, v as
follows. Put u = 0 and, for p a prime p ≥ 3,
v =
1
2
(p+
√
p2 − 4),
which has conjugate v¯ = 1
2
(
p−√p2 − 4
)
∈ (−1, 1). Then QQ has homomor-
phic image (−1, 1
2
(p+
√
p2 − 4)
Q(
√
p2 − 4)
)
, (103)
Apart from the identity, the other real embedding is σ(v) = v¯ and so σ(v2−
1) = v¯2 − 1 < 0. Hence the group of elements of norm 1 in the order O so
specialized is some arithmetic Fuchsian group coming from a division algebra
over QQ(v), see Theorem 9.1 below.
Now the rank of this group must go to infinity with p as there are only
finitely many arithmetic Fuchsian groups whose quotients are surfaces of a
given topological type, [21]. In particular, this implies the group of elements
of norm 1 of O cannot be finitely generated. ✷
Calculation shows that the 5-element set{
(u, 1, 0, 0), (v, 0, 1, 0), (u, v, 0,−1), 1
2
(1 + u+ v − uv, v − 1, 1− u,−1),
1
2
(1 + u+ v − uv, v − 1, 1− u, 1)
}
,(104)
each of which is of degree 1 or 2, generates every member of U of degree at
most 4. However we also have for example (proof omitted) that u below does
not lie in the subgroup generated by these elements.
u =
1
2
(−1 + u2 − 2u3 − v2 + 3u2v2 + 2u3v2, 1− u+ 2u2 − v2 + 5uv2 − 2u2v2,
1− u2 + v − 2uv + u2v + 4u3v, 1 + u− v + 3uv − 4u2v)
8.2 Quaternions as Isometries
We now look at what happens to the members of U under the evaluation
map ψλ,λ′,µ. We will assume for the moment that λ, µ /∈ [−1, 1] and λ′ = −1,
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and abbreviate ψλ,−1,µ to ψ. We set Γ = Γ(λ, µ) = ψ(U). Now (69) and (70)
become
a = −d = 1√
2
√
−1− µ, c = −b = 1√
2
√
1− µ (105)
and in addition
ab = cd =
1
2
√
1− µ
√
−1 − µ = ±1
2
√
µ2 − 1,
and so ψ((R, S, T,W )) is[
Rw + Sw
√
λ2 − 1 ±(Tw +Ww
√
λ2 − 1)√µ2 − 1
±(Tw −Ww
√
λ2 − 1)√µ2 − 1 Rw − Sw
√
λ2 − 1
]
. (106)
First we revisit the three quaternions wi ∈ V0 (i = 1, 2, 3) defined at (54),
which have images w˜i := ρ(wi) ∈ V, namely
w˜1 = (u, 1, 0, 0),
w˜2 = (u, v, 0,−1),
w˜3 =
1
2
(1 + u+ v − uv, v − 1, 1− u,−1), (107)
As we have already seen (or directly from (106)), these map respectively
to the isometries f 2, gf 2g−1 and [g, f ], where λ(f) = λ, µ(f, g) = µ, f is
loxodromic (since λ /∈ [−1, 1]), ax(f) = (0,∞), and g is an order 2 ellip-
tic whose axis is disjoint from ax(f) (since µ /∈ [−1, 1]), and has mutually
reciprocal endpoints. As noted in the remarks after the proof of Theorem
4.1, this means that the common perpendicular of ax(f) and ax(gf 2g−1) has
endpoints ±1.
We have now got back the subgroup of Γ comprising the balanced even
words in f and g (since g is order 2, the distinction between regular and
irregular words now vanishes). We can now extend this subgroup. Let
ϕf(z) = −z, ϕh(z) = 1/z ϕ(z) = −1/z; these three isometries are each of
order 2, have mutually orthogonal axes and generate a Klein 4-group, K. We
define h = gϕf . Recall (68) that g has matrix representative B =
[
a b
c d
]
.
Thus, using (105), h and h2 have respective matrix representatives
Mh =
1√
2
[ √
µ+ 1 ±√µ− 1
±√µ− 1 √µ+ 1
]
, Mh2 =
[
µ ±√µ2 − 1
±√µ2 − 1 µ
]
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The axis of h has endpoints ±1, and λ(h) = µ. Also h2 ∈ Γ; specifically
h2 = ψ((v, 0,±1, 0)).
At this point a certain symmetry between f and h is becoming apparent.
Both are loxodromic, both have squares in Γ and their axes are mutually
perpendicular. To develop this symmetry further we express h, like f , as a
product of two order 2 elliptics. Set g˜ = fϕh; explicitly, g˜(z) = A/z, where
f(z) = Az, so that g˜ has order 2. We now have
gϕf = h, g˜ϕh = f,
λ(h) = µ(f, g), λ(f) = µ(h, g˜),
ax(ϕf) = ax(f), ax(ϕh) = ax(h).
We can summarise all this by saying that the pair (h, g˜) is obtained from
(f, g) (up to conjugacy) by interchanging the parameters λ and µ.
Theorem 8.5 The subgroup P of 〈f, h〉 comprising the isometries of the
form fn1hm1fn2hm2 . . . fnkhmk , where n1 + n2 + . . . nk and m1 +m2 + . . .mk
are both even, is a subgroup of Γ.
Sketch of Proof. We first show that P = 〈f 2, h2, fh2f−1, hf 2h−1〉. This
can be done using induction along the same lines as the proof of Lemma 5.2.
We have already seen that f 2, h2 ∈ Γ. The proof is completed by showing
that fh2f−1, hf 2h−1 have respective matrix representatives
Mfh2f−1 =
[
µ ±(λ +√λ2 − 1)√µ2 − 1
±(λ−√λ2 − 1)√µ2 − 1 µ
]
= ψ((v, 0,±u,±1))
Mhf2h−1 =
[
λ+ µ
√
λ2 − 1 ∓√λ2 − 1√µ2 − 1
±√λ2 − 1√µ2 − 1 λ− µ√λ2 − 1
]
= ψ((u, v, 0,∓1)).
✷
Clearly P is a finite-index subgroup of 〈f, h〉, and it follows in particular
that if Γ is discrete, then so is 〈f, h〉. Further (see (106)) a sufficient condition
for this is that λ and µ both lie in a discrete subring of C (i.e. a subring of
the ring of integers of some imaginary quadratic field).
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Corollary 8.3 If R is a discrete subring of C, f and h are non-parabolic non-
identity isometries in Isom+(H3) with perpendicular axes, and λ(f), λ(h) ∈
R, then 〈f, h〉 is discrete.
In particular we have discreteness when λ(f), λ(h) are integers. Another dis-
crete example is λ(f) = λ(h) = −1+
√
3
2
, which minimizes max{τf , τh} among
all two generator non-elementary groups having loxodromic generators with
perpendicular axes, [20]. We discuss discreteness criteria further in Section
9.
Additionally, we can add in all the order 2 elliptics and preserve dis-
creteness. These elliptics fall into three Klein 4-groups: K := {ϕf , ϕh, ϕ},
Kf := {ϕf , g˜, g˜ϕf} and Kh := {ϕh, g, gϕh}.
Theorem 8.6 The group P1 generated by K Kf and Kh is an extension of
〈f, h〉 of index at most 2.
Proof. Every α ∈ P1 can be represented by a word in {ϕf , ϕh, ϕ, g, g˜, f, h}
which we suppose to have the fewest possible elliptic letters, and with the
first elliptic letter occurring as close to the right as possible. If a ∈ K ∪Kf
then afa=f±1, so that af = f±1a, and similarly af−1 = f∓1a. If a = g
then af±1 = gf±1 = g(ϕff±1ϕ−1f )g
−1g = hf±1h−1g, because f and ϕf com-
mute. By our assumptions about the word, it follows that no elliptic letter
can immediately precede an f±1, and symmetrically it cannot immediately
precede an h±1 either. It follows that all of the elliptic letters are at the right
of the word. But the product of any two elliptics is either another elliptic
or a product of (at most two) of the loxodromics f±1 and h±1, so the word
contains at most one elliptic letter. Thus P1 is an extension of 〈f, h〉 of index
at most 2. ✷
9 Arithmeticity.
In this section we first recall some further terminology concerning quater-
nion algebras with an aim to extending the discreteness conditions described
above. This section is adapted from §4 of [8].
Let k be a number field. A place ν of k is an equivalence class of valuations
on k. Such a place is real (complex) if it is associated to a real embedding
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(conjugate pair of complex embeddings) of k. We denote by kν the completion
of k at the place ν. If Q is a quaternion algebra over k, we say that Q is
ramified at ν if Q⊗k kν is a division algebra of quaternions. Otherwise ν is
unramified. If ν is a real place, then Q is ramified if and only if Q⊗k kν ≡ H.
It is straightforward to check whether a quaternion algebra Q =
(
a,b
k
)
is
ramified at a real place ν; if ν corresponds to the real embedding σ, then Q
is ramified at ν if and only if σ(a) and σ(b) are both negative.
We can now define an arithmetic Kleinian group. Let k be a number field
with one complex place and Q a quaternion algebra over k ramified at all
real places. Next let ρ be an embedding of Q into SL(2,C), let O be an order
of Q and O1 the elements of norm 1 in O. Then ρ(O1) is a discrete subgroup
of SL(2,C) and its projection to PSL(2,C) is an Kleinian group. Kleinian
groups so constructed, together with those which are commensurable to them,
are arithmetic. We note in passing that arithmetic Fuchsian groups arise in
a similar manner. However in that case, the number field is totally real and
the algebra ramified at all real places except the identity.
For a subgroup Γ of SL(2,C) the invariant trace field is defined as
kΓ = Q({tr2(g) : g ∈ Γ}) (108)
Then we set
QΓ =
{∑
ai gi : ai ∈ Q(tr(Γ)), gi ∈ Γ
}
Then QΓ is a quaternion algebra over Q(tr(Γ)). Additionally, if tr(Γ) consists
of algebraic integers we see that
OΓ =
{∑
ai gi : ai ∈ RQ(tr(γ)), gi ∈ Γ
}
is an order in QΓ. Here RQ(tr(γ)) is the ring of integers in Q(tr(Γ)). Then Γ
is arithmetic if and only if the following conditions are satisfied:
1. kΓ is an algebraic number field;
2. tr(Γ) consists of algebraic integers;
3. for every Q-isomorphism σ : kΓ→ C, other than the identity or complex
conjugation, σ(tr(Γ(2))) is bounded in C.
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In practice, it is hard to apply this characterisation directly, the problem
being to establish the boundedness of the traces at real embeddings. How-
ever, in [8] we obtained the following more useful method for proving groups
discrete.
Theorem 9.1 Let Γ be a finitely generated non-elementary subgroup of SL(2,C)
such that
1. kΓ has exactly one complex place or is totally real;
2. tr(Γ) consists of algebraic integers;
3. QΓ(2) is ramified at all non-identity real places of kΓ,
then Γ is a subgroup of an arithmetic Kleinian or Fuchsian group.
Corollary 9.1 A group of elements G of norm 1 in an order O of the quater-
nion algebra QQ,
QQ =
(
u2 − 1, v2 − 1
Q(u, v)
)
is a discrete subgroup of an arithmetic Kleinian group if
• u is a complex root of a monic irreducible polynomial of degree n with
integer coefficients p(z) all of whose (n − 2) real roots r1, r2, . . . , rn−2
lie in the interval (−1, 1).
• v is an algebraic integer in Q(u).
• for each non-identity real embedding σi : Q(u) → Q, σ|Q = id, defined
by σi(u) = ri, the image σ(v) ∈ (−1, 1).
Proof. The first condition gives Q(u) a number field of degree n over Q with
one complex place, and v ∈ Q(u) then gives Q(u, v) = Q(u). If σi is a real
embedding, then σi(u
2 − 1) = σi(u)2 − 1 = r2i − 1 < 0 and by hypothesis
σi(v
2 − 1) < 0 so the quaternion algebra is ramified at all the real places.
Next, the trace is 2R(u, v) ∈ Z(u, v). This must be an algebraic integer under
our hypotheses. ✷
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10 Discreteness: necessary conditions.
Let Γ := ψλ,λ′,µ(U), a subgroup of SL(2,C) which, we recall, comprises the
matrices of the form
W =
[
R(λ, µ) + S(λ, µ)
√
λ2 − 1 2ab(T (λ, µ) +W (λ, µ)√λ2 − 1)
2cd(T (λ, µ)−W (λ, µ)√λ2 − 1) R(λ, µ)− S(λ, µ)√λ2 − 1
]
where the polynomials R, S, T and W are polynomials with half-integer
coefficients satisfying (79), with
a =
1√
2
(√
λ′ + 1 +
√
λ′ − µ
)
, d =
1√
2
(√
λ′ + 1−
√
λ′ − µ
)
,
and b and c are given by (19) when µ = 1, and c = −b =
√
1−µ
2
otherwise.
We know that Γ extends the group of regular even balanced words in A
and B given by
A =

 λ+
√
λ2−1−1√
2
√
λ−1 0
0 −λ+
√
λ2−1+1√
2
√
λ−1

 , B =
(
a b
c d
)
, (109)
As we have observed (Theorem 5.1) this group is an index two subgroup
of the group of all regular balanced words in A and B. Similarly we can show
that Γ an index two subgroup of the group Γ˜ generated by Γ and A. To see
this, it is enough to show that, for G ∈ Γ, AGA−1 ∈ Γ, a straightforward
calculation using (11). It follows in particular that Γ is discrete if and only
if Γ˜ is.
Another routine calculation, using (14) and the facts that β(A) = 2(λ−1)
and
4abcd = bc(1 + bc) = 4
(µ− 1
2
)(
1 +
µ− 1
2
)
= µ2 − 1,
gives
γ(A,W ) = tr[A,W ]− 2 = −8(λ− 1)abcd(T 2(λ, µ)−W 2(λ, µ)(λ2 − 1))
= −2(λ− 1)(µ2 − 1)(T 2(λ, µ)−W 2(λ, µ)(λ2 − 1))
Since R2 − (λ2 − 1)S2 − (µ2 − 1)(T 2 − (λ2 − 1)W 2) = 1 we then have
γ(A,W )− β(A) = −2(λ− 1)[R2(λ, µ)− (λ2 − 1)S2(λ, µ)]
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We write β = β(A) and γ˜ = γ(A,W ) to obtain the following three identities:
|β|+ |γ˜| = 2|λ− 1|
(
1 + |µ2 − 1||T 2(λ, µ)−W 2(λ, µ)(λ2 − 1)|
)
|β|+ |β − γ˜| = 2|λ− 1|
(
1 + |R2(λ, µ)− (λ2 − 1)S2(λ, µ)|
)
and |γ˜||β − γ˜|
= 4|λ− 1|2|µ2 − 1||R2(λ, µ)− (λ2 − 1)S2(λ, µ)||T 2(λ, µ)−W 2(λ, µ)(λ2 − 1)|
The three equations above enable us to use the following test for the dis-
creteness of Γ˜ (and so of Γ).
Theorem 10.1 Let c0 = 2 − 2 cos(π/7) ≈ 0.198062 and λ2, µ2 6= 1. Then
with the notation above, Γ is discrete if and only if for every W ∈ Γ the three
inequalities
|β|+ |γ˜| ≥ 1, if γ˜ 6= 0, and (110)
|β|+ |β − γ˜| ≥ 1, if γ˜ 6= β, and (111)
|γ˜||γ˜ − β| ≥ c0, if γ˜ 6= 0, β. (112)
Proof. [⇒] First suppose {Wi}∞i=1 ⊂ U is an infinite sequence, that Wi → id
as i → ∞, and that (with the obvious notation) γi 6= 0, β. Then of course
ultimately the last inequality is violated since γi = γ(A,Wi) = tr[A,Wi]−2→
0. To remove the assumption that γi 6= 0, β we consider two cases.
Case 1. γi = 0 for infinitely many i. Then Wi has a fixed point in
common with A in Cˆ. Now X = BAB−1 ∈ Γ (only if B is order 2). If X
shares a fixed point with A, or maps one fixed point to another, then A and
XAX−1 have a common fixed point in Cˆ and hence
0 = γ(A,X) = γ(A,BAB−1) = γ(A,B)(γ(A,B)− β)
so γ(A,B) = 0 or γ(A,B) = β. However, v = 1 − 2γ/β ∈ {±1} in either
case, and this is excluded by hypothesis. We now deduce that X−1WiX does
not share a fixed point with A for infinitely many i, and XWiX
−1 → id.
Case 2. γi = β for infinitely many i. Then Vi = WiAW
−1
i → A, 0 =
γ(A, Vi) = γ(A,A
−1Vi) and so we reduce to the first case by replacing Wi by
[A,Wi]→ id.
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[⇐] Next, suppose the group U is discrete, but one of these inequalities
is violated for some W ∈ U . The first two inequalities are Jørgensen’s in-
equality and a well known variant of it [9]. These are necessary conditions
for the discreteness of the group 〈A,B〉 provided this group is not virtually
abelian. The last condition is a result of Cao [3] improving other versions
of inequalities Jørgensen found [17, 10] for discrete groups generated by two
elements of the same trace. We state this in the following lemma.
Lemma 10.1 If 〈f, g〉 is Kleinian and β(f) = β(g), then |γ(f, g)| ≥ c0
where
c0 = 2− 2 cos(π
7
)
This bound is sharp and achieved in the (2, 3, 7)-triangle group.
Thus the violation of one of these inequalities shows that 〈A,W 〉 is virtu-
ally abelian. If the group is abelian, then γ(A,W ) = 0. If WAW−1 = A−1,
the dihedral case, then WAW−1A−1 = A−2, and hence
γ(A,W ) = tr(WAW−1A−1)− 2 = trA2 − 2 = tr2(A)− 4 = β(A)
If A is loxodromic, then 〈A,W 〉, if discrete, is Kleinian unless W fixes or
interchanges the fixed points of A. Otherwise there would be three, and
hence uncountably many limit points, [2]. These reduce to the cyclic or
dihedral cases. If A is elliptic, then |β| < 1 is required to violate either of
the first two inequalities. That is A has order 7 or more. The classification
of the elementary discrete groups [2] shows this to reduce to the abelian
or dihedral cases as well. What remains is the case 〈A,W 〉 is a discrete
group with the last inequality violated. Then this group is elementary and
as γ(A,WAW−1) = γw(γw − β) a little argument using the classification of
the elementary discrete groups reduces to the previous cases. ✷
11 Examples
We calculate some of the polynomials for balanced, even, good words in
f and g, and investigate when these have the same axis as f . For W =
fgf 5g−1fgf 2g−1f−3,
2r(u, v) = −1 + 3u− 2u2 − 10u3 + 4u4 + 8u5 − v − 3uv + 8u2v + 4u3v
51
−8u4v + 2v2 − 6uv2 − 6u2v2 + 14u3v2 + 4u4v2 − 8u5v2
2s(u, v) = −1 + 2u+ 10u2 − 4u3 − 8u4 − v − 4uv + 4u2v + 8u3v + 2uv2
−6u2v2 − 4u3v2 + 8u4v2
2t(u, v) = (u− 1)(−1 + 2u+ 4u2)(−1− 2u+ 4u2 + 4u3 − 4uv + 4u3v)
2w(u, v) = (1 + 6u− 4u2 − 20u3 + 8u4 + 16u5 − 2v + 6uv + 8u2v − 20u3v
−8u4v + 16u5v)
The only solution of t(u, v) = w(u, v) = 0 is u = −1/2, v = −1/3. For these
values we also have s(u, v) = 0 and r(u, v) = −1, i.e. W is a relator of 〈f, g〉
for these values. However, we return back to (65) and (66) to see
β = 2u− 2 = −3, γ = β(1− v)/2 = −2
so f has order three and f and g .
Corollary 11.1 Let Γ be a Kleinian group and f, g ∈ Γ. Then
fgf 5g−1fgf 2g−1f−3 = 1
if and only if f has order 3 and 〈f, g〉 is a Euclidean triangle group or an
abelian group.
Of course if f and g commute then fgf 5g−1fgf 2g−1f−3 = 1, then f 6 = 1.
For W = fgf 5g−1f−2
2r(u, v) = −1− 3u+ 2u2 + 4u3 − v + 3uv + 2u2v − 4u3v
2s(u, v) = 1 + 2u− 4u2 − v + 2uv + 4u2v
2t(u, v) = (u− 1)(1 + 2u)(−1 + 2u+ 4u2)
2w(u, v) = (−1 + 2u)(−1 + 2u+ 4u2)
This time t and w have a common factor −1 + 2u+4u2, so that they vanish
simultaneously when u = 1/4(−1 ± √5), and for all values of v. However
s(1/4(−1 ± √5), v) = 1/2(−1 + √5) 6= 0, so W can never be a relator of
〈f, g〉.
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For W = fgfg−1f 2gfg−1fgf−1g−1f 2gf−1g−1
r(u, v) = −u− u2 + u3 + u4 + u5 − v2 + uv2 − u2v2 + u3v2 + 2u4v2
− 2u5v2 + v4 − 3uv4 + 2u2v4 + 2u3v4 − 3u4v4 + u5v4
s(u, v) = −1 + u2 + 2u3 + u4 + v2 − 2uv2 + 3u2v2 − 2u4v2 − v4
+ 2uv4 − 2u3v4 + u4v4
t(u, v) = (u− 1)(u+ 1)(u− v + uv)(−1− u− u2 − v + uv + v2
− 2uv2 + u2v2)
w(u, v) = (u− 1)(−u− u2 − u3 − v − uv − u2v − u3v + v2 − uv2 − u2v2
+ u3v2 + v3 − uv3 − u2v3 + u3v3)
Here W is a relator in the group that minimizes the maximum of the two
translation lengths max{τf , τh}, when f and h are two loxodromics with
perpendicular axes [20]. Now t and w have a common factor (u− 1), so that
they vanish simultaneously when u = 1. However t = w = 0 also holds when
v = 0 (perpendicular axes), when u = 0 and when u = −1± i√3. In the last
two cases r = 1 and (consequently) s = 0.
These examples raise some general questions:
1. Which words can be relators? (ie for which words do s = t = w = 0,
r = ±1 have a solution, apart from the trivial solutions u = 1 (f =
Identity) and v = 1 (f and g have the same axis)?)
2. For which words do t and w have a non-constant common factor in
which neither of the variables u and v is absent? (giving an infinite
family of solutions for t = w = 0)
3. For which words do t and w have no such common factor, so that
t = w = 0 has only finitely many roots, and one of these roots also
makes s = 0 and (hence) r = ±1 (ignoring the trivial cases u = 1,
v = 1). Is any such group discrete?
11.1 Explicit Formulae
We now give (without going into details of the computation) explicit values
for the polynomials R = Rw, S = Sw, T = Tw and Ww of (71) associ-
ated with the even word w = fn1gfn2g−1fn3gfn4g−1fn5 , which are expressed
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in terms of Chebyshev polynomials indexed by various combinations of the
powers ni. For such a word, and for S ⊆ {1, 2, 3, 4, 5}, we let TS(u) =
T(ǫ1n1+ǫ2n2+ǫ3n3+ǫ4n4+ǫ5n5)/2(u), US(u) = U(ǫ1n1+ǫ2n2+ǫ3n3+ǫ4n4+ǫ5n5)/2−1(u), where
ǫi = −1 if i ∈ S, ǫi = 1 if i /∈ S, e.g. T{2,3}(u) = T(n1−n2−n3+n4+n5)/2(u). (We
set U−1(x) = 0, and, for n < 0, Tn(x) = T|n|(x), Un−1(x) = −U|n|−1(x)).
We have calculated:
R(u, v) =
1
4

 ∑
S⊆{2,3,4}
(−1)|S|TS(u)

 v2
+
1
2
(
T∅(u)− T{2,4}(u)
)
v
+
1
4
(
T∅(u) + T{2}(u) + T{3}(u) + T{4}(u) + T{2,4}(u) + T{2,3,4}(u)
S(u, v) is the same, but with US substituted for TS throughout in (113) above,
T (u, v) =
1
4

 ∑
S⊆{2,3,4}
(−1)|S|TS∪{5}(u)

 v
+
1
4
(
T{3,5}(u)− T{1,3}(u) + T{2,5}(u)− T{1,4}(u)
− T{1,2,3}(u) + T{3,4,5}(u)− T{1}(u) + T{5}(u)
)
.
W (u, v) =
1
4

 ∑
S⊆{2,3,4}
(−1)|S|US∪{5}(u)

 v
+
1
4
(
U{1,3}(u) + U{3,5}(u) + U{1,4}(u) + U{2,5}(u)
+ U{1,2,3}(u) + U{3,4,5}(u) + U{1}(u) + U{5}(u)
)
.
Remark: These formulae exhibit the general fact that if the sequence
(n1, n2, n3, n4, n5) is reversed, the sign of t is changed, and r, s, w are un-
changed.
We thus have, for the shorter word An1BAn2BAn3 (n4 = n5 = 0)
R(u, v) =
1
2
[(
T(n1+n2+n3)/2(u)− T(n1−n2+n3)/2(u)
)
v
+
(
T(n1+n2+n3)/2(u) + T(n1−n2+n3)/2(u)
)]
,
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S(u, v) the same, but with Un−1 substituted for Tn throughout, and
T (u, v) =
1
2
[
T(n1+n2−n3)/2(u)− T(n1−n2−n3)/2(u)
]
, (113)
W (u, v) the same, but with Un−1 substituted for Tn throughout.
12 Roots of Trace polynomials.
The purpose of this section is to establish a theorem which shows that the
zero sets of the “good word” trace polynomials discussed in §5 are dense in
the complement of the space of discrete and faithful representations of Zp ∗Z2
for 3 ≤ p ≤ ∞. Indeed we show that the complement of the representations
which are discrete and free on marked generators is the filled in Julia set of
the semigroup of good word polynomials.
Theorem 12.1 Let f, g be Mo¨bius transformations with β = β(f) 6= −4,
β(g) = −4, γ = γ(f, g) and suppose that 〈f, g〉 is not discrete and free on
the two generators f and g. Then for any open set U , γ ∈ U ∈ C there is a
good word w = w(f, g) for which the polynomial qw(z) = pw(z, β), given by
Theorem 5.3, has a root in U .
Proof. There are two cases.
12.1 〈f, g〉 is discrete but not free on generators.
In this case there is a nontrivial word w ∈ 〈f, g〉 representing the iden-
tity. Then, for suitable a one of w,wfa, faw is a good word as g has order
two. Suppose this word is v. Then w = identity gives us 0 = γ(w, f) =
γ(wfa, f) = γ(faw, f) = pv(γ, β) and so γ itself is the root of a good word
polynomial.
12.2 〈f, g〉 is not discrete.
Let U be a neighbourhood of γ and define the good word polynomial zero
set as
Z = {z ∈ C : there is a good word w so that pw(z, β) = 0 }
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In §5.1 we gave a few examples of good words. From that table we quickly
deduce that among many other points
{0, β, 1 + β, 2 + β} ⊂ Z.
Thus Z contains at least three finite points. To simplify notation we suppress
the β variable in our word polynomials. Next, suppose that for some good
word v we have pv(U) ∩ Z 6= ∅. Then there is a word w ∈ 〈f, g〉 and z ∈ U
such that pv(pw(z)) = 0. However we know that the set of good words is
closed under composition, and pv(pw(z)) = pv∗w(z). This point z establishes
the result. We are left to consider the subcase
12.2.1 For all good words v, pv(U) ∩ Z = ∅.
So the family of analytic functions FU = {pv|U : v is a good word } has the
property that each element omits Z which contains at least three points.
Thus Montel’s criterion shows that FU is a normal family. If 〈f, g〉 is not dis-
crete, then there is a sequence of words {wi}∞i=1 in 〈f, g〉 with wi → identity
as i → ∞ (this convergence is in the topology of PSL(2,C), that is in each
entry of representative matrices). Again, as g has order two, wi are good
words and we must have for any z0 ∈ U
pwi(z0) = tr[f, wi]− 2→ tr[f, identity]− 2 = 0
It follows that pwi → 0 locally uniformly in U . With our earlier argument
using the fact that the set of good word polynomials is closed under compo-
sition, we will be done if we can establish the density of the roots in some
small neighbourhood of 0.
12.2.2 Density of roots near 0.
We analyse this case in a fairly general framework using some of the theory of
the dynamics of polynomial semigroups. Much more can be found about this
subject, see for instance [14, 15, 22, 24, 25] and the references therein. The
point here is independent of β = β(f), we can find a good word polynomial
which has 0 as a repelling fixed point, and another which has zero as a
superattracting fixed point under iteration. In such a setting, the filled in
Julia set of the semigroup generated by these two polynomials contains a
neighbourhood of 0 and the preimages of 0 are dense in it.
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Let U ⊆ C be open, and P a family of analytic functions, each of which
map U into itself. We define the Julia set of P to be the z ∈ U such that P
is not a normal family in any neighbourhood of z.
Lemma 12.1 Let K ⊆ U ⊆ C with K compact set and U open. Suppose
that {pi | i ∈ I} is a family of analytic functions which map U into itself, and
let P be the semigroup that this family generates under composition. Suppose
that, for each z ∈ K there exists a p ∈ P such that
1. p(z) ∈ int(K)
2. |p′(z)| > L−1, where L is Landau’s constant (0.5 < L ≤ 0.5432 . . .).
Then int(K) is in the Julia set of P.
Note that Landau’s constant is defined as follows: if f : D→ C is holomorphic
and f ′(0) = 1, then f(D) contains a disk of radius L.
Proof. By 1. and 2., each z ∈ K◦ has an open neighbourhood which is
mapped into K◦ by some p ∈ P, and on which |p′(w)| > L−1. By com-
pactness, a finite set {U1, U2, . . . Un} of such neighborhoods covers K. Using
compactness of U i, we have for each i, an ηi > 1, such that p
′
i > ηi/L on Ui.
Let r be the Lebesgue number of this covering, and η the smallest of the ηi,
then, if z ∈ K◦ and D is a disc in K◦ centred at z with radius s ≤ r, we have
a p ∈ P, such that p(D) ⊆ K◦ and contains a disc of radius ηs. By iterating
this process we can apply a succession of functions in P to D, such that was
successive images of D contain a disks of radius s, ηs, η2s . . . up to a radius
of r, which is thereafter maintained. Since s can be chosen arbitrarily small,
it follows that P cannot be a normal family on any open subset of K◦. ✷
Lemma 12.2 Let p and q be entire functions, with a common fixed point c,
which is superattractive for p and repulsive for q. Let P be the semigroup
〈p, q〉, then the Julia set of P contains a neighbourhood of c.
Proof. This is a standard “push me, pull you” argument which we sketch.
We may assume that c = 0. We have p(z) = azm + O(zm+1), q(z) = µ(z +
bz2 + O(z3)), where a 6= 0, m ≥ 2 and |µ| > 1. We construct a sequence of
functions {fn} inductively by f0(z) = z and fn+1(z) = g(f(z)), where g is
either p or q. We choose r > 0 to be sufficiently small that we can ignore
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higher degree terms in p and q. Let z0 be chosen with |z0| < r, suppose that
f0, f1, . . . fk have already been defined, and set zi = fi(z0). If |zk| ≥ r, then
let fn+1(z) = p(f(z)); otherwise let fn+1(z) = q(f(z)). As soon as |zk| ≥ r,
the next number zk+1 is much smaller; then the zi gradually increase in size
(because |µ| > 1), until eventually it exceeds r, and the process begins again.
The sequence {zi} is bounded above and below |a|rm ≤ zi ≤ |µ|r.
If fn+1(z) = p(fn(z)), then the logarithmic derivative
f ′n+1(z)
fn+1(z)
= p′(zn)
zn
p(zn)
f ′n(z)
fn(z)
≃ mf
′
n(z)
fn(z)
If fn+1(z) = q(fn(z)), then
f ′n+1(z)
fn+1(z)
= q′(zn)
zn
q(zn)
f ′n(z)
fn(z)
≃ z + 2bz
2
z + bz2
f ′n(z)
fn(z)
≃ (1 + bz)f
′
n(z)
fn(z)
If |zn−1| ≥ r, then |zn| ≥ |a|rm, and it takes t applications of q to get the size
of zi over r again, where t is at most about log|µ|(1/(|a|rm−1)), in the course
of which we multiply the absolute value of the logarithmic derivative by at
least
(1− |bzn|)(1− |bzn+1|) . . . (1− |bzn+t|) ≥ (1− |b|r)t ≥ (1− |b|r)C log(1/r)
which can be made as close to 1 as we like by taking r sufficiently small. Each
time we apply p, we multiply the logarithmic derivative by approximately m.
It follows that | f ′n(z)
fn(z)
| → ∞ as n→∞. Since the |fn(z)| is bounded below, it
also follows that |f ′n(z)| → ∞ as well. Thus no subsequence of {fn(z)} can
converge to an analytic function. Since |fn(z)| is bounded above, {fn(z)}
cannot converge to ∞ either. Thus 〈p, q〉 is not a normal family on any
neighbourhood of z. ✷
To complete our proof we recall from §5.1 the trace polynomials γ(γ−β)
from the word bab, (β−γ+1)2γ from the word babab, γ(1−2β+γ2−(β−2)γ)
from the word baba−1b, γ(γ − β)(β − γ + 2)2 from the word bababab
and γ3(γ − β)(β + 4)(β(γ2 − 3γ − 4) − β2(γ + 1) + 4γ2 + 4γ + 1) from the
word ba−2bababa−2bab.
The last polynomial here is superattractive at z = 0 and the rest have
multipliers at 0 of −β, (1 + β)2, 1 − 2β and (1− 3β)2 respectively, so that
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for each β at least one of them has z = 0 as a repulsive fixed point. Thus, by
the lemma, the Julia set of the trace polynomials contains a neighbourhood
of 0, and so a zero-free region U has an image under a trace polynomial
into a region which intersects the Julia set, contradicting the fact that these
polynomials generate a normal family on U .
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