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Zusammenfassung
Diese Arbeit stellt eine detaillierte Analyse der Eigenschaften des heißen, ro¨ntgenhellen Gases in
Galaxienhaufen (intra-cluster medium, ICM) vor. Galaxienhaufen sind riesige astrophysikalis-
che Laboratorien, die uns die Untersuchung der Strukturentstehung und Metallanreicherung im
Universum ermo¨glichen. Sie sind die einzigen Objekte, die groß genug sind, um in ihrer Zusam-
mensetzung aus dunkler und baryonischer Materie als repra¨sentativ fu¨r das ganze Universum
zu gelten. Der gro¨ßte Anteil der Baryonen (um 80%) liegt in Form des diffusen ICM vor, das
wa¨hrend der Strukturentstehung durch Stoßwellen auf Temperaturen von 107 − 108 K geheizt
wird und deswegen hauptsa¨chlich im Ro¨ntgenbereich strahlt. Dieses Plasma durchdringt den
ganzen Haufen und folgt dem von dunkler Materie beherrschten Gravitationspotenzial. Die tiefen
Potenzialto¨pfe von Galaxienhaufen bewahren alle Metalle auf, die von Supernovae wa¨hrend der
gesamten Lebensdauer des Haufens in den angeho¨rigen Galaxien produziert werden. Deswe-
gen liefern die Metallha¨ufigkeiten im ICM Information u¨ber die durchschnittliche chemische
Entwicklung des Universums selbst.
Moderne Beobachtungen legen nahe, dass die energetische Wechselwirkung zwischen dem
Aktiven Galaktischen Kern (active galactic nucleus, AGN) in der hellsten Haufengalaxie (bright-
est cluster galaxy, BCG) und dem ICM beno¨tigt wird, um das Gas im Zentrum mancher Haufen
zu heizen. Die hier im Ro¨ntgenbereich abgestrahlte Energie ist so groß, dass, wenn sie allein
von der thermischen Energie des Haufengases aufgebracht werden mu¨sste, das Gas sich stark
abku¨hlen wu¨rde. Die daraus erwartete hohe Sternentstehungsrate wird in der zentralen Haufen-
galaxie nicht beobachtet (das sogenannte ”cooling-flow” Problem). Daru¨ber hinaus sollten die
vom AGN verursachten Gasbewegungen und Turbulenz wichtig sein, um die Metalle ins ICM
zu transportieren und dort zu verteilen.
Ich untersuche die mit der AGN-ICM Wechselwirkung verbundenen Merkmale in zwei hellen
und relativ nahe gelegenen Objekten. Die Galaxie M 87, im Zentrum des na¨chsten Haufens,
Virgo, ist fu¨r den Anfang das beste Zielobjekt fu¨r solch detaillierte Studien. M 87 ist hell
genug fu¨r exzellente Spektrenstatistik und auch nah genug, um eine gute Auflo¨sung von ra¨umlich
kleinen Strukturen zu ermo¨glichen. Das na¨chst interessanteste Objekt, abgesehen vom Perseus
Haufen, fu¨r den ausfu¨hrliche Studien schon vorhanden sind, ist Hydra A. Dieser Haufen a¨hnelt
einer vergro¨ßerten Version von M87. Hier sind Energie und typische Ausdehnung der AGN-ICM
Wechselwirkungsmerkmale ungefa¨hr zehnmal gro¨ßer, aber die Auflo¨sung, wegen der gro¨ßeren
Entfernung, auch um einen Faktor zehn reduziert.
In diesen zwei Haufen habe ich die ersten zwei von AGN verursachten klassischen Stoßwellen
gefunden, fu¨r die die gemessenen Temperatur- und Druckspru¨nge zu u¨bereinstimmenden Machzahlen
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fu¨hren. Man vermutet, dass Stoßwellen eines der Hauptmechanismen sind, durch die der zentrale
AGN das ICM heizt und dessen beschleunigte Abku¨hlung verhindert. Ich lege sowohl einfache
1D als auch 3D hydrodynamische Simulationen vor und vergleiche deren Ergebnisse mit den
Beobachtungen, um die Machzahl und Energie des Schocks in Hydra A einzuscha¨tzen. In den
3D Simulationen werden Gasbewegungen miteinbezogen, als mo¨gliche Erkla¨rung fu¨r die Asym-
metrie und Versetzung der Stoßwellenfront vom Haufenzentrum. In M 87 finde ich auch eine
“Kaltfront”, eine Diskontinuita¨t in den Temperatur- und Fla¨chenhelligkeitsprofilen, die ebenfalls
auf Gasbewegungen hindeutet.
Ku¨hle, metallreiche Filamente, die oft aus einer Mischung mehrerer Temperaturphasen beste-
hen und ra¨umlich mit den vom AGN erzeugten Radioblasen zusammenfallen, deuten daru¨berhinaus
die wichtige Rolle des AGNs fu¨r den Transport der in der BCG produzierten Metallen ins ICM
an. In M 87, wo die exzellente Photonen-Statistik eine detaillierte Modellierung der Temper-
aturstruktur auf ra¨umlich kleinen Skalen ermo¨glicht, finde ich eine Korrelation zwischen dem
Anteil ku¨hlen Gases und der durchschnittlichen Metallizita¨t, und berechne damit die Metallizita¨t
des ku¨hlen Gases. Dieses Gas wird von aufsteigenden Radioblasen in gro¨ßere Entfernungen vom
Haufenzentrum mitgerissen, ku¨hlt sich aufgrund des niedrigeren Umgebungsdrucks adiabatisch
ab, und wird deswegen ku¨hler im Vergleich zum umliegenden ICM. Das Gas ist reicher an Met-
allen, da es durch Supernovae und Sternwinden in der zentralen Galaxie angereichert wurde. Ich
scha¨tze die mit dem Auftrieb verbundene Gasmasse, Eisenmasse und Energie in beiden Haufen
ab und stelle fest, dass der AGN einen wesentlichen Anteil der Eisenmasse im Zentrum des
Haufens nach außen befo¨rdern kann. Ich vergleiche die dafu¨r beno¨tigte Energie mit der Schock-
energie und der Energie, die mit der Erzeugung der AGN-verursachten leuchtschwa¨cheren Re-
gionen in den Ro¨ntgenbildern verknu¨pft ist. Diese Ro¨ntgen-“Lo¨cher” sind mit Radiostrahlung
gefu¨llt und werden dadurch produziert, dass der AGN relativistische Teilchen ins ICM einbla¨st,
die das Haufengas verdra¨ngen. Die dafu¨r beno¨tigte Energie wird danach in Wa¨rme umgewandelt,
deswegen deuten auch diese Merkmale auf einen wichtigen Mechanismus hin, der die beschle-
unigte Abku¨hlung des zentralen ICMs verhindert. In M 87 sind die Energien fu¨r diese drei ver-
schiedene AGN-bezogenen Prozessen a¨hnlich. In Hydra A ist die Anhebungsenergie mit der
Energie der ju¨ngsten Radioblasenbildung vergleichbar, aber um zwei Gro¨ßenordnungen kleiner
als die mit einem fru¨heren, kra¨ftigeren AGN-Ausbruch assoziierte Schockenergie. Desweiteren
untersuche ich die Zeitskalen, in der Supernovae und Sternwinde die beobachteten Mengen und
Anteile verschiedener Metalle erzeugen ko¨nnen, und vergleiche die gemessenen relativen Met-
allha¨ufigkeiten mit Modellen der Elementproduktion von verschiedenen Supernovatypen.
Summary
This work focuses on detailed spatial and spectral analysis of the properties of the intra-cluster
medium (ICM) in clusters of galaxies, giant laboratories which allow us to probe the formation
and chemical enrichment history of the Universe. These are the only objects large enough to
contain a fair sample of all types of baryonic and dark matter in the Universe. The largest
amount of baryons (about 80%) resides in a diffuse ICM which is shock-heated during mergers
associated with hierarchical large-scale structure formation to temperatures of 107 − 108 K and
consequently emits mostly in the X-ray domain. This plasma permeates the entire cluster, tracing
the gravitational potential dominated by the dark matter. The deep potential wells of clusters of
galaxies retain all the metals produced by supernovae in the member galaxies throughout the
cluster’ s life, therefore metal abundances in the ICM constitute a fossil record of the average
chemical enrichment history of the Universe.
Energetic interaction between the active galactic nucleus (AGN) in the brightest cluster
galaxy (BCG) and the ICM is needed to heat the gas at some cluster centers where the sur-
face brightness profile is very peaked. The energy radiated away here is so large that, if it came
from thermal energy alone, the hot X-ray gas would have to cool and form copious amounts of
stars, in disagreement with observations (the so-called “cooling flow” problem). Turbulence and
gas motions induced by the AGN are moreover believed to be a main ingredient for transporting
and distributing the metals within the ICM.
I investigate features associated with AGN-ICM interaction in two bright and relatively
nearby systems. M87, at the center of Virgo, the nearest galaxy cluster, is a natural choice
as a first target for such detailed studies. Since it is so close, M87 is both bright enough to ensure
excellent spectral statistics and enables us to resolve much smaller spatial scales than possible
for any other object. The next most interesting case, apart from the Perseus cluster which had
already been looked at in detail, is Hydra A. This cluster can be considered a scaled-up version
of M87, where the power and scales involved in the AGN-ICM interaction are about an order of
magnitude larger.
In these two clusters, we find and map the first two known classical AGN-driven shocks with
spectroscopically confirmed temperature and pressure jumps corresponding to consistent Mach
numbers. These shocks are thought to be one main mechanism through which the AGN heats
the ICM to prevent catastrophic cooling. I present both simplified 1D and 3D hydrodynamic
simulations of the large-scale shock in Hydra A and compare the results with observations in
order to estimate the Mach number and energy of the shock. The 3D simulations include a bulk
flow of the ICM as a possible explanation for the asymmetry of the observed shock front shape
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and its offset with respect with the cluster center. In M87, I show a cold front that suggests the
presence of bulk motions in the form of sloshing in the ICM.
Cool, metal-rich filaments, which can often be resolved into multi-temperature components
and are spatially coincident with AGN-inflated radio lobes, suggest moreover the crucial role
of the AGN in uplifting the chemical elements produced by the central galaxy and transporting
them into the ICM in both clusters. In M87, where the statistics allow detailed modeling of
the temperature structure on small spatial scales, I find a correlation between the amount of
cool gas and the metal abundance (averaged over all temperature phases), based on which I
deduce the metallicity of the cool gas. This gas is cooler compared to the surrounding ICM most
probably because of adiabatic expansion, as it was dragged by the rising radio lobes towards
larger radii where the ambient pressure is smaller; it is more metal-abundant because it was
enriched by supernovae and stellar mass loss at the center of the galaxy. I estimate the gas mass,
Fe mass and energy associated with the uplift for both clusters. I find that the AGN can uplift
a sizable amount of Fe compared to the mass of Fe currently present in the cluster center. I
compare the energies related with gas uplift with those needed to create the AGN-driven shocks
and AGN-inflated bubbles and show that, for M87, the energies required to produce these three
substructures are similar. In Hydra A, the energy needed to uplift the gas is similar to that
associated with the most recently inflated bubbles, but orders of magnitude smaller than the
energy of the large-scale shock created during a much more powerful past outburst. I moreover
discuss the timescales in which supernovae and stellar winds can produce the observed amount
of metals and metal abundance ratios, and compare the observed metal abundance ratios with
models of heavy element production by different supernova types.
Chapter 1
Introduction
1.1 Clusters of galaxies
Galaxies are not distributed uniformly in the Universe. One can find both agglomerations of
thousands of large galaxies within a radius of a few megaparsecs (Mpc) and large volumes almost
completely devoid of galaxies. The regions with a very high density of galaxies are usually
connected by filaments of intermediate density which delimitate the voids. When we “zoom out”
to the point that galaxies start to look like very small polka dots, the Universe looks like a mind-
bogglingly big three dimensional spider-web. The “knots” of this cosmic web, the regions with
a large over-density of galaxies, are known as clusters of galaxies.
The first detailed report about such a cluster of galaxies (Perseus) was published more than
a century ago (Wolf 1906). Abell (1958) performed a systematic search for agglomerations of
galaxies on optical plates and created the Abell cluster catalog still widely used today. But a
galaxy cluster consists of more than just an agglomeration of galaxies. This was first suggested
by Zwicky (1937), who looked at the velocity dispersion of cluster galaxies and concluded that
the cluster must be much more massive than the sum of the masses of its member galaxies,
otherwise these could not be gravitationally bound. A part of the missing cluster mass was
found in the 1960s, when X-ray emission from a diffuse, very hot gas filling the cluster volume
was detected (Byram et al. 1966; Kellogg 1973). For rich clusters, the mass of this gas, also
known as the intra-cluster medium (ICM), is around 5 times larger than the stellar mass in the
member galaxies (Allen et al. 2002). Assuming hydrostatic equilibrium for the ICM allows us to
determine the total cluster mass, revealing that still an overwhelming ∼ 80−90% of the cluster is
in the form of dark matter. Clusters of galaxies are unique cosmological probes because they are
the only objects large enough to contain a fair sample of all types of baryonic and dark matter in
the Universe. Moreover, the number distribution of clusters against their total mass and redshift
is also sensitive to cosmological parameters. The X-ray emission from the ICM traces the cluster
structure contiguously, making X-ray imaging and spectra crucial elements in understanding the
astrophysics of galaxy clusters and using their excellent potential for the study of cosmology.
The ICM plasma is typically well approximated as optically thin and in collisional ionization
equilibrium (CIE), which enables a simple modeling and straightforward interpretation of cluster
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X-ray spectra. Several models of the bremsstrahlung and line emission in these conditions are
available, the most widely used being mekal (Mewe et al. 1985; Kaastra 1992; Liedahl et al.
1995) and apec (Smith et al. 2001). By comparing the available data with spectra predicted
by these models, one can determine a temperature or parameters pertaining to a distribution of
temperatures, as well as the abundances of different chemical elements with which the member
galaxies enrich the ICM and whose lines are visible in the observed spectrum.
1.2 The cooling flow problem
By emitting X-rays, the intracluster gas loses energy and therefore should cool if no other source
of heating is available. The intensity of the emitted bremsstrahlung radiation increases approx-
imately with the second power of the gas density, therefore the strongest cooling occurs in the
central parts of clusters, where the density is high. Observations of clusters with the Uhuru satel-
lite first indicated that, for some clusters which show a very peaked density profile, the mean
cooling time of the central gas can be smaller than the Hubble time (Lea et al. 1973). These were
termed “cool(ing)-core” clusters and a model was developed to describe the effects of significant
cooling of the central gas (Fabian & Nulsen 1977; Mathews & Bregman 1978). Later observa-
tions with Einstein and EXOSAT set the estimated percentage of these cooling core clusters to
a significant 70-80% (Edge et al. 1992) of the galaxy cluster population. It is still a matter of
debate whether or not this percentage is strongly dependent on the redshift (Vikhlinin et al. 2007;
Santos et al. 2008).
The cooling flow model, based on early observations mainly with the Uhuru and Einstein ob-
servatories, states that upon cooling (which takes place within the so-called cooling radius where
the cooling time is equal to or less than the Hubble time) the gas condenses to cold blobs which
sink or ”flow” through the remaining hotter atmosphere to the very center of the cluster which is
often associated with a central dominant (cD) brightest cluster galaxy (BCG). The cooling radius
is small compared to the extent of the entire cluster, such that the gas loss through cooling is
negligible compared to the total amount of gas in the ICM; however, the cooling radius can be
as large as some hundreds of kiloparsecs, allowing the cooling region to be resolved by X-ray
satellites. It was inferred that, through the cooling flow, the BCG is still growing at the present
time.
According to the cooling flow model, the mass deposition rate - that is, the mass of cool gas







where Lcool is the luminosity associated with the cooling region, usually of the order of 10% of
the total luminosity, and T is the temperature of the gas at the cooling radius. In deriving this
formula, it was assumed that the energy lost by radiation comes only from the heat content of the
gas in the cooling region plus the pdV work done on this gas while it condenses. Typical mass
deposition rates calculated from this formula are in the range of hundreds and up to thousands of
solar masses per year (Fabian 1994).
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Evidence for gas cooling out of the X-ray band was indeed observed at a variety of wave-
lengths. For example, BCGs show anomalous emission of diffuse blue light associated with star
formation (McNamara & O’Connell 1989). Clusters with shorter radiative gas cooling times
harbor more infrared-luminous BCGs (Egami et al. 2006a) and clusters with small central gas
entropies are generally brighter in Hα (Cavagnolo et al. 2008), which also indicates recent star
formation. CO and H2-emission from large amounts of very cool gas has been observed in BCGs
as well (Salome´ et al. 2008; Egami et al. 2006b). Nevertheless, with few exceptions, the strength
of these signatures implies mass deposition rates typically one to two orders of magnitude smaller
than those calculated from the cooling flow model.
With the launch of XMM-Newton and Chandra in 1999, it was discovered that the X-ray gas
was in fact not cooling at the rates implied by Eqn. 1.1. High-resolution spectra of cooling core
clusters obtained with the RGS lacked the strong emission lines expected from low-temperature
gas. This indicated that, while the mean temperature of the ICM did decrease towards the cen-
ter of cooling core clusters, there was no significant evidence of gas cooling below a certain
threshold, usually one half to one third of the virial temperature (Peterson et al. 2001, 2003).
This implied the necessity of a fine-tuned heat source which would provide just enough heat to
prevent all but a few percent of the central ICM from cooling out of the X-ray band.
1.3 AGN feedback
Several forms of possible heat input have been discussed, among which heat conduction from the
ICM outside the cooling radius, reconnection of magnetic field lines and energy output from the
active galactic nucleus (AGN) of the central galaxy. The current scientific consensus is pointing
toward the latter as the most promising candidate.
One advantage of AGN feedback over other heating sources is that it is relatively straightfor-
ward to conceive a toy model explaining how the required fine-tuning can be accomplished: a
large amount of cooling gas sinking towards the center causes a high accretion rate onto the su-
permassive black hole (SMBH), triggering an AGN outburst. This disturbs the accretion rate and
sends the AGN into a quiescent stage, during which the entropy excess injected by the outburst
is radiated away. When the excess entropy has been lost, the density of the gas at the bottom of
the potential well becomes again extremely large and a further outburst of the AGN is stimulated
when some of this dense gas accretes onto the SMBH, starting the next cycle of the system.
AGN feedback in fact seems to be a crucial ingredient not only for understanding cooling core
clusters but also the evolution of structure in the Universe. Magorrian et al. (1998) for example
found a puzzling correlation between the mass of the central black hole and the bulge mass in
galaxies, suggesting that their evolutions must be tightly coupled. The mechanism behind this
relies most probably on gas being blown out of the galaxy during an AGN outburst, which in turn
affects the star formation near the center of the galaxy. This is critical to explain why so much
fewer very massive galaxies are observed, compared to predictions from large-scale structure
simulations which do not take this effect into account (Croton et al. 2006).
The influence of an AGN on the intracluster medium was considered and modeled early on
by Bo¨hringer & Morfill (1988) who looked into the effects of associated cosmic ray production
4 1. Introduction
and by Binney & Tabor (1995) who discussed mechanical energy input via the AGN jet. Apart
from the achievable fine-tuning necessary, AGNs are attractive candidates for heat sources also
because cooling flow clusters were shown to be statistically more likely to contain radio emission
indicating recent black hole activity (Burns 1990). The relativistic radio plasma often coincides
with cavities in the X-ray images, suggesting interaction between the AGN and the ICM. There
seems to be a correlation between the work needed to inflate the observed X-ray cavities and the
energy required to prevent the central gas from cooling (Bıˆrzan et al. 2004; Rafferty et al. 2006),
indicating that a form of feedback does occur. As these cavities or “bubbles” which are less dense
than the surrounding medium rise, the gas they displace sinks and thermalizes its gravitational
energy. Bıˆrzan et al. (2004) estimated that each AGN outburst introduces between 1058 and 1061
ergs into the ICM, sufficient energy to stop the cooling flows provided that an AGN outburst
occurs with a period of about 108 years.
While there is significant observational evidence arguing for the scenario of AGN heating of
the ICM, the exact feedback and heat transport mechanisms are still grounds for scientific debate.
Weak shocks surrounding the X-ray bubbles have also been observed in some systems, notably
M87 and Hydra A which are the focus of this work, and could constitute another important
mechanism by which the AGN heats the ICM (see Nulsen et al. 2005; Forman et al. 2007, and
also Chapters 2 and 5 of this thesis). Sometimes not just X-ray cavities, but X-ray bright filaments
that have probably been uplifted by rising lobes of radio plasma are seen - again, M87 is the
most speaking example, and the phenomenon is observed also in Hydra A (Chapters 3 and 4 and
references therein). In other systems, AGN outbursts have been claimed to produce sound waves
which travel through the ICM, also heating it (the best example to date is the Perseus cluster, the
brightest extragalactic X-ray source in the sky, Sanders & Fabian 2007). Due to the complexity of
these systems, progress in understanding the physics of cooling-core clusters relies in great part
on the results of detailed observations, with the help of which we may hope to unveil episodes of
the ICM history.
1.4 Chemical enrichment
X-ray spectra of the ICM reveal not only information about its thermal structure but also about
the heavier elements with which it is polluted by the member galaxies. Clusters of galaxies are
unique in this respect because their deep potential wells retain all the metals produced by their
stellar populations within their gravitational potential. The dominant fraction of these metals in
fact resides within the hot ICM (Finoguenov et al. 2003), making the study of metal abundances
in the X-ray spectra crucial for understanding the chemical evolution of the Universe (by metals
in the context of this work, we refer to any element heavier than He).
Modern CCD-type detectors can be used to identify the emission lines of O, Ne, Mg, Si, S,
Ar, Ca, Fe, and Ni, although the 2p–1s Ne lines at around 1.02 keV are in the middle of the Fe-L
complex (lying between 0.8 to 1.4 keV). A reliable determination of both Fe-L and Ne emission
line strengths therefore is only possible with the higher spectral resolution of the RGS. With the
exception of very rare cases of bright, cool, nearby objects where also C and N are detected
with the RGS (Werner et al. 2006a), X-ray spectra deliver information almost exclusively related
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to the abundances of elements heavier than and including oxygen, all of which are primarily
produced by supernovae. Their abundances within the ICM thus provide us with the integral
yield of all the supernova explosions in the member galaxies during the cluster’s history.
Stars which are relatively young form in a metal-rich environment and so trap in their atmo-
spheres some of the metals produced earlier by supernovae. These stars then later release some
of these heavy elements by stellar winds. It is important to remember nevertheless that these
metals were originally produced by supernovae, so it should be possible to reproduce the ob-
served abundance ratios in the ICM as a linear combination of supernova products from the two
important supernova types: core-collapse (SNCC) and type Ia (SNIa). We explore in more detail
in Chapter 4 the constraints that can be put on different supernova yield models using abundances
in the ICM.
1.4.1 Type Ia supernovae
Formally, a supernova is Type Ia if its early spectrum lacks conspicuous lines of H but contains
a prominent Si  absorption feature at about 6100 A˚ (for the origins of the current classification
scheme, see Minkowski 1941; Branch 1986). There is a general agreement that Type Ia SNe are
the result of the thermonuclear explosions of carbon and oxygen white dwarfs (CO WDs, Hoyle
& Fowler 1960). When a CO WD in a close binary system is destabilized due to accretion from
its companion, the temperature of the degenerate material rises to a critical value and ignites,
creating a nuclear burning front that propagates through the star. Such explosions would produce
mostly 56Ni and, depending on the conditions, varying amounts of intermediate mass elements
(Si, S, Ca), but no H, in agreement with the features present in the optical spectra. Further details
about the explosion mechanism are however still a matter of debate, such as whether the com-
panion is another WD (double degenerate scenario) or a main sequence star or red giant (single
degenerate case), or whether the destabilization occurs because the WD reaches Chandrasekhar
mass or due to a layer of accreted He on top of a sub-Chandrasekhar WD.
Following the ignition of one or many hot spots, the propagation of the burning front can
either be driven by heat diffusion at subsonic speeds (deflagration) or by a strong shock at su-
personic speeds (detonation). This affects the synthesis of chemical elements, which depends
on the density at which the reactions take place and hence on whether the fuel has been able to
expand before being reached by the burning front. Burning at high densities usually allows for
nuclear statistic equilibrium (NSE) to set in, the main product of which is 56Ni, while burning at
lower densities produces more intermediate mass elements. The prompt detonation of the whole
WD would burn too few intermediate mass elements to be consistent with current observations,
therefore either the burning front propagates as a deflagration through the whole star (Nomoto
et al. 1984) or the flame undergoes a transition to a detonation at some point, in what is known
as the delayed detonation scenario (Khokhlov 1991). In this case, the deflagration-to-detonation
transition density is one important parameter which changes the relative amounts of different
elements produced in the explosion.
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1.4.2 Core-collapse supernovae
Although originally classified also as Type I for lacking H lines in the spectrum, the explosion
mechanism of Type Ib and Ic supernovae is now believed to be similar to that of Type II (idea
suggested as early as 1985 by Wheeler & Levreault) and consists in the gravitational collapse of
the core of a massive star, usually more massive than roughly 8–10 times the mass of our own
Sun. Supernovae of the type Ib, Ic and II are therefore also grouped together under the more
general term “core-collapse supernovae”.
In the core of massive stars, not only H and He but also C, Ne, O and Si gradually ignite
at the center. The star undergoes repeated stages where fusion in the core stops and the core
collapses until the pressure and temperature become sufficient to begin the next stage of fusion.
Progressively heavier nuclei are produced, which release progressively less energy when fusing.
Because Fe and Ni have the highest binding energy per nucleon of all the elements, their fusion
does not release any more energy, therefore a nickel-iron core is formed and grows in the center
of the star. When this core has reached Chandrasekhar mass, the degenerate electron pressure
can no longer sustain it and it collapses, heating up and producing high-energy gamma rays that
photo-disintegrate iron nuclei into helium and free neutrons. As the core’s density increases,
it becomes energetically favorable for electrons and protons to merge (via inverse beta decay),
producing neutrons and neutrinos. Depending on the progenitor mass, a neutron star or a black
hole results, while the neutrinos escape from the core, and some are absorbed by the star’s outer
layers, beginning the supernova explosion. The reason why SNe Ib and Ic lack lines of H in
their spectrum is that the progenitor stars had lost their outer hydrogen (Ib) or even helium (Ic)
envelopes before the explosion, either through very strong winds (Woosley et al. 1993; Swartz
et al. 1993) or by mass transfer to a companion star (Woosley et al. 1995).
Core-collapse explosive nucleosynthesis tends to produce relatively large amounts of lighter
elements (O, Ne, Mg), some intermediate elements and relatively little Fe-group elements, which
are mostly produced by SNIa. The relative abundance patterns of the produced elements are
most sensitive to the mass of the progenitor and depend to some extent also on its metallicity
(see Nomoto et al. 2006; Kobayashi et al. 2006; Kobayashi & Nomoto 2008, and Chapter 4).
For average chemical enrichment patterns, which is what we observe in the abundance ratios of
the ICM, it is important to weigh model yields for SNCC with different progenitor masses by an
appropriate initial mass function (IMF) of the stars that explode as supernovae.
1.4.3 Distribution of metals in cooling cores
Apart from the cooling flow problem, cool-core clusters present us with one other puzzle, this
time regarding the distribution of metals in their ICM. Early observations showed that, while
non-cool core clusters have a relatively flat Fe profile, cool-core clusters show a centrally peaked
distribution of the Fe abundance (Allen & Fabian 1998; De Grandi & Molendi 2001). Oxygen
however, and the other light elements produced primarily by SNCC, showed a much flatter profile
(Tamura et al. 2004). This lead to the paradigm that the Fe peak is produced by SNIa in the BCGs
at the centers of cool core clusters. These cD’s have relatively old populations, where few SNCC
are expected because these occur within a relatively short time after a star formation event. Most
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SNe in BCGs (and indeed in most ellipticals) are thus expected to be Type Ia’s, which produce
large amounts of Fe but little O, explaining the peaked Fe and flat O distribution.
Some problems with this model include the fact that usually the measured Si profiles, which
are typically quite accurate because of the relatively large equivalent widths of the Si lines,
are as peaked as the Fe distribution. Si is produced by both SN Ia and SNCC, therefore if the
scenario described above is correct, the Si peak should be shallower than that for Fe. To solve
this discrepancy in M87, Finoguenov et al. (2002) proposed that there are two types of SN Ia
with different Si/Fe yields. Those with longer delay times and higher Si yields dominate today
the enrichment of elliptical galaxies, while those with shorter delay times and lower Si yields
dominate the enrichment in the ICM at larger radii, because the bulk of them exploded in the
time of the strongest star formation period at redshifts 2–3. We show in Chapter 4 however that
the O abundance profiles in clusters are also peaked, contrary to previous measurements using
shallower data sets. This may require a revision of the paradigm describing how the abundance
peaks in the ICM of cool-core clusters are created.
If the BCG does produce all the metals seen in the central peak, moreover, one would expect
the distribution of the metals to follow the light profile of the central galaxy. That is not the case:
the central abundance peak is typically much broader than the light profile of the BCG (David
& Nulsen 2008). One of the main culprits in this case is again thought to be the central AGN.
Most mechanisms by which the AGN feedback described in the previous section couples to the
ICM involve a form of stirring and mixing the hot plasma, either by inflating rising bubbles
filled with relativistic electrons or by dragging cool gas in the form of filaments in the wake
of buoyant AGN radio lobes. Both analytical models (Rebusco et al. 2006) and simulations
(Roediger et al. 2007) have been developed to describe how metals are being distributed in the
ICM by turbulence or bubbles induced by the AGN. We show in Chapters 3 and 4 detailed
analyses of metal transport by the AGN based on observations of M87 and Hydra A. We constrain
for the first time observationally the properties of the gas transported by the AGN: its average
metallicity, mass, enrichment history, as well as the energy needed for its uplift.
1.5 The XMM-Newton observatory
Most of the results presented in this thesis were obtained from observations with the XMM-
Newton X-ray satellite, launched on December 10th, 1999 as the second of ESA’s four “corner-
stone” missions defined in the Horizon 2000 Program. Its payload consists of three Wolter type
1 X-ray telescopes and a 30 cm optical/UV telescope allowing simultaneous observations in sev-
eral wavelength regimes. Two of the three X-ray telescopes have at their foci reflecting grating
arrays (RGAs) which direct part of the incoming X-ray light to two practically identical reflect-
ing grating spectrometers (RGS) used for high resolution spectroscopy with a resolving power
of E/∆E ∼200-800. The rest of the X-ray photons from these two telescopes is then incident on
two EPIC-MOS detectors (European Photon Imaging Camera metal oxide semiconductor) while
the X-ray photons from the third telescope are focused onto an EPIC-pn detector. The EPIC
MOS and pn detectors are used for X-ray imaging and moderate-resolution spectroscopy with
a resolving power of E/∆E ∼20-50. The optical telescope is connected to the optical monitor
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(OM) with imaging and grism spectroscopy capabilities covering the 180 – 600 nm range.
One of the most important characteristics of XMM-Newton is that it has the largest effective
area of any focusing X-ray telescope ever built: the total mirror geometric effective area sums
up to 4650 cm2 at 1.5 keV. This implies a very high sensitivity and good photon statistics, a
prerequisite for the reliable spatially-detailed spectral analysis presented here. Because of the
very eccentric orbit of XMM-Newton, moreover, a target is visible without interruptions to the
EPIC detectors for up to as much as 135 ks (more than a day and a half of continuous exposure).
The large field of view (30′ diameter) of the EPIC detectors ensures a good coverage of extended
sources such as nearby clusters of galaxies.
XMM-Newton has an on-axis point-spread function (PSF) with a full width at half maximum
of 6′′, which varies little over a wide energy range (0.1-4.0 keV) and is only slightly more energy
dependent above 4 keV. The off-axis angle, however, can increase the energy dependence of the
PSF and affects its shape through aberrations (astigmatism). The energy range (0.1–10. keV)
where XMM-Newton offers a good collecting power is appropriate to detect a large part of the
diffuse bremsstrahlung emission from a typical ICM plasma. Like the point spread function, the
effective area depends on the off-axis angle (the distance to the center of the field of view and the
optical axis). This effect is known as vignetting. Response matrices and the associated ancillary
response files contain information about energy-dependent telescope effective areas, vignetting,
filter transmissions, the quantum efficiency of detectors and the spectral energy redistribution
among the energy channels, which are crucial to interpreting the observed data.
1.5.1 EPIC
We will focus in this work primarily on results from the EPIC detectors which allow for si-
multaneous imaging and non-dispersive moderate-resolution spectroscopy. The MOS detectors
consist of 7 front-illuminated CCDs, each covering 10.9x10.9′ and having a pixel-size of 1.1”.
The EPIC pn detector in turn is a single back-illuminated silicon wafer with an integrated array
of 12 CCD chips, each covering a sky area of 13.6x4.4′ with 4.1”-sized pixels. The advantages
of EPIC are the broad bandpass and the possibility to perform spatially resolved spectroscopy.
This means that we can detect emission lines from several chemical elements (e.g. O, Si, S, Ar,
Ca, Fe, Ni) and, for deep observations of bright clusters, investigate the spatial distribution of
the temperature and of the abundances of these elements. We explain below some specific terms
needed to understand details of the EPIC data analysis presented in the following chapters of this
work.
Out of Time events: photons can be recorded not only during the observing mode but also
during the readout of the EPIC CCDs, which results in these events being assigned to the wrong
detector Y coordinate. These so-called ”out-of-time” events (OoT) are particularly important
for the pn detector, where they can represent up to 6.3% of the total number of recorded events.
The Science Analysis Software (SAS) for the XMM-Newton observatory provides a task used to
simulate an OoT event list which can be used to statistically correct for this effect.
Event pattern and pile-up: X-ray events can sometimes also be split between CCD pixels.
The EPIC detectors record a ”pattern” associated with each event, which indicates how many
pixels were affected by the same incident photon. Selecting low-pattern events is recommended
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for a reliable spectral analysis and can also help to avoid the effects of photon pileup (when more
than one photon is incident on the same pixel before readout).
The last factor which is crucial for a correct analysis of the data is the detector background.
The EPIC background can be subdivided into three categories: the external ”flaring” background,
the ”quiescent” background, and the internal detector noise.
Soft proton flares: The flaring background is due to soft protons (below 100 keV) funneled
by the mirrors onto the detectors. Some flares may affect the pn instrument more than the MOS.
These flares can be identified by plotting a lightcurve of the observation and looking for times
with unusually high count rates. The flared time (when the count rate is often more than a
hundred times higher than during quiescence) is then generally removed from the data set before
further analysis, since the properties of these soft protons are very variable, poorly understood,
and therefore very difficult to eliminate from the observation otherwise. Soft protons are thought
of as space weather, the equivalent of cloudy nights for optical astronomy.
The quiescent background is due to high energy particles interacting with the structure sur-
rounding the detectors and with the detectors themselves. The detector noise consists of dark
currents of the CCDs and some low-level ”flickerings” of a small number of pixels. These back-
ground components can be assessed using so-called closed filter observations and generally in-
crease with time, as the CCDs get older. Moreover, there is a “true” cosmic X-ray background
(CXB) which consists of several soft thermal components originating from the hot, diffuse gas
in our own galaxy and a power-law component due to the unresolved AGN emission across the
Universe.
1.5.2 RGS
The RGS on the other hand has a high spectral resolution, but operates analogously to slit-
less spectroscopy in optical astronomy. It thus allows for spatial resolution only in the cross-
dispersion direction, which limits its use in the case of extended sources. With RGS, relatively
accurate abundances of O, Ne, Mg, and Fe can be measured and, in the case of deep observations
of nearby bright clusters and elliptical galaxies, even the spectral lines of C and N are detected.
The RGS spectral extraction regions are ∼10′ long in the dispersion direction and the minimum
feasible width in the cross-dispersion direction is determined by the statistics of the observation
(however, cannot be smaller than the PSF).
The spectral resolution of the RGS is limited by the broadening of the observed line pro-
files caused by the spatial extent of the source along the dispersion direction. This makes RGS
spectroscopy useful only for cooling core clusters with a strongly peaked surface brightness dis-
tribution. In order to account for the line broadening in the spectral modeling, the model is
convolved with the surface brightness profile of the source along the dispersion direction. Be-
cause the radial profile for a spectral line produced by an ion can be different from the radial
surface brightness profile in a broad band, in practice the line profile is multiplied with a scale
factor, which is a free parameter in the spectral fit.
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1.6 Structure of this thesis
This thesis aims to give a detailed picture of the physical mechanisms of AGN-ICM interaction
in two nearby bright cooling core clusters. I describe the nature of these mechanisms based on
observed substructure, compute the energetics and discuss the implications for metal transport
processes in the ICM. The thesis consists of four published papers.
Chapters 2 and 3 present a detailed analysis of the X-ray halo of M87, the nearest cooling
flow. In Chapter 2, I analyze the overall distribution of pressure and entropy and discuss the
observed substructures, including a weak shock probably induced by a previous AGN outburst
and possible gas bulk motions. In Chapter 3, I focus on the spatial coincidence of different
temperature phases in regions associated with the radio lobes inflated by the AGN. I determine
the distribution of metals and show that the multi-phase regions are relatively more metal rich.
I discuss the mechanisms by which the AGN contributes to the metal transport in the ICM, the
energetics and time-scales thereof, and the production of chemical elements by the galaxy.
Chapters 4 and 5 are dedicated to a similar study of Hydra A, which can be considered a
scaled-up version of M87, where the power and scales involved in the AGN-ICM interaction as
well as the distance to the object are about an order of magnitude larger. In Chapter 4, I find indi-
cations of metal transport by the central AGN similar to the observations of M87. I also discuss
the observed metal abundance ratios in detail, in comparison to expectations from combining
several models of type Ia and SNCC yields. I present radial distributions of several elements and
test whether metal production by the central galaxy can create the observed abundance profiles.
In Chapter 5, I focus on the large-scale weak shock present in Hydra A. I find for the first time
a temperature jump associated with the surface brightness jump, confirming that classical shock
jump conditions apply. I present hydrodynamic models for this shock to determine its energy,
age, and to reproduce the shock shape.
Chapter 2
The gaseous atmosphere of M87 seen with
XMM-Newton
A. Simionescu, H. Bo¨hringer, M. Bru¨ggen & A. Finoguenov
A&A, 465 (2007), 749
Abstract
M87 is a key object whose study can reveal the complex phenomena in cooling cores. We use a
deep XMM-Newton observation of M87 to produce detailed temperature, pressure and entropy
maps in order to analyze the physical processes of cooling cores and of their heating mechanisms.
We employed both broad-band fitting and full spectroscopical one-temperature model analysis
to derive temperature and surface brightness maps, from which the pseudo-deprojected entropy
and pressure were calculated. We discuss possible physical interpretations of small deviations
from radial and elliptical symmetry in these maps. The most prominent features observed are
the E and SW X-ray arms that coincide with powerful radio lobes, a weak shock at a radius
of 3’, an overall ellipticity in the pressure map and a NW/SE asymmetry in the entropy map
which we associate with the motion of the galaxy towards the NW. For the first time we find
evidence that cold, metal-rich gas is being transported out of the center, possibly through bubble-
induced mixing. Several edges in the abundance map indicate an oscillation of the galaxy along
the NW/SE direction. Furthermore, the radio lobes appear to rise along the short axis of the
elliptical pressure distribution, following the steepest potential gradient, and seem to contain a
nonthermal pressure component.
2.1 Introduction
As early as 1973, the first detailed X-ray observations with the Uhuru and Copernicus satellites
revealed that the X-ray luminosity at the center of some galaxy clusters and elliptical galaxies
has a very sharp peak, implying a high enough central gas density that the cooling time falls
below the Hubble time (Lea et al. 1973). Consequently, the so-called cooling flow model was
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developed which asserted that the gas, in losing energy by means of radiation and in the absence
of other heat sources, cools down temperatures so low as to become undetectable in X-rays, and
sinks towards the cluster core (e.g. Fabian & Nulsen 1977; Cowie & Binney 1977). The model
however failed to explain the ultimate fate of the cooling gas, and the evidence in wavebands
other than X-rays showed that much less gas was condensing into a cooler state than the ”cooling
flow” model predicted (e.g. McNamara & O’Connell 1989).
The latest generation of X-ray satellites, in particular XMM-Newton and Chandra, provided
more detailed spectral information showing that indeed much less gas undergoes such a ”cooling
flow” than the initial model based on the X-ray luminosity peak predicted (Peterson et al. 2001,
2003; Bo¨hringer et al. 2001; Matsushita et al. 2002). This led to the conclusion that a heating
source must exist which interacts with the gas in a fine-tuned way, stopping the cooling at just
the right level to reproduce the observations (e.g. Bo¨hringer et al. 2002). Active galactic nuclei
(AGN) are found in most clusters previously believed to host a ”cooling flow” (Burns 1990)
and represent the most favoured candidates for providing such heat input. The main challenge
remains the understanding of the exact mechanisms by which the heating takes place (e.g. David
et al. 2001; Churazov et al. 2001; Fabian et al. 2003; Bru¨ggen et al. 2005; Heinz et al. 2006).
M87, the central dominant galaxy in the nearby Virgo cluster, is an ideal candidate whose
study may shed light on the complex phenomena in cooling cores. M87 was recognized early
on as having a peaked X-ray surface brightness corresponding, in the absence of heating, to a
cooling flow with a mass deposition rate of 10 M/year (Stewart et al. 1984). However, using the
spectral information from XMM-Newton, Bo¨hringer et al. (2001) put an upper limit on the mass
deposition rate at least one order of magnitude below this value (see also Matsushita et al. 2002;
Molendi 2002). The energy input which may prevent the cooling of the gas could be supplied
by the central AGN, powered by the galaxy’s central supermassive black hole which has a mass
of 3.2 × 109 M (Harms et al. 1994). Based on the observed complex system of radio lobes,
believed to be associated with the AGN jet and unseen counterjet, Owen et al. (2000) showed
that the mechanical power input from this AGN is more than sufficient to compensate for the
energy loss through X-ray radiation.
The radio plasma in M87 clearly interacts with the X-ray gas. The best proof of this is the
fact that the two most prominent radio lobes extending to the east and south-west of the M87
center correspond to regions of enhanced X-ray surface brightness, also known as the E and SW
X-ray arms. Moreover, these E and SW arms show a more complex multi-phase temperature
structure (Molendi 2002) while a previous observation with XMM-Newton showed that the rest
of the ICM is locally well approximated as single-phase (Matsushita et al. 2002). This motivated
Churazov et al. (2001) to develop a model according to which the bubbles seen in the radio map
buoyantly rise through the hot plasma uplifting cooler gas from the central region.
Further features in the X-ray surface brightness map of M87 described by Forman et al.
(2005) from Chandra observations include a ring of enhanced emission with a radius of 14 kpc,
possibly associated with a weak shock which may be one of the mechanisms contributing to the
heating of the ICM, additional arc-like features at 17 and 37 kpc, and excess emission regions
NW and SE of the core. Using deeper Chandra data, Forman et al. (2007) confirmed the presence
of a weak shock at 14 kpc and determined its Mach number as M∼1.2.
Detailed temperature, entropy and pressure maps are a prerequisite for the physical under-
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Figure 2.1: M87 surface brightness map from all three EPIC detectors, vignetting corrected and
combined, in the 0.5-7.5 keV energy range
standing of the phenomena behind these features. This is the motivation for the second, deeper
observation of M87 with XMM-Newton, the results of which are presented in this chapter. In
Section 2.2 we present the data set and data analysis methods. The features seen in the resulting
temperature, entropy and pressure maps are described in Section 2.3. In Section 2.4 we present
more quantitative analyses of these features and possible physical explanations. Our conclusions
are summarized in Section 2.5. We adopt a redshift for M87 of z=0.00436 and a luminosity
distance of 16 Mpc (Tonry et al. 2001), which yields a scale of 4.65 kpc per arcminute.
2.2 Observations and data reduction
M87 was first observed with XMM-Newton in the performance verification (PV) phase on June
19, 2000, for 60 kiloseconds (ksec). A subsequent 109 ksec observation was performed on
on January 10th, 2005. We will focus in this chapter primarily on the second observation, in
which the PN detector was operated in the extended full frame window mode while the full
frame mode was employed for the MOS detector. We extracted a lightcurve for each of the
three detectors separately and excluded the time periods in the observation when the count rate
deviated from the mean by more than 3σ in order to remove flaring from soft protons (Pratt &
Arnaud 2002). After this cleaning, the net effective exposure is ∼62 ks, ∼79.3 ks and ∼ 80.5
ks for pn, MOS1 and MOS2, recording in total 13.2, 4.7 and 4.9 million photons respectively.
For data reduction we used the 6.5.0 version of the XMM-Newton Science Analysis System
(SAS); the standard analysis methods using this software are described in Watson et al. (2001).
A vignetting-corrected flux map of the observation for all three detectors combined in the energy
band 0.5-7.5 keV is shown in Figure 2.1.
For the background subtraction, owing to the extended nature of our source, which covers the
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entire field of view, we used a collection of blank-sky maps from which point sources have been
excised (Read & Ponman 2003). We transposed the blank sky-maps to a position in the sky corre-
sponding to the orientation of XMM-Newton during our observation of M87. The backgrounds
were scaled according to the corresponding exposure times for each detector, after having re-
moved the time periods affected by proton flares. The scaling factors in this case are calculated
as the ratios between the observation exposure times and the background exposure times. An
alternative method for calculating background scaling factors was employed by requiring that
in the higher energy region (10-12 keV for MOS, 12-14 keV for PN) the emission in the out-
skirts of the M87 observation should have the same level as the background, since we expect
little or no such high-energy emission from the gas halo around M87. The background scaling
factors were in this second case calculated as the ratios between the total number of observation
to background counts in the higher energy region specified above, in a 7’-9’ ring. The values for
the scaling factors calculated from the two methods agree to within less than 5%. This justifies
confidence in having chosen a correct scaling.
Where a stable minimum signal-to-noise ratio was needed for our analysis, in particular
for determining the temperature, we employed an adaptive binning method based on weighted
Voronoi tessellations (Diehl & Statler 2006), which is a generalization of the algorithm presented
in Cappellari & Copin (2003). The advantage of this algorithm is that it produces smoothly
varying binning shapes that are geometrically unbiased and do not introduce artificially-looking
structures, as can be the case for e.g. rectangular bins. Binning the dataset from the second
XMM-Newton observation alone to 104 counts per spatial bin in the 0.5-7.5 keV energy range,
which should yield temperature values accurate to less than 5% for one-temperature model
spectral fits, we obtain bins roughly corresponding in size to the extent of the XMM point-
spread function (PSF). Therefore, here we only discuss the results from the second observational
dataset, which contains enough counts for the purpose of the current analysis. More detailed
spectral models and spectral fitting using data from both observations are presented in Chapter
3.
Out-of-time events were subtracted from the PN data using the standard SAS prescription.
2.2.1 Broad-band fitting
In order to obtain a first impression of the temperature and abundance distribution of the hot gas
around M87, we restricted the analysis of the surface brightness to four different energy bands
selected as follows:
1. Low energy band (0.4-0.9 keV)
2. Fe-L line complex energy band (0.9-1.1 keV)
3. Intermediate energy band (1.1-2.0 keV)
4. High energy band (3.0-7.5 keV)
The principle is to compare the trend of fluxes in each pixel in each of the four bands to fluxes
expected in these bands from model-spectra for a range of temperatures T={0.8, 1.0, 1.5, 1.7,
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2.0, 2.2, 2.5, 2.7, 3.0, 3.3, 3.6, 4.0} keV and metallicities z={0.1, 0.3, 0.5, 0.7, 1.0, 1.3} solar
(using the relative abundance values of Anders & Grevesse 1989). Subsequently, the best-fitting
model was determined using a least-chi-square fit. In all models, the absorbing column density
nH was set to 0.015×1022cm−2 (Lieu et al. 1996), and the redshift to 0.00436.
We merged the two MOS detectors, which have very similar spectral properties, and produced
background-corrected flux maps in each of the four selected bands for the PN and combined
MOS detectors. Each map was adaptively binned using a binning scheme based on the combined
raw counts image from the three detectors in the 0.5-7.5 keV band. We performed one fit with a
signal to noise ratio (SNR) of 50 and one with a SNR of 100 which ensured a minimum number
of counts of 25...100 per bin in each of the four considered bands and especially the high energy
3.0-7.5 keV band which has the least counts.
This method allowed us to clearly identify the eastern and southwestern arms of M87 as
lower temperature features. Furthermore, a lower temperature component could be detected
in the direction of the M87 jet (north-west of the core), almost in continuation of each of the
arms, spatially connecting them. However, beyond a radius of around 11 arcmin, both the SN
50 and SN 100 temperature maps became very noisy. This was likely due to the fact that our
chosen energy bands were tuned to determine rather low temperatures accurately; for a good
determination of higher temperatures it would be necessary to sample the higher energy regime
(above 3.0 keV) with more bands. The abundance pattern was also rather noisy throughout the
produced maps; it seemed to be influenced significantly by the PN gap pattern, and did not show
a clear distribution relating to the X-ray arms. This was likely due to the fact that our energy
bands are very wide, leading to a washing-out of any emission lines with the exception of the
Fe-L complex, which is not sufficient for an accurate abundance determination.
In summary, this method was a very fast, computationally cheap way to gain insight into the
spatial distribution of temperatures in the observation. However, the result seemed to be rather
sensitive to the choice of the energy bands, and the insufficient sampling of the higher-energy
regime caused a noisy fit in the hotter regions of the gas halo. Moreover, it was an insensitive
method for obtaining metallicity maps.
2.2.2 Spectral analysis
A more reliable method for creating temperature maps is a comprehensive fit to the spectra from
each bin using the XSPEC code, taking into consideration a large number of energy channels
and allowing the temperature and metallicity to vary continuously until a best fit is found. But,
given the large number of spatial bins for this observation, this method can be computationally
very demanding.
Point sources were found using the source detection algorithm implemented in SAS and ex-
cised from the observation after a visual check to eliminate spurious detections. The central AGN
was not considered a point-source contamination and was thus kept in the dataset throughout the
analysis. We then adaptively binned the combined counts image in the 0.5-7.5 keV range using
the weighed Voronoi tessellations method to a target signal-to-noise ratio of 100 and extracted
the spectra of each bin defined in this way. The reason for binning the raw counts map and not
the flux map is to obtain larger bins around the gap areas where fewer photons are collected and
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to ensure an approximately homogeneous accuracy in the temperature determination across the
image. A SNR of 100 should give a temperature accuracy better than 5% (for a one-temperature
fit) and a metal abundance accuracy of 10-15%.
For the spectral analysis we chose the method described e.g. by Arnaud et al. (2001) in
which the vignetting correction is accounted for by adding a weight column to the event file,
allowing the use of a single on-axis ancillary response file (ARF) containing information about
the telesope-specific effective area, quantum efficiency attenuation and filter transmission. The
redistribution matrix files on the other hand were computed separately for each bin and each
detector. Detector gaps were accounted for by dividing the flux in each bin through the cor-
responding ratio between the average unvignetted exposure time in the bin and the maximum
unvignetted exposure time of the detector.
The spectra in each bin were fitted in XSPEC using a mekal one-temperature model. The
spectra from all the three detectors were grouped together and fitted simultaneously with the
same best-fit model in order to have good statistics. We used the 0.5-7.5 keV range to determine
the best fit. However, in the rare bins (approximately 10 bins out of a total of about 1500) where
one of the EPIC detectors had an effective average exposure time of below 10% of the maximum,
the data from that detector was omitted since the number of counts was too low to provide any
reliable spectral information. This correction is necessary, as the gaps are not included in the
vignetting correction information stored in the weight column.
This method confirms the results obtained from the broad band fitting in that we can clearly
identify the same substructure as noted before: the eastern and southwestern arms of M87 as
lower temperature features, the lower temperature component NW of the nucleus in the direction
of the M87 jet, and the nucleus of M87 distinguished as a high-temperature component. We
also observe the positive temperature gradient in the region outside the arms, in agreement with
the radial analysis of Matsushita et al. (2002). The outer parts of the gas halo are significantly
less noisy than derived from the broad band fitting. However, at smaller radii the values of
the temperatures determined with the two methods agree very well. Our temperature map is
also in good agreement with the temperature map obtained from the previous XMM-Newton
observation of M87, computed following the method of Churazov et al. (1996) and presented in
Forman et al. (2005).
The abundance pattern is much better defined with this method compared to the broad-band
fitting, however some noise can still be seen. We note that the statistics in each bin were not suffi-
cient to determine individual element abundances, therefore the abundance ratios were assumed
to be solar (Anders & Grevesse 1989). Detailed radial profiles of the individual elements (Mat-
sushita et al. 2003) however show that this is not generally the case. Given our signal-to-noise
ratios, the obtained abundance values are most likely driven mainly by the iron content whose
L-line complex is the most prominent feature in the spectrum. We find that the abundance in
the arms is in general lower than in the surrounding medium (Figure 2.3), which is most likely
due to the fact that we are using a single-temperature fit in a region which has been shown to
have at least two components with different temperatures (Belsole et al. 2001; Matsushita et al.
2002; Molendi 2002). As these authors have already noted, a one-temperature fit severely under-
estimates the metallicity in this case. Moreover, by creating a map (not shown) of the absorbing
hydrogen column density (nH) which was left free in the fit, we find elevated values in the regions
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Figure 2.2: Temperature map obtained from spectral analysis, using a binning to SNR of 100.
corresponding to the arms, which may also show that a single-temperature fit is not sufficient to
appropriately model the data. We performed a second fit fixing the absorbing hydrogen column
density to 2.0×1020cm−2 which did not significantly change the temperature map. Therefore, any
uncertainty in the nH seems to have little effect on the temperature results; in the following we
will base our discussion on the initial temperature results obtained with an unconstrained nH in
the fit.
2.2.3 Pressure and entropy maps
We used the temperature and spectrum normalization in each bin to determine a quasi-deprojected
measure of the pressure and entropy, which we calculated as p = nekT and S = kTn
−2/3
e .
The entropy as defined here is somewhat different from the thermodynamic quantity defined
as S ∼ (3/2)kln(Tρ−2/3) but is nevertheless a measure of adiabaticity and has become commonly
used in cluster astrophysics.
The electron density ne is determined from the spectrum normalization, which is defined and
implemented in XSPEC as K = 10−14/[4piD2A(1 + z)
2]
∫






where DA is the angular diameter distance and z is the redshift. As can be seen from the above
formula, we need to also calculate the volume V along the line of sight corresponding to each
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Figure 2.3: Abundance map obtained from spectral analysis, using a binning to SNR of 100.
bin. This was determined as V ≈ (4/3)D3AΩ(θ2out−θ2in)1/2, where Ω is the solid angle subtended by
the bin and θin, θout are the angles corresponding to the smallest and respectively largest distances
between any of the bin pixels and the M87 nucleus (Henry et al. 2004). Thus, this method
takes into account an approximate estimation of the three-dimensional extent of each bin, but
assumes a constant temperature along the line of sight, and can therefore be viewed as a quasi
deprojection. Since most of the emission in each bin originates from the densest gas which is
found at the smallest effective 3D radii, the maps can be interpreted as measures of the pressure
and entropy in a two dimensional slice through the middle of the cluster, perpendicular to the
line of sight.
We fitted the radial pressure and entropy profiles using non-parametric, locally weighted,
linear regression smoothing. The data points and the corresponding smooth radial model are
overplotted in Figure 2.4. The pressure and entropy maps were divided by the resulting radial
model in order to reveal small-scale fluctuations (Figures 2.5 and 2.6). We can identify several
features pointed out by Forman et al. (2005), such as the 3’ (14 kpc) ring of enhanced emission
corresponding to an increase in the pressure. This confirms the association of this substructure
with a shock, while the NW/SE brightness enhancements seen with Chandra (Forman et al. 2005)
appear as low-entropy features. The X-ray arms are clearly low-entropy structures, which also
seems to confirm the hypothesis that the gas in these regions was uplifted from more central
regions where we expect the smallest entropy in hydrostatic equilibrium conditions. The next
section presents a more detailed analysis of these features.
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Figure 2.4: Data points and corresponding smooth radial model by which the entropy and pres-
sure maps were divided in order to reveal small deviations from spherical symmetry
2.3 Substructure in the M87 gas halo
2.3.1 Temperature and entropy
The temperature and entropy maps both show similar substructure details, so that we chose to
discuss them in parallel. By far the most striking features in both maps are the E and SW arms
characterized by lower temperature and lower entropy with respect to the surroundings. The
thermal structure of the arms is described in the next chapter, where a more detailed spectral
analysis is employed in order to understand the complex multi-temperature structure that several
authors have already found in these regions (Molendi 2002; Matsushita et al. 2002; Belsole
et al. 2001). We point out that in the temperature and entropy maps both arms are seen to curve
clockwise, thereby connecting to the larger-scale radio halos north and south of the nucleus. This
was already known for the SW arm (see for example Forman et al. 2005), but had not previously
been observed for the eastern arm.
Apart from the E and SW arms, another low-temperature and low-entropy feature can be
identified close to the nucleus towards the NW, almost at the intersection of the lines defining
the general directions of the arms. This region corresponds to high X-ray luminosity and low
entropy, implying a locally high gas density. Additionally, enhanced Hα emission has been
observed here (Sparks et al. 2004), which makes this region an attractive candidate for hosting
a classical cooling flow and associated mass deposition. However, detailed spectral analysis of
the region, as described in the next section, does not provide evidence for cooling to the lowest
X-ray detectable temperatures at the rates predicted in the absence of any heating sources.
Another feature found in both maps is an edge to the SE at a radius of roughly 6’. As
one moves outwards across this edge, both the temperature and entropy increase, therefore the
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Figure 2.5: Entropy deviations from a smooth radially symmetric model. The E and SW arms,
as well as the low-entropy feature close to the NW of the core are seen in dark blue. The entropy
edge to the SW is marked by the sharp green to yellow transition. A NW/SE asymmetry is easily
seen in the map.
properties at the jump are more consistent with the cold-front interpretation of Markevitch et al.
(2001) than with the characteristics of a shock. A more detailed discussion of this is presented
in the next section.
Finally, a feature easily seen in the entropy map but which is not readily apparent in the
temperature map is a NW/SE asymmetry. Within a radius of 6’ the entropy values to the NW
are clearly more elevated than in the SE. The edge to the NW where the entropy decreases
corresponds spatially very well to the edge of the NW large-scale radio bubble. Possible physical
explanations for this are also presented in the next section.
2.3.2 Pressure
A map of the pressure deviations from a radially symmetric, smooth model shows three notewor-
thy features. The first of these is a relative pressure increase towards the NW and SE. Since we
subtracted a radially symmetric model, this would suggest an overall ellipticity of the pressure
distribution and consequently of the underlying dark matter distribution under the assumption of
hydrostatic equilibrium. Secondly, in the direction of the E and SW X-ray arms (coinciding with
the prominent radio lobes and orthogonal to the regions of enhanced pressure), we find a pressure
decrease. Thirdly, there is a ring of enhanced pressure with a radius of roughly 3’, coinciding
with the position of the weak shock proposed by Forman et al. (2005).
We tried to confirm and quantify the ellipticity in the initial pressure map by fitting to it
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Figure 2.6: Pressure deviations from a smooth radially symmetric model. A relative pressure
increase towards the SE and NW suggests an overall ellipticity in the pressure. A pressure
decrease is found in the direction of the E and SW arms, which rise perpendicular to the SE/NW
ellipticity long axis. A ring of enhanced pressure with a radius of roughly 3’ is also seen.
elliptical isocontours with the ”ellipse” task in IRAF. The position angle and ellipticity were
independently fitted for each pressure contour and the model need not be smooth in intensity as
a function of the semi-major axis. We masked the regions corresponding to the radio lobes from
the fit, since here it is likely that the pressure deviates from an elliptical model. Dividing the
initial pressure map by the fitted model obtained with IRAF, we are able to identify deviations
from an elliptical rather than a radially symmetric model (Figure 2.7). We find that, with respect
to the elliptical model, all substructure seen previously no longer appear, with the exception of
the lower pressure in regions that coincide with the radio lobes. Here the decrease in observed
pressure with respect to the elliptical model is on average 5-10%. Assuming an overall pressure
balance, this decrease suggests that in the radio lobes there should be an additional contribution
to the pressure. This pressure source may be provided by relativistic electrons injected by the
AGN. The ring at 3’ is no longer visible since we did not require the pressure intensity in the
model to be smooth with increasing semi-major axis, while the higher pressures NW and SE
of the nucleus which appeared as deviations from a radially symmetric model can be entirely
explained by an elliptical pressure distribution.
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Figure 2.7: Pressure deviations from an elliptical model (ratio). Contour levels are drawn at 0.9,
0.95, 1.05 and 1.1. Two regions roughly corresponding to the end of the E arm and to the SW
arm are seen to have lower than average values, indicating the possible presence of nonthermal
pressure support.
2.4 Discussion
2.4.1 Absence of a classical cooling-flow on smaller scale
While a large-scale cooling flow has been ruled out, cooling and condensation could still happen
locally, since it is not easy to exactly balance heating and cooling everywhere throughout the
cooling core region. A prime candidate target to look for such a local cooling flow region is
the small low-entropy feature NW of the nucleus where also diffuse optical emission lines are
observed.
We extracted a spectrum from this region and fitted it in XSPEC with a vmcflow model fixing
the low temperature cutoff at the minimum level available in the model (81 eV) in order to probe
the existance of a classical cooling flow spectrum. We find a very poor fit, especially around the
Fe-L complex where the data lie below the spectral model between 0.6-1 keV (Figure 2.8). A
vmekal+vmcflow model with a fixed low-temperature cutoff at 81 eV provides a good fit for an
ambient temperature (vmekal) of 1.508 ± 0.027 keV and a mass deposition rate of 3.18 ± 0.16
×10−2 M/year. According to a classical cooling flow analysis done by Bo¨hringer (1999), the
mass deposition rate in this region in the absence of a heating source should be 0.1-0.2 M/year,
which is a factor of about 5 higher than what we find from spectral fitting. A two-temperature
vmekal model with T1 = 1.016 ± 0.022 and T2 = 1.855 ± 0.030 also describes the data very well.
Therefore, although the density in this smaller-scale region is very high and although the region
is associated with Hα emission, we find that it does not exhibit spectral evidence of a classical
cooling flow and sufficient mass deposition rate.
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Figure 2.8: Data and best-fit vmcflow model with fixed low-temperature cutoff for the small-scale
low-temperature feature NW of the core. The disagreement of the model with the data is easily
visible, indicating the absence of a classical cooling flow.
Figure 2.9: Data and best-fit two-temperature vmekal model for the small-scale low-temperature
feature NW of the core. This model is clearly in better agreement with the data than the classical
cooling flow model.
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Figure 2.10: Entropy (left) and pressure (right) deviations from a smooth radially symmetric
model overlaid with radio contours (90 cm). Radio map kindly provided by F. Owen. The E and
SW radiolobes coincide well with the regions of low entropy in the X-ray arms. Also, the edge
of the large radiolobe to the north roughly coincides with a NW edge in the entropy map.
2.4.2 Motion of the galaxy to the NW
To investigate the NW/SE asymmetry seen in the entropy map, we extracted spectra from con-
centric ring sectors towards the NW (-25 to 135 degrees counterclockwise of West) and SE (200
to 280 degrees counterclockwise of West). The angles are chosen such that the E and SW arms
are excluded. The spectra were fitted with a one-temperature vmekal model, since we expect
from the results of Matsushita et al. (2002) and Molendi (2002) that the gas outside the arm re-
gions is single-phase locally. The results plotted in Figure 2.11 show that the radial temperature
profile towards the SE lies below the profile towards the NW, while the radial abundance profile
reveals higher values in the SE than in the NW. The simplest phenomenon that explains such a
NW/SE temperature and abundance asymmetry is a motion of M87 to the NW through the hot
gas halo, or alternatively, a large-scale bulk motion of the hot gas halo towards the SE while the
galaxy itself remains in place. In either case, there are two possible mechanisms related to the
motion which would generate the observed asymmetry.
The first possibility is that colder, highly-abundant gas near the center is ram-pressure stripped
during the motion. In the case of a large-scale bulk motion of the gas halo, the stripped gas is
then carried towards the SE along with the bulk flow, while if the galaxy is moving towards the
NW it is left behind in a wake. However, the pressure map is symmetrical and shows no increase
to the NW as one would expect if ram-pressure were important.
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Figure 2.11: Temperature and abundance NW/SE asymmetry. The solid line represents the pro-
file NW of the core, the dashed red line SE of the core.
The second possibility, which is favoured by our entropy and pressure maps, is that, due to
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the relative velocity between the nucleus and the gas halo, bubbles emitted initially to the north-
west are advected downstream. This effect is important if the relative bulk velocity is at least
as high as, and of the order of, the bubble rising velocity and would imply that a large part of
the bubbles emitted by the AGN eventually rise to the SE independently of their initial direction
of emission. Much more mixing is therefore induced towards the SE, favoring the transport of
metals, which explains the relative iron and silicon abundance increase in this direction (Figure
2.11 (b) and (c)). Recent simulations (Roediger et al. 2007) indeed show that bubble-induced
metal transport results in elongated abundance profiles along the direction of propagation of
the bubbles. The observed NW/SE temperature asymmetry can be explained using this bubble-
advection scenario if we consider that the bubble-induced mixing not only favors the transport
of metals in the atmosphere but can also bring colder gas from the center out to larger radii. It
has been already noted (e.g. Nulsen et al. 2002) that radio bubbles are often surrounded by rims
of cold, dense gas which they uplift during their inflation and rising. Therefore it is probable
that a preferential propagation of a series of bubbles to one direction may result in lowering the
downstream average temperature.
Further indication that bubbles are advected downstream is provided by Chandra data in
Forman et al. (2007); the authors describe a series of four consecutive bubbles to the SSE while
no counterpart of such structure is seen in the opposite direction.
Finally, one other observational feature leads us to believe that M87 is moving to the NW. If
we consider the analogy of M87 with a typical wide-angle tailed (WAT) radio source, the motion
through the intracluster medium may help to explain why the E and SW radio lobes, and the
corresponding X-ray arms, do not lie along directions exactly opposite to each other. However,
the wide angle between the lobes and especially the radio ”ear” seen at the end of the eastern
arm suggest that the buoyant velocity is at least comparable to the bulk flow velocity. This agrees
qualitatively with our previous statement that the relative bulk velocity should be on the order of
the bubble rising velocity.
Let us reconsider the model of ICM heating through radio-jet inflated bubbles. Bıˆrzan et al.
(2004), among others, show that the bubble enthalpy is in most cases enough to halt the cooling
flow. However, the picture drawn by Nulsen et al. (2002) for Hydra A and in this chapter also
for M87 is much more complex. While the AGN does inject energy into the ICM in the form of
bubble enthalpy, bubble formation is likely often associated with the uplift and mixing of cool
gas from the center. A well known example for the uplift are the X-ray arms of M87 (Churazov
et al. 2001). In this chapter, we present for the first time evidence of this phenomenon also at
smaller temperature and density contrasts with respect to the ambient medium within the same
galaxy, contrasts which could therefore not have been observed without the high-quality statistics
of the dataset. This suggests that cool-gas uplifting by buoyant bubbles may be more wide-
spread than previously thought, and has not been detected so far solely owing to insufficient
statistics. Whether the uplifted cool negatively buoyant gas will fall back towards the cluster
center thermalizing its potential energy (Nulsen et al. 2002), or whether it is heated by thermal
conduction once it reaches larger radii, is a matter for future models; however, it seems that
bubbles do generally transport cool gas out of the center.
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2.4.3 Possible core oscillations
While the abundance and temperature profiles of the X-ray gas relatively close to M87 (within the
inner ∼ 6′) are well explained by a simple relative motion between the gas and the galaxy, a look
at the features seen further towards the outskirts reveals a more complex nature of the ongoing
physical phenomenon. The model subtracted entropy map reveals an edge at about 6’ SE of
the core which is suggestive of a cold front, with the pressure across the front staying roughly
constant and the temperature and entropy being lower on the more X-ray luminous side. This
feature corresponds in the metallicity map (Figure 2.3) to a visible sharp edge in the abundance
distribution, emphasizing the presence of a contact discontinuity here. Another relatively sharp
edge in the metallicity can also be seen at about 3’ NW of the core, although it is not associated
with any visible entropy or temperature features. Moreover, also NW of the core, we find a
region of lower entropy beyond 6′.
The opposite and staggered placement of these low-entropy regions and abundance edges
suggests that the current relative motion of the gas and the galaxy, proposed in the previous sec-
tion, may be part of a longer process of oscillatory motions along the NW/SE direction. Churazov
et al. (2003) observed a similar E/W asymmetry and a set of sharp edges in entropy, tempera-
ture and surface brightness in the Perseus cluster and performed simulations which suggest that
minor mergers may trigger oscillations of the cluster gas, thus generating multiple sharp edges
on opposite sides of the central galaxy along the direction of the merger. Similar opposite and
staggered features generated by oscillations of the intracluster gas are seen also in numerical
simulations by Tittley & Henriksen (2005) and Ascasibar & Markevitch (2006).
Further evidence of a possible oscillatory motion of the gas in the M87 halo comes from an
analysis of the pressure map. Fitting an elliptical model to the raw pressure map as described in
Section 2.4.5 and allowing the centers of the elliptical isobars to vary, we find that these centers
systematically shift towards the SE for higher values of the semimajor axis. Thus the galaxy
potential located at smaller scales is not exactly centered with the large-scale halo potential,
which would lead to the oscillation suggested here. In a more detailed future analysis, this can
be used to reveal information about the amplitude, energy, and time-scale of these oscillations,
which may help in understanding how this phenomenon contributes over time to the heating vs.
cooling balance, and how it competes with other proposed methods for energy input into the
ICM.
2.4.4 Large-scale correlation of the radio emission and entropy map
One of the striking large-scale features in Figure 2.10 is the spatial coincidence of the northern
outermost radio contour-edge and a decrease in the entropy by 10-15%, which cannot be ex-
plained either by a directed motion of M87 to the NW, or by the possible core oscillations. Owen
et al. (2000) note that the radio contour-edge represents a sharp decrease in radio intensity over
a range of wavelengths, therefore indicating interaction between the radio-loud plasma and the
hot gas halo.
To illustrate the entropy variation across the radio edge, we averaged the entropy in circular
annuli sectors with an opening angle of 90 degrees in the NW and SE quadrant respectively.
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Figure 2.12: Entropy and temperature radial profiles, calculated as an average of the values in the
bins whose center falls inside circular annuli sectors with an opening angle of 90 degrees NW
and SE of the core. The errorbars represent the corresponding standard deviation in each annulus
sector.
We compare the radial profiles of the entropy in these two quadrants in Figure 2.12, which also
shows radial trends of the temperature in the corresponding regions. Up to a radius of roughly
6’-7’ the entropy in the NW quadrant is higher than in the SE quadrant. Beyond this radius,
which corresponds roughly to the radio edge, the entropy and temperature NW of the core show
a much shallower increase with radius than in the SE, the temperature displaying even a small
negative gradient.
The spatial coincidence between the north radio edge and the point where the entropy and
temperature gradients NW of the core decrease suggests a link between the injection of radio-
loud plasma into the ICM and the processes leading to entropy generation and gas heating. Such
a link is at the basis of the feedback models in which mechanical input, usually by a radio source,
offsets the cooling flow, heating the gas at the cluster center and flattening the central entropy
profiles. The exact details of the entropy-generation mechanism remain unclear.
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2.4.5 Ellipticity of the underlying dark matter potential
As mentioned above, we fitted the raw pressure map with an elliptical model in IRAF in order
to quantify the eccentricity and position angle-dependency with semi-major axis. The results of
the obtained fit show larger variations in the central part but outside 3’ a rather constant position
angle and ellipticity are reached. The position angle values outside 3’ range between 140 and
150 degrees, measured counterclockwise of north. These values are somewhat smaller than, but
comparable to, results from the analysis of an optical image of M87 by Carter & Dixon (1978),
who obtained values for the elliptical isophote-fit of 160 ± 5 degrees for the position angle. Our
results agree also with the work of Bo¨hringer et al. (1997) on ROSAT PSPC data, giving an
ellipticity of the X-ray surface brightness with a position angle of 158 ± 10 degrees. Outside
of 3’, the ellipticity varies generally between 0.08 and 0.17, higher values of 0.13-0.17 being
found in the regions from which the radio lobes had been cut out. This is in agreement with
Bo¨hringer et al. (1997), who found an ellipticity of 0.1 to 0.16. The ellipticity in the X-rays thus
seems to be significantly smaller than in the optical regime, where it ranges from 0.3-0.5. This
can be explained by the fact that anisotropic velocity dispersions of the stars can sustain a higher
ellipticity of the galaxy in the optical domain while the isotropic nature of the X-ray emitting
gas halo makes it more round. Surprisingly, despite the evidence of core oscillations seen in the
entropy map, the position angles of the X-ray isobars and the optical isophotes agree very well,
and the optical ellipticity is as expected roughly 3 times higher than the X-ray value (see also
Buote & Canizares 1996). Therefore the deviations of the hot gas atmosphere from hydrostatic
equilibrium cannot be very large outside the arm regions.
A further look at the position angle values found in the fit reveals the fact that the radio lobes
rise in directions orthogonal to the semimajor axis of the elliptical dark matter profile, thereby
following the steepest dark-matter potential gradient as one would expect.
2.4.6 Heating of the ICM by weak shocks
As seen in Figure 2.6, we are able to spectroscopically confirm the 3’ shock seen by Forman
et al. (2005, 2007) with Chandra. Weak shocks are becoming widely accepted as candidates for
heating mechanisms of the X-ray gas, therefore a detailed understanding of their properties is
required. To describe the M87 3’ shock more quantitatively, we used the elliptical isobars from
the fit described above to define eight spectral extraction regions with semi-major axes between
2 and 4 arcminutes. The temperature and spectrum normalization corresponding to the regions
contained between each two consecutive elliptical isobars in the chosen semi-major axis range
were determined using a vmekal one-temperature spectral fit. The corresponding pressure was
then determined for each region as described in Section 2.2.3. The results are plotted in Figure
2.13. In the plot, the pressure was divided by a smooth model to emphasize the jump.
The temperature shows a jump of ∼0.1 keV, which relative to the overall temperature of ∼2
keV, represents ∼5%. Using the Rankine-Hugoniot jump conditions assuming γ = 5/3, this
amounts to a Mach number of 1.05. The pressure jump amounts to 8-10% with respect to the
smooth model, which implies a Mach number of about 1.04, in agreement with the Mach number
we derived from the temperature jump. This confirms the supersonic nature of the weak shock at
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Figure 2.13: Projected temperature and relative pressure jumps around the 3′ shock, correspond-
ing to Mach numbers of 1.05 and 1.04 respectively.
3’, and seems consistent with the Mach number M≈1.2 calculated from deprojection analysis of
Chandra data (Forman et al. 2007) considering that the Mach numbers derived from this analysis
are lower limits to the real values due to projection effects and the smoothing effect of the XMM
PSF.
2.5 Summary and conclusions
We present the results from a 109 ksec XMM-Newton observation of the hot gas halo surround-
ing the giant elliptical galaxy M87. We use two methods, namely broad-band fitting and full
spectroscopy, to create spatially resolved temperature maps from the data, and present the ad-
vantages and disadvantages of each method. The results of the spectroscopic analysis are used
to produce entropy and pressure maps. We describe and discuss the features seen in these maps,
the most important of which being the cool E and SW X-ray arms, which coincide with power-
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ful radio lobes, a weak shock ring with a radius of 3’, an overall ellipticity in the pressure map
and a NW/SE asymmetry in the entropy map. For the 3’ weak shock we find jumps in both the
pressure and temperature corresponding to Mach numbers of 1.04 and 1.05 respectively, which
we interpret as lower limits to the real Mach number values. The pressure map shows an overall
ellipticity of between 0.08 and 0.17, with position angles in good agreement with the optical
data. Under the assumption of hydrostatic equilibrium, the ellipticity in the pressure map implies
an elliptical underlying dark matter potential. Furthermore, we find that the X-ray arms and as-
sociated radio lobes rise roughly perpendicular to the semimajor axis of the pressure ellipticity
following the steepest gradient of the dark matter potential.
The NW/SE entropy asymmetry is indicative of the motion of M87 through the surrounding
hot gas, associated with downstream advection of the bubbles injected by the AGN. We conclude
that bubble-induced cold gas mixing from the center may appear on a wide variety of scales and
should be considered into the cooling-flow energy balance calculations. NW and SE edges in
the entropy map moreover suggest that the possible motion of M87 to the NW is part of a longer
cycle of core oscillations.
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Chapter 3
Metal-rich multi-phase gas in M87
A. Simionescu, N. Werner, A. Finoguenov, H. Bo¨hringer & M. Bru¨ggen
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Abstract
We use deep (∼120 ks) XMM-Newton data of the M87 halo to analyze its spatially resolved tem-
perature structure and chemical composition. We focus particularly on the regions of enhanced
X-ray brightness associated with the inner radio lobes, which are known not to be described very
well by single-temperature spectral models. Compared to a simple two-temperature fit, we obtain
a better and more physical description of the spectra using a model that involves a continuous
range of temperatures in each spatial bin. The range of temperatures of the multiphase gas spans
∼0.6–3.2 keV. Such a multiphase structure is only possible if thermal conduction is suppressed
by magnetic fields. In the multi-temperature regions, we find a correlation between the amount
of cool gas (with a temperature below that of the surrounding X-ray plasma) and the metallicity,
and conclude that the cool gas is more metal-rich than the ambient halo. In the frame of the
assumed thermal model, we estimate the average Fe abundance of the cool gas to ∼2.2 solar.
Our results thus point toward the key role of the active galactic nucleus (AGN) in transporting
heavy elements into the intracluster medium by uplifting cool, metal-rich gas from the galaxy.
However, the abundance ratios of O/Si/S/Fe in and outside the X-ray arms are similar, indicating
that the dominant fraction of metals in the gas halo was uplifted by AGN outbursts relatively re-
cently compared to the age of M87. Our best estimate for the mass of the cool gas is 5 × 108M,
which probably stems from a mixture of ICM, stellar mass loss, and Type Ia supernova products.
≈30–110 Myr are required to produce the observed metals in the cool gas. Finally, we put upper
limits on possible non-thermal X-ray emission from M87 and, combining it with the 90 cm radio
maps, we put lower limits of around ∼0.5–1.0 µG on the magnetic field strength.
3.1 Introduction
The impact of active galactic nuclei (AGN) is currently the most promising solution for the
cooling flow problem in galaxy clusters (e.g. Binney & Tabor 1995; Bru¨ggen & Kaiser 2002;
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Bo¨hringer et al. 2002; Bıˆrzan et al. 2004; Omma et al. 2004; Sijacki et al. 2007 and references
therein; for a review, see Peterson & Fabian 2006; McNamara & Nulsen 2007). It is moreover
invoked to transport heavy elements into the intracluster medium (ICM) (Bru¨ggen 2002; Omma
et al. 2004; Rebusco et al. 2006; Roediger et al. 2007) and to explain the exponential cut-off of
the bright end of the galaxy luminosity function (e.g. Croton et al. 2006; Sijacki et al. 2007).
The AGN-ICM interaction is one of the driving motivations for deep observations that al-
low detailed analysis of the properties and spatial structure of the intracluster gas. While for a
complete understanding of the ICM physics a combined analysis of multiwavelength data is usu-
ally necessary, most of the information about the ICM is gained from observations in the X-ray
domain in which this hot plasma emits most of its radiation. The main targets of such detailed
analyses are thus in particular nearby X-ray bright objects, where both good spatial resolution
and high spectral statistics can be achieved.
This makes the hot gas halo of M87, which is the second brightest extragalactic X-ray source
in the sky located at the center of the nearby Virgo cluster at a distance of only 16 Mpc (Tonry
et al. 2001), an ideal target for studying the AGN-ICM interaction in great detail. M87 is known
to host an AGN powered by the galaxy’s central supermassive black hole with a mass of 3.2 ×
109M (Harms et al. 1994). The AGN jet and unseen counterjet are believed to drive the complex
large-scale system of lobes observed in the radio domain (e.g. Owen et al. 2000), which clearly
interact with the X-ray gas. The evidence for this is seen primarily in the spatial correlation
between the two “inner” radio lobes extending east (E) and southwest (SW) of the core of M87
and regions of increased X-ray surface brightness, also referred to as the E and SW X-ray arms
(Feigelson et al. 1987; Bo¨hringer et al. 1995; Belsole et al. 2001; Young et al. 2002; Forman et al.
2005, 2007).
The impact of the AGN on the X-ray emitting gas in M87 is however not limited to the
surface brightness enhancement. Also the spectral properties in the E and SW arms are affected,
these regions being the only part of the M87 halo which require more complex multi-temperature
spectral modeling while the rest of the gas is well approximated by single-temperature models
(Molendi 2002; Matsushita et al. 2002; Belsole et al. 2001). A possible explanation for this is
given by Churazov et al. (2001), who suggest that the radio lobes rise buoyantly through the hot
plasma, uplifting cooler gas from the central region and mixing it with ambient gas at larger radii.
If this model is correct, then M87 offers a unique chance to study the effects of AGN-induced
gas mixing and gas transport and the influence of these phenomena on the energy balance in the
cooling core and on the metal distribution in the gas halo.
In this chapter we use deep XMM-Newton X-ray observations of the M87 halo to characterize
and understand the temperature structure and spatial variation of the multi-temperature gas in the
X-ray arms, and to investigate its correlation with the radio plasma. Moreover, we aim to map
the distribution of various metals and verify the influence of the AGN and the radio lobes in
distributing and transporting these heavy elements from the galaxy center into the M87 hot gas
halo.
In Sect. 3.2 we present the data sets and data reduction techniques employed; in Sect. 3.3
we describe the various multi-temperature spectral models used in our analysis; in Sect. 3.4
we discuss the thermal structure and spatial distribution of the multi-temperature phases and
comment on possible suppression of the Spitzer heat conduction; in Sect. 3.5 we present the
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spatial distribution of the metals in the M87 gas halo and the abundance patterns of different
metals relative to Fe in and outside the radiolobe regions; in Sect. 3.6 we estimate and discuss
the mass and metallicity of cool gas uplifted by the AGN; finally, in Sect. 3.7 we give an upper
limit for non-thermal emission from the radiolobe regions. Our conclusions are summarized in
Sect. 3.8. We adopt a redshift for M87 of z=0.00436, a luminosity distance of 16 Mpc (Tonry
et al. 2001), and a scale of 4.65 kpc per arcminute.
3.2 Observations and data analysis
M87 was observed with XMM-Newton for 60 kiloseconds (ks) on June 19, 2000 and re-observed
for 109 ks on January 10, 2005. After removing the periods affected by soft-proton flares, the
net total exposure time is 85 ks for EPIC/pn and 120 ks for each EPIC/MOS detector. This deep
exposure of such a near and bright source allows us to analyze the gas halo around M87 in great
detail and with excellent statistics.
For the analysis, we used the 7.0.0 version of the XMM-Newton Science Analysis System
(SAS) and employed the standard analysis methods as described in e.g. Watson et al. (2001).
Point sources were found using the source detection algorithm implemented in SAS and removed
from the observation after a visual check to eliminate spurious detections. The spectra from each
of the two PN observations were corrected for out-of-time events separately. We note that our
observations were affected by gain calibration uncertainties, in some cases the spectra - especially
for the PN detector - being blue-shifted by up to ∼1500 km/s. The MOS detectors were also
influenced by this shift, but the effect was a factor of ∼3 less strong than for the PN. To account
for this, we artificially blue-shifted our spectral models.
As background we used a collection of blank-sky maps (Read & Ponman 2003) scaled ac-
cording to the corresponding exposure times for each detector and each observation. The accu-
racy of this scaling for the present dataset is discussed in the previous chapter.
We used an adaptive binning method based on weighted Voronoi tessellations (Diehl &
Statler 2006), which is a generalization of the algorithm presented in Cappellari & Copin (2003),
to bin the combined counts image to a signal-to-noise ratio (SNR) of 200 in the energy range
0.5-2.0 keV, corresponding to 40000 counts per spatial bin. The binning was constrained to fol-
low four different radio contours of the 90 cm radio image at 10, 3, 1 and 0.3 mJy (each region
between two successive radio contours was binned separately). The region inside the highest
chosen radio contour was not fitted in order to avoid possible contamination by the AGN, whose
flux was particularly high in the second observation causing photon pileup in the EPIC detectors
(Werner et al. 2006a). The spectra were fitted in the energy range between 0.4-7.0 keV with the
various models described in the next section. We fitted the spectra from all six datasets (two
observations with three detectors each) simultaneously with the same model parameters except
for a factor to account for variations in the relative overall normalization between the detectors.
For this, the PN of the new observation was taken as reference.
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3.3 Spectral models
For the spectral analysis we use the SPEX spectral fitting package (Kaastra et al. 1996). We
fit the observed spectra with two models: a simple two-temperature mekal model in which the
abundances of the two thermal components are coupled to each other, and a differential emis-
sion measure (DEM) model with a cut-off power-law distribution of emission measures versus
temperature (wdem).
The emission measure Y =
∫
nenidV (where ne and ni are the electron and ion densities, V is
the volume of the emitting region) in the wdem model is specified in Eqn. (3.1) following from





AT 1/α Tmin < T < Tmax,
0 elsewhere. (3.1)
The emission measure distribution has a cut-off at Tmin = cTmax. For α→ ∞ we obtain a flat
emission measure distribution.
The fraction of the emission measure of the gas lying below a chosen temperature Tmaxcool to

















1 − c1/α+1 . (3.3)
The wdem model appears to be a good empirical approximation for the spectrum in cooling
cores of clusters of galaxies (e.g. Kaastra et al. 2004; Werner et al. 2006b; de Plaa et al. 2006).
In the spatial bins where either the normalization of the cool component for the two-temperature
fit or the lower cutoff for the wdem model were less than 2σ significant, we fixed the temperature
of the cool component to 1 keV and the lower cutoff to 0.3Tmax, respectively. Unless otherwise
stated we assume a hydrogen column density of 2.0 × 1020cm−2 (Lieu et al. 1996).
Throughout the chapter we give the measured abundances relative to the proto-solar values
given by Lodders (2003). The recent solar abundance determinations by Lodders (2003) give
significantly lower abundances of oxygen, neon and iron than those measured by Anders &
Grevesse (1989).
3.4 Temperature structure of the M87 halo
3.4.1 Two-temperature models
Two-temperature models are the simplest next step beyond the single-temperature model approx-
imation. Based on the first XMM-Newton observation of M87, Belsole et al. (2001); Molendi










Figure 3.1: Temperature of the cool component as determined from the two-temperature mekal











Figure 3.2: Temperature of the hot component as determined from the two-temperature mekal
fit. The map exhibits a fairly regular radial gradient.
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Figure 3.3: Differences in determination of the temperature of the cool component with the apec
(fitted in XSPEC) and the mekal (fitted in SPEX) models. Errorbars are at the 1σ level. The
equality line T1,mekal = T1,apec is overplotted.
(2002); Matsushita et al. (2002) have already shown that the X-ray bright E and SW arms associ-
ated with the inner radio lobes are significantly better described by two-temperature models with
a cool temperature component at around 1 keV and a hotter component at around 2–2.5 keV.
With the new data we are able to analyze in much greater spatial detail the properties of the cool
component.
We find, in agreement with previous work (Molendi 2002; Matsushita et al. 2002), that the
temperature of the cool component remains quite stable between 1 and 1.2 keV and shows little
or no trends with radius or with surface brightness (Fig. 3.1). For example, the correlation
coefficient between the temperature of the cool component and radius in the E arm is only 0.198.
The temperature of the hot phase meanwhile exhibits a fairly regular radial gradient (Fig. 3.2).
For comparison we also performed a similar two-temperature model fit using the apec model
in XSPEC. The differences in determining the temperature of the cool component can be seen in
Fig 3.3. In general, we find very similar trends from both models, however the apec model seems
to give overall higher values than the mekal model. This effect is more pronounced for values of
Tcool,apec > 1.2 keV than for Tcool,apec < 1.2 keV. We note that the mekal model implemented in
SPEX includes a more recent list of transitions than the mekal implemented in XSPEC (J. Kaas-
tra, private communication) and that apec is not implemented in SPEX, thus a direct comparison
of the two models is not possible.
While the temperature of the cool phase does not seem to vary strongly in the fits, the nor-
malization of the cool gas shows spatial variations correlated with the inner radio lobes. In Fig.
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Figure 3.4: Map of the fraction of the emission measure of the cool component to the total emis-
sion measure (hot + cool component) for the two-temperature mekal fit. 90 cm radio contours
are overplotted in white.
3.4 we plot the fraction of the emission measure of the cool phase to the total thermal emission,
Ycool/(Yhot + Ycool), overlaid with the 90 cm radio contours (Owen et al. 2000). As already noted
by e.g. Belsole et al. (2001), the spatial correlation is more pronounced in the E arm, while in
the SW arm it seems that the radio plasma is twisting around the uplifted arm.
3.4.2 The differential emission measure model
We also fitted a model with a continuous temperature distribution where the emission measure is
a power-law function of the temperature, as described in Sect. 3.3. As the model by Churazov
et al. (2001) also indicates, a multiphase structure with a continuous distribution of the emission
measure as a function of temperature is more realistic because, during the rise of the radio lobes,
gas at several radii gets entrained and mixed (see also Bru¨ggen & Kaiser 2002). The power-law
shape of the emission measure as a function of temperature is the simplest model that entails a
continuous temperature distribution.
Our main direct result from the wdem fit is shown in Fig. 3.6, where we plot the map of
the inverse slope α of the power-law emission measure distribution. Higher values in the map
indicate regions where the emission measure distribution is flatter, hence where one expects
proportionally more cool gas to have been mixed together with the ambient gas. To quantify this
more exactly, we calculate from the fit results the fraction of the emission measure of the cool
gas to the total emission measure according to Eqn. 3.3. We chose Tmaxcool as 1.5 keV, which is
roughly the smallest deprojected value of the ambient gas computed by Matsushita et al. (2002).
Fig. 3.5 shows the spatial distribution of the cool gas fraction, revealing very similar spatial
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Figure 3.5: Fraction of the emission measure of the gas below 1.5 keV to the total emission
measure from the wdem fit. 90 cm radio contours are overplotted in white.
trends as in Fig. 3.4 where the fraction of cool gas in the 2T model was plotted. Thus, the
relative contribution of the cool gas to the total emission is similar in both models.
However, the temperature structure of the cool gas can be very different, since the same
relative contribution can be achieved with a shallower slope (large α) and larger low-temperature
cutoff or with a steeper slope but a smaller cTmax. In Fig. 3.7, we plot the map of the lower
temperature cutoff cTmax in the regions where we find a more than 3σ significant fraction of cool
gas (in the other regions the gas is not significantly non-isothermal, thus it is irrelevant to speak
of a lower temperature cutoff). We find lower cutoff temperatures which go down to as little as
0.6 keV, thus the wdem model allows for the presence of gas much below the best-fit value of the
cool temperature in the 2T fit.
From the fit we find that, based on the chi-square (χ2) values, we cannot significantly differ-
entiate between the wdem and the two-temperature model. The wdem model that we fitted had
the same number of free parameters (upper temperature cutoff, lower temperature cutoff, power-
law slope, normalization and element abundances) as the two-temperature fit (two temperatures,
two normalizations and element abundances) and the difference between the χ2 values is between
-20 and 10 points for a typical number of degrees of freedom per bin of 1050–1100.









inverse slope from the wdem fit
Figure 3.6: Map of the inverse slope α from the wdem fit. Higher values in the map reflect
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Figure 3.7: Map of the lower temperature cutoff from the wdem fit. Emission from gas at as little
as 0.6 keV is detected. Only the bins are shown where the fraction of gas below 1.5 keV was
more than 3σ significant.
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3.4.3 Discussion of the temperature structure and physical feasibility of
the different models
Although based on the improvement of the χ2 values we cannot determine which model provides
a better description of the data, there are several arguments in favor of the continuous temperature
distribution.
Firstly, during the rise of the radio lobes, gas at several radii should get entrained, mixed, and
the uplifted gas should expand and cool adiabatically as it moves into regions of lower pressure.
Alternatively, the uplifted gas could be heated up by e.g. heat conduction from the surrounding
hot phase or by energy dissipation from turbulent motions. In any case, it is very unlikely that the
heating and cooling should exactly balance each other to yield the spatially constant temperature
of the cool component that we observe in the two-temperature fits (both mekal and apec). More
probably, the constancy of the cool temperature could be an artifact of approximating a more
complex temperature structure with a two-temperature model. In order to test this, we simulated
a series of wdem spectra with different slopes, different high-temperature cutoffs, and a lower
temperature cutoff of 0.25 × Tmax, which is a typical value we find in our fits, and fitted these
simulated spectra with a two-temperature mekal model. We find indeed, as plotted in Fig. 3.8,
that the best fit temperature of the cool component in the 2T fit is constant at around 1 keV for
a wide range of slopes and high-temperature cutoffs. Thus the fact that the cool temperature in
the 2T fit is so constant is very likely an indication that the 2T fit is only an approximation of
a more complex continuous temperature distribution. We note that very similar results are also
found for lower temperature cutoffs of between ∼ 0.2–0.5 ×Tmax.
Secondly, Werner et al. (2006a) detect Fe  lines in the RGS spectra of M87, lines which
are emitted between 0.14 and 0.85 keV (Arnaud & Raymond 1992). The presence of these
lines is inconsistent with the results of the two-temperature fits (both mekal and apec) and can
only be accounted for with a multi-temperature model which predicts emission from gas with
temperatures of as low as 0.6 keV. Moreover, the RGS results show the presence of gas at ∼ 0.7
keV out to 3.5′ in the SW arm, which also speaks in favor of the wdem model.
Our data thus points towards the conclusion that a continuous differential emission measure
model for the gas in the X-ray arms is likely to be a more physical and more realistic description
than a two-temperature plasma approximation. In most of the following sections we will thus
primarily focus on the results of the wdem fit.
3.4.4 Discussion of the implications of multi-temperature structure for ther-
mal conduction
A gas parcel with volume V and number density n, in thermal contact over an area A with an
ambient gas with a temperature which is different by ∆T , will reach thermal equilibrium with
this ambient gas through heat conduction on a time scale that can be estimated as (adapted from
Bo¨hringer & Fabian 1989):
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Figure 3.8: Results of fitting various simulated wdem spectra with a two-temperature model. The
best fit cool temperature in the 2T model remains constant at around 1 keV for a wide range of
input parameters in the simulated spectra. The different curves are for different values of the
upper temperature cutoff, Tmax.
where ∆H is the enthalpy which must be transfered to the gas parcel so that it reaches thermal
equilibrium with the ambient gas, q is the heat flux according to Spitzer (1962), κ0 is the Spitzer
heat conduction coefficient, κ0 ∼ 6 × 10−7erg cm−1 s−1 K−7/2, and f is a coefficient allowing for
the reduction in the heat conduction due to the effects of the magnetic field. For the case of a
continuous multi-temperature distribution as the one described by the wdem model, the calcula-
tion of the heat conduction flux and hence the heating time scale is generally more complex. We
can however make simplifying assumptions which will lead to upper limits on the allowed heat
conduction such that the cool gas detected survives for over ∼ 107 years, which is the estimated
age of the inner radio-lobes (e.g. Forman et al. 2007). The temperature gradient, and thereby also
the heat flux, is smallest if we assume that the gas is stratified in each spatial bin such that gas at
the coolest temperatures is furthest away from gas at the hottest temperatures. Moreover, V/A is
largest assuming a spherical geometry. Combining these two assumptions and the quoted age of
the radio lobes we arrive at an upper limit for the allowed f .
We aim to rewrite Eqn. 3.4, which holds for two gas phases in thermal contact, for the case of
the multi-temperature distribution described by the wdem model. For this we will calculate how
much enthalpy ∆H must be transferred to the gas contained in the wdem model below a chosen






(ne + ni)kB(T∗ − T ) dV. (3.5)
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Figure 3.9: Factor by which the Spitzer heat conduction must be suppressed (this corresponds
to 1/ f in Eqn. 3.4) in order to maintain the cool gas in the multi-temperature structure over at
least 107 years, as a function of the size corresponding to the volume of the cool gas, V(< T∗).
The wdem inverse slope denoted here by p and lower temperature cutoff cTmax (in keV) of the 5
different bins used for the calculation are indicated in the legend.
Note that according to the continuous distribution of the wdem model, T∗ can be arbitrarily close
to cTmax, although it is probably not physically feasible for the separation to be infinitesimal.
Given that dY = (dY/dT )dT = nenidV and assuming pressure equilibrium in the form (ne+ni)T =
const, it follows that
dV ∝ T 2+1/αdT. (3.6)
The proportionality constants can be calculated assuming a total volume for each bin (see Sect.
3.6.3). The volume V in Eqn. 3.4 can then be calculated integrating dV from cTmax to T∗.
Assuming the gas below T∗ to be inside a sphere, one can then calculate the area A corresponding
to this V . Finally, ∇T = dT/dr = dT/dV · dV/dr can be evaluated at T∗ using the assumption
of spherical geometry and Eqn. 3.6. This allows the calculation of τhc, and the requirement that
τhc(T ) < 107 years for various T∗ can help us place upper limits on f . However, we cannot
account for possible mechanisms that would change the temperature cutoffs or the slope of the
emission measure distribution since the time it was produced. Such mechanisms include mixing
and the fact that gas at very low or very high temperatures, which could have been present at the
beginning, has already been heated/cooled and is no longer detected.
We plot in Fig. 3.9 the conductivity suppression factor 1/ f needed to maintain the cool
gas in the multi-temperature structure over at least 107 years against the radius r ∼ (3V/4pi)1/3
corresponding to V(< T∗). For the calculation we used T∗ − cTmax in the range from 5 × 102–
5×105 K. We calculated the values plotted in the figure using results from 5 different bins in the E
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and SW arms spanning values of α between 0.5 and 2. All our bins had similar low-temperature
cutoffs of cTmax ∼0.64–0.76 keV. We find that, for typical blob sizes of 0.1 kpc, similar to the
widths of the cool filaments seen in the Chandra image (the filaments do not appear in images
produced in energy bands above 2 keV, Forman et al. 2007), a suppression factor on the order of
∼30–100 is required.
3.5 The spatial distribution of metals
3.5.1 Abundance maps
The spectra in each spatial bin provide enough statistics not only to test the multi-temperature
structure of the gas but also to determine the abundances of several heavy elements and to an-
alyze their spatial distribution and the influence of different multi-temperature models on the
abundance determination. In the spectral fits we left the abundances of O, Mg, Si, S, Ar, Ca, Fe
and Ni free. The Ne abundance was fixed to the Mg abundance, since the Ne line falls within the
Fe-L line complex and thus the Ne abundance cannot be accurately determined with the spectral
resolution of the EPIC detectors.
Because of the good statistics around the Fe-L line complex, the Fe abundance is usually
determined with the lowest statistical errors. We present a map of the Fe abundance determined
from the wdem model in Fig. 3.10. As expected from previous work (e.g. Matsushita et al.
2003), a radial gradient is apparent. Beyond this radial trend however, deviations associated with
the inner radio lobes can be seen as clear evidence of the influence of the AGN on the spatial
distribution and transport of metals. The best region to illustrate this is the eastern lobe, which
from the “mushroom-cloud” shape in the radio image appears as a more undisturbed system
than the SW lobe. Here, one clearly sees a stem-shaped enhancement in the Fe abundance which
coincides very well with the rising plasma bubble. The SW lobe also presents a higher metallicity
with respect to the average radial profile, but this enhancement seems a bit less concentrated than
in the E lobe and is more difficult to see from the map in Fig. 3.10. A more detailed quantitative
analysis will be presented in Sect. 3.6.1.
Since the Fe-L complex is very sensitive to the temperature of the gas, one might question if
and how the determined Fe abundance systematically depends on the model involved. To answer
this, we plot in Fig. 3.11 the Fe abundance determined from the 2T and the wdem models.
Reassuringly, the correlation between the two sets of fit values is very tight, which allows us to
be confident in the measured abundance trends.
3.5.2 Metal abundance patterns of different elements in and outside the
multi-temperature regions
The spatial distributions of other elements, especially S and Si which have the next best deter-
mined abundances, are very similar to that of Fe. Thus, we chose not to include 2D maps for
these elements but rather to plot their abundance trends relative to Fe. We find that, while the
overall abundance in the arms is higher, the Fe, Si, S and O abundances correlate well both inside
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Figure 3.10: Fe map determined from the wdem model. Beyond the expected radial gradient,
one clearly sees the enhancement in Fe abundance in the arms, especially within the E radio
lobe. The half-light radius of M87 is marked with a black circle, the 90 cm radio contours are
over-plotted in white.
and outside the radio lobe regions. The scatter in the O/Fe relation is larger than for Si/Fe and
the O/Fe slope is much shallower, but we do see a small increase in the O abundance for higher
Fe values. Therefore the cool gas must be enriched also with oxygen, for example through stellar
mass loss in the galaxy. Fig. 3.12 shows a plot of the Si and O abundances against Fe, both
for the bins where the cool gas fraction was significant (marked with special symbols) and for
the rest of the bins in the fit. Since the Si and S abundances are very similar, we do not add the
S/Fe data points to the plot for legibility. Both for Si/Fe and O/Fe we see that the trend in the
multi-temperature regions coincides well with the trend outside the influence of gas-uplift by the
radio lobes (note that Gastaldello & Molendi 2002,also find a constant ratio of O/Fe with radius
in the inner 9′ of M87). To quantify this, we fitted a line to the O vs. Fe, Si vs. Fe and S vs. Fe
data points in and outside the arm regions. The best fit slopes are given in Table 3.1. These slopes
are expected to become different at low values of the Fe abundance, where the contribution by
SNeIa goes to zero and the O/Fe and Si/Fe ratios are determined by the pre-enrichment patterns
of SNeII (for detailed discussion of this see, e.g., Matsushita et al. 2003). With the bins included
in our plot in Fig. 3.12 however, we do not seem to reach down to low enough Fe abundances to
see this effect significantly.
As seen in Table 3.1, there are indications that Fe is slightly more abundant in the multi-
temperature regions (O/Fe, Si/Fe and S/Fe are all smaller than in the single-temperature regions),
which would imply a more important relative contribution from SNeIa, but none of these differ-
ences is more than 2σ significant. Because of this and since the O vs. Fe and Si vs. Fe data points
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Figure 3.11: Fe abundance determination with two different multi-temperature models. The red
line represents the function Fe(wdem)=Fe(2T). It is easily seen that the abundance determinations
from the two models agree very well, with a very low scatter. For clarity, only the points are
plotted where the emission measure of the cool component in the 2T fit and the fraction of cool
gas in the wdem fit were more than 3σ significant. We note, however, that the correlation is
equally strong also for all the other points in the maps.
in the multi-temperature regions overlap well with the trend outside the influence of gas-uplift
by the radio lobes, we conclude that the AGN, at least at this advanced stage of the evolution of
the galaxy, enriches the gas halo without altering the relative abundance patterns.
3.6 The properties of the cool gas
3.6.1 The correlation between the amount of uplifted cool gas and metal-
licity
Several authors have discussed the AGN/ICM interaction as a driver for metal-transport from the
central galaxy into the ICM (for examples of recent work, see e.g. Rebusco et al. 2006; Roediger
et al. 2007). Comparing Fig. 3.10 to 3.4 or 3.5, a possible mechanism by which the AGN
influences the distribution of the metals in the gas halo is readily apparent: if the cool gas from
the center of the galaxy is richer in metals, then the uplift of this gas by the radio bubbles will
also enable the transport of the metals towards the outskirts of the cluster. Indeed, it seems that
regions of enhanced metallicity in the lobes correspond well to regions where the fraction of the
cool component is large.
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Figure 3.12: Oxygen and silicon vs. iron abundances in and outside the arm regions (wdem fit).
Both the Si vs. Fe and O vs. Fe in the arms (marked with special symbols, see graph legend)
follow the same trends, respectively, as the Si vs. Fe and O vs. Fe data points for bins outside
the arms. Thus, the same abundance patterns are seen in all environments.
To illustrate this correlation, we plot in Fig. 3.13 the Fe abundance as a function of the
fraction of the cool component in the wdem model for the regions where this fraction was more
than 3σ significant, for the E and SW arm separately. In the plot, the Fe abundance was binned
in 2%-intervals of the cool gas fraction. We calculated the linear correlation coefficient for
each arm without binning, taking into account the error bars on both axes (Akritas & Bershady
1996), and obtained a value of 0.66 for the E arm and 0.42 for the SW arm. Combining the
data points for both arms we obtain a correlation coefficient of 0.48. This confirms a moderate
linear dependence of the measured Fe abundance on the fraction of the cool component overall.
Furthermore, binning the Fe abundance in 2%-intervals of the fraction of the cool component
and recalculating the linear correlation coefficients, we obtain a value of 0.86 for each of the two
arms, indicating a very clear correlation. The linear fits were performed taking into account the
errors on both axes. Extrapolating the best-fit line equations to 100% cool-component yields an
average iron abundance of 1.88 ± 0.18 and 1.93 ± 0.12 solar for the SW and E arm respectively
(quoted errors are at the 1σ level).
We adapted this procedure also for the results of the two-temperature fits and obtain com-
parable results for the mean iron abundance of the cool gas: 2.13 ± 0.54 for the SW arm and
2.38 ± 0.29 for the E arm. However, the correlation is not as strong as in the case of the wdem
model. The correlation coefficients after binning the data in 2%-wide bins of the cool gas fraction
are only 0.63 for the E arm and 0.34 for the SW arm. The fact that the Fe abundance correlates
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Table 3.1: Comparison of best-fit metal abundance ratios in and outside the multi-temperature
regions (wdem fit).
inside outside
multi-temperature region multi-temperature region
O/Fe 0.44 ± 0.07 0.49 ± 0.03
Si/Fe 1.02 ± 0.06 1.10 ± 0.02
S/Fe 1.05± 0.09 1.18 ± 0.03
Figure 3.13: Averaged Fe abundance in 2%-wide bins of the fraction of the cool component and
linear fit for each arm. The linear correlation coefficients are 0.86 for each of the two arms,
indicating a very clear correlation.
much better with the fraction of cool gas determined from the wdem model than with the fraction
determined from the 2T model may be an additional indication that a continuous temperature
distribution is a better description of the temperature structure in the regions associated with the
radio lobes.
To check to which extent the correlation presented in Fig. 3.13 may be due to similar radial
trends of the cool gas fraction and Fe abundance, we furthermore fitted the radial Fe and fcool
profiles from the wdem results using non-parametric, locally weighted, linear regression smooth-
ing, and divided the Fe and fcool maps by the resulting radial models. This should remove any
trends due to common radial dependences. We plot in Fig. 3.14 the map of Fe deviations from a
smooth radial profile, Fe/ < Fe >, and over-plot contours of the fcool deviations from radial sym-
metry, fcool/ < fcool >. The figure shows a tight correlation between regions of relatively higher
iron abundance and relatively higher fraction of cool gas with respect to the radial average. The
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Figure 3.14: Map of Fe deviations from a smooth radial profile, Fe/ < Fe >. Contours of the
cool gas fraction deviations from radial symmetry are over-plotted. It is clear that the correlation
between Fe and fcool is in most part not due to common radial dependences. The high-abundance
feature to the SE corresponds to the cold front presented in Chapter 2.
only exception to this is a high-abundance region to the SE, which does not correspond to a high
cool-gas fraction but where Simionescu et al. (2007) have already discovered the presence of a
cold front associated with a metallicity jump (Chapter 2). The relatively low-abundance region
opposite the SE feature is probably due to the fact that the higher abundances over a relatively
large azimuthal range in the cold front pull up the average at that particular radius, so dividing
“normal” values at that radius by this average will result in a depression. We calculated the linear
correlation coefficients between Fe/ < Fe > and fcool/ < fcool > and obtain 0.70 for the E and
0.72 for the SW arms (unbinned). The fact that these coefficients are even stronger than for the
simple Fe vs fcool correlation indicates that the underlying radial dependence of the abundance
of the hot halo may be responsible for a large part of the scatter in Fig. 3.13. We will investigate
this further using spectral simulations in the next section.
3.6.2 The metallicity of the cool gas
To explain the correlation between the amount of uplifted cool gas and metallicity presented in
the previous section we can begin by assuming that if we fit a multiphase gas for which the Fe
abundance is some function of the temperature with a spectral model with a single metallicity,
the resulting Fe abundance from the spectral fit can be (neglecting for now e.g. the dependence







≈ 〈ZFecool〉 fcool + 〈ZFehot〉 fhot (3.7)
≈ 〈ZFecool〉 f ′cool + 〈ZFehot〉 f ′hot (3.8)
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≈ 〈ZFehot〉 + (〈ZFecool〉 − 〈ZFehot〉) f ′cool (3.9)
where the quantities denoted by the prime are the results of the fitting while the other quantities
are the ”true” values characterizing the gas, and it holds that f ′cool + f
′





denote the fitted relative emission measure contributions from the cool and hot gas respectively.
The cool gas is, as before, defined as gas with a temperature below 1.5 keV, which is the lowest
value found in the deprojected temperature profile outside the X-ray arms (Matsushita et al.
2002).
This means that the measured Fe abundance Z′Fe depends in first-approximation linearly on
the fraction of the cool, metal-rich gas f ′cool, or equivalently on Ycool/Y , which is in agreement
with what we observe. If this approximation holds, then the Fe abundances obtained by extrap-
olation to 100% cool component contribution, as calculated above, are the real values of the Fe
abundance of the cool component.
To investigate the validity of this simple approximation, we simulated spectra combining a
wdem component between c Tmax and 1.5 keV with Fe = 2 solar and a second wdem component
between 1.5 keV and Tmax with Fe = [0.6,0.8,1.0] solar. The two wdem components had the same
slopes and their relative normalizations were chosen such that dY/dT at 1.5 keV was continuous.
We stepped the upper temperature cutoff Tmax between [2.2,2.6,3.0] keV, the lower temperature
cutoff between [0.2,0.25,0.3,0.4]Tmax and the slope between 0.2 and 1.2 in intervals of 0.2. This
parameter space is equivalent to a range of cool gas contributions from 0 to 60% of the total
emission measure. We assumed an O/Fe ratio of 0.4 and Si/Fe and S/Fe ratios of 1.0 solar (see
Table 3.1) for both of the simulated model components. The simulated spectrum was then fitted
with a single wdem model with a single abundance.
The results are presented in Fig. 3.15. Most important to note is that from the simulation we
do recover, up until quite high percentage contributions of the cool component, a clearly linear
dependence of the determined coupled abundance Z′Fe on the cool gas fraction f
′
cool, plotted on
the X axis. The largest scatter is due to the different abundances of the hot gas component, while
there is practically no scatter due to c and Tmax. However, the slope of Z′Fe vs. f
′
cool is slightly
different than the slope of Z′Fe vs. the true fcool (by a factor of approximately 1.2).
This discrepancy can be understood in the following way: if the cold gas is more metal-rich
than the hot gas and if the spectral model forces the abundances of all gas phases to be the same,
then the cool gas in the fitted model will have a too low abundance compared to the real value
(and in turn the hot gas will have a too high abundance). To obtain the best fitting spectral shape
of the Fe-L complex thus, which is equivalent to obtaining the correct contribution of emission
in the FeL energy range from the cold gas, the fit will have to raise the normalization of the cool
component to compensate for the fact that the fitted abundance of the cool component is forced to
be lower than in reality. This is why coupling the abundances of the different phases leads to an
overestimation of the normalization of the cool component, which is reflected in our simulations
by a decrease of the Z′Fe vs. f
′
cool (fitted) slope compared to the Z
′
Fe vs. fcool (real) slope. This
affects our estimates of the normalization of the cool gas, as a consequence also our estimates
of the mass of the cool gas, and leads to underestimating the metallicity of the cool component
if we simply extrapolate the best-fit Z′Fe vs f
′
cool line equations to f
′
cool = 1. If we correct the
slopes found in the previous section for the wdem model by the factor described above we find
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Figure 3.15: Results of fitting a simulated combination of two wdem spectra with a high Fe
abundance of the cool gas with a wdem model with coupled abundances. Blue, black and red
crosses plot the fitted (coupled) Fe abundance against the fitted fraction of the cool component
for various input wdem slopes, various upper temperature cutoffs, an input lower temperature
cutoff of 0.25 Tmax and a hot component metallicity of 1.0, 0.8 and 0.6 solar, respectively. Black
circles, black triangles and black asterisks plot the same for a hot component metallicity of 0.8
solar and lower temperature cutoffs of 0.2, 0.3 and 0.4, respectively. Green squares plot the
fitted (coupled) Fe abundance against the original (input) cool gas fraction for an input lower
temperature cutoff of 0.25 Tmax and a hot component metallicity of 0.8 solar. For an ideal fitting
of the cool gas fraction, the black crosses should overlap with the green squares.
Fe abundances for the cool component as summarized in Table 3.2.
We note that similar simulations as described above were performed also for the two-temperature
model, recovering again the expected linear dependence of Z′Fe on the cool gas fraction f
′
cool, but
with a larger scatter due to the assumed metallicities of the hot component. Given the much
weaker correlation between Z′Fe and f
′
cool in the 2T model and the higher uncertainty in the de-
termination of the observed Z′Fe vs. f
′
cool slope, as well as considering our arguments against the
two-temperature description of the plasma the X-ray arms, we however choose not to further




. The assumed thermal model may




. However, more com-
plicated models cannot be fitted to the available data, since any additional free parameters would
be unconstrained. In view of the current lack of a clear theoretical prediction regarding the exact
thermal structure of the uplifted gas, the wdem model is at the moment the simplest and most
flexible model which serves as a good first-approximation to a wide range of possible emission
measure distribution functions. Hence, we will in the following rely on the wdem results for
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interpretation.
Table 3.2: Estimates of the average iron abundance of the cool component relative to the proto-
solar values of Lodders (2003).
E arm SW arm
2T 2.38 ± 0.29 2.13 ± 0.54
wdem uncorrected 1.93 ± 0.12 1.88 ± 0.18
wdem corrected 2.16 ± 0.14 2.11 ± 0.22
Considering the results shown in Table 3.2, we will for the rest of this chapter use an average
iron abundance of 2.2 solar. This implies, if we use the abundance ratios presented in Table
3.1, Si and S abundances also around 2.2 solar, and an O abundance of roughly 0.9 solar for
the cool gas. Interestingly, the determined Fe abundance for the cool gas is in good agreement
with the value of 2.3 solar obtained by Matsushita et al. (2007a) in the Centaurus cluster, where
presumably an undisturbed accumulation of metals over a longer time-scale enabled the central
metallicity to reach higher values than in the Virgo cluster center. The difference in the central
abundances of M87 and Centaurus can be thus explained by AGN-induced transport of heavy
elements out of the central region of M87.
3.6.3 The mass of the cool gas
The emission measure is defined as
Y =
∫
nenidV ≈ neniV ≈ fein2eV (3.10)
where ne and ni are the electron and ion densities, fei is the electron to ion number ratio (on the
order of 1.2), and V is the volume of the emitting region. From this, one can estimate the mass




YV/ fei ≈ mp
√
YV (3.11)
This requires assumptions about the projected geometry. To calculate the mass of cool gas
in the arms, we compare two alternatives for determining the depth of each bin along the line of
sight (LOS).
Assumptions about the projected geometry of the cool component
The first and simplest method is to assume a constant LOS depth for the cool gas component
equal to the average width of the radio arms in the plane of the sky. For this, we choose a
LOS depth of 200′′ (15.5 kpc). The second possibility is to define the center of the gas halo,
determine the minimum and maximum radii of each bin with respect to this center and assume
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that the longest LOS distance is equal to the longest circle chord that can be drawn between the
circle of minimum radius and the circle of maximum radius, in other words that only the gas
between the sphere with the minimum radius and the sphere with the maximum radius contribute
to the emission (Henry et al. 2004; Mahdavi et al. 2005). This yields, where S is the area of the
region in the plane of the sky,
L = 2
√
(R2max − R2min) and V = 2S L/3. (3.12)
We used both of these geometries combined with the integrated emission measure Ycool of the
gas below 1.5 keV from the wdem fit to calculate different estimates of the mass of the uplifted
cool gas. In the calculation we included only the bins where the fraction of gas below 1.5 keV
was more than 3σ significant. Both methods show similar spatial distributions of the mass of
cool gas. The quantitative results for the total mass of the cool gas are summarized in Table 3.3,
under the column heading “direct”. For comparison, also the masses of the cool gas determined
from the two-temperature model with the two assumed geometries are shown and are in good
agreement with the wdem results.
Filling factor
For the two volume estimates considered above we additionally must take into account the fact
that the cool component may not fill the entire volume of the bin, but may be concentrated in
thin filaments (Forman et al. 2007) which occupy only a fraction (so-called filling factor) of the
assumed volume corresponding to each bin. It is very difficult to determine this filling factor
from the data, especially since the PSF of XMM-Newton is too large to resolve these filaments.
The easiest method to estimate the filling factor is to assume pressure equilibrium between the
different temperature phases present in the spectral models, which for the wdem model implies










The results for the new mass estimates using the filling factor corrections according to these
calculations are presented in Table 3.3 under the column heading “ff”. We used only the volume
estimate given in Eqn. 5.1, since we cannot assume that the hot component also has a constant
line of sight distance of only 200′′. These values are however only lower limits to the true
mass of the cool gas because the filaments are most likely supported by extra pressure from the
magnetic field. If the magnetic field is higher inside the cool component than in the surrounding
hot component, then the magnetic pressure adds to the thermal pressure of the cool gas. This
reduces the pressure required to maintain hydrostatic equilibrium with the hot surrounding gas,
which allows a lower density of the cool gas and a larger filling factor. Note that we have ignored
the effects of magnetic tension which can contain the cool gas and work the other way.
To get a more physical estimate of the filling factors we therefore also reevaluated them
including the contribution to the pressure of the cold phase of a uniform magnetic field with a
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strength of 10 µG, which is a typical average value in the inner radio lobes obtained by Owen
et al. (2000) using the radio data. The results are likewise shown in Table 3.3, under the column
heading “ff B10”. We note that the lower limits on the magnetic field strength of 1 µG obtained
in this chapter (Sect. 3.7) would result in a magnetic pressure several orders of magnitude below
the thermal pressure, therefore we did not include this in our calculations but preferred the higher
values obtained by Owen et al. (2000).
Corrections due to coupling the abundances of different temperature phases in the spectral
models
We proved in the Sect. 3.6.2 that the normalization of the cool gas is overestimated by using a
model with a single abundance to describe a combination of a metal-rich component and rela-
tively poorer hot ambient plasma. In the case of a wdem model, this overestimation amounts to a
factor of 1.2 if the average metallicity of the cool component is 2 solar (we redid the simulations
for an average metallicity of the cool component of 2.2 solar and find that this factor changes
by only 5%). We therefore further correct the mass of the cool gas decreasing it by this factor,
as shown in Table 3.2 under the column heading “ffB10 Zcorr”. A map of the mass of cool gas
including all the corrections described above is shown in Fig. 3.16.
Table 3.3: Total mass of the cool gas (in 109 solar masses), including all the different corrections
discussed in Sect. 3.6.3.
LOS model direct ff ff ffB10
B10 Zcorr
const 2T 2.3 - - -
Eqn. 5.1 2T 2.4 0.39 0.41 -
const wdem 2.2 - - -
Eqn. 5.1 wdem 2.1 0.54 0.60 0.50
In the following, we will use the estimate of 5 × 108M for the mass of the cool gas, which
includes all the corrections discussed in this section and is determined from the wdem model
which we believe to describe the data better than the two-temperature model. We note that
the cooling time of the cool gas in the multi-temperature regions, computed assuming isobaric
cooling and using an average value of the temperature for the multiphase distribution, is longer
than the ages of the radio lobes in all bins (between 2 × 108 and 2 × 109 years). Therefore our
mass estimate is not affected by gas which has cooled out of the X-ray domain since the uplift.
3.6.4 Discussion of the origin and uplift of the cool gas
We have presented so far in this chapter many arguments in favor of the scenario proposed by
Churazov et al. (2001), in which the cold gas in the X-ray arms is a result of gas uplift from the
central regions of the galaxy through buoyant radio bubbles. In this section we will try to bring
56 3. Metal-rich multi-phase gas in M87
0 2E+05 4E+05 6E+05 8E+05 1E+06 1.2E+06













Figure 3.16: Map of the mass of gas below 1.5 keV in the wdem model assuming a geometry
with a line-of-sight distance for each bin given by Eqn. 5.1. The map has been corrected for the
filling factor of the cool gas assuming pressure support for the cool gas from a 10µG magnetic
field (Sect. 3.6.3) and for the effects of coupling the abundances of the different phases (Sect.
3.6.3). The units are solar masses per square kiloparsec. Radio contours at 90 cm are overplotted
in white.
the observational details together towards a consistent picture of the energetics and chemical
composition of the M87 X-ray arms and explain how this relates to the radio activity.
Energetics
We first use the mass estimates derived in the previous section to compute the gravitational





For M(R) we use the integrated total mass profile of Matsushita et al. (2002). We use the approx-






where i are all the bins where the cool component was more than 3σ significant. We calculated
Rmean in this way for all the different models and volume estimates presented in the previous
section and obtain consistent values between 15 and 20 kpc. Assuming a typical mass of the
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uplifted gas of 0.5×109 M (see Table 3.3) and Rmean = 20 kpc, we obtain a required gravitational
energy of 4.33 × 1057 ergs. If the AGN outburst that created the inner radio lobes occurred 107
years ago (e.g. Forman et al. 2007), this gravitational energy corresponds to a required power
of 1.37 × 1043 erg/s, which is a sizable fraction of the total jet power estimated by Owen et al.
(2000) at a few ×1044 ergs/s. The power needed to uplift the cool gas is much larger than the
total radio power cited by Owen et al. (2000) at only 9.6 × 1041 erg/s, consistent with the picture
that the bulk of the jet energy is deposited in the gas (in this case, a large part thereof in the form
of potential energy), while only a small fraction is leaked to radio emission.
Thus, from energetic considerations, the model of the cool gas being uplifted by the buoyant
radio lobes is entirely consistent with the X-ray and radio observations. This provides a clear
mechanism for the transport of the cool gas out of the center of the gas halo, together with the
metals it has been enriched with.
Possible sources of cool gas
We have chosen to define the cool gas in the wdem model as gas having a temperature below 1.5
keV, the smallest value in the deprojected profile of the hot M87 halo calculated by Matsushita
et al. (2002). There are three possible ways to produce gas cooler than 1.5 keV. The most straight-
forward option is to adiabatically cool gas from the center of the M87 halo by uplifting it into
regions of lower pressure at larger radii. Using the pressure profile from Chapter 2 and assuming
an adiabatic index of 5/3, gas at 1.5 keV uplifted from a radius of 1 to 10 kpc would cool from
1.5 to 0.6 keV and so could reproduce, in principle, the temperatures that we observe. However,
if adiabatic cooling is the only mechanism to reduce the temperature of the gas, we would (ne-
glecting heating processes) expect to see a decreasing trend of cTmax with radius, which is not
the case. More importantly, the average Fe abundance of 2.2 solar for the cool gas, determined in
Sect. 3.6.2, is higher than the value observed in the center of M87 (∼1.6 solar, Matsushita et al.
2003). Thus, the cool gas could not originate from adiabatically cooled halo gas alone, but must
contain a second, metal-rich component.
Another important source of cool gas are the stellar winds. Assuming the stellar mass loss
rate proposed by Ciotti et al. (1991),
M˙∗(t) ≈ −1.5 × 10−11LB t−1.315 , (3.16)
where LB is the blue band luminosity in units of LB and t15 is the age of the stellar population in
units of 15 Gyrs. We take the age of the stellar population to be 10 Gyrs and LB to be 1011LB,
corresponding to the absolute B magnitude of M87 of -22.14 cited by Peletier et al. (1990). This
gives us a stellar mass loss rate of 2.54 M/yr. If we further assume that the material lost from
stars thermalizes according to the M87 stellar velocity dispersion of 350 km/s (Angione et al.
1980), the temperature of this gas would be 0.64 keV. Interestingly, this is also very close to
the lower temperature cutoffs found using the wdem spectral model. Beside being a source of
cool gas, stellar winds also contribute to the metal-enrichment, as will be discussed in the next
section, and are an important candidate for the second, metal-rich component of the uplifted gas.
The third and last possible source of cool gas is the cooling flow. Matsushita et al. (2002)
find that within 4′ a total mass of 13.8 M/yr can cool down to as low as 1.4 keV and 0.63
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M/yr cool down to 0.1 keV. Based on the same metallicity argument as above, the cool gas
could not originate from cooling-flow gas alone since this would lead to its metallicity being
lower than measured. Using the gas metallicity and temperature, it is not possible to distinguish
adiabatically and radiatively cooled ICM as different components of the uplifted gas.
Metal enrichment of the cool gas
Metals can be either ejected from the stars by the stellar winds or produced by supernovae. We
neglect the metal enrichment by type II supernovae, since M87 has an old population where the
expected SNII rate is very low. Rafferty et al. (2006), for example, find an upper limit on the star
formation rate (SFR) for M87 of 0.081 M/yr using far-infrared data. Assuming a Salpeter initial
mass function (IMF, Salpeter 1955) for the stars forming between 0.01 and 50 solar masses, the
number of stars formed from this cooling gas that would be more massive than 10 solar masses
and could become SNII progenitors is







This upper limit on the rate of SNeII is roughly two orders of magnitude below the expected rate
of SNeIa in elliptical galaxies (Cappellaro et al. 1999, see calculation below).
This leaves stellar winds and type Ia supernovae (SN Ia) as the main sources of enrichment of
the cool gas. Following Bo¨hringer et al. (2004); Rebusco et al. (2006), the rates of iron injection
by stellar mass loss is:
M˙Fe,∗ = γFe × M˙∗(t),with (3.18)







where M˙∗(t) is the stellar mass loss rate calculated in Eqn. 4.3, γFe is the mean iron mass fraction
in the stellar winds of an evolved stellar population, ZFe,∗ is the assumed abundance of the stellar
winds in solar units, 〈mFe〉 ≈ 56 is the mean weight of an iron isotope with respect to hydrogen,
〈mi〉 is the mean weight of an ion with respect to hydrogen in the Sun (in the solar photosphere),
and (NFe/
∑
i Ni)Lodd ≈ 3.16 × 10−5 is the relative number abundance of Fe ions to the sum over
all ions in the plasma, as determined from Lodders (2003). We assume, as above, a galactic age
of 10 Gyr. Kobayashi & Arimoto (1999) derive stellar metallicities in M87 ranging from ≈2
solar in the center to ≈1 solar at the galaxy’s half-light radius (2′) using the Mg2 index. We will
therefore take ZFe,∗ ≈ 1.6. The rate of iron production by SN Ia can be written as:
M˙Fe,Ia = ηFe × RIa,with (3.20)





where ηFe = 0.79M is the iron yield per SNIa assuming the WDD2 model of Iwamoto et al.
(1999) and RIa is the present supernova rate in elliptical galaxies according to Cappellaro et al.
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(1999). For M87, LB ≈ 1011LB, as calculated above, which yields RIa ≈ 1.8 ± 0.6 SNeIa per
century. We assume that the iron production by both SN Ia and stellar winds is constant during
the time of enrichment, which as we will show below is much shorter that the Hubble time.
We wish to enrich ICM gas to an average Fe abundance of 2.2 solar. For this, we must
assume an initial metallicity Zi of the ICM at the center of M87 immediately following the next
to last AGN outburst which modified the spatial distribution of metal abundances. After the
next to last AGN outburst, stellar mass loss and supernovae enriched this central gas until it
reached 2.2 solar and was uplifted by the last AGN outburst, the effect of which we observe
today. Ideally we should take the central metallicity immediately after the last outburst and
assume it is representative also for the metallicity after the next to last outburst. We however do
not know this value. A sensible lower estimate is to assume Zi as the average metallicity of the
entire hot halo within the region of the arms. This can be calculated as the best-fit y-intercept
for the linear fit of the Fe abundance in the multi-temperature regions vs. the fraction of cool gas
(Fig. 3.13) and is approximately 0.7 solar. Alternatively, as an upper limit to Zi, we can assume
the current value at the center of M87 determined by Matsushita et al. (2003) to be 1.6 solar. This
is likely to be an upper limit because, since the time of the last outburst, the central region has
been enriched with metals beyond the metallicity that it had immediately after the outburst. With
these two values for Zi, we can bracket the enrichment time needed to reproduce the observed Fe
abundance of the cool gas.
Using a mass production rate of stellar winds of 2.5 M/yr (Eqn. 4.3) and neglecting the
mass of supernova remnants (assuming an average supernova mass of 10 M and rate RS N Ia of
1.8 per century, we obtain only 0.18 M/yr which is much less than for the stellar winds), we
can write for the Fe enrichment of the uplifted material:
2.2 × 5 · 108M × fFe, = Zi × Mi × fFe, (3.22)
+ (M˙Fe,Ia + M˙Fe,∗) × τ
Mi + 2.5M/yr × τ = 5 · 108M (3.23)
where fFe = 〈mFe/mi〉 × (NFe/∑i Ni)Lodd is the mass fraction of Fe in the Sun, τ is the time over
which the enrichment takes place, Mi is the initial mass of cluster gas to which stellar mass loss
is added over time τ. We solve the system of equations above for τ and Mi making use also of
Eqns. 3.18 and 3.20. Assuming Zi=1.6 solar we obtain τ=30 Myr, while for Zi=0.7 solar we
need 60 Myr to enrich the ICM before uplift. For Zi=1.6 solar, the mass originating from stellar
mass loss represents 15% of the total uplifted mass, while for Zi=0.7 solar it amounts to 30%.
We can now try to reproduce the abundances of other elements such as O, Si and S in the cool
gas. Using the Fe/O, Fe/Si, Fe/S ratios in Table 3.1, the O, Si and S abundances of the cool gas
should be approximately 0.9, 2.2 and 2.2, respectively. For an initial Fe abundance of Zi = 0.7
solar and assuming the same ratios, we obtain 0.3, 0.7 and 0.7 solar for O, Si and S, respectively.
The central values of Matsushita et al. (2003) are consistent with 0.6,1.6, and 1.6, respectively.
Assuming solar abundance ratios for the stellar winds, we can use the equivalent of Eqn.
3.18 and 3.19 to determine also M˙O,∗. Using ZO,i=0.6 and ignoring contributions by SN Ia to the
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oxygen budget, the time needed to enrich the cluster gas to 0.9 solar oxygen abundance is 60
Myr. Correspondingly for ZO,i=0.3, we obtain 92 Myr. A similar procedure can be applied for
Si and S, including contributions by SN Ia according to the WDD2 model of 0.21 M and 0.12
M per supernova, respectively. For Si we obtain, respectively, 63 and 108 Myr for ZSi,i=1.6 and
0.7, while for S we obtain 56 and 98 Myr for the same ZS,i.
We also computed the required enrichment times using the WDD1 model of Iwamoto et al.
(1999) which has a higher Si/Fe ratio and was found by Finoguenov et al. (2002) to provide a
better fit to the abundance patterns in the center of the M87 gas halo. These results, together
with the results from the WDD2 model, are summarized in Table 3.4. Oxygen enrichment times
for the two models are the same since we neglect contributions by SN Ia to the oxygen budget.
The WDD1 model requires more similar enrichment times to produce the different metals, in
agreement with the results of Finoguenov et al. (2002). The obtained enrichment times differ
from eachother by up to a factor of ≈ 2.1 for the WDD2 and ≈ 1.7 for the WDD1 models. A
possible source of this discrepancy is that our assumption of solar abundance ratios for the stellar
winds is not accurate. If, for the older population of M87, the Si/Fe composition of stellar winds
would be higher than solar, we would obtain more consistent enrichment times to produce all
three metals. Note also that the enrichment times are in slightly better agreement for Zi = 0.7
solar than for Zi = 1.6 solar, suggesting that the former choice may be the more appropriate and
reliable one.
Table 3.4: Enrichment times needed to produce the metals seen in the cool gas (in Myr) and, in
brackets, the fraction of the stellar mass loss contribution to the total mass of uplifted gas.
ZFe/Si/S,i = 1.6 ZFe/Si/S,i = 0.7
ZO,i = 0.6 ZO,i = 0.3
WDD2 WDD1 WDD2 WDD1
Fe 30 (0.15) 35 (0.18) 60 (0.30) 69 (0.35)
Si 63 (0.32) 49 (0.25) 108 (0.54) 90 (0.45)
S 56 (0.28) 42 (0.21) 98 (0.49) 79 (0.40)
O 60 (0.30) 60 (0.30) 92 (0.46) 92 (0.46)
At the end of Sect. 3.5.2, we show that the relative abundances of O/Si/ S/Fe are very sim-
ilar in and outside the multi-temperature regions. This indicates firstly that the metals outside
the multi- temperature region, which were (according to our model) uplifted from the galaxy by
previous AGN outbursts, must have been transported after the last major epoch of star formation,
when contributions of SNII to the chemical budget of the galactic gas became negligible. Sec-
ondly, the SN Ia enrichment must have remained approximately constant in time relative to the
enrichment by stellar winds.
We note that Owen et al. (2000) estimate the age of the outer radio halo between 96 and
150 Myr/P44, where P44 is the total jet power in 1044 erg/s. If the total jet power is around
1–3 ×1044 erg/s, we would obtain consistent values with the enrichment times of ∼30–110 Myr
obtained above. Thus, it is possible that both the outer and the inner radio halos generated similar
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outbursts ∼ 3–11×107 and ∼ 107 years ago respectively, transporting metal-rich gas outwards,
while between the two outbursts the metals could accumulate in the center of the gas halo. Less
violent outbursts which do not have such large impact in the distribution of metals in the gas halo
could have occurred between these two events, as is suggested by the multiple shocks found in
the Chandra data by Forman et al. (2007).
Note that if some of the uplifted metal-rich gas fell back to where it originated between
outbursts, the time interval between two such outbursts could be shorter since one would not
have to wait for all the extra metals observed in the cool gas to be produced from stellar winds
and supernovae.
3.7 Constraints on possible non-thermal emission
In Chapter 2, we suggested the presence of non-thermal pressure support by relativistic electrons
in the X-ray arms of M87. We performed a more detailed analysis to check for spectral signa-
tures of inverse Compton (IC) scattering of the microwave background photons on the relativistic
electrons in the M87 gas halo. For this, we chose 7 annuli between 1 and 9 arcminutes and di-
vided each of these into 4 sectors containing the E arm, the SW arm, and the NW and SE regions
between the arms. The sectors containing the arms were fitted with a two-temperature vmekal
model and a power-law while the NW and SE regions were fitted with a single-temperature
vmekal model plus a power-law. Our extraction regions can be seen in Fig. 3.17.
We find that the fit cannot constrain the power-law index in any of the extraction regions,
therefore we fixed it to 1.7, which is consistent with the number distribution of relativistic elec-
trons in our Galaxy. With a fixed power-law index, we find that the normalization of the power-
law component is more than 3σ significant everywhere except in the 7th ring of the SW arm
sector. The flux of the power-law component in all regions is a factor of more than 10 above the
cosmic X-ray background (CXB) found by De Luca & Molendi (2004) in the 2-10 keV band and
a factor of more than 5 above the same CXB model in the 7-10 keV band. However, we cannot
rule out the possibility that the power-law component is significant simply because it compen-
sates for calibration or spectral model inaccuracies, therefore we cannot confirm it as a detection
of IC emission from the M87 halo, but interpret our results rather as an upper limit of the IC flux
that is consistent with the data.
















(1 − cos θ)(R3max − R3min). (3.26)
L42 is the luminosity of the non-thermal emission between γmax and γmin in units of 1042 ergs, µ is
the index of the electron number distribution which is related to the photon index of our power-
law model as µ = 2Γ − 1 = 2.4, γmin and γmax are the minimum and maximum Lorentz factors
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Figure 3.17: Regions for spectral extraction used to test the presence of a power-law component
(in black) overplotted on the map of the gas pressure deviations from radial symmetry obtained
in Chapter 2. 90cm radio contours are also overplotted in white.
of the electrons contributing to the IC emission, V is the volume of a spherical shell with half-
opening angle θ and minimum and maximum radii Rmin and Rmax. We extrapolated our power-
law luminosity to include IC scattering by electrons with Lorentz factors between γmin = 300 and
γmax = 10000 and find 90% confidence upper limits on the non-thermal pressure as presented in
Table 3.5. Note that the pressure calculated in this way is only due to the relativistic electrons,
and that relativistic ions may give rise to additional non-thermal pressure up to 30 times higher
than that of the electrons. We also computed the thermal pressure as p = (1 + 1/ fei)nekT with ne
given by Eqn. 3.10 in order to present also the relative contribution of the non-thermal pressure
to the total (thermal+non-thermal) pressure in Table 3.5.
The upper limits presented in Table 3.5 are consistent with the contribution of the non-thermal
pressure of 5-10% suggested in the previous chapter. However, from these upper limits no differ-
ence between the arm and off-arm regions can be seen, suggesting that perhaps at least partly the
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Table 3.5: 90% confidence level upper limits on the non-thermal pressure (in 10−11 dyn/cm2 and
in brackets as percentage of the total pressure).
rmean NW SE E SW
(arcmin) arm arm
1.38 7.4 (31.5) 27.6 (54.4) 18.2 (40.9) 19.2 (40.5)
2.09 3.2 (19.8) 7.9 (30.1) 6.7 (25.7) 8.5 (32.2)
2.75 1.7 (14.1) 2.8 (16.5) 4.5 (22.6) 2.3 (13.4)
3.63 0.85 (9.4) 1.2 (10.3) 2.1(17.3) 2.1(15.9)
4.92 0.68 (9.9) 0.50 (5.5) 1.1 (12.6) 1.3 (13.6)
6.55 0.22 (4.4) 0.42 (6.1) 0.53 (7.5) 0.84 (11.3)
8.25 0.14 (3.5) 0.22 (4.1) 0.31 (5.7) 0.26 (4.5)
normalization of the power-law is determined by calibration uncertainties. The high contribution
of the power-law in the inner regions is probably due to the central AGN, which was very bright
during this observation and could influence the spectrum out to larger radii due to the tail of the
XMM PSF.
We also used our upper limits on the power-law flux, assuming it is due to IC emission, to

















where a(µ) and b(µ) are unitless functions of µ only, and for our case µ = 2.4, a = 0.086 and
b = 7.0, αx = (µ − 1)/2 is the X-ray spectral index, Tr is the temperature of the microwave
background radiation (2.73 K), B is the magnetic field strength, fx is the X-ray flux density at
frequency νx in ergs/s/cm2/Hz and fr is the radio flux density at frequency νr. We used the radio
map of Owen et al. (2000) at 90 cm (νr=327 MHz) and chose to calculate the X-ray flux at 6
keV by dividing the 5 - 7 keV power-law flux by the corresponding bandwidth in Hz. Our lower
limits on the magnetic field strength B are summarized in Table 3.6. We could only determine
the values for B in the first 6 rings (5 for the E arm) because the other regions were outside the
radio map.
Interestingly, we do find more stringent lower limits on the magnetic field in the X-ray arms,
these being the only regions where our data require magnetic fields stronger than 1 µG. However,
as these values are only lower limits, we cannot draw definitive conclusions based on this fact.
Assuming equipartition, Owen et al. (2000) find B-field strengths on the order of 7 - 10 µG,
which are consistent with our lower limits. However, in cluster cores, where the particles and
magnetic fields have different origins and evolutionary histories, the validity of the equipartition
condition is not obvious. To measure a magnetic field of 10 µG using X-ray observations would
require the ability to determine with significance a power-law flux 50 times lower than our upper
limit, which, within the current calibration accuracies of ∼10% is still out of reach. Using the
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Table 3.6: 90% confidence level lower limits on the magnetic field strength (µG). The sixth ring
in the E arm was outside the radio map
rmean NW SE E SW
(arcmin) arm arm
1.375 0.53 0.31 0.51 0.65
2.085 0.62 0.48 0.77 0.94
2.750 0.56 0.64 0.96 1.40
3.625 0.60 0.78 1.26 1.09
4.920 0.47 0.82 0.52 1.16
6.545 0.29 0.52 - 1.20
Faraday rotation of the halo radio source in M87, Dennison (1980) finds a magnetic field in
the halo of 2.5 µG. While the magnetic field deduced using the Faraday rotation measure is the
average along the line of sight of the product of the magnetic field and the gas density, the lower
limit of the magnetic field determined here depends on the volume average of the relativistic
electron density and on the square of the magnetic field over the emitting region. The fields
determined using these two methods can be quite different, and as shown by Goldshmidt &
Rephaeli (1993) the magnetic field determined using the radio and IC X-ray flux densities is in
general smaller than the value determined using the Faraday rotation measure.
Sanders et al. (2005) found a non-thermal X-ray emission component in the core of the
Perseus cluster extending to a radius of ∼75 kpc. Assuming this emission to be due to IC scatter-
ing of the cosmic microwave background and infrared emission from NGC 1275, they mapped
the magnetic field in the core of the cluster. Within the radius of ∼10 kpc they found a magnetic
field between 0.5–3 µG, while at larger radii their inferred magnetic field decreased to a value of
∼0.1µG. The higher values in the core are mostly consistent with the lower limits found in the
core of M87, but the inferred magnetic field at larger radii is significantly smaller than the lower
limits we found at similar radii in M87.
For the radio relic in Coma, combining the radio data with XMM-Newton observations, Fer-
etti & Neumann (2006) found a lower limit on the magnetic field of 1.05 µG, which is consistent
with our lower limits found for the radio arms. The deduced magnetic field in Coma based on the
detection of tails of hard X-ray emission by BeppoSAX (Fusco-Femiano et al. 2004) is ∼0.2 µG.
However, the cluster region probed by the large field of view of the BeppoSAX PDS is much
larger than the core of Virgo investigated in this work.
3.8 Conclusions
We used deep XMM-Newton observations of the M87 halo to characterize the spatially resolved
temperature structure and the chemical composition of the multi-temperature gas associated with
the inner radio lobes. We found that:
3.8 Conclusions 65
• Compared to a simple two-temperature fit, we obtain a better and more physical description
of the spectra using a model which involves a continuous range of temperatures in each
spatial bin. The range of temperatures of the multiphase gas spans between ∼0.6–3.2 keV.
The cooling time of this gas is longer than the age of the lobes, indicating that no significant
amounts of gas cooled out from the temperature domain observable in X-rays. If the multi-
phase gas is distributed in many small spherical blobs with typical blob sizes of 0.1 kpc,
similar to the widths of the filaments seen in the Chandra images (Forman et al. 2007), the
thermal conduction must be suppressed by a factor of ∼30–100. Such suppression may be
provided by the magnetic fields.
• We find a correlation between the amount of gas cooler than 1.5 keV and the metallicity,
indicating that the cool gas is more metal-rich than the ambient halo. Extrapolating the
linear fit between the cool gas fraction and Fe abundance, we estimate the Fe abundance
of the cool gas to ∼2.2 solar. This suggests the key role of the AGN in transporting heavy
elements into the intracluster medium by uplifting cool, metal-rich gas from the galaxy.
The abundance ratios of O/Si/S/Fe in and outside the X-ray arms are similar, indicating
that the metals outside the multi-temperature region, which were (according to our model)
uplifted from the galaxy by previous AGN outbursts, must have been transported after the
last major epoch of star formation, when contributions of SNII to the chemical budget of
the galactic gas became negligible.
• We estimate the mass of the gas with a temperature below 1.5 keV (the smallest value in the
deprojected profile of the hot M87 halo) to be about 5× 108 M. Its chemical composition
indicates that it originates from a mixture of ICM and stellar mass loss enriched with Type
Ia supernova products. The amount of mass from stellar winds and SNeIa represents 15–
50% of the total mass of uplifted gas. The time required to produce the observed metals in
this gas is ≈30–110 Myr, suggesting that the uplift of cool gas by AGN radio bubbles is a
relatively rare event.
• We put upper limits on possible non-thermal X-ray emission from M87, and combining it
with the 90 cm radio maps, we put lower limits of around 0.5-1.0 µG on the magnetic field
strength.
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Abstract
We analyzed global properties, radial profiles, and 2D maps of the metal abundances and tem-
perature in the cool core cluster of galaxies Hydra A using a deep ∼ 120 ks XMM-Newton
exposure. The best fit among the available spectral models is provided by a Gaussian distribu-
tion of the emission measure (gdem). We can accurately determine abundances for 7 elements
in the cluster core with EPIC (O, Si, S, Ar, Ca, Fe, Ni) and 3 elements (O, Ne, Fe) with RGS.
The gdem model gives lower Fe abundances than a single-temperature model. Based on this, we
explain why simulations show that the best-fit Fe abundance in clusters with intermediate tem-
peratures is overestimated. The abundance profiles for Fe, Si, S, but also O are centrally peaked.
Combining the Hydra A results with 5 other clusters for which detailed chemical abundance
studies are available, we find a significant decrease in O with radius, while the increase in the
O/Fe ratio with radius is small within 0.1 r200, where the O abundances can be accurately deter-
mined, with d(O/Fe)/d(log10r/r200) = 0.25 ± 0.09. We compare the observed abundance ratios
with the mixing of various supernova type Ia and core-collapse yield models in different relative
amounts. Producing the estimated O, Si, and S peaks in Hydra A requires either the amount
of metals ejected by stellar winds to be 3–8 times higher than predicted by available models or
the initial enrichment by core-collapse supernovae in the protocluster phase not to be as well
mixed on large scales as previously thought. The temperature map shows cooler gas extending
in arm-like structures towards the north and south. These structures, and especially the northern
one, appear to be richer in metals than the ambient medium and spatially correlated with the
large-scale radio lobes. With different sets of assumptions, we estimate the mass of cool gas,
which was probably uplifted by buoyant bubbles of relativistic plasma produced by the AGN, to
1.6 − 6.1 × 109 M, and the energy associated with this uplift to 3.3 − 12.5 × 1058 ergs. The best
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estimate of the mass of Fe uplifted together with the cool gas is 1.7 × 107 M, 15% of the total
mass of Fe in the central 0.5′ region.
4.1 Introduction
Clusters of galaxies provide a unique environment for elemental abundance measurements and
for the study of the chemical enrichment history of the Universe, because their large potential
wells retain all the metals produced by the member galaxies. Of particular interest are clusters
of galaxies showing a centrally peaked surface brightness distribution and a cool core, whose
spectra are often richer in emission lines because of the lower central temperatures. In addition,
these “cool-core” clusters have been shown to exhibit a central peak in the abundance distribu-
tion of several elements, in particular iron (e.g. De Grandi & Molendi 2001) and other metals
produced by type Ia supernovae (SN Ia), which led to the conclusion that the central excess is
most probably due to enrichment by SN Ia in the central dominant galaxies (for a review, see
Werner et al. 2008,and references therein).
Cooling-core clusters are furthermore in the limelight because of the so-called “cooling-
flow problem”: the high surface brightness in the central peak implies a high density and a
short cooling time, however the observed rate of cooling of the central gas is often orders of
magnitude below what is expected in the absence of any heat sources (for a review, see Peterson
& Fabian 2006). As a solution, it has been proposed that active galactic nuclei (AGN) in the
central dominant galaxies can provide enough energy to the central gas to balance the cooling,
since signs of energetic interaction between the AGN radio plasma and the intra-cluster medium
(ICM) have been observed in many systems (for a recent review, see McNamara & Nulsen 2007).
Recently, the AGN-ICM interaction has also been shown, by theoretical models (Rebusco et al.
2006), hydrodynamic simulations (Roediger et al. 2007) and observations (Simionescu et al.
2008) to be a main mechanism for transporting the metals produced in the central galaxy into the
ICM.
Hydra A was one of the first cooling-core clusters in which a displacement of X-ray gas in
the center by radio lobes from the central AGN was found (McNamara et al. 2000) and it is still
one of the most dramatic examples of AGN interaction (David et al. 2001; Nulsen et al. 2002,
2005). In a deeper Chandra observation of the cluster, a sharp X-ray surface brightness edge
was found at radii between 4.3 – 6′ (200 – 300 kpc), interpreted as a shock wave caused by an
AGN outburst with an estimated total energy of 1061 erg (Nulsen et al. 2005), which is sufficient
to balance radiative cooling for at least several 108 yrs. Further features besides the shock and
the inner cavities are a ∼ 60 kpc long filament running from the inner cavities outwards, that
may be reminiscent of the “X-ray arms” in M87 (e.g. Feigelson et al. 1987; Bo¨hringer et al.
1995; Belsole et al. 2001; Forman et al. 2007), and surface brightness depressions in the outer
region inside the shock front, which coincide with the outer radio lobes (Wise et al. 2007). The
relatively low temperature (TX ∼ 3.1 − 3.7 keV, David et al. 2001) implies X-ray spectra rich in
emission lines providing good spectroscopic diagnostics.
The goal of this chapter is twofold. Firstly, we aim to study the abundances, abundance
ratios, and radial trends for different chemical elements. This can reveal clues about the chemical
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enrichment history of Hydra A and, by comparison with previous results from deep pointings of
other nearby bright clusters, can broaden our overall understanding of the origin and distribution
of metals in clusters of galaxies. Secondly, we investigate a two-dimensional metallicity map
to determine what influence an AGN outburst as violent as the one in Hydra A can have on the
distribution of chemical elements in the ICM.
Throughout the paper, we assume H0 = 70 km s−1 Mpc−1, ΩΛ = 0.73, and ΩM = 0.27. At the
redshift of Hydra A (z = 0.0538), 1′′ corresponds to 1.05 kpc. Unless otherwise stated, the ele-
mental abundances are given with respect to the proto-Solar values of Lodders (2003), the errors
are at the 1σ level, and upper limits at the 2σ level. The recent solar abundance determinations
by Lodders (2003) give significantly lower abundances of oxygen, neon and iron than those mea-
sured by Anders & Grevesse (1989). Use of these new determinations affects only the units with
respect to which we present the elemental abundances in our paper; the actual measured values
can be reconstructed by multiplication of the given values with the solar normalizations. For a
compilation of these normalizations for different commonly used abundance determinations, see
the review of Werner et al. (2008).
4.2 Observation and data analysis
4.2.1 EPIC analysis
Hydra A was first observed with XMM-Newton on December 8th, 2000, for 32.6 kiloseconds
(ks). A subsequent 123 ks observation was performed on May 11th, 2007. Since the second
observation is significantly deeper and large parts of the first observation were affected by soft
proton flares, we will focus in this work primarily on the second observation. We extracted a
lightcurve for each of the three detectors separately and excluded the time periods in the obser-
vation when the count rate deviated from the mean by more than 3σ in order to remove flaring
from soft protons (Pratt & Arnaud 2002). After this cleaning, the net effective exposure is ∼62
ks for pn, ∼81 ks for MOS1, and ∼ 85 ks for MOS2. We furthermore excluded CCD 5 of MOS2
from our analysis due to its anomalously high flux in the soft band during the observation (see
Snowden et al. 2008). For data reduction we used the 7.1.0 version of the XMM-Newton Science
Analysis System (SAS); the standard analysis methods using this software are described in e.g.
Watson et al. (2001).
For the background subtraction, we used a combination of blank-sky maps from which point
sources have been excised (Read & Ponman 2003; Carter & Read 2007) and closed-filter ob-
servations. This is necessary because the instrumental background level of XMM-Newton is
variable and increases with time. Both the blank-sky and the closed filter observations were
transposed to a position in the sky corresponding to the orientation of XMM-Newton during
our observation. We calculated the count rates in the hard energy band (10.–12. keV for MOS,
12.–14. keV for pn) outside of the field of view (OoFoV) for our observation, for the blank-sky
maps and for the closed filter observations. These count rates are a good indicator for the level
of instrumental background in each data set, since no photons from real X-ray sources should
be recorded outside the field of view. For each detector we then added to the corresponding
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blank sky background set a fraction of the closed filter data designed to compensate for the dif-
ference between the OoFoV hard-band count rate in the observation and in the blank sky data.
We note that simply scaling up the blank sky data to match the observed OoFoV hard-band count
rate would implicitly also scale up the cosmic X-ray background (CXB) component contained
in these blank sky maps, leading to an overestimation of the total background. We compared
the blank sky background spectra of Read & Ponman (2003) and Carter & Read (2007) with
the current observation in a 10–14′ annulus. We find a good agreement both in the soft (0.35–1
keV) and hard (5–10 keV) bands, while between 1 and 5 keV the spectrum from the observation
shows an excess consistent with residual cluster emission with a temperature of around 2 keV.
The best agreement with the 10–14′ spectra, both in the soft and hard bands, is provided by the
Read & Ponman (2003) background for the MOS detector and the Carter & Read (2007) back-
ground for the pn detector. Consequently, we used these respective blank sky fields to estimate
our background.
Out-of-time events were subtracted from the PN data using the standard SAS prescription for
the extended full frame mode.
4.2.2 RGS analysis
We extract the RGS spectra following the method described by Tamura et al. (2001). We model
the background using the standard background model available in SAS (rgsbkgmodel, Gon-
zale´z-Riestra 2004). The cluster spectra are extracted from a region which is 3′ wide in the
cross-dispersion direction of the instrument.
The line emission observed with the RGS from extended sources is broadened by the spatial
extent of the source along the dispersion direction. In order to account for the line broadening
in the spectral modelling, we convolve the line spread function (lsf) model with the surface
brightness profile of the source along the dispersion direction. We derive the surface brightness
profile from the EPIC/MOS1 image in the 0.8–1.4 keV band. Because the radial profile of an
ion producing an observed spectral line can be different from the radial surface brightness profile
in the broad band, we multiply the line profile with a scale parameter s, which is left as a free
parameter in the spectral fit. The scale parameter s is the ratio of the observed lsf width and the
width of the lsf model convolved with the surface brightness profile. For a flat radial distribution
of the line emitting ions, the scale parameter is s = 1.
4.2.3 Spectral modeling
We use the SPEX package (Kaastra et al. 1996) to model our spectra with a plasma model in
collisional ionization equilibrium (mekal). We note that the mekal model implemented in SPEX
has a more updated line catalog compared to that used by XSPEC; however, SPEX does not
support any other plasma models, notably apec. Several differential emission measure models
which include contribution from gas with a range of different temperatures, rather than a single
temperature approximation, are available in SPEX. Throughout the paper we will mainly use a
Gaussian distribution of the emission measure (gdem) around the best-fit average temperature,









where Y0 is the total, integrated emission measure (Y0 =
∫
nenHdV), x ≡ logT and x0 ≡ logT0
with T0 the average temperature of the plasma. Sect. 4.4.1 gives a detailed explanation why this
is the most appropriate available multi-temperature model for the data.
Unless otherwise stated, the Galactic absorption column density was fixed to NH = 4.8 ×
1020 cm−2, the average value from the two available H  surveys: the Leiden/Argentine/Bonn
(LAB) Survey of Galactic H  (Kalberla et al. 2005, NH = 4.68 × 1020 cm−2) and the H  data by
Dickey & Lockman (1990) (NH = 4.90 × 1020 cm−2). Point sources identified using the X-ray
images are excluded from the spectral analysis. The spectra obtained by MOS1, MOS2 and pn
are fitted simultaneously with their relative normalizations left as free parameters. To account
for possible gain shifts, the redshift was left as a free parameter in the initial fit and fixed to its
best-fit value when estimating the errors.
The global spectrum extracted from a circular extraction region with a radius of 3′ (Sect.
4.3.1) is fitted in the 0.35–10 keV band. Because of the low number of counts and the high
background above 7 keV, the spectra extracted from all other regions are fitted in the 0.35–7
keV band. The spectra extracted for the analysis of the global properties of the cluster and for
the radial profiles are binned to the optimal bin size using the “obin” command of SPEX. This
command rebins the data to at least 1/3 of the FWHM of the instrument depending on the count
rate at the given energy. The spectra extracted for constructing 2D maps of the spectral properties
of the cluster have much lower statistics and are consequently simply binned with a minimum of
30 counts per bin.
We fitted the normalization, temperature and, where the statistics allowed, the abundances of
O, Ne, Mg, Si, S, Ar, Ca, Fe, and Ni as free parameters. The abundances of the other elements
heavier than He are fixed to 0.5 of the Solar value.
Due to the high photon statistics of this deep observation, our best fit reduced χ2s are sen-
sitive to calibration problems and to the differences between the individual EPIC detectors. To
account for this, we include 3% systematic errors over the entire energy band used for fitting the
global properties of the cluster and the radial profiles. We usually obtain good (< 2σ) agreement
between the different detectors, the only notable exception is mentioned in Sect. 4.3.2.
In addition, to insure an optimal determination of element abundances, it is crucial to ac-
curately fit the continuum around emission lines. This is not guaranteed by available emission
measure model distributions, which are always a simplification of the true thermal structure in
any given spectral extraction region. It is necessary therefore, after determining the best average
temperature or temperature distribution using the full spectral band, to fix the thermal structure
parameters and fit the elemental abundances in narrower bands around the emission lines of the
respective elements, allowing the spectrum normalization to vary and thereby correct for small
inaccuracies in the best determination of the continuum in those narrow energy bands. We ac-
cordingly fitted the Si, S, Ar, and Ca metallicities in the 1.5–5. keV energy band, and the O
abundance in the 0.35–1.5 keV band. Unless otherwise stated, we report the best-fit Fe abun-
dance using the full energy band (both Fe-L and Fe-K lines).
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Table 4.1: Fit results for the EPIC data using a gdem model. σT is the width of the Gaussian
temperature distribution. All abundances are relative to the proto-Solar units of Lodders (2003).
Extraction region 0–3′ 3–8′
Y (1066 cm−3) 24.85 ± 0.09 9.27 ± 0.05
kT (keV) 3.42 ± 0.01 3.65 ± 0.03
σT (logT ) 0.251 ± 0.006 0.210 ± 0.017
O/Fe 0.85 ± 0.09 –
Si/Fe 0.65 ± 0.05 0.45 ± 0.07
S/Fe 0.58 ± 0.05 0.30 ± 0.10
Ar/Fe 0.48 ± 0.14 –
Ca/Fe 1.28 ± 0.16 0.47 ± 0.33
Fe 0.445 ± 0.007 0.324 ± 0.013
Ni/Fe 1.35 ± 0.20 –
χ2 / d.o.f. 1449 / 1211 985 / 972
The Ne abundance could not be constrained with the EPIC spectra because the Ne  line lies
in the Fe-L complex where the EPIC cameras cannot resolve the individual lines, thus a high Ne
abundance can be confused with a higher contribution of cooler multi-temperature gas (a higher
σT) and vice versa. Consequently, the Ne abundance was fixed relative to Fe based on the RGS
fit (Sect. 4.3.4). The Mg abundances could not be determined with more than 3σ significance
in any of the regions. Moreover, as reported by de Plaa et al. (2007), the systematic error in
the effective area calibration of EPIC around the Mg energy is so large that the Mg abundance
determination cannot be trusted. The Ni abundance was not determined in any of the regions
for which the chosen spectral fitting band was 0.35–7 keV, which does not include the energy of
the Ni lines. The abundances of Si, S and Fe, on the other hand, can be determined with good
accuracy in most regions and, where the surface brightness is sufficiently high, we also obtain
reliable O, Ar, Ca and Ni abundance determinations.
4.3 Results
4.3.1 Global spectra
To characterise the global properties of the cluster and to determine accurate abundance values
for as many elements as possible, we extract spectra from two large spatial regions: a circular
region with a radius of 3′ centered on the cluster core and an annulus with an inner radius of
3′ and outer radius of 8′. This should insure good statistics in both regions, while keeping the
number of source counts in the outer annulus well over the background level.
The best-fit width of the gdem distribution, σT, as well as all other best-fit parameters are
shown in Table 4.1. The σT’s determined from our fits are significantly larger than zero both
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Figure 4.1: The EPIC spectrum of the central 3′ and fit residuals with respect to the best-fit
Gaussian emission measure distribution model. Data points from pn are shown in green, MOS
in black, and the best-fit model in red.
in the inner and outer annuli and the values are similar to those found by de Plaa et al. (2006)
in Se´rsic 159-03. A spectrum of the central 3′ region and the best-fit model are shown in Fig.
4.1. It can be seen that the gdem model provides a good fit to both Fe-L and Fe-K lines, which a
single temperature model did not achieve. For a more detailed discussion about the effects of the
presence of such a multi-temperature structure on the spectral properties, see Sect. 4.4.1.
The deep observation of Hydra A in combination with the large collecting area of XMM-
Newton make this one of the best cluster observations for investigating the chemical composition
of the intra-cluster medium. The spectrum extracted from the circle with the radius of 3′ allows
us to determine relatively accurate abundance values for 7 elements including Ar and Ca which
have relatively small equivalent widths (see Table 4.1). We note that there is a good agreement
between all fit parameters determined using the MOS and pn spectra separately: the largest dif-
ference (2σ) is in determining the Ca abundance. Therefore the effect of calibration uncertainties
should be small. The abundances in the cluster core relative to Fe are consistent with the values
measured by de Plaa et al. (2007) for a sample of 22 clusters. The absolute abundance values
are lower in the outer part of the cluster than in the core. The observed relative abundances
with respect to Fe are also lower in the outer part, although the differences are in most cases not
significant.
We do not report the O/Fe value in the outskirts, which has a large error and is furthermore
uncertain because of the low energy wing of the EPIC response which does not allow us to resolve
the O line well and makes its abundance value strongly dependent on calibration uncertainties
and on the uncertainties in the modelling of the low energy X-ray foreground, especially in
regions of low surface brightness. The equivalent widths of the Ar and Ca are relatively low and
the lower statistics in the outer extraction region make the abundance determination for these
elements uncertain. Except for Si/Fe and S/Fe these uncertainties make it difficult to draw strong
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Table 4.2: Radial profiles obtained by fitting the EPIC data with a gdem model. The emission
measure Y was corrected for chip gaps and excluded point sources.
0–0.5′ 0.5–1.0′ 1.0–2.0′ 2.0–3.0′ 3.0–4.0′ 4.0–6.0′ 6.0–8.0′
Y (1066 cm−3) 5.15 ± 0.03 5.82 ± 0.03 7.25 ± 0.03 5.56 ± 0.03 3.66 ± 0.02 3.74 ± 0.03 1.89 ± 0.02
kT (keV) 3.17 ± 0.02 3.44 ± 0.02 3.41 ± 0.02 3.57 ± 0.03 3.82 ± 0.04 3.60 ± 0.04 3.46 ± 0.08
σT (logT ) 0.218 ± 0.008 0.215 ± 0.011 0.246 ± 0.009 0.258 ± 0.013 0.23 ± 0.02 0.23 ± 0.02 0.08 ± 0.08
O/Fe 0.80 ± 0.09 0.77 ± 0.11 0.85 ± 0.13 0.74 ± 0.16 0.59 ± 0.24 < 0.31 −
Si/Fe 0.60 ± 0.06 0.67 ± 0.06 0.64 ± 0.08 0.81 ± 0.13 0.52 ± 0.18 0.63 ± 0.16 0.80 ± 0.33
S/Fe 0.65 ± 0.07 0.56 ± 0.08 0.51 ± 0.10 0.74 ± 0.16 0.38 ± 0.21 0.53 ± 0.22 < 0.80
Ar/Fe 0.85 ± 0.18 0.54 ± 0.23 0.62 ± 0.26 < 0.57 < 0.69 < 0.63 < 0.65
Ca/Fe 1.02 ± 0.24 1.50 ± 0.27 1.82 ± 0.31 1.52 ± 0.49 1.55 ± 0.70 < 0.68 < 0.72
Fe 0.550 ± 0.012 0.483 ± 0.013 0.392 ± 0.010 0.308 ± 0.012 0.287 ± 0.016 0.323 ± 0.018 0.29 ± 0.07
χ2 / d.o.f 1388 / 1222 1211 / 1107 1196 / 1067 1025 / 1029 972 / 996 1063 / 1117 1071 / 917
Figure 4.2: Left panel: projected radial temperature profile of Hydra A. Right panel: radial
profiles for four elements with the best determined abundance values. The radius at which the
onset of an abundance peak is seen is indicated by a vertical dotted line. r200 (from Reiprich &
Bo¨hringer 2002,adapted to H0 = 70 km s−1 Mpc−1) corresponds to 23.7′.
conclusions about the differences in the relative abundances between the inner and outer regions.
4.3.2 Radial profiles
We also extracted spectra from 7 circular annuli centered on the cluster core in order to determine
average radial temperature and abundance trends. Our results are summarized in Table 4.2.
The upper panel of Fig. 4.2 shows that the radial temperature distribution has a dip in the
core of the cluster and is relatively flat from 1′ to 7′, with the exception of an elevated value in
the 3–4′ bin, which is likely associated with the large-scale shock in Hydra A (Nulsen et al. 2002,
2005). For a study of the thermal structure associated with the shock, see Chapter 5. Beyond 7′,
we see the onset of a significant temperature decrease.
The radial distribution of all investigated metal abundances peaks at the core of the cluster
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Figure 4.3: Radial profiles for O obtained by fitting spectra from the MOS and pn detectors
independently.
(see lower panel of Fig. 4.2). Radial gradients are seen in the distribution of elements which are
predominantly produced both by SN Ia (e.g. iron) and by core-collapse supernovae (SNCC, e.g
oxygen). Again, the most robustly determined abundances are those for Fe, Si, and S, but in the
inner regions (within ∼3′) where the O abundance determination is less sensitive to background
subtraction, its value is also quite accurate.
In the last bin, uncertainties in determining the background at low energies become important.
Thus, we do not report the O abundance, which is the most affected by such uncertainties, and
present in Table 4.2 the Fe abundance determined based on Fe-K only. The best-fit Fe abundance
based on Fe-L and Fe-K combined would have been 0.43 ± 0.03 solar (consistent both for MOS
and pn), which is unlikely at such a large radius from the cluster center.
To confirm the presence of a peak in the distribution of the O abundance which, as discussed
above, is difficult to determine, we also checked the results from the MOS and pn detectors
separately. The two obtained O abundance profiles are plotted in Fig. 4.3. We find a discrepancy
in the O determination from the two different detectors in the most central bin, but beyond this
the agreement is very good and it is clear that in both detectors the O abundances in the inner
3 radial bins (central 2′) are systematically higher than outside the 2′ radius, indicating that
the peaked O distribution is indeed real. The discrepancy in the central bin might stem from
calibration problems at this particular position of the detector, causing somewhat different values
of σT (0.19 for MOS and 0.245 for pn) and different abundances. At other detector coordinates,
the results agree well.
David et al. (2001) obtain from Chandra data a temperature profile with a dip in the center
down to 3.1 keV, increasing up to 3.8–4.0 keV at 3.4′, in very good agreement with what we find
in Fig. 4.2. Our Fe profile is also roughly in agreement with that obtained from Chandra data,
showing the most pronounced peak in the inner ∼90–150 kpc (1.5–2.5′). However, the XMM-
Newton data gives much lower Si abundances, and does not confirm the very high Si/Fe ratio
obtained previously by David et al. (2001). While the deprojection used for the Chandra analysis
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could account for relatively higher abundances of both Si and Fe compared to our projected radial
profiles, it would not explain the discrepancy in the Si to Fe abundance ratios.
4.3.3 2D spectral properties
To produce two-dimensional maps of the temperature and abundance distribution in the cluster,
we divided our observation into spatial bins with a fixed minimum number of counts employ-
ing an adaptive binning method based on weighted Voronoi tessellations (Diehl & Statler 2006),
which is a generalization of the algorithm presented in Cappellari & Copin (2003). The advan-
tage of this algorithm is that it produces smoothly varying bin shapes that are geometrically un-
biased and do not introduce artificially-looking structures. We created a background-subtracted
count map of the observation in the energy range 0.4-7.0 keV, combining all three EPIC detec-
tors, and binned this map to 502 counts per bin for generating the temperature map and 1502
counts per bin for generating an abundance map, which requires higher statistics. The binning
to 502 counts was constrained to follow the large-scale radio lobes seen at 327 MHz (Lane et al.
2004,see white contours in the upper panel of Fig. 4.4), while the 1502-count bins were con-
strained to follow the temperature contours shown in black in the upper panel of Fig. 4.4. We
furthermore constrained the bins in the central regions (with a high count rate) not to be smaller
than the extent of the XMM point-spread function (PSF). Since the statistics do not allow a re-
liable determination of any abundance except that for Fe, we fixed the O, Ne, Mg, Si, S, Ar, Ca
and Ni abundances in the fit relative to Fe by the ratios representative of the global properties in
the inner 3′, as presented in Sect. 4.3.1. Also, in the bins with 502 counts, the statistics do not
allow us to fit the spectra with free σT. We therefore fixed it to 0.2, a typical value found in the
radial profiles in Sect. 4.3.2. We note that fitting the bins for the temperature map with a single
temperature model, both with free and fixed NH, shows the same structures. In the bins with
1502 counts used to determine the metallicity map, we can obtain best-fit values for σT, however
these are very uncertain, resulting in a very noisy σT map, and almost always in agreement with
0.2 (only one bin out of 80 is more than 5σ away from 0.2 and three bins more than 2.5σ).
The obtained metallicity maps with σT free and fixed to 0.2 are very similar and show the same
features. We therefore choose to present the Fe abundance map obtained using σT = 0.2 in the
lower panel of Fig. 4.4.
The temperature map clearly shows cooler gas extending in arm-like structures towards the
north and south. The cool gas structure to the north follows well the northern radio lobe, which
rises from the cluster core towards the NE and then either bends towards the NW (however,
the bend in the cool gas feature is stronger than that of the radio lobe) or extends out into an
umbrella/mushroom-shape at the position where the N radio lobe bends. The cool gas towards
the south is also most probably associated with the AGN activity, although the feature in the
temperature map is oriented at a slightly more easterly angle than the southern radio lobe. The Fe
abundance map also shows features extending towards the north and south, in the same direction
as the cool gas features, suggesting that the cool gas is more abundant than the surrounding halo.
The cool “arm” to the NE is associated with a bright 1′ long filament found by Nulsen et al.
(2005) using Chandra data.
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Figure 4.4: Top panel: temperature map of the Hydra A cluster, using a minimum of 502 counts
per spatial bin (colorbar units are keV). Temperature contours are over-plotted in black, 327
MHz radio contours from Lane et al. (2004) are over-plotted in white. The cross marks the
surface brightness peak associated with the cluster center. Bottom panel: Fe abundance map,
using a minimum of 1502 counts per spatial bin. Contours are over-plotted in black (colorbar
units are solar, Lodders 2003), temperature contours are over-plotted in white. Note that the Fe
map is a zoom-in of the region shown in the temperature map.
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Figure 4.5: Combined RGS 1st and 2nd order spectrum of Hydra A extracted from a 3′ wide
strip centered on the core of the cluster. The continuous line represents the fitted model. The
Fe –Fe  lines emitted by cooling gas between the Ne  and O  lines are not visible in
the spectrum.
4.3.4 High resolution spectra
The spectrum from an extraction region which is 3′ wide in the cross dispersion direction and
effectively ∼10′ long in the dispersion direction allows us to determine more accurate projected
O/Fe and Ne/Fe abundances than possible with EPIC. RGS also allows us to put better constraints
on the presence of cooling gas in the cluster core than EPIC by looking at individual lines of the
Fe-L complex.
The projected global temperature determined by RGS is ∼1 keV lower than that determined
by EPIC. Similar differences between the mean temperatures determined by EPIC and RGS
were found in other clusters (e.g. 2A 0335+096, M 87; Werner et al. 2006b,a). In the case of
Hydra A, the reason for this discrepancy could be the fact that the RGS fit is performed in the
soft-energy band, which is not sensitive to emission from higher-temperature gas present in the
gdem model (see Sect. 4.4.1 for a more detailed discussion). To check this, we also performed
a fit to the RGS data fixing the temperature to the best-fit EPIC temperature in the central 3′ and
leaving the σT free. We obtain a value for σT comparable to the typical results from EPIC. The
elemental abundances in this case are considerably higher than for the single-temperature case,
and thus in better agreement with the absolute values determined with EPIC. The abundance
ratios, on the other hand, are unchanged. The reduced χ2 is somewhat worse for the gdem fit
than for the single temperature fit, which is partly due to the low-temperature wing of the gdem
approximation not being a perfect description of the temperature structure and partly due to the
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Table 4.3: RGS fit results using a 3′ wide extraction region centered on the cluster core.
2T gdem+1T
Y1 (1066 cm−3) 21.58 ± 0.22 21.29 ± 0.25
kT1 (keV) 2.37 ± 0.06 3.42 (fixed)
σT1 (logT ) 0.0 (fixed) 0.19 ± 0.03
Y2 (1066 cm−3) 0.30 ± 0.06 0.26 ± 0.04
kT2 (keV) 0.64 ± 0.04 0.62 ± 0.04
O/Fe 0.74 ± 0.10 0.76 ± 0.11
Ne/Fe 0.73 ± 0.18 0.84 ± 0.20
Fe 0.23 ± 0.02 0.35 ± 0.03
Scale s 0.95 ± 0.14 1.01 ± 0.20
χ2 / d.o.f. 1145 / 915 1273 / 915
fact that the RGS/EPIC cross-calibration is not fine-tuned enough and the RGS and EPIC spatial
extraction regions are different, such that fixing the temperature to the best-fit EPIC temperature
causes a poorer fit.
While in several other cooling cores observed with RGS (M 87, 2A 0335+096, Centaurus;
Werner et al. 2006a,b; Sanders et al. 2008), the spectral lines from the intermediate ionization
states of Fe (Fe , Fe , Fe , Fe ) are well resolved, we do not observe these lines in
Hydra A. However, the spectrum fitted with a single temperature model or with a gdem model
leaves strong residuals between ∼13 A˚ and ∼19 A˚. These residuals can be well fitted, both for
the single-temperature and gdem models, by adding a cool gas component with kT ≈ 0.6 keV
and emission measure of ≈1% of the emission measure of the hot gas. The presence of this
cool gas is detected with 5.0 and 6.5σ significance for the single-temperature and gdem models,
respectively. The fit results shown in Table 4.3 and Fig. 4.5 assume that the abundances of the
cooler gas are the same as the abundances of the hot gas.
The best fit O/Fe ratio is consistent with the value determined by EPIC. At the 3 keV temper-
ature of Hydra A, carbon and nitrogen are almost completely ionised and their lines cannot be
detected by the RGS.
4.4 Discussion
4.4.1 Spectral effects of the multi-temperature structure
Throughout this paper, we used a Gaussian distribution of the emission measure around the best-
fit average temperature to model our spectra. We will explain in this section why this is necessary,
what the implications on the best-fit spectral parameters are, and we will evaluate how accurate
the gdem approximation is.
Usually, the strongest evidence of the presence of multi-temperature structure is the shape
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of the Fe-L complex, which is located at an energy where the effective area of the detectors is
high, and whose shape changes drastically with the temperature of the emitting gas, especially
for temperatures below ∼2 keV (e.g. Bo¨hringer et al. 2004). In Hydra A, however, the shape
of the Fe-L complex in the EPIC spectrum does not show strong indications of the presence of
cooler gas as observed in other cooling core clusters (e.g. Werner et al. 2006b; de Plaa et al.
2006, and Chapter 3). The evidence of a multi-temperature structure in this case lies primarily
in the fact that, when fitting spectra with high statistics, it becomes evident that the best-fit
temperatures obtained fitting independently the soft (0.35–2 keV) and hard (2–7 keV) energy
bands are in disagreement. Moreover, when using the entire energy band, the spectral model
cannot simultaneously fit both Fe-L and Fe-K lines adequately. In particular, the Fe-K line in the
data shows a shoulder towards higher energies, indicating Fe-Kβ emission which suggests the
presence of gas at higher temperatures than the fitted value from the single temperature model.
In Fig. 4.6 we illustrate the difference between the soft and hard-band fits for the central
3′ spectrum. The upper panel shows the best-fit single-temperature model in the soft band,
which provides a very good fit to the Fe-L complex indicating the lack of a significant amount
of cooler gas. The lower panel shows this model extrapolated to the hard band. The clear
discrepancy indicates the fact that the best-fit single temperature model from the soft band does
not account for the presence of gas at higher temperatures present in the spectrum. For the
central 3′ spectrum, the best-fit soft-band temperature is 2.81 ± 0.05 keV, while the hard-band
temperature is 3.86± 0.03 keV, approximately the values spanned by the temperature profile and
the 2D maps (Sect. 4.3.2 and 4.3.3). A Gaussian emission measure distribution is one of the
simplest models which can account for such a mixing of emission from plasma spanning a wider
range of temperatures. Using this model significantly improves the fit (χ2/d.o.f. 1449/1211) with
respect to a single temperature model (χ2/d.o.f. 2005/1212).
Intrinsic multi-temperature structure
The multi-temperature structure can be partly due to the mixing of different regions with slightly
different temperatures in the 2D map and partly due to intrinsic multi-temperature structure in
each of these regions. To disentangle these two effects, we took the average temperatures and the
emission measures in all the Voronoi bins with 502 counts within a radius of 3′ and, assuming the
gas in each spatial bin to be single-phase, constructed a total dY/dT curve, shown in Fig 4.7. We
over-plot also the best-fit gdem model for the central 3′ spectrum. As the figure shows, the shape
of the dY/dT curve due solely to spatial variations in the different bins does also have a Gaussian
shape, however it is much narrower than the best-fit value from the gdem model (full-width at
half maximum of about 1 keV compared to the 4.2 keV corresponding to σT = 0.251). With
the statistical errors on σT from Table 4.1, the difference is highly significant (≈ 35σ). Note that
hydrodynamic simulations of clusters which have recently undergone energetic events show a
similarly wide dY/dT curve (Rasia et al. 2006) as our best-fit gdem model.
Assuming, instead of isothermality, a gdem distribution with σT = 0.2 in each spatial region,
we find a significantly better agreement between the total dY/dT curve constructed from the bins
in the temperature map and the best-fit gdem model for the central 3′ spectrum. Remaining small
disagreements could be explained for example by deviations of σT from 0.2 in different regions.
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However, Fig 4.7 does clearly suggest the need for intrinsic multi-temperature structure in each
spatial bin.
According to the best-fit gdem model, roughly 9.5% of the total emission measure in the
central 3′ comes from gas between 0.5–1.5 keV, 10.7% from gas between 1.5–2.0 keV, and 9.2%
from gas between 6–8 keV. In part, this intrinsic multi-temperature structure can be due to pro-
jection: on one hand, the large-scale shock in Hydra A can produce the hard-tail in the dY/dT
distribution (for more quantitative analysis, see Chapter 5); on the other hand, cool gas in the
cluster outskirts can add to the tail at low temperatures. The low density in the outskirts makes
it however unlikely that all the cool gas arises from projection alone and suggests the possible
presence of denser, unresolved cool gas blobs. To make this statement more quantitative: the
observed temperature profile in Hydra A peaks at roughly 3.8 keV (in agreement with the depro-
jected profile of David et al. 2001 from Chandra data). An average temperature of 2.0 keV thus
is a factor 0.53 less than the peak temperature. If we compare for example with the scaled tem-
perature profiles of Vikhlinin et al. (2006), we do not expect the temperature in the outskirts to
drop to 0.53 of the peak temperature until around r500, where little cluster emission is expected.
Since we consider projection along a cyllinder of 3′ radius, the volume does not increase signifi-
cantly at large radii (dV converges to pi(3′)2dr for large r and is larger for smaller r because of the
curvature of the spherical shell with radius r contained inside the considered cyllinder). Thus,
unless we have reason to believe in a very small dT/dr in the outskirts compared to the clus-
ter center, which scaled temperature profiles do not suggest, dY/dT = nenHdV/dT ∝ n2edr/dT
should decrease roughly as the square of the electron density beyond ∼3′, where projection ef-
fects come into play. According to Vikhlinin et al. (2006), the density drops by a factor of 15
between 0.23r500 (3′) and r500, thus the emission measure should decrease by at least a factor
of ∼200. Clearly, Fig. 4.7 shows that the emission measure around 2 keV is only a factor of
a few, as opposed to a factor of a few hundred, below the emission measure from temperatures
expected around 3′ radius. This shows that projection cannot have an important contribution and
that the observed cool gas in the multi-temperature distribution must come from unresolved cool
gas blobs in the central parts.
Comparison with other available multi-temperature models
The gdem model provides a significant improvement over a single temperature model, yet the real
temperature distribution is probably even more complex, therefore we should test the reliability
of the Gaussian approximation.
Unfortunately, other available models except single-temperature and gdem are either poorly
constrained by the current data set or give unphysical results. A power-law shaped emission
measure distribution (wdem), which provides a good fit to other cooling-core cluster spectra (e.g.
Werner et al. 2006b; de Plaa et al. 2006, Chapter 3), requires a very flat, poorly constrained slope,
which is what would be expected if the best approximation of the emission measure is Gaussian
and we try to approximate it with a power-law.
A two-temperature fit to the central 3′ spectrum requires kT1 = 2.05+0.04−0.05 keV and kT2 =
5.08+0.20−0.13 keV with normalizations Y1 = 9.8
+0.8
−0.5 and Y2 = 11.7
+0.4
−0.5 × 1066 cm−3. This fit gives only
a small improvement with respect to the gdem fit (χ2/d.o.f.=1379/1209 compared to 1449/1211).
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Figure 4.6: Left panel: EPIC spectrum from the central 3′ region in the soft band and best-fit
single temperature model. Right panel: EPIC spectrum from the central 3′ region in the hard
band and the extrapolation of the best-fit single temperature model from the soft band. Data
points from pn are shown in green, MOS in black, and the best-fit model in red. The clear
residuals show the need for a multi-temperature model.
Figure 4.7: Total dY/dT curve constructed from the bins in the central 3′ of the temperature map,
showing the multi-temperature structure: in black, assuming single-phase in each bin; in green,
assuming intrinsic gdem emission measure distribution with σT = 0.2 in each bin. The red curve
shows the best-fit gdem model for the 3′ region (Table 4.1). In blue and magenta, different best-fit
polynomial dem models for the 3′ spectrum (Sect. 4.4.1).
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The best-fit kT1 and kT2 are approximately the minimum and maximum temperatures represented
in the gdem model within 1σT and the normalizations of the two components are similar, which
is again what we would expect if the best approximation of the emission measure is Gaussian and
we try to fit it with a two-temperature model (in the two-temperature model, the contribution of
any phase between the two best-fit temperatures can always be reproduced by combining these
two phases with appropriate normalization ratios). The gdem model thus provides an equally
good fit and a more physical interpretation of the spectrum than the two temperature model,
because it is difficult to imagine a scenario which would generate ∼ 2 and ∼ 5 keV gas in roughly
equal amounts, no gas at intermediate temperatures and, implicitly, no mixing between the two
gas phases. If the 5 keV component comes from the projected shocked gas layer, for instance,
which would fulfill the requirement for the absence of mixing, it should certainly contain much
less gas than the entire cluster center which would constitute the cooler phase.
The last test is to fit a generic differential emission measure model (dem) available in SPEX.
For a grid of temperatures spaced by 0.1 logT between a user-defined minimum and maximum
value, this model constructs a spectrum corresponding to each grid point, and then can apply
several methods to determine how to optimally combine these spectra in order to reproduce the
data (for further details, see Kaastra et al. 1996). We chose the polynomial method, which finds
the best dY/dT in the form of a polynomial of a desired degree. Other methods gave either very
similar results to the polynomial method or were computationally unstable. The disadvantage
of the dem model is that it cannot fit any other parameters except those related to the dY/dT
behavior. We thus had to fix the elemental abundances to the best-fit gdem values.
We show in Fig. 4.7 the best-fit dY/dT curves obtained from the dem model using 9th and
10th degree polynomials. It is immediately clear that, also using this method, we find a very
broad multi-temperature distribution, similar to that required by the Gaussian model. The 10th
degree polynomial agrees very well with the gdem model between ∼2–5 keV and falls somewhat
faster at lower and higher temperatures. The 9th degree polynomial agrees with the gdem model
at large temperatures but shows a hint of a bimodal dY/dT distribution with peaks at 2.5 and 6
keV (however, still with significant amounts of emission between 2.5 and 6.0 keV, excluding a
simple 2T approximation). While keeping in mind these small differences, we can conclude that
the broad best-fit Gaussian emission measure distribution is a good simple approximation to the
best-fit results of the polynomial dem model.
It is interesting to further note the fact that the dY/dT curves for both the gdem fit to the
central 3′ spectrum and for the 9th and 10th degree polynomial dem models peak around 2.3–2.5
keV, the best-fit temperature from RGS. This suggests that the discrepancy between the best-fit
RGS and EPIC temperatures is partly due to the more limited RGS band, which corresponds to
low energies and is therefore insensitive to the presence of the hard tail in the real temperature
distribution.
Confusion with soft excess
Another way to account for temperature differences in the soft- and hard-bands (Fig. 4.6) is to
allow the Galactic absorption column density to vary in the spectral fits. A best-fit NH lower than
the real value, allowing for emission from gas at low energies, in combination with a best-fit
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Figure 4.8: NH profile determined fitting a single-temperature model to the full (0.35–7 keV,
black triangles) and soft (0.35–2 keV, red squares) energy bands. The values determined from
H  surveys (Kalberla et al. 2005; Dickey & Lockman 1990). are over-plotted with a horizontal
dotted and dash-dotted line, respectively.
temperature slightly higher than the real value, can combine to give a good description of both
the soft and hard part of the spectrum. If the multi-temperature structure is such as we describe
above, the single-temperature fit with free NH will be a significant improvement compared to the
single-temperature fit with fixed NH.
We show in Fig. 4.8 the NH profile determined fitting a single temperature model to the full
(0.35–7 keV) energy band. The NH has a dip on the cluster center, which can be mistaken for
the possible presence of soft excess generated either by non-thermal inverse Compton scattering
of cosmic-microwave photons on relativistic electrons in the cluster or by the presence of a soft
(∼ 0.2 keV) thermal component (for a review on soft excess, see Durret et al. 2008). However,
the NH profile determined fitting a single temperature model only to the soft (0.35–2 keV) energy
band is flat and in good agreement with the value determined from H  surveys, disproving this
scenario.
The Gaussian emission measure distribution model with NH = 4.8 × 1020 cm−2 provides
a better fit than a single temperature model with free NH (χ2/d.o.f. 1449/1211 compared to
1718/1211 for the central 3′ region). Fitting a gdem model with free NH further improves the fit
to χ2/d.o.f.=1291/1210, with a best-fit NH = 3.92±0.07×1020 cm−2, still significantly lower than
the Galactic value but closer to it than the best-fit NH using a single-temperature fit (3.69+0.06−0.11 ×
1020 cm−2). Since the best-fit NH using only the soft band is in agreement with the Galactic value
(4.74±0.07×1020 cm−2), the lower NH in the full band must reflect some residual fitting problems.
The most important effect is that the fitting tries to compensate for the residuals around the O-
edge (around 0.5 keV, see Fig. 4.1) while constraining the average temperature by the continuum
at higher energies; on the other hand, there might be some uncertainties in the calibration of the
spectral slope of the EPIC detectors at low/high energies. Alternatively, the low NH could be due
to the presence of more cool gas in the real multi-temperature distribution than accounted for by
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the best-fit gdem model, although Sect. 4.4.1 suggests that this is not the case.
The “inverse” Fe bias
The best-fit Fe abundances from fitting the soft- and hard-bands individually with single-temperature
models are both significantly lower than the best-fit Fe abundance determined from a single-
temperature fit of the full spectral band (for the central 3′ spectrum, 0.37± 0.02 solar for the soft
band, 0.41 ± 0.01 for the hard band, 0.499 ± 0.007 for the full band). The discrepancy with the
best-fit Fe abundance from the Gaussian emission measure distribution model (0.445 ± 0.007)
is smaller. This can be explained in the following way. The strength of the Fe-L complex is,
for the same Fe abundance, higher for a cooler temperature. Similarly, the strength of the Fe-K
complex is higher for a hotter temperature. If the model allows for some contribution to the
spectrum of cooler and hotter gas compared to the average, a lower Fe abundance can reproduce
the same Fe-L and Fe-K strengths for which a larger Fe-abundance would be needed if only gas
at the average temperature is allowed in the model. This is especially important in clusters with
intermediate average temperatures (2–4 keV), where both Fe-L and Fe-K emission lines are seen
with relatively similar statistics, thus neither of the two lines predominantly drives the fit of the
Fe abundance.
This effect is opposite to that described by Buote & Fabian (1998), in which not considering
the presence of cooler gas in the multi-temperature structure leads to an underestimation of the
real Fe abundance. That effect occurs primarily in cool systems (with an average kT below about
2 keV) where the Fe abundance is determined largely based on the Fe-L complex, since Fe-K
emission at those temperatures is very weak.
In our case, on the other hand, neglecting the contribution of both cooler and hotter gas in
a Gaussian-like emission measure distribution leads to an overestimation of the Fe metallicity
if both Fe-L and Fe-K lines are seen with good statistics in the spectra. We are able thus to
explain exactly the bias found by Rasia et al. (2008), who analyzed six simulated galaxy clusters
processed through an X-ray Map Simulator (X-MAS), which allowed to create mock MOS1 and
MOS2 observations. They showed that the Fe abundances determined from fitting the mock X-
ray spectra is systematically overestimated for intermediate (2–3 keV) clusters, while for both
hot and cold systems, where either only the Fe-L or only the Fe-K emission lines dominate, the
Fe abundance is recovered with good accuracy.
4.4.2 Radial distribution of the chemical elements and comparison with
other clusters
In recent years, abundance profiles for several elements were determined for clusters which have
deep observations with XMM-Newton and Suzaku. In Fig. 4.9, we compare the radial distribu-
tions of the O and Fe abundances in Hydra A with those found in other detailed spectroscopical
analyses of clusters: 2A 0335+096 (obtained by fitting the “wdem” differential emission mea-
sure distribution, no O abundances were presented; Werner et al. 2006b), Se´rsic 159-03 (using the
“gdem” model; de Plaa et al. 2006), M87 (using the 2T model within 2′ and the MOS data; Mat-
sushita et al. 2003), Centaurus (using the 2T model and MOS data; Matsushita et al. 2007a), For-
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Figure 4.9: Left panel: The radial distribution of the Fe abundance. Right panel: The radial
distribution of the O abundance. The Hydra A data are from this paper, 2A 0335+096 from
Werner et al. (2006b), Se´rsic 159-03 from de Plaa et al. (2006), M87 from Matsushita et al.
(2003), Centaurus from Matsushita et al. (2007a), Fornax from Matsushita et al. (2007b), A 1060
from Sato et al. (2007). The r200 values were taken from Reiprich & Bo¨hringer (2002) and
scaled to H0 = 70 km s−1Mpc−1. All the abundances are given with respect to the proto-Solar
abundances by Lodders (2003).
nax (using the 2T model within 4′; Matsushita et al. 2007b), and A 1060 (Sato et al. 2007). The
r200 values were taken from Reiprich & Bo¨hringer (2002) and scaled to H0 = 70 km s−1Mpc−1.
We excluded all abundance values determined with less than 3σ significance. The Fe abundance
increases towards the center in all clusters, only Centaurus shows a drop of Fe in the innermost
bin (this is also the case for Perseus, not included in our sample, e.g. Sanders et al. 2004). The
Fe abundance in the Centaurus cluster is about a factor of 2 higher than in the other clusters,
indicating a longer enrichment time scale.
In Fig. 4.10, we compare the radial distributions of the relative metallicities of O, Si, and
S with respect to Fe in all the above named data sets. The radial distribution of the relative
abundance of Si/Fe is roughly constant within 0.1r200 and the ratio is between ∼0.6 and ∼1.1
Solar. There seems to be a drop in Si/Fe in several data sets at 0.05r200, but the uncertainties of
the Si/Fe ratio are generally large and they do not allow us to make definitive conclusions. The
radial distribution of the S/Fe ratio shows a large scatter between the different clusters, and there
is no obvious trend with radius.
Interestingly, the observed trend with radius of the O/Fe ratio is much less pronounced than
previously described by Tamura et al. (2004), who found a peaked distribution for Fe and a flat
radial profile for O, leading to a marked increase in O/Fe with radius (up to O/Fe of 10 solar).
Also, the trend of O with radius is clearly not flat, and there are indications of an increase in
the O abundance towards the center for most clusters plotted in Fig. 4.9 (exceptions are the
last data point in A1060 and a central drop in Centaurus, where Fe also shows a lower value
in the center). In fact, taking into account all data points used in the plots and their respective
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Figure 4.10: Top panel: The radial distribution of the Si/Fe ratio. Middle panel: The radial
distribution of the S/Fe ratio. Bottom panel: The radial distribution of the O/Fe ratio.
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error bars, we find that the O abundance significantly decreases with increasing radius, with a
best-fit dO/d(log10r/r200) = −0.48 ± 0.07, while the increase in the O/Fe ratio with radius is
only less than 3σ significant, d(O/Fe)/d(log10r/r200) = 0.25 ± 0.09. The Fe abundance does
however decrease with radius significantly faster than the O abundance (dFe/d(log10r/r200) =
−0.72 ± 0.04), suggesting that the slight trend in O/Fe is real.
The interpretation of the flat O and peaked Fe profiles was, in previous publications, an early
enrichment by SNCC in the protocluster phase, which led to the SNCC products being well mixed,
and a later continuous enrichment by SN Ia in the cD galaxy which continued to enrich the ICM
on time scales much longer than SNCC, creating a peak in SN Ia products at the cluster center.
The flat Si/Fe ratio found in many clusters contradicted this picture. Si is produced by both SN Ia
and SNCC and according to this scenario its radial distribution should be shallower than that of
Fe. This prompted Finoguenov et al. (2002) to propose that there are two types of SN Ia with
different Si/Fe yields enriching the ICM. The authors proposed that, while the SN Ia with higher
Si yields and longer delay times contribute mostly within the elliptical galaxy, the SNe Ia with
lower delay times and lower Si yields would dominate the enrichment in the ICM at larger radii.
However, Fig. 4.9 shows that based on deep cluster observations with superior signal to noise
ratio, there is evidence that the radial distribution of O is also centrally peaked. The O abun-
dance determination with EPIC type CCDs is intrinsically very uncertain and sensitive to many
systematics – some of them already discussed above – like background subtraction, calibration
of the oxygen edge, NH, temperature determination, insufficient subtraction of the Galactic fore-
ground emission which contains O  emission. This is especially important in cluster outskirts
with low photon statistics. The results of Tamura et al. (2004) are based on relatively short ob-
servations with XMM-Newton and their significances of the O abundance determinations in the
outer parts of the individual clusters are typically only around 1σ. We can conclude that the
more accurate values shown in Figs. 4.9 and 4.10 suggest different O and O/Fe radial trends than
previously assumed.
We must therefore revise the picture that O/Fe significantly increases with radius and that the
central abundance peak in clusters is created almost entirely by SNe Ia and look for a mechanism
that could create not only a peak in Fe and Si but also a peak in O. Sources of chemical enrich-
ment in the ICM are SN Ia, SNCC, and stellar winds. Slight increases in the relative abundances
of O and Mg towards the center have been reported by Bo¨hringer et al. (2005), who associate the
presence of these peaks with stellar mass loss in the central galaxy. After a short incursion into
what the observed abundance patterns can or cannot convey about supernova yield models, we
will test this scenario for the case of Hydra A by evaluating the contributions from each source
of chemical enrichment.
4.4.3 ICM abundance patterns and supernova yield models
We plot in Fig. 4.11 the [Fe/Si]≡log10(Fe/Si) against the [Fe/O] ratios for all data points available
and over-plot the expected trends obtained by mixing an increasing amount of SN Ia products
into a gas whose initial composition is according to SNCC model yields. We use a variety of
available SN Ia models (from Iwamoto et al. 1999) and SNCC models (Tsujimoto et al. 1995;
Nomoto et al. 2006; Kobayashi et al. 2006).
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The amount of [Fe/Si] produced by different SN Ia models decreases from WDD3 to W7,
WDD2 and WDD1. This is shown by the four curves in the left panel of Fig. 4.11, which all
assume the same SNCC initial mass function (IMF) weighted average (between 0.07 and 50 M)
yields from Kobayashi et al. (2006) with an initial metallicity of the SNCC progenitor of Z=0.004
(0.2 solar). In the right panel of the same figure, we also show the influence on the expected
[Fe/Si] vs. [Fe/O] curve if we assume different initial metallicities of the SNCC progenitor but the
same SN Ia model (in this case we chose to show this comparison for W7, which is most com-
monly used in galactic chemical evolution models). The two dashed line curves use the yields
from Kobayashi et al. (2006) with Z=0 (bottom) and Z=0.02 (top). Using the IMF weighted
(10–50 M) SNCC yields of Tsujimoto et al. (1995) and Nomoto et al. (2006) (for IMF-weighted
values between 10 and 50 M, see Werner et al. 2008) would shift the model curves toward
higher [Fe/Si].
We find a large diversity in the collected data, which do not strongly favor any particular
SN Ia model. Because the O/Fe radial trends are weak, as discussed above, there is no clear ten-
dency for data points from larger radii to move along the plotted curves towards lower fractional
contributions from SN Ia. Rather, most data points are clustered at around 80% of Fe coming
from SN Ia, which translates to a contribution of 30–40% of SN Ia by number.
Two interesting extreme examples are Hydra A, whose very low Si abundance places it at
the uppermost limit of [Fe/Si] which can be reached by any combination of SN Ia and SNCC
models considered, and M87 at the opposite end. The high Si abundance in M87 places it at
the lower limit of Fe/Si that can be reproduced by currently available supernova models, and the
data points here favor the WDD1 scenario. Most of the observed values for other clusters fall
between the WDD1 and WDD2 model curves. An exciting puzzle is that, as Fig. 4.11 shows,
a higher initial metallicity of the SNCC progenitor tends to shift the expected curve upwards to
higher [Fe/Si]. Higher initial Z results in a higher [Ne/Fe] abundance ratio (Nomoto et al. 2006;
Kobayashi et al. 2006). The RGS observations however show exactly the opposite trend: M87
which has the lowest [Fe/Si] has the largest [Ne/Fe] (1.40± 0.11 using a 2T model, Werner et al.
2006a) while Hydra A with the highest [Fe/Si] has the lowest [Ne/Fe] (0.73 ± 0.18 using a 2T
model, this chapter).
Since supernovae are the most important sources of heavy elements, it should be possible to
reconstruct the composition of any ICM by an appropriate fraction of SN Ia to SNCC contribu-
tions. Understanding if the scatter of the data points in the [Fe/Si] vs. [Fe/O] plot has a physical
meaning or is simply due to spectral fitting issues remains a challenge for future observational
work, while trying to reproduce the diversity of abundance patterns we see can become a further
input for supernova modeling.
4.4.4 The origin of the metal abundance peaks in Hydra A
In Sect. 4.3.2, we pointed out that the abundances of Fe, O, Si and S are larger in the core than
in the cluster outskirts. We investigate here how these metal peaks can be produced. For this, we
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Figure 4.11: The observed [Fe/Si] against [Fe/O] ratios (logarithmic values). Left: Expected
trends for different SN Ia models (Iwamoto et al. 1999,WDD1-3 in gray increasing upwards and
W7 in blue), assuming the SNCC yields from Kobayashi et al. (2006) with Z=0.004 for the SNCC
progenitor. Right: The effect on the expected trends when using different available SNCC models
(SN Ia yields were assumed to follow the W7 model). Dashed lines indicate the effect of using
SNCC models with different Z’s from Kobayashi et al. (2006) (0. and 0.02, increasing upwards),
dotted lines show trends using other published SNCC yields (above, Tsujimoto et al. 1995; below,
Nomoto et al. 2006).




γmet∆Zmet, jMgas, j (4.2)
where j is an index running over all annuli in the radial profile which are part of the peak,
∆Zmet, j = Zmet, j − Zmet,out is the average metallicity excess between annulus j and the value in
the outskirts at which the profile flattens out, Mgas, j is the gas mass inside annulus j, and γmet is
the mass fraction of the considered metal in the solar atmosphere, as determined from Lodders
(2003).
For each element, we assume as a “base” abundance Zout (the abundance value outside the
peak, to which the radial profiles flatten out) the value determined in the 3–8′ region in Sect.
4.3.1. For O, the value in the outer region is not well constrained, therefore we will use the aver-
age of the two data points outside 2′ where the O abundance could be determined in Sect. 4.3.2.
Our estimated “base-abundances” are thus 0.32 solar for Fe, 0.15 solar for Si, 0.10 solar for S,
and 0.20 solar for O. If there is a continuing weak radial trend outside 3′ for any of the elements
(see Leccardi & Molendi 2008), these 3–8′ values are an upper limit to the real abundances
outside the peak. Given all the uncertainty sources involved, we show in this section only calcu-
lations based on the best-fit abundances without giving formal error bars. The presented results
depend on the exact abundance profiles but also, among others, on the exact supernova yield and
stellar wind modeling and on the IMF, star formation history and average stellar abundances in
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the central galaxy. We present estimates obtained using the best-guess assumptions based on
available models for these parameters.
From Fig. 4.2, it can be seen that the abundance peak for all elements is clearly visible inside
a radius of 2′ (126 kpc), marked by a vertical dotted line in the plot. We thus sum Eqn. 4.2 over
the first three bins (0.–0.5′,0.5–1′, and 1–2′) in the radial profile to obtain Mmet for each element.
Mgas can be determined from the spectrum normalization assuming a spherical or spherical shell
geometry of the emitting region and using Eqn. 4.5. The corresponding metal masses in the peak
are, in units of 108M, 2.7 for Fe, 1.9 for Si, 1.0 for S and 18.5 for O.
We assume that the enrichment of the metal abundance peak by the central galaxy took place
over the last 1010 years (approximately between redshift z = 2 and the present). This puts
lower limits on the rates of metal production required to produce the peak, because mergers
between z = 2 and now could have dispersed some of the metals out towards the cluster outskirts.
However, many clusters do require enrichment times of ∼ 1010 years (Bo¨hringer et al. 2004),
which may imply that mergers are not very efficient at disrupting cool cores.
According to Ciotti et al. (1991), the gas mass contributed by stellar winds as a function
of time t can be, in a simplified form which presupposes a Salpeter IMF (Salpeter 1955) and
single-age passively evolving stellar population, approximated as:
M˙∗(t) ≈ 1.5 × 10−11LB (t/tH)−1.3 , (4.3)
where LB is the present-day blue band luminosity in units of LB and tH is the Hubble time.
The blue-band luminosity corresponding to the magnitude presented by Peterson (1986) for the
central dominant galaxy is 9.2 × 1010LB within an aperture of 1.65′(108 kpc diameter at the
redshift of Hydra A, which likely includes the light emitted out to several times the galaxy’s
effective radius). Integrating this equation from t(z = 2) to the present (t = tH), we obtain a gas
mass contribution from stellar winds of 33.6 × 109 M. Assuming the average metallicities of
the stellar population to be solar, we estimate that the corresponding masses of Fe, Si, S and O
ejected with the stellar winds are, respectively, 0.47, 0.28, 0.14, and 2.2 (in units of 108 M).
We caution that the assumption of solar abundances for the stellar winds is a very uncertain
one. Firstly, the stellar metallicities in the centers of central dominant galaxies can reach super-
solar abundances. Secondly, elliptical galaxies have old stellar populations, meaning that their
stars formed in the presence of less SN Ia ejecta and the stellar composition should be closer
to the SNCC abundance ratios. However, Kobayashi & Arimoto (1999) find an average [Mg/Fe]
ratio in elliptical galaxies not very different from solar (1.3 solar in the units of Lodders 2003).
Moreover, cDs in cooling core clusters do show anomalous blue light emission and have star-
forming regions (see McNamara 1995,for the case of Hydra A). These young stars (which, being
young, should have relatively strong stellar winds) must have incorporated much more SNIa
products than the old populations of typical ellipticals.
If the rest of the Fe in the peak is produced entirely by SN Ia, then assuming the yield from
the WDD3 model of Iwamoto et al. (1999), which best reproduces the unusually high Fe/Si ratio
in Hydra A, 2.6 × 108 supernovae are required. For the W7 model, in turn, 3.0 × 108 supernovae
would be needed. On a time-scale of 1010 years, this implies an average rate of 2.6–3.0 SN Ia
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per century. The current rate of SN Ia in elliptical galaxies is (Cappellaro et al. 1999)





which implies 1.66 SN Ia per century for the blue luminosity of the central galaxy in Hydra A,
a factor of 1.6–1.8 too small compared to the required rate. There is however recent evidence
that the SN Ia rate in cluster ellipticals is larger than in field ellipticals. Mannucci et al. (2008)
find a SN Ia rate in cluster ellipticals of 0.28+0.11−0.08 (100yr)
−1 (1010L)−1, in excellent agreement
with the rate required in Hydra A. Furthermore, the rate of SN Ia may have been larger in the
past. Renzini et al. (1993) propose a time-dependence of (t/tH)−k with k spanning 1.1 up to 2.
Integrating this between t(z = 2) and now, the average SN Ia rate over the past 1010 years could
be 2 to 4.1 times greater than the present one, and could have produced the observed amount of
Fe in the peak over the assumed enrichment time.
Using the yields from the WDD3 model, 2.6×108 supernovae would produce 0.41×108 M of
Si, 0.25 of S and 0.15 of O. Adding the contributions from SN Ia and stellar winds therefore, we
still lack 16.2×108 M of O, 1.2×108 M of Si, and 0.6×108 M of S compared to the estimated
total masses of these elements in the central peak. Even with the W7 SN Ia model, which
produces the highest amount of O among the models of Iwamoto et al. (1999), still 15.9×108 M
of O would be unaccounted for solely by adding the contributions of SN Ia and stellar winds.
One possible solution is to consider that the metal input by stellar winds is larger than we
previously assumed, either because of super-solar metallicities in the central galaxy or a higher
stellar mass loss rate than predicted by models (due, for example, to a more complex star for-
mation history than assumed). Keeping the assumption of solar ratios, if the stellar winds would
produce around 8 times more of each metal than assumed above, meaning that a correspondingly
lower number of SN Ia would be needed to create the Fe peak, we could reproduce well the
observed masses of O, Si and S in the peak both assuming W7 and WDD3 SN Ia yields. Without
the assumption of solar ratios but keeping the solar Fe abundance in the stellar winds and the
mass loss rate calculated in Eqn. 4.3 does not present a viable alternative, since the Si/Fe and
S/Fe in the stellar winds would need to be 5.3–5.4 solar, more than is reproduced by any SNCC
model. As a combination of the two possibilities, if the stellar winds would produce only 3 times
more Fe than assumed above but would have Si/Fe and S/Fe of 2 solar and O/Fe of 2.8 solar, we
could also reproduce the observations well.
An alternative for creating the additional O, Si and S is to consider a contribution from SNCC
to the metal peak. Assuming an unchanged stellar mass loss rate and average stellar wind metal-
licity and using the initial mass function weighted average SNCC yields from Kobayashi et al.
(2006), approximately 8×108 core-collapse supernovae would be needed, in addition to the con-
tribution of SN Ia and stellar winds, to reproduce the observed O peak. For Si and S, only 6
and 3×108 SNCC are needed, respectively. This would mean either that there was a significant
contribution by SNCC in the central galaxy over the last 1010 years (note that almost twice as
many SNCC than SN Ia are required!), or if the initial enrichment by SNCC in the protocluster
phase was not as well mixed on large scales as previously thought, and some peak in the distri-
bution of SNCC products existed prior to further enrichment with predominantly SN Ia elements.
Both cases provide alternatives to the approach of Finoguenov et al. (2002) for explaining why
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the radial distribution of Si is not shallower than that of Fe, as would be expected if only SN Ia
contributed to the central abundance peak.
Additionally, according to recent simulations (Domainko et al. 2006), ram-pressure stripping
of cluster galaxies also leads to a stronger enrichment of the cluster centers compared to the
outskirts, and could lead to comparable Fe, Si, S and O peaks. The typical spatial scale of this
enrichment however (∼ 1 Mpc) is considerably larger than the extent of the peak in Hydra A (∼
130 kpc).
4.4.5 Gas uplift by the AGN and metal transport into the ICM
As we point out already in Section 4.3.3, there is a remarkable correlation between the 327 MHz
large-scale radio lobes, cool arm-like extensions in the temperature map, and metal-rich filaments
in the Fe abundance map. This suggests that buoyant radio bubbles produced by the AGN uplift
cool, metal-rich gas from the central parts of the X-ray halo, thereby contributing to the transport
and distribution of heavy elements produced in the central galaxy into the ICM (Churazov et al.
2001, Chapter 3).
The metallicity map shows a clear elongation along the N–S direction, with filaments co-
inciding very well with low-temperature features in the central parts of the temperature map
(Fig. 4.4). Similar elongations in the metallicity map are seen in simulations of AGN-induced
metal-transport in galaxy clusters (Roediger et al. 2007). Towards the North, the cool, metal-
rich gas overlaps well with the rising stem of the northern radio-lobe. Towards the South, the
low-temperature feature is oriented at a slightly more easterly angle than the southern radio lobe,
and is associated with a weaker increase in metallicity than in the N. The southern radio lobe
is bent and clearly more disturbed than the northern lobe, and the same process which leads to
the deformation of the radio plasma could also account for the displacement between the radio
emission and the cool filament.
In the previous chapter, we used the fact that the gas uplifted by the AGN in M87 is multi-
phase to infer the metallicity, mass, origin and chemical enrichment history of this gas. Un-
fortunately, in Hydra A, the EPIC spectra of the cool arm-like features in the temperature map
do not require additional temperature components. This can be explained if the amount of cool
gas which has a temperature around and below ≈1 keV, where the shape of the Fe-L complex
becomes clearly different and can indicate multi-phase structure, is very low. Based on the Fe-L
shape, one of the very few spectral indications for multi-temperature accessible with EPIC, gas
above ≈2 keV is difficult to distinguish from gas in hotter phases. Indeed, as shown in Section
4.3.4 where we do detect a small amount of cool gas below 1 keV, the spectrum normalization of
this gas is only 1.2–1.4% of the total emission of the hot halo, which is impossible to uniquely
identify using the EPIC cameras.
Based on the RGS result, we can try to infer some further properties of the cool gas. The
RGS extraction region we used was 3′ wide in the cross dispersion direction and effectively ∼10′
long in the dispersion direction. If we assume that the cool gas is concentrated in the cluster
center, thus within a 3′-diameter circular region which is the 2D-projection of a sphere with a
radius of 1.5′ (94.5 kpc), then the mass of the cool gas corresponding to its emission measure of
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Figure 4.12: Zoom-in on the temperature map in Fig 4.4 smoothed with a 16′′ Gaussian filter. A
circle with radius of 1.5′ and the 3 by 10′ RGS extraction region are overlaid in white. The cluster
center is marked with a black cross and the black rectangles mark, in projection, the cylinders by
which we approximate the volume of the cool “arms”. Colorbar units are keV.
2.6 × 1065 cm−3 would be 1.8 × 1011M. The mass is determined using:
Y =
∫




miniV ≈ (mHnH + mHenHe)V ≈ 1.4mHnHV (4.5)
where ne, nH and nHe are the electron, proton and helium number densities, respectively, mH is the
proton mass, mHe = 4mH, and V is the volume of the emitting region. Approximately, ne ≈ 1.2nH,
and assuming a solar He/H fraction, nHe/nH ≈ 9.5%. We neglect the mass contribution of ions
heavier than He which are scarce compared to H and He.
If we assume on the other hand that the cool gas comes only from the cool “arms” seen in the
maps and not from the entire 1.5′-radius sphere, we can approximate the volume of this gas by
a sum of cylinders for the Northern and Southern “arms”, depicted in Fig. 4.12. Both cylinders
are bound to lay inside the 3 by 10′ RGS extraction region. The N cylinder has a radius of 0.35′
and a length of 1.3′, the S cylinder has a radius of 0.3′ and is 2.5′ long. This yields a volume of
8.9 × 1069 cm3, and a mass of 5.1 × 1010 M. This is only a rough estimate because it assumes
the cold gas to be distributed uniformly in the considered cylindrical regions.
We furthermore need to take into consideration the possibility that the cool gas may not fill
the entire assumed volume of the “arms”, but may be concentrated in thin filaments which occupy
only a fraction (so-called filling factor) of this volume. Since these filaments are unresolved, the
only way to estimate this filling factor is to assume pressure equilibrium between the cool and














where c and h are subscripts denoting the properties of the cool and hot gas determined by RGS,
respectively. From Eqn. 4.6, we obtain Vc/Vh = 1.0 × 10−3 ≈ Vc/Vtot, which leads to a mass of
cool gas of 1.6×109 M. This is a factor of ∼3 larger than the mass of uplifted cool gas calculated
in M87 (Chapter 3).
If we assume that the average displacement of the mass of cool gas determined above is on
the order of 1′, which is about 63 kpc, and use the integrated mass profile presented by David
et al. (2001), we can estimate the gravitational energy needed to uplift this gas at 3.3 × 1058
ergs, which is 8 times greater than the energy needed for gas uplift in M87 but nevertheless very
small compared to other processes related to AGN-ICM interaction in Hydra A, which require
approximately 1061 ergs (large-scale shock, Nulsen et al. 2005; Simionescu et al. 2009a, and
cavities, Wise et al. 2007).
Finally, we estimate the amount of Fe which is being transported by the AGN through the
uplift of the cool gas. Assuming a gas mass for the cool gas of 1.6 × 109 M and a metallicity,
as determined from RGS, of 0.35 solar, and using MFe = γFeMgas, this gives MFe = 7.9 × 105M.
However, this is almost certainly too low, since the uplifted cool gas should be more metal-rich
than the ambient gas, as the structure in the Fe map suggests, while the abundances of the hot
and cool gas were coupled in the RGS fit. Moreover, some of the uplifted metal-rich gas may
have higher temperatures, therefore its mass is not included in our estimate of 1.6 × 109 M of
uplifted gas, which is based solely on the RGS best-fit normalization of the 0.62 keV gas. This
leads to an underestimation of the mass of uplifted gas and implicitly of the mass of uplifted Fe.
Another way to estimate the mass of transported Fe is to assume a typical metallicity outside
the metal-rich regions and apply Eqn. 4.2 summing over all bins which lie inside the rectangles
by which we approximated the projected shape of the N and S arms in Fig. 4.12. Assuming
the average metallicity outside the metal-rich regions to be 0.445 solar (the average in the inner
3′, Sect. 4.3.1), the mass of uplifted Fe would be 1.7 × 107 M, while if the metallicity outside
the metal-rich regions is 0.32 solar (the “base” abundance for Fe discussed in Sect. 4.4.4), we
obtain an upper limit of 6.9 × 107 M for the mass of Fe transported by the AGN together with
the uplifted gas.
In turn, the total mass of Fe in the central 0.5′ region is 11.5 × 107 M, meaning that the
AGN transported about 15% and up to 60% of the amount of Fe currently present in the inner
part of the Hydra A halo out to larger radii by uplifting central, metal-rich gas. We note that the
O/Fe value determined by extracting a spectrum in the N arm (0.80 ± 0.14) is consistent with
the average O/Fe ratio in the inner 3′ (Table 4.1). This means, in agreement with Chapter 3, that
the AGN, at least at this advanced stage of the evolution of the galaxy, transports metals into the
ICM without altering the relative abundance patterns.
We already noted that some of the uplifted gas may have temperatures higher than 0.62 keV,
therefore its mass is not included in our estimate of 1.6×109 M, which results in underestimating
the uplifted gas mass. We showed a method of estimating the uplifted mass of Fe independent of
the estimated mass of the 0.62 keV component. If we then assume an average metallicity for the
uplifted gas of 2 solar (as in the case of M87, see Chapter 3), we can compute the total mass of
uplifted gas to be 6.1× 109 M, corresponding to an uplift energy of 1.25× 1059 ergs. The results
for different methods of estimating the gas and Fe mass and the uplift energy are summarized in
Table 4.4.
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Table 4.4: Uplifted gas mass, Fe mass, and energy, ∗) with equal metallicities of the 0.62 keV and
the hot gas from the RGS fit, ∗∗) if the average metallicity of the total uplifted gas is 2 solar.
gas mass (M) Fe mass (M) energy (ergs)
0.62 keV 1.6 × 109 7.9 × 105 ∗) 3.3 × 1058
total 6.1 × 109 ∗∗) 1.7 × 107 1.25 × 1059
4.5 Conclusions
We analyzed a deep ∼ 120 ks XMM-Newton exposure of the cooling core cluster of galaxies
Hydra A. We extracted spectra from two large regions in the cluster core and in the outskirts to
study the global properties of the cluster with the best statistics possible. We also analyzed the
RGS spectrum extracted from a 3 by 10′ region. We find that
• the shape of the Fe-L complex in the EPIC spectrum does not show strong indications for
the presence of cooler gas as observed in other cooling core clusters. However, a multi-
temperature model is needed to simultaneously fit both Fe-L and Fe-K lines appropriately.
The best available model achieving this is a Gaussian distribution of the emission measure
(gdem) around the best-fit average temperature.
• the best-fit (gdem) model shows a very broad distribution, with a full-width at half-maximum
of 4.2 keV. We also fitted polynomial emission measure distributions which confirm the
broad shape of dY/dT . The distribution is significantly broader than expected from the
substructures visible in the 2D map in the considered region, suggesting the presence of
intrinsic multi-temperature structure in each bin of the temperature map. We suggest that
this multiphase structure can be due in part to the projection of shocked gas in front of and
behind the cluster center, in part to the projection of cooler gas from the cluster outskirts
along the line of sight, and in part to dense, unresolved cool gas blobs in the considered
extraction region.
• we can accurately determine abundances for 7 elements in the cluster core with EPIC
(O,Si,S,Ar,Ca,Fe,Ni). In the cluster outskirts, only Si, S and Fe abundances are determined
with better than 3σ significance and the large errors do not enable us to draw conclusions
about possible differences in Si/Fe and S/Fe with respect to the cluster center.
• the abundances of 3 elements (O,Ne,Fe), one of which is inaccessible with EPIC, are de-
termined with RGS. The O/Fe ratios from EPIC and RGS are consistent. While no multi-
temperature structure beyond the gdem model can be constrained with EPIC, the RGS fit
requires a cool component with a temperature of 0.62 ± 0.04 keV and a normalization of
only 1.2% of the hot ambient. This gas is detected with a significance of 6.5σ.
• the Gaussian emission measure distribution model gives lower Fe abundances than a single
temperature model, which can explain why simulations show that the best-fit Fe abundance
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in clusters with intermediate temperatures is over-estimated.
We also determined temperature and abundance profiles from seven annuli and compared our
results with radial profiles of other clusters for which deep observations and detailed chemical
enrichment studies are available. We show that
• the abundance profiles for Fe, Si, S, but also O are centrally peaked in Hydra A.
• the radial profiles of the O abundance are peaked also in other clusters for which deep
data are available. The increase in O/Fe with radius is very small. Combining the Hydra
A results with 5 other clusters for which a detailed chemical abundance study has been
performed, we find dO/d(log10r/r200) = −0.48 ± 0.07, while the increase in the O/Fe ratio
with radius is only less than 3σ significant, d(O/Fe)/d(log10r/r200) = 0.25 ± 0.09.
• stellar winds and the chemical enrichment by the number of type Ia supernovae needed to
produce the Fe peak in Hydra A do not reproduce the estimated O, Si and S peaks. For this,
either the amount of metals produced by stellar winds would have to be 3–8 times higher
than predicted by available models or 3 − 8 × 108 SNCC would be needed in addition to
the contribution from stellar mass loss and SN Ia. Possibly, the initial enrichment by SNCC
in the protocluster phase was not as well mixed on large scales as previously thought, and
some peak in the distribution of SNCC products existed prior to further enrichment with
predominantly SN Ia elements.
• mainly because of the low Si abundance, Hydra A requires either a WDD3 or W7 SN Ia
model to reproduce the observed relative abundance patterns. Most other clusters lie be-
tween the WDD1 and WDD2 models. A 30–40% contribution by SN Ia compared to SNCC
(by number) is needed to reproduce the observed relative abundance patterns at all radii
(below 0.1 r200) in all the considered clusters.
• the best-fit Galactic absorption column density, NH, when fitting the full energy band, is
lower than the value determined from H  data and has a minimum on the cluster center,
which may be interpreted as inverse Compton or soft excess emission. The best-fit NH in
the 0.35–2 keV band however is in agreement with the H  data, dismissing this possibility.
Finally, we produced 2D temperature and metallicity maps of Hydra A. From these we can
conclude that
• the temperature map shows cooler gas extending in arm-like structures towards the north
and south. The cool gas structures, and especially the northern one, appear to be richer in
metals than the ambient medium and spatially correlated with the large-scale radio lobes.
The northern “arm” is associated with a bright 1′ long filament seen in the Chandra image.
• based on the geometry of the cool “arms” seen in the temperature map and on the best-fit
normalization of the 0.62 keV component in RGS, the estimated mass of cool gas, which
was probably uplifted by the AGN to create these structures, is 1.6 × 109 M. The energy
needed for this uplift is 3.3×1058 ergs, which is 8 times greater than the energy needed for
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gas uplift in M87 but nevertheless very small compared to other processes related to AGN-
ICM interaction in Hydra A (large-scale shock and cavities), which require approximately
1061 ergs.
• the best estimate of the mass of Fe uplifted together with the cool gas is 1.7×107 M, 15%
of the total mass of Fe in the central 0.5′ region. If the average metallicity of the uplifted
gas is 2 solar, as in M87, the total mass of uplifted gas (not only the 0.62 keV component)
is 6.1 × 109 M and the uplift energy is 1.25 × 1059 ergs.
• the O/Fe value in the N arm is consistent with the average O/Fe ratio in the inner 3′.
The transport of metals by the AGN thus presently does not alter the relative abundance
patterns.
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Chapter 5
The large-scale shock in the cluster of
galaxies Hydra A
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Abstract
We analyzed a deep XMM-Newton observation of the cluster of galaxies Hydra A, focusing on
the large-scale shock discovered in Chandra images as a discontinuity in the surface brightness.
The shock front can be seen both in the pressure map and in temperature profiles in several
sectors. We compared the results of a spherically symmetric hydrodynamic model to surface
brightness profiles and temperature jumps across the shock to determine the shock properties.
The Mach numbers determined from the temperature jumps are in good agreement with the
Mach numbers derived from EPIC/pn surface brightness profiles and previously from Chandra
data and are consistent with M∼1.3. In this simple model, the estimated shock age in the different
sectors ranges between 130 and 230 Myr and the outburst energy between 1.5 and 3 × 1061 ergs.
The shape of the shock seen in the pressure map can be approximated with an ellipse centered
∼70 kpc towards the NE from the cluster center. This is a good simple approximation to the
shock shape seen in the Chandra image, although this shape shows additional small deviations
from ellipticity. We aimed to develop a better model that can explain the offset between the shock
center and the AGN, as well as give a consistent result on the shock age and energy. To this end,
we performed 3D hydrodynamical simulations in which the shock is produced by a symmetrical
pair of AGN jets launched in a spherical galaxy cluster. As an explanation of the observed offset
between the shock center and the AGN, we consider large-scale bulk flows in the intracluster
medium, which were included in the simulation. The simulation successfully reproduces the
size, ellipticity, and average Mach number of the observed shock front. The predicted age of
the shock is 160 Myr and the total input energy 3 × 1061 erg. Both values are within the range
determined by the spherically symmetric model. To match the observed 70 kpc offset of the
shock ellipse from the cluster center by large-scale coherent motions, these would need to have a
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high velocity of 670 km s−1. We discuss the feasibility of this scenario and offer alternative ways
to produce the observed offset and to further improve the simulation.
5.1 Introduction
Many clusters of galaxies show central surface brightness peaks associated with a decrease in the
temperature of the X-ray emitting gas. In the centers of these clusters, the cooling time usually
falls below the Hubble time. Thus, it was initially believed that the X-ray gas in the cluster cores
radiates its energy away and, in the absence of other heat sources, cools out of the X-ray band.
This was known as the cooling-flow scenario (Fabian & Nulsen 1977; Cowie & Binney 1977).
Early results of the latest generation of X-ray observatories, however, showed that the central
gas in cooling-flow clusters does not cool below about one third of the cluster virial temperature
(Peterson et al. 2001, 2003). This requires a fine-tuned heat source which allows the gas to cool
down to 1/3 of its initial temperature but not below this (e.g. Bo¨hringer et al. 2002).
Currently, AGN are considered the best candidate as a heating engine for solving the cooling
flow problem because they are present in a large fraction of the central galaxies in cool core
clusters (71% of such galaxies are radio loud, Burns 1990) and substructures associated with
AGN-ICM interaction are frequently observed. The most common among these features are
X-ray cavities (also referred to as bubbles) often associated with low-frequency radio emission,
which are thought to arise when the AGN injects relativistic plasma into the cluster medium dur-
ing an outburst. As these bubbles rise buoyantly through the cluster, they deposit their energetic
content into the ICM, thus heating it. In general, the most powerful cavities are found in the
most X-ray-luminous systems which require the largest heat inputs (Bıˆrzan et al. 2004; Rafferty
et al. 2006). By heating or otherwise disturbing the gas, outbursts can affect the accretion rate,
creating a feedback loop that could regulate the energy input and explain the fine-tuning. In some
clusters, additional substructure such as X-ray bright filaments (a spectacular example is M87 in
the Virgo cluster, e.g. Forman et al. 2007) and shocks associated with AGN outbursts are also
seen, providing several other possible mechanisms by which AGN heat the ICM.
The cluster of galaxies Hydra A shows a wealth of substructure associated with AGN-ICM
interaction. A pronounced set of X-ray cavities was seen in an early Chandra observation (Mc-
Namara et al. 2000; Nulsen et al. 2002), and deeper data revealed the presence of a second, larger
set of cavities, a large-scale shock and an X-ray bright filament near the cluster center (Nulsen
et al. 2005; Wise et al. 2007). Modeling the surface brightness profiles across the shock, Nulsen
et al. (2005) found Mach numbers between M≈1.2 in the W and M≈1.34 on the NE side and a
total energy associated with creating the shock of the order of 1061 ergs, in agreement with the
energy needed to generate the observed cavity system. This ranks the outburst in Hydra A among
the most powerful ones known.
So far, however, a temperature jump associated with the large-scale shock in Hydra A has not
been detected. A new exposure with XMM-Newton allows us to find this temperature jump and
confirm that classical shock jump conditions apply: both the surface brightness and temperature
jumps reflect the same shock Mach number, which is around M∼1.3. We furthermore extend
the one-dimensional shock analysis of Nulsen et al. (2005) using 3D hydrodynamic simulations,
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in order to improve our understanding of the shock geometry and the morphology of the cavity
system.
5.2 Observation and data analysis
Hydra A was observed with XMM-Newton on December 8th, 2000, for 32.6 kiloseconds (ks)
and on May 11th, 2007, for 123 ks. Since the second observation is significantly deeper and
large parts of the first observation were affected by soft proton flares, we will focus primarily on
the second observation.
We extracted a lightcurve for each of the three detectors separately and excluded the time
periods in the observation when the count rate deviated from the mean by more than 3σ in order
to remove flaring from soft protons (Pratt & Arnaud 2002). After this cleaning, the net effective
exposure is ∼62 ks for pn, ∼81 ks for MOS1, and ∼ 85 ks for MOS2. We furthermore excluded
CCD 5 of MOS2 from our analysis due to its anomalously high flux in the soft band during
the observation (see Snowden et al. 2008). For data reduction we used the 7.1.0 version of
the XMM-Newton Science Analysis System (SAS); the standard analysis methods using this
software are described in e.g. Watson et al. (2001). Out-of-time events were subtracted from the
PN data using the standard SAS prescription for the extended full frame mode.
For the background subtraction, we used a combination of blank-sky maps from which point
sources have been excised (Read & Ponman 2003; Carter & Read 2007) and closed-filter obser-
vations. The exact procedure and a short discussion about the agreement between the blank-sky
maps and the local background can be found in Chapter 4.
5.3 Spectral modeling
We use the SPEX package (Kaastra et al. 1996) to model our spectra with a plasma model
in collisional ionization equilibrium (mekal). Unless otherwise stated, the Galactic absorption
column density was fixed to NH = 4.8 × 1020 cm−2, the average value from the two available H 
surveys: the Leiden/Argentine/Bonn (LAB) Survey of Galactic H  (Kalberla et al. 2005, NH =
4.68× 1020 cm−2) and the H  data by Dickey & Lockman (1990) (NH = 4.90× 1020 cm−2). Point
sources identified using the X-ray images are excluded from the spectral analysis. The spectra
obtained by MOS1, MOS2 and pn are fitted simultaneously with their relative normalisations left
as free parameters.
The spectra are binned with a minimum of 30 counts per bin and fitted in the 0.35–7 keV band
with a Gaussian differential emission measure distribution model (gdem), which we showed in
Chapter 4 to be the most appropriate for the data. We note that the average temperature is the
same for the gdem model as for a single temperature fit, but the gdem model usually provides a
significantly improved fit.
Due to the high photon statistics of this deep observation, our best fit reduced χ2s are sensitive
to calibration problems and to the differences between the individual EPIC detectors. To account
for this, we include 3% systematic errors over the entire energy band used for fitting.
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Figure 5.1: Pressure map divided by a radi-
ally symmetric, smooth model. 90 cm ra-
dio contours (Lane et al. 2004) are shown in
black. The shock is clearly seen as a ring of
enhanced pressure, whose shape is simplest
approximated by the black ellipse. The center
of this ellipse (white cross) is shifted towards
the NE with respect to the cluster center (red
cross).
5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4
Figure 5.2: Chandra surface brightness map
divided by a 2D elliptical beta model. Con-
tours of the surface brightness to beta model
ratio are shown in green, 90 cm radio contours
(Lane et al. 2004) are shown in black. The yel-
low ellipse is the best-fit ellipse to the shock
front in the pressure map. The thick red ellip-
tical sectors show a further improved approx-
imation to the shock shape. The white cross
marks the cluster center.
5.4 The shock geometry
Using the fit results for the 2D temperature map of Hydra A presented in Chapter 4, we created
a quasi-deprojected pressure map of the cluster, with pressure defined as p = nekT . The electron
density ne is determined from the spectrum normalization Y ∝ n2eV , with V being the volume
along the line of sight (LOS) corresponding to each spatial bin in the 2D map. Let Rmax and Rmin
be the maximum and minimum radii with respect to the cluster center between which a spatial
bin is contained. Assuming that only the gas between the sphere with the minimum radius and
the sphere with the maximum radius contribute to the emission (Henry et al. 2004; Mahdavi et al.
2005) yields, where L is the length of the contributing volume along the LOS and S is the area
of the bin in the plane of the sky,
L = 2
√
(R2max − R2min) and V = 2S L/3. (5.1)
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We thus take into account an approximate estimation of the three-dimensional extent of each bin,
but assume a constant temperature along the line of sight. Since most of the emission in each
bin originates from the densest gas which is found at the smallest effective 3D radii, the map
mostly reflects the distribution of the gas pressure in a two dimensional slice through the middle
of the cluster, perpendicular to the line of sight. We fitted the radial pressure profile using non-
parametric, locally weighted, linear regression smoothing and subsequently divided the pressure
map by the resulting radial model in order to reveal small-scale fluctuations. The result is shown
in Fig. 5.1.
The shock is clearly seen as an approximately elliptical ring of enhanced pressure, on average
20% higher than the value in the radially smooth model. The simplest approximation to the shock
shape seen in the pressure map is an ellipse, indicated in black in Fig. 5.1, with a semi-major axis
of 5.5′ (360 kpc) oriented 10 degrees clockwise from the N–S direction, and a semi-minor axis
of 4.2′ (275 kpc). The center of this ellipse (white cross in Fig. 5.1) is shifted by ∼1.1′ (70 kpc)
towards the NE with respect to the cluster center (shown with a red cross in the same figure).
We divided the exposure and background corrected Chandra image obtained by combining
the two deepest exposures of Hydra A (totaling 200ks observing time) by the best-fit 2D ellip-
tical beta model (with ellipticity 0.17 and position angle 50.7 degrees counterclockwise from
west) in order to highlight the position of the shock front and compare it to the ellipse described
above. The resulting map is shown in Fig. 5.2. We find that, although the shock front shape is
not exactly elliptical, the ellipse which best matches the shock in the pressure map does provide
a good simple approximation, especially taking into consideration that the spatial bins used for
the pressure map are up to 0.8′ in diameter around the position of the shock. In a more exact ap-
proximation, the shock front shape can be described as a set of 4 elliptical sectors, each centered
on the cluster center, over-plotted in thick red lines Fig. 5.2.
5.5 1D shock model and Mach number estimates
To quantify the shock, we first use a spherically symmetric hydrodynamic model of a point
explosion at the center of an initially isothermal, hydrostatic atmosphere (as employed also by
e.g. Nulsen et al. 2005). We assume the initial gas density profile to be a power law, ρ(r) ∝ r−η,
with η adjusted to make the surface brightness profile of the undisturbed gas consistent with the
observed surface brightness profile beyond the shock. The gravitational field, g ∝ 1/r, and gas
temperature are scaled to make the undisturbed atmosphere hydrostatic.
The XMM-Newton 0.4 – 7. keV response for a range of temperatures was tabulated using
XSPEC, with detector response files appropriate for these observations and an absorbed mekal
model with metal abundances set to 0.3 times solar (the results are insensitive to these parameters,
including the preshock temperature). We scale the temperature profile from the model to obtain
an unshocked gas temperature of 3.6 keV. The surface brightness profiles are then determined
using the tabulated XMM response, the density and temperature model profiles, and assuming
spherical symmetry to calculate the effects of projection along the line of sight. We additionally
smooth the obtained profile by the XMM-Newton point-spread function (PSF), which we model
by a King profile with a core radius of 3.5′′ and a slope of 1.36 (Markevitch 2002).
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Figure 5.3: Surface brightness profiles (from EPIC/pn) and fitted shock models (best-fit and
bracketing). Data points from the pressure-map based annuli are indicated in black. The three
lines show model surface brightness profiles for shocks with Mach numbers of 1.41, 1.30, 1.25
to the N; 1.35, 1.30, 1.25 to the E; 1.32, 1.27, 1.22 to the S; 1.35, 1.30, 1.25 to the W (increasing
upward). Red points show the results from the Chandra-shape based annuli. For plot legibility,
the bracketing models for the Chandra-shape based annuli are not shown. The model surface
brightness profiles have Mach numbers of 1.33 to the N; 1.30 to the E; 1.23 to the S; 1.25 to the
W.
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The shock weakens as the hydrodynamic model evolves and, since the initial conditions are
self-similar, the flow can be scaled radially to place the model shock at the location of the ob-
served shock. Surface brightness is finally scaled to match the observed profile in the unshocked
region.
In Fig. 5.3, we show background-subtracted, exposure corrected EPIC/pn surface brightness
profiles from elliptical annuli in four different sectors towards the N, E, S, and W from the core
and the best-fit shock models (whose parameters are presented in Table 5.1). The error estimates
are based on the three (one best-fit and two bracketing) models plotted in Fig. 5.3 for each
sector, respectively. We compare two different choices for the shape of these annuli: parallel
to the ellipse which approximates the shock seen in the pressure map (Fig. 5.1) and parallel to
the four elliptical sectors which provide a more exact approximation to the shock seen in the
Chandra surface brightness map (Fig. 5.2). A Mach 1.3 shock with an age of 130–230 Myr
and an energy of 1.5–3×1061 ergs gives a reasonably good fit to the observed shock profile in
each of the sectors using both choices of extraction region shape, in agreement with the values
derived by Nulsen et al. (2005). Note that a Mach 1.3 model with a radius of approximately 5′
(the average radius of the entire shock front) and age of 180 Myr also provides a reasonable fit
to the integrated profile obtained by combining all the four sectors, apart from 2-3 data points
immediately inside the shock front where, due to the non-spherical geometry, the jump appears
smoother compared to the model prediction. The pre-shock electron density needed to calculate
the shock energy was determined by fitting the data points outside 200 kpc in the deprojected
profile of David et al. (2001) with a power-law and extrapolating.
Table 5.1: Best-fit parameters for the shocked surface brightness model in the four sectors.
Sector radius η Mach Shock energy Shock age
(arcmin) number (1061 ergs) (Myr)
Npa 6.0 2.9 1.30 ± 0.08 2.3 ± 1.0 230 ± 30
Ep 5.0 2.8 1.34 ± 0.06 2.6 ± 0.6 170 ± 16
Sp 4.3 2.7 1.30 ± 0.06 2.0 ± 0.7 154 ± 20
Wp 4.0 2.7 1.33 ± 0.06 2.3 ± 0.7 132 ± 16
Ncb 6.0 2.9 1.33 ± 0.08 2.7 ± 1.0 215 ± 30
Ec 5.0 2.7 1.30 ± 0.05 2.0 ± 0.5 180 ± 16
Sc 4.3 2.7 1.23 ± 0.06 1.4 ± 0.6 171 ± 18
Wc 4.0 2.7 1.25 ± 0.06 1.6 ± 0.6 151 ± 18
aAnnuli shape based on the pressure map
bAnnuli shape based on the Chandra image
Based on the best-fit radii in the different sectors, we can also obtain an independent estimate
of the offset of the shock center with respect to the cluster center, which can be approximated as√
( rN−rS2 )
2 + ( rE−rW2 )
2 ≈ 1′, within 10% of the value estimated in Sect. 5.4.
There are several caveats in using this simple hydrodynamic model: the initial density profile
is only well approximated as a power law locally, the shock front is clearly aspherical, and the
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outer radio lobes lie close behind the shock front in the N and S, so that they still have an influence
in driving the shock, violating our assumption that the shock front is driven by a point explosion.
The different shock ages required for different sectors (Table 5.1) also point out the need for a
more complicated scenario. Despite these shortcomings, the models do provide reasonable fits
to the surface brightness in the region of the shock front.
5.6 The temperature jump associated with the shock
A hint of a temperature jump in Hydra A can already be seen in the radial profiles presented in
Chapter 4. The data point in the 3–4′ radial bin, behind the W and S shocks (located at 4 and
4.3′, Table 5.1), cannot be fit with a smooth function going through the other data points (Fig.
5.4). The radial bins in the previous chapter were chosen independently of the shock in order to
determine metallicity profiles; we further show in Fig. 5.4 the temperature profile obtained from
elliptical annuli designed to follow the shock ellipse seen in the pressure map. These data points
are plotted against the mean radius of the extraction regions. Note that each region contains
emission from a larger range of radii than the circular annuli used for the radial profile. The
average radius of the shock ellipse (Fig. 5.1) is shown with a vertical dashed line. There is
a good agreement with the radial profile and a temperature jump can be clearly seen behind
the average radius of the shock ellipse. The temperature jump corresponds to an average Mach
number M= 1.20 ± 0.05 (Table 5.2). The profile extracted from regions parallel to the Chandra-
based shock shape is very similar and the temperature jump corresponds to M= 1.25+0.05−0.10.
The temperature varies little between 2–8′, the region we are interested in for determining
the shock properties. However, to eliminate any effects due to an underlying temperature profile
in the cluster, we used a 3rd degree polynomial fit to the radial temperature profile (excluding the
point at 3.5′) to compare the temperature differences between the pre- and post-shock regions
with expected temperature differences from this polynomial approximation of the cluster tem-
perature profile. The polynomial fits the data points in the radial profile well (see Fig. 5.4), but
drops very rapidly at large radii (beyond the region of interest for determining the shock proper-
ties). For this reason, we adopt a different function for the radial dependence of the temperature
for the 3D hydrodynamic simulations in Section 5.7.1. This function, over-plotted in cyan in
Fig. 5.4, agrees very well with the polynomial approximation in the region around the shock and
shows a slower decrease at large radii, ensuring that the temperature does not become negative
in the simulation box.
To describe the shock in more detail and to obtain temperature profiles using spectral extrac-
tion regions spanning a smaller range of radii, we also divided the data in four different sectors
(N, E, S, and W) again using two sets of annuli for each sector: one parallel to the ellipse in
the pressure map (following the white lines in Fig. 5.1) and one parallel to the corresponding
elliptical sector approximating the position of the Chandra surface brightness discontinuity (thin
red lines in Fig. 5.2). Towards the N and E we use wider annuli compared to the S and W, where
the shock is closer to the cluster center providing a higher surface brightness around the shocked
region.
The temperature profiles obtained for the two choices of extraction regions are in good agree-
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Figure 5.4: Radial temperature profile from Chapter 4. Best-fit third degree polynomial over-
plotted in blue, temperature profile assumed as initial condition for the simulations in Sect. 5.7.1
in cyan. Temperature profile in elliptical annuli parallel to the shock seen in the pressure map
as a function of average radius of the extraction region shown with black crosses. The average
radius of the shock ellipse (Fig. 5.1) is shown with a vertical dashed line.
ment for all four sectors (see Fig. 5.5). The clearest indication of the presence of a temperature
jump associated with the shock is seen in the W sector. Towards the south, a temperature jump
is seen, but slightly further behind the surface brightness jump compared to the west (and the
two different choices of extraction regions give different shifts). Towards the E, there is clear
indication that the gas behind the shock is hotter than the expected average at that radius, but the
temperature drop immediately beyond the shock raises the question of whether the used poly-
nomial approximation is reliable for describing the undisturbed temperature distribution in this
sector. Towards the N, there are only very weak (< 1σ) deviations of the gas temperature in the
shocked region from the radial average, and the errors in this sector are the largest given that it
is furthest away from the cluster center and its opening angle is the smallest.
We grouped the two annuli with the largest jumps compared to the radial average to obtain
a more accurate temperature of the shocked gas, kTsh, and the next two annuli at larger radii
to obtain the temperature of the unshocked gas, kTunsh. For the elliptical shock shape approxi-
mation, the grouped annuli are marked in Fig. 5.5. For the Chandra-based regions, we always
grouped the two annuli immediately before and after the vertical dashed line indicating the po-
sition of the shock from the surface brightness fits. The results are shown in Table 5.2. We find
a temperature jump at the position of the shock above that expected from a simple polynomial
approximation of the cluster profile with a significance of typically 2σ (between 0 and 2.9σ) in
individual sectors (statistical only, neglecting the errors in determining the polynomial). The 1σ
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Figure 5.5: Temperature profiles in 4 different sectors. Data points from the pressure-map based
annuli are indicated with black squares, red triangles show the results from the Chandra-shape
based annuli. The blue line represents a third-degree polynomial fit to the radial temperature
profile. The dotted magenta and green rectangles indicate the pressure-map based annuli used
to determine the temperature of the shocked gas and unshocked gas, respectively. The vertical
dashed line indicates the position of the shock from the surface brightness fits (Table 5.1).
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Figure 5.6: Expected emission-measure weighted temperature profile across the shock relative
to the undisturbed temperature (the cluster is assumed isothermal) using the 1D model. The
red dotted line represents shock models including only projection effects, the black solid line
additionally takes into account the smoothing due to the XMM-PSF. This particular plot assumes
the power-law index of the density profile to be η = 2.7. Model Mach numbers are from 1.15 to
1.6 (see plot labels, top line represents model with highest Mach number).
error intervals for the temperature jumps obtained using the two different region choices overlap
in each of the 4 sectors. Combining the significances in the four sectors, the total significance of
the temperature jump associated with the shock is 4.3σ for the pressure-based regions and 4.0σ
for the Chandra-based regions. This is larger than the significance obtained fitting the entire an-
nuli without dividing into sectors. A possible explanation is that for large, asymmetric regions
spanning a wide range of radii, the average temperature is not so well represented by evaluating
the polynomial fit to the radial temperature profile at the average radius of those regions, which
may overestimate the expected temperature differences in the absence of a shock (∆Texp in Table
5.2) and thus underestimate the temperature jump. This effect is less important if the extraction
regions are smaller (e.g. the sectors) and cover a smaller range in radius.
To calculate the Mach number from the observed temperature jumps, we resort again to the
1D shock model. We use the 1D temperature and density model profiles and the assumption of
spherical symmetry to determine an emission-measure weighted temperature profile which takes
into account the effects of projection along the line of sight. We then apply the correction due to
the XMM-PSF. By plotting the temperature profiles obtained in this way for models with several
Mach numbers (Fig. 5.6), we can identify which Mach number corresponds to the temperature
jump (in percent) which we observe. These are also reported in Table 5.2.
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Table 5.2: Best-fit post- and pre-shock temperatures, relative temperature jumps δT , and corre-
sponding Mach numbers.
Sector kTsh kTunsh ∆T =kTsh−kTunsh ∆Texp a δT b Mach
All pc 3.80+0.03−0.03 3.56
+0.05
−0.05 0.24 ± 0.06 0.10 3.9 ± 1.7% 1.20+0.05−0.05
Np 3.73+0.09−0.10 3.22
+0.18
−0.17 0.51 ± 0.20 0.24 7.5 ± 5.6% 1.35+0.10−0.20
Ep 3.86+0.10−0.09 3.33
+0.17
−0.15 0.53 ± 0.19 0.12 11.3 ± 5.2% 1.40+0.05−0.15
Sp 3.79+0.04−0.05 3.62
+0.07
−0.07 0.17 ± 0.08 0.00 4.7 ± 2.2% 1.25+0.05−0.10
Wp 3.95+0.07−0.06 3.63
+0.10
−0.09 0.32 ± 0.11 0.02 8.3 ± 3.0% 1.30+0.10−0.05
All cd 3.85+0.03−0.03 3.60
+0.05
−0.05 0.25 ± 0.06 0.09 4.5 ± 1.7% 1.25+0.05−0.10
Nc 3.71+0.11−0.11 3.44
+0.18
−0.17 0.51 ± 0.20 0.25 < 6.4% (1σ) < 1.35
Ec 3.87+0.08−0.07 3.35
+0.12
−0.12 0.53 ± 0.19 0.11 11.3 ± 3.9% 1.40+0.10−0.10
Sc 3.84+0.05−0.05 3.57
+0.08
−0.07 0.17 ± 0.08 0.06 5.8 ± 2.5% 1.25+0.10−0.05
Wc 3.90+0.06−0.06 3.73
+0.08
−0.08 0.32 ± 0.11 0.03 3.9 ± 2.6% 1.20+0.10−0.10






cAnnuli shape based on the pressure map
dAnnuli shape based on the Chandra image
5.7 Relative motions in the cluster and the shape of the shock
front
In Sect. 5.4, we showed that the shock front is elliptical and that its center is offset from the
cluster center by ∼70 kpc. However, in Sect. 5.5, we conclude that the Mach number is roughly
the same for all the four different sectors, although the distance between the shock front and
the cluster center differs. This is puzzling because, if the shock originates at the cluster center
- which currently coincides roughly with the position of the AGN - then the shock front must
have been moving faster on average towards the N, where it is now further away from the center,
than towards the S or W. If the shock was moving as much as 1.5 times faster on average in
one direction than in another (the ratio of the shock radii in the N and W, Table 5.1), one would
expect to see some differences also in the current distribution of Mach numbers along the shock
front: scaling up the Mach number in the W by a factor 1.5 means the expected Mach number in
the N should be around 1.8, which is excluded by the data. The discrepancy between the model
shock ages in different sectors also hints at the same problem, namely that the observed shape
and properties of the shock cannot be simply explained by a point explosion.
Not only the shock front but also the radio lobes show a N–S asymmetry. While the shock
radius to the N is 1.5 times bigger than to the S, the N radio lobe also extends much further out
than the S lobe, which rises and then seems to bend back towards the cluster center. This led
us to investigate whether relative motions between the AGN and the ICM could explain both the
disturbance of the southern radio lobe and the elliptical, offset shape of the shock front.
To this end, we performed 3D hydrodynamical simulations of a symmetrical pair of back-to-
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Table 5.3: ICM parameters for the 3D simulation.
component 1 component 2
RICM ( kpc) 27.7 235.6
ρICM0 ( g cm−3) 8 · 10−26 3.33 · 10−27
β 0.686 0.907
m1 ( K/ kpc) 25,000
n1 ( K) 3.6 × 107
m2 ( K/ kpc) −21, 000
rbreak ( kpc) 250
abreak ( kpc) 100
back jets that originate from the cluster center. These jets interact with the surrounding ICM in
which we triggered large-scale motions.
5.7.1 Model cluster
We assume the gas density and temperature distribution in the cluster to be spherically symmet-
ric. The initial radial density profile for the ICM is modelled by a double β-profile (Wise et al.
2007; David et al. 2001). The parameters are given in Table 5.3. As a temperature profile, T (r),
we use
T (r) = T1(r)C(r) + T2(r)[1 −C(r)],where (5.2)
T1(r) = m1 · r + n1
T2(r) = m2 · r + n2
n2 = (m1 − m2)rbreak + n1 ⇔ T1(rbreak) = T2(rbreak)












which connects two linear functions smoothly. The parameters (see Table 5.3) are chosen to fit
the data from the previous chapter. The temperature is declining both inwards and outwards from
a cluster-centric radius of 250 kpc. For the initial cluster we assume hydrostatic equilibrium, so
that the given ICM density and temperature profiles determine the pressure distribution, and thus
the gravitational potential in the cluster.
5.7.2 Model jet
The jet pair is modelled by defining two jet “nozzles” composed of all grid cells immediately
below and above the x-z-plane, whose distance to the y-axis falls below the jet nozzle radius, rjet.
For the grid cells immediately above the x-z-plane, the fluxes towards the +y-direction are set
to a strong outflow with density ρjet, pressure pjet and velocity vjet. The grid cells immediately
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Figure 5.7: Shock front and bubbles at 160 Myr. Top: slice through the computational domain,
showing density (colour-coded) and velocity field (arrows). Middle: temperature (colour-coded),
with fitted shock ellipse (white line) and labelled axes and offset. Bottom: Projected X-ray
emission from simulated cluster.
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Table 5.4: Jet parameters for the 3D simulation.
radius rjet 6 kpc
power Pjet 4.75 × 1046 erg/s
lifetime τjet 10 Myr
total energy input 3 × 1061 erg
velocity vjet 20 000 km s−1
Mach number Mjet 5.9
below the x-z-plane are treated accordingly to produce the flow in the −y-direction. We use the
parameters listed in Table 5.4. The chosen Mach number brings the jet gas close to pressure
equilibrium with the ICM in the cluster center, so that during the active phase the jet is mainly
momentum driven.
5.7.3 Generation of bulk motion
The ICM in galaxy clusters is known to be in motion, the velocity field being both inherited from
cluster formation and more recently achieved by current gas accretion flows. Heinz et al. (2006)
showed that these motions can have an important impact on the buoyant rise of radio bubbles.
Although such flows are not necessarily coherent over scales of several 100 kpc, in Hydra A the
offset of the shock ellipse and morphology of the radio lobes suggest a large-scale predominantly
coherent flow. As a most simple model for such a scenario, we initialize a smooth velocity field
in the ICM of our model cluster, namely a potential flow around a sphere of a 100 kpc radius,
centered on the cluster center. This choice has the advantage that the ICM in the cluster center is
only mildly affected by the bulk motion, but the shock front and the bubbles spend enough time
in the flow region to be affected. Furthermore, the direction and amplitude of the bulk flow are
clearly defined by requiring that when the shock reaches the observed size and age, its center is
offset from the cluster center by the observed distance of 70 kpc towards the NE (Sect. 5.4). We
use a flow velocity of 670 km s−1 towards (−1, 1, 0) based on the simple analytical argument that
exposing the shock to a bulk flow of 670 km s−1 for about 100 Myr (the approximate estimated
age minus the time it takes for the shock to reach the flow region), it would be carried along with
the flow by 670 km s−1 × 100 Myr ≈ 70 kpc. This assumes that the bulk flow is in the plane of
the sky; if the actual gas motions make an angle θ with respect to this plane, one would need a
higher velocity of 670/cosθ km s−1.
5.7.4 Code
We use the Eulerian adaptive-mesh refinement code FLASH (version 2.5) with radiative cooling
(Sutherland & Dopita 1993) and static gravity. The cluster potential is defined by the parameters
described in Sect. 5.7.1. The jet module is similar to the one in Bru¨ggen et al. (2007).
The total grid size is (−1 Mpc, 1 Mpc)3. The adaptive mesh refinement allows us to use a
resolution of 0.5 kpc in the cluster center, which ensures that the jet nozzle is resolved sufficiently.
In order to limit computational requirements, we restrict the refinement with increasing distance
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Figure 5.8: Evolution of pressure profiles along the grid’s x- and y-axis through the center of the
cluster. The shock is marked by the black arrows, numbers of corresponding colour indicate the
Mach numbers of the shock as derived from the pressure jump.
to the cluster center. The best resolution allowed outside 16, 100, and 200 kpc is 1, 4, and 8 kpc,
respectively. We note that the lowest achieved resolution is of the order of the XMM-PSF.
5.7.5 Simulation results
The evolution of the jet-induced structures proceeds in two stages: the active jet phase and the
subsequent passive phase (compare also Reynolds et al. 2001). During the active phase, the
jets evacuate two channels along the y-axis. During this interval, the jet-induced structure still
resides inside the inner 100 kpc and thus does not feel the bulk flow. When the jets are switched
off, the evolution proceeds passively. At that moment, the jet cocoons are still overpressured
and continue to expand and drive a shock into the surrounding ICM. The expanding cocoons
form two bubbles which rise buoyantly. While doing so, in their wakes, they drag up cooler gas
from the cluster center. Eventually, the shock detaches from the bubbles, while the shock is still
expanding and the bubbles are still rising. At 160 Myr, the shock has reached the size observed
in Hydra A.
About 50 Myr after the jet was started, the shock enters the region of the bulk flow, which
causes different shock propagation speeds with respect to the cluster center for different direc-
tions. Thus, after 160 Myr, the shock ellipse is offset approximately towards (−1, 1, 0) from the
cluster center by 70 kpc, as shown in Fig. 5.7. This figure shows a density and a temperature
slice through the grid at 160 Myr as well as the corresponding simulated X-ray map obtained by
integrating ρ2
√
T along the z direction.
In Fig. 5.8, we show pressure profiles along the grid’s x-and y-axes. The discontinuities due
to the shock can be clearly seen. From the ratio of the pre- and post-shock values we calculated
a Mach number for each profile, resulting in an average Mach number of 1.3 at 160 Myr. The
Mach numbers in different directions range between about 1.2 and 1.5.
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5.8 Discussion
The simulation successfully provides one possible explanation for the problem posed at the be-
ginning of the previous section, namely why the Mach number is roughly the same in different
sectors although the distance between the shock front and the cluster center differs. The simu-
lated shock has Mach numbers and radii which agree with the observations in all sectors, and
requires a consistent shock age in all directions, which a simple point explosion did not.
5.8.1 Comparison to observation
The simulation successfully reproduces:
• the size and shape (ellipticity) of the observed shock. The ellipse we fitted to the simulated
shock (see Fig. 5.7) has a semi-major axis of ≈365 kpc and a semi-minor axis of ≈290 kpc.
• the observed overall shock Mach number of around M ∼ 1.3.
• the observed offset of the shock ellipse, about 70 kpc.
• a total energy input and average shock age of 3 × 1061 ergs and 160 Myr, respectively.
These are within the range of the values derived from the 1D model.
We see, therefore, an encouraging agreement with the observations. Several drawbacks, on
the other hand, are listed below:
• a bulk flow in the ICM leads to different Mach numbers at opposite sides of the shock:
Where the shock has to move against the ICM flow, its effective velocity with respect to
the ICM is larger and thus the shock is stronger (in this simulation, in the −y- and +x-
direction, respectively S and W). The observational data seems to indicate the opposite,
namely a Mach number which is stronger in the E than in the W. However, with the current
error bars, the observational results are still consistent with the simulation.
• the strong bulk flow affects the shape of the simulated southern radio lobe but does not
bend it nearly as much as the observed lobe.
• In the simulation, the shock is detached from the northern bubble, whereas in Hydra A, the
northern bubble still seems to be driving it. This is one of the main difficulties in making
a realistic model for the shape of the shock front. In the simulation, the southern bubble is
also somewhat further away from the shock than observations suggest.
• The simulation shows an offset temperature dip at approximately (0,−100, 0) kpc, which
is not observed. The temperature contrast however is not very large and may be washed
out by projection. For a lower bulk flow velocity, this feature is absent (see Fig. 5.9). At
that location, a surface brightness enhancement, also not present in the observation, can be
seen in the projected X-ray map.
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Figure 5.9: Temperature slices taken at 160 Myr after the jet was launched for two alternative
simulations. Left: the bulk flow velocity was reduced to 260 km s−1. Right: The ICM bulk flow
was generated by ICM sloshing.
5.8.2 Effects of AGN activity on the temperature structure in the cluster
core
The plasma in many cool cores of galaxy clusters was proved to have an intrinsic multi-temperature
structure (e.g. Kaastra et al. 2004). Among many examples, the most remarkable are M87
(Belsole et al. 2001; Molendi 2002, Chapter 3), Perseus (Sanders & Fabian 2007), Centaurus
(Matsushita et al. 2007a; Sanders et al. 2008), 2A0335+096 (Werner et al. 2006b). This multi-
temperature structure can be due either to a small amount of gas which does cool radiatively
down to low temperatures (< 1keV) or to AGN-ICM interaction. The latter generates both hotter
gas compared to the ambient (through shocks) and cooler gas which adiabatically expands as
it is entrained by the rising radio lobes. Both of these processes are also observed in Hydra A
(Nulsen et al. 2005; Wise et al. 2007; Simionescu et al. 2009b,and this chapter). The temper-
ature structure in Hydra A in fact is best described by a very broad Gaussian distribution with
a full-width at half maximum of around 4.2 keV (see previous chapter). We aim to determine
from this simulation what is the effect of the AGN-ICM interaction on the multi-temperature
structure and compare this to the multi-temperature structure observed in Hydra A. To this end,
we considered a cylinder with 3′ radius going through the center of the simulation box along the
z axis and constructed a histogram of the emission measure as a function of temperature at the
initial and final stages of the simulation. Initially, only different temperatures as a function of
radius (inside the central 3′ or projected along the cylinder) contribute to the multi-temperature
structure, which has a very narrow distribution. At the end of the simulation, the AGN activ-
ity has broadened the multi-temperature distribution significantly both towards higher and lower
temperatures. However, we still do not achieve the best-fit width obtained for the temperature
distribution in the central 3′ spectrum extracted from the observation (Fig. 5.10). This suggests
either that the initial distribution of temperatures should be much broader than we assumed be-
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simulation at 160 Myr
Figure 5.10: Emission measure vs. temperature in a cylinder of 3′ radius whose axis goes through
the cluster center. In black, the initial conditions for the simulation are shown. In blue, the multi-
temperature structure at the end-stage of the simulation, i.e. after 160 Myr, is plotted. The AGN
activity significantly broadens the distribution compared to the initial conditions, but the best-
fit Gaussian emission measure distribution model for the integrated spectrum in the central 3′
region, shown in red, has an even larger full-width at half maximum.
cause of a more complex cluster formation history or that the history of the AGN outburst itself
is more complex. A series of several outbursts following each other could for example contribute
to a further broadening of the temperature distribution. Moreover, the cool core could have been
more pronounced than we considered in the initial conditions of the simulation and could have
been disrupted by the outburst, which could also contribute to a broadened temperature distri-
bution towards the low temperature side. The shock could furthermore accelerate electrons and
generate a non-Maxwellian tail in the electron distribution, which would mimic the presence of
additional hot gas.
5.8.3 Alternative scenarios
A physical set-up like the one described by the model, may prove very difficult to achieve in
reality. The flow velocity required to reproduce the observed offset of the shock ellipse from the
cluster center is large (about Mach 0.7) and must operate on a large spatial scale to effectively
deflect the shock. It is not necessary in principle for the velocity field to be completely coherent
- having a complex velocity field with an average velocity of that magnitude and orientation
over this large spatial scale would suffice - but it is unclear whether accretion flows or cluster
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formation history can reproduce these conditions, even on average.
Another option is to consider that the AGN and the central galaxy, rather than the rest of the
ICM, are moving at 670 km s−1. However, peculiar velocities of BCGs are typically around only
160 km s−1 (Oegerle & Hill 2001). Although extreme examples have been observed, such as A
2255 showing two BCGs separated by as much as 2600 km s−1 (Burns et al. 1995) due to an
ongoing merger, it is unlikely that the cD in Hydra A has such a high average velocity, especially
given its current proximity to the cluster center.
An alternative scenario we simulated was that the large-scale velocity field is due to so-
called “sloshing” of the ICM following, for example, a minor merger. We mimicked this in a
simple manner by offsetting the whole ICM from the gravitational potential by 100 kpc. The
ICM falls back into the potential well, leading to a large-scale bulk flow, which is, however non-
homogeneous in space and time. Typical velocities are between 660 km s−1 in the cluster center
and 300 km s−1 at 300 kpc. A temperature slice of this simulation taken at 160 Myr after the jet
was launched is shown in Fig. 5.9. The ellipticity, energy and age of the shock remain similar,
the offset is slightly larger than observed (93 kpc, which could be easily corrected by adjusting
the initial offset or viewing direction) and, in this scenario, we begin to see an angle between
the jets due to the fact that, after turning off the jet, its former channels are transported along
with the flow. It is possible that the bend in the observed large-scale N radio lobe coincides with
the bend in Fig. 5.9 and a more recent outburst in the cluster center along the NE-SW direction
completed the radio morphology observed today. However, the sloshing seems to also produce
an offset temperature dip which is not observed and the shock Mach number to the W is around
1.7, which is too high compared to the observed value (the Mach numbers in all other directions
are consistent with the observed values).
Other possibilities to explain the shock shape in Hydra A include a combination of a smaller
flow velocity in the cluster (at a more plausible value of 260 km s−1, the offset of the shock ellipse
would be 28 kpc and no additional substructure such as offset temperature dips would appear, Fig.
5.9), asymmetrical density/temperature profiles such that shocks may run down different profiles
with different speeds, and a more pronounced influence of the bubbles in actively driving the
shock front towards the north. The latter could be achieved, for example, if an existing older
bubble recommences expansion due to a more recent outburst.
The actual shape of the shock front, which is only roughly an ellipse (Sect. 5.4), and the
radio morphology betray the likely necessity to include both a very complex flow pattern and a
combination of additional physics and initial conditions before a truly realistic model is obtained.
A detailed analysis of the cavity properties by Wise et al. (2007), as well as the multi-temperature
structure in Hydra A (Sect. 5.8.2) both suggest a much more complex outburst history. The
simulation presented here is successful at reproducing several of the observed features and gives
us insights about the next steps to be taken in order to further improve the modeling.
5.9 Summary and Outlook
We analyzed a deep XMM-Newton observation of the cluster of galaxies Hydra A and focused on
the large-scale shock discovered as a surface brightness discontinuity in Chandra images (Nulsen
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et al. 2005). We find
• that the shock front can be seen in the pressure map as a 20% enhancement with respect
to the radial average.
• that the shape of the shock seen in the pressure map can be approximated with an ellipse
with a semi-major axis of 360 kpc oriented 10 degrees clockwise from the N–S direction,
a semi-minor axis of 275 kpc, and centered ∼70 kpc towards the NE with respect to the
cluster center. This is a good simple approximation to the shock shape seen in the Chandra
image, which shows however some more complex deviations from ellipticity.
• for the first time, indications of temperature jumps corresponding to the shocked regions.
We divided the data in four sectors towards the N, E, S and W and find temperature jumps
with typical significances of 2σ. Combining the significances in the individual sectors we
obtain a total significance of 4.3σ.
We then used a spherically symmetric hydrodynamic model of a point explosion at the center
of an initially isothermal, hydrostatic atmosphere (Nulsen et al. 2005) to simulate surface bright-
ness profiles and temperature jumps across the shock. These were compared to the observational
data to estimate the shock properties, such as Mach number, energy and age. We find
• that the Mach numbers determined from the temperature jumps in the shocked regions
are in good agreement with the Mach numbers derived from EPIC/pn surface brightness
profiles and previously from Chandra data (Nulsen et al. 2005). This confirms that the
large-scale surface brightness discontinuity in Hydra A is due to a classical shock.
• that the shock in all the four sectors has a Mach number consistent with ∼1.3, although the
distance between the shock front and the cluster center differs. This is contrary to what we
would expect from a point explosion.
• estimated shock ages between 130 and 230 Myr. The larger shock age in the sectors
where the shock is further from the cluster center suggests again that the shock generation
mechanism is more complex.
• estimated shock energies between 1.5 and 3×1061 ergs.
To further improve the modeling of the shock in Hydra A, we also employed 3D hydrody-
namical simulations in which the shock is produced by a symmetrical pair of jets that originate
from the cluster center, mimicking AGN activity. This creates an approximately elliptical shock
front. To reproduce the observed 70 kpc offset between the cluster center and the center of the el-
lipse approximation to the shock front, we included large-scale coherent motions in the simulated
ICM. We find
• that the simulation can successfully reproduce the size, ellipticity and average Mach num-
ber of the observed shock front.
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• that the variation of the Mach number along the simulated shock is small, although the
shock is asymmetric. This is in good agreement with the observed properties and could
not be explained with a simple point explosion model.
• that the shock age and energy from the 3D simulation are 160 Myr and 3×1061 ergs, re-
spectively, within the range of the estimated values based on the 1D shock model.
• that for the case of a potential flow around the central 100 kpc, the flow velocity needed to
reproduce the observed offset of the center of the shock ellipse with respect to the cluster
center is very large, 670 km s−1.
• that the AGN activity significantly broadens the temperature distribution in the cluster core.
However, such a high bulk flow velocity coherent over large regions in the ICM is unlikely,
and the simulation does not reproduce the proximity of the observed northern radio lobe to the
shock front, which is potentially an important additional factor contributing to the offset of the
shock ellipse. The morphology of the radio lobes, especially the bending of the southern lobe, is
also difficult to reproduce, suggesting the necessity for more detailed simulations. In an upcom-
ing paper, we plan to further investigate the shock modeling using more complex initial condi-
tions, such as an elliptical cluster potential and the presence of older bubbles through which the
shock propagates. We will also vary the jet physics to include intermittent activity. Switching
the jet on and off with different frequencies could put more momentum into bubbles, so that the
shock becomes detached from them at a later stage. Moreover, the physics of the bubbles is im-
portant: we will check the effect of including sub-grid turbulence models which should prevent
the shredding of the bubbles (see Scannapieco & Bru¨ggen 2008), making them easier to bend
and be affected by bulk flow motions. This should significantly alleviate the problems described
above and provide a more realistic model.
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Chapter 6
Conclusions
6.1 Mechanisms and energetics of AGN-ICM interaction
The interaction between AGN and their environments is currently believed to be the key to un-
derstanding galaxy and structure formation in detail. Both the formation of very massive galaxies
and the distribution of the hot X-ray emitting ICM at the center of clusters of galaxies seem to
be affected by AGN feedback. While the most common signatures of AGN-ICM interaction in
clusters of galaxies are typically in the form of X-ray cavities filled with radio plasma injected
by the AGN, I focused in this thesis on two other types of substructure features in the X-ray gas
generated by the supermassive black holes in the BCGs: bright filaments dragged in the wake
of buoyantly rising radio lobes and weak shocks. As the results summarized in Table 6.1 show,
these two mechanisms contribute significantly to heating the central ICM.
While keeping in mind that the observed substructure is often a superposition of several AGN
outbursts, some during which more energy may be deposited by one particular mechanism than
another, it is worthwhile noting that
• the energy in the AGN-induced weak shocks is comparable to and typically slightly higher
than the heat provided by all the observed buoyant X-ray cavities combined. The shocks
in M87 and Hydra A are to date the only AGN-driven shocks where temperature and
density discontinuities consistent with classical Rankine-Hugoniot jump conditions have
been confirmed (Chapters 2 and 5).
• the typical energies associated with AGN-ICM interaction differ by as much as 4 orders of
magnitude between the two clusters investigated here. This is partly due to the different
energy required to quench the cooling (which is directly proportional to the nominal mass
deposition rate shown in Table 6.1, the gas mass which should cool in the absence of
heating) and partly to how often AGN outbursts occur. The cooling of the central ICM can
be offset either by very energetic events separated by longer time intervals (potentially the
case of Hydra A) or by less energetic outbursts occurring more frequently.
• the ratio of the energy deposited in weak shocks vs. cavities is similar for the two in-
vestigated clusters. The energy needed to uplift the observed X-ray bright filaments on
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Table 6.1: Comparison of energies associated with various AGN-ICM interaction mechanisms
in M87 and Hydra A.
Interaction mechanism M87 Hydra A
X-ray cavities (total) 2.1 − 3.9 × 1057 ergs a 0.8 − 1.6 × 1061 ergs b
Filaments 4.3 × 1057 ergs (Chapter 3) 1.3 × 1059 ergs (Chapter 4)
Weak shock 8 × 1057 ergs c 3 × 1061 ergs (Chapter 5)
Nominal mass deposition rate 10 M/yr (Stewart et al. 1984) 300 M/yr (David et al. 2001)
a(Forman et al. 2005, 2007)
b(Wise et al. 2007)
c(Forman et al. 2005)
the other hand is comparable to the weak shock energy in M87 while being two orders of
magnitude less than the weak shock energy in Hydra A. Thus, either the outburst energy in
different clusters is not distributed in the same relative amounts between the three different
mechanisms discussed here, or the uplifted filaments are a much more fragile feature. The
energy of only the most recent, smallest cavities in Hydra A is only 6.4 × 1059 ergs (Wise
et al. 2007), comparable to that associated with the filaments. We could thus be seeing only
the filaments associated with the latest outburst, while those associated with the previous,
more energetic one, which created the larger outer bubbles, have been destroyed and mixed
into the ICM and are no longer observed.
The conclusion to be drawn from this section is therefore that AGN do provide enough energy
to prevent catastrophic cooling of the central ICM for tens to hundreds of megayears, but there
are several mechanisms which all contribute significantly to depositing this energy into the ICM.
One fourth possibility debated at the moment, apart from the three mechanisms presented in
Table 6.1, are sound waves induced by the AGN which travel through the cluster towards the
outskirts also depositing energy into the ICM (e.g. Sanders & Fabian 2007). These sound waves
have not been observed in either of the two clusters presented here. To progress in our future
understanding of AGN feedback therefore, one main goal will be to investigate more closely
which of the different AGN-ICM interaction mechanisms observed so far is responsible for what
fraction of the total energy budget, and if and under which conditions these relative contributions
vary.
6.2 Sources of chemical enrichment and the transport of met-
als in the ICM
Emission lines in the X-ray spectra of the ICM reveal information about the abundances of ele-
ments which are primarily produced by type Ia and core-collapse supernovae. Because the deep
gravitational potentials of galaxy clusters retain all the metals produced by the member galaxies,
these abundances represent the integral yield of all the supernova explosions during the clusters’
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history. The chemical elements whose abundances can be measured from X-ray spectra can be
divided into three basic groups: those produced predominantly by SNCC (O, Mg, Ne), those pro-
duced predominantly by SN Ia (Fe, Ni) and intermediate elements where both supernova types
contribute in comparable amounts (Si, S). From the O/Fe abundance ratio for example it is then
possible to infer the relative contribution of SN Ia vs. SNCC and its spatial variation in the ICM.
Once the relative number of SN Ia to SNCC for a particular region is estimated, the corresponding
Si/Fe ratio is sensitive to different supernova explosion models, which can be thus in principle
constrained based on the existing observations of abundances in the ICM. We showed the results
of such an analysis in Chapter 4 for several clusters including Hydra A and M87 and concluded
that:
• in cool-core clusters, the radial profiles of all elements are centrally peaked, although there
is evidence of the Fe abundance increasing faster towards the center than the abundance of
O, a predominantly SNCC product.
• while SN Ia in the BCG can be responsible for creating the Fe abundance peak associated
with the central surface brightness peak, as previously proposed, a non-negligible amount
of SNCC-products is also present in this central metallicity peak. This implies either a very
large contribution by stellar mass loss in the BCG to the metal enrichment (the abundance
ratios of metals injected by the stellar winds follows roughly the stars’ own composi-
tion, which can be more SNCC-like depending on when the stars formed) or a remaining
metal peak from the protocluster phase, when many SNCC exploded, or significant recent
episodes of star formation in the BCG (the massive stars formed in such an event exhaust
their fuel in a short time and then explode as SNCC).
• currently, the distribution of observed points in an O/Fe vs. Si/Fe diagram shows signifi-
cant scatter around the predictions using combinations of available SNIa and SNcc yield
models. On average, the WDD2 SN Ia yield model is preferred (de Plaa et al. 2007); how-
ever, studying the cause of the existent spread around this best-fit model can reveal further
details about the physics and chemistry of SNIa explosions and about the average stellar
population producing the SNCC. The energy, explosion mechanism, and initial metallicity
of the progenitor white dwarf affect SNIa yields, while the initial mass function of the star
formation and the typical initial metallicities of the stars that explode as core-collapse su-
pernovae change the average SNcc yields per cluster (e.g. Kobayashi et al. 2006; Werner
et al. 2008).
The BCG seems to play an important role in producing the metallicity peak at the center
of cooling-core clusters. This peak seems absent in non-cooling core clusters which also do
not have a dominant central galaxy. However, if the metals in the peak came from stars and
supernovae in the BCG, one would expect the distribution of chemical elements to follow the
light distribution in the central galaxy. The fact that the distribution of metals is much broader
than that of the light in the BCG is thought to be the result of the AGN stirring the central
gas. We discussed for the first time (Chapters 3 and 4) concrete observations of metal-rich gas
dragged in the wake of buoyantly-rising AGN radio lobes, confirming this scenario. As much as
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1.5 × 106 M/yr of Fe are transported by the AGN outburst in M87 and one order of magnitude
more Fe is uplifted by the more energetic outburst in Hydra A. The time required for supernovae
together with stellar mass loss to produce the observed metals transported by the AGN in M87
is ∼ 30 − 110 Myr. The average metallicity of the uplifted gas is roughly 2 solar. Both in
M87 and Hydra A, the abundance ratios in the uplifted gas are similar to those in the ambient
gas, therefore the transport of metals by the AGN presently does not seem to alter the relative
abundance patterns, but only affects the overall metallicity distribution. In conclusion, we are
able to quantify by direct observations several important properties of the metal transport driven
by AGN in the two clusters we studied in detail in this work, properties which are likely similar
for most other galaxy clusters.
Apart from the AGN, one more mechanism can be responsible for metal transport in the
ICM: large-scale bulk motions. From the shape of the shock in Hydra A, we infer the presence
of relatively high-velocity flows (Chapter 5); however, no discontinuities in the metal distribution
due to these motions is seen. On the other hand, in Chapter 2 we describe a cold front in M87
with a ∼ 37 kpc radius SW of the core, across which we do observe a jump in the temperature,
surface brightness, and also metallicity profiles. Another, much stronger, similar feature can be
seen about 90 kpc north-northwest of M87. Cold fronts are common in cool-core clusters and are
thought to arise from a process known as “sloshing”. This takes place when the central, dense
gas starts to oscillate in the gravitational potential of the cluster as a result of a disturbance of
the central potential by past subcluster infall (Markevitch & Vikhlinin 2007). This oscillation
displaces central high-metallicity gas outwards, bringing it in contact with lower-metallicity gas,
spreading thus heavy elements towards the cluster outskirts and creating jumps in the abundance
profiles.
We recently obtained two deep pointings with the Japanese Suzaku X-ray telescope to ob-
serve the 90 kpc cold front in M87, as well as a mosaic of 7 shorter pointings in a full circle
around the existing deep exposure of M87 with XMM-Newton. The latter will give us a good
overview of the outskirts of M87 both in the direction of the 90 kpc surface brightness jump and
away from it, so that we can compare temperature and surface brightness profiles in different
sectors. We will be able to determine how the motion of M87 is influencing the surrounding gas
distribution as a whole, estimate the velocity and energy associated with the motion, and check
if this motion can explain the angle between the E and SW radio lobes and the associated X-ray
bright arms. Using the Suzaku observations, we will determine gradients in the absolute metal
abundances and abundance ratios across the cold front. For the first time, we will be able to
compare in detail the chemical composition and enrichment history of the gas on either side of
a cold front discontinuity. Following the efforts presented here to characterize the effect of the
central AGN on the distribution of heavy elements in the ICM, we will thus study in detail the
metal transport induced also by gas sloshing.
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