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We determine the ultimate classical information capacity of a linear time-invariant bosonic channel
with additive phase-insensitive Gaussian noise. This channel can model fiber-optic communication
at power levels below the threshold for significant nonlinear effects. We provide a general continuous-
time result that gives the ultimate capacity for such a channel operating in the quasimonochromatic
regime under an average power constraint. This ultimate capacity is compared with corresponding
results for heterodyne and homodyne detection over the same channel.
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I. INTRODUCTION
In the 1940s, Shannon developed a mathematical the-
ory that delineates the maximum rate at which error-free
communication is possible over a communication chan-
nel [1]. His seminal work revolutionized the understand-
ing of information processing and has played a crucial
role in the emergence of the information era. Information
transmission, however, relies on physical encoding. When
that encoding is at optical frequencies—as in the Inter-
net’s fiber-optic backbone—quantum-mechanical noise
sets the ultimate rate of reliable communication. It fol-
lows that determining the information-carrying capacity
of noisy quantum communication channels is of consid-
erable practical relevance.
Bosonic channels provide quantum models for fiber-
optic and free-space optical communication [2, 3]. The
rate of reliable information transmission through such
communication channels depends on the receiver con-
figuration that is used to extract the encoded informa-
tion. In particular, conventional optical communica-
tion receivers—viz., direct, homodyne, or heterodyne de-
tection receivers—have different capacities because the
quantum measurements they perform lead to different
measurement statistics. Direct detection has superior
photon efficiency (bits/photon) [4], so it is the preferred
choice for photon-starved applications like the Lunar
Laser Communication Demonstration [5]. Homodyne
and heterodyne detection, however, offer better spectral
efficiency (bits/sec-Hz) [6], thus they are being pursued
to maximize throughput in the Internet’s fiber backbone.
The ultimate capacity of a bosonic channel is its Holevo
capacity [7]. For an optical communication channel the
Holevo capacity will equal or exceed those of the con-
ventional systems. Until recently, the only bosonic chan-
nel whose Holevo capacity was known was the pure-loss
channel, in which any attenuation between the trans-
mitter and the receiver was accompanied by the mini-
mum (vacuum-state) noise level needed to preserve the
∗ broyba1@mit.edu
Heisenberg uncertainty principle [8]. Now, however,
with the proof of the minimum output-entropy conjec-
ture [9, 10], the Holevo capacities are known for all single-
mode bosonic channels with phase-insensitive Gaussian
noise. The results of these works were later applied [11]
to derive the capacities of bosonic communication chan-
nels that are affected by nonzero memory and Gaussian
noise. The memory model from [11]—a cascade of iden-
tical discrete beam splitters or amplifiers—does not in-
clude the quantum version of the archetypal communi-
cation channel from classical information theory: a gen-
eral, continuous-time, linear-time invariant (LTI) filter
followed by the addition of statistically-stationary Gaus-
sian noise.
In this paper, we remedy the preceding deficiency
by deriving the Holevo capacity for an average-power
constrained, quasimonochromatic bosonic channel com-
prised of a stable LTI filter—which, at a particular fre-
quency, may be amplifying or attenuating—followed by
additive phase-insensitive Gaussian noise arising from a
thermal environment. For comparison purposes, we also
present the homodyne and heterodyne detection capaci-
ties for the same channel. These results are then evalu-
ated numerically for attenuator-amplifier and amplifier-
attenuator unit cells, such as might be present in a fiber-
optic system [12–14].
The remainder of the paper is organized as follows.
Section II reviews prior results for the classical informa-
tion capacity of bosonic channels. Section III introduces
the LTI channel with thermal noise to be considered in
what will follow. In Sec. IV we derive the Holevo capac-
ity for data transmission through that LTI channel and
present its well-known homodyne and heterodyne capaci-
ties. In Sec. V we consider a particular normalized shape
for the LTI filter’s frequency response and compare the
capacities it implies for two amplifier-attenuator unit-cell
configurations. Section VI contains our concluding re-
marks.
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2II. CLASSICAL INFORMATION CAPACITY OF
BOSONIC CHANNELS
A K-mode bosonic channel can be represented by
K quantized modes of the electromagnetic field in a
tensor-product Hilbert space, H⊗K = ⊗Kk=1Hk, with K
pairs of input and output photon annihilation operators
{ aˆink , aˆoutk : 1 ≤ k ≤ K }. For the single-mode attenu-
ating and amplifying channels, the channel input is an
electromagnetic field mode with photon annihilation op-
erator aˆin, and the resulting channel output is another
field mode whose photon annihilation operator aˆout is
given by the commutator-preserving transformations
aˆout =
{ √
η aˆin +
√
1− η aˆenv, attenuating channel√
κ aˆin +
√
κ− 1 aˆ†env, amplifying channel,
(1)
where 0 < η ≤ 1 is the attenuating channel’s transmis-
sivity, 1 < κ < ∞ is the amplifying channel’s gain, and
aˆenv is the photon annihilation operator corresponding
to an environmental-noise mode.
The pure-loss channel is an attenuating channel that
injects the minimum quantum noise required to preserve
the Heisenberg uncertainty principle, i.e., the aˆenv mode
is in its vacuum state. The thermal-noise channel is
an attenuating channel whose aˆenv mode is in a ther-
mal state, viz., an isotropic Gaussian mixture of coherent
states with average photon number Nenv > 0:
ρˆenv =
∫
d2α
exp(−|α|2/Nenv)
piNenv
|α〉〈α|. (2)
The amplifying channel’s aˆenv mode injects minimal
quantum noise when it is in its vacuum state, but, more
generally, it too could be in a thermal state given by (2).
Shannon’s noisy channel coding theorem showed that
the classical capacity of a classical channel is the max-
imum mutual information between its input and out-
put over all encoding and decoding strategies. However,
the quantum nature of the single-mode attenuating and
amplifying channels we have just described means that
their classical information capacities must be found from
the Holevo, Schumacher, Westmoreland (HSW) theorem
[15, 16], specifically by maximizing the Holevo informa-
tion over both the transmitted quantum states and the
receiver’s quantum measurement. Consider a set of sym-
bols {x} that is represented by a collection of input states
{ρˆx}, and assume that these states are selected accord-
ing to some prior distribution {px}. A single use of a
quantum channel—such as those governed by (1)—can,
in general, be represented by a completely-positive-trace-
preserving map, M, and the single-use Holevo informa-
tion χ(M) for this channel is given by
χ(M) = S
(∑
x
pxρˆx
)
−
∑
x
pxS (ρˆx) , (3)
where S(ρˆ) is the von Neumann entropy of a state ρˆ.
According to the HSW theorem, the classical capacity of
this channel is
CHSW(M) = sup
n
(
max
{px,ρˆx}
[
χ
(M⊗n)] /n) . (4)
The maximization in the above formula is performed
over all input ensembles {px, ρˆx}, and the regularization
step—the supremum over n channel uses—is necessary
because Holevo information need not be additive.
For the single-mode pure-loss bosonic channel Mpl,
whose transmitter is constrained to use at most NS pho-
tons on average per channel use, the HSW capacity (in
bits/use) was shown to be additive and given by [8]
CHSW(Mpl) = g(ηNS), (5)
where
g(x) ≡ (x+ 1) log2(x+ 1)− x log2(x) (6)
is the von Neumann entropy of a bosonic thermal state
with average photon number x. Moreover, the same
work showed that this capacity was achievable with an
isotropic Gaussian encoding over coherent states. This
capacity exceeds what is achievable with coherent-state
encoding and homodyne or heterodyne detection over the
pure-loss channel, namely,
Chom(Mpl) = 1
2
log2(1 + 4ηNS) (7)
Chet(Mpl) = log2(1 + ηNS), (8)
with Chet(Mpl)/CHSW(Mpl)→ 1 as NS →∞.
The pure-loss channel’s HSW capacity was found in
2004, but it was only last year—with the proof of the
minimum output-entropy conjecture [9, 10]—that the fol-
lowing HSW capacities for the single-mode thermal-noise
and amplifying channels were obtained:
CHSW(Mtherm) = g(ηNS + (1− η)Nenv)
− g((1− η)Nenv) (9)
CHSW(Mamp) = g(κNS + (κ− 1)(Nenv + 1))
− g((κ− 1)(Nenv + 1)). (10)
Note that they too are additive and achieved by isotropic
Gaussian encoding over coherent states [10]. The homo-
dyne and heterodyne capacities for coherent-state com-
munication over the single-mode thermal-noise and am-
plifying channels will be used in Sec. IV, when we address
the LTI channel’s capacity.
The HSW capacities for the single-mode bosonic chan-
nels can be extended to multi-mode channels. For
multiple-spatial-mode, wideband, pure-loss channels, the
ultimate limits on the capacity were derived in [17], where
it was shown that the capacity-achieving encoding em-
ployed all spatial modes and all frequencies. The results
from [9, 10] allow a further extension to include arbitrary
multi-mode combinations of thermal-noise and amplify-
ing channels from (1). Thus, building on the single-mode
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FIG. 1. (color online). (a) Schematic for the transmis-
sion of baseband field operators through a channel comprised
of an LTI filter—with frequency response H(ω) at detun-
ing ω from the optical carrier frequency ω0—and additive,
statistically-stationary, phase-insensitive Gaussian noise Nˆ(t)
with noise spectrum SN (ω) =
∫
dτ〈Nˆ†(t+ τ)Nˆ(t)〉e−iωτ . (b)
Two unit-cell configurations. Configuration 1: 20 dB of at-
tenuation at zero detuning (ω = 0) followed by 20-dB-gain
loss-compensating amplification at zero detuning. Configura-
tion 2: the 20 dB gain system preceding the 20 dB attenuation
system. The systems in both configurations include their as-
sociated noise sources (not shown).
capacity results for quantum attenuators and amplifiers,
[11] evaluated the capacity of a specific Gaussian thermal
memory channel model by considering its singular-value
decomposition. That paper’s memory model, however,
is rather limited in its scope. Providing a more inclu-
sive treatment of bosonic memory channels with additive
Gaussian noise is therefore the goal of the present paper.
III. LINEAR TIME-INVARIANT BOSONIC
CHANNEL
At power levels below the threshold for significant non-
linear effects, the channel model for fiber-optic commu-
nication is a continuous-time LTI filter followed by addi-
tive Gaussian noise. The quantum model from which the
fiber channel’s HSW capacity can be derived then takes
the form shown in Fig. 1(a) for quasimonochromatic op-
eration that is subject to an average power constraint.
Here, Eˆin(t) and Eˆout(t) are baseband
√
photons/sec-
units field operators at the channel’s input and output,
both of which have δ-function commutators:
[EˆJ(t), Eˆ
†
J(u)] = δ(t− u), for J = in, out. (11)
The positive-frequency input and output field operators
are thus Eˆin(t)e
−iω0t and Eˆout(t)e−iω0t, where ω0 is the
optical carrier frequency of the quasimonochromatic—
bandwidth ∆ω  ω0—input-field excitation. The input-
output relation for the Fig. 1(a) channel is therefore
Eˆout(t) =
∫
dτ Eˆin(τ)h(t− τ) + Nˆ(t), (12)
where h(t) is the baseband channel’s impulse response,
which we will assume to be causal (h(t) = 0 for t < 0)
and stable (
∫
dt |h(t)| <∞), and Nˆ(t) is a baseband noise
operator. The filter’s stability ensures that its frequency
response,
H(ω) =
∫
dt h(t)eiωt, (13)
exists and provides the frequency-domain version of the
input-output relation from Eq. (12):
Eˆout(ω) = H(ω)Eˆin(ω) + Nˆ (ω), (14)
where
EˆJ(ω) =
∫
dt EˆJ(t)e
iωt, for J = in, out, (15)
and a similar Fourier transform relates Nˆ (ω) to Nˆ(t).
The presence of the noise operator is required in order
to ensure that the output field operator has the proper
δ-function commutator. In particular, because Eq. (11)
implies that
[EˆJ(ω), Eˆ†J(ω′)] = 2piδ(ω − ω′), for J = in, out, (16)
we have that
[Nˆ (ω), Nˆ †(ω′)] = 2pi(1− |H(ω)|2)δ(ω − ω′). (17)
At frequencies ω ∈ Ωatt for which the filter is attenuating
(|H(ω)| ≤ 1), Eqs. (14) and (17) are similar to what
we have reported earlier for the single-mode attenuating
channel. Likewise, at frequencies ω ∈ Ωamp for which
the filter is amplifying (|H(ω)| > 1), these equations are
similar to those for the single-mode amplifying channel.
All that remains to complete our channel model is to
specify the state associated with the noise operator Nˆ(t)
and to choose some representative frequency responses
for our numerical evaluations of the attenuator-amplifier
and amplifier-attenuator unit cells in Fig. 1(b).
For our noise models we shall assume that the chan-
nel represented by each filter in Fig. 1(b) has the mini-
mum possible noise associated with quasimonochromatic
operation in thermal equilibrium at temperature T K,
in which case Nˆ(t) can be taken to be in a zero-mean,
statistically-stationary Gaussian state that is completely
determined by its phase-insensitive correlation function
RN (τ) = 〈Nˆ†(t+ τ)Nˆ(t)〉 =
∫
dω
2pi
SN (ω)e
iωτ , (18)
4where
SN (ω) =

1− |H(ω)|2
e~ω0/kBT − 1 , for ω ∈ Ωatt
|H(ω)|2 − 1
1− e−~ω0/kBT
, for ω ∈ Ωamp,
(19)
with kB being Boltzmann’s constant. Now, to en-
force the quasimonochromatic condition—which justi-
fies using e±~ω0/kBT in (19) instead of e±~(ω0+ω)/kBT—
we shall assume that H(ω) is narrowband, in compar-
ison with ω0, such as would be the case for a dense
wavelength-division multiplexing (DWDM) filter [18–20].
In particular, for our numerical work we will employ
the fourth-order Butterworth filter, for which |H(ω)| =
H0/(1 + (ω/ωc)
8), where H0 ≤ 1 is an attenuating filter,
H0 > 1 is an amplifying filter, and ωc  ω0 enforces the
quasimonochromatic condition on the channel filter that
will imply a similar quasimonochromatic constraint on
Eˆin(t)’s capacity-achieving excitation spectrum.
IV. CAPACITIES OF BOSONIC LTI CHANNELS
To determine the HSW capacity of the LTI channel
specified above, we begin by introducing a discretization
based on transmitting a stream of Ts-sec long continuous-
time symbols that are bracketed by ∆Ts-sec long guard
bands. In particular, we will assume that the input field
Eˆin(t) is only in a non-vacuum state when |t − n(Ts +
∆Ts)| ≤ Ts/2, for integer n. Likewise, after offsetting the
receiver’s clock by the filter’s group delay, we will assume
that the receiver only measures the output field Eˆout(t)
when |t− n(Ts + ∆Ts)| ≤ Ts/2, for integer n. By taking
Ts to greatly exceed the filter’s bandwidth ωc/2pi, we can
choose a fixed ∆Ts large enough to ignore intersymbol
interference while maintaining ∆Ts  Ts [21]. It follows
that we can focus our attention on a single n value in
our discretization. So, using the n = 0 operator-valued
Fourier series representations,
Eˆin(t) =
∑
k
aˆink
exp(−i2pikt/Ts)√
Ts
, for |t| ≤ Ts/2, (20)
and
Eˆout(t) =
∑
k
aˆoutk
exp(−i2pikt/Ts)√
Ts
, for |t| ≤ Ts/2, (21)
we obtain
aˆoutk = H(2pik/Ts)aˆ
in
k + nˆk, (22)
where
Nˆ(t) =
∑
k
nˆk
exp(−i2pikt/Ts)√
Ts
, for |t| ≤ Ts/2. (23)
The statistics for Nˆ(t) given in the previous sec-
tion together with the high time-bandwidth condition
Tsωc/2pi  1 imply that the noise operator’s Fourier
series is also its Karhunen-Loe`ve series, so that the {nˆk}
are in a product state that is Gaussian, zero-mean, and
completely characterized by
〈nˆ†knˆj〉 = SN (ωk)δkj , (24)
where ωk = 2pik/Ts and δkj is the Kronecker delta
function. The discretized capacity problem is then to
maximize the Holevo information subject to the average
photon-flux constraint [22]
1
Ts + ∆Ts
∑
k
n¯(ωk) ≤ P, (25)
where n¯(ωk) = 〈aˆin†k aˆink 〉. The results of [9, 10] imply that
the discretized-channel’s HSW capacity is achieved by
coherent-state encoding. For such encoding, the Holevo
information rate (in bits/sec) is
χ(P ) =∑
k
{
g[|H(ωk)|2n¯(ωk) + SN (ωk)]− g[SN (ωk)]
}
Ts + ∆Ts
, (26)
and the constrained maximization of χ(P ) can be ac-
complished by a Lagrange multiplier technique, as was
done for the multiple-spatial-mode, broadband, pure-loss
channel in [17] and for the beam splitter and amplifier
cascade channels in [11]. Passing to the limit Ts → ∞
with ∆Ts fixed then yields the LTI channel’s HSW ca-
pacity:
CHSW(P ) =∫
dω
2pi
{
[g[|H(ω)|2n¯(ω) + SN (ω)]− g[SN (ω)]
}
, (27)
with average photon-number distribution given by
n¯(ω) =
max
{[
(eβ/|H(ω)|
2 − 1)−1 − SN (ω)
]
/|H(ω)|2, 0
}
, (28)
where the Lagrange multiplier β is chosen to saturate the
photon-flux bound ∫
dω
2pi
n¯(ω) ≤ P. (29)
The homodyne and heterodyne capacities—to which
we will compare the preceding HSW capacity—presume
coherent-state encoding. Hence their capacities are well
known, because homodyne and heterodyne measure-
ments convert the Fig. 1(a) model into classical LTI
channels with additive Gaussian noise. In particular,
assuming unity homodyne and heterodyne efficiencies,
the homodyne channel corresponding to Fig. 1(a) has
an input that is a real-valued, classical, photon-units
5field Ehomin (t) and an output that is a real-valued, classi-
cal, photon-units field Ehomout (t). The homodyne channel’s
input-output relation is then
Ehomout (t) =
∫
dτ Ehomin (τ)h(t− τ) +Nhom(t), (30)
where Nhom(t) is a stationary, zero-mean, real-
valued Gaussian random process with spectral density
SNhom(ω) = (2SN (ω) + 1)/4 [23]. The corresponding
channel model for heterodyne detection has complex-
valued, classical, photon-units input and output fields
that are related by
Ehetout(t) =
∫
dτ Ehetin (τ)h(t− τ) +Nhet(t), (31)
where Nhet(t) is a stationary, zero-mean, isotropic,
complex-valued Gaussian random process with spectral
density SNhet(ω) = (SN (ω) + 1)/2. Standard Shannon
theory results now lead to the following homodyne and
heterodyne capacities [21]
Chom(P ) =
∫
dω
2pi
1
2
log2
(
1 +
n¯hom(ω)|H(ω)|2
SNhom(ω)
)
, (32)
where
n¯hom(ω) = max
(
βhom/2− SNhom(ω)/|H(ω)|2, 0
)
, (33)
with the Lagrange multiplier βhom chosen to give∫
dω
2pi
n¯hom(ω) = P, (34)
and
Chet(P ) =
∫
dω
2pi
log2
(
1 +
n¯het(ω)|H(ω)|2
2SNhet(ω)
)
, (35)
where
n¯het(ω) = max
(
βhet − 2SNhet(ω)/|H(ω)|2, 0
)
, (36)
with the Lagrange multiplier βhet chosen to give∫
dω
2pi
n¯het(ω) = P. (37)
From Eqs. (33) and (36) it is apparent that the ca-
pacity achieving photon-flux spectra for homodyne and
heterodyne detection have “water-filling” interpreta-
tions, e.g., the photon-flux for homodyne detection is
allocated across detuning frequencies keeping n¯(ω) +
SNhom(ω)/|H(ω)|2 constant while satisfying Eq. (34)
[21, 24].
V. CAPACITIES FOR THE UNIT-CELL
CONFIGURATIONS
Here we will calculate and compare the homodyne, het-
erodyne, and HSW capacities for the unit-cell configura-
tions shown in Fig. 1(b). We will assume that the ampli-
fying and attenuating components of these configurations
have a common normalized frequency response
H¯(ω) =
Hamp(ω)
maxω |Hamp(ω)| =
Hatten(ω)
maxω |Hatten(ω)| , (38)
given by the fourth-order Butterworth filter that was
introduced below (19). The amplifier’s peak gain,
maxω |Hamp(ω)|, which occurs at zero detuning, will be
taken to exactly compensate for the attenuator’s mini-
mum attenuation, maxω |Hatten(ω)|, which also occurs at
that frequency. Furthermore, as in Sec. III, both the am-
plifying and attenuating filters will be taken to have the
minimum possible noise associated with quasimonochro-
matic operation in thermal equilibrium at temperature
T K.
Finding the unit-cell capacities is actually quite simple,
given the results from Sec. III. The frequency domain
input-output relation for configuration 1 is
Eˆout(ω) = Hamp(ω)[Hatt(ω)Eˆin(ω) + Nˆatt(ω)] + Nˆamp(ω),
(39)
which can be reduced to
Eˆout(ω) = H¯2(ω)Eˆin(ω) + Nˆc1(ω), (40)
where the spectrum associated with the noise operator
Nˆc1(ω) is
SNc1(ω) = |Hamp(ω)|2SNatt(ω) + SNamp(ω), (41)
with
SNamp(ω) =
1− |Hamp(ω)|2
e~ω0/kBT − 1 , for |Hamp(ω)| ≤ 1
|Hamp(ω)|2 − 1
1− e−~ω0/kBT , for |Hamp(ω)| > 1,
(42)
and
SNatt(ω) =
1− |H(ω)|2
e~ω0/kBT − 1 . (43)
Similarly, the frequency domain input-output relation for
configuration 2 can be written as
Eˆout(ω) = H¯2(ω)Eˆin(ω) + Nˆc2(ω), (44)
where the spectrum associated with the noise operator
Nˆc2(ω) is
SNc2(ω) = |Hatt(ω)|2SNamp(ω) + SNatt(ω). (45)
The preceding results demonstrate that unit-cell con-
figurations 1 and 2 are both attenuating channels, in the
sense of Fig. 1(a), but they are not minimum-noise atten-
uating channels. Furthermore, both configurations have
the same frequency response for their signal transmission,
but, because configuration 1 has a higher noise spectrum,
configuration 2’s HSW, homodyne, and heterodyne ca-
pacities will exceed their configuration 1 counterparts.
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FIG. 2. (color online). Heterodyne, homodyne, and HSW
capacities versus transmitted photon flux for configuration 1.
The plots assume 1550 nm center wavelength and operation
at T = 300 K with ωc/2pi = 20 GHz fourth-order Butterworth
filters.
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FIG. 3. (color online). Heterodyne, homodyne, and HSW
capacities versus transmitted photon flux for configuration 2.
The plots assume 1550 nm center wavelength and operation
at T = 300 K with ωc/2pi = 20 GHz fourth-order Butterworth
filters.
In Fig. 2, we plot the HSW, heterodyne, and ho-
modyne capacities versus the transmitted photon flux
for configuration 1, where we have assumed a 1550 nm
center wavelength and operation at T = 300 K with
ωc/2pi = 20 GHz fourth-order Butterworth filters.; Fig. 3
contains the corresponding capacity plots for config-
uration 2. As expected, configuration 2’s capacities
exceed their configuration 1 counterparts because of the
latter’s noise spectra being higher than the former’s. For
both configurations, the flat passband and steep-skirted
behavior of the Butterworth filter makes the heterodyne
capacity approach the HSW capacity at high photon-
flux levels, while the heterodyne capacity exceeds the
homodyne capacity for all photon fluxes shown in the
figures.
VI. CONCLUSIONS
In this work, we have presented a quantum mechani-
cal model for optical communication through LTI bosonic
channels with additive Gaussian noise, and we have re-
ported a framework for evaluating their HSW capacities.
Such bosonic channels can represent the effects of quan-
tum amplification or attenuation in a thermal-noise en-
vironment, as encountered in fiber-optic communication
at power levels below the threshold for significant non-
linear effects. Our numerical work provides a compari-
son between the optimum-reception capacity, for a repre-
sentative candidate filter, with corresponding results for
heterodyne and homodyne detection over the same chan-
nel. Although carried out for single-wavelength operation
with fiber propagation in mind, our results can easily be
extended to the multi-wavelength case of DWDM trans-
mission [18, 19, 31, 32]. Likewise, our single unit-cell eval-
uations can easily be extended to treat a chain of such
unit cells. With additional work, to account for fading,
our bosonic channel model could be applied to free-space
optical communication with thermal noise [33, 34].
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