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We study pullback attractors of non-autonomous non-compact
dynamical systems generated by differential equations with non-
autonomous deterministic as well as stochastic forcing terms. We
ﬁrst introduce the concepts of pullback attractors and asymptotic
compactness for such systems. We then prove a suﬃcient and
necessary condition for existence of pullback attractors. We also
introduce the concept of complete orbits for this sort of systems
and use these special solutions to characterize the structures
of pullback attractors. For random systems containing periodic
deterministic forcing terms, we show the pullback attractors
are also periodic under certain conditions. As an application
of the abstract theory, we prove the existence of a unique
pullback attractor for Reaction–Diffusion equations on Rn with
both deterministic and random external terms. Since Sobolev
embeddings are not compact on unbounded domains, the uniform
estimates on the tails of solutions are employed to establish the
asymptotic compactness of solutions.
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1. Introduction
This paper is concerned with the theory of pullback attractors of non-autonomous non-compact
dynamical systems generated by differential equations with both non-autonomous deterministic and
stochastic forcing terms. We will prove a suﬃcient and necessary condition for existence of pullback
attractors for such systems. We will also introduce the concept of D-complete orbits for random sys-
tems and use these special solutions to characterize the structures of D-pullback attractors. In the
deterministic case, the characterization of attractors by complete orbits is well known, see, e.g., [4,26]
for autonomous systems and [11–13] for non-autonomous systems. However, for random dynamical
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taining periodic deterministic forcing, we prove the pullback attractors are also periodic under some
conditions. It seems that periodic random attractors for PDEs was ﬁrst studied in [17] where a quasi-
geostrophic ﬂow model was considered. As an application of our abstract results, we will investigate
the pullback attractors of the following Reaction–Diffusion equation deﬁned on Rn:
du + (λu −u)dt = f (x,u)dt + g(x, t)dt + h(x)dω, (1.1)
with initial data u(x, τ ) = uτ (x), where t > τ with τ ∈ R, x ∈ Rn , λ is a positive constant, g ∈
L2loc(R, L
2(Rn)) and h ∈ H2(Rn) ∩ W 2,p(Rn) for some p  2. f is a smooth nonlinear function sat-
isfying some dissipativeness and growth conditions, and ω is a two-sided real-valued Wiener process
on a probability space. The reader is also referred to [33] for existence of periodic random attractors
for the Navier–Stokes equations, and to [34] for bifurcation of random periodic solutions for parabolic
equations.
Stochastic equations like (1.1) have been used as models to study the phenomena of stochastic
resonance in biology and physics, where g is a time-dependent input signal and ω is a Wiener process
used to test the impact of stochastic ﬂuctuations on g . In this respect, we refer the reader to [19,23,27,
28,36,37] for more details, where the authors have demonstrated that, under certain circumstances,
the noise can help the system to detect weak signals. This is an interesting phenomenon because
noise is generally considered as a nuisance in the process of signal transmission. In the present paper,
we will investigate the long term behavior of stochastic equations like (1.1), especially the pullback
attractors of the equation.
The concept of pullback attractors for random dynamical systems was introduced by the authors
in [16,18,24], and the existence of such attractors for compact systems was established in [1,7,8,14–
18,21,22,24] and the references therein. By a compact random dynamical system, we mean the system
has a compact pullback absorbing set. The results of [16,18,24] can be used to show the existence of
pullback attractors for many PDEs deﬁned in bounded domains. However, these results do not apply to
PDEs deﬁned on unbounded domains or to weakly dissipative PDEs even deﬁned in bounded domains.
The reason is simply because the dynamical systems generated by the equations in such a case are
no longer compact. To solve the problem, the authors of [5] introduced the concept of asymptotic
compactness for random dynamical systems which is an extension of deterministic systems. This type
of asymptotic compactness does not require a system to have a compact pullback absorbing set, and
hence it works for dissipative ODEs on inﬁnite lattices as well as PDEs on unbounded domains, see
e.g., [5,6,30–32]. In this paper, we will further extend the concept of asymptotic compactness to the
case of differential equations with both non-autonomous deterministic and random forcing terms,
and as an example, prove the existence of pullback attractors for Eq. (1.1) deﬁned on the unbounded
domain Rn .
In order to deal with pullback attractors for equations like (1.1), we need to introduce the concept
of cocycles over two parametric spaces Ω1 and Ω2 (see Deﬁnition 2.1 below), where Ω1 is responsible
for the non-autonomous deterministic forcing terms and Ω2 is responsible for the stochastic forcing
terms. This kind of cocycle is an extension of the classical non-autonomous deterministic cocycles
(see, e.g., [9–12,35]) as well as the random cocycles (see, e.g., [1,16,18,24]). More precisely, if Ω2 is
a singleton, then Deﬁnition 2.1 reduces to the concept of non-autonomous deterministic cocycles;
if Ω1 is a singleton instead, the deﬁnition reduces to that of random cocycles; if both Ω1 and Ω2
are singletons, we get the autonomous dynamical systems as discussed in [3,20,25,26]. In the case
where the non-autonomous deterministic terms are periodic, we will examine the periodicity of the
pullback attractors. To this end, we introduce the concept of periodic cocycles in Deﬁnition 2.2. To
deﬁne a pullback attractor, as usual, we need to specify its attraction domain which, in general, is a
collection D of some families of nonempty sets. In the next section, we will extend the concepts of D-
pullback absorbing sets, D-pullback asymptotic compactness and D-pullback attractors to the cocycles
with two parametric spaces, and then prove a suﬃcient and necessary condition for existence of D-
pullback attractors for such cocycles (see Theorem 2.23 below). When a cocycle is T -periodic, we will
show its D-pullback attractor is also T -periodic under some conditions (see Theorems 2.24 and 2.25).
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orbit of cocycle. As demonstrated by Theorems 2.23 and 2.24, the structure of a D-pullback attractor
is fully determined by the D-complete orbits. It seems that the concept of D-complete orbit of cocycle
was not introduced in the literature before, and was not used to describe the structures of D-pullback
random attractors.
Section 3 is devoted to applications of Theorems 2.23, 2.24 and 2.25 to the cocycles generated
by differential equations with deterministic and random forcing terms. Particularly, we discuss how
to choose the parametric space Ω1 for non-autonomous deterministic terms so that the solution
operators of an equation can be formulated into the setting of cocycles presented in Section 2. As
we will see, there are at least two options for choosing the space Ω1. We may take Ω1 either as
the set of all initial times (i.e., Ω1 = R) or as the set of all translations of the deterministic terms.
We further demonstrate that the results obtained by these two approaches are essentially the same.
By appropriately choosing Ω1 and Ω2, we show that the classical existence results of attractors are
covered by Theorems 2.23 and 2.24 as special cases. We will emphasize the deﬁnitions of D-complete
orbits for different parametric spaces.
In the last section, we prove the existence of D-pullback attractors for Eq. (1.1) on Rn by using
the results obtained in Sections 2 and 3. Since the domain Rn is unbounded and Sobolev embeddings
are not compact in this case, we have to appeal to the idea of uniform estimates on the tails of
solutions to establish the D-pullback asymptotic compactness of the equation. This idea can be found
in [29] for autonomous equations and in [35] for non-autonomous deterministic equations and in
[5,6] for random equations with only stochastic forcing terms. The existence of D-pullback attractor
for Eq. (1.1) presented in Section 4 is an extension of those results from [6,35].
Throughout the rest of this paper, we use ‖ · ‖ and (·,·) to denote the norm and the inner product
of L2(Rn), respectively. The norm of Lp(Rn) is written as ‖ · ‖p and the norm of a Banach space X is
written as ‖ · ‖X . The letters c and ci (i = 1,2, . . .) are generic positive constants which may change
their values occasionally.
2. Pullback attractors for cocycles
In this section, we discuss the theory of pullback attractors for random dynamical systems which
is applicable to differential equations with both non-autonomous deterministic and random terms.
This is an extension of the theory for random systems with only stochastic terms as developed in
[5,15,16,18,24]. Our treatment is closest to that of [5,18]. The reader is also referred to [3,4,20,25,26]
for the attractors theory for autonomous dynamical systems.
Let Ω1 be a nonempty set, (Ω2,F2, P ) be a probability space, and (X,d) be a complete separable
metric space with Borel σ -algebra B(X). If x ∈ X and B ⊆ X , we write d(x, B) = inf{d(x,b): b ∈ B}. If
B ⊆ X and C ⊆ X , we write d(C, B) = sup{d(x, B): x ∈ C} for the Hausdorff semi-metric between C
and B . Given ε > 0 and B ⊆ X , the open ε-neighborhood of B in X is denoted by
Nε(B) =
{
x ∈ X: d(x, B) < ε}.
Let 2X be the collection of all subsets of X . A set-valued mapping K : Ω1 × Ω2 → 2X is called
measurable with respect to F2 in Ω2 if the value K (ω1,ω2) is a closed nonempty subset of X for
all ω1 ∈ Ω1 and ω2 ∈ Ω2, and the mapping ω2 ∈ Ω2 → d(x, K (ω1,ω2)) is (F2,B(R))-measurable for
every ﬁxed x ∈ X and ω1 ∈ Ω1. In this case, we also say the family, {K (ω1,ω2): ω1 ∈ Ω1,ω2 ∈ Ω2},
consisting of all values of K , is measurable with respect to F2 in Ω2.
Suppose that there are two groups {θ1(t)}t∈R and {θ2(t)}t∈R acting on Ω1 and Ω2, respec-
tively. More precisely, θ1 : R × Ω1 → Ω1 is a mapping such that θ1(0, ·) is the identity on Ω1,
θ1(s + t, ·) = θ1(t, ·) ◦ θ1(s, ·) for all t, s ∈ R. Similarly, θ2 : R × Ω2 → Ω2 is a (B(R) × F2,F2)-
measurable mapping such that θ2(0, ·) is the identity on Ω2, θ2(s + t, ·) = θ2(t, ·) ◦ θ2(s, ·) for all
t, s ∈R and Pθ2(t, ·) = P for all t ∈R. For convenience, we often write θ1(t, ·) and θ2(t, ·) as θ1,t and
θ2,t , respectively. In the sequel, we will call both (Ω1, {θ1,t}t∈R) and (Ω2,F2, P , {θ2,t}t∈R) a parametric
dynamical system.
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ping Φ : R+ × Ω1 × Ω2 × X → X is called a continuous cocycle on X over (Ω1, {θ1,t}t∈R) and
(Ω2,F2, P , {θ2,t}t∈R) if for all ω1 ∈ Ω1, ω2 ∈ Ω2 and t, τ ∈ R+ , the following conditions are satis-
ﬁed:
(i) Φ(·,ω1, ·, ·) :R+ ×Ω2 × X → X is (B(R+)×F2 ×B(X),B(X))-measurable;
(ii) Φ(0,ω1,ω2, ·) is the identity on X ;
(iii) Φ(t + τ ,ω1,ω2, ·) = Φ(t, θ1,τ ω1, θ2,τ ω2, ·) ◦Φ(τ ,ω1,ω2, ·);
(iv) Φ(t,ω1,ω2, ·) : X → X is continuous.
In this section, we always assume that Φ is a continuous cocycle on X over (Ω1, {θ1,t}t∈R) and
(Ω2,F2, P , {θ2,t}t∈R). The purpose of this section is to study the dynamics of continuous cocycles
on X , including the periodic ones. The periodic cocycles are deﬁned as follows.
Deﬁnition 2.2. Let T be a positive number and Φ be a continuous cocycle on X over (Ω1, {θ1,t}t∈R)
and (Ω2,F2, P , {θ2,t}t∈R). We say Φ is a continuous periodic cocycle on X with period T if for every
t  0, ω1 ∈ Ω1 and ω2 ∈ Ω2, there holds
Φ(t, θ1,Tω1,ω2, ·) = Φ(t,ω1,ω2, ·).
Let D be a family of some subsets of X which is parametrized by (ω1,ω2) ∈ Ω1 × Ω2: D =
{D(ω1,ω2) ⊆ X: ω1 ∈ Ω1, ω2 ∈ Ω2}. Then we can associate with D a set-valued map f D : Ω1×Ω2 →
2X such that f D(ω1,ω2) = D(ω1,ω2) for all ω1 ∈ Ω1 and ω2 ∈ Ω2. It is clear that D = f D(Ω1 ×Ω2).
We say two such families B and D are equal if and only if the corresponding maps f B and f D are
equal. In other words, we have the following deﬁnition.
Deﬁnition 2.3. Let B and D be two families of subsets of X which are parametrized by (ω1,ω2) ∈
Ω1 ×Ω2. Then B and D are said to be equal if B(ω1,ω2) = D(ω1,ω2) for all ω1 ∈ Ω1 and ω2 ∈ Ω2.
In the sequel, we use D to denote a collection of some families of nonempty subsets of X :
D = {D = {∅ 	= D(ω1,ω2) ⊆ X: ω1 ∈ Ω1, ω2 ∈ Ω2}: f D satisﬁes some conditions}. (2.1)
Note that a family D belongs to D if and only if the corresponding map f D satisﬁes certain conditions
rather than the image f D(Ω1×Ω2) of f D . We will discuss existence of attractors for Φ which pullback
attract all elements of D. To this end, we require that the collection D is neighborhood closed in the
following sense.
Deﬁnition 2.4. A collection D of some families of nonempty subsets of X is said to be neighbor-
hood closed if for each D = {D(ω1,ω2): ω1 ∈ Ω1, ω2 ∈ Ω2} ∈ D, there exists a positive number ε
depending on D such that the family
{
B(ω1,ω2): B(ω1,ω2) is a nonempty subset ofNε
(
D(ω1,ω2)
)
, ∀ω1 ∈ Ω1, ∀ω2 ∈ Ω2
}
(2.2)
also belongs to D.
Note that the neighborhood closedness of D implies for each D ∈D,
{
D˜(ω1,ω2): D˜(ω1,ω2) is a nonempty subset of D(ω1,ω2), ∀ω1 ∈ Ω1, ∀ω2 ∈ Ω2
} ∈D. (2.3)
A collection D satisfying (2.3) is said to be inclusion-closed in the literature, see, e.g., [18]. The con-
cept of inclusion-closedness of D is used to ﬁnd a suﬃcient condition for existence of a D-pullback
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tence of such attractors. As we will see later, we need the concept of neighborhood closedness of D
in order to derive a necessary condition for the existence of D-pullback attractors. It is evident that
the neighborhood closedness of D implies the inclusion-closedness of D.
When we study the dynamics of periodic cocycles, we require that the collection D is closed
under translations as deﬁned below. Let T ∈ R and D = {D(ω1,ω2): ω1 ∈ Ω1, ω2 ∈ Ω2} ∈ D. For
each ω1 ∈ Ω1 and ω2 ∈ Ω2, deﬁne a set DT (ω1,ω2) by
DT (ω1,ω2) = D(θ1,Tω1,ω2). (2.4)
Let DT be the collection of all DT (ω1,ω2) as deﬁned by (2.4), that is,
DT =
{
DT (ω1,ω2): DT (ω1,ω2) is given by (2.4), ω1 ∈ Ω1, ω2 ∈ Ω2
}
. (2.5)
Then the family DT given by (2.5) is called the T -translation of D ∈D. Note that, as sets, DT and D
are equal for any D ∈D. However, in general, DT and D are not equal in terms of Deﬁnition 2.3.
Deﬁnition 2.5. Suppose T ∈ R and D is a collection of some families of nonempty subsets of X as
given by (2.1). Let DT be the collection of T -translations of all elements of D, that is,
DT = {DT : DT is the T -translation of D, D ∈D}.
Then DT is called the T -translation of D. If DT ⊆D, we say D is T -translation closed. If DT =D, we
say D is T -translation invariant.
Regarding T -translations, we have the following lemma.
Lemma 2.6. Suppose T ∈R andD is a collection of some families of nonempty subsets of X as given by (2.1).
ThenD−T ⊆D if and only ifD ⊆DT .
Proof. It follows from Deﬁnition 2.5 that, for every B ∈D,
(BT )−T = (B−T )T = B, (2.6)
where BT and B−T are T -translation and −T -translation of B , respectively. Note that (2.6) should be
understood in the sense of Deﬁnition 2.3. Suppose D−T ⊆D and B ∈D. Then we have B−T ∈D and
hence (B−T )T ∈DT , which along with (2.6) shows that B ∈DT . Since B is an arbitrary element of D
we get D ⊆DT .
We now suppose D ⊆ DT and B ∈ D−T . Then there exists E ∈ D such that B = E−T . By E ∈ D
and D ⊆DT , we ﬁnd that there exists G ∈D such that E = GT . It follows from (2.6) that B = E−T =
(GT )−T = G . Since G ∈D we have B ∈D. Since B is an arbitrary element of D−T we get D−T ⊆D.
This completes the proof. 
As an immediate consequence of Lemma 2.6 and Deﬁnition 2.5, we have the following invariance
criterion for D.
Lemma 2.7. Suppose T ∈R and D is a collection of some families of nonempty subsets of X as given by (2.1).
ThenD is T -translation invariant if and only ifD is both T -translation closed and −T -translation closed.
For later purpose, we need the concept of a complete orbit of Φ which is given below.
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R×Ω1 ×Ω2 → X is called a complete orbit of Φ if for every τ ∈R, t  0, ω1 ∈ Ω1 and ω2 ∈ Ω2, the
following holds:
Φ
(
t, θ1,τω1, θ2,τ ω2,ψ(τ ,ω1,ω2)
)= ψ(t + τ ,ω1,ω2). (2.7)
If, in addition, there exists D = {D(ω1,ω2): ω1 ∈ Ω, ω2 ∈ Ω2} ∈D such that ψ(t,ω1,ω2) belongs to
D(θ1,tω1, θ2,tω2) for every t ∈R, ω1 ∈ Ω1 and ω2 ∈ Ω2, then ψ is called a D-complete orbit of Φ .
The following are the concepts regarding invariance of a family of subsets of X .
Deﬁnition 2.9. Let B = {B(ω1,ω2): ω1 ∈ Ω1, ω2 ∈ Ω2} be a family of nonempty subsets of X . We say
that B is positively invariant under Φ if
Φ
(
t,ω1,ω2, B(ω1,ω2)
)⊆ B(θ1,tω1, θ2,tω2), for all t  0, ω1 ∈ Ω1, ω2 ∈ Ω2.
We say that B is invariant under Φ if
Φ
(
t,ω1,ω2, B(ω1,ω2)
)= B(θ1,tω1, θ2,tω2), for all t  0, ω1 ∈ Ω1, ω2 ∈ Ω2.
We say that B is quasi-invariant under Φ if for each map y : Ω1×Ω2 → X with y(ω1,ω2) ∈ B(ω1,ω2)
for all ω1 ∈ Ω1 and ω2 ∈ Ω2, there exists a complete orbit ψ such that ψ(0,ω1,ω2) = y(ω1,ω2) and
ψ(t,ω1,ω2) ∈ B(θ1,tω1, θ2,tω2) for all t ∈R, ω1 ∈ Ω1 and ω2 ∈ Ω2.
It can be proved that a family of nonempty subsets of X is invariant under Φ if and only if the
family is positively invariant and quasi-invariant, which is given by the following lemma.
Lemma 2.10. Let B = {B(ω1,ω2): ω1 ∈ Ω1, ω2 ∈ Ω2} be a family of nonempty subsets of X .
(i) If B is quasi-invariant under Φ , then
B(θ1,tω1, θ2,tω2) ⊆ Φ
(
t,ω1,ω2, B(ω1,ω2)
)
, for all t  0, ω1 ∈ Ω1, ω2 ∈ Ω2. (2.8)
(ii) If B is invariant under Φ , then B is quasi-invariant under Φ .
(iii) B is invariant under Φ if and only if B is positively invariant and quasi-invariant.
Proof. (i) Suppose B is quasi-invariant under Φ . We want to show (2.8). Let t  0 be ﬁxed. For
each ω1 ∈ Ω1 and ω2 ∈ Ω2, let y(ω1,ω2) be an arbitrary element in B(ω1,ω2). Then the quasi-
invariance of B implies that there exists a complete orbit ψ such that ψ(0,ω1,ω2) = y(ω1,ω2) and
ψ(s,ω1,ω2) ∈ B(θ1,sω1, θ2,sω2) for all s ∈ R, for all ω1 ∈ Ω1 and ω2 ∈ Ω2. Furthermore, for each
ω1 ∈ Ω1 and ω2 ∈ Ω2, we have
Φ
(
t, θ1,−tω1, θ2,−tω2,ψ(−t,ω1,ω2)
)= ψ(0,ω1,ω2),
which implies that
Φ
(
t,ω1,ω2,ψ(−t, θ1,tω1, θ2,tω2)
)= ψ(0, θ1,tω1, θ1,tω2). (2.9)
Since ψ(0, θ1,tω1, θ2,tω2) = y(θ1,tω1, θ1,tω2) and ψ(−t, θ1,tω1, θ2,tω2) ∈ B(ω1,ω2), we obtain (2.8)
from (2.9) immediately.
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for all ω1 ∈ Ω1 and ω2 ∈ Ω2. Then we need to show that there exists a complete orbit ψ such that
ψ(0,ω1,ω2) = y(ω1,ω2) and ψ(t,ω1,ω2) ∈ B(θ1,tω1, θ2,tω2) for all t ∈R, ω1 ∈ Ω1 and ω2 ∈ Ω2. Fix
ω1 ∈ Ω1 and ω2 ∈ Ω2. We ﬁrst construct a mapping ψ(·,ω1,ω2) :R→ X with desired properties. By
the invariance of B we have, for all t  0, ω˜1 ∈ Ω1 and ω˜2 ∈ Ω2,
Φ
(
t, θ1,−tω˜1, θ2,−tω˜2, B(θ1,−tω˜1, θ2,−tω˜2)
)= B(ω˜1, ω˜2). (2.10)
Since y(ω1,ω2) ∈ B(ω1,ω2), it follows from (2.10) with t = 1 that there exists z1 ∈ B(θ1,−1ω1,
θ2,−1ω2) such that
Φ(1, θ1,−1ω1, θ2,−1ω2, z1) = y(ω1,ω2). (2.11)
By (2.11) and the cocycle property of Φ we get that, for all t  1,
Φ(t, θ1,−1ω1, θ2,−1ω2, z1) = Φ
(
t − 1,ω1,ω2,Φ(1, θ1,−1ω1, θ2,−1ω2, z1)
)
= Φ(t − 1,ω1,ω2, y(ω1,ω2)).
Note that the invariance of B implies Φ(t, θ1,−1ω1, θ2,−1ω2, z1) ∈ B(θ1,t−1ω1, θ2,t−1ω2). Replacing ω˜1
and ω˜2 in (2.10) by θ1,−1ω1 and θ2,−1ω2, respectively, we get, for all t  0,
Φ
(
t, θ1,−t−1ω1, θ2,−t−1ω2, B(θ1,−t−1ω1, θ2,−t−1ω2)
)= B(θ1,−1ω1, θ2,−1ω2). (2.12)
Since z1 ∈ B(θ1,−1ω1, θ2,−1ω2), from (2.12) with t = 1 we ﬁnd that there exists z2 ∈ B(θ1,−2ω1,
θ2,−2ω2) such that
Φ(1, θ1,−2ω1, θ2,−2ω2, z2) = z1,
which along with the cocycle property of Φ implies that, for all t  1,
Φ(t, θ1,−2ω1, θ2,−2ω2, z2) = Φ(t − 1, θ1,−1ω1, θ2,−1ω2, z1).
The invariance of B again implies Φ(t, θ1,−2ω1, θ2,−2ω2, z2) ∈ B(θ1,t−2ω1, θ2,t−2ω2). Proceeding in-
ductively, we ﬁnd that for every n = 1,2, . . . , there exists zn ∈ B(θ1,−nω1, θ2,−nω2) such that
Φ(n, θ1,−nω1, θ2,−nω2, zn) = y(ω1,ω2) and for all t  0,
Φ(t, θ1,−nω1, θ2,−nω2, zn) ∈ B(θ1,t−nω1, θ2,t−nω2). (2.13)
In addition, for all t  1, we have
Φ(t − 1, θ1,−n+1ω1, θ2,−n+1ω2, zn−1) = Φ(t, θ1,−nω1, θ2,−nω2, zn).
Deﬁne a map ψ(·,ω1,ω2) from R into X such that for every t ∈ R, ψ(t,ω1,ω2) is the common
value of Φ(t + n, θ1,−nω1, θ2,−nω2, zn) for all n  −t . Then we have ψ(0,ω1,ω2) = y(ω1,ω2) and
ψ(t,ω1,ω2) ∈ B(θ1,tω1, θ2,tω2) by (2.13). If t  0, τ ∈R and n−τ , by deﬁnition we ﬁnd that
Φ
(
t, θ1,τω1, θ2,τ ω2,ψ(τ ,ω1,ω2)
)= Φ(t, θ1,τ ω1, θ2,τ ω2,Φ(τ + n, θ1,−nω1, θ2,−nω2, zn))
= Φ(t + τ + n, θ1,−nω1, θ2,−nω2, zn) = ψ(t + τ ,ω1,ω2).
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Note that (iii) follows from (i) and (ii) immediately and thus the proof is completed. 
Deﬁnition 2.11. Let B = {B(ω1,ω2): ω1 ∈ Ω1, ω2 ∈ Ω2} be a family of nonempty subsets of X . For
every ω1 ∈ Ω1 and ω2 ∈ Ω2, let
Ω(B,ω1,ω2) =
⋂
τ0
⋃
tτ
Φ
(
t, θ1,−tω1, θ2,−tω2, B(θ1,−tω1, θ2,−tω2)
)
. (2.14)
Then the family {Ω(B,ω1,ω2): ω1 ∈ Ω1,ω2 ∈ Ω2} is called the Ω-limit set of B and is denoted by
Ω(B).
Remark 2.12. Given ω1 ∈ Ω1 and ω2 ∈ Ω2, it follows from (2.14) that a point y ∈ X belongs to
Ω(B,ω1,ω2) if and only if there exist two sequences tn → ∞ and xn ∈ B(θ1,−tnω1, θ2,−tnω2) such
that
lim
n→∞Φ(tn, θ1,−tnω1, θ2,−tnω2, xn) = y.
Deﬁnition 2.13. Let D be a collection of some families of nonempty subsets of X and K =
{K (ω1,ω2): ω1 ∈ Ω1, ω2 ∈ Ω2} ∈ D. Then K is called a D-pullback absorbing set for Φ if for all
ω1 ∈ Ω1, ω2 ∈ Ω2 and for every B ∈D, there exists T = T (B,ω1,ω2) > 0 such that
Φ
(
t, θ1,−tω1, θ2,−tω2, B(θ1,−tω1, θ2,−tω2)
)⊆ K (ω1,ω2) for all t  T . (2.15)
If, in addition, for all ω1 ∈ Ω1 and ω2 ∈ Ω2, K (ω1,ω2) is a closed nonempty subset of X and K is
measurable with respect to the P -completion of F2 in Ω2, then we say K is a closed measurable
D-pullback absorbing set for Φ .
Deﬁnition 2.14. Let D be a collection of some families of nonempty subsets of X . Then Φ is said to
be D-pullback asymptotically compact in X if for all ω1 ∈ Ω1 and ω2 ∈ Ω2, the sequence
{
Φ(tn, θ1,−tnω1, θ2,−tnω2, xn)
}∞
n=1 has a convergent subsequence in X (2.16)
whenever tn → ∞, and xn ∈ B(θ1,−tnω1, θ2,−tnω2) with {B(ω1,ω2): ω1 ∈ Ω1, ω2 ∈ Ω2} ∈D.
Deﬁnition 2.15. Let D be a collection of some families of nonempty subsets of X and A =
{A(ω1,ω2): ω1 ∈ Ω1, ω2 ∈ Ω2} ∈ D. Then A is called a D-pullback attractor for Φ if the follow-
ing conditions (i)–(iii) are fulﬁlled:
(i) A is measurable with respect to the P -completion of F2 in Ω2 and A(ω1,ω2) is compact for all
ω1 ∈ Ω1 and ω2 ∈ Ω2.
(ii) A is invariant, that is, for every ω1 ∈ Ω1 and ω2 ∈ Ω2,
Φ
(
t,ω1,ω2,A(ω1,ω2)
)=A(θ1,tω1, θ2,tω2), ∀t  0.
(iii) A attracts every member of D, that is, for every B = {B(ω1,ω2): ω1 ∈ Ω1, ω2 ∈ Ω2} ∈ D and
for every ω1 ∈ Ω1 and ω2 ∈ Ω2,
lim
t→∞d
(
Φ
(
t, θ1,−tω1, θ2,−tω2, B(θ1,−tω1, θ2,−tω2)
)
,A(ω1,ω2)
)= 0.
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A(θ1,Tω1,ω2) =A(ω1,ω2), ∀ω1 ∈ Ω1, ∀ω2 ∈ Ω2,
then we say A is periodic with period T .
From Deﬁnition 2.15, the following observation is evident.
Remark 2.16. The D-pullback attractor of Φ , if it exists, must be unique within the collection D. In
other words, if {A(ω1,ω2): ω1 ∈ Ω1, ω2 ∈ Ω2} ∈D and {A˜(ω1,ω2): ω1 ∈ Ω,ω2 ∈ Ω2} ∈D are both
D-pullback attractors for Φ , then we must have A(ω1,ω2) = A˜(ω1,ω2) for all ω1 ∈ Ω1 and ω2 ∈ Ω2.
This follows immediately from conditions (i)–(iii) in Deﬁnition 2.15. Furthermore, if A is a periodic
D-pullback attractor of Φ with period T > 0, then we have
A(θ1,−Tω1,ω2) =A(ω1,ω2), ∀ω1 ∈ Ω1, ∀ω2 ∈ Ω2.
We next discuss the properties of Ω-limit sets of a family of subsets of X .
Lemma 2.17. Let D be a collection of some families of nonempty subsets of X and Φ be a continuous cocycle
on X over (Ω1, {θ1,t}t∈R) and (Ω2,F2, P , {θ2,t}t∈R). Suppose Φ is D-pullback asymptotically compact in X.
Then the following statements are true:
(i) For every D ∈ D, ω1 ∈ Ω1 and ω2 ∈ Ω2 , the Ω-limit set Ω(D,ω1,ω2) is nonempty, compact and at-
tracts D.
(ii) For every D ∈D, the Ω-limit set Ω(D) = {Ω(D,ω1,ω2): ω1 ∈ Ω1, ω2 ∈ Ω2} is quasi-invariant.
(iii) Let D = {D(ω1,ω2): ω1 ∈ Ω1, ω2 ∈ Ω2} belong to D with D(ω1,ω2) being closed in X for all
ω1 ∈ Ω1 and ω2 ∈ Ω2 . If for each ω1 ∈ Ω1 and ω2 ∈ Ω2 , there exists t0 = t0(D,ω1,ω2)  0 such
thatΦ(t, θ1,−tω1, θ2,−tω2, D(θ1,−tω1, θ2,−tω2)) ⊆ D(ω1,ω2) for all t  t0 , then theΩ-limit setΩ(D)
is invariant. In addition, Ω(D,ω1,ω2) ⊆ D(ω1,ω2) for all ω1 ∈ Ω1 and ω2 ∈ Ω2 .
Proof. (i) Let tn → ∞ and xn ∈ D(θ1,−tnω1, θ2,−tnω2). Then the D-pullback asymptotic compactness
of Φ implies that there exists y ∈ X such that, up to a subsequence,
lim
n→∞Φ(tn, θ1,−tnω1, θ2,−tnω2, xn) = y,
which along with Remark 2.12 shows that y ∈ Ω(D,ω1,ω2) and hence Ω(D,ω1,ω2) is nonempty for
all ω1 ∈ Ω1 and ω2 ∈ Ω2.
Let {yn}∞n=1 be a sequence in Ω(D,ω1,ω2). It follows from Remark 2.12 that there exist tn → ∞
and xn ∈ D(θ1,−tnω1, θ2,−tnω2) such that, for all n ∈N,
d
(
Φ(tn, θ1,−tnω1, θ2,−tnω2, xn), yn
)
 1
n
. (2.17)
By the D-pullback asymptotic compactness of Φ we ﬁnd that there exists y ∈ X such that, up to a
subsequence,
lim
n→∞Φ(tn, θ1,−tnω1, θ2,−tnω2, xn) = y,
which together with Remark 2.12 and inequality (2.17) implies that y ∈ Ω(D,ω1,ω2) and yn → y.
Therefore, Ω(D,ω1,ω2) is compact for all ω1 ∈ Ω1 and ω2 ∈ Ω2.
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lim
t→∞d
(
Φ
(
t, θ1,−tω1, θ2,−tω2, D(θ1,−tω1, θ2,−tω2)
)
,Ω(D,ω1,ω2)
)= 0. (2.18)
Suppose (2.18) is not true. Then there exist ω1 ∈ Ω1, ω2 ∈ Ω2, ε0 > 0, tn → ∞ and xn ∈
D(θ1,−tnω1, θ2,−tnω2) such that for all n ∈N,
d
(
Φ(tn, θ1,−tnω1, θ2,−tnω2, xn),Ω(D,ω1,ω2)
)
 ε0. (2.19)
By the D-pullback compactness of Φ and Remark 2.12, there exists y ∈ Ω(D,ω1,ω2) such that, up
to a subsequence, Φ(tn, θ1,−tnω1, θ2,−tnω2, xn) → y. On the other hand, it follows from (2.19) that
d(y,Ω(D,ω1,ω2)) ε0, a contradiction with y ∈ Ω(D,ω1,ω2). This proves (2.18).
(ii) Let y : Ω1 × Ω2 → X be a mapping such that y(ω1,ω2) ∈ Ω(D,ω1,ω2) for all ω1 ∈ Ω1 and
ω2 ∈ Ω2. Then we need to show that there exists a complete orbit ψ such that ψ(0,ω1,ω2) =
y(ω1,ω2) and ψ(t,ω1,ω2) ∈ Ω(D, θ1,tω1, θ2,tω2) for all t ∈ R, ω1 ∈ Ω1 and ω2 ∈ Ω2. Fix ω1 ∈ Ω1
and ω2 ∈ Ω2. We ﬁrst construct a mapping ψω1,ω2 : R → X such that ψω1,ω2 (0) = y(ω1,ω2) and
ψω1,ω2 (t) ∈ Ω(D, θ1,tω1, θ2,tω2) for all t ∈ R. Since y(ω1,ω2) ∈ Ω(D,ω1,ω2), by Remark 2.12 we
ﬁnd that there exist tn → ∞ and xn ∈ D(θ1,−tnω1, θ2,−tnω2) such that
lim
n→∞Φ(tn, θ1,−tnω1, θ2,−tnω2, xn) = y(ω1,ω2). (2.20)
By (2.20) and the continuity of Φ we have, for all t  0,
lim
n→∞Φ
(
t,ω1,ω2,Φ(tn, θ1,−tnω1, θ2,−tnω2, xn)
)= Φ(t,ω1,ω2, y(ω1,ω2)).
Then the cocycle property of Φ implies that, for all t  0,
lim
n→∞Φ(tn + t, θ1,−tn−tθ1,tω1, θ2,−tn−tθ2,tω2, xn) = Φ
(
t,ω1,ω2, y(ω1,ω2)
)
. (2.21)
It follows from (2.21) and Remark 2.12 that, for all t  0,
Φ
(
t,ω1,ω2, y(ω1,ω2)
) ∈ Ω(D, θ1,tω1, θ2,tω2).
Let N1 be large enough such that tn  1 for n  N1. Consider the sequence Φ(tn − 1, θ1,−tnω1,
θ2,−tnω2, xn) = Φ(tn − 1, θ1,−tn+1θ1,−1ω1, θ2,−tn+1θ2,−1ω2, xn). Then the D-pullback asymptotic com-
pactness of Φ implies that there exist y1 ∈ X and a subsequence, which is still denoted by the same
one, such that
lim
n→∞Φ(tn − 1, θ1,−tnω1, θ2,−tnω2, xn) = limn→∞Φ(tn − 1, θ1,−tn+1θ1,−1ω1, θ2,−tn+1θ2,−1ω2, xn)
= y1. (2.22)
By (2.22) and Remark 2.12 we have y1 ∈ Ω(D, θ1,−1ω1, θ2,−1ω2). By the continuity of Φ again, we
get that, for all t  0,
lim
n→∞Φ
(
t, θ1,−1ω1, θ2,−1ω2,Φ(tn − 1, θ1,−tnω1, θ2,−tnω2, xn)
)= Φ(t, θ1,−1ω1, θ2,−1ω2, y1),
which along with the cocycle property of Φ shows that, for t  0,
lim Φ(tn + t − 1, θ1,−tnω1, θ2,−tnω2, xn) = Φ(t, θ1,−1ω1, θ2,−1ω2, y1). (2.23)n→∞
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Φ(t, θ1,−1ω1, θ2,−1ω2, y1) ∈ Ω(D, θ1,t−1ω1, θ2,t−1ω2).
On the other hand, it follows from (2.21) that, for all t  1,
lim
n→∞Φ(tn + t − 1, θ1,−tnω1, θ2,−tnω2, xn) = Φ
(
t − 1,ω1,ω2, y(ω1,ω2)
)
. (2.24)
By (2.23)–(2.24) we get, for all t  1,
Φ(t, θ1,−1ω1, θ2,−1ω2, y1) = Φ
(
t − 1,ω1,ω2, y(ω1,ω2)
)
.
In particular, for t = 1 we have y(ω1,ω2) = Φ(1, θ1,−1ω1, θ2,−1ω2, y1). Continuing this process, by
a diagonal argument, we ﬁnd that for every m = 1,2, . . . , there exists ym ∈ Ω(D, θ1,−mω1, θ2,−mω2)
such that Φ(m, θ1,−mω1, θ2,−mω2, ym) = y(ω1,ω2) and for all t  0,
Φ(t, θ1,−mω1, θ2,−mω2, ym) ∈ Ω(D, θ1,t−mω1, θ2,t−mω2). (2.25)
Furthermore, for all t  1, we have
Φ(t − 1, θ1,−m+1ω1, θ2,−m+1ω2, ym−1) = Φ(t, θ1,−mω1, θ2,−mω2, ym).
We now deﬁne a mapping ψω1,ω2 : R → X such that for every t ∈ R, ψω1,ω2 (t) is the common
value of Φ(t +m, θ1,−mω1, θ2,−mω2, ym) for all m−t . Then we have ψω1,ω2 (0) = y(ω1,ω2). It also
follows from (2.25) that ψω1,ω2 (t) ∈ Ω(D, θ1,tω1, θ2,tω2) for all t ∈R. If t  0, τ ∈R and m−τ , by
the deﬁnition of ψω1,ω2 we have
Φ
(
t, θ1,τ ω1, θ2,τ ω2,ψω1,ω2(τ )
)
= Φ(t, θ1,τ ω1, θ2,τ ω2,Φ(τ +m, θ1,−mω1, θ2,−mω2, ym))
= Φ(t + τ +m, θ1,−mω1, θ2,−mω2, ym) = ψω1,ω2(t + τ ). (2.26)
Let ψ : R× Ω1 × Ω2 → X be the map given by ψ(t,ω1,ω2) = ψω1,ω2 (t) for all t ∈ R, ω1 ∈ Ω1 and
ω2 ∈ Ω2. It follows from (2.26) that ψ is a complete orbit of Φ . In addition, ψ(0,ω1,ω2) = y(ω1,ω2)
and ψ(t,ω1,ω2) ∈ Ω(D, θ1,tω1, θ2,tω2) for all t ∈R. This shows that Ω(D) is quasi-invariant under Φ .
(iii) We now prove the invariance of Ω(D). By the quasi-invariance (ii) of Ω(D) and Lemma 2.10
we get that, for every t  0, ω1 ∈ Ω1 and ω2 ∈ Ω2,
Ω(D, θ1,tω1, θ2,tω2) ⊆ Φ
(
t,ω1,ω2,Ω(D,ω1,ω2)
)
. (2.27)
We now prove the converse inclusion relation of (2.27). Note that (2.27) implies that, for all
r  0, Ω(D,ω1,ω2) ⊆ Φ(r, θ1,−rω1, θ2,−rω2,Ω(D, θ1,−rω1, θ2,−rω2)) and therefore for every t  0
and r  0,
Φ
(
t,ω1,ω2,Ω(D,ω1,ω2)
)
⊆ Φ(t,ω1,ω2,Φ(r, θ1,−rω1, θ2,−rω2,Ω(D, θ1,−rω1, θ2,−rω2)))
= Φ(t + r, θ1,−rω1, θ2,−rω2,Ω(D, θ1,−rω1, θ2,−rω2))
= Φ(s, θ1,−sθ1,tω1, θ2,−sθ2,tω2,Ω(D, θ1,−sθ1,tω1, θ2,−sθ2,tω2)), (2.28)
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hence, by Deﬁnition 2.11 we get
Ω(D,ω1,ω2) ⊆
⋃
tt0
Φ
(
t, θ1,−tω1, θ2,−tω2, D(θ1,−tω1, θ2,−tω2)
)
⊆ D(ω1,ω2) = D(ω1,ω2). (2.29)
Here we have used the assumption that D(ω1,ω2) is closed in X . It follows from (2.18) and (2.29)
that
lim
s→∞d
(
Φ
(
s, θ1,−sθ1,tω1, θ2,−sθ2,tω2,Ω(D, θ1,−sθ1,tω1, θ2,−sθ2,tω2)
)
,Ω(D, θ1,tω1, θ2,tω2)
)= 0.
(2.30)
By (2.28) and (2.30) we get
d
(
Φ
(
t,ω1,ω2,Ω(D,ω1,ω2)
)
,Ω(D, θ1,tω1, θ2,tω2)
)= 0,
and hence we have Φ(t,ω1,ω2,Ω(D,ω1,ω2)) ⊆ Ω(D, θ1,tω1, θ2,tω2), from which and (2.27) the in-
variance of Ω(D) follows. The invariance of Ω(D) and (2.29) yield (iii). 
As stated below, the structure of the D-pullback attractor of Φ is fully determined by the D-
complete orbits.
Lemma 2.18. Let D be a collection of some families of nonempty subsets of X and Φ be a continuous
cocycle on X over (Ω1, {θ1,t}t∈R) and (Ω2,F2, P , {θ2,t}t∈R). Suppose that Φ has a D-pullback attractor
A= {A(ω1,ω2): ω1 ∈ Ω1, ω2 ∈ Ω2} ∈D. Then, for every ω1 ∈ Ω1 and ω2 ∈ Ω2 ,
A(ω1,ω2) =
{
ψ(0,ω1,ω2): ψ is aD-complete orbit of Φ
}
.
Proof. Given ω1 ∈ Ω1 and ω2 ∈ Ω2, let B(ω1,ω2) be the set consisting of all ψ(0,ω1,ω2) for D-
complete orbits ψ . We ﬁrst prove B(ω1,ω2) ⊆A(ω1,ω2). Let y ∈ B(ω1,ω2). Then there exist D ∈D
and a complete orbit ψ such that y = ψ(0,ω1,ω2) and ψ(t,ω1,ω2) ∈ D(θ1,tω1, θ2,tω2) for all t ∈ R.
By the attraction property of A we have
lim
t→∞d
(
Φ
(
t, θ1,−tω1, θ2,−tω2, D(θ1,−tω1, θ2,−tω2)
)
,A(ω1,ω2)
)= 0,
which implies that
lim
t→∞d
(
Φ
(
t, θ1,−tω1, θ2,−tω2,ψ(−t,ω1,ω2)
)
,A(ω1,ω2)
)= 0. (2.31)
It follows from (2.7) and (2.31) that d(ψ(0,ω1,ω2),A(ω1,ω2)) = 0, and hence y = ψ(0,ω1,ω2) ∈
A(ω1,ω2). This shows that B(ω1,ω2) ⊆A(ω1,ω2).
We next prove A(ω1,ω2) ⊆ B(ω1,ω2). Since A is invariant, by Lemma 2.10 we ﬁnd that A is
quasi-invariant. Therefore, given ω1 ∈ Ω1, ω2 ∈ Ω2 and y(ω1,ω2) ∈A(ω1,ω2) there exists a complete
orbit ψ such that ψ(0,ω1,ω2) = y(ω1,ω2) and ψ(t,ω1,ω2) ∈ A(θ1,tω1, θ2,tω2) for all t ∈ R. Since
A ∈ D, we see that ψ is a D-complete orbit. Therefore, by deﬁnition, y(ω1,ω2) = ψ(0,ω1,ω2) ∈
B(ω1,ω2). This proves A(ω1,ω2) ⊆ B(ω1,ω2). 
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cocycle on X over (Ω1, {θ1,t}t∈R) and (Ω2,F2, P , {θ2,t}t∈R). Suppose that Φ has a D-pullback attractor
A= {A(ω1,ω2): ω1 ∈ Ω1, ω2 ∈ Ω2} ∈D. Then Φ isD-pullback asymptotically compact in X.
Proof. Let tn → ∞, B ∈ D and xn ∈ B(θ1,−tnω1, θ2,−tnω2). We will show that the sequence{Φ(tn, θ1,−tnω1, θ2,−tnω2, xn)}∞n=1 has a convergent subsequence in X . By the attraction property of A,
for every ω1 ∈ Ω1, ω2 ∈ Ω2 and m ∈N, there exist zm ∈A(ω1,ω2) and tnm ∈ {tn: n ∈N} with tnm m
and xnm ∈ {xn: n ∈N} such that
d
(
Φ(tnm , θ1,−tnmω1, θ2,−tnmω2, xnm ), zm
)
 1
m
. (2.32)
The compactness of A(ω1,ω2) implies that {zm}∞m=1 has a convergent subsequence in X , which along
with (2.32) shows that Φ(tnm , θ1,−tnmω1, θ2,−tnmω2, xnm ) has a convergent subsequence, and hence Φ
is D-pullback asymptotically compact in X . 
Lemma 2.20. LetD be a neighborhood closed collection of some families of nonempty subsets of X , and Φ be
a continuous cocycle on X over (Ω1, {θ1,t}t∈R) and (Ω2,F2, P , {θ2,t}t∈R). Suppose that Φ has a D-pullback
attractor A= {A(ω1,ω2): ω1 ∈ Ω1, ω2 ∈ Ω2} ∈D. Then Φ has a closed D-pullback absorbing set K that
is measurable with respect to the P -completion of F2 in Ω2 .
Proof. Since A ∈D and D is neighborhood closed, there exists ε > 0 such that
{
B(ω1,ω2): B(ω1,ω2) is a nonempty subset ofNε
(A(ω1,ω2)), ∀ω1 ∈ Ω1, ∀ω2 ∈ Ω2} ∈D.
(2.33)
Choose an arbitrary number ε1 ∈ (0, ε). Given ω1 ∈ Ω1 and ω2 ∈ Ω2, let K (ω1,ω2) be the closed
neighborhood of A(ω1,ω2) with radius ε1, that is,
K (ω1,ω2) =
{
x ∈ X: d(x,A(ω1,ω2)) ε1}. (2.34)
By (2.33) we have K = {K (ω1,ω2): ω1 ∈ Ω1, ω2 ∈ Ω2} ∈D. By the attraction property of A, we ﬁnd
that K is a closed D-pullback absorbing set of Φ . We now prove the measurability of K with respect
to the P -completion of F2, that is denoted by F¯2. Given ω1 ∈ Ω1 and x ∈ X , by the measurability of A
we ﬁnd the mapping: ω2 ∈ Ω2 → d(x,A(ω1,ω2)), is measurable with respect to F¯2. In addition, the
mapping: x ∈ X → d(x,A(ω1,ω2)) is continuous. Therefore the mapping (ω2, x) → d(x,A(ω1,ω2)) is
measurable with respect to F¯2 × B(X). Thus we have the set {(ω2, x) ∈ Ω2 × X: x ∈ K (ω1,ω2)} =
{(ω2, x) ∈ Ω2 × X: d(x,A(ω1,ω2))  ε1} ∈ F¯2 × B(X). This shows that the graph of the set-valued
mapping: ω2 → K (ω1,ω2), is in F¯2 × B(X). Then the measurability of K with respect to F¯2 follows
from Theorem 8.1.4 in [2]. 
Lemma 2.21. Let D be an inclusion-closed collection of some families of nonempty subsets of X and
Φ be a continuous cocycle on X over (Ω1, {θ1,t}t∈R) and (Ω2,F2, P , {θ2,t}t∈R). Suppose that K =
{K (ω1,ω2): ω1 ∈ Ω1, ω2 ∈ Ω2} ∈ D is a closed measurable (w.r.t. the P -completion of F2) D-pullback
absorbing set for Φ inD and Φ isD-pullback asymptotically compact in X. Then Φ has a uniqueD-pullback
attractorA= {A(ω1,ω2): ω1 ∈ Ω1, ω2 ∈ Ω2} ∈D which is given by, for all ω1 ∈ Ω1 and ω2 ∈ Ω2 ,
A(ω1,ω2) = Ω(K ,ω1,ω2) =
⋂
τ0
⋃
tτ
Φ
(
t, θ1,−tω1, θ2,−tω2, K (θ1,−tω1, θ2,−tω2)
)
. (2.35)
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in Remark 2.16. Since K is a closed D-pullback absorbing set of Φ , it follows from Lemma 2.17
that, for each ω1 ∈ Ω1 and ω2 ∈ Ω2, A(ω1,ω2) = Ω(K ,ω1,ω2) is a nonempty compact sub-
set of X and A(ω1,ω2) ⊂ K (ω1,ω2). Since D is inclusion-closed and K ∈ D, we see that A =
{A(ω1,ω2): ω1 ∈ Ω1, ω2 ∈ Ω2} ∈ D. Further, Lemma 2.17 implies that A is invariant. Therefore,
the proof will be completed if we can show the measurability of A with respect to the P -completion
of F2 and the attraction of A on all members of D.
We ﬁrst prove that A attracts all elements of D. By Lemma 2.17 we ﬁnd that A attracts K , that
is, given ε > 0, ω1 ∈ Ω1 and ω2 ∈ Ω2, there exists t1 = t1(ε,ω1,ω2) > 0 such that
d
(
Φ
(
t1, θ1,−t1ω1, θ2,−t1ω2, K (θ1,−t1ω1, θ2,−t1ω2)
)
,A(ω1,ω2)
)
< ε. (2.36)
Then by the absorption property of K we get that, for every D ∈D, there exists T = T (D,ω1,ω2, ε) >
0 such that for all t > T ,
Φ
(
t, θ1,−t(θ1,−t1ω1), θ2,−t(θ2,−t1ω2), D
(
θ1,−t(θ1,−t1ω1), θ2,−t(θ2,−t1ω2)
))
⊆ K (θ1,−t1ω1, θ2,−t1ω2),
which implies that, for all t > T ,
Φ
(
t + t1, θ1,−t−t1ω1, θ2,−t−t1ω2, D(θ1,−t−t1ω1, θ2,−t−t1ω2)
)
= Φ(t1, θ1,−t1ω1, θ2,−t1ω2,Φ(t, θ1,−t−t1ω1, θ2,−t−t1ω2, D(θ1,−t−t1ω1, θ2,−t−t1ω2)))
⊆ Φ(t1, θ1,−t1ω1, θ2,−t1ω2, K (θ1,−t1ω1, θ2,−t1ω2)). (2.37)
It follows from (2.36)–(2.37) that, for all t > T + t1,
d
(
Φ
(
t, θ1,−tω1, θ2,−tω2, D(θ1,−tω1, θ2,−tω2)
)
,A(ω1,ω2)
)
< ε.
This shows that A attracts all members of D.
We next prove the measurability of A with respect to the P -completion of F2. It follows from
(2.35) that
A(ω1,ω2) =
∞⋂
n=1
⋃
tn
Φ
(
t, θ1,−tω1, θ2,−tω2, K (θ1,−tω1, θ2,−tω2)
)
, (2.38)
where n ∈N. By (2.38) we ﬁnd that, for n,m ∈N,
∞⋂
n=1
∞⋃
m=n
Φ
(
m, θ1,−mω1, θ2,−mω2, K (θ1,−mω1, θ2,−mω2)
)⊆A(ω1,ω2). (2.39)
On the other hand, since A(ω1,ω2) ⊆ K (ω1,ω2) for all ω1 ∈ Ω1 and ω2 ∈ Ω2, we have for all m ∈N,
Φ
(
m, θ1,−mω1, θ2,−mω2,A(θ1,−mω1, θ2,−mω2)
)
⊆ Φ(m, θ1,−mω1, θ2,−mω2, K (θ1,−mω1, θ2,−mω2))
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A(ω1,ω2) ⊆ Φ
(
m, θ1,−mω1, θ2,−mω2, K (θ1,−mω1, θ2,−mω2)
)
. (2.40)
Therefore we get that
A(ω1,ω2) ⊆
∞⋂
n=1
∞⋃
m=n
Φ
(
m, θ1,−mω1, θ2,−mω2, K (θ1,−mω1, θ2,−mω2)
)
,
from which and (2.39) we obtain
A(ω1,ω2) =
∞⋂
n=1
∞⋃
m=n
Φ
(
m, θ1,−mω1, θ2,−mω2, K (θ1,−mω1, θ2,−mω2)
)
. (2.41)
By conditions (i) and (iv) in Deﬁnition 2.1, and the measurability of θ2, we ﬁnd that, for every ﬁxed
m ∈ N and ω1 ∈ Ω1, the mapping Φ(m, θ1,−mω1, θ2,−mω2, x) is (F2,B(X))-measurable in ω2 and is
continuous in x. In addition, the set-valued mapping ω2 → K (θ1,−mω1, θ2,−mω2) has closed images
and is measurable with respect to the P -completion of F2. Then it follows from [2] (Theorem 8.2.8)
that for every ﬁxed m ∈N and ω1 ∈ Ω1, the mapping
ω2 → Φ
(
m, θ1,−mω1, θ2,−mω2, K (θ1,−mω1, θ2,−mω2)
)
is measurable with respect to the P -completion of F2. Therefore, by Theorem 8.2.4 in [2], we ﬁnd
that, for every ﬁxed ω1 ∈ Ω1, the set-valued mapping
ω2 →
∞⋂
n=1
∞⋃
m=n
Φ
(
m, θ1,−mω1, θ2,−mω2, K (θ1,−mω1, θ2,−mω2)
)
is measurable with respect to the P -completion of F2, which implies that the mapping
ω2 →
∞⋂
n=1
∞⋃
m=n
Φ
(
m, θ1,−mω1, θ2,−mω2, K (θ1,−mω1, θ2,−mω2)
)
(2.42)
is measurable with respect to the P -completion of F2. Then, for every ﬁxed ω1 ∈ Ω1, the measura-
bility of A(ω1, ·) with respect to the P -completion of F2 follows from (2.41) and (2.42). 
Note that the attractor constructed in Lemma 2.21 is measurable with respect to the P -completion
of F2 rather than F2 itself. This is because the measurability of the attractor is obtained by using
Theorem 8.2.4 in [2], and this theorem requires that the probability space is complete.
Lemma 2.22. Let all assumptions of Lemma 2.21 hold. Then the uniqueD-pullback attractorA of Φ inD can
be characterized by, for all ω1 ∈ Ω1 and ω2 ∈ Ω2 ,
A(ω1,ω2) =
⋃
B∈D
Ω(B,ω1,ω2), (2.43)
where Ω(B,ω1,ω2), as given by (2.14), is the Ω-limit set of B corresponding to ω1 and ω2 .
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set K is in D. So we only need to show the reverse inclusion relation. Let y ∈⋃B∈DΩ(B,ω1,ω2).
Then there exists B ∈ D such that y ∈ Ω(B,ω1,ω2). It follows from Remark 2.12 that there exist
tn → ∞ and xn ∈ B(θ1,−tnω1, θ2,−tnω2) such that
lim
n→∞Φ(tn, θ1,−tnω1, θ2,−tnω2, xn) = y. (2.44)
By the attraction property of A we get
lim
n→∞d
(
Φ
(
tn, θ1,−tnω1, θ2,−tnω2, B(θ1,−tnω1, θ2,−tnω2)
)
,A(ω1,ω2)
)= 0. (2.45)
From (2.44)–(2.45) we obtain that d(y,A(ω1,ω2)) = 0, and hence y ∈A(ω1,ω2) due to the compact-
ness of A(ω1,ω2). This shows that
⋃
B∈DΩ(B,ω1,ω2) ⊆A(ω1,ω2) and thus (2.43) follows. 
From Lemma 2.18 up to Lemma 2.22, we immediately obtain the following main result of this
section.
Theorem 2.23. LetD be a neighborhood closed collection of some families of nonempty subsets of X andΦ be
a continuous cocycle on X over (Ω1, {θ1,t}t∈R) and (Ω2,F2, P , {θ2,t}t∈R). ThenΦ has aD-pullback attractor
A in D if and only if Φ is D-pullback asymptotically compact in X and Φ has a closed measurable (w.r.t. the
P -completion of F2) D-pullback absorbing set K in D. The D-pullback attractorA is unique and is given by,
for each ω1 ∈ Ω1 and ω2 ∈ Ω2 ,
A(ω1,ω2) = Ω(K ,ω1,ω2) =
⋃
B∈D
Ω(B,ω1,ω2) (2.46)
= {ψ(0,ω1,ω2): ψ is aD-complete orbit of Φ}. (2.47)
We now prove the periodicity of D-pullback of attractors for a periodic cocycle under certain
conditions.
Theorem 2.24. Suppose Φ is a continuous periodic cocycle with period T > 0 on X over (Ω1, {θ1,t}t∈R) and
(Ω2,F2, P , {θ2,t}t∈R). LetD be a neighborhood closed and T -translation invariant collection of some families
of nonempty subsets of X . If Φ is D-pullback asymptotically compact in X and Φ has a closed measurable
(w.r.t. the P -completion of F2) D-pullback absorbing set K in D, then Φ has a unique periodic D-pullback
attractorA ∈D with period T , i.e.,A(θ1,Tω1,ω2) =A(ω1,ω2).
Proof. It follows from Theorem 2.23 that Φ has a unique D-pullback attractor A ∈D which is given
by (2.46) and (2.47). We may use either (2.46) or (2.47) to prove Theorem 2.24. We here use the
latter to ﬁrst prove A(θ1,Tω1,ω2) ⊆A(ω1,ω2) for all ω1 ∈ Ω1 and ω2 ∈ Ω2.
Fix ω1 ∈ Ω1 and ω2 ∈ Ω2 and take y ∈ A(θ1,Tω1,ω2). It follows from (2.47) that there exists a
D-complete orbit ψ of Φ such that y = ψ(0, θ1,Tω1,ω2). Since ψ is a complete orbit of Φ , for any
t  0, τ ∈R, ω˜1 ∈ Ω1 and ω˜2 ∈ Ω2, we have
Φ
(
t, θ1,τ+T ω˜1, θ2,τ ω˜2,ψ(τ , θ1,T ω˜1, ω˜2)
)= ψ(t + τ , θ1,T ω˜1, ω˜2). (2.48)
Since ψ is a D-complete orbit, there exists D ∈D such that
ψ(t, θ1,T ω˜1, ω˜2) ∈ D(θ1,t+T ω˜1, θ2,tω˜2) = DT (θ1,tω˜1, θ2,tω˜2), (2.49)
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that
u(t, ω˜1, ω˜2) = ψ(t, θ1,T ω˜1, ω˜2), ∀t ∈R, ∀ω˜1 ∈ Ω1, ∀ω˜2 ∈ Ω2. (2.50)
We next prove u is a complete orbit of Φ . It follows from (2.50) that for all t  0, τ ∈R, ω˜1 ∈ Ω1 and
ω˜2 ∈ Ω2,
Φ
(
t, θ1,τ ω˜1, θ2,τ ω˜2,u(τ , ω˜1, ω˜2)
)= Φ(t, θ1,τ ω˜1, θ2,τ ω˜2,ψ(τ , θ1,T ω˜1, ω˜2))
= Φ(t, θ1,τ+T ω˜1, θ2,τ ω˜2,ψ(τ , θ1,T ω˜1, ω˜2))
= ψ(t + τ , θ1,T ω˜1, ω˜2) = u(t + τ , ω˜1, ω˜2), (2.51)
where we have used the T -periodicity of Φ , (2.48) and (2.50). By (2.51) we see that u is a complete
orbit of Φ . We now prove that u is actually a D-complete orbit. It follows from (2.49) and (2.50) that
for all t  0, ω˜1 ∈ Ω1 and ω˜2 ∈ Ω2,
u(t, ω˜1, ω˜2) = ψ(t, θ1,T ω˜1, ω˜2) ∈ DT (θ1,tω˜1, θ2,tω˜2). (2.52)
Since D ∈D and D is T -translation invariant, we know DT ∈D, which along with (2.52) shows that
u is a D-complete orbit. Then it follows from (2.47) that u(0,ω1,ω2) ∈A(ω1,ω2). By (2.50) we have
u(0,ω1,ω2) = ψ(0, θ1,Tω1,ω2) = y. Therefore we get y ∈A(ω1,ω2). Since y is an arbitrary element
of A(θ1,Tω1,ω2) we ﬁnd that
A(θ1,Tω1,ω2) ⊆A(ω1,ω2), for all ω1 ∈ Ω1 and ω2 ∈ Ω2. (2.53)
We now prove the converse of (2.53). Let y ∈A(ω1,ω2). By (2.47) we ﬁnd that there exists a D-
complete orbit ψ of Φ such that y = ψ(0,ω1,ω2). Since ψ is a complete orbit, for any t  0, τ ∈ R,
ω˜1 ∈ Ω1 and ω˜2 ∈ Ω2, we have
Φ
(
t, θ1,τ−T ω˜1, θ2,τ ω˜2,ψ(τ , θ1,−T ω˜1, ω˜2)
)= ψ(t + τ , θ1,−T ω˜1, ω˜2). (2.54)
Since ψ is a D-complete orbit, there exists D ∈D such that
ψ(t, θ1,−T ω˜1, ω˜2) ∈ D(θ1,t−T ω˜1, θ2,tω˜2) = D−T (θ1,tω˜1, θ2,tω˜2). (2.55)
Deﬁne a map v :R×Ω1 ×Ω2 → X such that
v(t, ω˜1, ω˜2) = ψ(t, θ1,−T ω˜1, ω˜2), ∀t ∈R, ∀ω˜1 ∈ Ω1, ∀ω˜2 ∈ Ω2. (2.56)
By using the T -periodicity of Φ , (2.54) and (2.56), following the proof for u, we can show that v is a
complete orbit of Φ . In addition, by (2.55) and (2.56), we ﬁnd that for all t  0, ω˜1 ∈ Ω1 and ω˜2 ∈ Ω2,
v(t, ω˜1, ω˜2) = ψ(t, θ1,−T ω˜1, ω˜2) ∈ D−T (θ1,tω˜1, θ2,tω˜2). (2.57)
Since D ∈D and D is T -translation invariant, it follows from Lemma 2.7 that D−T ∈D, which along
with (2.57) shows that v is a D-complete orbit. Then it follows from (2.47) that v(0, θ1,Tω1,ω2) ∈
A(θ1,Tω1,ω2). But by (2.56) we have v(0, θ1,Tω1,ω2) = ψ(0,ω1,ω2) = y. Thus we obtain y ∈
A(θ1,Tω1,ω2), from which we get that A(ω1,ω2) ⊆A(θ1,Tω1,ω2). This along with (2.53) concludes
the proof. 
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on the existence of periodic pullback absorbing sets.
Theorem 2.25. LetD be a neighborhood closed collection of some families of nonempty subsets of X . Suppose
Φ is a continuous periodic cocycle with period T > 0 on X over (Ω1, {θ1,t}t∈R) and (Ω2,F2, P , {θ2,t}t∈R).
Suppose further that Φ has a D-pullback attractor A ∈D. Then A is periodic with period T if and only if Φ
has a closedmeasurable (w.r.t. the P -completion ofF2)D-pullback absorbing set K ∈D with K being periodic
with period T .
Proof. Suppose A is T -periodic, i.e., for every ω1 ∈ Ω1 and ω2 ∈ Ω2,
A(θ1,Tω1,ω2) =A(ω1,ω2). (2.58)
Since A ∈D and D is neighborhood closed, by the proof of Lemma 2.20 we know that Φ has a closed
measurable D-pullback absorbing set K ∈ D which is given by (2.34). By (2.58) and (2.34) we ﬁnd
that, for every ω1 ∈ Ω1 and ω2 ∈ Ω2,
K (θ1,Tω1,ω2) =
{
x ∈ X: d(x,A(θ1,Tω1,ω2)) ε1}
= {x ∈ X: d(x,A(ω1,ω2)) ε1}= K (ω1,ω2),
and hence K is periodic with period T .
On the other hand, if Φ has a closed measurable D-pullback absorbing set K ∈D such that K is
T -periodic, then by (2.14), Theorem 2.23 and the T -periodicity of Φ we have, for every ω1 ∈ Ω1 and
ω2 ∈ Ω2,
A(θ1,Tω1,ω2) = Ω(K , θ1,Tω1,ω2)
=
⋂
τ0
⋃
tτ
Φ
(
t, θ1,−tθ1,Tω1, θ2,−tω2, K (θ1,−tθ1,Tω1, θ2,−tω2)
)
=
⋂
τ0
⋃
tτ
Φ
(
t, θ1,−tω1, θ2,−tω2, K (θ1,−tω1, θ2,−tω2)
)
= Ω(K ,ω1,ω2) =A(ω1,ω2).
This shows that A is T -periodic and this completes the proof. 
3. Pullback attractors for differential equations
In this section, we discuss how to choose the parametric spaces Ω1 and Ω2 to study pullback
attractors of differential equations by using the abstract theory presented in the preceding section.
Actually, the concept of continuous cocycle given by Deﬁnition 2.1 is motivated by the solution oper-
ators of differential equations with both external non-autonomous deterministic and stochastic terms.
Two special cases are covered by Deﬁnition 2.1: one is the solution operators generated by equa-
tions with only deterministic forcing terms; and the other is the process generated by equations with
only stochastic forcing terms. In this sense, Deﬁnition 2.1 is an extension of the classical concepts of
autonomous, deterministic non-autonomous and random dynamical systems. Indeed, these classical
concepts can be cast into the framework of Deﬁnition 2.1 by appropriately choosing the spaces Ω1
and Ω2. To deal with autonomous differential equations, we may simply take both Ω1 and Ω2 as sin-
gletons (say, Ω1 = {ω∗1} and Ω2 = {ω∗2}), and deﬁne θ1,tω∗1 = ω∗1 and θ2,tω∗2 = ω∗2 for all t ∈ R. Then
a continuous cocycle Φ in X in terms of Deﬁnition 2.1 is exactly a classical continuous autonomous
dynamical system as deﬁned in the literature (see, e.g., [3,20,25,26]). In this case, if we deﬁne
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then the concept of a D-pullback attractor given by Deﬁnition 2.15 coincides with that of a global
attractor of Φ . Note that when Ω1 = {ω∗1} and Ω2 = {ω∗2} are singletons, every member D of D as
deﬁned by (3.1) is also a singleton, i.e., D contains a single bounded nonempty set. Therefore, in this
case, D does not depend on time since θ1,t and θ2,t are both constant for all t ∈R. This implies that D
given by (3.1) is inclusion-closed. Actually, it is also neighborhood closed. In the case of autonomous
systems, Theorem 2.23 is well known. Next, we discuss the non-autonomous systems and random
systems in detail.
3.1. Pullback attractors for equations with both non-autonomous deterministic and random forcing terms
In this subsection, we discuss pullback attractors for differential equations with non-autonomous
deterministic as well as stochastic terms. In this case, there are at least two options for choosing
the space Ω1 to formulate the solution operators of an equation into the setting of cocycles. To
demonstrate the idea, the pullback attractors of Reaction–Diffusion equations deﬁned on Rn will be
investigated in the next section. For non-autonomous equations, the space Ω1 is used to deal with the
dependence of solutions on initial times. So the ﬁrst choice of Ω1 is R, where R represents the set
of all initial times. For the second choice of Ω1, we need to use the translations of non-autonomous
parameters involved in differential equations which may be non-autonomous coeﬃcients or external
terms or both. Let f : R→ X be a function that is contained in a differential equation. Given h ∈ R,
deﬁne f h :R→ X by f h(·) = f (· + h). The function f h is actually a translation of f by h. Let Ω f be
the collection of all translations of f , that is, Ω f = { f h: h ∈R}. Then the second choice of Ω1 is Ω f .
In the sequel, we ﬁrst discuss the case Ω1 = R and then Ω1 = Ω f . As we will see later, these two
approaches are actually equivalent provided f is not a periodic function.
Suppose now Ω1 =R. Deﬁne a family {θ1,t}t∈R of shift operators by
θ1,t(h) = h + t, for all t,h ∈R. (3.2)
Let Φ : R+ × R × Ω2 × X → X be a continuous cocycle on X over (R, {θ1,t}t∈R) and (Ω2,F2, P ,
{θ2,t}t∈R), where {θ1,t}t∈R is deﬁned by (3.2). By Deﬁnition 2.8, a map ψ : R × R × Ω2 → X is a
complete orbit of Φ if for every t  0, τ ∈R, s ∈R and ω ∈ Ω2, the following holds:
Φ
(
t, τ + s, θ2,τ ω,ψ(τ , s,ω)
)= ψ(t + τ , s,ω). (3.3)
Let ξ :R×Ω2 → X satisfy, for all t  0, τ ∈R and ω ∈ Ω2,
Φ
(
t, τ ,ω, ξ(τ ,ω)
)= ξ(t + τ , θ2,tω). (3.4)
Any function ξ : R× Ω2 → X with property (3.4) is said to be a complete quasi-solution of Φ in the
sense of (3.4). If, in addition, there exists D = {D(t,ω): t ∈R,ω ∈ Ω2} ∈D such that ξ(t,ω) ∈ D(t,ω)
for all t ∈R and ω ∈ Ω2, then, we say ξ is a D-complete quasi-solution of Φ in the sense of (3.4). If
ψ : R×R× Ω2 → X is a complete orbit of Φ according to Deﬁnition 2.8, then for every s ∈ R, it is
easy to check that the map ξ s : (τ ,ω) ∈ R× Ω2 → ψ(τ − s, s, θ2,s−τω) is a complete quasi-solution
of Φ in the sense of (3.4). Further, ξ s(s,ω) = ψ(0, s,ω). Similarly, if ξ : R× Ω2 → X is a complete
quasi-solution of Φ under (3.4), then the map ψ :R×R×Ω2 → X deﬁned by
ψ(t, s,ω) = ξ(t + s, θ2,tω), for all t, s ∈R and ω ∈ Ω2, (3.5)
is a complete orbit of Φ in the sense of (3.3). In addition, ψ(0, s,ω) = ξ(s,ω). Using (3.3)–(3.5) and
applying Theorem 2.23 to the case Ω1 =R, we get the following result.
B. Wang / J. Differential Equations 253 (2012) 1544–1583 1563Proposition 3.1. Let D be a neighborhood closed collection of some families of nonempty subsets of X and
Φ be a continuous cocycle on X over (R, {θ1,t}t∈R) and (Ω2,F2, P , {θ2,t}t∈R), where {θ1,t}t∈R is deﬁned
by (3.2). Then Φ has a D-pullback attractor A in D if and only if Φ is D-pullback asymptotically compact
in X and Φ has a closed measurable (w.r.t. the P -completion of F2) D-pullback absorbing set K in D. The
D-pullback attractorA is unique and is given by, for each τ ∈R and ω ∈ Ω2 ,
A(τ ,ω) = Ω(K , τ ,ω) =
⋃
B∈D
Ω(B, τ ,ω) (3.6)
= {ψ(0, τ ,ω): ψ is aD-complete orbit of Φ under Deﬁnition 2.8} (3.7)
= {ξ(τ ,ω): ξ is a D-complete quasi-solution of Φ in the sense of (3.4)}.
(3.8)
We now consider periodic pullback attractors. Let T > 0 and Φ be a periodic cocycle with pe-
riod T , that is, for every t  0, τ ∈ R and ω ∈ Ω2, Φ(t, τ + T ,ω, ·) = Φ(t, τ ,ω, ·). Then it follows
from Theorems 2.24 and 2.25 that the D-pullback attractor of Φ is also periodic under certain cir-
cumstances.
Proposition 3.2. Suppose Φ is a continuous periodic cocycle with period T > 0 on X over (R, {θ1,t}t∈R) and
(Ω2,F2, P , {θ2,t}t∈R), where {θ1,t}t∈R is deﬁned by (3.2). Let D be a neighborhood closed and T -translation
invariant collection of some families of nonempty subsets of X . IfΦ isD-pullback asymptotically compact in X
and Φ has a closed measurable (w.r.t. the P -completion of F2) D-pullback absorbing set K in D, then Φ has
a unique periodicD-pullback attractorA ∈D with period T , i.e., for each τ ∈R and ω ∈ Ω2 ,A(τ + T ,ω) =
A(τ ,ω).
We now discuss the second approach to deal with non-autonomous equations by taking Ω1 = Ω f ,
where f :R→ X is a parameter contained in an equation. Note that for any h1,h2 ∈R with h1 	= h2,
we have f h1 	= f h2 as long as f is not periodic in X . In this case, we can deﬁne a group {θ1,t}t∈R
acting on Ω f by
θ1,t f
h = f t+h for all t ∈R and f h ∈ Ω f . (3.9)
If f is a periodic function with minimal period T > 0, then Ω f = Ω Tf , where Ω Tf = { f h: 0 
h < T }. For each t ∈R, we deﬁne a map θ1,t : Ω Tf → Ω Tf such that for each 0 h < T ,
θ1,t f
h = f τ , (3.10)
where τ ∈ [0, T ) is the unique number such that t + h =mT + τ for some integer m. Then {θ1,t}t∈R
given by (3.10) is a group acting on Ω Tf for a periodic f with minimal period T .
We ﬁrst consider the case where f is not periodic in X . Let Φ : R+ × Ω f × Ω2 × X → X be a
continuous cocycle on X over (Ω f , {θ1,t}t∈R) and (Ω2,F2, P , {θ2,t}t∈R), where {θ1,t}t∈R is deﬁned by
(3.9). Suppose ψ :R×Ω f ×Ω2 → X is a complete orbit of Φ , that is, for every t  0, τ ∈R, f h ∈ Ω f
and ω ∈ Ω2,
Φ
(
t, f τ+h, θ2,τ ω,ψ
(
τ , f h,ω
))= ψ(t + τ , f h,ω). (3.11)
Let ξ :R×Ω2 → X satisfy, for all t  0, f h ∈ Ω f and ω ∈ Ω2,
Φ
(
t, f h,ω, ξ(h,ω)
)= ξ(t + h, θ2,tω). (3.12)
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exists D = {D( f t ,ω): f t ∈ Ω f ,ω ∈ Ω2} ∈ D such that ξ(t,ω) ∈ D( f t,ω) for all t ∈ R and ω ∈ Ω2,
then, we say ξ is a D-complete quasi-solution of Φ in the sense of (3.12). If ψ : R× Ω f × Ω2 → X
is a D-complete orbit of Φ by Deﬁnition 2.8, then for every h ∈ R, we can show that the map
ξh : (τ ,ω) ∈ R × Ω2 → ψ(τ − h, f h, θ2,h−τω) is a D-complete quasi-solution of Φ in the sense of
(3.12). Vice versa, if ξ : R × Ω2 → X is a D-complete quasi-solution of Φ by (3.12), then the map
ψ : (t, f h,ω) ∈ R× Ω f × Ω2 → ξ(t + h, θ2,tω) is a D-complete orbit of Φ in terms of Deﬁnition 2.8,
and ψ(0, f h,ω) = ξ(h,ω). Thus, we have the following result from Theorem 2.23.
Proposition 3.3. Suppose f : R → X is not a periodic function. Let D be a neighborhood closed collection
of some families of nonempty subsets of X and Φ be a continuous cocycle on X over (Ω f , {θ1,t}t∈R) and
(Ω2,F2, P , {θ2,t}t∈R), where {θ1,t}t∈R is deﬁned by (3.9). Then Φ has a D-pullback attractor A in D if and
only ifΦ isD-pullback asymptotically compact in X andΦ has a closedmeasurable (w.r.t. the P -completion of
F2)D-pullback absorbing set K inD. TheD-pullback attractorA is unique and is given by, for each f h ∈ Ω f
and ω ∈ Ω2 ,
A( f h,ω)= Ω(K , f h,ω)= ⋃
B∈D
Ω
(
B, f h,ω
)
= {ψ(0, f h,ω): ψ is aD-complete orbit of Φ under Deﬁnition 2.8}
= {ξ(h,ω): ξ is aD-complete quasi-solution of Φ in the sense of (3.12)}.
We next examine the relations between Propositions 3.1 and 3.3. In this respect, we will prove
that these two propositions are essentially the same if f is not a periodic function. Suppose Φ is a
continuous cocycle on X over (Ω f , {θ1,t}t∈R) and (Ω2,F2, P , {θ2,t}t∈R) with {θ1,t}t∈R being given by
(3.9). Then we can associate with Φ another continuous cocycle Φ˜ :R+ ×R×Ω2 × X → X by
Φ˜(t, τ ,ω, ·) = Φ(t, f τ ,ω, ·), for all t  0, τ ∈R and ω ∈ Ω2. (3.13)
Indeed, one can show that Φ˜ is a continuous cocycle on X over (R, {θ1,t}t∈R) and (Ω2,F2, P , {θ2,t}t∈R)
with {θ1,t}t∈R being given by (3.2). Suppose that D = {D = {D( f h,ω): f h ∈ Ω f , ω ∈ Ω2}} is a collec-
tion of some families of nonempty subsets of X . Give D = {D( f h,ω): f h ∈ Ω f , ω ∈ Ω2} ∈D, denote
by
D˜ = {D˜(τ ,ω): D˜(τ ,ω) = D( f τ ,ω), τ ∈R, ω ∈ Ω2}. (3.14)
Let D˜ be the collection corresponding to D as deﬁned by
D˜ = {D˜: D˜ is given by (3.14), D ∈D}.
If A = {A( f h,ω): f h ∈ Ω f , ω ∈ Ω2} is the D-pullback attractor of Φ , then it is easy to check that
A˜= {A˜(τ ,ω): τ ∈R, ω ∈ Ω2} is the D˜-pullback attractor of Φ˜ , where A˜(τ ,ω) =A( f τ ,ω) for each
τ ∈R and ω ∈ Ω2. The converse of this statement is also true if f is not a periodic function because,
in that case, one can deﬁne Φ , D and A for given Φ˜ , D˜ and A˜ by the reverse of the above process.
However, for periodic f with minimal period T > 0, we cannot deﬁne the collection D from D˜ by the
inverse of (3.14) if there are D˜ ∈ D˜, τ ∈R and ω ∈ Ω2 such that D˜(τ ,ω) 	= D˜(τ + T ,ω). In this case,
we can take Ω1 = Ω Tf with {θ1,t}t∈R being given by (3.10). Then applying Theorem 2.23, we ﬁnd the
following result.
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collection of some families of nonempty subsets of X and Φ be a continuous cocycle on X over (Ω Tf , {θ1,t}t∈R)
and (Ω2,F2, P , {θ2,t}t∈R), where {θ1,t}t∈R is deﬁned by (3.10). Then Φ has a D-pullback attractorA in D if
and only if Φ is D-pullback asymptotically compact in X and Φ has a closed measurable (w.r.t. the P -com-
pletion ofF2)D-pullback absorbing set K inD. TheD-pullback attractorA is unique and is given by, for each
f h ∈ Ω Tf and ω ∈ Ω2 ,
A( f h,ω)= Ω(K , f h,ω)= ⋃
B∈D
Ω
(
B, f h,ω
)
= {ψ(0, f h,ω): ψ is aD-complete orbit of Φ under Deﬁnition 2.8}
= {ξ(h,ω): ξ is aD-complete quasi-solution of Φ in the sense of (3.12)}.
Note that the D-pullback attractor A= {A( f h,ω): h ∈ [0, T ), ω ∈ Ω2} of Φ obtained in Proposi-
tion 3.4 can be extended to a periodic attractor by setting, for every h ∈ R and ω ∈ Ω2, A( f h,ω) =
A( f τ ,ω) with τ ∈ [0, T ) such that h =mT + τ for some integer m.
3.2. Attractors for equations with only random forcing terms
To deal with differential equations with only stochastic forcing terms but without non-autonomous
deterministic terms, we may take Ω1 = {ω∗} as a singleton, and deﬁne {θ1,t}t∈R by θ1,tω∗ = ω∗ for
all t ∈ R. In this case, Deﬁnition 2.1 is the same as the concept of cocycles as introduced in [1,
16,18,24]. We now drop the dependence of all variables on Ω1 and write (Ω2,F2, P , {θ2,t}t∈R) as
(Ω,F , P , {θt}t∈R). For the reader’s convenience, we rephrase Theorem 2.23 as follows.
Proposition 3.5. LetD be a neighborhood closed collection of some families of nonempty subsets of X and Φ
be a continuous cocycle on X over (Ω,F , P , {θt}t∈R). Then Φ has a D-pullback attractor A in D if and only
if Φ isD-pullback asymptotically compact in X and Φ has a closed measurable (w.r.t. the P -completion ofF )
D-pullback absorbing set K inD. TheD-pullback attractorA is unique and is given by, for each ω ∈ Ω ,
A(ω) = Ω(K ,ω) =
⋃
B∈D
Ω(B,ω)
= {ψ(0,ω): ψ is aD-complete orbit of Φ under Deﬁnition 2.8}.
It is worth noticing that, in the case where Ω1 is a singleton, a map ψ :R×Ω2 → X is a complete
orbit of Φ by Deﬁnition 2.8 if and only if for each t  0, τ ∈R and ω ∈ Ω2, there holds
Φ
(
t, θ2,τω,ψ(τ ,ω)
)= ψ(t + τ ,ω). (3.15)
In other words, if a system contains only random forcing without other non-autonomous deterministic
forcing, then the concept of a complete orbit of the system should be deﬁned by (3.15). Note that
(3.15) is different from (3.4) and that is why a function with property (3.4) is called a complete
quasi-solution instead of a solution.
As mentioned in the Introduction, if the cocycle Φ is compact in the sense that it has a compact
D-pullback absorbing set, then the existence of D-pullback attractors of Φ was proved in [18]. The
compactness of Φ was later replaced by the D-pullback asymptotic compactness and the existence of
attractors in this case was proved in [5]. Under further assumptions that D is neighborhood closed,
Proposition 3.5 shows that the D-pullback asymptotic compactness and the existence of closed mea-
surable D-pullback absorbing sets of Φ are not only suﬃcient, but also necessary for existence of
D-pullback attractors. In addition, Proposition 3.5 provides a characterization of pullback attractors in
terms of the D-complete orbits of Φ .
1566 B. Wang / J. Differential Equations 253 (2012) 1544–15833.3. Attractors for non-autonomous deterministic systems
As a special case of systems with both deterministic and random terms as discussed in Section 3.1,
we now consider the systems with only non-autonomous deterministic parameters. Of course, all
results presented in Section 3.1 are valid in this special case. Because pullback attractors for non-
autonomous deterministic systems are interesting in their own right, it is worth to rewrite the main
results of Section 3.1 for this speciﬁc case.
To handle non-autonomous deterministic systems, we may take Ω2 = {ω∗} as a singleton and
either Ω1 =R or Ω1 = Ω f . Suppose Ω2 = {ω∗} is a singleton. Let P be the probability on ({ω∗},F2)
with F2 = {{ω∗},∅}. For all t ∈ R, set θ2,tω∗ = ω∗ . We ﬁrst consider the case where Ω1 = R with
{θ1,t}t∈R being given by (3.2). Since Ω2 is a singleton, from now on, we will drop the dependence of
all variables on Ω2.
Let Φ :R+ ×R× X → X be a continuous cocycle on X over (R, {θ1,t}t∈R) with {θ1,t}t∈R being given
by (3.2). The existence of pullback attractors for such Φ has been investigated by many authors in [9,
10,35] and the references therein. Our results here will provide not only suﬃcient but also necessary
criteria for existence of D-pullback attractors.
Let ψ :R×R→ X be a complete orbit of Φ in the sense of Deﬁnition 2.8, that is, for every t  0,
τ ∈R and s ∈R, there holds:
Φ
(
t, τ + s,ψ(τ , s))= ψ(t + τ , s). (3.16)
Let ξ :R→ X satisfy, for all t  0 and τ ∈R,
Φ(t, τ )ξ(τ ) = ξ(t + τ ). (3.17)
In the literature, any ξ with property (3.17) is called a complete solution of Φ , see, e.g., [4,13,26]. If
there exists D = {D(t): t ∈ R} ∈D such that ξ(t) ∈ D(t) for all t ∈ R, then we say ξ is a D-complete
solution of Φ in the sense of (3.17). Our deﬁnition (3.16) is different but closely related to (3.17).
Actually, if ψ : R × R → X has property (3.16), then for every ﬁxed s ∈ R, ξ s(·) = ψ(· − s, s) maps
R into X with property (3.17). In other words, for every s ∈ R, ξ s is a complete solution in the
sense of (3.17), and ξ s(s) = ψ(0, s). Similarly, given ξ : R → X with property (3.17), deﬁne a map
ψ :R×R→ X by
ψ(t, s) = ξ(t + s), for all t, s ∈R. (3.18)
Then ψ is a complete orbit of Φ in the sense of (3.16). It follows from (3.18) and Lemma 2.18 that, if
Φ has a D-pullback attractor A= {A(τ ): τ ∈R}, then for every τ ∈R,
A(τ ) = {ξ(τ ): ξ is aD-complete solution in the sense of (3.17)}. (3.19)
The characterization of A given by (3.19) can be found in [13] for non-autonomous deterministic
equations, where A is called kernel sections instead of pullback attractors. By dropping the depen-
dence of variables on Ω2, we have the following result from Proposition 3.1.
Proposition 3.6. Let D be a neighborhood closed collection of some families of nonempty subsets of X and
Φ be a continuous cocycle on X over (R, {θ1,t}t∈R) with {θ1,t}t∈R given by (3.2). Then Φ has a D-pullback
attractor A in D if and only if Φ is D-pullback asymptotically compact in X and Φ has a closed D-pullback
absorbing set K inD. TheD-pullback attractorA= {A(τ )}τ∈R is unique and is given by, for each τ ∈R,
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⋃
B∈D
Ω(B, τ )
= {ψ(0, τ ): ψ is aD-complete orbit of Φ under Deﬁnition 2.8}
= {ξ(τ ): ξ is aD-complete solution of Φ in the sense of (3.17)}.
In the case where Φ is a periodic cocycle with period T (i.e., Φ(t, s + T , ·) = Φ(t, s, ·) for all t  0
and s ∈R), Proposition 3.2 implies the result below.
Proposition 3.7. Suppose Φ is a continuous periodic cocycle with period T > 0 on X over (R, {θ1,t}t∈R)
with {θ1,t}t∈R given by (3.2). Let D be a neighborhood closed and T -translation invariant collection of some
families of nonempty subsets of X . If Φ is D-pullback asymptotically compact in X and Φ has a closed D-
pullback absorbing set K in D, then Φ has a unique periodic D-pullback attractorA= {A(τ )}τ∈R ∈D, that
is, for each τ ∈R,A(τ + T ) =A(τ ).
We now discuss the case where Ω2 = {ω∗} is a singleton and Ω1 = Ω f . Suppose f :R→ X is not a
periodic function. Let Φ :R+ ×Ω f ×{ω∗}× X → X be a continuous cocycle on X over (Ω f , {θ1,t}t∈R)
and ({ω∗},F2, P , {θ2,t}t∈R), where {θ1,t}t∈R is given by (3.9). For convenience, we drop the depen-
dence of variables on Ω2 from now on. Suppose ψ : R × Ω f → X is a complete orbit of Φ in the
sense of Deﬁnition 2.8, i.e., for every τ ∈R, t  0 and f h ∈ Ω f ,
Φ
(
t, f τ+h,ψ
(
τ , f h
))= ψ(t + τ , f h). (3.20)
Let ξ :R→ X satisfy, for all t  0 and f h ∈ Ω f ,
Φ
(
t, f h
)
ξ(h) = ξ(t + h). (3.21)
If, in addition, there exists D = {D( f t): f t ∈ Ω f } ∈D such that ξ(t) ∈ D( f t) for all t ∈ R, then, we
say ξ is a D-complete solution of Φ in the sense of (3.21). If ψ : R× Ω f → X is a complete orbit
of Φ in the sense of Deﬁnition 2.8, then by (3.20), for every ﬁxed h ∈ R, ξh(·) = ψ(· − h, f h) is a
complete orbit of Φ in the sense of (3.21) and ξh(h) = ψ(0, f h). Similarly, if ξ :R→ X is a complete
solution of Φ under (3.21), then the mapping ψ : (t, f h) ∈R×Ω f → ψ(t, f h) = ξ(t+h) is a complete
solution of Φ under Deﬁnition 2.8 and ψ(0, f h) = ξ(h). Thus, as a special case of Proposition 3.3 with
Ω2 = {ω∗}, we have the following result.
Proposition 3.8. Suppose f : R→ X is not a periodic function. Let D be a neighborhood closed collection of
some families of nonempty subsets of X andΦ be a continuous cocycle on X over (Ω f , {θ1,t}t∈R)with {θ1,t}t∈R
given by (3.9). Then Φ has a D-pullback attractorA in D if and only if Φ is D-pullback asymptotically com-
pact in X and Φ has a closedD-pullback absorbing set K inD. TheD-pullback attractorA= {A( f h)} f h∈Ω f
is unique and is given by, for each f h ∈ Ω f ,
A( f h)= Ω(K , f h)= ⋃
B∈D
Ω
(
B, f h
)
= {ψ(0, f h): ψ is aD-complete orbit of Φ under Deﬁnition 2.8}
= {ξ(h): ξ is aD-complete solution of Φ in the sense of (3.21)}.
Based on the translations of f , the attractors of deterministic equations can also be studied by the
skew semigroup method, see, e.g., [13]. The idea of this approach is to lift a cocycle to a semigroup
deﬁned in an extended space. Let Cb(R, X) be the space of bounded continuous functions from R
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the topology of Cb(R, X). If Σ is compact, then the skew semigroup method can be used to deduce
the existence of non-autonomous attractors under certain circumstances, see [13] for instance. Our
approach with Ω1 = Ω f is different from the skew semigroup method in the sense that we consider
the set Ω f only as a parametric space; neither the boundedness of f , nor the precompactness of Ω f ,
is needed. This is why Proposition 3.8 could be applied to an unbounded f with even exponentially
growing rate as t → ±∞.
Note that Propositions 3.6 and 3.8 are essentially the same as long as f is not a periodic function.
This follows from the discussions presented in Section 3.1 by setting Ω2 = {ω∗}. For periodic f , we
have the following result from Proposition 3.4.
Proposition 3.9. Suppose f : R→ X is periodic with minimal period T > 0. Let D be a neighborhood closed
collection of some families of nonempty subsets of X andΦ be a continuous cocycle on X over (Ω Tf , {θ1,t}t∈R),
where {θ1,t}t∈R is deﬁned by (3.10). Then Φ has aD-pullback attractorA inD if and only if Φ isD-pullback
asymptotically compact in X and Φ has a closed D-pullback absorbing set K in D. The D-pullback attractor
A is unique and is given by, for each f h ∈ Ω Tf ,
A( f h)= Ω(K , f h)= ⋃
B∈D
Ω
(
B, f h
)
= {ψ(0, f h): ψ is aD-complete orbit of Φ under Deﬁnition 2.8}
= {ξ(h): ξ is aD-complete solution of Φ in the sense of (3.21)}.
4. Pullback attractors for Reaction–Diffusion equations
As an application of our main results, in this section, we study pullback attractors for Reaction–
Diffusion equations deﬁned on Rn with both non-autonomous deterministic and stochastic forcing
terms. We ﬁrst deﬁne a continuous cocycle for the equation in L2(Rn), and then prove the pullback
asymptotic compactness of solutions as well as the existence of pullback absorbing sets. We will also
discuss periodic pullback attractors of the equation when the deterministic forcing terms are periodic
functions in L2(Rn).
4.1. Cocycles for Reaction–Diffusion equations on Rn
Given τ ∈ R and t > τ , consider the following non-autonomous Reaction–Diffusion equation de-
ﬁned for x ∈Rn ,
du + (λu −u)dt = f (x,u)dt + g(x, t)dt + h(x)dω, (4.1)
with the initial data
u(x, τ ) = uτ (x), x ∈Rn, (4.2)
where λ is a positive constant, g ∈ L2loc(R, L2(Rn)), h ∈ H2(Rn) ∩ W 2,p(Rn) for some p  2, ω is a
two-sided real-valued Wiener process on a probability space. The nonlinearity f is a smooth function
that satisﬁes, for some positive constants α1, α2 and α3,
f (x, s)s−α1|s|p +ψ1(x), ∀x ∈Rn, ∀s ∈R, (4.3)∣∣ f (x, s)∣∣ α2|s|p−1 +ψ2(x), ∀x ∈Rn, ∀s ∈R, (4.4)
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∂s
(x, s) α3, ∀x ∈Rn, ∀s ∈R, (4.5)∣∣∣∣∂ f∂x (x, s)
∣∣∣∣ψ3(x), ∀x ∈Rn, ∀s ∈R, (4.6)
where ψ1 ∈ L1(Rn)∩ L∞(Rn) and ψ2,ψ3 ∈ L2(Rn).
To describe the probability space that will be used in this paper, we write
Ω = {ω ∈ C(R,R): ω(0) = 0}.
Let F be the Borel σ -algebra induced by the compact-open topology of Ω , and P be the correspond-
ing Wiener measure on (Ω,F). Deﬁne a group {θ2,t}t∈R acting on (Ω,F , P ) by
θ2,tω(·) = ω(· + t)−ω(t), ω ∈ Ω, t ∈R. (4.7)
Then (Ω,F , P , {θ2,t}t∈R) is a parametric dynamical system.
Let {θ1,t}t∈R be the group acting on R given by (3.2). We next deﬁne a continuous cocycle for
Eq. (4.1) over (R, {θ1,t}t∈R) and (Ω,F , P , {θ2,t}t∈R). This can be done by ﬁrst transferring the stochas-
tic equation into the corresponding non-autonomous deterministic one. Given ω ∈ Ω , denote by
z(ω) = −λ
0∫
−∞
eλτω(τ )dτ . (4.8)
Then it is easy to check that the random variable z given by (4.8) is a stationary solution of the
one-dimensional Ornstein–Uhlenbeck equation:
dz + λz dt = dw.
In other words, we have
dz(θ2,tω)+ λz(θ2,tω)dt = dw. (4.9)
It is known that there exists a θ2,t -invariant set Ω˜ ⊆ Ω of full P measure such that z(θ2,tω) is
continuous in t for every ω ∈ Ω˜ , and the random variable |z(ω)| is tempered (see, e.g., [1,15,16]).
Hereafter, we will not distinguish Ω˜ and Ω , and write Ω˜ as Ω .
Formally, if u solves Eq. (4.1), then the variable v(t) = u(t)− hz(θ2,tω) should satisfy
∂v
∂t
+ λv −v = f (x, v + hz(θ2,tω))+ g(x, t)+ z(θ2,tω)h, (4.10)
for t > τ with τ ∈ R and x ∈ Rn . Since (4.10) is a deterministic equation, following the arguments of
[26], one can show that under (4.3)–(4.6), for each ω ∈ Ω , τ ∈ R and vτ ∈ L2(Rn), Eq. (4.10) has a
unique solution v(·, τ ,ω, vτ ) ∈ C([τ ,∞), L2(Rn))∩L2((τ , τ +T ); H1(Rn)) with v(τ , τ ,ω, vτ ) = vτ for
every T > 0. Furthermore, for each t  τ , v(t, τ ,ω, vτ ) is (F ,B(L2(Rn)))-measurable in ω ∈ Ω and
continuous in vτ with respect to the norm of L2(Rn). Let u(t, τ ,ω,uτ ) = v(t, τ ,ω, vτ ) + hz(θ2,tω)
with uτ = vτ + hz(θ2,τ ω). Then we ﬁnd that u is continuous in both t  τ and uτ ∈ L2(Rn) and is
(F ,B(L2(Rn)))-measurable in ω ∈ Ω . In addition, it follows from (4.10) that u is a solution of problem
(4.1)–(4.2). We now deﬁne a cocycle Φ : R+ ×R× Ω × L2(Rn) → L2(Rn) for the stochastic problem
(4.1)–(4.2). Given t ∈R+ , τ ∈R, ω ∈ Ω and uτ ∈ L2(Rn), set
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where vτ = uτ − hz(ω). By the properties of u, it is easy to check that Φ is a continuous cocycle
on L2(Rn) over (R, {θ1,t}t∈R) and (Ω,F , P , {θ2,t}t∈R), where {θ1,t}t∈R and {θ2,t}t∈R are given by (3.2)
and (4.7), respectively. In other words, the mapping Φ given by (4.11) satisﬁes all conditions (i)–(iv) in
Deﬁnition 2.1. In what follows, we establish uniform estimates for the solutions of problem (4.1)–(4.2)
and prove the existence of pullback attractors for φ in L2(Rn). To this end, we ﬁrst need to specify a
collection D of families of subsets of L2(Rn).
Let B be a bounded nonempty subset of L2(Rn), and denote by ‖B‖ = supϕ∈B ‖ϕ‖L2(Rn) . Suppose
D = {D(τ ,ω): τ ∈R, ω ∈ Ω} is a family of bounded nonempty subsets of L2(Rn) satisfying, for every
τ ∈R and ω ∈ Ω ,
lim
s→−∞ e
λs
∥∥D(τ + s, θ2,sω)∥∥2 = 0, (4.12)
where λ is as in (4.1). Denote by Dλ the collection of all families of bounded nonempty subsets of
L2(Rn) which fulﬁll condition (4.12), i.e.,
Dλ =
{
D = {D(τ ,ω): τ ∈R,ω ∈ Ω}: D satisﬁes (4.12)}. (4.13)
It is evident that Dλ is neighborhood closed. The following condition will be needed when deriving
uniform estimates of solutions:
τ∫
−∞
eλs
∥∥g(·, s)∥∥2L2(Rn) ds < ∞, ∀τ ∈R, (4.14)
which implies that
lim
k→∞
τ∫
−∞
∫
|x|k
eλs
∣∣g(x, s)∣∣2 dxds = 0, ∀τ ∈R. (4.15)
Notice that condition (4.14) does not require that g be bounded in L2(Rn) when s → ±∞. Partic-
ularly, this condition has no any restriction on g(·, s) when s → +∞.
4.2. Uniform estimates of solutions
In this section, we derive uniform estimates of solutions of problem (4.1)–(4.2) which are needed
for proving the existence of Dλ-pullback absorbing sets and the Dλ-pullback asymptotic compactness
of the cocycle Φ . Especially, we will show that the tails of solutions are uniformly small for large
space and time variables. The estimates of solutions in L2(Rn) are provided below.
Lemma 4.1. Suppose (4.3)–(4.6) and (4.14) hold. Then for every τ ∈ R, ω ∈ Ω and D = {D(τ ,ω): τ ∈ R,
ω ∈ Ω} ∈ Dλ , there exists T = T (τ ,ω, D) > 0 such that for all t  T , the solution v of Eq. (4.10) with ω
replaced by θ2,−τω satisﬁes
∥∥v(τ , τ − t, θ2,−τω, vτ−t)∥∥2  M + Me−λτ
τ∫
−∞
eλs
∥∥g(·, s)∥∥2 ds + M
0∫
−∞
eλs
∣∣z(θ2,sω)∣∣p ds,
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τ∫
τ−t
eλs
(∥∥v(s, τ − t, θ2,−τω, vτ−t)∥∥2H1(Rn) + ∥∥v(s, τ − t, θ2,−τω, vτ−t)+ hz(θ2,s−τω)∥∥pp)ds
 Meλτ + M
τ∫
−∞
eλs
∥∥g(·, s)∥∥2 ds + Meλτ
0∫
−∞
eλs
∣∣z(θ2,sω)∣∣p ds,
where vτ−t ∈ D(τ − t, θ2,−tω) and M is a positive constant depending on λ, but independent of τ , ω and D.
Proof. It follows from (4.10) that
1
2
d
dt
‖v‖2 + λ‖v‖2 + ‖∇v‖2 =
∫
Rn
f
(
x, v + hz(θ2,tω)
)
v dx+ (g, v)+ z(θ2,tω)(h, v). (4.16)
By (4.3) and (4.4), the ﬁrst term on the right-hand side of (4.16) satisﬁes
∫
Rn
f
(
x, v + hz(θ2,tω)
)
v dx
=
∫
Rn
f
(
x, v + hz(θ2,tω)
)(
v + hz(θ2,tω)
)
dx− z(θ2,tω)
∫
Rn
f
(
x, v + hz(θ2,tω)
)
h(x)dx
−α1
∫
Rn
∣∣v + hz(θ2,tω)∣∣p dx+
∫
Rn
ψ1(x)dx
+ α2
∫
Rn
∣∣v + hz(θ2,tω)∣∣p−1∣∣hz(θ2,tω)∣∣dx+
∫
Rn
|ψ2|
∣∣hz(θ2,tω)∣∣dx
−1
2
α1
∥∥v + hz(θ2,tω)∥∥pp + c1(1+ ∣∣z(θ2,tω)∣∣p), (4.17)
where we have used Young’s inequality to obtain (4.17). Note that the last two terms on the right-
hand side of (4.16) are bounded by
‖g‖‖v‖ + ∥∥z(θ2,tω)∇h∥∥‖∇v‖ 1
4
λ‖v‖2 + 1
λ
‖g‖2 + 1
2
∥∥z(θ2,tω)∇h∥∥2 + 1
2
‖∇v‖2. (4.18)
By (4.16)–(4.18) we ﬁnd that
d
dt
‖v‖2 + 3
2
λ‖v‖2 + ‖∇v‖2 + α1
∥∥v + hz(θ2,tω)∥∥pp  2λ‖g‖2 + c2
(
1+ ∣∣z(θ2,tω)∣∣p). (4.19)
Multiplying (4.19) by eλt and then integrating the resulting inequality on (τ − t, τ ) with t  0, we get
that for every ω ∈ Ω ,
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τ∫
τ−t
eλ(s−τ )
∥∥∇v(s, τ − t,ω, vτ−t)∥∥2 ds
+ 1
2
λ
τ∫
τ−t
eλ(s−τ )
∥∥v(s, τ − t,ω, vτ−t)∥∥2 ds
+ α1
τ∫
τ−t
eλ(s−τ )
∥∥v(s, τ − t,ω, vτ−t)+ hz(θ2,sω)∥∥pp ds
 e−λt‖vτ−t‖2 + 2
λ
e−λτ
τ∫
−∞
eλs
∥∥g(·, s)∥∥2 ds + c3 + c3
τ∫
τ−t
eλ(s−τ )
∣∣z(θ2,sω)∣∣p ds.
Replacing ω by θ2,−τω, we ﬁnd that
∥∥v(τ , τ − t, θ2,−τω, vτ−t)∥∥2 +
τ∫
τ−t
eλ(s−τ )
∥∥∇v(s, τ − t, θ2,−τω, vτ−t)∥∥2 ds
+ 1
2
λ
τ∫
τ−t
eλ(s−τ )
∥∥v(s, τ − t, θ2,−τω, vτ−t)∥∥2
+ α1
τ∫
τ−t
eλ(s−τ )
∥∥v(s, τ − t, θ2,−τω, vτ−t)+ hz(θ2,s−τω)∥∥pp
 e−λt‖vτ−t‖2 + 2
λ
e−λτ
τ∫
−∞
eλs
∥∥g(·, s)∥∥2 ds + c3 + c3
τ∫
τ−t
eλ(s−τ )
∣∣z(θ2,s−τω)∣∣p ds
 e−λt‖vτ−t‖2 + 2
λ
e−λτ
τ∫
−∞
eλs
∥∥g(·, s)∥∥2 ds + c3 + c3
0∫
−∞
eλs
∣∣z(θ2,sω)∣∣p ds. (4.20)
Since vτ−t ∈ D(τ − t, θ2,−tω) we see that
limsup
t→∞
e−λt‖vτ−t‖2  limsup
t→∞
e−λt
∥∥D(τ − t, θ2,−tω)∥∥2 = 0.
Therefore, there exists T = T (τ ,ω, D) > 0 such that for all t  T , e−λt‖vτ−t‖2  1, which along with
(4.20) completes the proof. 
As a consequence of Lemma 4.1, we have the following inequality which is useful for deriving the
uniform estimates of solutions in H1(Rn).
Lemma 4.2. Suppose (4.3)–(4.6) and (4.14) hold. Then for every τ ∈ R, ω ∈ Ω and D = {D(τ ,ω): τ ∈ R,
ω ∈ Ω} ∈ Dλ , there exists T = T (τ ,ω, D)  1 such that for all t  T , the solution v of Eq. (4.10) with ω
replaced by θ2,−τω satisﬁes
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τ−1
(∥∥∇v(s, τ − t, θ2,−τω, vτ−t)∥∥2 + ∥∥v(s, τ − t, θ2,−τω, vτ−t)+ hz(θ2,s−τω)∥∥pp)ds
 M + Me−λτ
τ∫
−∞
eλs
∥∥g(·, s)∥∥2 ds + M
0∫
−∞
eλs
∣∣z(θ2,sω)∣∣p ds,
where vτ−t ∈ D(τ − t, θ2,−tω) and M is a positive constant depending on λ, but independent of τ , ω and D.
Proof. By Lemma 4.1 we see that there exists T = T (τ ,ω, D) 1 such that for all t  T ,
τ∫
τ−1
eλs
(∥∥∇v(s, τ − t, θ2,−τω, vτ−t)∥∥2 + ∥∥v(s, τ − t, θ2,−τω, vτ−t)+ hz(θ2,s−τω)∥∥pp)ds

τ∫
τ−t
eλs
(∥∥∇v(s, τ − t, θ2,−τω, vτ−t)∥∥2 + ∥∥v(s, τ − t, θ2,−τω, vτ−t)+ hz(θ2,s−τω)∥∥pp)ds
 Meλτ + M
τ∫
−∞
eλs
∥∥g(·, s)∥∥2 ds + Meλτ
0∫
−∞
eλs
∣∣z(θ2,sω)∣∣p ds.
Note that eλs  eλτ e−λ for all s τ − 1. Thus Lemma 4.2 follows immediately. 
Lemma 4.3. Suppose (4.3)–(4.6) and (4.14) hold. Then for every τ ∈ R, ω ∈ Ω and D = {D(τ ,ω): τ ∈ R,
ω ∈ Ω} ∈ Dλ , there exists T = T (τ ,ω, D)  1 such that for all t  T , the solution v of Eq. (4.10) with ω
replaced by θ2,−τω satisﬁes
∥∥∇v(τ , τ − t, θ2,−τω, vτ−t)∥∥2  M + Me−λτ
τ∫
−∞
eλs
∥∥g(·, s)∥∥2 ds + M
0∫
−∞
eλs
∣∣z(θ2,sω)∣∣p ds,
where vτ−t ∈ D(τ − t, θ2,−tω) and M is a positive constant depending on λ, but independent of τ , ω and D.
Proof. Multiplying (4.10) by v and then integrating the equation we get
1
2
d
dt
‖∇v‖2 + λ‖∇v‖2 + ‖v‖2
= −
∫
Rn
f
(
x, v + hz(θ2,tω)
)
v dx− (g + z(θ2,tω)h,v). (4.21)
By (4.4)–(4.6) we have the following estimates for the nonlinear term:
−
∫
Rn
f
(
x, v + hz(θ2,tω)
)
v dx
= −
∫
n
f (x,u)u dx+
∫
n
f (x,u)z(θ2,tω)hdxR R
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∫
Rn
∂ f
∂x
(x,u)∇u dx+
∫
Rn
∂ f
∂u
(x,u)|∇u|2 dx+
∫
Rn
f (x,u)z(θ2,tω)hdx
 ‖ψ3‖‖∇u‖ + β‖∇u‖2 + α2
∫
Rn
|u|p−1∣∣z(θ2,tω)h∣∣dx+
∫
Rn
∣∣ψ2(x)∣∣∣∣z(θ2,tω)h∣∣dx
 c1
(∥∥∇v + z(θ2,tω)∇h∥∥2 + ∥∥v + z(θ2,tω)h∥∥pp)+ c1(1+ ∣∣z(θ2,tω)∣∣p)
 c2
(‖∇v‖2 + ‖v‖pp)+ c2(1+ ∣∣z(θ2,tω)∣∣p). (4.22)
Note that the last term on the right-hand side of (4.21) is bounded by
∣∣(g,v)∣∣+ ∣∣(z(θ2,tω)h,v)∣∣ 1
2
‖v‖2 + ‖g‖2 + ∥∥z(θ2,tω)h∥∥2. (4.23)
It follows from (4.21)–(4.23) that
d
dt
‖∇v‖2 + 2λ‖∇v‖2 + ‖v‖2  c2
(‖∇v‖2 + ‖v‖pp)+ ‖g‖2 + c3(1+ ∣∣z(θ2,tω)∣∣p),
which implies that
d
dt
‖∇v‖2  c2
(‖∇v‖2 + ‖v‖pp)+ ‖g‖2 + c3(1+ ∣∣z(θ2,tω)∣∣p). (4.24)
Given t  0, τ ∈R, ω ∈ Ω and s ∈ (τ − 1, τ ), integrating (4.24) on (s, τ ) we get
∥∥∇v(τ , τ − t,ω, vτ−t)∥∥2  ∥∥∇v(s, τ − t,ω, vτ−t)∥∥2 + c3
τ∫
s
(
1+ ∣∣z(θ2,ξω)∣∣p)dξ
+ c2
τ∫
s
(∥∥∇v(ξ, τ − t,ω, vτ−t)∥∥2 + ∥∥v(ξ, τ − t,ω, vτ−t)∥∥pp)dξ
+
τ∫
s
∥∥g(·, ξ)∥∥2 dξ.
Integrating the above with respect to s on (τ − 1, τ ), we obtain that
∥∥∇v(τ , τ − t,ω, vτ−t)∥∥2 
τ∫
τ−1
∥∥∇v(s, τ − t,ω, vτ−t)∥∥2 ds + c3
τ∫
τ−1
(
1+ ∣∣z(θ2,ξω)∣∣p)dξ
+ c2
τ∫
τ−1
(∥∥∇v(ξ, τ − t,ω, vτ−t)∥∥2 + ∥∥v(ξ, τ − t,ω, vτ−t)∥∥pp)dξ
+
τ∫ ∥∥g(·, ξ)∥∥2dξ.τ−1
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∥∥∇v(τ , τ − t, θ2,−τω, vτ−t)∥∥2

τ∫
τ−1
∥∥∇v(s, τ − t, θ2,−τω, vτ−t)∥∥2 ds + c3
τ∫
τ−1
(
1+ ∣∣z(θ2,ξ−τω)∣∣p)dξ
+ c2
τ∫
τ−1
(∥∥∇v(ξ, τ − t, θ2,−τω, vτ−t)∥∥2 + ∥∥v(ξ, τ − t, θ2,−τω, vτ−t)∥∥pp)dξ
+
τ∫
τ−1
∥∥g(·, ξ)∥∥2 dξ.
Let T = T (τ ,ω, D)  1 be the positive number found in Lemma 4.2. Then it follows from the above
inequality and Lemma 4.2 that, for all t  T ,
∥∥∇v(τ , τ − t, θ2,−τω, vτ−t)∥∥2  c4 + c4e−λτ
τ∫
−∞
eλs
∥∥g(·, s)∥∥2 ds
+ c4
0∫
−∞
eλs
∣∣z(θ2,sω)∣∣p ds + c4
τ∫
τ−1
∣∣z(θ2,s−τω)∣∣p ds
+
τ∫
τ−1
∥∥g(·, s)∥∥2 ds. (4.25)
Note that the last two terms on the right-hand side of (4.25) can be controlled by the ﬁrst three
terms. Indeed, we have
τ∫
τ−1
∣∣z(θ2,s−τω)∣∣p ds =
0∫
−1
∣∣z(θ2,sω)∣∣p ds eλ
0∫
−∞
eλs
∣∣z(θ2,sω)∣∣p ds. (4.26)
Similarly, we have
τ∫
τ−1
∥∥g(·, s)∥∥2 ds eλe−λτ
τ∫
τ−1
eλs
∥∥g(·, s)∥∥2 ds eλe−λτ
τ∫
−∞
eλs
∥∥g(·, s)∥∥2 ds. (4.27)
Thus, Lemma 4.3 follows from (4.25)–(4.27). 
We now derive uniform estimates on the tails of solutions for large space and time variables. Such
estimates are essential for proving the asymptotic compactness of equations deﬁned on unbounded
domains.
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Then for every η > 0, there exist T = T (τ ,ω, D, η) 1 and K = K (τ ,ω,η) 1 such that for all t  T , the
solution v of Eq. (4.10) with ω replaced by θ2,−τω satisﬁes
∫
|x|K
∣∣v(τ , τ − t, θ2,−τω, vτ−t)(x)∣∣2 dx η,
where vτ−t ∈ D(τ − t, θ2,−tω).
Proof. Let ρ be a smooth function deﬁned on R+ such that 0 ρ(s) 1 for all s ∈R+ , and
ρ(s) =
{
0 for 0 s 1;
1 for s 2.
Note that ρ ′ is bounded on R+ . Multiplying (4.10) by ρ( |x|
2
k2
)v and then integrating the equation, we
get
1
2
d
dt
∫
Rn
ρ
( |x|2
k2
)
|v|2 dx+ λ
∫
Rn
ρ
( |x|2
k2
)
|v|2 dx−
∫
Rn
ρ
( |x|2
k2
)
vv dx
=
∫
Rn
f (x,u)ρ
( |x|2
k2
)
v dx+
∫
Rn
(
g + z(θ2,tω)h
)
ρ
( |x|2
k2
)
v dx. (4.28)
We ﬁrst estimate the term involving v , for which we have
∫
Rn
ρ
( |x|2
k2
)
vv dx = −
∫
Rn
|∇v|2ρ
( |x|2
k2
)
dx−
∫
Rn
vρ ′
( |x|2
k2
)
2x
k2
· ∇v dx
−
∫
k|x|√2k
vρ ′
( |x|2
k2
)
2x
k2
· ∇v dx
 c1
k
∫
k|x|√2k
|v||∇v|dx c1
k
(‖v‖2 + ‖∇v‖2). (4.29)
Dealing with the nonlinear term as in (4.17), by (4.3) and (4.4) we can verify that
∫
Rn
f (x,u)ρ
( |x|2
k2
)
v dx−1
2
α1
∫
Rn
|u|pρ
( |x|2
k2
)
dx+
∫
Rn
ψ1ρ
( |x|2
k2
)
dx+
∫
Rn
ψ22ρ
( |x|2
k2
)
dx
+ c2
∫
Rn
(∣∣z(θ2,tω)h∣∣p + ∣∣z(θ2,tω)h∣∣2)ρ
( |x|2
k2
)
dx. (4.30)
In addition, the last term on the right-hand side of (4.28) satisﬁes
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∫
Rn
(
g + z(θ2,tω)h
)
ρ
( |x|2
k2
)
v dx
∣∣∣∣ 12λ
∫
Rn
ρ
( |x|2
k2
)
|v|2 dx
+ 1
λ
∫
Rn
(
g2 + ∣∣z(θ2,tω)h∣∣2)ρ
( |x|2
k2
)
dx. (4.31)
Thus, it follows from (4.28)–(4.31) that
d
dt
∫
Rn
ρ
( |x|2
k2
)
|v|2 dx+ λ
∫
Rn
ρ
( |x|2
k2
)
|v|2 dx
 c3
k
(‖∇v‖2 + ‖v‖2)+ c3
∫
Rn
(|ψ1| + |ψ2|2 + g2)ρ
( |x|2
k2
)
dx
+ c3
∫
Rn
(∣∣z(θ2,tω)h∣∣2 + ∣∣z(θ2,tω)h∣∣2 + ∣∣z(θ2,tω)h∣∣p)ρ
( |x|2
k2
)
dx. (4.32)
Since ψ1 ∈ L1(Rn), given η0 > 0, there exists K1 = K1(η0) 1 such that for all k K1,
c3
∫
Rn
|ψ1|ρ
( |x|2
k2
)
dx = c3
∫
|x|k
|ψ1|ρ
( |x|2
k2
)
dx c3
∫
|x|k
∣∣ψ1(x)∣∣dx η0. (4.33)
Similarly, since ψ2 ∈ L2(Rn) and h ∈ H2(Rn) ∩ W 2,p(Rn), there exists K2 = K2(η0) K1 such that for
all k K2,
c3
∫
Rn
(|ψ2|2 + ∣∣z(θ2,tω)h∣∣2 + ∣∣z(θ2,tω)h∣∣2 + ∣∣z(θ2,tω)h∣∣p)ρ
( |x|2
k2
)
dx
 η0
(
1+ ∣∣z(θ2,tω)∣∣2 + ∣∣z(θ2,tω)∣∣p) c4η0(1+ ∣∣z(θ2,tω)∣∣p). (4.34)
It follows from (4.32)–(4.34) that there exists K3 = K3(η0) K2 such that for all k K3
d
dt
∫
Rn
ρ
( |x|2
k2
)
|v|2 dx+ λ
∫
Rn
ρ
( |x|2
k2
)
|v|2 dx
 η0
(‖∇v‖2 + ‖v‖2)+ c5η0(1+ ∣∣z(θ2,tω)∣∣p)+ c3
∫
|x|k
g2(x, t)dx.
Multiplying the above by eλt and then integrating the inequality on (τ − t, τ ) with t  0, we get that
for each ω ∈ Ω ,
∫
n
ρ
( |x|2
k2
)∣∣v(τ , τ − t,ω, vτ−t)∣∣2 dx− e−λt
∫
n
ρ
( |x|2
k2
)∣∣vτ−t(x)∣∣2 dx
R R
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τ∫
τ−t
eλs
∥∥v(s, τ − t,ω, vτ−t)∥∥2H1(Rn) ds + c5η0λ
+ c5η0
τ∫
τ−t
eλ(s−τ )
∣∣z(θ2,sω)∣∣p ds + c3
τ∫
τ−t
∫
|x|k
eλ(s−τ )g2(x, s)dxds. (4.35)
Replacing ω by θ2,−τω in (4.35) we ﬁnd that, for τ ∈R, t  0, ω ∈ Ω and k K3,
∫
Rn
ρ
( |x|2
k2
)∣∣v(τ , τ − t, θ2,−τω, vτ−t)∣∣2 dx− e−λt
∫
Rn
ρ
( |x|2
k2
)∣∣vτ−t(x)∣∣2 dx
 η0e−λτ
τ∫
τ−t
eλs
∥∥v(s, τ − t, θ2,−τω, vτ−t)∥∥2H1(Rn) ds + c5η0λ
+ c5η0
τ∫
τ−t
eλ(s−τ )
∣∣z(θ2,s−τω)∣∣p ds + c3
τ∫
τ−t
∫
|x|k
eλ(s−τ )g2(x, s)dxds
 η0e−λτ
τ∫
τ−t
eλs
∥∥v(s, τ − t, θ2,−τω, vτ−t)∥∥2H1(Rn) ds + c5η0λ
+ c5η0
0∫
−∞
eλs
∣∣z(θ2,sω)∣∣p ds + c3
τ∫
−∞
∫
|x|k
eλ(s−τ )g2(x, s)dxds. (4.36)
By (4.15) we see that there exists K4 = K4(τ ,η0) K3 such that for all k K4,
c3
τ∫
−∞
∫
|x|k
eλ(s−τ )g2(x, s)dxds  η0. (4.37)
It follows from (4.36)–(4.37) and Lemma 4.1 that there exists T1 = T1(τ ,ω, D) > 0 such that for all
t  T1 and k K4,
∫
Rn
ρ
( |x|2
k2
)∣∣v(τ , τ − t, θ2,−τω, vτ−t)∣∣2 dx− e−λt
∫
Rn
ρ
( |x|2
k2
)∣∣vτ−t(x)∣∣2 dx
 c6η0 + c6η0
0∫
−∞
eλs
∣∣z(θ2,sω)∣∣p ds + c6η0
τ∫
−∞
eλ(s−τ )
∥∥g(·, s)∥∥2 ds. (4.38)
Since vτ−t ∈ D(τ − t, θ2,−tω) and D ∈Dλ we ﬁnd that
limsup
t→∞
e−λt
∫
n
ρ
( |x|2
k2
)∣∣vτ−t(x)∣∣2 dx limsup
t→∞
e−λt
∥∥D(τ − t, θ2,−tω)∥∥2 = 0,R
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and k K4,
∫
|x|√2k
∣∣v(τ , τ − t, θ2,−τω, vτ−t)∣∣2 dx

∫
Rn
ρ
( |x|2
k2
)∣∣v(τ , τ − t, θ2,−τω, vτ−t)∣∣2 dx
 c7η0
(
1+
0∫
−∞
eλs
∣∣z(θ2,sω)∣∣p ds +
τ∫
−∞
eλ(s−τ )
∥∥g(·, s)∥∥2 ds
)
. (4.39)
Then Lemma 4.4 follows from (4.39) by choosing η0 appropriately for a given η > 0. 
We are now ready to derive uniform estimates on the solutions u of the stochastic equation (4.1)
based on those estimates of the solutions v of Eq. (4.10). By (4.11) we ﬁnd that, for each τ ∈R, t  0
and ω ∈ Ω ,
u(τ , τ − t, θ2,−τω,uτ−t) = v(τ , τ − t, θ2,−τω, vτ−t)+ hz(ω), (4.40)
where vτ−t = uτ−t − hz(θ2,−tω). Let D = {D(τ ,ω): τ ∈ R, ω ∈ Ω} ∈ Dλ . We then deﬁne another
family D˜ of subsets of L2(Rn) from D . Given τ ∈R and ω ∈ Ω , set
D˜(τ ,ω) = {ϕ ∈ L2(Rn): ‖ϕ‖2  2∥∥D(τ ,ω)∥∥2 + 2∣∣z(ω)∣∣2‖h‖2}. (4.41)
Let D˜ be the family consisting of those sets given by (4.41), i.e.,
D˜ = {D˜(τ ,ω): D˜(τ ,ω) is deﬁned by (4.41), τ ∈R, ω ∈ Ω}. (4.42)
Since |z(ω)| is tempered and D ∈Dλ , it is easy to check that D˜ given by (4.42) also belongs to Dλ .
Furthermore, if uτ−t ∈ D(τ − t, θ2,−tω), then vτ−t = uτ−t − hz(θ2,−tω) belongs to D˜(τ − t, θ2,−tω).
Based on the above analysis, the uniform estimates in H1(Rn) of the solutions of Eq. (4.1) follows
immediately from (4.40), Lemma 4.1 and Lemma 4.3.
Lemma 4.5. Suppose (4.3)–(4.6) and (4.14) hold. Then for every τ ∈ R, ω ∈ Ω and D = {D(τ ,ω): τ ∈ R,
ω ∈ Ω} ∈Dλ , there exists T = T (τ ,ω, D)  1 such that for all t  T , the solution u of problem (4.1)–(4.2)
satisﬁes
∥∥u(τ , τ − t, θ2,−τω,uτ−t)∥∥2H1(Rn)  β(1+ z2(ω))+ βe−λτ
τ∫
−∞
eλs
∥∥g(·, s)∥∥2 ds
+ β
0∫
−∞
eλs
∣∣z(θ2,sω)∣∣p ds, (4.43)
where uτ−t ∈ D(τ − t, θ2,−tω) and β is a positive constant depending on λ, but independent of τ , ω and D.
1580 B. Wang / J. Differential Equations 253 (2012) 1544–1583Similarly, by (4.40) and Lemma 4.4, we have the following uniform estimates on the tails of solu-
tions of Eq. (4.1).
Lemma 4.6. Suppose (4.3)–(4.6) and (4.14) hold. Let τ ∈R,ω ∈ Ω and D = {D(τ ,ω): τ ∈R, ω ∈ Ω} ∈Dλ .
Then for every η > 0, there exist T = T (τ ,ω, D, η) 1 and K = K (τ ,ω,η) 1 such that for all t  T , the
solution u of problem (4.1)–(4.2) satisﬁes
∫
|x|K
∣∣u(τ , τ − t, θ2,−τω,uτ−t)(x)∣∣2 dx η,
where uτ−t ∈ D(τ − t, θ2,−tω).
4.3. Existence of attractors for Reaction–Diffusion equations
In this subsection, we establish the existence of a Dλ-pullback attractor for the cocycle Φ asso-
ciated with the stochastic problem (4.1)–(4.2). We ﬁrst notice that, by Lemma 4.5, Φ has a closed
Dλ-pullback absorbing set K in L2(Rn). More precisely, given τ ∈ R and ω ∈ Ω , let K (τ ,ω) = {u ∈
L2(Rn): ‖u‖2  L(τ ,ω)}, where L(τ ,ω) is the constant given by the right-hand side of (4.43). It is
evident that, for each τ ∈R, L(τ , ·) : Ω →R is (F ,B(R))-measurable. In addition, by simple calcula-
tions, one can verify that
lim
r→−∞ e
λr
∥∥K (τ + r, θ2,rω)∥∥2 = lim
r→−∞ e
λr L(τ + r, θ2,rω) = 0.
In other words, K = {K (τ ,ω): τ ∈ R, ω ∈ Ω} belongs to Dλ . For every τ ∈ R, ω ∈ Ω and D ∈Dλ , it
follows from Lemma 4.5 that there exists T = T (τ ,ω, D) 1 such that for all t  T ,
Φ
(
t, τ − t, θ2,−tω, D(τ − t, θ2,−tω)
)⊆ K (τ ,ω).
Thus we ﬁnd that K = {K (τ ,ω): τ ∈R, ω ∈ Ω} is a closed measurable Dλ-pullback absorbing set in
Dλ for Φ . We next show that Φ is Dλ-pullback asymptotically compact in L2(Rn).
Lemma 4.7. Suppose (4.3)–(4.6) and (4.14) hold. Then Φ is Dλ-pullback asymptotically compact in L2(Rn),
that is, for every τ ∈R,ω ∈ Ω , D = {D(τ ,ω): τ ∈R, ω ∈ Ω} ∈Dλ , and tn → ∞, u0,n ∈ D(τ −tn, θ2,−tnω),
the sequence Φ(tn, τ − tn, θ2,−tnω,u0,n) has a convergent subsequence in L2(Rn).
Proof. We need to show that for every η > 0, the sequence Φ(tn, τ − tn, θ2,−tnω,u0,n) has a ﬁnite
covering of balls of radii less than η. Given K > 0, denote by Q K = {x ∈ Rn: |x|  K } and Q cK =
R
n \ Q K . It follows from Lemma 4.6 that there exist K = K (τ ,ω,η) 1 and N1 = N1(τ ,ω, D, η) 1
such that for all n N1,
∥∥Φ(tn, τ − tn, θ2,−tnω,u0,n)∥∥L2(Q cK )  η2 . (4.44)
By Lemma 4.5 there exists N2 = N2(τ ,ω, D, η) N1 such that for all n N2,
∥∥Φ(tn, τ − tn, θ2,−tnω,u0,n)∥∥H1(Q K )  L(τ ,ω),
where L(τ ,ω) is the constant given by the right-hand side of (4.43). By the compactness of em-
bedding H1(Q K ) ↪→ L2(Q K ), the sequence Φ(tn, τ − tn, θ2,−tnω,u0,n) is precompact in L2(Q K ), and
hence it has a ﬁnite covering in L2(Q K ) of balls of radii less than
η
2 . This and (4.44) imply that
Φ(tn, τ − tn, θ2,−tnω,u0,n) has a ﬁnite covering in L2(Rn) of balls of radii less than η, as desired. 
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measurable Dλ-pullback absorbing set of Φ . Thus the existence of a Dλ-pullback attractor of Φ fol-
lows from Proposition 3.1 immediately.
Theorem 4.8. Suppose (4.3)–(4.6) and (4.14) hold. Then the cocycle Φ associated with problem (4.1)–(4.2)
has a uniqueDλ-pullback attractorA ∈Dλ in L2(Rn) whose structure is characterized by (3.6)–(3.8).
We now consider the case where the non-autonomous deterministic forcing g : R→ L2(Rn) is in
L2loc(R, L
2(Rn)) and is periodic with period T > 0. In this case, condition (4.14) is fulﬁlled, and for
every t  0, τ ∈R and ω ∈ Ω , we have from (4.11) that
Φ(t, τ + T ,ω, ·) = v(t + τ + T , τ + T , θ2,−τ−Tω, · − hz(ω))+ hz(θ2,tω)
= v(t + τ , τ , θ2,−τω, · − hz(ω))+ hz(θ2,tω) = Φ(t, τ ,ω, ·).
This shows that Φ is periodic with period T by Deﬁnition 2.2. Let D ∈Dλ and DT be the T -translation
of D . Then by (4.12) and (4.13) we have, for every r ∈R and ω ∈ Ω ,
lim
s→−∞ e
λs
∥∥D(r + s, θ2,sω)∥∥2 = 0. (4.45)
In particular, for r = τ + T with τ ∈R, we get from (4.45) that
lim
s→−∞ e
λs
∥∥DT (τ + s, θ2,sω)∥∥2 = lim
s→−∞ e
λs
∥∥D(τ + T + s, θ2,sω)∥∥2 = 0. (4.46)
From (4.46) we see that DT ∈Dλ , and hence Dλ is T -translation closed. By the same argument, we
also see that Dλ is −T -translation closed. Thus, from Lemma 2.7 we ﬁnd that Dλ is T -translation
invariant. Applying Proposition 3.2 to problem (4.1)–(4.2), we get the periodicity of the Dλ-pullback
attractor of Φ as stated below. Note that the periodicity of the attractor can also be obtained by
Theorem 2.25.
Theorem 4.9. Let g : R→ L2(Rn) be periodic with period T > 0 and belong to L2((0, T ), L2(Rn)). Suppose
(4.3)–(4.6) hold. Then the cocycle Φ associated with problem (4.1)–(4.2) has a unique periodic Dλ-pullback
attractorA ∈Dλ in L2(Rn) whose structure is characterized by (3.6)–(3.8).
As discussed in Section 3.1, the pullback attractors of problem (4.1)–(4.2) can also be investi-
gated by constructing a cocycle over the set Ωg of all translations of the function g . Given t  0,
τ ∈R, ω ∈ Ω and u0 ∈ L2(Rn), let u(t,0, gτ ,ω,u0) be the solution of Eq. (4.1) with g being replaced
by gτ . Here, u0 is the initial condition of u at t = 0. Suppose g : R→ L2(Rn) is not a periodic func-
tion. Then deﬁne a map Φ˜ : R+ × Ωg × Ω × L2(Rn) → L2(Rn) by Φ˜(t, gτ ,ω,u0) = u(t,0, gτ ,ω,u0)
for all t  0, τ ∈ R, ω ∈ Ω and u0 ∈ L2(Rn). One can check that Φ˜ is a continuous cocycle
in L2(Rn) over (Ωg , {θ1,t}t∈R) and (Ω,F , P , {θ2,t}t∈R), where {θ1,t}t∈R is given by (3.9). Actually,
Φ˜(t, gτ ,ω, ·) = Φ(t, τ ,ω, ·) for all t  0, τ ∈ R and ω ∈ Ω . Let D˜λ be the collection of all families
D˜ = {D˜(gτ ,ω): gτ ∈ Ωg , ω ∈ Ω} such that for every gτ ∈ Ωg and ω ∈ Ω ,
lim
s→−∞ e
λs
∥∥D˜(gτ+s, θ2,sω)∥∥2 = 0.
Then, by Proposition 3.3 we can show that Φ˜ has a unique D˜λ-pullback attractor A˜ = {A˜(gτ ,ω):
gτ ∈ Ωg, ω ∈ Ω} ∈ D˜λ . Actually, in this case, we have A˜(gτ ,ω) =A(τ ,ω) for all τ ∈ R and ω ∈ Ω ,
where A is the Dλ-pullback attractor of Φ .
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families D˜ = {D˜(gτ ,ω): gτ ∈ Ω Tg , ω ∈ Ω} such that for each gτ ∈ Ω Tg and ω ∈ Ω ,
lim
s→−∞ e
λs
∥∥D˜(θ1,s gτ , θ2,sω)∥∥2 = 0,
where {θ1,t}t∈R is given by (3.10). By Proposition 3.4, one can prove that Φ˜ has a unique D˜λ-pullback
attractor A˜ = {A˜(gτ ,ω): gτ ∈ Ω Tg , ω ∈ Ω}. In this case, we also have A˜(gτ ,ω) = A(τ ,ω) for all
τ ∈ [0, T ) and ω ∈ Ω , where A is the periodic Dλ-pullback attractor of Φ .
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