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Abstract 
Computational fluid dynamics (CFD) analysis using Reynolds-averaged Navier-Stokes (RANS) 
formulation for turbomachinery-related flows has enabled improved engine component designs. 
RANS methodology has limitations that are related to its inability to accurately describe the 
spectrum of flow phenomena encountered in engines. Examples of flows that are difficult to 
compute accurately with RANS include phenomena such as laminar/turbulent transition, turbulent 
mixing due to mixing of streams, and separated flows. Large eddy simulation (LES) can improve 
accuracy but at a considerably higher cost. In recent years, hybrid schemes that take advantage of 
both unsteady RANS and LES have been proposed. This study investigated an alternative scheme, 
the time-filtered Navier-Stokes (TFNS) method applied to compressible flows. The method 
developed by Shih and Liu was implemented in the Glenn-Heat-Transfer (Glenn-HT) code and 
applied to film-cooling flows. In this report the method and its implementation is briefly described. 
The film effectiveness results obtained for film cooling from a row of 30° holes with a pitch of 3.0 
diameters emitting air at a nominal density ratio of unity and two blowing ratios of 0.5 and 1.0 are 
shown. Flow features under those conditions are also described.  
 
Nomenclature 
d diameter 
DR density ratio 
e internal energy per unit mass 
G time filter defined in Equation (2) 
k turbulence kinetic energy 
L length 
M blowing ratio 
p pressure 
Ԛ heating rate 
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qi heat fluxes 
R universal gas constant 
T temperature 
t time 
Tu free-stream turbulence intensity 
u velocity 
x streamwise coordinate measured from hole trailing edge 
y spanwise coordinate  
z normal to the plate coordinate 
ΔT temporal filter width 
H turbulence dissipation rate 
K effectiveness defined in Equation (24) 
K1 effectiveness defined in Equation (25) 
ĸ thermal conductivity 
μ viscosity 
Q kinematic viscosity 
ρ density 
τij  unresolved turbulent stresses 
I turbulence variable  
Z specific dissipation rate 
(}),t  temporal derivative 
(}),i   spatial derivative 
 
Subscripts 
T turbulent value  
aw adiabatic wall  
c coolant  
r recovery 
∞ inlet total 
 
Superscripts 
 time filtered value 
~ density weighted value 
 
1-Introduction 
High operating pressure ratios as well as increased turbine inlet total temperatures are expected to be 
the hallmarks of NASA’s N+3 engines. Cooling of blades with film cooling is an effective means of 
insulating blades from hot combustion gases and is thus expected to continue to be an important method 
for cooling unless materials are developed that can tolerate much higher temperatures. Currently, the 
cooling air used for high-pressure turbine cooling comprises approximately 15 percent of the mass flow 
through the core. This use of cooling air is a loss to the efficiency of the engine and needs to be 
minimized. 
For film-cooling flows in the higher blowing ratio M range (M > 1.0) Reynolds-averaged Navier-
Stokes (RANS) analysis does not produce accurate solutions (Ref. 1). Argument is made that RANS 
models are not adequate for film-cooling flows as the unsteady interactions and mixing of the main 
stream and cooling stream play an important role that are not accounted for by such models. In recent 
years attempts have been made to model film-cooling flows using large eddy simulation (LES) and 
detached eddy simulation (DES). Some of these attempts have resulted in computations of cooling 
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effectiveness but others have used LES to shed light on the physics of film cooling. Guo et al. (Ref. 2) 
used LES to study the effect of low blowing ratios (0.1 and 0.48) for respective 90° and 30° inclined 
angles. Their purpose was to investigate the turbulent flow structure and the vortex dynamics for gas 
turbine blade film cooling. Their work concluded that turbulent flow downstream of the cooling holes is 
highly anisotropic and also that LES is well suited for such simulations. Tyagi and Acharya (Ref. 3) 
studied film-cooling physics for a blowing ratio of 0.5 and a short tube with a 1.75 length-to-diameter 
ratio. They showed good agreement with experimental measurements for velocity distributions 
downstream of the hole and described the physical features of the flow resulting from the film-cooling 
flow. More recently, Fujimoto (Ref. 4) used surface-adjusted octree hexahedral meshes to perform LES 
computations of film-cooling effectiveness. Fujimoto compared his results and the results of a multiblock 
LES computation with the experimental data of Sinha et al. (Ref. 5) and reported good agreement with the 
experimental data for a range of blowing ratios. 
Computations have been performed on turbine blades to determine both the heat transfer coefficient 
and the film effectiveness for film cooling using DES, which uses a combined RANS and LES for the 
blade surface downstream of an internally ribbed slot. One example is the work of Martini et al. (Ref. 6) 
which ascribes great advantage to using DES over modeling using RANS methods. 
In their earlier LES work for film-cooling flows, Peet and Lele (Ref. 7) used a combination of 
computational fluid dynamics (CFD) codes—an incompressible method for the plenum and the pipe, and 
a compressible method for the cross stream and the interaction zone. They computed turbulence statistics 
and effectiveness of the film cooling for a low-blowing-ratio (M = 0.5) case. One of the issues often 
confronted when computing film-cooling flows concerns the effect of the plenum. Plenum modeling and 
related assumptions are sources of uncertainty. The plenum is often included in the numerical model but 
the incompressible flow within the plenum reduces the convergence rate of the numerical schemes. This 
limitation has little to do with engine conditions and is encountered as experimental setups use plena for 
film cooling. To model the flow realistically the plena have to be included in the computations. 
To eliminate the uncertainty associated with using plena, a new film-cooling experiment has been 
designed, which uses very long film-cooling pipes with length-to-diameter ratios greater than 20 (Ref. 8). 
This leads to fully developed flow in the pipe and thus requires no further characterization of the pipe 
flow. In addition, other confounding conditions such as the effect of the plenum exit and pipe length do 
not enter the experiment or affect computational results. 
The work reported herein utilized the experimental conditions described in (Ref. 8) and conducted a 
numerical study employing a time-filtered Navier-Stokes (TFNS) method. The resulting film-cooling 
effectiveness distributions were compared to the data reported in Reference 8. The filtering of equations is 
performed on timescales rather than length scales of turbulence using an algebraic Reynolds stress model 
as the subfilter model. The underlying model is described by Liu and Shih (Ref. 9) and is further 
elucidated in References 10 to 12. The subfilter model in the present work does not use wall functions in 
contrast to what was done with TFNS (or earlier versions of the model). Instead it uses a model version 
that is integrated all the way to the wall (Ref. 13). This was necessary since the previous uses of TFNS 
were for combustion computations, so near-wall flows and heat transfer were not emphasized. 
1.1 Description of Work 
Flow over a flat plate and temperature distribution downstream of film-cooling holes at a 30q 
inclination and two blowing ratios of 0.5 and 1.0 for a single nominal density ratio DR of unity were 
simulated. The range of momentum ratios is thus the same as the blowing ratios. Earlier computations 
(Ref. 1) performed at a blowing ratio of M = 2 showed the inadequacy of the k-Z turbulence model 
(Ref. 14) at high blowing ratios. In this study, several turbulence models within the Glenn-Heat-Transfer 
(Glenn-HT) code (Ref. 15) were used for an intermediate blowing ratio of unity. A commercial code CFX 
and the models within it (shear stress transport (SST) and k-H) were also applied and verified that results 
are highly dependent on the choice of turbulence model, which is not acceptable. 
Elements of the work performed to enable simulation of film cooling using TFNS are as follows: 
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(1) Programming and testing of required routines to simulate unsteady flows, including routines to 
allow long-term averaging of flow quantities, Reynolds stresses, and relevant unsteady boundary 
conditions. 
(2) Programming the low Reynolds number k-H and algebraic Reynolds stress model (ARSM) and 
verifying that they both worked for turbulent flow heat transfer on a plate. 
(3) Programming and testing of the SST model. 
(4) Programming and testing of individual numerical probes, rakes, or a plane of rakes to allow 
tracking of the flow variables.  
(5) Implementing the TFNS elements (based on the low-Reynolds-number ARSM into the Glenn-
HT code). 
(6) Modeling of the long-piped film-cooling-hole geometry. 
(7) Researching and implementing methods to allow efficient domain dicing and subsequent 
multiprocess simulations. 
(8) Simulating film-cooling flow using RANS and unsteady Reynolds-averaged Navier-Stokes 
(URANS). 
(9) Simulating film-cooling effectiveness using TFNS. 
 
The numerical work was tied to an experimental campaign to measure the flow field and surface film 
effectiveness resulting from film cooling. Computations attempted to simulate and predict those 
experiments. The experimental campaign results are presented by Shyam et al. in Reference 8. In this 
report, the numerical work performed to achieve better agreement with the experimental data presented 
by Shyam et al. is described and evaluated in detail. The improved ability to simulate film-cooling flows 
is demonstrated and the need for additional refinements is discussed. 
1.2 Experiment Setup and Conditions 
A 30u engine scale test facility was used to interrogate the highly complex three-dimensional flow 
field associated with detached flows to resolve the shear layer and wake regions. A schematic of the test 
flow and geometry are shown in Figure 1. Experiments were carried out in an open-loop tunnel with a 
temperature-controlled coolant loop. The tunnel consisted of an aluminum bellmouth, flow-conditioning 
screens, 8.2-in.- (20.82-cm-) wide by 0.75 in.- (1.91-cm-) thick square acrylic sections, the test section on 
the tunnel floor, and a lid directly above for either viewing or actuator support. Air was drawn from the 
room and passed through flow-conditioning sections prior to the test section entry. 
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Figure 1.—Schematic of the tunnel setup and the cooling airflow with the long pipes (from Ref. 8). 
 
Airflow was provided by a 7-hp (5220-W) fan. The free-stream velocity was 29.86 ft/s (9.1 m/s) and 
the Reynolds number was 11 000, based on free-stream velocity and coolant hole diameter (d). The test 
section is a square section of cross section measuring 8.00 by 8.00 in. (20.32 by 20.32 cm) by 34.00 in. 
(86.36 cm) in length (L). The free-stream turbulence intensity (Tu) at the inlet of the test section measured 
approximately 1.5 percent without a grid and 4 percent with a square grid (not used in the simulations). 
The boundary layer thickness was 1.27 cm at x/d = –0.5, and was taken to be the vertical distance from 
the wall at which the velocity is equal to 99 percent of the free-stream velocity. 
Pressurized supply air provided coolant flow through a heat exchanger that consisted of a copper tube 
coiled inside in an ice water tank. The coolant was fed through a manifold to three separate flow meters 
then to acrylic tubes with L/d = 20 connected to each cooling hole. The separate cooling tubes provided 
an opportunity to model the cooling flow in each hole as fully developed. 
The test section consisted of a flat acrylic plate with three 0.75-in.- (1.9-cm-) diameter holes inclined 
at 30°. The holes were spaced at three times the hole diameter.  
To determine the tunnel flow rate, a total pressure probe was placed upstream of the test section and 
static pressure taps were placed on the sidewalls. Free-stream temperature was measured with an open-
ball thermocouple located upstream of the holes near the total pressure probe. Coolant temperature was 
measured with open-ball thermocouples inside the coolant tubes. Temperature survey data was taken 
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along the centerline plane of the tunnel and at several cross sectional planes with a small open ball type E 
thermocouple probe attached to an actuator above the test section. The adiabatic wall temperature was 
determined from the thermocouple probe surveys with the probe located near the floor of the test section. 
Various hotwire probes were used to obtain the three-dimensional velocity components and turbulent 
stresses along the centerline and at several streamwise planes. 
Infrared (IR) thermography was used to obtain the adiabatic film-cooling effectiveness. Further 
details and extensive data may be found in Shyam et al. (Ref. 8). 
1.3 Time-Filtered Navier-Stokes Analysis 
The unsteady approach called time-filtered Navier-Stokes (TFNS), also referred to as “partially 
resolved Navier-Stokes (PRNS) or very large eddy simulations” (Refs. 9 to 13), was used for this work. 
The method was developed for the simulation of large turbulent eddies and requires only relatively coarse 
grid resolution as is often used in RANS simulations. The method is based on the concept of temporal 
filtering of Navier-Stokes equations. This purportedly avoids grid dependence issues associated with LES 
such as the direct connection between the filter size and the grid resolution. In TFNS the larger timescales 
(or lower frequencies) of the turbulence are directly calculated and the effects of the unresolved 
turbulence timescales are modeled by a dynamic equation system. Contents of both resolved and 
unresolved turbulence are regulated by a filtering control parameter (FCP), which is related to the width 
of the temporal filter. The method as utilized in this work solves the flow all the way to the wall and 
avoids the use of wall functions. 
The basic TFNS equations and its subfilter model presented by Liu and Shih (Ref. 9) are grid 
invariant, that is, they do not have grid spacing as a parameter in their formulations. It is therefore 
possible to achieve a grid-independent numerical solution for a fixed FCP. Another distinction is that 
TFNS enables performance of URANS, very large eddy simulations (VLES), LES, and even Direct 
Numerical Simulations (DNS) in a unified way through the judicious selection of the value of FCP, and 
the appropriately refined grid. It should be noted that the TFNS approach is not a variant of the hybrid 
RANS/LES (Refs. 16 to 19). There is no enforced transition between the perceived RANS and LES 
domains. 
The subfilter model was constructed to use a more general relationship between the unresolved 
turbulent stresses and the resolved turbulent flow field. Shih and Liu (Ref. 11) used rational mechanics 
analysis and obtained a general constitutive relationship for the Reynolds stresses. In addition to the 
dissipative and diffusive effects accounted for through the eddy viscosity, the subfilter model accounts for 
the effects of anisotropy and rotation. Source terms introduced in the momentum equation sustain the 
turbulent fluctuations in the calculated flow field. One important outcome using this constitutive 
relationship described by Shih and Liu (Ref. 20) is the ability of TFNS to sustain turbulent fluctuations 
for a turbulent pipe flow in the lower range of applicable Reynolds numbers while the k-H variant was not 
able to sustain a turbulent flow contrary to the observed physical behavior. The model adopted for TFNS 
simulations in the Glenn-HT code employs this unique feature of the nonlinear subfilter model. 
A detailed description of the TFNS equations and the subfilter model developed by Shih and Liu 
(Ref. 11) follows in the next section. 
1.3.1 Formulation 
The formulation follows steps described in Reference 9. The additional formulation needed to 
implement the model without the use of wall functions is summarized from the literature and will be 
provided below.  
Using a homogeneous temporal filter G(t – tʹ), the large timescale turbulence variable I  and its 
density-weighted variable I  can be defined as 
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, , ,i it x t x G t t dt UIc c cI  I  I  U³  (1) 
where the integral is over the entire time domain and G satisfies the normalization condition 
  1G t t dtc c  ³ . 
There are several such temporal filters available, the simplest one is the top hat filter: 
   1 , if 2
0 , otherwise
T Tt tG t t
c'  d'­c  ®¯  (2) 
where ΔT is the width of the top hat filter. Using this filter, the left part of Equation (1) becomes 
    
/2
/2
1, ,
T
T
t
i i
T t
t x t x dt
'
'
c cI  I' ³  (3) 
Equation (3) suggests that I  and I  become the exact Reynolds-averaged quantity and Favre-averaged 
quantity, respectively when ΔT o f. On the contrary, they will become the instantaneous turbulent 
quantity as ΔT o 0. For a finite ΔT, they represent the quantities of large timescale turbulence. 
Performing the filtering operation defined by Equation (1) on the Navier-Stokes equations, a set of 
exact, basic equations for the resolved, large timescale turbulence ( I  and I ) are obtained: 
     , ,, ,
,
22
3i i j i ij j ij ij kkt j j
u u u p s s§ ·U  U    W  P  G P¨ ¸© ¹  (4) 
      , ,, ,, 22 3i i kk i i ij ij kk iii ite u e T ps q s s s s Q§ ·U  U  N    P  P ¨ ¸© ¹  (5) 
  , , 0,t i iu p RTU  U   U  (6) 
    ,ij i j i j i i iu u q u e u eu uW { U  { U   (7) 
where sij = (uij + uji)/2. The operators (}),t and (}),i  represent the temporal and spatial derivatives, 
respectively. The density, velocity, temperature, pressure, internal energy per unit mass, and the heating 
rate are represented by ρ, ui, T, p, e, and Ԛ, respectively. The viscosity and kinematic viscosity are given 
by μ and ν, N is the heat conductivity of the fluid, and R is the universal gas constant. The extra terms 
created by the process of time-filtering nonlinear Navier-Stokes equations, τij and qi represent the effects 
of unresolved, small time-scale turbulence—the unresolved turbulent stresses and heat fluxes. The 
following was proposed to model the unresolved turbulent stresses τij: 
 
   
 
3
1 3 3 2
4
2 2
5 5 3
12 3
3
2 3
ij T ij ij kk ij kk ik kj ik kj
ik kj ik kj ik km mj kl lm mk ij s ij ij kk
kf s s A f s s
kA f s s s s II s s
W   P  G  G W  U Z ZH
ª º U Z  Z Z Z Z Z G   G¬ ¼H
 (8) 
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where k and H are the turbulence kinetic energy and dissipation rate defined in Equations (17) and (18)     , , , ,2 , 2 , 2 .ij i j j i ij i j j i s kk mm kl lks u u u u II s s s s  Z      The model coefficients Cμ, A3, and A5 
are constrained by the realizability condition and the rapid distortion theory limit. They are not arbitrary 
but formulated in Reference 21: 
 
2
2 2 *
3 52 4 * * * *
* * *
2 3
1.0
1.61 , ,
74.0 0.5 1.5
4
s
t
s
kA C S
C A Ak k k S SA U S
P
P
§ · ¨ ¸H P© ¹   : :  : UH H H
 (9) 
in which 
   * * ** * * 316 cos , arccos 6 ,3 ( )ij jk kis S S SA W W S M M    (10) 
    2 2* * * * * * * * 1, , ,
3ij ij ij ij ij ij ij kk
U S S S S S s s  :  :  Z Z   G  (11) 
Also, 
 ( )T
k kC fP P
 QHP  U H  (12) 
The coefficients f1, f3, and f5 are functions of ΔT/T, that is, the ratio of the temporal filter width to the 
global timescale of the turbulent flow of interest, where the global timescale T can be considered as the 
maximum integral timescale in the entire domain. These functions must have the following property:  
 
0    if 0
1    if  1 
T
T
i
T
Tf
T
T
'­ o°' °§ ·  ®¨ ¸ '© ¹ ° o°¯
 (13) 
This lets the unresolved turbulent stresses τij vanish when the filter width ΔT vanishes, and τij approaches 
the Reynolds-averaged stresses as ΔT increases towards the global timescale T.  
All fi have the same form in the TFNS model as 
 
2
2 1, 3, 5T T Tif iT T T
' ' '§ · § · § ·|   ¨ ¸ ¨ ¸ ¨ ¸© ¹ © ¹ © ¹  (14) 
The ratio ΔT/T is used to set the FCP. For example, FCP = 0.30, using ΔT/T = 0.16 is intending to 
directly resolve those turbulence scales that are responsible for about 70 percent of the total turbulent 
kinetic energy and model the rest of the unresolved turbulence scales that contain about 30 percent of the 
total turbulent kinetic energy. An FCP of 0.3 was used in these computations.  
1.3.1.1 Modeling of Unresolved Turbulent Heat Fluxes  
A common practice in modeling unresolved turbulent heat fluxes  i i iq u e u e{ U   is to employ the 
following isotropic model:  
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 ,i T iq e N  (15) 
The simplest form that considers the effects of strain and rotation should be 
  , 1 2 ,i T i T ij ij jkq e c s c e N  N  ZH  (16) 
The expanded relationship resulted in unstable numerics and thus only one term was retained.  
1.3.1.2 Transport Equations for Subscale k-H 
To complete the proposed model for τij, k, and H, the unresolved turbulent kinetic energy and its 
dissipation rate is needed. The exact transport equations can be derived from Navier-Stokes equations, 
and contain several higher order of unclosed terms due to the temporal filtering operation. The first step in 
the derivation procedure is to establish the transport equation for τij, followed by a tracing operation to 
establish the equation for τii (which is kU ), and this leads to the transport equation for k. 
In the current implementation a low Reynolds number version of the equations is used to allow direct 
solution in the near-wall regions without the use of wall functions. The damping functions used are from 
References 21 and 22. The equations and the damping functions are as follows: 
  i T ij ij
i i i
kk u k s
t x x x
ª ºw w w wU  U  P P  W  UH« »w w w w¬ ¼  (17) 
A model transport equation for the dissipation rate H was constructed by the analogy to Equation (17) as 
   22 2 31 1 , ,Ti T ij ij j j
i i i
C f Cu C f s s s
t x x x k k
H H HH H
ª º UH PPw w w wH HUH  U H  P P  W  « »w w w w U XH¬ ¼
 (18) 
where Cε1 = 1.45, Cε2 = 1.92, and Cε3 = 1.0; while keeping in mind that they can be further constructed as 
functions of the local subscale turbulence quantities (Ref. 14): 
 
5
1
1 exp ii
i
f a RP
 
­ ½° °  ® ¾° °¯ ¿¦  (19) 
 
5
1
1
1 exp ii
i
f a RH
 
­ ½° °c  ® ¾° °¯ ¿¦  (20) 
  22 1 0.22exp 36tf RH     (21) 
also  
3/2( )k kR  XH XH  (22) 
and  
 
2
t
kR U PH  (23) 
The coefficients are given in Table I. 
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TABLE I.—COEFFICIENTS FOR EQUATIONS (19) AND (20) 
 1 2 3 4 5 
ia  3.3u103 –6.0u10–5 6.6u10–7 –3.6u10–9 8.4u10–12 
iac  2.53u10–3 –5.7u10–5 6.55u10–7 –3.6u10–9 8.3u10–12 
 
 
Low-Reynolds-number terms that do not use wall distance were deemed more appropriate for the 
class of flows of interest in this work, which involve separated boundary layers. Note the wall distance 
does not appear in the model terms. 
2.0 Film-Cooling Flow Computations 
The numerical scheme and the turbulence model were implemented in the Glenn-HT code (Ref. 15), a 
multiblock-structured grid N–S solver. The computer code uses a four-stage multistage Runge-Kutta 
scheme with fourth-order artificial dissipation with eigenvalue scaling. The added model, in its steady 
form, was applied to flow over a flat plate and the resulting wall friction and heat transfer from an 
adiabatic wall and a heated wall, respectively, were computed and found to be in good agreement with 
correlations. 
Subsequent film-cooling flow computation simulations were conducted in accordance with 
experimental conditions. Geometric scaling was performed to raise the flow Mach number and to 
maintain the Reynolds number based on the film-cooling hole. The density ratio of the flow was held to 
near unity by adjusting the total temperature at the hole inlet. Even though blowing ratios of 0.5, 1.0, 1.5, 
and 2.0 were computed, only ratios of 0.5 and 1.0 are discussed in this report. The computational domain 
extended 12 diameters upstream and 16 diameters downstream of the cooling hole. Spacing between the 
holes was equal to three hole diameters in the experiment. For the computations, a period of 3 diameters 
was similarly imposed. However, it was understood that due to flow unsteadiness, imposition of 
periodicity is a simplification that is done to reduce computation resource requirements. The free-stream 
boundary condition was placed at five diameters from the wall where an exit boundary condition was 
specified. An exit boundary condition was also specified at the outlet on the domain. 
The Tu (1.5 percent as measured) and a turbulence length scale were specified at the inlet. No 
particular handling of the inlet boundary condition to include unsteadiness for our TFNS computations 
was performed. Also, the grid upstream of the hole region was not as well refined as in the vicinity of the 
hole. This causes the incoming flow to be steady. Cases where the grid is refined in the inlet region and 
inclusion of unsteady boundary condition should be considered as a follow-on to this work. This will 
involve modifications to the inlet boundary condition briefly mentioned in this report. 
A number of grid blocks were assigned to individual CPUs in a way that allowed balanced parallel 
computing. To reduce communications overhead, smaller blocks were further consolidated before 
implementing grouping. Initially, 120 groups (CPUs) were used by refining blocking. It was possible to 
increase that number to 1200 for improved parallel capability. The grid itself contained approximately 
8 million cells. Particular attention was paid to grid refinement in areas near the no-slip walls and the 
cooling hole outlet and downstream of the cooling hole with wall shear-stress-scaled grid spacing of  
Δx+ < 300, Δy+ < 3, Δz+ < 200. Grid cells in the film-cooling flow core were constructed to be uniform 
and nearly cubic in shape. Figure 2 shows the grid topology. Figure 2(a) shows the computational domain 
with multiple blocks; Figure 2(b), the grid along the symmetry plane; and Figure 2(c) and Figure 2(d), 
closeup views of the grid near the cooling hole. 
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Figure 2.—Grid topology. (a) Computational domain with multiple blocks. (b) Grid along symmetry plane. (c) Closeup 
view of grid along symmetry plane near hole exit. (d) Top view of surface grid in hole. 
 
2.1 RANS and URANS Analysis 
As previously mentioned, film-cooling effectiveness prediction accuracy suffers greatly when RANS 
is used and the blowing ratio is relatively high (>~1). RANS and URANS computations were performed 
to assess their performance in predicting the film-cooling effectiveness before TFNS computations were 
performed. Figure 3 shows the experimental measurements of the laterally averaged effectiveness of film 
cooling downstream of the hole and predictions using a variety of models available in Glenn-HT code and 
the commercial code. Computations were performed for a blowing ratio M = 1 and density ratio DR = 1. 
The effectiveness data were obtained using thermocouples and documented in Reference 8. Results were 
obtained on a once-coarsened version of the grid shown in Figure 2 using both RANS and URANS 
versions of the model described earlier. In addition, the low-Reynolds-number SST model developed by 
Langtry and Sjolander (Ref. 23) was used and implemented in the code for this work. For the runs with 
CFX commercial code, two turbulence models, namely, Menter’s SST and the standard k-H model were 
utilized (Ref. 24). 
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Figure 3.—Measured and computed laterally averaged effectiveness downstream of 
film-cooling holes. 
 
Effectiveness is defined as one of the following:  
 η = (Tf – Taw)/(Tf – Tc) (24) 
or 
 η1 = (Tr – Taw)/(Tr – Tc) (25) 
The results above are for K and show a large variance and dependence on the chosen turbulence models. 
T∞ refers to the inlet total temperature, Taw is the adiabatic wall temperature, Tc is the coolant temperature, 
and Tr is the recovery temperature (adiabatic wall temperature) between the holes in a region not affected 
by film cooling as was the case in the experimental measurements.  
2.2 TFNS Solutions 
Two sets of computations using the TFNS method—a density ratio of unity (DR = 1) and the blowing 
ratios of 0.5 and 1.0—are presented in the following sections. As mentioned previously, the FCP for the 
TFNS was set to 0.3. The dimensionless time step was set to 0.005 and the CFL to 3.0 with residual 
smoothing turned on. Other important parameters for computations are the second- and fourth-order 
artificial dissipation terms coefficients used along with the second-order central scheme (Ref. 15).  
Those coefficients were N2 = 0.125 and N4 = 0.001. The value of the second-order dissipation was not 
critical as the flow was wholly subsonic, but a smaller value of the fourth-order dissipation coefficient of 
N4 = 0.0005 produced nonphysical wiggles in the solution and thus N4 was selected as the lowest safe 
value that produced smooth solutions. 
2.2.1 Blowing Ratio of 0.5 
Figure 4 plots spanwise-vorticity contours, which show the development of vortical structures 
downstream of the cooling hole. Shedding occurs because of coolant interaction with the mainstream 
flow. Tyagi and Acharya (Ref. 3) asserted that the observed vortical structures in film-cooling flow are 
related to the development, evolution, growth, and transport of the hairpin vortices. 
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Figure 4.—Initiation of rib vortices and convection downstream. 
 
 
 
Figure 5.—Q-criterion isosurfaces of Q* = 0.1 at M = 0.5 and DR = 1.0. (a) Overview of the domain. (b) Near-hole view. 
 
 
Figure 5 shows isosurface presentation of the dimensionless quantity Q* = 0.1, of the Q-criterion 
(Ref. 25) defined as 0.5 (ωi ωi – Sij Sij) where the positive values represent locations in the flow where the 
vorticity dominates the strain. The isosurfaces are colored by the nondimensional temperature 1 – K, thus 
the blue regions show cooling air and the red regions are at free-stream conditions. The cooling air with 
the higher density propagates downstream with periodic mixing patterns and appears first at a location 
slightly upstream of the hole and stays periodic some distance downstream before it starts to become 
random. The patterns indicate definite rib vortices that form around the film column and convect 
downstream. These ribs appear to be quite regular and are likely to be of the Kelvin-Helmholtz instability 
wave type. Hairpin vortices are seen further downstream of the rib vortices as shown in Figure 5. The 
coherent vortical structures persist for several hole diameters downstream of the hole and then break up. 
This may coincide with the rapid deterioration in effectiveness seen in Figure 6, particularly in the 
spanwise direction shown as a well-defined narrowing of the color bands. 
Figure 7 shows the computed time-averaged film effectiveness contours for this case and the 
experimental measurements using IR thermography from Reference 8. 
The differences between the distribution of the surface effectiveness generated by CFD and that 
produced by IR thermography may be attributable to an inconsistency between the measured 
(experimental) and computed upstream boundary conditions. A recent LES study by Ziefle and Kleiser 
(Ref. 26) discussed the effect of the unsteady cross-stream inlet condition on the cooling effectiveness. 
Figure 8 shows this difference clearly. According to Ziefle and Kleiser, effectiveness contours produced  
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Figure 6.—Computed instantaneous effectiveness contours for M = 0.5 and DR = 1.0. 
 
 
Figure 7.—Time-averaged film effectiveness contours for M = 0.5 and DR = 1.0. (a) Computed. (b) Experimental 
(from Ref. 8). 
 
 
Figure 8.—Comparison of the film effectiveness η contour distributions (from Ref. 26). (a) With unsteady 
cross stream. (b) Without unsteady cross stream. 
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Figure 9.—Centerline film effectiveness contours for M = 0.5 and DR = 1.0. (a) Measured. (b) Computed. 
 
 
by their own LES computations were three tailed, similar to Figure 7(a), when steady crossflow was 
established upstream (Figure 8(a)), as is the case with our TFNS computations. Contours were pointed in 
the downstream direction (Figure 8(b)) when realistic unsteady crossflow was set up upstream. As 
described earlier, the experimental measurements of effectiveness were made with an unsteady upstream 
condition characterized by a Tu of 1.5 percent. Therefore suitable unsteady inlet boundary condition is 
needed to allow for simulation of realistic film-cooling flows and to be able to directly compare to the 
experimental data in Reference 8. Johnson and Shyam (Ref. 27) used a recycling and rescaling method to 
model a more realistic inlet boundary to the film-cooling jet and they saw some improvement to the 
physical structures but not a significant improvement in effectiveness prediction. A more effective 
approach to obtaining improved simulations could be the synthetic eddy modeling (SEM) devised by 
Jarrin et al. (Ref. 28) applied to the mainstream flow. 
Figure 9(a) shows the measured dimensionless quantity of film effectiveness along the center plane of 
the film-cooling hole, and Figure 9(b) shows the computed contour lines for the same domain. The 
measured quantities were taken using thermocouples (Ref. 8). The computational contours of 
effectiveness (K1) are not as diffused as the measured ones. Note that the values of effectiveness 
calculated from the thermocouple data do not approach zero above the jet in the free stream while the 
computed results in Figure 9(b) did as expected. Effectiveness is based on tunnel inlet total temperature as 
shown in Equation (22), and is zero upstream of the hole. Correcting for that discrepancy enhances the 
agreement with the experimental data but the main discrepancy appears to be caused by not accounting 
for the crossflow unsteadiness in the computations. Ziefle and Kleiser show the effect of the crossflow 
unsteadiness. Figure 10(a) shows the contours of effectiveness in the presence of crossflow unsteadiness 
while Figure 10(b) shows the contours in the absence of such unsteadiness. It is clear that the cross-stream 
turbulence enhances breakup of the cooling jet and promotes its dissipation. The differences between the 
measurements in Figure 9(a) and computations in Figure 9(b) are likely similarly attributable to the effect 
of the crossflow unsteadiness. 
Figure 11 and Figure 12 show the respective spanwise-averaged and the centerline values of film-
cooling effectiveness for M = 0.5 and DR = 1.0. The green line shows effectiveness from IR thermography 
for a case with higher Tu (4 percent). The results from IR thermography for low turbulence are within the 
error bands of the thermocouple data. Spanwise-averaged effectiveness (K1), plotted as the red line in  
Figure 11, appears to overpredict the measured data. The discussion by Ziefle and Kleiser on the effect of  
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Figure 10.—Film effectiveness contours through the centerline of the film-cooling hole 
from Reference 26. (a) With unsteady cross stream. (b) Without unsteady cross 
stream. 
 
 
Figure 11.—Spanwise-averaged film effectiveness for M = 0.5 and DR = 1.0. 
 
 
Figure 12.—Centerline film effectiveness for M = 0.5 and DR = 1.0. 
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the neglected cross-stream unsteadiness applies here. In addition, LES computations performed by Tyagi 
and Acharya for the blowing ratio of 0.5 for the 35° short hole pipe, produced high effectiveness similar 
to what is shown in Figure 11. Tyagi and Acharya applied random fluctuations using a Gaussian 
distribution with its variance taken from the kinetic energy of turbulence. Thus no coherence existed in 
the incoming flow. This type of specification dies out rapidly and does not result in unsteady free stream. 
This similarity suggests that the presence of an unsteady inlet boundary condition may be crucial to 
agreement with the experimental data. Note that the CFD results show that a relatively high level of 
cooling effectiveness is maintained much further downstream of the hole than the experiment, and is 
consistent with the contours shown in Figure 9. 
2.2.2 Blowing Ratio of 1.0 
Figure 13 shows isosurfaces of the Q* for the case of M = 1 and DR = 1. The level of Q* was held at 
0.1 to allow for comparison with the M = 0.5 computation. The horseshoe vortex appears to have been 
initiated at the leading edge of the cooling hole. Figure 13(a) shows a better formed horseshoe vortex 
compared to the M = 0.5 case. The initial mixing region between the two streams seems to have more of 
an axial vorticity character than the previous case where it had more of the ring-type character. Ring 
vortices are also present in the near-hole region, and the rings and vortex filaments show a higher level of 
mixing than previously observed for the lower blowing case. The ring vortices appear to be organized, 
survive for some distance, and dissipate toward the end of the domain. 
Figure 14(a) shows cooling effectiveness contours on the plate surface from IR thermography for a 
free-stream Tu of 1.5 percent. The maximum effectiveness downstream of the hole is approximately 0.45 
and occurs at approximately 2.5 diameters downstream of the hole trailing edge. In addition, the contours 
appear to be aligned with the flow direction indicating that there is uniform cooling that seems to extend 
downstream and does not drop off as quickly as for M = 0.5. The coverage appears to extend to y/d = ±1 
and the coverage shown by the CFD results in Figure 14(b) is narrower than the experimental data. The 
difference between experimental and computed contours is most pronounced near the hole. The low 
values of effectiveness downstream of the hole in Figure 14(b) are due to a lack of mixing of the free 
stream and the cooling flows, and is an indication of jet lift-off. Again, for this case, absence of 
unsteadiness in the free stream is a likely reason for the differences in effectiveness.  
Figure 15 shows the local effectiveness at a plane located at z/d = 0.0 based on thermocouple surveys. 
Notice in the region between x/d = 0.5 to 2.0 an area of relatively lower effectiveness appears. The 
computed contours, while showing similar behavior, have a wider lift-off zone and narrower height of the 
jet as they protrude into the free stream. This can be attributed to the neglected effect of the unsteady 
cross stream discussed in relation to Figure 9 and Figure 10. 
 
 
 
Figure 13.—Q-criterion isosurfaces of Q* = 0.1 at M = 1.0 and DR = 1.0. (a) Overview of the domain. (b) Near-hole view. 
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Figure 14.—Film-cooling effectiveness contours downstream of hole for M = 1.0, DR = 1.0, and Tu = 1.5 percent. (a) 
Measured. (b) Computed. 
 
 
 
Figure 15.—Centerline film effectiveness contours at M = 1.0 and DR = 1.0. (a) From thermocouple survey 
Tu = 1.5 percent (b) Computed contours. 
 
 
 
Figure 16 and Figure 17 show spanwise-averaged and centerline effectiveness for M = 1.0, DR = 1.0, 
and Tu = 1.5. Computed results start out with a dropoff in the span-averaged effectiveness from excessive 
jet lift-off as shown in Figure 16. Jet reattachment, not seen in the experiment, causes a rise in the 
centerline effectiveness (Figure 17). This is one of the most important phenomena in the simulation of 
film cooling and is resolved by including the effect of inlet unsteadiness into simulations. 
 
 
American Institute of Aeronautics and Astronautics 
 
19 
 
Figure 16.—Spanwise-averaged film effectiveness for M = 1.0, DR = 1.0, and Tu = 1.5. 
 
 
Figure 17.—Centerline film effectiveness for M = 1.0, DR = 1.0, and Tu = 1.5. 
3-Conclusions 
The time-filtered Navier-Stokes (TFNS) method was implemented in the Glenn-Heat Transfer 
(Glenn-HT) code and analyses of a flat plate cooled by long holes inclined at 30° to the free stream were 
conducted to obtain both steady and unsteady flow solutions. The data were provided by an 
accompanying experiment. Results showed that steady solutions are highly dependent on the turbulence 
model used. To reduce this dependence, the unsteady TFNS analysis was used. The purpose is to allow 
resolution of larger unsteady flow structures believed to be mainly responsible for the breakup of the film-
cooling stream. Features such as Kelvin Helmholtz structures resulting from the interaction of the two 
streams and vortical structures associated with hairpin vortices can be observed in the simulated flows.  
Good agreement was not achieved when the film effectiveness distributions obtained from the 
computations were compared to the experimental IR thermography. Based on the literature for the 
blowing ratio of 0.5, it was concluded that achieving a successful agreement between the computational 
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results and the experimental data requires matching of the free-stream turbulence, which the Glenn-HT 
code is not equipped to do at this time. Results of the TFNS computations, however, are consistent with 
computations performed in the literature without the effect of free stream.  
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