Abstract-The surrogate model-aware evolutionary search (SMAS) framework is an emerging model management method for surrogate model assisted evolutionary algorithms (SAEAs). SAEAs based on SMAS outperform several state-of-the-art SAEAs using other model management methods and show promising results in real-world computationally expensive optimization problems. However, there is little behavioral study of the SMAS framework, and appropriate rules for its search strategy, training data selection and key parameter selection for different types of problems have not been provided yet. In this paper, with a newly proposed training data selection method, the SMAS framework's behaviour with different search strategies and training data selection methods is investigated. The empirical rules in terms of problem characteristics are obtained and the method to construct an SAEA based on the SMAS framework is updated. Experiments using 24 widely used benchmark test problems and the test problems in the CEC 2014 competition of computationally expensive optimization are carried out, which validate the proposed empirical rules.
I. INTRODUCTION
Many real-world optimization problems require computationally expensive fitness function evaluations [1] , [2] . Directly applying evolutionary algorithms (EAs) is often not feasible because a large number of time-consuming function evaluations are unaffordable. Surrogate model assisted evolutionary algorithms (SAEAs) are a recent promising approach for dealing with such expensive optimization problems. In SAEA, a surrogate model is employed to replace computationally expensive exact function evaluations. Surrogate models are approximation models of the fitness function that are much cheaper to evaluate than the real evaluation and the additional surrogate modeling process is often not expensive. Due to this, the computational cost can be reduced significantly.
Surrogate model management technique [3] is one of the most important research topics in SAEA research. Model management investigates optimal ways to have surrogate modeling and evolutionary search collaborate, so as to make them working together harmoniously. For a successful SAEA, a good balance between the effectiveness and the efficiency of the optimization must be made, which are often contradictory. To obtain good optimization ability, a high quality surrogate model is necessary, but this often implies more training data points, which can only be obtained by using more expensive evaluations. At present, several successful model management methods are receiving much attention and many SAEAs are constructed based on them. They include the generation control (GC) framework [4] , the trust-region local search (TLS) framework [5] , [6] , the prescreening-based framework [7] (some references use individual-based method) and surrogate model-aware evolutionary search (SMAS) framework [8] .
Standard EA processes are adopted in the GC framework, the TLS framework and the prescreening-based framework. The GC framework and the TLS framework can often obtain good solution quality but need more expensive function evaluations, while the prescreening-based framework often shows high efficiency but the solution quality and robustness still need to be improved. SMAS possesses advantages with respect to both optimization quality and efficiency. The GPEME algorithm [8] based on SMAS and Gaussian process modeling obtains comparable results but uses 12% to 50% of the number of exact function evaluations compared to other frameworks based on more than ten benchmark problems [5] , [6] , [7] . Unlike other frameworks relying on standard EAs, SMAS develops a new evolutionary search scheme considering high-quality modeling by controlling the locations of candidate solutions in the optimization. SMAS always focuses the search in the current promising subregion and gradually moves this subregion for exploration. Because the training data points and the candidates to be predicted are often distributed in the same small subregion, rather than the whole decision space like standard EA, a high-quality surrogate model can often be constructed with much less training data points (exact evaluations).
However, owing to the new search framework of SMAS, the population diversity and exploration ability become new problems, which are often not concerns for SAEA frameworks using standard EAs. On the other hand, there are also research works stating that standard EAs may have too much randomness or excessive diversity [9] . Hence, it is interesting to investigate the behavior of the SMAS framework in terms of search ability and to provide empirical rules for key parameter and search strategy selection. A typical SAEA based on SMAS is GPEME [8] , using differential evolution (DE) operators and Gaussian Process (GP) modeling. DE operators will be used here as the example to explore general search behaviors of SMAS. More specifically, this paper aims to answer the following questions:
• [8] shows good search ability of SMAS using only 1000 but the least diversity) is used for the SMAS framework in both an algorithmic investigation [8] and practical applications [10] . Can this be justified, or is there any other feasible or even better DE search strategy for SMAS-based SAEAs? Besides the number of training data points and their locations, selecting which training data points to use and the surrogate model style are main factors affecting the surrogate model quality in an SAEA. Using a set of topranking solutions [6] , using a set of neighbouring solutions of a point to be predicted [7] , [5] and using a set of latest evaluations [11] , [8] are widely used modeling styles. Training a single surrogate model for a whole population of individuals is shown to be more effective than training a separate surrogate model for each individual [11] . GPEME uses the same method as in [11] , which constructs a single surrogate model for all the candidates in each iteration with a set of latest evaluated data points. [12] improves the training data selection method of SMAS and shows promising result for mm-wave integrated circuit design optimization problem. This paper proposes yet another training data point selection method and compares it with the method in [12] in collaboration with different search strategies. For comparison purposes, GP modeling is used in all of the methods.
The remainder of this paper is organized as follows. Section II reviews the SMAS framework. GP modeling and the DE operators are also introduced briefly. Section III analyzes the behavior of SMAS considering key parameters, search strategies and the training data selection method for different kinds of problems. Experimental verifications are provided in Section IV. Section V provides the concluding remarks.
II. REVIEW OF THE SMAS FRAMEWORK
The SMAS framework can be described as follows:
Step 1: Sample α (often small) solutions from the decision space [a, b] d , evaluate the real function values of all these solutions and let them form the initial database.
Step 2: If a preset stopping criterion is met, output the best solution from the database; otherwise go to step 3.
Step 3: Select the λ best solutions from the database to form a population P .
Step 4: Apply the evolutionary operators on P to generate λ child solutions.
Step 5: Select τ training data to construct a surrogate model and use it to prescreen the λ child solutions generated in Step 4.
Step 6: Evaluate the real function value of the estimated best child solution from Step 5. Add this evaluated solution and its function value to the database. Go back to Step 2. In terms of surrogate modeling, more effective training data can be expected in SMAS than those generated by a standard EA. In each iteration, the λ current best candidate solutions form the parent population (it is reasonable to assume that the search focuses on the promising subregion) and the best candidate based on prescreening in the child population is selected to replace the worst one in the parent population. In this way, only at most one candidate is changed in the parent population in each iteration; so the best candidate in the child solutions in several consecutive iterations may be quite near to each other (they will then be evaluated and are used as training data points). Therefore, the training data points describing the current promising region can be much denser compared to those generated by a standard EA population updating mechanism, which may spread in different subregions of the decision space while there may not be sufficient training data points around the candidate solutions to be prescreened. GPEME [8] is an SAEA based on the SMAS framework. It uses GP [13] for surrogate modeling and DE operators [14] for evolutionary search. GP modeling is widely used in SAEAs and more details can be found in [7] , [15] . DE is an effective and popular global optimization algorithm for real parameter optimization. It uses a differential operator to create new candidate solutions [14] . Although there are quite a few different DE variants, only the DE/best/1 strategy was adopted in SAEAs based on the SMAS framework. DE mutation strategies trade off the convergence speed and population diversity in different manners, and the DE/best/1 strategy often has the highest convergence speed but the lowest population diversity. In this paper, the following three DE mutation strategies ( (1) to (3)) are investigated:
(1)DE/best/1
where x best is the best individual in P (see Step 3) and x r1 and x r2 are two different solutions randomly selected from P and are also different from x best . v i is the i th mutant vector in the population after mutation. F ∈ (0, 2] is a control parameter, often called the scaling factor [14] .
(2)DE/rand/1
Compared to DE/best/1, x best is replaced by a randomly selected solution x r3 that is also different from x r1 and x r2 . (3)DE/current-to-best/1
where x i is the i th vector in the current population.
III. BEHAVIORAL ANALYSIS OF THE SMAS FRAMEWORK

A. Characteristics of function landscapes
Compared to conventional EA, SAEA has the effect of smoothing the multimodal landscapes of complex problems [16] . Good surrogate models are able to catch the important trend of a function landscape, which is beneficial for jumping out of local optima. Hence, we empirically divide function landscapes into three categories: (A) functions without very complex general trends, (B) functions with (very) rugged landscapes, and (C) functions with integer / discrete variables. Fig. 1 shows two typical function landscapes. It can be seen that although the 2-dimensional Ackley function ( Fig.  1 (A) ) is multimodal, its general trend is much simpler than that of the 2-dimensional Rastrigin function ( Fig. 1 (B) ). For functions with rugged landscapes, constructing a surrogate model which is effective for prediction / prescreening may become difficult. For discontinuous optimization problems, although a good surrogate model can facilitate the prediction / prescreening of promising candidate solutions, the promising solutions must first be generated, and the challenges for traditional EAs in terms of search ability remain for SAEA. As said above, the algorithm structure of SMAS is different from a standard EA. This motivates the investigation of the behavior of SMAS in the context of the above three problem categories.
B. Key parameter selection rules
DE search has been used in SAEAs based on SMAS [8] and is also the example method in this study. The three critical parameters are the scaling factor F , the crossover rate CR and the population size λ. In the past decades, various research has investigated the choice of F and CR and different kinds of methods have been proposed [14] , [17] . In standard DE, F is suggested to be set around 0.5 or larger to balance the exploration and exploitation. In SMAS, a large F is often necessary. The reason is that SMAS always uses the λ best solutions from the database as the parent population, which emphasizes exploitation. To maintain the exploration ability, a large F is needed. Our pilot experiments have shown that F ∈ [0.75, 0.95] often achieves good results. The crossover rate, CR, on the other hand, is problem specific. Good values of CR generally fall into a small range for a given problem [17] . This implies that a self-adaptation mechanism for CR in the SMAS framework is useful. On the other hand, fast convergence is needed for expensive optimization problems, and it is recognized that large CR values can speed up the convergence to a large extent [14] . Hence, another alternative is to use a relatively large CR, such as CR ∈ [0.7, 0.9]. For problems with a not very complex general trend (category A in Section III (A)), it is predicted that this is an appropriate choice. However, for category B problems, the search may be trapped into local optima. For simplicity, F = 0.8 and CR = 0.8 are used for all the test problems in this paper. Like standard DE, the population size relies on the complexity of the problem. An experimental study [8] , [12] shows that λ ∈ [30, 50] often works well for most problems with several tens of variables. On the other hand, for SMAS, using a larger λ can help for complex problems (e.g., category B problems) when a certain search strategy and training data selection method are used, as will be verified in Section IV. For those problems, using λ between 4 × d to 6 × d is recommended according to our pilot experiments, where d is the number of variables.
C. Training data selection methods
The latest training data selection method for SMAS-based SAEA is in [12] , which is as follows:
method for promising area-based training data selection (PAS)
1:
Calculate the median of the λ child solutions to obtain the vector mx.
2:
Take the nearest c 1 × d solutions to mx in the database (based on Euclidean distance).
The coefficient c 1 is often selected from [4, 6] [12]. According to the general idea of SMAS, both the λ child solutions and the training data points are around the current promising area. Thus, a set of training data points in proportion to the number of variables are selected to model the general trend of the targeted area. Because the nearest neighbouring points are more useful than points far from the targeted area [7] , [6] , the training data points are sorted based on their distance to mx. On the other hand, for rugged landscapes (category B in Section III (A)), the surrogate model may not be sufficient to describe the complex shape of the current promising area. Therefore, an alternative method is proposed:
method for individual solution-based training data selection (ISS)
1:
For each solution in the λ child solutions, take the nearest c 2 × d solutions in the database (based on Euclidean distance) as temporary training data points.
2:
Combine all the temporary training data points and remove the duplicated ones.
To trade off the model quality and the training cost, empirical results suggest c 2 ∈ [0. 5, 1] . This method emphasizes the modeling of the area surrounding each child solution and also builds a single surrogate model for the whole population to improve the model quality, instead of building a separate model for each child solution (see [11] for the reason).
D. DE search strategies
DE/best/1, DE/rand/1 and DE/current-to-best/1 trade off the convergence speed and the population diversity in different manners and are widely used in standard DE, especially the former two. The key of SMAS is to concentrate the search and the surrogate modeling in the current promising subregion, which is achieved by two factors: (1) the population update, (2) the mutation and crossover. Therefore, it is necessary to move the child population towards the current best solution in the DE mutation. The DE/currentto-best/1 and DE/best/1 strategies are thus appropriate to be used in SMAS, and the former can lead to a higher diversity. Although DE/rand/1 is widely used in standard DE, it is not an appropriate strategy for SMAS, because child solutions spreading in different subregions of the decision space may be generated and a high-quality surrogate model is often difficult to be constructed using such training data points. In Section IV, this conclusion will be verified with an example. Even assuming that an acceptable surrogate model is constructed, the convergence is quite slow using DE/rand/1.
Whether the additional population diversity of DE/currentto-best/1 compared to DE/best/1 offers substantial help or not is function landscape specific. For a category A landscape, where the general trend is not very complex, DE/best/1 should be able to obtain a reasonably good result because the probability is often low that the algorithm gets stuck in local optima when the general trend is correctly modeled. When using DE/current-to-best/1, the evolution speed may be slower but the search ability can be better. It is therefore difficult to compare these two strategies without experimental study. Nevertheless, a tendency is that DE/current-to-best/1 can have advantages when the number of variables increases. The two reasons are: (1) More exploration is needed for problems with a large scale; (2) When the number of variables is large, given a certain number of training data (limited by the allowed number of exact function evaluations), high quality surrogate modeling becomes more difficult in many cases, and some promising solutions might not correctly be prescreened. DE/current-to-best/1 provides more promising candidate solutions of different types because of the reasonable population diversity. This increases the probability that at least some type of promising solutions can be prescreened correctly by the available surrogate model. For a category B landscape (rugged) and a category C landscape (discontinuous), DE/current-to-best/1 has advantages because of the enhanced exploration ability. For a category C landscape, using the simulation method from [8] , our pilot experiments show that a good result cannot be obtained using DE/best/1, even when the quality of the surrogate model is high. Note that for complex problems, the ISS method should be used together with DE/current-to-best/1. The PAS method has often difficulty to achieve high-quality surrogate modeling for category B and category C landscapes, the improved exploration ability of DE/current-to-best/1 therefore makes little sense without the support of good surrogate models. When using DE/best/1 together with the PAS method for category B and category C landscapes, the convergence can be quite fast and a reasonably acceptable solution may be obtained, because at least a portion of the general trend can often be modeled correctly. For some real-world expensive optimization problems, the computing budget is typically very tight 2 and obtaining highly optimized solutions is often not a requirement. In such circumstance, using DE/best/1 and the PAS method is also a good choice.
Based on the above analysis, the rules for selecting the training data and the search strategy are summarized as follows:
• For continuous optimization problems with a very tight computing budget, use the DE/best/1 mutation strategy with the PAS method.
• For discrete optimization problems, use the DE/currentto-best/1 mutation strategy with the ISS method.
• If there is prior knowledge of the problem landscape and the computing budget is not so tight, use the DE/currentto-best/1 mutation strategy and use the PAS method for category A landscapes and the ISS method for category B landscapes.
• If there is no prior knowledge of the problem landscape and the computing budget is not so tight, use the DE/current-to-best/1 mutation strategy with the ISS method.
IV. EXPERIMENTAL STUDY
A. Test problems and classifications
24 widely used benchmark test problems are used, which are shown in the Appendix. 20 runs are performed for each of them. For 10-dimensional problems, 1000 exact evaluations are used; for 20-dimensional problems, 1500 exact evaluations are used; for 30-dimensional problems, 2000 exact evaluations are used. The behaviors of GPEME [8] using different combinations of methods for training data and mutation strategy selection are studied. All the F and CR are set to 0.8. In the training data selection methods, c 1 is set to 6 and c 2 is set to 0.5 for all the problems. In the lower confidence bound prescreening, ω is set to 2. The number of initial samples is set to 5×d according to [12] . For 10-dimensional problems, λ is set to 30; for 20-dimensional Rosenbrock (TF19-TF21), Rastrigin (TF22-TF24) C
Step (TF10-TF12) problems, λ is set to 40 and for 30-dimensional problems, λ is set to 50. The problem characteristics are analyzed and classified for verification purpose (see in Table I ). Note that although the Ackley function and the more than 10-dimensional Griewank function are multimodal, their general trends are not very rugged, so they are classified to category A. For the Rosenbrock function, the general trend matches category A for some subregions, but near the narrow valley where the global optimum is located, the general trend is rugged, so it is classified into category B.
B. Performances and discussions
The statistics of the best function values obtained for TF1 to TF24 are reported in Table II, Table III and Table IV using different search strategy and training data selection methods.
The convergence trends (using the median value) are shown in Fig. 2 and Fig. 3 .
Some observations can be derived from the above statistics. Firstly, for most of the problems with category A landscape, the convergence is clearly faster when using the PAS method than using the ISS method. On the other hand, both of them can obtain satisfactory results at last. When using the PAS method, the performance of using DE/current-to-best/1 is often slightly better than that of using the DE/best/1 strategy. For some 30-dimensional problems, . Using DE/current-to-best/1 with the ISS method often obtains results with a better quality at last, while using DE/best/1 with the PAS method can obtain a faster convergence in the beginning and the final results are often reasonably acceptable. Thirdly, for category C landscapes, it can be seen that using DE/current-to-best/1 with the ISS method has obvious advantages compared to other methods. Fourthly, for continuous optimization, it can be seen that using DE/best/1 with the PAS method is often a good choice when the computing budget is very tight. These observations verify the analysis and the empirical rules presented in Section III. Next, the experiment of using 5000 exact evaluations for the 20-dimensional Rosenbrock function is carried out (Fig. 4) . The above conclusion is validated again. It can be observed that only using DE/current-to-best/1 with the ISS method can jump out of local optima. It also verifies that DE/rand/1 is not a feasible choice for SMAS. Although using DE/rand/1 has a higher population diversity than using DE/current-to-best/1, a high-quality surrogate model is difficult to be constructed by the generated training data points. Fig. 4 shows the convergence curves using λ = 5×d. Experiments show that when using λ = 40, local optima can still be jumped out with DE/current-to-best/1 and the ISS method, but the convergence speed is slower. This shows that with appropriate search and training data selection methods, enlarging the population size is an effective method to handle complex problems (e.g., category B landscapes) by the SMAS framework.
Test functions F1 to F24 from CEC 2014 competition [18] of computationally expensive optimization are used. For 10, 20 and 30-dimensional problems, the allowed number of exact function evaluations are 500, 1000 and 1500, respectively. According to the summarized rules in Section III, DE/best/1 with the PAS method is selected for such tight computing budget, except F10-F12 based on the Step function, where DE/current-to-best/1 with the ISS method is used and λ is set to 5 × d. The results are shown in Table V .
V. CONCLUSIONS
The SMAS framework outperforms several other state-ofthe-art surrogate management methods for computationally expensive optimization problems, but its search behavior has seldom been investigated. In this work, the parameter setting, the search strategy (trading off of convergence speed and population diversity), the training data selection method (further improving the surrogate model quality) and the correlation between these have been investigated for different types of function landscapes in the context of SMAS. Empirical rules for selecting the appropriate search strategy and the training data selection method have been proposed, which provide a reference for the appropriate use of SMAS. The effectiveness of the rules have been verified by experiments. Future work includes investigating the ensemble of different search and training data selection strategies and self-adaptive methods. 
