Abstract-In this paper, the effect of the population size on the performance of the MAX -MIN ant system for dynamic optimization problems (DOPs) is investigated. DOPs are generated with the dynamic benchmark generator for permutationencoded problems. In particular, the empirical study investigates: a) possible dependencies of the population size parameter with the dynamic properties of DOPs; b) the effect of the population size with the problem size of the DOP; and c) whether a larger population size with less algorithmic iterations performs better than a smaller population size with more algorithmic iterations given the same computational budget for each environmental change. Our study shows that the population size is sensitive to the magnitude of change of the DOP and less sensitive to the frequency of change and the problem size. It also shows that a longer duration in terms of algorithmic iterations results in a better performance.
I. INTRODUCTION
Ant colony optimization (ACO) is a metaheuristic inspired by the foraging behaviour of real ant colonies [2] , [4] . ACO algorithms have been successfully applied to many N Phard combinatorial problems such as the travelling salesman problem (TSP) [3] and vehicle routing problem (VRP) [8] . Although, there are many existing ACO variations in this paper, we consider one of the state-of-the-art variations, i.e., the MAX -MIN Ant System (MMAS) [20] .
The construction of solutions from ants is biased by existing pheromone trails and heuristic information. Pheromone trails are updated according to the search experience and towards solution with good quality. This is similar to a learning reinforcement scheme. The behaviour and performance of MMAS algorithm depends strongly on the number of ants used [5] , [22] . When a given computational budget is available, e.g., the maximum number of function evaluations, a smaller number of ants will produce more algorithmic iterations whereas a larger number of ants less. Hence, the population size affects the duration of the learning reinforcement.
In [22] , it was investigated that when fewer ants are used, the algorithm may converge quickly at early stages of the optimization but get stuck in the stagnation behaviour later on. When more ants are used, the algorithm performs broader search but may waste computational resources. For the TSP, it was found that a higher number of ants performs better at later stages of the optimization process. However, the effect of the population size parameter on the performance of MMAS algorithm was only investigated for stationary optimization problems.
In this paper, we investigate the effect of the population size parameter on the MMAS algorithm for dynamic optimization problems (DOPs), e.g., the dynamic TSP (DTSP) and dynamic VRP (DVRP). In particular, we are interested to investigate: a) the dependency of the population size with the dynamic properties of a DOP, i.e., magnitude and frequency; b) the effect of the population size parameter with the problem size; and c) whether a broader search with less learning reinforcement time leads to better performance than a limited search with more learning reinforcement time given the same computation budget between environmental changes in DOPs. Several dynamic test cases are generated using the dynamic benchmark generator for permutation-encoded problems (DBGP) [16] for our study.
The rest of the paper is organized as follows. Section II and Section III describe the DOPs generated and the ACO algorithm used for this study, respectively. Section IV discusses the importance of the population size parameter. Section V presents the experimental study and gives a discussion. Finally, Section VI concludes this paper.
II. DYNAMIC ENVIRONMENTS
A. Dynamic Optimization Problems 1) Dynamic Travelling Salesman Problem (DTSP): The DTSP is modelled by a fully connected weighted graph G = (N, A), where N = {v 1 , . . . , v n } is a set of n nodes (e.g., cities) and A = {(v i , v j ) | v i , v j ∈ N, i = j} is a set of arcs (i.e., links), where n represents the size of a problem instance. Each arc (v i , v j ) ∈ A is associated with a non-negative value d ij ∈ R + , which represents the distance between cities v i and v j . The objective of the problem is to find the shortest Hamiltonian cycle that starts from one node and visits each of the other cities once before returning to the starting city.
The distance matrix of the DTSP is subject to changes, which is defined as follows: D(t) = {d ij (t)} n×n , where t is the period of a dynamic change. A particular TSP solution s = [s 1 , . . . , s n ] in the search space is specified by a permutation of the nodes (cities) and it is evaluated as follows:
2) Dynamic Vehicle Routing Problem (DVRP): The DVRP is modelled with the same weighted graph G as with the DTSP above but with an additional node v 0 that represents the central depot such that N = {v 1 , . . . , v n } ∪ {v 0 }, where A and D(t) remain the same. In addition, each node (customer) v i ∈ N is associated with a quantity q i of some goods that need to be delivered by K vehicles. The objective of the problem is to find the shortest routes for a fleet of K vehicles with capacity Q all starting from and ending at the depot satisfying the demands of all customers. For the central depot v 0 , the quantity is always q 0 = 0.
A particular VRP solution s in the search space is specified by a permutation of nodes. More precisely, let R j represent a route of the jth vehicle that service particular customers R j = [s 
subject to
The complete solution s in the search is evaluated as follows:
B. Dynamic Benchmark Generators
Over the years, several dynamic benchmark generators have been proposed for these problems that tend to model realworld scenarios, such as the DTSP with traffic factors [7] , [15] , [17] , the DTSP with exchangeable cities [9] , [10] , the DVRP with traffic factors [12] , [13] , and the DVRP with stochastic demands [18] . These benchmark generators modify the fitness landscape, whenever a dynamic change occurs, and cause the optimum value to change.
In this paper, DBGP 1 is used [16] , which can convert any stationary permutation-encoded benchmark problem instance to a DOP. The fitness landscape is not changed with DBGP, and thus, the optimum value (if known) remains the same. This is because DBGP shifts the population of the algorithm 1 
if (f %t = 0) then 10: num of swaps ← m × n 11: for (i = 1 to num of swaps) do 12:
end for 14: ComputeDistances(D(t)) 15: end if 16 : until (optimization not terminated) to search to a new location in the fitness landscape. The main advantage of using the DBGP rather than the other generators is that one can observe how close to the optimum an algorithm can perform when a dynamic change occurs. However, DBGP sacrifices the realistic modelling of application problems for the sake of benchmarking.
C. Construct Dynamic Test Environment
Considering the description of the problems above, each node i ∈ N has a location defined by (x, y) and each arc (v i , v j ) ∈ A is associated with a non-negative distance d ij (t) at time t. DBGP generates the dynamic case as follows.
In every function evaluations f , a random vector V (T ) is generated that contains exactly mn nodes where T = t/f is the index of the period of change, t is the evaluation count of the algorithm, f determines the frequency of change, n is the size of the problem instance, and m ∈ [0.0, 1.0] determines the magnitude of change. Then, a randomly re-ordered vector of V (T ) is generated, denoted U (T ), of the same size. In this way, exactly mn pairwise swaps are performed and affect the distance matrix (e.g., D(t)) using the two random vectors ( V (T ) ⊗ U (T )), where "⊗" denotes the swap operator. The pseudo code is presented in Algorithm 1.
III. MAX -MIN ANT SYSTEM A. Construct Solutions
One of the best performing ACO variations is the MMAS [20] . A colony of ω ants read pheromones in order to construct their solutions and write pheromones to store their solutions. Each ant k uses a probabilistic rule to choose the next node to visit. The decision rule of the kth ant to move from node v i to node v j is defined as follows:
where τ ij and η ij are the existing pheromone trail and the heuristic information available a priori between nodes v i and v j , respectively. The heuristic information is defined as
is the neighbourhood of unvisited nodes available for ant k to select. The main difference between constructing a TSP or a VRP solution lies in the generation of N k i . For the TSP, N k i is generated by the unvisited nodes incident to node i, whereas for the VRP, N k i is generated by the unvisited nodes incident to node i in addition with the depot node (i.e. {0}). α and β are the two parameters which determine the relative influence of τ ij and η ij , respectively.
B. Pheromone Update
The pheromone trails in MMAS are updated by applying evaporation as follows:
where ρ is the evaporation rate which satisfies 0 < ρ ≤ 1, and τ ij is the existing pheromone value. After evaporation, the best ant deposits pheromone as follows:
where Δτ best ij = 1/C best is the amount of pheromone that the best ant deposits and C best defines the solution quality of tour T best . The best ant that is allowed to deposit pheromone may be either the best-so-far, in which case C best = C bs , or the iteration-best, in which case C best = C ib , where C bs and C ib are the solution quality of the best-so-far and the iteration best ant, respectively. The best-so-far ant is a special ant that may not necessarily belong to the current population of ants as the iteration best ant. Both update rules are used in an alternate way in the implementation [21] . The lower and upper limits τ min and τ max of the pheromone trail values are imposed. The τ max value is bounded by 1/(ρC bs ), where C bs is initially the solution quality of an estimated optimal tour and later on is updated whenever a new best-so-far ant solution quality is found. The τ min value is set to τ min = τ max /2n.
Since only the best ant is allowed to deposit pheromone, the population may quickly converge towards the best solution found in the first iteration. Therefore, the pheromone trails are occasionally reinitialized to the τ max value to increase exploration. For example, whenever the stagnation behaviour occurs or when no improved solution is found for a given number of iterations, the pheromone trails are reinitialized.
C. Response to Dynamic Changes
MMAS is able to use knowledge from previous environments via pheromone trails and can be applied directly to DOPs without any modifications [1] , [14] . For example, when the changing environments are similar, the pheromone trails of the previous environment may provide knowledge to speed up the optimization process to the new environment. However, the algorithm needs to be flexible enough to accept the knowledge transferred from the pheromone trails, or eliminate the pheromone trails, in order to adapt well to the new environment. In particular, pheromone evaporation enables the algorithm to forget bad decisions made in previous iterations. When a dynamic change occurs, evaporation eliminates the pheromone trails of the previous environment from areas that are generated on the old optimum and helps ants to explore for the new optimum.
In case the changing environments are different, then pheromone reinitialization may be a better choice rather than transferring the knowledge from previous pheromone trails [1] , [9] , [10] , [14] . A detection mechanism is required to reinitialize the pheromone trails whenever a dynamic change occurs. The detection mechanism for the DTSPs generated by DBGP is straightforward. A single solution is required to be stored and re-evaluated every iteration. If there is a change to the tour cost, it indicates that a dynamic change has occurred [14] .
IV. EFFECT OF THE NUMBER OF ANTS
The population size has a significant impact to the performance of the MMAS algorithm. For example, if for a given optimization problem only a certain computation budget, e.g., the maximum number of function evaluations, is available, then the number of ants is a very critical parameter. This is because it not only determines the number of iterations (e.g., less ants means more iterations), but also determines how broad the search is at each iteration (e.g., more ants means broader search). Hence, the number of ants needs to be tuned accordingly in order not to waste computation resources and degrade solution quality.
Up to now, the effect of the number of ants was only investigated for stationary optimization problems [22] . In particular, the number of ants used shows a trade-off between the early and later optimization process of the algorithm regarding the solution quality. At early stages of the optimization process fewer ants result to better performance, whereas at later stages more ants result to better performance. With fewer ants the algorithm seems to initially progress faster but leads to stagnation behaviour at later stages. More ants give better results only on later stages of the optimization process.
In this paper, we study the impact of the population size on the performance of the MMAS algorithm for DOPs. These kind of problems in a nutshell are a series of stationary optimization problems that all need to be optimized. Therefore, it is straightforward that more challenges exist and the population size will have impact to the performance of the algorithm. This is because that not only determines the number of iterations and the broadness of the search as in stationary optimization problems, but also determines how quickly the change occurs (in terms of algorithmic iterations). For example, for a given DOP a predefined computation budged is available between each environmental change that is typically sychronized with the algorithm, i.e., every f function evaluations a change occurs [16] . Therefore, a larger population size means that the algorithm will perform less iterations for each environmental change.
In summary, the experimental study investigates: a) the dependency of the population size with the dynamic properties of a DOP, i.e., magnitude and frequency; b) the effect of the population size parameter with the problem size, e.g., whether more ants are needed for larger problem instances; and c) whether a broader search with less learning reinforcement time leads to better performance than a limited search with more learning reinforcement time given the same computation budget between environmental changes in DOPs.
V. EXPERIMENTAL STUDY AND DISCUSSION

A. Experimental Setup
To investigate the effect of the population size of MMAS in dynamic environments, three TSP stationary benchmark instances (i.e., kroA100.tsp, kroA150.tsp and kroA200.tsp) were obtained from TSPLIB 2 and three VRP stationary benchmark instances (i.e., F-n45-k4.vrp, F-n72-k4.vrp and F-n135-k7.vrp) were obtained from VRPLIB 3 , and corresponding DOPs are generated using the DBGP generator (described in Section II) with f set to 600 and 6000 function evaluations, indicating quickly and slowly changing environments, respectively, and m set to 0.1, 0.25, 0.5 and 0.75, indicating slightly, to medium, to severely changing environments, respectively. The problem size and global optimum values of the benchmark problem instances are given in Table I . Totally, a series of 8 dynamic test cases (or DOPs) are constructed from each stationary benchmark instance for both DTSPs and DVRPs to systematically investigate the dependency (if any) of the population size with the m and f parameters.
The population size was set proportionally to the size of the problem instances as follows:
where n is the problem size and δ defines the factor which the population will be determined. For all problem instances, δ was set to δ ∈ {1, 2, 5, 10, 25, (n/2), n}. This means that when δ = 1 the population size will be equal to the problem size, whereas when δ = n the population size will be equal to one. The resulting population sizes of MMAS for all problem instances with the problem sizes (i.e., n) are given in Table I . The remaining parameters were set to typical values for DOPs as follows: α = 1, β = 5 and ρ = 0.8. 
B. Performance Measurement
For each DOP, 30 independent runs of the MMAS were executed. For each run, 25 environments changes were allowed and the best so far ant after a dynamic change was recorded. The overall offline error [11] is defined as follows:
where E is the total number of function evaluations, R is the number of runs, Err ij is the best-so-far error value (i.e., the difference between the tour cost of the best-so-far ant and the optimum value for the fitness landscape) of iteration i of run j. Note that this measurement is compatible with DBGP because the optimal value of each benchmark instance is known (given in Table I ) and remains the same during the environmental changes.
C. Results and Discussion
The offline error results of the MMAS algorithm on DOPs with different population sizes are presented in Table II . Statistical Kruskal-Wallis tests were applied, followed by posthoc paired comparisons using Mann-Whitney tests with the Bonferroni correction. The algorithms with bold values indicate that are significantly better than the other algorithms and insignificantly difference between them. In Figs. 1 and 2 , the dynamic offline error for slowly changing environments against the function evaluations of the algorithms are plotted to better understand the effect of different number of ants. From the experimental results, the following observations can be drawn.
First, the performance of MMAS with different population sizes generally depends on the dynamic properties of the DOP. This can be observed from Table II since different population sizes perform better in different dynamic test cases. More precisely, in all problem instances (except F-n45-k4.vrp) a larger population size has better performance in DOPs with m = 0.1 and m = 0.25 whereas a smaller population has better performance in DOPs with m = 0.5 and m = 0.75. This can be observed from Figs. 1 and 2 , where in all cases with m = 0.1, the MMAS with fewer ants, i.e., δ = [1, 5] , has better performance. Differently, in all cases (except F-n45-k4.vrp) with m = 0.75, the MMAS with more ants, i.e., δ = [10, 25] , has better performance. Second, for the F-n45-k4.vrp problem instance (which is the smallest), a larger population size, i.e., δ = 1, results in better performance for MMAS. This is probably because the problem size is small and a broader search (e.g., with a larger number of ants) has higher probability to locate a good optimum. On the remaining problem instances, it can be observed that a similar number of ants performs best in DOPs of different sizes. For example, MMAS with δ = n/2 (meaning the number of ants is 2 for all problem sizes) has the best performance on the kroA150.tsp and kroA200.tsp problem instances for the same DOPs, i.e., f = 600 with m = 0.5 and m = 0.75.
Third, it can be observed from Table II that when a single ant is used with MMAS, i.e., when δ = n, the algorithm has the worst performance in most DOPs with f = 6000. This is probably because there is no collaboration between ants to exchange information. In contrast, even when a single ant is used it has better performance when compared with most cases of MMAS that use more ants in most DOPs with f = 600. This is because with more ants the MMAS will perform less iterations for each dynamic change as discussed previously. Hence, the time for learning reinforcement is not enough to express its effect.
VI. CONCLUSION
MMAS is one of the state-of-the-art ACO algorithms. The number of ants has a great impact to the performance in stationary environments. In this paper, the impact of the number of ants is investigated for dynamic environments. Several dynamic test cases are generated using the DBGP and the following concluding remarks can be drawn. First, the population size parameter of MMAS is sensitive to the magnitude of change of the DOP: as the magnitude of change increases, the number of ants must decrease. Second, a high number of ants wastes computational resources in many DOPs, especially when they change quickly. Third, the number of ants is less sensitive on the problem size of the DOP. Finally, the learning reinforcement requires time to express its effect since fewer ants mean more algorithmic iterations.
In fact, the findings of this paper, i.e., fewer ants may perform better even in large problem sizes, are important and related to many real-world problems. This is because many objective functions for such problems may require a lot of time to compute [6] , [19] . Hence, using a smaller population size may be appropriate in such situations to reduce the computation time and maintain the solution quality.
For future work, it would be interesting to investigate the impact of the population size with other evolutionary algorithms for dynamic environments. Another interesting work is to adapt the population size since for different optimization stages a different population size may be the best.
