Abstract. We study universal stability of directed and undirected graphs in the adversarial queuing model for static packet routing. In this setting, packets are injected in some edge and have to traverse a predefined path before leaving the system. Restrictions on the allowed packet trajectory provide a way to analyze stability under different packet trajectories. We consider five packet trajectories, two for directed graphs and three for undirected graphs, and provide polynomial time algorithms for testing universal stability when considering each of them. In each case we obtain a different characterization of the universal stability property in terms of a set of forbidden subgraphs. Thus we show that variations of the allowed packet trajectory lead to nonequivalent characterizations.
Adversarial models consider the time evolution of a packet-routing network as a game between an adversary and a protocol. The adversary may inject a set of packets at some nodes at each time step. In this work, we consider static packet routing; in this setting, the adversary also specifies for each packet the complete path that the packet must traverse.
Adversarial models have been shown to be good theoretical frameworks for traffic patterns in modern communication networks. These models can reflect the behavior of connection-oriented networks with transient connections (such as atm networks) as well as connectionless networks (such as the Internet). Different factors are used in those adversarial models to describe the adversary and quantify its power. Three of these factors refer to the injection rate (i.e., the frequency at which the adversary introduces packets into the network), the burstiness (i.e., the maximum number of packets that can be injected in an edge in one step), and the initial configuration (i.e., the initial quantity of packets distributed over the network at time zero). Restrictions on the quantity of packets injected are introduced in order to avoid adversaries that could trivially collapse the system. In general, during each interval of time (that can be defined in different ways), the number of packets injected during that time interval requiring any edge in their trajectory cannot exceed a certain bound proportional to the length of the time interval. Two main adversarial models have been considered in the last years, both of them assuming an empty initial configuration:
The windowed adversarial (queuing) model by Borodin et al. [6] . An adversary in this model is restricted by two parameters (w, r), where w ≥ 1 is the window size and 0 < r ≤ 1 is the injection rate. The adversary is allowed to inject sequences of packets under the restriction that, at any w consecutive time steps, the total number of packets requiring any concrete edge e is at most rw . The leaky-bucket adversarial model by Andrews et al. [4] . An adversary in this model is also restricted by two parameters (b, r), where b ≥ 0 is the burstiness and 0 < r ≤ 1 is the injection rate. The adversary is allowed to inject sequences of packets under the load condition that, of the packets that the adversary injects in any interval T , at most r|T | + b may have paths that contain the same particular edge. In a recent work Rosén compares the relative power of the windowed and the leakybucket adversarial models [18] . For injection rates r < 1, adversaries in one model can be simulated by adversaries in the other model injecting the same sequence of packets. Thus, the results for one model also hold for the other model. However, when r ≤ 1 a leaky-bucket adversary is more powerful than a windowed adversary, since there are some sequences of packets that can be produced by the former when r = 1, but cannot be produced by the latter.
In this work we will study universal stability of directed and undirected graphs when r < 1 under the leaky-bucket adversarial model, as it is done in [4] . In general, stability results are shown for any network with an empty initial configuration, while instability results are shown starting from a network with a given nonempty initial configuration (see [6] or [4] ). The results in [4] show that any instability result for a network with a given initial configuration can be translated into an instability result with empty initial configuration for a different network. These results can be used to show the nonuniversal stability of a given protocol but not to characterize universal stability of networks. However, we will show that network stability is independent of whether the initial configuration is empty or not.
Greedy protocols are those that forward a packet across an edge e whenever there is at least one packet stored in the queue of e waiting to traverse the edge. Some natural greedy protocols are fifo (First In First Out), in which highest priority is given to the packet that has arrived first in the queue; lis (Longest In System), in which every queue gives priority to the packet that has been in the system the longest and; and ntg (Nearest To Go), in which highest priority is assigned to the packet that still has to cross the smallest number of edges. Other protocols are ftg (Furthest To Go), nts (Nearest To Source), sis (Shortest In System), lifo (Last In First Out), and ffs (Farthest From Source). In this paper, as customary in the literature about stability, we consider only greedy protocols. All the instability results in this paper will be shown under the ntg-lis protocol, which works as the ntg protocol and solves ties using lis.
The packet trajectory refers to the form of the paths that packets are allowed to follow over the network. For directed graphs, two different types of paths have been considered in the literature. Borodin et al. [6] and Andrews et al. [4] assumed that when a packet is injected, its assigned path does not contain any edge more than once (see page 45 of [4] ); however, a different definition of packet trajectory was considered by Goel in [14] . Although a detailed definition is not given in [14] , only paths that do not contain any vertex more than once are allowed (see, for example, the comment just before Lemma 2.4 on page 221 of [14] ). Hence, the paths considered by Goel (referred to in the following as simple paths) are a restrictive version of the paths considered by Andrews et al. (referred to in the following as paths).
In the case of undirected graphs, Andrews et al. assume that packets can use only paths that do not cross the same edge twice. This means that a packet cannot traverse the same edge in both directions (see page 57 of [4] ). We refer to these paths as undirected paths. Together with this type of path, we will also consider paths and simple paths defined over the directed version of the undirected graph.
Gamarnik [13] considers undirected graphs and uses a different model for the allowed packet traffic: each edge is undirected and can carry only a single packet in one step. This contrasts with the Andrews et al. model in which the edges can be seen as bidirected, and each edge can carry a packet in each direction at each step.
Known results. A network is said to be universally stable when the systems composed by that concrete network are stable regardless of the selected protocol and traffic pattern. A protocol is said to be universally stable when all the systems that use it are stable. The existence of networks and scheduling protocols that are (respectively, are not) universally stable was initially shown in [6] and [4] .
Until the work of Rosén [18] , it was not clear if both the windowed and the leakybucket models were equivalent. Since it was shown that they are for injection rates r < 1, results for one model also hold for the other model when the injection ratio accomplishes this condition. Keeping this equivalence in mind, let us summarize some of the most important results obtained in the respective models.
In the windowed adversarial model, universal stability of networks with tree, mesh, and directed acyclic topologies was shown to hold in [6] . On ring topologies, protocols lis and fifo were shown to be nonstable with injection rate r = 1, whereas ftg was shown to be stable. Concerning only protocols, it was also shown in [6] that, for every r > 0, there exists a queuing network for which ntg is nonstable at rate r. Every greedy protocol is shown in [16] to be stable if the injection rate is not more than 1/(d + 1), where d denotes the diameter of the network.
1 Much effort has been dedicated to the fifo protocol, for which the best known lower bound for instability was improved in [16] down to 0.5. In the leaky-bucket adversarial model with r < 1, stability of networks describing a ring topology was shown to hold under any greedy protocol (see [4] ). In the same work, some commonly used simple greedy protocols (namely, ftg, nts, sis, and lis) were shown to be universally stable, while some others (namely, fifo, lifo, ntg, and ffs) were shown not to be universally stable. Considering that the system might have initial configuration, stability and instability properties of fifo have been recently studied in this model. A network-dependent constant is provided in [10] such that fifo is stable against any adversary with a smaller injection rate. A lower bound of 0.749 for the instability of fifo was given in [15] , where the stability of networks with heterogeneous protocols also was addressed. Moreover, in [19] it was shown that fifo is stable when the injection rate is smaller than 1/(d − 1). In this model, fifo has been shown to be unstable at arbitrarily low injection rates [5] .
With regard to the universal stability of networks one of the first questions that arose was whether it would be possible to detect stability from the knowledge of the topological structure of the network and the scheduling protocols. For undirected graphs, Andrews et al. show in [4] that, for a particular type of packet trajectory (the one we call undirected path), cycles and trees are universally stable. Furthermore, they also show that the family of undirected-path universally stable graphs is minor-closed and that there exists a finite set of basic undirected graphs such that a graph is stable if and only if it does not contain as a minor any of the graphs in that set. These results guarantee decidability in polynomial time; however, a constructive proof is not presented.
Our results. In this paper we consider the computational complexity of deciding universal stability of directed and undirected graphs. We consider different restrictions on the type of path that the packets can follow, i.e., the packet trajectory. We would like to highlight the importance of specifying the type of path since, for each category, the characterization of universal stability is different. For each considered case we obtain a characterization in terms of forbidden subgraphs and provide an explicit polynomial time algorithm for deciding the property of stability. Concerning directed graphs, and under the assumption that packets follow simple paths, we obtain a characterization of universal stability that disproves the characterization in [14] under the same assumption (which was presented in terms of the forbidden minors given in Figure 1 ). Further comments concerning this fact will be given after presenting our characterization.
An interesting question concerning stability is that of deciding the stability of a concrete network under a fixed protocol. Using the fact that all the instability results obtained in this paper apply to networks under the ntg-lis protocol, we can show that the problem of deciding whether a network is stable under the ntg-lis protocol can also be solved in polynomial time.
Organization. Section 2 sets out the definitions of all models considered in this work and some preliminary results. In section 3, universal stability of some particular directed and undirected graphs is shown. Section 4 contains the basic results on instability of directed and undirected graphs. Finally, section 5 details the characterizations for universal stability in terms of forbidden subgraphs, and section 6 provides alternative characterizations in terms of graph properties together with the algorithms that check them. Finally, section 7 shows the polynomial time decidability of checking for stability under the ntg-lis protocol. For sake of readability several technical proofs have been delayed to the appendix. 
Preliminaries.
All the graphs in this paper may have multiple edges but no loops. Multiple edges share the same pair of different endpoints, while the endpoints of a loop are the same vertex. We will use the term digraph to refer to a directed graph and simply graph for an undirected graph. For a digraph we will use the term arc instead of edge. Given a graph G, G d denotes the digraph formed from the same vertex set as G but replacing every edge {u, v} in G with the two arcs (u, v) and (v, u) .
Two edges are incident if they share at least one vertex. A walk is an alternating sequence of vertices and edges (respectively, arcs) in the form
A path is a walk in which all the edges (respectively, arcs) are different. A simple path is a walk in which all the vertices, and thus necessarily all the edges (respectively, arcs) are different. A walk is closed if v 0 = v n . A closed walk is an n-cycle provided its n vertices are distinct.
In this work we adopt, without loss of generality, the leaky-bucket definition of adversary which is defined by two parameters (r, b), where b ≥ 0 and 0 < r ≤ 1. An (r, b)-adversary (or just an adversary) is allowed to inject sequences of packets under the load condition that, of the packets that the adversary injects in any interval T , at most r|T | + b packets may have trajectories that contain any particular edge. Rosén [18] showed that adversaries in the windowed and in the leaky-bucket models (starting with an empty configuration) have the same power provided that r < 1. The equivalence requires only a change in the parameters of the adversary, not in the sequence of packet trajectories; therefore it provides a valid equivalence for all our subclasses of adversaries.
When in addition to an (r, b)-adversary A, we are given an initial configuration C, we can define a new (r, b )-adversary A' as follows:
Let b = b + |C|; then A injects all the packets in C at time step 1, and at any other time step t > 1, the same set of packets that A would inject at time t − 1. Here the initial configuration means the set of packets that are in the system initially. Both systems, with empty or nonempty initial configuration, behave alike; hence we can work equivalently with empty or not empty initial configuration. Since only the parameters of the adversary have to be changed, this remark is also valid for any system with some restrictions on the packet trajectory. Notice that this is a stronger result than the analogous result given in [4] since here the graph does not need to be changed (if the graph topology is changed, then results on stability of networks cannot be translated from one model to the other).
Throughout the paper we will use the leaky-bucket adversarial model with empty initial configuration and r < 1. However, for the sake of simplicity, we will use nonempty initial configurations when describing adversaries causing network instability.
In the following, we establish the definitions of stability in the adversarial queuing model used in this work. The different definitions are summarized in Table 1 . Definition 1. Given a network G, a protocol P , and an adversary A, we say that the system (G, P, A) is stable if the number of packets in the system is always bounded.
Networks as digraphs.
When the network is represented by a digraph G, we consider two classes of packet trajectories, thus giving rise to two adversary classes: an adversary can use as packet trajectory any path in G, while a simple-path adversary can use as packet trajectory only simple paths in G. Accordingly we set the two definitions of stability under a protocol.
Definition 2. Given a digraph G and a protocol P , we say that -G is stable under protocol P (the pair (G, P ) is stable) if for any adversary A, the system (G, P, A) is stable. -G is simple-path stable under protocol P (the pair (G, P ) is simple-path stable) if for any simple-path adversary A, the system (G, P, A) is stable. Similarly, we define universal stability of digraphs in the following form. Definition 3. A digraph G is universally stable if, for any protocol P , the pair (G, P ) is stable. A digraph G is simple-path universally stable if, for any protocol P , the pair (G, P ) is simple-path stable.
Observe that any universally stable digraph is also simple-path universally stable, but the opposite, as we will see, is not true.
The property of simple-path universal stability was shown in [14] to be maintained when acyclically joining simple-path universally stable digraphs. A closer inspection of the proof reveals its validity for the two proposed models for directed graphs proposed in this work. [13] . In the second model the same edge can be traversed only once. This corresponds with the model used by Andrews et al. in [4] . The third model does not allow a packet to pass twice through the same vertex. Notice that, in this latter model, a multiedge can be traversed only once and only in one direction. Observe that the condition simple-path in G is equivalent to simple-path in G d , so the fourth possible model has already been considered.
As before, we set the definitions of stability under a protocol. It is straightforward to show that if a pair (G, P ) is stable, then (G, P ) is also undirected-path stable, and if (G, P ) is undirected-path stable, then (G, P ) is simplepath stable. As we will see later, these inclusions are strict. Now we can write the corresponding definitions of universal stability.
Definition 5. A graph G is universally stable if for any protocol P the pair (G, P ) is stable. A graph G is undirected-path universally stable if for any protocol P the pair (G, P ) is undirected-path stable. A graph G is simple-path universally stable if for any protocol P the pair (G, P ) is simple-path stable.
The universal stability of graphs under the undirected-path model (as defined above) was addressed in [4] where it is proved to be closed under minors and therefore decidable in polynomial time; however, no constructive algorithm is known. For the other models this question was unresolved. We show a constructive way of deciding the universal stability property also for the other models.
We can also state an equivalent result to that in Theorem 1 for the three forms of universal stability for undirected graphs presented here. Note that in the case of undirected graphs, each pair of connected components are independent, i.e., there is no edge connecting them.
Theorem 2. A graph G is (simple-path | undirected-path) universally stable if and only if all its connected components are (simple-path | undirected-path) universally stable.
Finally, let us remark that in any of the five packet trajectory models considered in this paper (i.e., two for digraphs and three for graphs), the instability of a sub(di)graph implies the instability of the whole (di)graph.
3. Some universally stable graphs and digraphs. In the following, we use standard graph terminology to denote the following graphs and digraphs: directed and undirected trees, the cycle on k vertices (k ≥ 2), the directed cycle on k vertices (k ≥ 2), and directed acyclic graphs. For graphs and digraphs with multiple edges we define -a unicyclic graph as those graphs that contain only one cycle (see Figure 2(b.3) );
-a multi-tree as an undirected tree with multiple edges (see Figure 2 (c.1)); -a decorated cycle as being obtained from a k-cycle with k ≥ 3, and some multitrees (see Figure 2 (c.2)), after identifying one vertex from each tree with a vertex from the cycle; -an oriented multitree as the directed version of an undirected tree in which each edge is substituted by two arcs (one in each direction), and which can also contain multiple arcs (see Figure 2(c.3) ). Note that all the simple directed cycles have two vertices; -a decorated directed cycle as the directed version of a k-cycle with k ≥ 3, and some oriented multitrees, after identifying one vertex from each "tree" with a vertex from the cycle (see Figure 2(c.4) ). Note that the obtained graph is strongly connected. In this section we prove the universal stability of some graphs and digraphs according to the different packet trajectories considered. Previous results from [6] and [4] are rewritten as Lemmas 2 and 3 according to the terminology introduced in this work.
Lemma 2. All acyclic digraphs and the directed cycle on any number of vertices are universally stable.
As we have commented before, universal stability of digraphs implies simple-path universal stability; therefore, acyclic digraphs and directed cycles are also simple-path universally stable. Concerning graphs, we know that the following lemmas hold.
Lemma 3. All trees and cycles on any number of vertices are undirected-path universally stable.
Now we give another family of undirected-path universally stable graphs, thus extending the previous result.
Lemma 4. All unicyclic graphs are undirected-path universally stable. Proof. Observe that, if G is a unicyclic graph, removing the edges in the cycle results in a forest. We root each tree in this forest at the vertex that is common with the cycle; this gives an orientation upwards or downwards to every arc in G d . We classify the packets into three flow types. Flow type α is formed by those packets injected in an upward arc. Flow type β is formed by packets injected in a cycle arc; in fact, we will consider this flow split into two flows, depending on whether the initial arc follows one of the two cycle orientations. Finally, flow type γ is formed by the packets injected in a downward arc.
Observe that packets starting in a downward arc can follow only downward arcs; otherwise they will use twice an edge in G. Similarly, packets starting in the cycle cannot change the initial cycle orientation. Therefore they either die in the cycle or leave the cycle using a downward arc. This provides a directed acyclic interaction of the three flow types. Upward edges can carry only packets from α flow. As directed acyclic graphs are undirected-path stable, the corresponding queues will have bounded maximum size. The edges in the cycle can be considered as two directed cycles, as no flow can be passed from one to the other. These cycle edges can get packets from α flow and β flow. In this situation we have a stable network (upward edges) entering in another stable network (one of the directed cycles) and, by Lemma 1, the corresponding queues will have bounded maximum size. For the downward arcs we have the same situation, a flow coming from a stable network entering in another stable network. Thus the result follows.
All the families of graphs which are undirected-path universally stable are also simple-path universally stable. However, we can enlarge the set of simple-path universally stable graphs by allowing multiple edges. Proof. The result follows from Lemmas 5 and 7 using the arguments similar to those in Lemmas 4 and 5. Figure 2 summarizes and classifies the families of graphs and digraphs that are universally stable according to the different packet trajectories considered.
Some graphs and digraphs that are not universally stable.
Once the families of universally stable graphs and digraphs are identified for each of the cases considered, we focus on detecting which are the simplest graphs and digraphs that are not stable. By iteratively applying subdivision operations to those simplest graphs and digraphs we will "extend" them and we will define families of graphs. Each family will characterize one of the cases of universal stability introduced in this work. We consider the following subdivision operations on graphs and digraphs:
-The subdivision of an edge {u, v} in a graph G consists of the addition of a new vertex w and the replacement of {u, v} by the two edges {u, w} and {w, v}. -The subdivision of an arc (u, v) in a digraph G consists of the addition of a new vertex w and the replacement of (u, v) by the two arcs (u, w) and (w, v). -The subdivision of a 2-cycle (u, v), (v, u) in a digraph G consists of the addition of a new vertex w and the replacement of (u, v), (v, u) by the arcs (u, w), (w, u), (v, w), and (w, v). Given a graph G, E (G) denotes the family of graphs formed by G and all the graphs obtained from G by successive edge subdivisions. Given a digraph G, E (G) denotes the family of digraphs formed by G and all the digraphs obtained from G by successive arc or 2-cycle subdivisions. Observe that, for a graph G, Figure 3 for an example. In this section we will prove instability results of networks under the ntg-lis protocol. To simplify the notation, a path is specified by the sequence of its edges. First we show that some simple graphs are not stable and second we apply subdivision operations to these graphs and also show their instability. Observe that, as we are using the ntg protocol, if the length of the path that a packet has to traverse is increased, then its priority at a given edge can be changed. Therefore, edges composing a packet path cannot be replaced indistinctly with paths. However, for the particular graphs and adversaries we will deal with, the adversary can be adapted to provide an instability proof. The names used to denote the graphs correspond to the ones depicted in Figures 4 and 5 .
Theorem 3. All the digraphs in E (U 1 ) ∪E (U 2 ) are not stable under the ntg-lis protocol.
Fig. 2. Examples of representatives of the families of universally stable graphs and digraphs in different cases considered in this work.

Fig. 3. An example illustrating the differences between E (G)
d and E G d .
Proof. We sketch here the main lines and refer the reader to Appendix A where some of the most technical auxiliary results are proved. We start by showing that the pair (U 1 , ntg-lis) is not stable; to do so we provide an adversary and an initial configuration. The adversary works in rounds, and at the end of the presented rounds the network has a configuration with the same type of packets as in the initial con- figuration but with an increased number of them. By repeatedly playing the set of rounds the system shows instability.
Initial configuration. At the beginning there are s packets that want to traverse edge f ; half of them are of the form (e 1 f ), and half of them are of the form (e 2 f ). The adversary A will play injections in four rounds.
Round 1. For s steps, the adversary injects rs packets of the form (f e 2 ). These injections get mixed with the initial packets at edge f and are blocked there because the queuing protocol is ntg.
Round 2. For the next rs steps, the adversary injects a set of r 2 s packets of the form (f e 1 ) and r 2 s packets of the form (e 2 ). Injections (f e 1 ) are blocked by the packets (f e 2 ) from the first round because they are at the same distance to their destination and the secondary protocol that we apply is lis. The r 2 s injections of the form (e 2 ) are also blocked.
Round 3. For the next r 2 s steps, the adversary injects r 3 s packets of the form (e 2 ) and r 3 s of the form (e 1 f ). The simple injections on e 2 will be blocked by the packets at e 2 from the previous round. The (e 1 f ) injections get mixed with the packets of the form (f e 1 ) from the previous round at edge f , where the injections get blocked because their distance to destination is longer.
Round 4. For the next r 3 s steps, the adversary injects r 4 s packets of the form (e 2 f ) and r 4 s packets of the form (e 1 ). The simple injections at e 1 block the packets (e 1 f ) from the previous round because their distance to destination is shorter. The (e 2 f ) injections are blocked by the (e 2 ) packets from the previous round.
At the end there are 2r 4 s packets queued at e 1 and e 2 that want to traverse edge f , r 4 s are of the form (e 1 f ), and r 4 s are of the form (e 2 f ). If cycles are allowed, the adversary A described above makes the network U 1 nonstable when 2r 4 s > s, i.e., at injection rate r > 0.84089.
The second step is to prove instability for the pair (U 2 , ntg-lis), as is done in Lemma 9 of Appendix A. Once the two base digraphs are shown not to be stable, we have to show instability for any extension of them. Observe that only the extensions obtained by arc subdivision have to be considered since the extensions obtained by 2-cycle subdivision already contain U 2 as a subgraph. Therefore, we have only to consider the two extensions depicted in Figures 6(a) and 6(b) whose corresponding instability results are given in Lemmas 10 and 11 (see Appendix A).
We remark that, for digraphs, simple-path stability and stability are not equivalent. The pair (U 1 ,ntg-lis) is not stable although U 1 is simple-path universally stable. The last result is easy to obtain as the set of simple-paths in U 1 is the set {(e 1 ), (e 2 ), (f )}, and any adversary using this set of disjoint packet trajectories is equivalent to an adversary playing on a digraph with three isolated arcs. The latter digraph is acyclic and therefore universally stable. Similar reasoning can be applied to U 2 . These considerations lead to digraphs S 1 , S 2 , S 3 , and S 4 (see Figure 4 (b)) as the smallest digraphs which are not simple-path universally stable.
Theorem 4. All the digraphs in
are not simplepath stable under the ntg-lis protocol.
Proof. The proof follows the same lines as for Theorem 3. We first prove that S 1 , S 2 , S 3 , and S 4 are not simple-path stable (Lemmas 12, 13, 14, and 15). The restriction on considering simple-path trajectories justifies the need for having cycles of length at least 3 in a simple-path nonstable digraph. Extensions by 2-cycle subdivision are applicable only to S 4 . Therefore, to finish the proof we show that the digraphs corresponding to the extensions depicted in Figures 7(a) ) can be oriented to contain, as a subgraph, a graph in E (U 1 ) ∪ E (U 2 ); therefore its instability under ntg-lis follows from Theorem 3.
Observe that the graph H 1 is undirected-path universally stable; again the set of possible undirected-path packet trajectories is formed by nonoverlapping paths with length 1. Therefore, undirected-path stability and stability are nonequivalent properties. Similar reasoning can be applied to H 2 .
To characterize undirected-path stability we need to consider some larger graphs. Furthermore, instead of considering a fully directed version of the graph, we will need to fix an orientation to all the edges, with the exception of those that are graph separators, as those edges may have to be crossed in both directions.
Theorem 6. All the graphs in
are not undirected-path stable under the ntg-lis protocol.
Proof. Let us prove first that the graphs F 1 and F 2 are ntg-lis undirected-path nonstable. Giving an adequate orientation to the edges in F 1 and F 2 , we get the digraphs U 1 and U 2 and as each arc corresponds to a different edge, the instability follows. Maintaining these orientations, any graph in G ∈ E (F 1 ) ∪ E (F 2 ) can be identified with a digraph in E (U 1 ) ∪ E (U 2 ) and therefore G is not undirected-path stable under ntg-lis.
For the graph F 3 we can fix an orientation for the edges forming the 2-cycles but we have to keep both directions, where possible, for the middle edge. Although no packet can use both, different packets may traverse the edge in different directions. Starting with the proof of ntg-lis instability for the graph U 2 and working in a similar way as in Lemmas 15 and 19 it follows that F 3 and any graph in E (F 3 ) are not undirected-path stable under ntg-lis.
The graph F 1 is simple-path universally stable but not undirected-path stable; therefore simple-path stability differs from undirected-path stability. Cycles of length 3 or longer are needed to obtain simple-path nonstable graphs, thus obtaining K 1 , K 2 , and K 3 as the smallest graphs which are not simple-path stable.
Theorem 7. All the graphs in E (K 1 )∪E (K 2 )∪E (K 3 ) are not simple-path stable under ntg-lis.
Proof. Observe that we can give an orientation to the edges in K 1 and K 2 to obtain the digraphs S 1 and S 3 that are not simple-path stable under ntg-lis. For the graph K 3 we can orient the two cycles and maintain the two opposite arcs for the middle edge, obtaining the graph S 4 . Theorem 4 gives the simple-path instability under ntg-lis for any graph in
Characterizing universal stability.
In this section we provide characterizations for the universal stability property of digraphs and graphs for each of the five proposed adversarial models. As before, the graph nomenclature corresponds to Figures 4 and 5 .
We first show the characterization of the simple-path universal stability property since, in our opinion, the properties defining the simple-path stability for graphs are easier to understand once the corresponding properties for simple-path stability of digraphs are given.
Theorem 8. A digraph is universally stable if and only if it does not contain as subgraphs any of the digraphs in
Proof. The "only if" part follows from Theorem 3 and the fact that the instability of a subgraph implies the instability of the whole graph. If G does not contain as a subgraph a digraph in E (U 1 ) ∪ E (U 2 ), then all its strongly connected components must consist of a simple cycle. Therefore, according to Lemma 2 and Theorem 1 we have that G is universally stable.
Using the arguments in the previous proof, Theorem 8 gives the following property.
Corollary 1. A strongly connected digraph G with n vertices is universally stable if and only if G is the directed cycle on n vertices.
For the case of universal stability of graphs, the basic set of forbidden subgraphs is given in Figure 5(a) .
Theorem 9. A graph is universally stable if and only if it does not contain as subgraphs any of the graphs in
Proof. The "only if" part follows from Theorem 5. If a graph G does not contain as a subgraph any of the graphs in E (H 1 ) ∪ E (H 2 ), then G has no incident edges, so it is universally stable.
For the case of universal stability the corresponding graph property is the following corollary.
Corollary 2. A graph G is universally stable if and only if all the vertices in
For the case of undirected-path universal stability of graphs, the basic set of forbidden subgraphs is given in Figure 5(b) .
Theorem 10. A graph G is undirected-path universally stable if and only if G does not contain as a subgraph any of the graphs in
Proof. The "only if" part follows from Theorem 6. Assume now that G does not contain as a subgraph any of the graphs in E (F 1 ) ∪ E (F 2 ) ∪ E (F 3 ). In this case G does not contain any edge with multiplicity 3, and all the connected components of G contain at most one cycle. Therefore, all the connected components of G are undirected-path universally stable by Lemma 3. For the case of undirected-path universal stability of graphs, the corresponding property is the following corollary.
Corollary 3. A connected graph G is undirected-path universally stable if and only G is a subgraph of a unicyclic graph.
For the case of simple-path universal stability of graphs, the basic set of forbidden subgraphs is given in Figure 5 (c).
Theorem 11. A graph G is simple-path universally stable if and only if G does not contain as a subgraph any of the graphs in
Proof. The "only if" part follows from Theorem 7. When G does not contain as subgraphs any of the graphs in
, all the connected components of G can have at most one cycle with more than two vertices, so they must be subgraphs of a decorated cycle graph. Therefore, using Lemma 6, G is simple-path universally stable.
Corollary 4. A connected graph G is simple-path universally stable if and only if G is a subgraph of a decorated cycle graph.
The case of simple-path universal stability is needed to complete the characterization for digraphs. In this case the basic set of forbidden subgraphs is given in Figure 4 (b).
Theorem 12. A digraph G is simple-path universally stable if and only if G does not contain as a subgraph any of the graphs in
Proof. As before, the "only if" part follows from Theorem 4. When G excludes the family of forbidden subgraphs, each strongly connected component of G must contain at most one directed cycle with more than two vertices. Therefore all the strongly connected components are subgraphs of a decorated directed cycle graph. Therefore, by Lemma 7, all the strongly connected components are simple-path universally stable, and by Theorem 1, G is simple-path universally stable.
Corollary 5. A strongly connected digraph G is simple-path universally stable if and only if G is a subgraph of a decorated directed cycle graph.
We have shown that the graph S 1 in Figure 4 (b) is not simple-path stable under the ntg-lis protocol. The only graph transformation proposed by Goel in [14] consists of replacing arcs by disjoint directed paths (see Corollaries 2.5 and 2.7 in [14] ). Hence, our graph S 1 is a minor of the first minor proposed there. We also show that the digraph S 4 is not simple-path stable; however, S 4 does not contain as minor any of the forbidden minors in the characterization in [14] , and therefore must be universally stable according to Goel's result. However, we have shown this is not the case. These facts disprove the characterization proposed by Goel in [14] and they establish the set {S 1 , S 2 , S 3 , S 4 } (see Figure 4 (b)) as the set of forbidden subgraphs characterizing the property of simple-path stability for digraphs.
Deciding universal stability.
In this section we show that the five cases of universal stability presented in this work can be decided in polynomial time. For undirected graphs we could use the polynomial time algorithm for checking subgraph homeomorphism of the corresponding forbidden subgraphs given in [17] ; however, our algorithms are much simpler. Notice that for directed graphs checking subdigraph homeomorphism to a fixed digraph is NP-complete. In particular this is the case for the digraphs S 1 , S 2 , and S 3 (see [11] ). However, the combination of several digraphs and the properties outlined in Corollaries 1, 2, 3, 4, and 5 are, as we will see, easier to test.
Theorem 13. The universal stability of a given graph or digraph can be decided in polynomial time.
Proof. According to Corollary 2, to decide universal stability for graphs we only have to check if the graph has two incident edges. To check universal stability for digraphs, following Corollary 1, we have to compute the strongly connected components of the graph and then check whether all of them are just one directed cycle. Both tests can be performed in polynomial time.
For the remaining adversarial models we first need to characterize the graphs that are subgraphs of a unicyclic graph. According to the previous lemma, Algorithm 1 checks whether a connected graph G, without multiple edges, is a subgraph of a unicyclic graph, in polynomial time. The algorithms to decide universal stability combine this checking with some additional testing for the multiedges.
Theorem 14. The undirected-path universal stability of a given graph can be decided in polynomial time.
Proof. Algorithm 2 checks the undirected-path universal stability of a given connected graph G according to Corollary 3. Its total execution time is polynomial. Then, Proof. Algorithm 3 checks the simple-path universal stability of a given connected graph G according to Corollary 4. The total execution time is polynomial. Thus, combining this algorithm with the computation of the connected components of the given graph, we can check the property in polynomial time.
Theorem 16. The simple-path universal stability of a given digraph can be decided in polynomial time.
Proof. Algorithm 4 checks the simple-path universal stability of a given strongly connected digraph G according to Corollary 5. The total execution time is polynomial. By combining this algorithm with the computation of the strongly connected components of the given digraph, we obtain a polynomial time algorithm.
All the algorithms presented in this section run in polynomial time. Note that the most expensive operations are the computation of the strongly connected components of a digraph, the computation of the connected components of a graph, and the computation of a spanning tree of a connected graph.
Stability under NTG-LIS.
An interesting question concerning stability is that of deciding the stability of a concrete network under a fixed protocol. Since all the instability results in this work hold for the ntg-lis protocol, we can conclude that [1] for the universal stability of digraphs under the ffs protocol, for which the same characterization (i.e., in terms of the family of graphs generated from U 1 and U 2 ; see Figure 4 (a)) is obtained. The technique can be easily extended to show the equivalence of stability under ffs and universal stability in all the models of adversary considered in this work. To the best of our knowledge the complexity of deciding stability under other nonuniversally stable protocols is still open, in particular for fifo and lifo. Even though much effort has been devoted to the study of the fifo protocol, it is still not known whether deciding stability under fifo is polynomial time decidable. The bottleneck, with regard to the characterization of universal stability, is whether the pair (U 1 , fifo) is stable, as the pair (U 2 , fifo) was shown to be not stable in [2] . Appendix A. Proof of Theorem 3. All the instability proofs are based on induction. A set of rounds compose a step of the induction reasoning. The goal is to demonstrate that the number of packets in the system can increase from one step to the next (and, by applying the inductive hypothesis, they can increase indefinitely). The configuration of the system at the end of every step must be the same as the configuration at the beginning of each inductive step (in terms of the type of packets and their location), but with an increased number of packets. In these appendices we reproduce only the inductive step.
Lemma 9. The pair (U 2 , ntg-lis) is not stable. Proof. At the beginning there are s packets that must traverse edge f 2 . Half of them are of the form (e 1 f 2 ), and half are of the form (e 2 f 1 f 2 ). Then the adversary will play injections in four rounds.
Round 1. For s steps, the adversary injects rs packets of the form (f 2 e 1 ). These injections get mixed with the initial packets at edge f 2 and are blocked there because the queuing protocol is ntg.
Round 2. For the next rs steps, the adversary injects a set of r 2 s packets of the form (f 2 e 1 e 2 ) that are blocked by the remaining packets at f 2 from the previous round because the protocol is ntg.
Round 3. For the next r 2 s steps, the adversary injects r 3 s packets of the form their destination.
