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Abstract
This thesis is focused on the development of new mathematical methods for comput-ing multi-loop scattering amplitudes in gauge theories. In this work we combine, forthe first time, the unitarity-based construction for integrands, and the recently intro-duced integrand-reduction through multivariate polynomial division. After discussingthe generic features of this novel reduction algorithm, we will apply it to the one- andtwo-loop five-point amplitudes in N = 4 sYM. The integrands of the multiple-cutsare generated from products of tree-level amplitudes within the super-amplitudes for-malism. The corresponding expressions will be used for the analytic reconstructionof the polynomial residues. Their parametric form is known a priori, as derived bymeans of successive polynomial divisions using the Gröbner basis associated to theon-shell denominators. The integrand reduction method will be exploited to inves-tigate the color-kinematic duality for multi-loop N = 4 sYM scattering amplitudes.Our analysis yields a suggestive, systematic way to generate graphs which auto-matically satisfy the color-kinematic dualities. Finally, we will extract the leadingultra-violet divergences of five-point one- and two-loop amplitudes in N = 4 sYM,which represent a paradigmatic example for studying the UV behavior of supersym-metric amplitudes.
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1
Introduction
Particle Physics is the study of the subatomic constituents of matter that can rarelybe held in one place, either because they move at the speed of light, or because theirlifetime is too tiny. At the same time, the measurement apparatus cannot be so smallto explore a fundamental particle without being a particle itself. Hence, studyingthe interactions between colliding particles and identifying the consequences of thiscollision is the only key to access the subatomic world.The physical quantity that describes the interaction process is called scattering
cross section. It specifies the area where the particles do collide, times the quantummechanical probability of the collision to take place. Quantum mechanical proba-bility densities are defined as the absolute squared value of a quantum mechanicalamplitude, called scattering amplitude, which can be seen as the element of the scat-tering matrix (the S-matrix). Any scattering amplitude receives contributions fromdifferent processes which are indistinguishable at the quantum level, namely leavingthe same traces in the measurement apparatus. To form a scattering cross section,all the processes contributing to the same scattering amplitude have to be summedbefore being squared.The improving of the experimental precision in particle physics demands for moreaccurate predictions from the theoretical side. All computations of observables relatedto interacting particles rely on the postulate that the properties of final states can bedescribed by partonic reactions. Perturbation Theory is a powerful tool for describingthe quantum behavior of particles: at the leading order (LO), particle scattering isdepicted in terms of tree graphs; and higher accuracy is reached by including termswhich, beyond LO, are represented by diagrams containing loops. On the one handloop diagrams provide access to physics beyond the range of sensitivity of the currentexperiments, because of the room heavier particles have to circulate around the loopand on the other hand they represent the quantum corrections to tree graphs, whichare purely classical. The canonical formulation of Quantum Field Theory (QFT)is built on the two pillars of locality and unitarity. The standard apparatus of La-grangians and Feynman integrals allows us to make these two fundamental principlesmanifest. This approach, however, requires the introduction of unphysical redundancyin our description of physics. Accordingly, the computation of scattering amplitudesrequires the evaluation of highly non-trivial integrals, which can be understood asthe generalization of averaging on non-observable degrees of freedom. The studyof scattering amplitudes is fundamental to our understanding of QFT, although the
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canonical formalism turns out to be blind to astonishingly simple properties of thegauge-invariant physical observables of the theory. There are powerful new math-ematical structures underlying the extraordinary properties of scattering amplitudesin gauge theories, and studying them lead us into direct contact with a very activearea of current research in mathematics, like Algebraic Geometry [1–3].Scattering amplitudes lay in the heart of perturbative quantum field theories. Therecent advances in their calculational tools have been initiated by a more profoundunderstanding of the multi-channel factorization properties which arise under complexdeformations of the kinematics imposed by on-shell [4,5] and generalized unitarity-cutconditions [6, 7].Moreover analyticity and unitarity of scattering amplitudes [8] have then beenstrengthened through the revealing of the mathematical structures present at thesingularities. Their study exposed a quadratic recurrence relation for tree-level am-plitudes, the BCFW-recursion [5], its link to the leading singularity of one-loop am-plitudes [7] and a relation between numerator and denominators of one-loop Feynmanintegrals, yielding the multipole decomposition of Feynman integrands, characterizingthe by now known as OPP method [9].These new insights, which originate from a reinterpretation of tree-level scatteringwithin the twistor string theory [10], have inspired the study of novel mathematicalframeworks in the more supersymmetric sectors of quantum field theories, such asdual conformal symmetries [11], grassmanians [12], Wilson-loops/gluon-amplitudesduality [13], color/kinematic and gravity/gauge dualities [14, 15], as well as on-shell[4, 5, 16,17] and generalized unitarity-based methods [6,7,18,23], and more generallythe breakthrough advances in automating the evaluation of multi-particle scatteringone-loop amplitudes, as demanded by the experimental programs at hadron colliders.In most cases the direct integration of Feynman integrals is prohibitive, hencethe evaluation of scattering amplitudes beyond the leading order is addressed in twostages: First the amplitude is expressed in terms of an universal integral basis, andsecondly the evaluation of the elements of the basis, called master integrals (MI’s).At one-loop, the advantage of knowing a priori that the basis of MI’s is formed byscalar one-loop functions [19], as well as the availability of their analytic expression[20], allowed the community to focus on the development of efficient algorithms forextracting the coefficients multiplying each MI’s. Improved tensor decomposition [21],complex integration and contour deformation [22], on-shell and generalized unitarity-based methods, and integrand-reduction techniques [9,23–25] led to impressive resultswhich only few years ago were considered inconceivable, and to such a high levelof automation [24, 26] that different scattering processes at the next-to-leading orderaccuracy can be handled by single, yet multipurpose, codes [27–31].At higher-loop, and in particular at two-loop to begin with, the situation is dif-ferent. The basis of MI’s is not known a priori. MI’s are identified at the end of thereduction procedure, and afterwards the problem of their evaluation arises. The mostused multi-loop reduction technique is the well-known Laporta algorithm [32], basedon the solution of algebraic systems of equations obtained through integration-by-parts identities [33]. The recent progress in calculating higher loop amplitudes hasbeen enabled by the improvement of mathematical methods dedicated to Feynmanintegrals, such as difference [32, 34] and differential [35] equations, Mellin-Barnesintegration [36], asymptotic expansions [37], sector decomposition [38], complex inte-gration and contour deformation [39] – to list few of them.
In this work we aim at extending the combined use of unitarity-based methods and
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integrand-reduction techniques, in order to accomplish the semi-analytic reductionof two-loop amplitudes to MI’s. The use of unitarity-cuts and complex momenta foron-shell internal particles turned unitarity-based methods into very efficient tools forcomputing scattering amplitudes. These methods exploit two general properties ofscattering amplitudes, such as analyticity and unitarity. The former guarantees thatamplitudes can be reconstructed from the knowledge of their singularities, while thelatter ensures that the residues at the singular points factorize into products of simpleramplitudes. Unitarity-based methods are founded on the underlying representationof scattering amplitudes as a linear combination of MI’s, and their principle is theextraction of the coefficients entering in such a linear combination by matching thecuts of the amplitudes onto the cuts of each MI.Cutting rules as computational tools have been introduced at two-loop in thecontext of supersymmetric amplitudes [40] and later applied to the case of pure QCDamplitudes [41]. The use of complex momenta for internal particles to fulfill themultiple cuts of two-loop amplitudes has been proposed for extending the one-loopquadruple-cut technique, to the octa-cut [42, 43], as well as the method of maximalcuts [44].
The multi-particle pole decomposition for the integrands of arbitrary scatteringamplitudes emerges from the combination of analyticity and unitarity with the ideaof a reduction under the integral sign.The principle of an integrand-reduction method is the underlying multi-particlepole expansion for the integrand of any scattering amplitude, or, equivalently, therelation between numerator and denominators of the integrand: a representationwhere the numerator of each Feynman integral is expressed as a combination ofproducts of the corresponding denominators, with polynomial coefficients [1, 2, 9, 45].The key feature in the integrand-decomposition is represented by the shape of theresidues on the multi-particle pole before integration: each residue is a (multivariate)polynomial in the irreducible scalar products (ISP’s) formed by the loop momenta andeither external momenta or polarization vectors constructed out of them; the scalarproducts appearing in the residues are by definition irreducible, namely they cannotbe expressed in terms of the denominators of the integrand [45].The polynomial structure of the multi-particle residues is a qualitative informationthat turns into a quantitative algorithm for decomposing arbitrary amplitudes in termsof MI’s at the integrand level. In the context of an integrand-reduction, any explicitintegration procedure and/or any matching procedure between cuts of amplitudes andcuts of MI’s is replaced by polynomial fitting, which is a simpler operation.Decomposing the amplitudes in terms of MI’s amounts to reconstructing the fullpolynomiality of the residues, i.e. it amounts to determining all the coefficients ofeach polynomial.
In this work we will meet the criteria to constrain the polynomial form of theresidue on each multiple-cut of an arbitrary two-loop amplitude. Unlike the one-loopcase, where the residues of the multiple-cut have been systematized for all the cuts,in the two-loop case, their form is still unknown. Their existence is a prerequisitefor establishing a relation between numerator and denominators of any two-loopintegrand. Their implicit form can be given in terms of unknown coefficients, which aredetermined through polynomial fitting. As in the one-loop case, the full reconstructionof the polynomial residues requires only the knowledge of the integrand evaluatedat explicit values of the loop momenta as many times as the number of the unknown
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coefficients.Another feature of the integrand-reduction algorithm we are describing is thatthe determination of the polynomial form of the residues amounts to choose a basisof MI’s, which does not necessarily need to be known a priori [45]. In fact, as we willsee, each ISP appearing in the polynomial residues is the numerator of a potentialMI which may appear in the final result (other than the scalar integrals).The parametric form of the polynomial residues is process-independent and it canbe determined a priori, from the topology of the corresponding multiple cut, namelyfrom the diagram identified by the denominators that go simultaneously on-shell. Theactual value of the coefficients is clearly process-dependent, and its determination isindeed the goal of the integrand-reduction. Integrand-reduction methods determinethe (unknown) coefficients by polynomial fitting, through the evaluation of the (known)integrand at values of the loop-momenta fulfilling the cut conditions.The integrand-reduction methods have been originally developed at one loop byOssola, Papadopoulos and Pittau (OPP) [9]. Extensions beyond one-loop were firstproposed by Mastrolia and Ossola in [45], and later refined by Badger, Frellersvigand Zhang [46]. Both the numerator and the denominators of any integrand are mul-tivariate polynomials in the components of the loop variables. As recently shown intandem by Zhang [2], and Mastrolia, Ossola, Mirabella and Peraro [1], the decom-position of the integrand can be obtained by performing the multivariate polynomial
division between the numerator and the denominators, using basic principles of alge-braic geometry, like the division modulo a Gröbner basis. Moreover, the multivariatepolynomial divisions gives a systematic classification of the polynomial structures ofthe residues, leading to both the identification of the MI’s and the determination oftheir coefficients. By using multivariate polynomial division, a systematic classifica-tion of a four dimensional integral basis for two-loop integrands is doable [47].In [1], the mathematical framework for the multi-loop integrand-reduction algo-rithm was developed. Accordingly, the residues are uniquely determined by thedenominators involved in the corresponding multiple cut, and the multi-particle poledecomposition for any scattering amplitude is achieved through a simple integrand
recurrence relation. The algorithm is valid for arbitrary amplitudes, irrespective ofthe number of loops, the particle content (massless or massive), and of the diagramtopology (planar or non-planar). Interestingly, at one-loop our algorithm allows for asimple derivation of the one-loop OPP reduction formula. The spurious terms, whenpresent, naturally arise from the structure of the denominators entering the gener-alized cuts. In the same work [1], the so called maximum-cut theorem was proven.The theorem deals with cuts where the number of on-shell conditions is equal tothe number of integration variables and therefore the loop momenta are completelylocalized. The theorem ensures that the number of independent solutions of themaximum-cut is equal to the number of coefficients parametrizing the correspondingresidue. The maximum cut theorem generalizes at any loop the simplicity of theone-loop quadruple-cut [7, 9], where the two coefficients parametrizing the residueare determined by the two solutions of the cut.
New approaches tackling the evaluation of one-loop multi-parton amplitudes haverecently been under intense development (see [48] and [49–55] for a comprehensivereview). As previously said, various new structures have been uncovered in theamplitudes of gauge and gravity theories.One such structure is the duality between color and kinematics found by Bern,Carrasco, and Johansson (BCJ) [14,15]. This duality is conjectured to hold at all loop
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orders in Yang-Mills theory and its supersymmetric counterparts. Besides impos-ing strong constraints on gauge-theory amplitudes, whenever a gauge-theory loopintegrand is obtained, where the duality is manifest, gravity integrands can be sim-ply obtained from the double-copy relation, namely by replacing color factors withspecified kinematic numerator factors. The duality between color and kinematics hasbeen confirmed in numerous tree-level studies [56–62]. At loop level, the dualityremains a conjecture, but there is already significant nontrivial evidence in its favorfor supersymmetric theories [15,63–67] and for special helicity configurations in non-supersymmetric pure Yang-Mills theory [15, 68, 69].Results obtained for gauge-theory amplitudes may be used to study the ultra-violetdivergences of the corresponding gravity amplitudes. Recent years have seen a re-naissance in the study of ultra-violet divergences in gravity theories, mainly due tothe greatly improved ability to carry out explicit multiloop computations in gravitytheories [15, 40, 63–65, 70–72]. The unitarity method also has revealed hints thatmultiloop supergravity theories may be better behaved in the ultra-violet than powercounting arguments based on standard symmetries suggest [73]. However the ques-tion of whether it is possible to construct a finite supergravity is still an open one. Theduality between color and kinematics and its associated double-copy formula offer anew angle on the ultra-violet divergences in supergravity theories [15, 63, 71, 72, 74].In this thesis, I combine for the first time two of the most advanced techniquesfor the evaluation of scattering amplitudes in gauge theories: the color-kinematicduality and the integrand-reduction via polynomial division. I will apply them to thedecomposition of one- and two-loop five-point amplitudes in N = 4 sYM theory infour dimension. In particular, I will use the super-amplitudes tree-level formalism forconstructing the integrands of the multiple-cuts. Such integrands are the input for thedetermination of the polynomial residues within the integrand-reduction algorithm.The color-kinematic equations are then used for imposing additional restrictionson the shape of the residues, which are needed for constructing graph numeratorssatisfying the duality. The decomposition of the amplitudes in terms of MI’s is finallyused to determine the UV behavior of the N = 4 sYM amplitudes. The resultscontained in this thesis are already available in the literature [75, 76], but they willbe obtained in a new fashion. The methodology hereby presented is purely four-dimensional, nevertheless, the extension to dimensionally regulated amplitudes, aswell as to non-supersymmetric theories, may follow exactly the same procedure.Therefore the technique hereby presented has the potential to become a standardtechnique for the reduction of multi-loop Feynman amplitudes.This thesis is organized as follows: In the first chapter we will introduce thegeneral notation used to describe the kinematic and gauge group part of scatteringamplitudes. The next chapter discusses the conjectured color-kinematics duality attree- and loop-level. We will then move to the calculation of one-loop amplitudeswith the OPP method and the calculation of multi-loop amplitudes via the newlyproposed integrand-reduction through multivariate polynomial division. Afterwardswe will cover an efficient description of scattering amplitudes in N=4 sYM. Chaptersfour and five will apply the former described techniques to derive the five-point one-loop and two-loop amplitudes, with the help of the color-kinematical duality. Chaptersix will contain a derivation of the same one- and two-loop amplitude only fromgeneral properties of N=4 sYM. The final chapter discusses the leading ultra-violetproperties of the previously calculated five-point one- and two-loop amplitudes.All numerical and semi-analytic computations presented in this thesis have beenobtained using Mathematica with the Spinor-Helicity Formalism package S@M [77].
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2
Scattering Amplitudes
2.1 Spinor Helicity Formalism
Before we start our discussion on amplitudes it is important to determine somenotation. We will work in the so called spinor helicity formalism see [78–81] forreviews.In the 1980s Berends and Wu used the fact that every lightlike momentum can bewritten in terms of massless spinors [82] and that the polarization vectors also havea presentation as spinors [83,84] to develop a very compact formalism for amplitudes.A spinor Ψ is a four-vector which solves the Dirac equation
(i /∂ − m) Ψ = 0 (2.1)
where we used the Feynman slash notation /∂ = γµ∂µ . The four-vector Ψ can be splitinto a part with positive and a part with negative helicity also called right-handed
and left-handed respectively Ψ = (ψ−
ψ+
). Using the Weyl representation of the
gamma matrices
γµ = ( 0 σ µ
σµ 0
) (2.2)
we can see that the mass term mixes both helicities(
−m i∂µσ µ
i∂µσ
µ −m
)(
ψ−
ψ+
) = 0 (2.3)
where σ µ =


1
σ x
σy
σ z

 and σ µ =


1
−σ x
−σy
−σ z

 are vectors of Pauli matrices. In the massless
limit the equations for positive and negative helicity will decouple and give us theWeyl equations
∂µσ
µψ+ = 0 (2.4)
∂µσ
µψ− = 0. (2.5)
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The solutions to these equations are plane waves ψ+ = λe−ip·x and ψ− = λ˜e−ip·x ,where λ and λ˜ are two component Weyl spinors.1Fixing the normalization in the usual way
λ†λ = 2p0 (2.6)
λ˜† λ˜ = 2p0 (2.7)
we find the following solutions for the spinors
λ = (√p−e−iφp−√p+
) (2.8)
λ˜ = (−√p+e−iφp√
p−
) (2.9)
where we used a different basis for the momenta defined by
p± = p0 ± pz (2.10)
e±iφp = px ± ipy√
p+√p− . (2.11)
The latter definition is useful since eiφpe−iφp = 1. In order to form scalar productsbetween the spinor it is advantageous to go back to the full four-vector so we define
Λ = (0
λ
) (2.12)
Λ˜ = (λ˜0
) (2.13)
and form the Lorentz invariant spinor products
ΛiΛj = 〈i j〉 (2.14)
Λ˜iΛ˜j = [i j ] (2.15)
where i and j are two particles with momentum pi and pj . With the Gordon Identityand the spin-decoupled completeness relation we are able to connect a momentumto a spinor product
〈i|γµ|i] = 2pµi (2.16)
|i〉[i| = ΛiΛ˜i = /pi
(1− γ52
) (2.17)
|i]〈i| = Λ˜iΛi = /pi
(1 + γ52
)
. (2.18)
From the definitions of the spinors we can derivate the first five identities:1. Antisymmetry
〈i j〉 = −〈j i〉 [i j ] = −[j i] (2.19)
1Usually there would be a second set of spinors for plane waves with negative frequencies, but sincewe are working with massless spinors they are the same up to normalization conventions.
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2. Fierz rearrangement
〈i|γµ|j ]〈k |γµ|l] = 2〈i k〉[l j ] (2.20)
3. Charge Conjugation of a current
〈i|γµ|j ] = [i|γµ|j〉 (2.21)
4. Schouten Identity
〈i j〉〈k l〉+ 〈i k〉〈l j〉+ 〈i l〉〈j k〉 = 0 (2.22)[i j ][k l] + [i k ][l j ] + [i l][j k ] = 0 (2.23)
5. Momentum conservation
n∑
i
[j i]〈i k〉 = 0. (2.24)
Furthermore to formulate an amplitude completely in terms of spinors we need arepresentation of the polarization vector in terms of spinors [83, 84]
εµ(i+, j) = + 〈j|γµ|i]√2〈j i〉 (2.25)
εµ(i−, j) = − [j|γµ|i〉√2[j i] (2.26)
where j is light-like reference vector, which is not collinear with i. The differencebetween two choices of reference vectors corresponds to an on-shell gauge transfor-mation
εµ(i+, j ′)− εµ(i+, j) = −〈i j〉[j j ′]〈j ′|γµ|i] + 〈i j ′〉[j ′ j ]〈j|γµ|i]√2〈j ′ i〉〈j i〉[j ′ j ] (2.27)
= −〈i|/j /j ′γµ|i] + 〈i|/j ′/jγµ|i]√2〈j ′ i〉〈j i〉[j ′ j ] (2.28)
= −√2pj · pj ′〈i|γµ|i]〈j ′ i〉〈j i〉[j ′ j ] (2.29)
= −√2〈j j ′〉[j ′ j ]pµi〈j ′ i〉〈j i〉[j ′ j ] (2.30)
= √2〈j ′ j〉〈i j ′〉〈i j〉pµi (2.31)
where we used the completeness relation and the charge conjugation of a current.Moreover we can check that the definition in (2.26) satisfies the properties of apolarization vector.First they have to be perpendicular to its momentum
ε(i+, j) · pi = + 〈j| /pi|i]√2〈j i〉 = 0 (2.32)
ε(i−, j) · pi = − [j| /pi|i〉√2[j i] = 0 (2.33)
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where we used the Dirac Equation in the last step. Secondly they need to be properlynormalized
ε(i+, j) · ε(i−, j) = −〈j|γµ|i][j|γµ|i〉2〈j i〉[j i] = 1 (2.34)
ε(i+, j) · ε(i+, j) = 〈j|γµ|i]〈j|γµ|i]2〈j i〉〈j i〉 = 0 (2.35)
where we used the Fierz Identity and the antisymmetry of the spinor product. Withthis formalism it is possible to efficiently describe the kinematical factors of an am-plitude. But there is a second part to the amplitude, namely, the color structure. Itturns out that we can treat this part rather trivially as we will see in the next section.
2.2 Color Decomposition
Generally there are two parts in the Feynman rules of a gauge theory. One is thestructure constant of the underlying gauge group and the other one is kinematicalpart of the external particles. Here we will present a way of solving the color struc-ture beforehand. This will correspond to a reordering of the amplitude in terms ofso called color-ordered amplitudes. This has two advantages. First, the number ofindependent color-ordered amplitudes is lower than the number Feynman diagramsand secondly each color-ordered amplitude is gauge invariant in contrast to a singleFeynman diagram.In our case the underlying gauge group is SU(N) with structure constants f abc. Nor-mally the Feynman rules are written in terms of these structure constants but in orderto strip off the color we will find it beneficial to transform them into the fundamen-tal representation where we replace the structure constants with the correspondingtraces over the generators of SU(N)
f abc = − i√2
((T a)ji(T b)kj (T c)ik − (T a)ji(T c)kj (T b)ik) . (2.36)
The fundamental indices i, j and k represent the rows and columns in the generatorsand the adjoint indices a, b and c tell us which generator we have to use.The next step is to remove all contracted adjoint indices by the repeated use of theFierz-Identity
(T a)ji(T a)lk = δ liδ jk − 1N δ ji δ lk . (2.37)Finally we are able to collect all independent traces of generators appearing in theamplitude and their corresponding kinematical parts. These kinematical parts arethen called color-ordered amplitudes. This leads us to an alternative expansion ofthe tree-level amplitude
An(1, 2.., n) = gn−2 ∑
σ∈Sn /Zn
T r(T σ (1)T σ (2)..T σ (n))An(σ (1), σ (2).., σ (n)) (2.38)
where An(σ (1), σ (2).., σ (n)) are the color-ordered amplitudes and the sum runs overall permutations Sn of n elements except over the cyclic ones denoted by the sub-group Zn.Later we will apply this color decomposition to an example but first we should dis-cuss a graphical approach to convert the color factors.
15
2.2.1 Color Algebra in Graphform
An even faster way to transform the color factors is to represent them with graphs,do the color algebra there, and then read off the corresponding traces. To do thatevery fundamental index is represented by an ’quark’ line and every adjoint indexis represented by a ’gluon’ line. This means the full generator (T a)ji is representedby an quark-gluon vertex. The three main operations for simplifying these graphicalrepresentations are displayed in figure 2.1 which are just graphical representationsof the equations (2.36,2.37).As an example we are going to show how a s-channel color factor of a four-point
= − 1/N
i j
l k
a
i
l
j
k
i j
l k
= N
= −
Figure 2.1: Ways to simplify a graph representation of the color algebra
amplitude
cs = f 12af a34 (2.39)
is translated into traces over the generators. The color factor can be represented bythe graph in figure 2.2. The next step is to use the identities displayed in figure 2.1
1
2 3
4
Figure 2.2: Graph representation of the color factor f 12af 34a
to simplify the graph. From the last line in figure 2.3 we can simply read off theordering of the generators in the trace by following the closed fermion line.
cs = T r(T 1T 2T 3T 4)− T r(T 1T 3T 4T 2)− T r(T 1T 2T 4T 3) + T r(T 1T 4T 3T 2) (2.40)
2.2.2 Color Decomposition of a Four-Point Amplitude
Going back to our color decomposition of tree-level amplitudes in (2.38) we will applythis algorithm now to a four-point amplitude.
16
12 3
4
= −
− +
= −
− +
1
2 3
4 1
2 3
4
1
2 3
4 1
2 3
4
2
1
3
4 1
2 3
4
1
2 3
4 1
2 3
4
Figure 2.3: Using graphical methods to show eq. (2.40)
In the normal Feynman diagram expansion we have four diagrams with their corre-sponding color factors
A4 = csks + ctkt + cuku + csks,4 + ctkt,4 + cuku,4 (2.41)
where k denotes the kinematical part and kx,4 is the four-point vertex part which hasthe color factor of channel x . The color factors of the channels are given by
cs = f 12af a34 (2.42)
ct = f 23af a41 (2.43)
cu = f 13af a24. (2.44)
We already translated the first color factor into traces over generators in (2.40). Theother color factors can be obtained by a simple relabeling of the s-channel colorfactor cs
ct = T r(T 1T 2T 3T 4)− T r(T 1T 4T 2T 3)− T r(T 1T 3T 2T 4) + T r(T 1T 4T 3T 2) (2.45)
cu = T r(T 1T 3T 4T 2)− T r(T 1T 3T 2T 4)− T r(T 1T 4T 2T 3) + T r(T 1T 2T 4T 3). (2.46)
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If we plug the transformed color factors into (2.41) we find
A4 = (T r(T 1T 2T 3T 4)− T r(T 1T 3T 4T 2)− T r(T 1T 2T 4T 3) + T r(T 1T 4T 3T 2))(
ks + ks,4)+ (T r(T 1T 2T 3T 4)− T r(T 1T 4T 2T 3)− T r(T 1T 3T 2T 4) + T r(T 1T 4T 3T 2))(
kt + kt,4)+ (T r(T 1T 3T 4T 2)− T r(T 1T 3T 2T 4)− T r(T 1T 4T 2T 3) + T r(T 1T 2T 4T 3))(
ku + ku,4)(2.47)
= T r(T 1T 2T 3T 4) (ks + ks,4 + kt + kt,4)+T r(T 1T 3T 4T 2) (−ks − ks,4 + ku + ku,4)+T r(T 1T 2T 4T 3) (−ks − ks,4 + ku + ku,4)+T r(T 1T 4T 3T 2) (ks + ks,4 + kt + kt,4)+T r(T 1T 4T 2T 3) (−kt − kt,4 − ku − ku,4)+T r(T 1T 3T 2T 4) (−kt − kt,4 − ku − ku,4) .
(2.48)
Now we can define the kinematical objects in front of the traces as the color-orderedamplitudes
= T r(T 1T 2T 3T 4)A(1234) + T r(T 1T 3T 4T 2)A(1342)
+T r(T 1T 2T 4T 3)A(1243) + T r(T 1T 4T 3T 2)A(1432)
+T r(T 1T 4T 2T 3)A(1423) + T r(T 1T 3T 2T 4)A(1324).
(2.49)
At first it looks like we introduced more objects then before in (2.41) but from ourdefinitions in (2.48) we immediately find the first identities for the color-orderedamplitudes
A(ijkl) = A(jkli) (2.50)
A(ijkl) = A(lkji) (2.51)
which are based on the cyclicity of the trace and C-invariance. It turns out thatthere are even more identities for color-ordered amplitudes which greatly simplifythe number of diagrams which we have to calculate. [14, 94]As we have seen in our simple example of a four-point amplitude. The color-orderedamplitude A(1234) had only contributions coming from s-channel, the t-channel andfrom the contact term. This statement can be generalized to: Every color-orderedamplitude can only have contributions from Feynman graphs where adjacent particlesbecome collinear and form a pole in the amplitude and the corresponding contactterms.This will become important later on when we are talking about the color-kinematicsduality.
2.2.3 Photon Decoupling Equation
With some basic knowledge of color-ordered amplitudes we can derive another iden-tity for tree amplitudes. If we have a look at the complete four-point amplitude again
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(2.49) we find
Atree4 = g2 [T r(T 1T 2T 3T 4)A(1, 2, 3, 4) + T r(T 1T 2T 4T 3)A(1, 2, 4, 3)
T r(T 1T 3T 2T 4)A(1, 3, 2, 4) + T r(T 1T 4T 2T 3)A(1, 4, 2, 3)
+ T r(T 1T 3T 4T 2)A(1, 3, 4, 2) + T r(T 1T 4T 3T 2)A(1, 4, 3, 2)]
(2.52)
= g2A(1, 2, 3, 4) [T r(T 1T 2T 3T 4) + T r(T 1T 4T 3T 2)]
+g2A(1, 4, 2, 3) [T r(T 1T 4T 2T 3) + T r(T 1T 3T 2T 4)]
+g2A(1, 3, 4, 2) [T r(T 1T 3T 4T 2) + T r(T 1T 2T 4T 3)]
(2.53)
where we used the cyclicity of the color-ordered amplitudes (2.50) and the reflectionidentity (2.51). We would find the same decomposition as in equation (2.53) for thegauge group U(N) = SU(N)× U(1) where the U(1) corresponds to a ’photon’. Thecorrespondence can be seen by having a look at the field strength tensor
F aµν = ∂µAaν − ∂νAaµ − igf abcAbµAcν . (2.54)
Since the generator of the U(1) is the unit matrix, the part proportional to the structureconstant will drop out, reducing the non-abelian field strength tensor to an abelianone.
Fµν = ∂µAν − ∂νAµ (2.55)
But this means that the corresponding particle, the photon, will have no interactionswith the particles associated with the SU(N) group. Therefore every scatteringamplitude containing a photon will vanish.In order to derive the photon decoupling equation we will pick one of the generatorsto be the generator of U(1) and than demand that our full amplitude must vanish.Here we choose the fourth generator to be the unit matrix T 4 = 1
0 = g2A(1, 2, 3, 4) [T r(T 1T 2T 3) + T r(T 1T 3T 2)]
+g2A(1, 4, 2, 3) [T r(T 1T 2T 3) + T r(T 1T 3T 2)]
+g2A(1, 3, 4, 2) [T r(T 1T 3T 2) + T r(T 1T 2T 3)]
(2.56)
⇒ 0 = g2 (A(1, 2, 3, 4) + A(1, 4, 2, 3) + A(1, 3, 4, 2))[
T r(T 1T 2T 3) + T r(T 1T 3T 2)] . (2.57)
There is at least one combination of generators which will make the second partnon-vanishing, hence the linear combination of color-ordered amplitudes must bezero
A(1, 2, 3, 4) + A(1, 4, 2, 3) + A(1, 3, 4, 2) = 0. (2.58)
This is the photon decoupling equation for a four-point amplitude. A second way ofderiving this equation is to calculate the full matrix element and demand that thereis no difference between the matrix elements of U(N) and SU(N). This conditionthen boils down to the photon decoupling identity.Furthermore the derivation of the photon decoupling identity can be generalized toan arbitrary number of legs
An(1, 2, 3, .., n) + An(2, 1, 3, .., n) + An(2, 3, 1, .., n) + ..+ An(2, 3, .., 1, n) = 0.(2.59)
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2.2.4 Color-Ordered Feynman Rules
The question raised should be if there is a direct way to obtain these color-orderedamplitudes. The answer is yes. We can find color-ordered Feynman rules which allowus to compute these amplitudes directly from their contributing Feynman diagrams.We can obtain these rules by transforming the structure constants in the normalFeynman rules into the fundamental representation and then collect all pieces whichcorrespond to a specific ordering of external particles. Doing this we arrive at thecolor-ordered Feynman rules displayed in figure 2.4.
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ν
ν
ν
ρ
ρλ
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i√2
(
ηνρ(p− q)µ + ηρµ (q− k)ν + ηµν (k − p)ρ)
i2 (2ηµρηνλ − (ηµνηρλ + ηµληνρ))
i√2γµ
−i
p2 ηµν
i /p
p2
Figure 2.4: Color-ordered Feynman rules for QCD
Obtaining A(1234) through Color-Ordered Feynman Rules
The color-ordered four-point amplitude A(1−2−3+4+) has contributions from threeFeynman diagrams: a s-channel, a t-channel and the four-point vertex which aredisplayed in figure 2.5. Using the color-ordered Feynman rules in figure 2.4 we find
1
2 3
4 1
2 3
4 1
2 3
4
+ +
Figure 2.5: Feynman diagrams contributing to the color-ordered four-point amplitude
A(1, 2, 3, 4)
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A(1−2−3+4+) = ig22
[−i
s12 [ε(1−, i) · ε(2−, i)(p1 − p2)µ+εµ(2−, i)(2p2 + p1) · ε(1−, i) + εµ(2−, i)(−2p1 − p2) · ε(2−, i)]
· [ε(3+, j) · ε(4+, j)(p3 − p4)µ + εµ(4+, j)(2p4 + p3) · ε(3+, j)
+εµ(3+, j)(−2p3 − p4) · ε(4+, j)] + −i
s14 [ε(4+, j) · ε(1−, i)(p4 − p1)µ+εµ(1−, i)(2p1 + p4) · ε(4+, j) + εµ(4+, j)(−2p4 − p1) · ε(1−, i)]
· [ε(2−, i) · ε(3+, j)(p2 − p3)µ + εµ(3+, j)(2p3 + p2) · ε(2−, i)+
εµ(2−, i)(−2p2 − p3) · ε(3+, j)]− i [2ε(1−, i) · ε(3+, j)ε(2−, i) · ε(4+, j)
−ε(1−, i) · ε(2−, i)ε(3+, j) · ε(4+, j)− ε(1−, i) · ε(4+, j)ε(2−, i) · ε(3+, j)] ].
(2.60)
The reference momenta in the polarization vectors correspond to different gaugechoices. Since color-ordered amplitudes are gauge invariant objects we can use anyconvenient gauge. We only have to be careful to stick to one gauge choice duringthe calculation.A handy gauge is to choose a momentum of the opposite helicity as reference momen-tum. This will lead to the vanishing of most scalar products between the polarizationvectors. In our example we will choose p4 as a reference momentum for the polar-ization vectors with negative helicity and p1 with positive helicity. Therefore all butthe scalar product of ε(2−, 4) · ε(3+, 1) will vanish and we are only left with
A(1−2−3+4+) = −2g2
s12 ε(2−, 4) · ε(3+, 1) p2 · ε(1−, 4) p3 · ε(4+, 1) (2.61)
= −g2 〈1 2〉2[3 4]〈3 4〉[4 1]〈4 1〉 . (2.62)
The next step is multiplying and dividing by 〈1 2〉 and applying momentum conser-vation which gives us the well known result
A(1−2−3+4+) = g2 〈1 2〉4〈1 2〉〈2 3〉〈3 4〉〈4 1〉 (2.63)
2.3 Factorization and Recursion Relations
Next we will turn to a basic property of any amplitude: factorization. This propertycontrols the behavior of an amplitude in the limit where one of the internal propa-gators goes on-shell. By inverting this limit and with the help of complex analysisit was possible to derive the BCFW recursion relations [5] which enables us to buildtree-level amplitudes from a product of two lower-point amplitudes.
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2.3.1 Factorization
Factorization tells us that an amplitude splits up into a product of two lower pointamplitudes if one of the internal propagators goes on-shell
A(1, 2, .., i, .., n) (∑ij=1 pj )2→mj→ ∑
λ
AL(1, 2, .., i, lλ) 1(∑ij=1 pj )2AR (−l−λ, i+ 1, .., n)(2.64)
where the sum runs over all possible intermediate particles and mj is the mass ofthe internal propagator.Factorization is connected to the unitarity of the S-Matrix which makes it an ex-tremely fundamental attribute of scattering amplitudes. Moreover it is also one ofthe reason why MHV and MHV amplitudes have such easy expressions. Becauseif we try to factorize an MHV amplitude we only have three gluons with negativehelicity to distribute between the lower point amplitudes. However since all ampli-tudes of the type A(1±, 2+, 3+.., n+) vanish the factorization channel must also vanish.
2.3.2 A Recursive Relation for Tree-Level Amplitudes
In [5] it was first described and proven that it is possible to reconstruct the whole color-ordered amplitude if we know all its factorization channels. If we consider a tree-level amplitude A(1, 2, .., i, .., a− 1, a, .., j, .., n) this can be achieved by introducinga complex shift on two external legs i and j
pˆµi = pµi + zεµij (2.65)
pˆµj = pµj − zεµij (2.66)
where the complex shift is defined as
εµij = 〈i|γµ|j ]2 . (2.67)
The introduced shift leaves the square of the momenta and the total momentumconservation invariant
(pˆi)2 = (pi)2 (2.68)
/ˆpi + /ˆpj = pi + pj . (2.69)
Since we have a complex shift we can now consider a contour integral over the shiftedamplitude ∮
dz2πi 1z A(z) (2.70)
where we manually introduced a pole at z = 0. If A(z) vanishes as z approachesinfinity then this integral vanishes. But Cauchys theorem also tells us that thiscontour integral is given by its residues.∮
dz2πi 1z A(z) =
∑
i
Res
(
A(z)
z
, ζi
)
. (2.71)
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The residues of a simple pole ζ is given by
Res
(
A(z)
z
, ζ
) = lim
z→ζ
(z − ζ)A(z)
z
. (2.72)
The only pole in z of an amplitude comes from on-shell intermediate particles andtherefore correspond to a factorization channels. But as we have already seen ineq. (2.69) the shifts we introduce cancel out when both shifted legs are on the sameside of the factorization channel. So the only possibility to obtain a pole is froma configuration where iˆ and jˆ are on different sides of the factorization channel. Ifwe consider leg jˆ to be on one side with the legs a to b the intermediate on-shellpropagator is given by
sa...b(z) =
(
b∑
m=a
pµm − zεµij
)2
(2.73)
=
(
b∑
m=a
pµm
)2
− z〈i|
b∑
m=a /
pm|j ] (2.74)
= sa..b(0)− z〈i| b∑
m=a /
pm|j ]. (2.75)
Therefore we have the following pole
ζ = sa..b(0)
〈i|∑bm=a /pm|j ] . (2.76)
Looking back at the whole expression for the residue (2.72) we find
Res
(
A(z)
z
, ζ
) = lim
z→ζ
(z − ζ)A(z)
z
(2.77)
= lim
z→ζ
1
z
AL(b+ 1, .., iˆ, .., a− 1, l) (z − ζ)
sa..b(0)− z〈i|∑bm=a /pm|j ]AR (−l, a, .., jˆ, .., b)(2.78)
= lim
z→ζ
1
z
AL(b+ 1, .., iˆ, .., a− 1, l) (z − ζ)
sa..b(0)(1− zζ )AR (−l, a, .., jˆ, .., b) (2.79)
= lim
z→ζ
1
z
AL(b+ 1, .., iˆ, .., a− 1, l) ζ(z − ζ)
sa..b(0)(ζ − z)AR (−l, a, .., jˆ, .., b) (2.80)
= lim
z→ζ
− 1
z
AL(b+ 1, .., iˆ, .., a− 1, l) ζ
sa..b(0)AR (−l, a, .., jˆ, .., b) (2.81)
= −AL(b+ 1, .., iˆ, .., a− 1, l) 1
sa..b(0)AR (−l, a, .., jˆ, .., b). (2.82)
Taking into account that every possible subset of external legs, where the shifted legs
iˆ and jˆ are in different sets, provide a pole ζi we get the following expression for thecontour integral
∮
dz2πi 1z A(z) = A(0) +
n∑
i=1
Res
(
A(z)
z
, ζi
) (2.83)
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where we used that the manually introduced pole at ζ0 = 0 is given by
Res
(
A(z)
z
, ζ0
) = lim
z→0(z)A(z)z = A(0). (2.84)
But since this contour integral vanishes we arrive at the following recursion relation
A(0) =∑
a,b
AL(b+ 1.., iˆ, .., a− 1, l(ζ)) 1
sa..b(0)AR (−l(ζ), a, .., jˆ, .., b) (2.85)
which connects the real amplitude A(0) to its factorization channels into lower-pointamplitudes evaluated at complex momenta.
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3
Color-Kinematic Duality
The color-kinematics duality discovered by Bern, Carrasco and Johansson (BCJ) [14]provides a different way of dealing with the color factors of an amplitude. As the namesuggest this approach treats the color and kinematic factors of gauge amplitudes onthe same footing. Therefore we will introduce a new relation between numerators ofan amplitude which is the kinematical analog to the well known Jacobi Identity ofthe structure constants
f abif icd + f acif idb − f adif ibc = 0. (3.1)
We will split the discussion of the color-kinematic duality into two parts. First wewill consider the duality at tree-level where it has been shown to exist [85–88] andlater at loop level where it is still a conjecture. However there is a vast variety ofnontrivial evidence in the literature [15, 63–69].
3.1 The Duality at Tree-Level
At tree-level the duality enables us to expand the full amplitude in the following way
Atreen (1, 2, ..n) =∑
i
nici∏
j p
2
j
(3.2)
where ni and ci are the kinematical and the color factor respectively which bothfulfill all possible Jacobi Identities. For example if we have a Jacobi Identity of theform
ci + cj + ck = 0 (3.3)
then we will demand that the corresponding numerators satisfy the same identity
ni + nj + nk = 0. (3.4)
In the upcoming part we will outline how such a representation can be found for afour-point amplitude.
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3.1.1 Duality Representation of a Four-Point Amplitude
A four-point amplitude can be expanded in its channels accordingly to equation (3.2)
Atreen (1, 2, 3, 4) = nscss + ntctt + nucuu (3.5)
where the Mandelstem variables are given by s = (p1 + p2)2, t = (p1 + p4)2 and
u = (p1 + p3)2. At first glance equation (3.5) looks a lot like the normal expansionin Feynman diagrams but note that the contact term has already been absorbed intothe three-point vertices and that the numerators are gauge invariant since they arelinear combinations of color-ordered amplitudes as we will see later.In order to find such an representation we should first consider the Jacobi Identityat four-points shown in figure 3.1.
− =
1
2 3
4 1
2 3
4 1
2 3
4
Figure 3.1: Jacobi Identity at four-points
f 12bf b34 − f 42bf b31 = f 41bf b23 (3.6)
or expressed in the three channels we have
cs − cu = ct . (3.7)
Now we will demand that the corresponding kinematical parts fulfill the same identity
ns − nu = nt . (3.8)
The first step to find such numerators is to expand the well known color-orderedamplitudes in the channels they can factorize in
A(1, 2, 3, 4) = ns
s
+ nt
t
A(1, 3, 4, 2) = −nu
u
− ns
s
A(1, 4, 2, 3) = −nt
t
+ nu
u
.
(3.9)
The sign of these numerators are not arbitrarily chosen, they correspond to the rightordering of color factors we defined before (3.6,3.7). In order to get an expression interms of color-ordered amplitudes for these numerators we will write down functionalequations, which demand that the numerators behave exactly like their color factors
ns(1234) = −ns(1243)
ns(1234) = −ns(2134)
ns(1234) = ns(4321).
(3.10)
To solve these equations we will choose an ansatz in terms of the two independentcolor-ordered amplitudes and the two independent Mandelstam variables. From
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dimensional analysis we conclude that the numerators consist of an color-orderedamplitudes multiplied by a Mandelstam variable, therefore we can form the followingansatz
ns(1234) = α1sA(1234) + α2sA(1423) + α3tA(1234) + α4tA(1423). (3.11)
The first equation in (3.10) is trivially satisfied since the color-ordered amplitudes andthe Mandelstam variables are invariant under reflections. But the last two equationsgive us
α1 = α3 (3.12)
α2 = 0 (3.13)
α4 = 0 (3.14)
where we used the following identities for four-point amplitudes
tA(1, 2, 3, 4) = uA(1, 3, 4, 2) (3.15)
sA(1, 2, 3, 4) = uA(1, 4, 2, 3) (3.16)
tA(1, 4, 2, 3) = sA(1, 3, 4, 2). (3.17)
Now we can repeat these steps for the other two numerators and arrive at
ns = α1 sA(1234)
u
(u− t) (3.18)
nt = β1 tA(1234)
u
(u− s) (3.19)
nu = γ1uA(1234)
u
(s− t). (3.20)
With the help of the expansion of the color-ordered amplitudes in their poles (3.9)we can fix all three parameters α1, β1 and γ1
ns = sA(1234)3u (u− t) (3.21)
nt = tA(1234)3u (u− s) (3.22)
nu = uA(1234)3u (s− t). (3.23)
We can check that this representation satisfies the Jacobi Identity
ns − nt = A(1234)3u (su− st − tu+ st) = uA(1234)3u (s− t) = nu (3.24)
and that the expansion in (3.5) is really valid
Atreen (1, 2, 3, 4) = nscss + ntctt + nucuu (3.25)
= A(1234)3u [(u− t)cs + (u− s)ct + (s− t)cu] (3.26)
= A(1234)3u [u(cs + ct ) + s(cu − ct ) + t(−cs − cu)] (3.27)
= 13 [A(1234)(cs + ct ) + A(1423)(cu − ct ) + A(1342)(−cs − cu)] (3.28)
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where we used the identities in (3.17). Transforming the color factors into the ad-joint representation, using the photon decoupling identity and collecting all termscorresponding to an independent trace we arrive at
= T r(T 1T 2T 3T 4)A(1234) + T r(T 1T 3T 4T 2)A(1342)
+T r(T 1T 2T 4T 3)A(1243) + T r(T 1T 4T 3T 2)A(1432)
+T r(T 1T 4T 2T 3)A(1423) + T r(T 1T 3T 2T 4)A(1324)
(3.29)
which we already know as the color decomposition of a four-point amplitude (2.49).We might get the impression that these numerators are completely determined bythe derivation we introduced above, but this is not the case as we will discuss in thenext section.
3.1.2 Gauge Freedom of Numerators
If we apply a transformation on the numerators of the following form
n′s = ns + α(ki, εi)s (3.30)
n′t = nt − α(ki, εi)t (3.31)
n′u = nu − α(ki, εi)u (3.32)
we will keep the pole structure of the amplitude (3.5) intact since the prefactor of ourtransformation α(ki, εi) will vanish. Furthermore it also leaves the Jacobi Identity forthe kinematical factors invariant
n′s − n′t − n′u = ns − nt − nu + α(ki, εi) (s+ t + u) = ns − nt − nu (3.33)
since in the massless case we have s + t + u = 0. These transformation are calledGeneralized Gauge Freedom. We can also choose an expression
α(ki, εi) = nu
u
(3.34)
which sets n′u = 0. But our u-pole is not gone it has just been absorbed intothe numerators n′s and n′t . With this choice our amplitudes now have the followingexpansion
A(1, 2, 3, 4) = n′s
s
+ n′t
t
(3.35)
A(1, 3, 4, 2) = −n′s
s
(3.36)
A(1, 4, 2, 3) = −n′t
t
. (3.37)
From this we can already see that if we plug the last two equations into the firstone we arrive at the photon decoupling equation. But if we take the last two onthemselves we can derive
0 = sA(1, 3, 4, 2) + n′s (3.38)0 = tA(1, 4, 2, 3) + n′t (3.39)
⇒ sA(1, 3, 4, 2) + n′s = tA(1, 4, 2, 3) + n′t. (3.40)
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Realizing that the kinematic Jacobi equation now reads 0 = n′s − n′t we find
sA(1, 3, 4, 2) = tA(1, 4, 2, 3) (3.41)
which is one of the equations which were known at four-points (3.17). Similarly wecan derive all the other equations by setting the other numerators to zero
tA(1, 2, 3, 4) = uA(1, 3, 4, 2) (3.42)
sA(1, 2, 3, 4) = uA(1, 4, 2, 3). (3.43)
3.1.3 Duality Representation of a n-Point Amplitude
From [89] we can see that the way of finding BCJ conform numerators, we presentedhere, can be generalized.
1. Form a basis of color-ordered amplitudes and expand them in their poles
2. Write down all Jacobi Relations and graph automorphisms
3. Create an ansatz out of the color-ordered amplitudes times Mandelstam vari-ables with the right dimension of the numerators
4. Solve the functional equations of step two with the ansatz
The obvious problem of this method is that the ansätze get unmanageable sincethe number of independent color-ordered amplitudes and the number of Mandelstemvariables grow very fast.
3.2 The Duality at Loop-level
The expansion of a loop-level amplitude is very similar to the one at tree-level.
AL−loop = ∫
(
L∏
m
dDlm(2π)D
) ∑
graphs,perms
1
Si
NiCi∏
j Dj
(3.44)
where Si is a symmetry factor which accounts for over counting in the sum. As in thetree-level case we will demand that the numerators will behave accordingly to theircolor factors. This means if we have a Jacobi relation of the form
Ci + Cj + Ck = 0 (3.45)
we demand that the numerators to follow the same equations
Ni +Nj +Nk = 0. (3.46)
It is important to mention that unlike in the tree-level case, the BCJ relations atloop-level have not been proven. This means if we construct an amplitude with thehelp of the BCJ equation we have to check if their unitarity cuts are correct. Thishas been done for several examples so far [75, 90–92].The real strength in using BCJ relations lies in the fact that the number of graphs thatwe need to generate is drasticly reduced as we will see in the case of the two-loopfive-point amplitude.
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3.3 From Gauge Theory to Gravity
Probably the most important feature of the BCJ relations is the provided connection togravity by the double copy procedure. If we have a BCJ expansion of an gauge theoryamplitude (3.2) or (3.44) we can simply replace the color factor with another copy ofthe corresponding kinematical factor to obtain a gravity amplitude. For example ifwe consider an L-loop amplitude in N=4 sYM where the numerators satisfy all BCJequations
AsYM = ∫
(
L∏
m
dDlm(2π)D
) ∑
graphs,perms
1
Si
NiCi∏
j p
2
j
, (3.47)
then we can connect it to an N=8 SUGRA amplitude by replacing the color factors
Ci with another copy of kinematical factor Ni
⇒ ASUGRA = ∫
(
L∏
m
dDlm(2π)D
) ∑
graphs,perms
1
Si
NiN˜i∏
j p
2
j
(3.48)
where the R-symmetry indices in the second numerator have been shifted
N˜i = Ni|ηai →ηa+4i . (3.49)
This shift might be better understood after we will discuss amplitudes in N=4 sYMin chapter 5.The details of which product of numerators is known to lead to which gravity theoryare given in the table below.
gauge numerator n gauge numerator n˜ Gravity
N=4 sYM N=4 sYM N=8 SUGRA
N=4 sYM N=0 sYM N=4 SUGRA
N=0 sYM N=0 sYM N=0 SUGRA
Here N=0 SUGRA consists out of a graviton, an antisymmetric tensor and a dilaton.At tree-level this connection has the following form
AsYM = ∑
graphs
nici∏
j pj
(3.50)
⇒ ASUGRA = ∑
graphs
nin˜i∏
j pj
(3.51)
and has been known before in the form of the KLT relations [93]. These relations,originally derived in string theory but valid in the field theory limit, connect gravityand gauge theories exactly through this double copy procedure. But if we have anamplitude in the BCJ representation it has been conjectured that the double copyprocedure can be applied directly.1This connection is rather remarkable. At the Lagrangian level the two theories arequite different, while Yang-Mills gauge theories have a rather simple Lagrangianwhich only involves three- and four-point vertices, gravity has an infinite numer of
1Similar to the BCJ equations there have been several non trivial examples where
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interactions in the Lagrangian. Therefore it is actually much easier to calculate anamplitude inN=8 SUGRA through the double copy procedure then directly obtainingit. Due to the BCJ relations and the double copy procedure it has become possibleto directly carry out multiloop calculations for gravity amplitudes, which stimulateda renaissance in the study of ultra-violet properties of gravity theories.
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4
Calculating Loop Amplitudes
If direct integration is prohibitive the general strategy of calculating a loop amplitudeis to rewrite the Feynman integrals as a linear combination of master integrals∫ l∏
i=1
(
dDqi(2π)D
)
I(q1, .., ql) = n∑
j=1
ajMj , (4.1)
where Mj is our basis of master integrals and aj are their coefficients.The basis of master integrals is theory independent and therefore we can solve theMI’s for all theories and focus on the generation of the theory dependent coefficients.One strategy to obtain the coefficients is to extend equation (4.1) to the integrandlevel. In order to achieve this we will need to introduce additional terms; the socalled spurious terms
I(q1, .., ql) = m∑
j=1
ajM
′
j . (4.2)
Here m is in general bigger then n because M ′j denotes the integrands of the masterintegrals Mj , which also contain spurious integrands. If we integrate equation (4.2)the spurious integrands we will vanish and therefore we arrive back at equation(4.1). Since we are now working at the integrand level we achieved that any explicitintegration procedure and/or any matching procedure between cuts of amplitudes andcuts of master integrals is replaced by simple polynomial fit.In the following chapter we will discuss two ways of calculating loop amplitudeswhich are both based on a reduction algorithm which are valid before integration.First we will explain how an one-loop amplitude is calculated through the OPPmethod [9, 23] and then move to the calculation of arbitrary loop amplitudes via theintegrand-reduction through multivariate polynomial division [1]. The coefficientsappearing in the linear combination (4.2) will then be fitted by evaluating product oftree amplitudes at the solution of the corresponding cut system.
4.1 Integrand-Reduction for One-Loop Amplitudes
For simplicity we will write all upcoming formulas for massless particles in fourdimensions.
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But it is important to note that these methods are valid for massive particles aswell and have been extended to arbitrary dimensions [23, 24].At one-loop it was realized that one can choose a basis of master integrals whichonly has scalar integrals [19]. As the name suggests a scalar integral is of the form
∫
d4q(2π)4 1∏iDi (4.3)
where i = 1, 2, 3 or 4. Each of these integrals has a theory dependent coefficientwhich we want to determine.
4.1.1 The OPP Algorithm
Instead of determining the coefficients directly we will pull them under the integralsign and delay the integration till these coefficients are determined. Hence wereduce the problem of determining the coefficients to a simple polynomial fit. Usinga polynomial fit comes at a price namely the introduction of additional spurious termswhich will vanish after integration.With this idea the OPP parametrization of the numerator takes the following form
N(q) = m−1∑
i0<i1<i2<i3
[
di0i1i2i3 + d˜i0i1i2i3 (q)] m−1∏
i6=i0,i1 ,i2,i3
Di
+ m−1∑
i0<i1<i2
[ci0i1i2 + c˜i0i1i2 (q)] m−1∏
i6=i0 ,i1,i2
Di
+ m−1∑
i0<i1
[
bi0i1 + b˜i0i1 (q)] m−1∏
i6=i0,i1
Di
+ m−1∑
i0
[ai0 + a˜i0 (q)]m−1∏
i6=i0
Di
(4.4)
where di0i1i2i3 , ci0i1i2 , bi0i1 and ai0 are constants and d˜i0i1i2i3 (q), c˜i0i1i2 (q), b˜i0i1 (q) and
a˜i0 (q) are polynomials in q. If we consider an integrand instead of the numerator,cancel all propagators and combine the constant and spurious terms in each channelinto one residue ∆ we see the driving principle of this reduction
N(q)
D0..Dn−1 =
m−1∑
i0<i1<i2<i3
( ∆i0i1i2i3 (q)
Di0Di1Di2Di3
+ ∆i0i1i2 (q)Di0Di1Di2
+∆i0i1 (q)Di0Di1 +
∆i0 (q)
Di0
)
,
(4.5)
namely the multi-pole nature of any amplitude. This means if we fix the loop mo-menta in a way that it sets certain internal propagators on-shell then we expect theamplitude to have a pole in this channel. The OPP reduction can be understood asseparating these poles into different terms and therefore making this feature explicit.As mentioned earlier if we integrate expression (4.5) the spurious terms will vanish
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and we will arrive at the one-loop basis of master integrals
∫ d4q(2π)4 N(q)D0..Dn−1 =
m−1∑
i0<i1<i2<i3
(
di0i1i2i3
∫ d4q(2π)4 1Di0Di1Di2Di3
+ci0i1i2
∫ d4q(2π)4 1Di0Di1Di2 +bi0i1
∫ d4q(2π)4 1Di0Di1 + ai0
∫ d4q(2π)4 1Di0
)
.
(4.6)
In order to use the OPP method we have to identify all spurious terms whichcan appear in the residues. These spurious terms are scalar products between theloop momentum and auxiliary vectors which are independent of the theory. Thus ifwe determine them once we can reuse them in other calculations.
Obtaining the Spurious Terms
To see how we can determine the spurious terms we will consider a four-point one-loop amplitude [89].In four dimensions any Lorentz vector can be expressed in terms of a four dimensionalbasis e.g. for our loop momentum we find
qµ = x1pµ1 + x2pµ2 + x3vµ + x4vµ⊥ (4.7)
where the auxiliary vectors v and v⊥ are given by
vµ = p3 · ε41εµ14 + p3 · ε14εµ41 (4.8)
vµ⊥ = p3 · ε41εµ14 − p3 · ε14εµ41. (4.9)
Here εµij = 〈i|γµ |j ]2 denotes the polarization vector εµ(i+, j) without the normalization.The auxiliary vector v⊥ is perpendicular to all external momenta
vµ⊥ · (pi) = 0. (4.10)
At one-loop it is always possible to express a scalar product between the loopmomentum and the momentum of an external particle as a linear combination ofpropagators. But in order for OPP expansion (4.4) to be meaningful we need theresidues ∆ to be independent of the propagators Di . Otherwise we would be ableto absorb terms which are proportional to the propagators into lower-point residuesand the expansion would be arbitrary.Therefore our residues must be independent of scalar products between the loopmomenta and the momenta of external particles. To see which other scalar productswe can form we have to consider the loop momentum basis for each residue.
Quadruple-Cut Residue
For the quadruple-cut displayed in figure 4.1 the overall momentum conservationreduces our independent external momentums down to three. But since v⊥ is per-pendicular to all these momenta we can use this vector as the fourth base elementfor the Lorentz vectors
B = (p1, p2, p3, v⊥). (4.11)
As we have mentioned earlier we can not have any scalar products with externalmomenta. So the only possibility is to have scalar products of the form q · v⊥ in the
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Figure 4.1: Quadruple-cut of a four-point one-loop amplitude
residue. From renormalizability we know that the power of loop momentum can notexceed the number of propagators in the denominator. Therefore the quadruple-cutresidue takes the following form
∆1234(q) = c0;1234 + c1;1234(q · v⊥) + c2;1234(q · v⊥)2+c3;1234(q · v⊥)3 + c4;1234(q · v⊥)4. (4.12)
From the corresponding quadruple-cut equations
D1 = q2 ≡ 0 (4.13)
D2 = (q+ p1)2 ≡ 0 (4.14)
D3 = (q+ p1 + p2)2 ≡ 0 (4.15)
D4 = (q+ p1 + p2 + p3)2 ≡ 0 (4.16)
we can see that as soon as we solve the quadratic equation for D1 all other quadraticequations reduce to linear ones. Hence we actually have one quadratic and threelinear equations, so we have only two solutions to a quadruple-cut. But this is badnews since we are not able to fit the coefficients of the residue at the correspondingcut.Fortunately it is possible to reduce the number of coefficients down to two. This canbe seen if we expand the metric tensor in our Lorentz basis
ηµν = a1pµ1pν2 + a2pµ1pν3 + a3pµ2pν2 + a4 vµ⊥vν⊥v2⊥ . (4.17)
and use this to calculate the square of the loop momentum
q2 = qµηµνqν
= a1q · p1q · p2 + a2q · p1q · p3 + a3q · p2q · p3 + a4 (q · v⊥)2
v2⊥ .
(4.18)
But since we are on the quadruple-cut the square of the loop momentum is set to zero.This means we can use equation (4.18) to connect the square of our auxiliary vector
v⊥ to scalar products including only external momenta. But these scalar productsbetween external momenta and the loop momentum are always reducible. In detailthis means we can absorb the scalar products of the form (q · v⊥)i with i ≥ 2 intoeither the linear term for odd is or into the constant term for even is. Therefore ourresidue includes only terms which are maximal linear in the loop momentum
∆1234(q) = c0;1234 + c1;1234(q · v⊥). (4.19)
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Figure 4.2: Triple-cut of a four-point one-loop amplitude
The Triple-Cut Residue
For a triple-cut displayed in figure 4.2 we only have two independent external mo-menta. This means we need two auxiliary vectors to form the basis
B(p1, p4, ε14, ε41). (4.20)
By the same argument as we used in the quadruple-cut we can only have scalarproducts of the form q ·ε14 and q ·ε41 with a maximum of three powers in q. Thereforethe residue takes the following form
∆013(q) = c0;013 + c1;013q · ε14 + c2;013q · ε41 + c3;013(q · ε14)2+c4;013(q · ε41)2 + c5;013(q · ε41)3 + c6;013(q · ε14)3 + c7;013q · ε14q · ε41+c8;013(q · ε14)2(q · ε41) + c9;013(q · ε41)2q · ε14.
(4.21)
But if we expand the loop momenta in terms of our triple-cut basis
qµ = a1p1 + a2p4 + a3ε14 + a4ε41 (4.22)
and have a look at the three cut conditions
D1 = q2 ≡ 0 → a1a2 = a3a4 (4.23)
D2 = (q+ p1)2 ≡ 0 → a2 = 0 (4.24)
D3 = (q− p4)2 ≡ 0 → a1 = 0 (4.25)
we obtain the constraint that a3a4 = 0. Therefore all terms with both scalar products
q · ε41 and q · ε14 in our residues will vanish and we only have
∆013(q) = c0;013 + c1;013q · ε14 + c2;013q · ε41 + c3;013(q · ε14)2+c4;013(q · ε41)2 + c5;013(q · ε41)3 + c6;013(q · ε14)3. (4.26)
The Double-Cut Residue
1
2
3
4
Figure 4.3: Double-cut of a four-point one-loop amplitude
For a double-cut displayed in figure 4.3 we only have one independent externalmomenta and we have to use three auxiliary vectors to form the basis
B = (p1, p4, ε14, ε41). (4.27)
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Therefore we can form three different scalar products q · p1,q · ε14 and q · ε41 . Fromthe renormalizability condition we know that we can only have up to quadratic termsin the residue. Putting this together we find the following parametric form of theresidue
∆01(q) = c0;01 + c1;01q · p1 + c2;01q · ε14 + c3;01q · ε41 + c4;01(q · p1)2+c5;01(q · ε14)2 + c6;01(q · ε41)2 + c7;01q · p1q · ε14 + c8;01q · p1q · ε41+9;01q · ε14q · ε41.
(4.28)
By the same argument we had before the scalar products belonging to the coefficient
c9;01 vanish and therefore the residue for the bubble reduces to
∆01(q) = c0;01 + c1;01q · p1 + c2;01q · ε14 + c3;01q · ε41 + c4;01(q · p1)2+c5;01(q · ε14)2 + c6;01(q · ε41)2 + c7;01q · p1q · ε14 + c8;01q · p1q · ε41. (4.29)
The Single-Cut Residue
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Figure 4.4: Single-cut of a four-point one-loop amplitude
For a single-cut displayed in figure 4.4 we have to use four auxiliary vectors asthe basis
B = (p1, p4, ε14, ε41). (4.30)
Therefore we can form four scalar products between the loop momentum and auxil-iary vectors. If we take into account the renomalizability condition we can find thefollowing form of the residue
∆0(q) = c0;0 + c1;0q · p1 + c2;0q · p4 + c3;0q · ε14 + c4;0q · ε41. (4.31)
With the knowledge of the parametric form of the residue it is now possible to simplyevaluate the numerator at certain values of the loop momenta in order to determinethe theory dependent coefficients c. Reminding ourselves of the OPP parametrizednumerator
N(q) = m−1∑
i0<i1<i2<i3

∆i0i1i2i3 (q) m−1∏
i6=i0,i1 ,i2,i3
Di + ∆i0i1i2 (q) m−1∏
i6=i0,i1 ,i2
Di
+ ∆i0i1 (q) m−1∏
i6=i0,i1
Di + ∆i0 (q) m−1∏
i6=i0
Di


(4.32)
we see that we have a large number of unknowns. In order to determine the unknownsefficiently one triangularizes the system of equations. This can be done by evaluatingthe integrand at loop momenta where several propagators go on-shell. This reduces
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the number of contributing residues as we can see from equation (4.32).A second advantage from this way of fitting the coefficients comes from the possibilityto use the unitarity method before integration. This method connects amplitudeswhere internal propagators are set on-shell to product of simpler amplitudes. Hencewe can skip the step of calculating the full numerator and instead we are able todirectly fit the coefficients from products of simpler amplitudes.
4.1.2 Residues from Unitarity Cuts
In the situation where are a set of certain internal propagators go on-shell
Di = .. = Dj = 0. (4.33)
the unitarity of the S-Matrix will ensure that the amplitude factorizes into a productof lower-loop amplitudes. This can be seen if we split up the S-Matrix into a trivialand non trivial part S = 1+ iT and then demand the unitarity condition
SS† = (1+ iT )(1− iT † ) ≡ 1 (4.34)
→ i(T − T † ) = TT † . (4.35)
The next step is to contract these matrices with a initial and final state and insert acomplete set of intermediate states on the right-hand side
2Im(Mi→f ) =∑
k
M∗f→kMi→k . (4.36)
This is the well known optical theorem. If we perturbatively expand this equation inthe coupling constant of the theory and compare terms order by order we see that wefound a link between the imaginary part of a scattering amplitude and the productof two lower-loop amplitudes. This has been known since the 1960s in form of theCutkosky rules. In recent years this technique has been extended to compute thecoefficients of master integrals. This can be done by matching the unitarity cuts ofan amplitude to the cuts of the master integrals. Since the coefficients of the masterintegrals are purely rational they are not affected by this procedure and one cansimply read them off after all integrations are performed.Given that we work at the integrand level it is sufficient to know that unitarityguarantees that an amplitudes factorizes into products of lower-loop amplitudes,which was first presented in [23]. With this information we can go back to theseveral cuts we have to perform to calculate a massless one-loop amplitude in fourdimensions.
Generating a Quadruple-Cut Residue
From the OPP reduction algorithm we know that the first residue in our decomposition(4.32) appears on top of four propagators Di, Dj , Dk and Dl. If we apply a quadruple-cut where we set all four propagators on-shell we will isolate this residue. On theside of the integrand we know from unitarity that setting the four propagators on-shellwill lead to a factorization of the amplitude into a product of four tree amplitudesdisplayed in figure 4.5. This gives us the following equation for the determination ofthe coefficients in the residue
Resijkl
{ ∑
int. states
( 4∏
i=1
Ai
)}
≡ ∆ijkl(q). (4.37)
38
A1
A2 A3
A4
Figure 4.5: Factorization of an one-loop amplitude into a product of four tree ampli-tudes
Since there are two solutions for the loop momentum which set the four propagators
Di, Dj , Dk and Dl to zero we obtain two equations of the form of (4.37). With theseequations it is then possible to fit the two coefficients appearing in the parametrizationof the quadruple-cut residue (4.19).
Generating a Triple-Cut Residue
The next residue we want to determine sits on three propagators Di, Dj and Dk . Ifwe set these propagators on-shell we will not only isolate the corresponding residuebut also have a contribution of the quadruple-cut residue
N(q) =∑
l
∆ijkl(q) + ∆ijk (q)Dl (4.38)
where the sum runs over a subset of the quadruple-cut residues which share thesame propagators Di, Dj and Dk . Since the product of amplitudes includes all thepropagators in the denominator we need to divide this equation by them to obtainthe key equation to fit the residues
Resijk
{ ∑
int. states
( 3∏
i=1
Ai
)
−
∑
l
∆ijkl(q)
DiDjDkDl
}
≡ ∆ijk (q) (4.39)
where we used the numerator will factorize into a product of tree amplitudes isdisplayed in figure 4.6. In this situation the cut equations Di = Dj = Dk = 0 are not
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Figure 4.6: Factorization of an one-loop amplitude into a product of three treeamplitudes
able to freeze the four components of the loop momentum. Hence we have an infiniteset of solutions on this cut. This means we can easily fit all coefficients appearingin the parametrization of the triple-cut residue (4.26).
Generating a Double-Cut Residue
The double-cut residue sits on two propagators Di and Dj . Here the situation issimilar to the triple-cut residue. Setting the two propagators on-shell not onlyisolates the residue but also the two higher residues. Subtracting these higher
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residues to obtain an equation for the determination of the pure double-cut residuewe arrive at
Resij


∑
int. states
( 2∏
i=1
Ai
)
−
∑
l,k
∆ijkl(q)
DiDjDkDl
−
∑
k
∆ijk (q)
DiDjDkDl

 ≡ ∆ij (q). (4.40)
Here unitarity ensures that our numerator will factorize into a product of tree ampli-tudes as displayed in figure 4.7.
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A2
Figure 4.7: Factorization of an one-loop amplitude into a product of two tree ampli-tudes
In this situation the cut equations are only able to freeze two components ofthe loop momentum and therefore we are also able to fit all the coefficients in theparametrization of the double-cut residue (4.29).
Generating a Single-Cut Residue
For the single-cut residue we only have on propagator Di which we can set on-shell.Thus we will get contributions from all higher residues, which share the propagator
Di
Resi


∑
int. states
(A1)−∑
j,l,k
∆ijkl(q)
DiDjDkDl
−
∑
j,k
∆ijk (q)
DiDjDkDl
−
∑
j
∆ij (q)
DiDjDkDl

 ≡ ∆i(q).
(4.41)
As in the other cases we replaced the numerator with a product of tree amplitudesas displayed in figure 4.8.
A1
Figure 4.8: Factorization of an one-loop amplitude into a product of a tree amplitude
With one cut equation we have three free components for the loop momentum.Therefore we are able to fit all coefficients appearing in the parametrization of thesingle-cut residue (4.31).
As we have seen in the discussion above we always need the higher residuesto obtain the lower ones. Therefore we can systematically obtain an one-loop am-plitude by starting with all maximum cuts and then moving step by step down tothe lower cuts. Where at each step we will have to subtract the higher residuesand then obtain the corresponding residue by a polynomial fit of the coefficients in
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its parametrization. This algorithm has been implemented into two computer codesnamely ’CutTools’ [26] and ’SAMURAI’ [24]. Both codes have been implemented intoprograms, ’MadLoop’ [95] and ’GoSam’ [31] respectively, which provide efficient toolsfor automated NLO calculations at the LHC.
4.2 Calculating Loop Amplitudes with the Integrand-
Reduction Algorithm
If we want to extend the ideas presented in the OPP method to higher loop amplitudeswe are confronted with one major problem. There is no systemized approach to thedetermination of the scalar products which can appear in the residues. Especiallysince at higher loops we have additional scalar products appearing in the residueswhich will not vanish upon integration. These scalar products will then lead to anon-scalar master integral.Here we will discuss the integrand-reduction through multivariate polynomial division[1] which will solve this problem for any loop amplitude and at one-loop will giverise to the OPP parametrization of the integrand.
4.2.1 Multivariate Polynomial Division
The aim of this integrand-reduction is to rewrite the integrand in its multi-poleexpansion
N
D1...Dn = ∆1..nD1...Dn + ∆2..nD2...Dn + ...+ ∆1..n−1D1...Dn−1∆3..n
D3...Dn + ∆145..nD1D4D5...Dn ...+ ∆12..n−2D1D2..Dn−2 .
(4.42)
The basic principle of that algorithm is to iteratively perform a multivariate polynomialdivision which allows us to split up the numerator
N12..n = Γ12..n + ∆12..n (4.43)
into a part which is a linear combination of the propagators
Γ12..n =∑
i
N1..i−1i+1..nDi (4.44)
and a part which can not be written as a linear combination of the propagators the socalled remainder ∆1..n. As the notation suggests all the prefactors of the propagatorsin eq. (4.44) will be starting points for another recursion step. The recursion willautomaticly stop when we only have one propagator left in the denominator NiDi . Be-cause we know from the renormalizibilty condition that the corresponding numeratoris linear in the loop momentum, we will therefore not be able to express it in termsof one quadratic propagator Di. Hence the whole numerator will be the remainder.In order to understand how we can use a multivariate polynomial division to reduceour integrand we first need to discuss some basic ideas of algebraic geometry.
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A small Excursion into Algebraic Geometry
• Ideal
If we consider the space of all multivariate polynomials in z P [z ] where z is z =(z1, .., zl) we can form a special subspace called ideal I . The ideal is special in away that if we take any polynomial from it a ∈ I and multiply it by an polynomialof the full space b ∈ P [z ] we end up in the ideal again b×a ∈ I . We can generatesuch an subspace by forming all linear combinations of its generators
I = 〈a1, .., an〉 =
{
n∑
κ=1
bκ (z)aκ (z) : bκ ∈ P [z ]
}
(4.45)
where the coefficients of the linear combination are itself polynomials in z .
• Gröbner Basis
If we choose a monomial ordering namely decide if z1z2 is bigger or smaller then z21then we can construct a special set of generators out of an ideal by the Buchbergeralgorithm. This special set is called Gröbner Basis
I = 〈g1, .., gm〉 (4.46)
where in general m the number of generators in the Gröbner Basis is not equal to thenumber of generators in a different set e.g. n in equation (4.45). Another importantattribute is that if we consider a point in the ideal x = (x1, ..xl) ∈ I where allgenerators vanish simultaneously a1(x) = a2(x) = .. = an(x) = 0 then this point hasthe same effect one the Gröbner Basis namely g1(x) = g2(x) = .. = gm(x) = 0.
• Multivariate Division with by a Gröbner Basis
Working in the Gröbner basis has the advantage that the multivariate polynomialdivision of an expression by an ideal is well defined. Meaning that if we take apolynomial b ∈ P [z ] and perform a division by a Gröbner Basis G we will obtain anunique remainder ∆ /∈ I and an unique quotient Q ∈ I
b/G = Q + ∆. (4.47)
This division can be understood as splitting up the polynomial b into two parts Onewhich belongs to the ideal which is called the quotient Q and one that does notwhich is called the remainder ∆.
• Hilbert’s weak Nullstellensatz
Another important theorem is Hilbert’s weak Nullstellensatz. It simply states that ifwe can not find a point where all generators vanish simultaneously then one is inthe ideal 1 ∈ I , meaning that the ideal contains the whole space of polynomials.
Applying Algebraic Geometry to the Integrand
In order to apply these concepts to an integrand let us consider an l-loop numeratorsitting on top of n propagators
Ii1..in (q1, .., ql) = Ni1 ..in (q1, .., ql)Di1 (q1, .., ql)..Din (q1, .., ql) . (4.48)
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The first step is to express all our Lorentz vectors in their components. Therefore wecan reexpress the numerator and the propagators as polynomials in the componentsof the loop momenta z = (z1, .., z4l)
Ii1..in (q1, .., ql) = Ni1 ..in (q1, .., ql)Di1 (q1, .., ql)..Din (q1, .., ql) (4.49)
→ Ni1 ..in (z)Di1 (z)..Din (z) . (4.50)
The next thing to note is that the propagators form an ideal
Ii1 ..in = 〈Di1 , .., Din〉
=
{
n∑
κ=1
bκ (z)Diκ (z) : bκ ∈ P [z ]
}
. (4.51)
From the ideal we can construct its Gröbner Basis by the Buchberger algorithm
Ii1..in = 〈g1, .., gm〉 = Gi1 ..in (4.52)
where we chose here and in the following chapters the lexicographic order.With the help of the Gröbner Basis we can now perform a multivariate polynomialdivision which splits the integrand into a part which belongs to the ideal Γ and onewhich is not in the ideal ∆
Ni1 ..in (z) = Γi1 ..in (z) + ∆i1..in (z). (4.53)
But since gamma is in the ideal we can rewrite it as a linear combination of thepropagators
Γi1 ,..,in (z) = n∑
κ
Ni1 ..iκ−1iκ+1 ..in (z)Diκ (z). (4.54)
If we combine this with the whole integrand we find the following formula
Ii1..in = n∑
κ=1
Ii1..iκ−1 iκ+1 ..in + ∆i1..inDi1 ..Din . (4.55)
This equation provides us a recursion relation since we connected an integrand withn propagators with its multi-pole channel and a sum over integrands with n − 1propagators. The recursion relation will automaticly stop when we only have onepropagator in the denominator left since there the whole numerator will be identifiedas the remainder.We can find the starting point of the integrand-reduction by introducing the reducibil-ity criterion [1]. We will call a numerator reducible if the remainder of the polynomialdivision vanishes, which implies that the whole numerator is part of the ideal formedby the propagators. Therefore we can rewrite the numerator as a linear combinationof lower-point numerator times propagators.
Proposition 4.2.1 The integrand Ii1..in is reducible iff the remainder of the division
modulo a Gröbner basis vanishes, i.e. iff Ni1 ..in ∈ Ii1 ..in
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Proposition 4.2.1 allows us to prove a second proposition
Proposition 4.2.2 An integrand Ii1..in is reducible if the cut (i1, .., in) leads to a system
of equations with no solution.
We can prove Proposition 4.2.2 with the help of the weak Nullstellensatz.If a system of cut equations has no solutions i.e.
Di1 = .. = Din = 0 (4.56)
does not have a solution, the weak Nullstellensatz tells us that 1 is part of the ideal
1 = n∑
κ=1
bκ (z)Diκ (z). (4.57)
But if 1 is part of the ideal the whole space of polynomials is part of the ideal.Therefore also the numerator is part of the ideal. Hence we can rewrite it as acombination of denominators
Ni1..in = n∑
κ=1
b′κ (z)Diκ (z) (4.58)
where the coefficients b′κ(z) will play the role of a lower-point integrand Ni1 ..iκ−1iκ+1 ..inthus the integrand is reducible.Now that we have identified the starting and end point of our reduction we can seethat equation (4.55) will produce an integrand-decompositions of the form presentedin (4.42).In order to show that the remainders of the polynomial division are really the multi-pole channels of the amplitude let us consider the first non vanishing remainder.From the reducible criterion we know that this will happen for an l-loop amplitudewhen we have 4l propagators in the denominator. At this point the correspondingcut equations
Di1 = Di2 = .. = Di4l = 0 (4.59)
will freeze the loop momenta completely. We will refer to this situation as a max-imum cut. If we want to identify the corresponding remainder with the multi-polechannel where all these propagators are on-shell then the remainder should not getany contributions from lower-point remainders.We can easily verify this by reminding ourselves that all the lower-point remain-ders will originate from the ideal constructed from the propagators we set on-shell.Therefore all lower-point remainders must vanish if we set all propagators to zero.Furthermore simply by the definition of the integrand-reduction algorithm all irre-ducible scalar products will appear in the remainders. Therefore we are really ableto identify these remainders with the residue at the corresponding cut.
Maximum Cut Theorem
The first important consequence of the reduction algorithm manifests itself in the formof the maximum cut theorem [1]. Under the assumption that the cut equations of themaximum cut provide us with a finite number of solutions ns with multiplicity one themaximum cut theorem states
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Theorem 4.2.1 (Maximum cut) The residue at the maximum-cut is a polynomial
parametrized by ns coefficients, which admits a univariate representation of degree(ns − 1).
In other words the number of coefficients we have to fit to determine the remainder ofa maximum cut will always coincide with the number of solutions of the cut equations.This ensures that at any cut we will always have enough values of loop momentato fit all the coefficients in the residue. Because if we consider a cut where lessthen the maximum number of propagators are on-shell we will always find an infinitenumber of solutions. This theorem underlines the identification of the remainder withthe multi-pole channel of the amplitude and ensures that every residue can be fixedwith values of the loop momentum which correspond to this channel.As an example of this theorem we can look back at the maximum cut of an one-loopamplitude. From the discussion of the quadruple-cut residue we know that we havetwo unknowns in our parametrization [see equation (4.19)]. The cut equations of themaximum cut involve one quadratic equation and three linear ones, therefore thissystem of equations has two solutions. This means that as stated from the maximumcut theorem the number of cut solutions and coefficients in the residue coincidences.
4.2.2 Application of the Reduction Algorithm
The presented integrand-reduction algorithm can be used in two ways. The firstapproach is called ’fit-on-the-cut’. Here one basicly follows the same strategy wepresented in the OPP reduction. First we use a generic numerator which includesall possible scalar products up to the renormalizibilty condition and then reducesintegrand with the reduction algorithm. From this we will obtain the parametric formof the residues which can appear. The parametric form only depends on the form ofthe corresponding propagators and therefore we can reuse it for any other amplitudewhich shares this residue.After we obtained the parametric form of all residues the calculation of the loop am-plitude is reduced to the task of a polynomial fit. The maximum cut theorem ensuresthat we are able to fit all the coefficients of a residue on its corresponding cut. Fur-thermore also enables us to use the unitarity method before integration for an eveneasier generation of these coefficients.
The second approach is called ’divide-and-conquer’. The first step is to generatethe full integrand of the amplitude, which can be done through any generator of loopamplitudes. The second step is to use integrand-reduction directly on the integrand.The reduction algorithm will directly produce the scalar products including theircoefficients. Besides this nice feature there is another advantage. At no step ofthe reduction the explicit solutions to the cut equations is needed. Therefore itbecomes possible to reduce amplitudes which have higher powers of propagators inthe denominator [96].In chapter six and seven we will present two examples where we used the ’fit-on-the-cut’ approach for loop amplitudes. These two examples are the five-point one- andtwo-loop amplitudes in N=4 sYM. In order to use unitarity method before integrationto fit the coefficients in the residues we need to discuss the tree amplitudes of thistheory first, which will be the subject of the next chapter.
5
Scattering Amplitudes in N=4 sYM
N=4 sYM is the harmonic oscillator of four dimensional gauge theories...
David Gross
The harmonic oscillator is of extreme importance for the understanding of modernphysics and especially quantum mechanics. Furthermore it is one of the few quantummechanical systems where an exact analytic solution is known. It therefore led toimportant insights into quantum mechanics, such as the second quantization. Thereis reasonable hope that N=4 super Yang-Mills can play the same role for gaugetheories.The recent years have shown that N=4 sYM has a remarkable simple structure in itsresults. This is always a sign that there are many hidden symmetries at work in thistheory and indeed in the planar limit an infinitesimal Yangian symmetry [97–99] wasfound. The Yangian symmetry is a combination of both the conformal and the dualconformal invariance of the theory. Furthermore it was possible to reformulate thetheory in the planar limit in an on-shell formulation [3] which made these symmetriesmanifest. The generalization of BCFW recursion relations made it possible to writedown the all loop integrand in the planar limit [100].Even beyond the integrand there has been remarkable progress. The technology ofsymbols of transcendental functions is able to strongly constrain the polylogarithmswhich appear in the final result [101, 102].After a short introduction to N=4 sYM we will describe on-shell methods to constructany MHV or MHV tree amplitude in N=4 sYM [103]. Later in this chapter we willdiscuss how this description also helps us with the sum over all internal states inthe unitarity construction of our integrands [104].
5.1 An Introduction to N=4 sYM
Similar to Yang-Mills N=4 super Yang-Mills (sYM) is a gauge theory with a non-abelian gauge group SU(N) living in four dimensions. The difference to Yang-Mills comes from an additional symmetry between the bosons and fermions calledsupersymmetry. In fact here we have four supersymmtry generators as denoted by
N=4.
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In order to be invariant under this fourfolded supersymmetry we need to introduce ascalar field s and a spin- 12 fermion field f besides the normal gluon field g.
g+, fa, sab, f¯a, g−For N=4 sYM we have one gluon field g with helicity ±1, four fermion fields fwith helicity ± 12 and six real scalar fields sab with helicity 0. If we consider thegenerators of the fourfolded supersymmetry the supercharges Qa we can see thatthey transform a bosonic field into a fermionic one and vice versa
[Qa(q, θ), g+(k)] = θ[k q]fa (5.1)[Qa(q, θ), fb(k)] = θδab〈k q〉g+ + θ[k q]sab (5.2)
[Qa(q, θ), sbc(k)] = θδab〈k q〉fc − θδac〈k q〉fb + θ[q k ]εabcdf¯d (5.3)
[Qa(q, θ), f¯b(k)] = θδab[q k ]g− + 12θ〈q k〉εabcdscd (5.4)[Qa(q, θ), g−(k)] = θ〈q k〉f¯a. (5.5)
A second thing to note is that the supersymmetry connects all three fields we intro-duced. That was the reason why we had to introduce the additional fields to ourgluon field.In order to make this fourfolded supersymmetry manifest we combine the three fieldsinto one superfield Φ
Φ(p, η) = g+ + ηafa + 12ηaηbsab + 13!ηaηbηcεabcdf¯ d
+ 14!ηaηbηcηdεabcdg−
(5.6)
and consider scattering amplitudes of these superfields [103].In the literature N=4 sYM is often referred to as a maximal supersymmetric theorybecause we have the maximum number of supersymmetries without having to intro-duce a spin-two particle in the superfield. This maximum amount of supersymmtryhas an important consequence. It leads to a vanishing β-function. Therefore thecoupling constant does not run in the theory and this is a sufficient condition for theUV finiteness of the theory.Despite these differences Yang-Mills theory and N=4 sYM share several properties.Since the latter is a much simpler theory it serves as an ideal testing ground for newcalculations methods for Yang-Mills theory and QCD. Furthermore at tree-level theall gluon part of N=4 sYM is identical to the Yang-Mills amplitude. At one-loop thesituation becomes a little bit more complicated but we can still split up the one-loopYang-Mills amplitude into a part in N=4 sYM, one in N=1 sYM and one where ascalar runs in the loop
AYMg = AN=4g + 4AN=4f + 3AN=4s − 4(AN=1f +AN=1s ) +As (5.7)which is usually simpler than the original amplitude.Another reason to study N=4 sYM comes form the connection to N=8 SUGRAthrough the BCJ equations [14] we discussed earlier. This connection enabled calcu-lation of higher loop amplitudes in the latter which would otherwise be consideredimpossible. In addition these loop amplitudes turned out to be UV finite in four di-mensions. This is in contradiction with arguments which were based solely on powercounting and raised the hope that N=8 SUGRA might be UV finite too.
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5.2 Three-Point Generating Functions
The introduction to on-shell methods as input for loop level calculations mainlyfollows a lecture given at the Arnold Sommerfeld School [89] and [103].The first scattering amplitudes which can appear are the three-point ones, and theseamplitudes are rather special. At three-points momentum conservation is prohibitingany kinematical invariants for real massless momenta
p1 + p2 + p3 = 0 ⇒ 0 = p2k = (pi + pj )2 = sij (5.8)
where i 6= j 6= k . The solution for that problem is to go to complex momenta andtreat the momentum and its complex conjugate separately. Later this will play animportant role in our analysis.With the big particle content we described before we get a huge variety of color-ordered three-point amplitudes
A3(1−g , 2−g , 3+g ) = 〈1 2〉4〈1 2〉〈2 3〉〈3 1〉 (5.9)
A3(1−g , 2−f¯ , 3+f ) = 〈3 1〉3〈1 2〉〈1 2〉〈2 3〉〈3 1〉 (5.10)
A3(1−, 2s, 3s) = 〈1 2〉2〈3 1〉2〈1 2〉〈2 3〉〈3 1〉 (5.11)
A3(1+g , 2+g , 3−g ) = [1 2]4[1 2][2 3][3 1] . (5.12)
In order to treat this abundance efficiently we should introduce a generating function,which encodes the whole particle and helicity content. From the example amplitudeswe can already see that MHV three-point amplitudes are functions only of the anglebrackets and MHV amplitudes are functions only of the square brackets. Thus weshould distinguish between generating functions of MHV andMHV amplitudes. Let’sfocus on the MHV generating functions for now.Looking back at the example amplitudes we see that all MHV three-point amplitudessit on the same denominator 1〈1 2〉〈23〉〈31〉 and only have different spinor products asa numerator. From dimensional analysis we know that the total power of angleproducts in the numerator must be four. Since this power is finite it is convenientto introduce Grassmann variables, because they also support only finite powers. Indetail that means we introduce four Grassmann numbers η¯aj for each particle, where jis the particle label and a is the SU(4) group index which runs form 1 to 4 accordingto the maximum power in the polynomial. So putting everything together we get thefollowing generating function
AMHV3 (1, 2, 3) =
∏4
a=1
(〈1 2〉η¯a3 + 〈2 3〉η¯a1 + 〈3 1〉η¯a2)
〈1 2〉〈2 3〉〈3 1〉 . (5.13)
For Grassmann numbers the delta function and polynomials are the same object sowe can replace the product with an delta function raised to the fourth power
AMHV3 (1, 2, 3) = δ4(〈1 2〉η¯3 + 〈2 3〉η¯1 + 〈3 1〉η¯2)〈1 2〉〈2 3〉〈3 1〉 (5.14)
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where I dropped the SU(4) label. If we now want to compute a specific amplitudewe need to integrate over all Grassmann numbers with the appropriate measure. Inorder to understand this better let’s obtain the all gluon amplitude
A3(1−g , 2−g , 3+g ) =
∫
d4η¯1 (η¯1)4d4η¯2 (η¯2)4d4η¯3AMHV (1, 2, 3) (5.15)
= ∫ d4η¯1 (η¯1)4d4η¯2 (η¯2)4d4η¯3 δ4(〈1 2〉η¯3 + 〈2 3〉η¯1 + 〈3 1〉η¯2)〈1 2〉〈2 3〉〈3 1〉 (5.16)
= i 〈1 2〉4〈1 2〉〈2 3〉〈3 1〉 (5.17)
where we have used the notation (η¯i)4 = η¯1i η¯2i η¯3i η¯4i . Furthermore the last lines followsbecause it is the only expression with no η¯1’s or η¯2’s.In general to obtain an amplitude of specific particles we need to use the followingmeasure for the integral.
helicity measure+1 1+ 12 η¯a0 η¯aη¯b
− 12 η¯aη¯bη¯c
−1 (η¯)4
As we have stated above this generating function only encodes MHV amplitudes.So what happens if we try to obtain an MHV amplitude A(1+g , 2+g , 3−g ) from ourgenerating function
A3(1+g , 2+g , 3−g ) =
∫
d4η¯1 d4η¯2 d4η¯3(η¯3)4 δ4
(〈1 2〉η¯a3 + 〈2 3〉η¯a1 + 〈3 1〉η¯a2)
〈1 2〉〈2 3〉〈3 1〉 (5.18)= 0 (5.19)
where the last line follows because we only have eight powers of η¯ and integrate with12 powers. This is what we should expect since the introduced generating functiononly encodes MHV amplitudes. Following a similar strategy as in the MHV case wefind a MHV generating function
AMHV3 (1, 2, 3) = δ4 ([1 2]η3 + [2 3]η1 + [3 1]η2)[1 2][2 3][3 1] (5.20)
which is the complex conjugated of the MHV generating functions. Note that thegenerating functions now depends on different Grassmann numbers η. In order toobtain a specific amplitude with the η’s we need to integrate with a different measure.
helicity measure+1 (η)4+ 12 ηaηbηc0 ηaηb
− 12 ηa
−1 1
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The measures can be motivated if we remind ourselves of the superfield Φ
Φ(p, η) = g+(p) + ηafa + 12ηaηbsab + 13!ηaηbηcεabcdf¯ d
+ 14!ηaηbηcηdεabcdg−.
(5.21)
Instead of considering a scattering amplitude of certain particles we will now considera scattering amplitude of super fields
A(1, 2, ..n) → A(Φ1,Φ2, ..,Φn). (5.22)
If we plug in the expression for the superfields we get a sum over scattering amplitudesof the different component fields
A(Φ1,Φ2, ..,Φn) = A(1+g , 2+g , .., n+g ) + ηa1A(1+f , 2+g , 3+g , .., n+g )
+12ηa1ηb1A(1s, 2+g , 3+g , .., n+g ) + 13!ηa1ηb1ηc1A(1−f , 2+g , 3+g , .., n+g )+ (η1)4 A(1−g , 2+g , ..n+g ) + ..+ (η1..ηn)4 A(1−g , .., n−g ).
(5.23)
One way to extract a certain component field is to integrate over all Grassmann vari-ables and introduce a measure which is exactly opposite to the powers of Grassmannvariables in the superfield. This exactly corresponds to the rules we introduced above.To obtain the integration measure for the η¯s one has to take the complex conjugateof the superfield
Φ¯(p, η¯) = g−(p) + η¯a f¯a + 12 η¯aη¯bs¯ab + 13! η¯aη¯bη¯cεabcdf d
+ 14! η¯aη¯bη¯c η¯dεabcdg+.
(5.24)
Comparing this expression to the one before we see that the measure for the η¯sis exactly the opposite of the ηs. The only additional information we put in thegenerating functions is that we immediately used that some amplitudes vanish.If we want to combine these amplitudes through let’s say a BCFW recursion relationthey need to live in the same superspace, which can be done by Fourier transformingthe generating function from the η¯ superspace to the η superspace or vice versa. Herewe decide to work in the η superspace so we need to transform the MHV generatingfunction ∫
d4η¯1d4η¯2d4η¯3eη1η¯1eη2η¯2eη3η¯3AMHV3 (1, 2, 3) (5.25)
= ∫ d4η¯1d4η¯2d4η¯3eη1η¯1eη2η¯2eη3η¯3 δ4(〈1 2〉η¯3 + 〈2 3〉η¯1 + 〈3 1〉η¯2)〈1 2〉〈2 3〉〈3 1〉 (5.26)
= δ4 (〈1 2〉η1η2 + 〈2 3〉η2η3 + 〈3 1〉η3η1)〈1 2〉〈2 3〉〈3 1〉 (5.27)
= δ (8)(λ1η1 + λ2η2 + λ3η3)〈1 2〉〈2 3〉〈3 1〉 . (5.28)
At the moment we only talked about three-point generating functions, but as we havealready seen in the paragraph about superfields this concept can be generalized to
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higher-point superamplitudes. One way to obtain a higher point generating functionis through a BCFW recursion. In the next part we will use that to construct thefour-point generating function and then see how this generalizes.
5.3 n-Point Generating Function
The first thing we need to discuss before using the BCFW recursion relations is themerging of the generating functions. To merge two generating functions we have toset all parameters of a leg equal (λ, λ˜, η) and integrate over the shared Grassmannvariable, which takes care of the internal helicities and particles that can propagate.To see this mechanism at work lets use the BCFW recursion to obtain a four-pointMHV generating function. In order to obtain an overall MHV generating function weneed to combine a MHV three-point generating function and an MHV one, whichcan be seen by looking at the all gluon part of the amplitude. There a MHV three-point amplitude has two gluons with negative helicity and a MHV amplitude has onegluon with negative helicity. A propagator connects a gluon with negative helicitywith one of positive helicity. Thus we can write down the following formula for theoverall number of external negative gluons
κ = 2M + M¯ − i (5.29)
where M is the number of MHV amplitudes, M¯ the number of MHV amplitudes and
i is the number of internal legs. So in our case we want to have an overall MHVgenerating function so we have κ=2 and one internal leg i = 1, hence we need
M = M¯ = 1.In order to use the BCFW recursion formula we will introduce a complex shift on theexternal momenta p1 and p41
pˆ1 = p1 + zε14 (5.30)
pˆ4 = p4 − zε14. (5.31)
This shift gives us the following three-point generating functions
AMHV3 (1ˆ, 2, lˆ) = δ8(λ1η1 + λ2η2 + λˆlηl)〈1 2〉〈2 lˆ〉〈ˆl 1〉 (5.32)
AMHV3 (3, 4ˆ,−lˆ) = δ
4 (−[3 4]ηl + [3 lˆ]η4 + [ˆl 4]η3)
[3 4][4 lˆ][ˆl 3] (5.33)
where we used that the shift only effects angle brackets of p1 and only squarebrackets of p4. We can now merge these two generating functions by the BCFW
1When we combine three-point functions we can always choose the shift to be in the square bracketsof the MHV generating function and in the angle brackets of the MHV generating function. But since theMHV generator only depends on the angle brackets and the MHV generator on the square brackets thedependence on the shift of the external particles drops out. The only remainder is the shift of the internalmomenta l.
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recursion formula and by integrating over the shared Grassmann variable
AMHV4 =
∫
d4ηlAMHV3 (1ˆ, 2, lˆ) 1s34AMHV3 (3, 4ˆ,−lˆ) (5.34)
= ∫ d4ηl δ8
(
λ1η1 + λ2η2 + λˆlηl)
〈1 2〉〈2 lˆ〉〈ˆl 1〉 1s34
δ4
(
−[3 4]ηl + [3 lˆ]η4 + [ˆl 4]η3)
[3 4][4 lˆ][ˆl 3] (5.35)
= [3 4]4δ8
(
λ1η1 + λ2η2 + λˆl ( [3 lˆ][3 4]η4 + [ˆl 4][3 4]η3))
〈1 2〉〈2|ˆ/l|4]〈1|ˆ/l|3][3 4]
1
s34 . (5.36)
The shift in the momenta lˆ will drop out because of the Fierz identity and if we usemomentum conservation in the delta function in the form of
λ˜i〈i k〉+ λ˜j 〈j k〉 = 0 (5.37)
for MHV generators and
λi[i k ] + λj [j k ] = 0 (5.38)
for MHV generators we arrive at
AMHV4 (1, 2, 3, 4) = δ8(λ1η1 + λ2η2 + λ3η3 + λ4η4)〈1 2〉〈2 3〉〈3 4〉〈4 1〉 (5.39)
which is the four-point generating function for an MHV amplitude. We can now usemore BCFW shifts to build up higher generating functions, but I will just state thegeneral formula which by now should be well motivated
AMHVn (η1, ...ηn) = δ (8)(Q)〈1 2〉〈2 3〉..〈n 1〉 (5.40)
where Q = ∑ni=1 λiαηai . We also should note that q is one of the generators of the
N = 4 Poincaré supersymmetry algebra. We can check our result by obtaining then-point gluon function
AMHVn (1+g , ...i−g , ..., j−g , ...n+g ) =∫
d4η1(η1)4...d4ηid4ηi+1(ηi+1)4...d4ηjd4ηj+1(ηj+1)4...d4ηn(ηn)4
δ (8) (∑ni λαi ηai )
〈1 2〉〈2 3〉..〈n 1〉
(5.41)
= ∫ d4η1(η1)4...d4ηid4ηi+1(ηi+1)4...d4ηjd4ηj+1(ηj+1)4...d4ηn(ηn)4
δ4
(∑n
i<j 〈i j〉ηiηj
)
〈1 2〉〈2 3〉..〈n 1〉
(5.42)
= 〈i j〉4〈1 2〉〈2 3〉..〈n 1〉 (5.43)
which is indeed the result found by Parke and Taylor [105].In order to also obtain the general MHV amplitude we can complex conjugate our
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result
AMHVn = δ (8)(
∑n
i=1 λ˜iα˙ η¯ia)[1 2][2 3]..[n 1] . (5.44)
But this generating function is now in the superspace generated by η¯. Therefore weneed to Fourier-transform the result to go back to the superspace generated by η
AMHVn (p, η) =
∫ n∏
i=1
(
d4η¯e−ηai η¯ai )AMHVn (p, η¯) (5.45)
= 1[12] [23] ... [n1]
∫ n∏
i=1
(
d4η¯e−ηai η¯ai ) δ (8)
(∑
i
λ˜α˙i η¯a i
)
(5.46)
= 1[1 2][2 3]..[n 1]
∫ n∏
i=1
(
d4η¯e−ηai η¯ai ) ∫ d8wewaα˙ ∑i λ˜α˙i η¯ai (5.47)
= 1[1 2][2 3]..[n 1]
∫ n∏
i=1
(
d4η¯i)d8w e−∑i η¯i(ηai −waα˙ λ˜α˙i ) (5.48)
= 1[1 2][2 3]..[n 1]
∫
d8w
n∏
i=1
δ4
(
ηai − waα˙ λ˜α˙i
)
. (5.49)
5.4 Generating Functions as Input for Unitarity Cuts
The amplitudes we discussed here are sufficient to reconstruct all MHV and MHVloop amplitudes up to six-points in N=4 sYM. This is the case because the numer-ator in this theory is only linear in the loop momentum. Thus the numerator canbe completely reconstructed from maximum and near-maximum cuts. The amplitudesin these cuts involve at most five-particles and are therefore either MHV or MHVamplitudes. For the treatment of non-MHV amplitudes I refer to [104]. The key factis that these amplitudes can be written as products of MHV amplitudes and thereforethe here discussed methods can be extended to the non MHV sector.The calculation of an unitarity cut is nothing else then the merging of all appearingtree-level amplitudes. The advantage of using the Grassmann formulations lies inthe fact that we can take care of the complicated sum over internal particles andhelicities by simply integrating over the internal Grassmann variable. Therefore weare now ready to discuss two examples for the integrand-reduction through multivari-ate polynomial division where we will directly obtain the residues through unitaritycuts.
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6
The One-Loop Five-Point Amplitude in N=4 sYM
The one- and two-loop five-point amplitude in N=4 sYM have been the subjectof previous analyses. The planar part of the two-loop amplitude was already cal-culated by Bern, Czakon, Kosower, Roiban and Smirnov [76]. Later Carrasco andJohansson [75] used the conjectured BCJ equations to obtain the full five-point one-and two-loop amplitudes. Furthermore Mastrolia, Mirabella, Ossola and Peraro [106]used the known integrands by Carrasco and Johansson of the two-loop amplitudesto perform an integrand-reduction through multivariate polynomial division.The calculation of the one- and two-loop amplitude in [75] is done in four steps. Firstthey use the BCJ equations between different graphs to reduce the number of graphsdown to a set of master graphs. Secondly they write down an ansatz for each mastergraph in terms of all possible scalar products. In the third step this ansatz is reducedthrough symmetries of graphs and BCJ equations which connect only master graphs.In the last step they fix the remaining parameters with unitarity cuts.In this thesis we will follow a slightly different approach. We will also use the factthat the BCJ reduces the number of graphs down to a set of master graphs, but thenuse the integrand-reduction to determine the graph as far as possible through itsunitarity cuts. In the last we will fix the remaining freedom through BCJ equationswhich only involve the master graph. Furthermore we will also present a way ofobtaining these amplitudes which does not rely on the BCJ equations.
Our goal is to reconstruct the one-loop MHV five-point amplitude with theintegrand-reduction method. Instead of sampling a known numerator on the residueswe will use the fact that the integrand factorizes into a product of tree amplitudes inthe corresponding channel.If we absorb the four-point interactions into the three-point ones by multiplying anddividing with the corresponding propagator and if we do not consider any graphswith triangle subgraphs since they will sum up to zero for N=4 sYM [107, 108] wearrive at two graphs for the one-loop amplitude: a box and a pentagon. Both of thesegraphs can be seen in figure 6.1.In N=4 the numerator of an integrand can be at most linear in the loop momen-tum. This means that our integrand-reduction will naturally stop after the first step.
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Figure 6.1: The two topologies for a one-loop five-point amplitude
Therefore the pentagon integrand has the following expansion in its residues
IP (1, 2, 3, 4, 5, q) = ∆P12345(1, 2, 3, 4, 5, q)
D1D2D3D4D5 + ∆
P1234(51, 2, 3, 4)
D1D2D3D4 + ∆
P1235(45, 1, 2, 3, )
D1D2D3D5
+∆P1245(34, 5, 1, 2)
D1D2D4D5 + ∆
P1345(23, 4, 5, 1)
D1D3D4D5 + ∆
P2345(12, 3, 4, 5)
D2D3D4D5(6.1)
with the following list of propagators
D1 = (q − p2 − p3)2 (6.2)
D2 = (q − p3)2 (6.3)
D3 = q2 (6.4)
D4 = (q+ p4)2 (6.5)
D5 = (q+ p4 + p5)2. (6.6)
Before we proceed with the integrand-reduction we should notice a contradiction.The integrand-reduction had a reducibility criterion which told us that an one-loopintegrand with five propagators should be rewritable as a sum of integrands withfour propagators. Therefore the introduction of the pentagon topology is somewhatartificial. This will obscure some features of integrand-reduction but we will try tofollow the strategy we discussed earlier as close as possible.The box integrand in N=4 sYM has the following expansion in its propagator mul-tipoles
IB(12, 3, 4, 5, q) = ∆B2345(12, 3, 4, 5)
s12D2D3D4D5 . (6.7)
We will now use maximum cuts of the one-loop amplitude to fit the coefficients inthe residues of the pentagon and the box numerator.
6.1 Residues from Unitarity Cuts
In four dimensions the maximum number of propagators we can set on-shell is four.As we can see from the expressions for the box (6.7) and pentagon (6.1) integrandwe will have contributions from both graphs in this case. Therefore we are only ableto sample the mixed residues of the pentagon and the box numerator. Generally thequadruple-cut has two solutions, q1 and q2 so we will solve the following two by
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two system
I(q1) = ∆Pabcde(a, b, c, d, e, q1)
Da(q1) + cbcde(ab, c, d, e) (6.8)
I(q2) = ∆Pabcde(a, b, c, d, e, q2)
Da(q2) + cbcde(ab, c, d, e). (6.9)
As stated above the cbcde(ab, c, d, e) has contributions from the pentagon and thebox numerator
IP (a, b, c, d, e, qi) + IB(ab, c, d, e, qi) (6.10)
= ∆Pabcde(a, b, c, d, e, qi)
Da
+ ∆Pbcde(ab, c, d, e) + ∆Bbcde(ab, c, d, e)sab (6.11)
= ∆Pabcde(a, b, c, d, e, qi)
Da
+ cbcde(ab, c, d, e). (6.12)
As we have mentioned earlier the introduction of the pentagon obscures some featuresof the integrand-reduction. This fact becomes visible here. Normally we would usethe quadruple-cut to fit the constant and the linear term of quadruple-cut residue.But here the pentagon numerator replaces the linear term and a mix of the pentagonand the box will build up the constant.Since we do not expect that the maximum cut theorem is violated the residue ofthe pentagon ∆Pabcde(a, b, c, d, e) and the mixed residue of the pentagon and the box∆Bbcde(ab, c, d, e) are both constants
∆P12345(1, 2, 3, 4, 5, q) = aP12345(1, 2, 3, 4, 5) (6.13)∆P2345(12, 3, 4, 5) = aP2345(12, 3, 4, 5) (6.14)∆P1345(23, 4, 5, 1) = aP1345(23, 4, 5, 1) (6.15)∆P1245(34, 5, 1, 2) = aP1245(34, 5, 1, 2) (6.16)∆P1235(45, 1, 2, 3) = aP1235(45, 1, 2, 3) (6.17)∆P1234(51, 2, 3, 4) = aP1234(51, 2, 3, 4) (6.18)∆B2345(12, 3, 4, 5) = bB2345(12, 3, 4, 5). (6.19)
We will verify this assumption on the corresponding unitarity cuts.
6.1.1 Quadruple-Cut of D2, D3, D4 and D5
First we will consider a quadruple-cut where we have a four-point amplitude involvingthe external legs one and two as displayed in figure 6.2. This means our product ofgenerating functions involves one four-point generator and three three-point ones. Aswe discussed while merging generating functions we can use the following formulato determine how many MHV and MHV vertices we need
κ = 2M + M¯ − i (6.20)
where the four-point generating function has also two negative gluons so it can becounted as a three-point MHV generating function. Applying this formula for a MHVamplitude with κ = 2 and with four internal legs i = 4 we find that we have two
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Figure 6.2: Quadruple-cut of an one-loop amplitude
MHV and two MHV amplitudes to distribute. To find all ways to distribute thethree-point generating functions we should also note that we cannot connect twoexternal legs with two generating functions of the same type. This follows from thefact that the λs or the λ˜s of the two neighboring vertices would be proportional toeach other which means that the two external momenta would not be independent ofeach other.With this restriction and the fact that the four-point amplitude is already fixed weonly have one way of distributing the generating functions
I(q) = AMHV4 (1, 2, −l2, l5)AMHV3 (l2, 3, −l3)AMHV3 (l3, 4, −l4)
AMHV3 (l4, 5, −l5). (6.21)
Plugging in our generating functions (5.39, 5.28, 5.20) and integrating over the sharedGrassmann variables we find1
I(q) = −δ (8)
( 5∑
i=1
λiηi
)
〈3| /l5|5][3 4]
〈1 2〉〈2 3〉〈3 4〉〈5 1〉 . (6.22)
The li corresponds to the cut propagator Di . The next step is to find the solutionsof the cut equations on which we will evaluate this integrand. This can be done withthe following decomposition for the loop momentum
qµ = x1pµ3 + x2pµ4 + x3〈3|γµ|4] + x4〈4|γµ|3]. (6.23)
Solving the first three equations we find that
D2 = (q− p3)2 = 0 → x1 = 0 (6.24)
D4 = (q+ p4)2 = 0 → x2 = 0 (6.25)
D3 = (q)2 = 0 → x1x2 = x3x4. (6.26)
This leads us to the two possible solutions that either x3 or x4 has to be zero. Withthe help of the last cut equation we can then determine x4 or x3 respectively. Doingthis we arrive at the two solutions of the quadruple-cut
qµ1 = − 〈4 5〉2〈3 5〉 〈3|γµ|4] (6.27)
qµ2 = − [4 5]2[3 5]〈4|γµ|3]. (6.28)
1The complete calculation can be found in the appendix 11.1.
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Evaluating the product of tree amplitudes (6.22) on the two cut solutions we find thefollowing two expressions
I(q1) = s34s45Atree(1, 2, 3, 4, 5) (6.29)
I(q2) = 0. (6.30)
These two expressions span a system of equations with which we can obtain the twocoefficients of the maximum cut as we mentioned in (6.9)
s34s45Atree(1, 2, 3, 4, 5) = aP12345(1, 2, 3, 4, 5)
D1(q1) + c2345(12, 3, 4, 5) (6.31)
0 = aP12345(1, 2, 3, 4, 5)
D1(q2) + c2345(12, 3, 4, 5). (6.32)
Solving this system we find the two constants aP12345 and c2345
aP12345(1, 2, 3, 4, 5) = β12345 = δ (8)(Q) [1 2][2 3][3 4][4 5][5 1]〈1|/2 /3/5|1]− [1|/2/3/5|1〉 (6.33)
c2345(12, 3, 4, 5) = γ12345
s12 = δ (8)(Q) [1 2][3 4][4 5][3 5]〈2 1〉 (〈1|/2 /3/5|1]− [1|/2/3/5|1〉) . (6.34)We should note that the denominator of beta and gamma can be written as
〈1|/2 /3 /5|1]− [1|/2 /3/5|1〉 = 4ε(1, 2, 3, 5) (6.35)
where epsilon is defined through the equation
〈i|/j /k/l|i] = T r( 12 (1− γ5) /pi /pj /pk /pl) (6.36)
= 12 [sijslm − silsjm + simsjl − 4ε(i, j, k, l)] . (6.37)In the special case of a five-point kinematic we find that ε(1, 2, 3, 4) = ε(2, 3, 4, 5).The other unitarity cuts can be obtained by relabeling the results c2345(12, 3, 4, 5)and aP12345(1, 2, 3, 4, 5) according to the labels in the parenthesis. The pentagoncoefficient aP12345(1, 2, 3, 4, 5) is invariant under these relabellings. Therefore we canconclude that the maximum cut theorem really holds even for this obscured case. Theintroduction of the pentagon can be understood as an absorption of the linear termof the box into the introduced pentagon.
6.2 The Duality Equations
We obtained a mix of the pentagon numerator and the box numerator. This meanswe have some freedom where we can move terms between these two graphs as longas the unitarity cuts are satisfied. In order to disentangle the two graphs in a BCJconform manner we will use the following BCJ equations
NB(12, 3, 4, 5, q) = NP (1, 2, 3, 4, 5, q)−NP (2, 1, 3, 4, 5, q) (6.38)
NB(12, 3, 4, 5, q)−NB (12, 3, 5, 4, q) = 0 (6.39)
NB(12, 3, 4, 5, q)−NB(12, 4, 3, 5, q) = 0. (6.40)
The easiest way to understand these equations is to remind ourselves of the JacobiIdentity displayed in figure 6.3 and then consider the corresponding graphs of theequations displayed in 6.4
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Figure 6.4: BCJ equations for the box and pentagon numerator
6.2.1 Residues and BCJ equations
By plugging in the expansion of the numerators into the BCJ equations we cantranslate these equations into constraints on our residues. While the equations onthe boxes do this in a straightforward manner the first equation needs a more carefulanalysis. We should start by noting that
aP12345(1, 2, 3, 4, 5)− aP1′2345(2, 1, 3, 4, 5) (6.41)= c2345(12, 3, 4, 5)s12 = aP2345(12, 3, 4, 5)s12 + bB2345(12, 3, 4, 5). (6.42)
With that we can go into the first equation to see that
NB (12, 3, 4, 5, q) = NP (1, 2, 3, 4, 5, q)−NP (2, 1, 3, 4, 5, q) (6.43)
= bB2345(12, 3, 4, 5) + (aP2345(12, 3, 4, 5) + aP2345(21, 3, 4, 5)) s12+ (aP2345(12, 3, 4, 5) + aP2345(21, 3, 4, 5))D1(aP1345(23, 4, 5, 1)− aP1′345(13, 4, 5, 2))D2+ (aP1245(34, 5, 1, 2)− aP1′245(34, 5, 2, 1)− aP2345(21, 3, 4, 5))D3+ (aP1235(45, 1, 2, 3)− aP1′235(45, 2, 1, 3))D4+ (aP1234(51, 2, 3, 4)− aP1′234(52, 1, 3, 4)− aP2345(21, 3, 4, 5))D5
(6.44)
where we already collected all the terms belonging to the propagators with theequation D′1 = D5−D1+D3−s12. As we have stated earlier in the discussion of theone-loop amplitude we expect the box to be a constant. Therefore all the prefactors
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of the denominators must vanish giving us the following five equations
aP2345(12, 3, 4, 5) + aP2345(2, 1, 3, 4, 5) = 0
aP1345(23, 4, 5, 1, 2)− a1′345(13, 4, 5, 2) = 0
aP1245(34, 5, 1, 2)− aP1′245(34, 5, 2, 1)− aP2345(21, 3, 4, 5) = 0
aP1235(45, 1, 2, 3)− aP1′235(45, 1, 2, 3) = 0
aP1234(51, 2, 3, 4)− aP1′234(52, 1, 3, 4)− aP2345(21, 3, 4, 5) = 0.
(6.45)
Together with the two constraints from the BCJ equations on the box numeratorsand the conditions that the unitarity cut has to be satisfied we arrive at a set of 13constraints on the residues
aP2345(12, 3, 4, 5) + aP2345(2, 1, 3, 4, 5) = 0
aP1345(23, 4, 5, 1, 2)− a1′345(13, 4, 5, 2) = 0
aP1245(34, 5, 1, 2)− aP1′245(34, 5, 2, 1)− aP2345(21, 3, 4, 5) = 0
aP1235(45, 1, 2, 3)− aP1′235(45, 1, 2, 3) = 0
aP1234(51, 2, 3, 4)− aP1′234(52, 1, 3, 4)− aP2345(21, 3, 4, 5) = 0
bB2345(12, 3, 4, 5)− bB234′5(12, 3, 5, 4) = 0
bB2345(12, 3, 4, 5)− bB23′45(12, 4, 3, 5) = 0
c2345(12, 3, 4, 5) = aP2345(1, 2, 3, 4, 5) + bB2345(12, 3, 4, 5)s12 .
(6.46)
6.2.2 γ-Decomposition
In order to solve these functional equations we should formulate an ansatz for theappearing functions. This can be done by realizing that all the dependence on theexternal momenta can be captured by the gammas
γ12345 = δ (8)(Q) [1 2]2[3 4][4 5][3 5]〈1|/2 /3/5|1]− [1|/2/3/5|1〉 . (6.47)
The gammas have two properties which can be easily proven. First they are com-pletely symmetric in the last three indices. Secondly they are antisymmetric in thefirst two indices. This makes it sufficient to label the gammas by the first two in-dices. Therefore there are only 5∗42 = 10 independent gammas, but there are fivemore identities of the form
γ1a + γ2a + γ3a + γ4a + γ5a = 0 (6.48)
which reduce the number of independent gammas down to six, since one of the iden-tities is not independent.Choosing six gammas we can formulate ansätze for aPbcde(ab, c, d, e) and bBbcde(ab, c, d, e)
aPbcde(ab, c, d, e) = α1γab + α2γbc + α3γcd + α4γde + α5γea + α6γac (6.49)
bBbcde(ab, c, d, e) = β1γab + β2γbc + β3γcd + β4γde + β5γea + β6γac (6.50)
with 12 rational coefficients αi and βi. Expanding the six equations (6.46) in termsof the six gammas and comparing the coefficients of the gammas we find 6 ∗ 6 = 36equations. But 24 of the 36 equations are not linearly independent. Therefore wecan still find a solution which can be verified with any algebraic program.
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6.2.3 Solution
Imposing the last two duality equations on the boxes
bBbcde(ab, c, d, e)− bBbcd′e(ab, c, e, d) = 0 (6.51)
bBbcde(ab, c, d, e)− bBbc′de(ab, d, c, e) = 0 (6.52)
tells us that the box constant bB(ab, c, d, e) has to be completely symmetric in thelast three arguments c, d and e.
bBbcde(ab, c, d, e) = κ1γab (6.53)
Therefore the unitarity cut equation
γab
sab = aPbcde(ab, c, d, e) + b
B
bcde(ab, c, d, e)
sab (6.54)directly implies that
aPbcde(ab, c, d, e) = (1− β1)γabsab . (6.55)Now looking at the five constraints from the first BCJ equation (6.45)
aP2345(12, 3, 4, 5) + aP2345(2, 1, 3, 4, 5) = 0 (6.56)
aP1345(23, 4, 5, 1)− a1′345(13, 4, 5, 2) = 0 (6.57)
aP1245(34, 5, 1, 2)− aP1′245(34, 5, 2, 1)− aP2345(21, 3, 4, 5) = 0 (6.58)
aP1235(45, 1, 2, 3)− aP1′235(45, 1, 2, 3) = 0 (6.59)
aP1234(51, 2, 3, 4)− aP1′234(52, 1, 3, 4)− aP2345(21, 3, 4, 5) = 0 (6.60)
we find that the only solutions is
aPbcde(ab, c, d, e) = 0 (6.61)
which immediately gives us
bBbcde(ab, c, d, e) = γab. (6.62)
Plugging these solutions into the numerator expansions of the pentagon and the boxwe arrive at the following result
IP (1, 2, 3, 4, 5, q) = β12345
D1D2D3D4D5 (6.63)
IB(12, 3, 4, 5, q) = γ12
s12D2D3D4D5 (6.64)which is in agreement with the results from [75].
6.3 The Full One-Loop Amplitude
We can obtain the full color dressed amplitude if we sum over all permutations oflegs, dress up each graph with the corresponding product of structure constants andinclude a factor for each graph to compensate for over counting
A1-loop = ig5 ∑
all perm
110β12345CP IntP + 14 γ12s12CBIntB (6.65)
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where the color factors are given by
CP = f g1bf b2cf c3df d4ef e5g (6.66)
CB = f 12bf bcgf c3df d4ef e5g (6.67)
and the corresponding integrals are
IntP = ∫ d4q(2π)4 1D1D2D3D4D5 (6.68)
IntB = ∫ d4q(2π)4 1D2D3D4D5 . (6.69)
In the next section we are going to discuss the two-loop five-point amplitude. At two-loops we will not have to introduce a reducible graph to apply the BCJ equationsas we have done here. This has the advantage that the integrand-reduction can beused in a more normal fashion.
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7
The Two-Loop Five-Point Amplitude in N=4 sYM
In order to obtain all graphs for the two-loop five-point amplitude we are going tofollow the same strategy as in the one-loop case. This means drawing all possibletwo-loop graphs with only three-point vertices and no loops with less then four legsattached. Doing so we can find the six graphs displayed in figure 7.1.The remarkable thing is that all these graphs can be connected by BCJ equations
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Figure 7.1: All graphs of the two-loop five-point amplitude
NPB(1, 2, 3, 4, 5, q, k) = NCPB(1, 2, 3, 4, 5, q, k) (7.1)
NDP (1, 2, 3, 4, 5, q, k) = NPB(1, 2, 5, 3, 4, −q− 3, k)
−NPB(3, 4, 1, 2, 5, −k, q) (7.2)
NDB(1, 2, 3, 4, 5, q, k) = NPB(1, 2, 3, 4, 5, q, k)−NPB(1, 2, 3, 5, 4, q, k) (7.3)
NDB(1, 2, 3, 4, 5, q, k) = NLCDB(1, 2, 3, 4, 5, q, k) (7.4)
NDB(1, 2, 3, 4, 5, q, k) = NRCDB(1, 2, 3, 4, 5, q, k). (7.5)
This drasticly reduces the work that has to be done in order to determine this am-plitude. Here we will choose to promote the pentabox to the master graph and thenobtain the rest through the BCJ equations.
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7.1 Two-Loop Pentabox Diagram
As in the one-loop case we are going to use the integrand reduction technique andthe unitarity method to constraint the pentabox diagram as much as possible. Afterthat we will end up with some leftover freedom how to disentangle the seven-polecuts which can be used to apply BCJ equations.The integrand of the pentabox has the following expansion in its residues
IPB(1, 2, 3, 4, 5, q, k) = ∆PB12345678(1, 2, 3, 4, 5, q, k)
D1D2D3D4D5D6D7D8 + ∆
PB1235678(1, 2, 3, 4, 5)
D1D2D3D5D6D7D8
+ ∆PB1234678(1, 2, 34, 5)
D1D2D3D4D6D7D8 + ∆
PB1234578(1, 2, 3, 45)
D1D2D3D4D5D7D8 + ∆
PB1234568(1, 2, 3, 4, 5)
D1D2D3D4D5D6D8
(7.6)
with the following list of propagators
D1 = (k + p1)2 (7.7)
D2 = k2 (7.8)
D3 = (k − p2)2 (7.9)
D4 = (q− p3)2 (7.10)
D5 = q2 (7.11)
D6 = (q+ p4)2 (7.12)
D7 = (q+ p4 + p5)2 (7.13)
D8 = (q+ k − p2 − p3)2. (7.14)
In order to determine the residues we will first evaluate the integrand at the solutionsof the eightfold-cut to isolate the eightfold-cut residue ∆PB12345678(1, 2, 3, 4, 5, q, k) andto fit all the coefficients in the eightfold-cut residue. In the next step we will proceedto the sevenfold-cuts to determine the rest of the residues.
7.1.1 The Eightfold-Cut
The eightfold-cut is displayed in figure 7.2
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Figure 7.2: Eightfold-cut of the pentabox
The maximum cut theorem [1] tells us that the number of cut solutions is equalto the number of free parameters in the residue. Indeed in [106] we can find that thepolynomial of the eightfold-cut residue of the pentabox has four coefficients
∆PB12345678(1, 2, 3, 4, 5, q, k) = cPB0;12345678(1, 2, 3, 4, 5) + cPB1;12345678(1, 2, 3, 4, 5)q1 · p1+cPB2;12345678(1, 2, 3, 4, 5)k1 · p4 + cPB3;12345678(1, 2, 3, 4, 5)k1 · p3(7.15)
64
and by solving the cut equations we find four solutions. So in total we will solve thefollowing system
IPB(1, 2, 3, 4, 5, q1, k1) = cPB0;12345678(1, 2, 3, 4, 5) + cPB1;12345678(1, 2, 3, 4, 5)q1 · p1+cPB2;12345678(1, 2, 3, 4, 5)k1 · p4 + cPB3;12345678(1, 2, 3, 4, 5)k1 · p3
IPB(1, 2, 3, 4, 5, q2, k2) = cPB0;12345678(1, 2, 3, 4, 5) + cPB1;12345678(1, 2, 3, 4, 5)q2 · p1+cPB2;12345678(1, 2, 3, 4, 5)k2 · p4 + cPB3;12345678(1, 2, 3, 4, 5)k2 · p3
IPB(1, 2, 3, 4, 5, q3, k3) = cPB0;12345678(1, 2, 3, 4, 5) + cPB1;12345678(1, 2, 3, 4, 5)q3 · p1+cPB2;12345678(1, 2, 3, 4, 5)k3 · p4 + cPB3;12345678(1, 2, 3, 4, 5)k3 · p3
IPB(1, 2, 3, 4, 5, q4, k4) = cPB0;12345678(1, 2, 3, 4, 5) + cPB1;12345678(1, 2, 3, 4, 5)q4 · p1+cPB2;12345678(1, 2, 3, 4, 5)k4 · p4 + cPB3;12345678(1, 2, 3, 4, 5)k4 · p3(7.16)
where qi and ki denote the ith solution of the cut equations. In order to solvethis system of equations we will use factorization of the integrand through unitarity.This means that instead of sampling the cut solutions on the integrand we willsample them on the product of tree generating functions and sum over all choices ofinternal helicities. In our example we can find four ways of distributing the generatingfunctions
IPB1 (1, 2, 3, 4, 5, q, k) = AMHV3 (1, l2,−l1)AMHV3 (−l2, 2, l3)AMHV3 (−l3,−l4, l8)
AMHV3 (l4, 3,−l5)AMHV3 (l5, 4,−l6)AMHV3 (l6, 5,−l7)AMHV3 (l7,−l8, l1) (7.17)
IPB2 (1, 2, 3, 4, 5, q, k) = AMHV3 (1, l2,−l1)AMHV3 (−l2, 2, l3)AMHV3 (−l3,−l4, l8)
AMHV3 (l4, 3,−l5)AMHV3 (l5, 4,−l6)AMHV3 (l6, 5,−l7)AMHV3 (l7,−l8, l1) (7.18)
IPB3 (1, 2, 3, 4, 5, q, k) = AMHV3 (1, l2,−l1)AMHV3 (−l2, 2, l3)AMHV3 (−l3,−l4, l8)
AMHV3 (l4, 3,−l5)AMHV3 (l5, 4,−l6)AMHV3 (l6, 5,−l7)AMHV3 (l7,−l8, l1) (7.19)
IPB4 (1, 2, 3, 4, 5, q, k) = AMHV3 (1, l2,−l1)AMHV3 (−l2, 2, l3)AMHV3 (−l3,−l4, l8)
AMHV3 (l4, 3,−l5)AMHV3 (l5, 4,−l6)AMHV3 (l6, 5,−l7)AMHV3 (l7,−l8, l1). (7.20)
The next step is to solve the cut equations so we can later plug their solutions intothe product of trees. Using the same decomposition for the loop momentum as in theone-loop case
qµ = x1pµ3 + x2pµ4 + x3〈3|γµ|4] + x4〈4|γµ|3] (7.21)
kµ = y1pµ1 + y2pµ2 + y3〈3|γµ|4] + x4〈4|γµ|3] (7.22)
we find the following four solutions of the cut equations.
solution kµ qµ1st 〈5 1〉2〈2 5〉〈2|γµ|1] 〈54〉2〈3 5〉 〈3|γµ|4]2nd [2 3]2[1 3] 〈2|γµ|1] [5 4]2[3 5] 〈4|γµ|3]3rd 〈2 3〉2〈1 3〉〈1|γµ|2] 〈54〉2〈3 5〉 〈3|γµ|4]4th [5 1]2[2 5] 〈1|γµ|2] [5 4]2[3 5] 〈4|γµ|3]
These solutions can now be plugged into the product of tree amplitudes
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solution Integrand
IPB(1, 2, 3, 4, 5, q1, k1) δ (8)(Q) 〈12〉2 [3 4][5 4]〈3 5〉
IPB(1, 2, 3, 4, 5, q2, k2) 0
IPB(1, 2, 3, 4, 5, q3, k3) δ (8)(Q) 〈12〉2 [3 4][5 4]〈3 5〉
IPB(1, 2, 3, 4, 5, q4, k4) 0to span the left-hand side of the system of equations in (7.16)
δ (8) (q) 〈1 2〉2[3 4][5 4]〈3 5〉 = cPB0;12345678(1, 2, 3, 4, 5) + cPB1;12345678(1, 2, 3, 4, 5)q1 · p1+cPB2;12345678(1, 2, 3, 4, 5)k1 · p4 + cPB3;12345678(1, 2, 3, 4, 5)k1 · p30 = cPB0;12345678(1, 2, 3, 4, 5) + cPB1;12345678(1, 2, 3, 4, 5)q2 · p1+cPB2;12345678(1, 2, 3, 4, 5)k2 · p4 + cPB3;12345678(1, 2, 3, 4, 5)k2 · p3
δ (8) (q) 〈1 2〉2[3 4][5 4]〈3 5〉 = cPB0;12345678(1, 2, 3, 4, 5) + cPB1;12345678(1, 2, 3, 4, 5)q3 · p1+cPB2;12345678(1, 2, 3, 4, 5)k3 · p4 + cPB3;12345678(1, 2, 3, 4, 5)k3 · p30 = cPB0;12345678(1, 2, 3, 4, 5) + cPB1;12345678(1, 2, 3, 4, 5)q4 · p1+cPB2;12345678(1, 2, 3, 4, 5)k4 · p4 + cPB3;12345678(1, 2, 3, 4, 5)k4 · p3.(7.23)
Solving this system we find the coefficients of the maximum-cut residue
cPB0;12345678(1, 2, 3, 4, 5) = δ (8) (q) [1 2]2[4 5]2[3|/4 /1|3]〈1|/2 /3/5|1]− [1|/2/3/5|1〉 ≡ λ12345 (7.24)
cPB1;12345678(1, 2, 3, 4, 5) = 2δ (8) (q) [1 2]2[3 4][4 5][3 5]〈1|/2 /3/5|1]− [1|/2 /3 /5|1〉 ≡ 2γ12 (7.25)
cPB2;12345678(1, 2, 3, 4, 5) = 0 (7.26)
cPB3;12345678(1, 2, 3, 4, 5) = 0. (7.27)This means the residue of the eightfold-cut is completely determined by the maximumcut and has the following form
∆PB (1, 2, 3, 4, 5, q, k) = λ12345 + 2γ12q · p1. (7.28)
In the next step we will calculate all sevenfold-cuts of the pentabox in order todetermine the corresponding residues.
7.1.2 The Sevenfold-Cut without D6
The considered sevenfold-cut is displayed in figure 7.3 where we simply expandedthe four-point amplitude in its channels. From the three different graphs in the figurewe can see the different residues which will contribute to our cut. The integrand-reduction algorithm tells us that we need to subtract all higherfold-cut residues fromthe integrand. Since the doublebox has only seven propagators we only have oneeightfold-cut residue to subtract we find
IPB(1, 2, 3, 4, 5, q, k)− ∆PB12345678(1, 2, 3, 4, 5, q, k)
D6 (7.29)= ∆PB1234578(1, 2, 3, 45) + s45NDB(1, 2, 3, 45, q, k) = dPB1234578(1, 2, 3, 45). (7.30)
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Figure 7.3: Sevenfold-cut leaving D6 uncut
In general the sevenfold-cut residue dPB1234578(1, 2, 3, 45) would be a polynomial of theloop momentum with 32 coefficients1 [106]. But in N=4 we only have numeratorswhich are linear in the loop momentum therefore the sevenfold-cut residues are onlyconstants. We will prove this by fitting the constant from several solutions of thesevenfold cuts.On the solution of the sevenfold-cut equations the integrand factorizes into producttree amplitudes. In order to take all helicity choices into account we have to sumover the three ways of distributing the MHV and MHV generating functions
IPB1 (1, 2, 3, 4, 5, q, k) = AMHV3 (1, l2, −l1)AMHV3 (−l2, 2, l3)AMHV3 (−l3, −l4, l8)
AMHV3 (l4, 3, −l5)AMHV4 (l5, 4, 5, −l7)AMHV3 (l7, −l8, l1) (7.31)
IPB2 (1, 2, 3, 4, 5, q, k) = AMHV3 (1, l2, −l1)AMHV3 (−l2, 2, l3)AMHV3 (−l3, −l4, l8)
AMHV3 (l4, 3, −l5)AMHV4 (l5, 4, 5, −l7)AMHV3 (l7, −l8, l1) (7.32)
IPB3 (1, 2, 3, 4, 5, q, k) = AMHV3 (1, l2, −l1)AMHV3 (−l2, 2, l3)AMHV3 (−l3, −l4, l8)
AMHV3 (l4, 3, −l5)AMHV4 (l5, 4, 5, −l7)AMHV3 (l7, −l8, l1). (7.33)
Now we can solve the cut equations numericly and evaluating these products ofgenerating functions at the solutions and obtaining the mentioned constant we find
dPB1234578(1, 2, 3, 45) = s12s45 γ45. (7.34)
7.1.3 The Sevenfold-Cut without D5
As we can see from figure 7.4, which is very similar to the one before. This time wewant to solve the following equation
IPB(1, 2, 3, 4, 5, q, k)− ∆PB12345678(1, 2, 3, 4, 5, q, k)
D5 (7.35)= ∆PB1234678(1, 2, 34, 5) + s34NDB(1, 2, 34, 5, q, k) = dPB1234678(1, 2, 34, 5). (7.36)
Since there is no second eightfold-cut residue to subtract we can immediately focuson the integrand. There are three possibilities to distribute the MHV and MHV
1The polynomial is given in the appendix in table 11.2.1
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Figure 7.4: Sevenfold-cut leaving D5 uncut
generating functions
IPB1 (1, 2, 3, 4, 5, q, k) = AMHV3 (1, l2, −l1)AMHV3 (−l2, 2, l3)AMHV3 (−l3, −l4, l8)
AMHV4 (l4, 3, 4, −l6)AMHV3 (l6, 5, −l7)AMHV3 (l7, −l8, l1) (7.37)
IPB2 (1, 2, 3, 4, 5, q, k) = AMHV3 (1, l2, −l1)AMHV3 (−l2, 2, l3)AMHV3 (−l3, −l4, l8)
AMHV4 (l4, 3, 4, −l6)AMHV3 (l6, 5, −l7)AMHV3 (l7, −l8, l1) (7.38)
IPB3 (1, 2, 3, 4, 5, q, k) = AMHV3 (1, l2, −l1)AMHV3 (−l2, 2, l3)AMHV3 (−l3, −l4, l8)
AMHV4 (l4, 3, 4, −l6)AMHV3 (l6, 5, −l7)AMHV3 (l7, −l8, l1). (7.39)
Using the super amplitudes techniques as before and then evaluating the product ofgenerating functions at the cuts we find the following result
dPB1234678(1, 2, 34, 5) = s12s34 γ34. (7.40)
7.1.4 The Sevenfold-Cut without D7
The corresponding unitarity cut is displayed in figure 7.5. In this example we have
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Figure 7.5: Sevenfold-cut of the pentabox where all propagators but D7 are cut
two graphs with eightfold-cuts contributing. Thus we have to subtract a secondmaximum cut coming from the pentabox with a different ordering of external legs
IPB(1, 2, 3, 4, 5, q, k)− ∆PB12345678(1, 2, 3, 4, 5, q, k)
D7 −
∆PB1234567′8(3, 4, 5, 1, 2, k + p1, q)
D′7 (7.41)
= ∆PB1234568(1, 2, 3, 4, 5) + ∆PB1235678(3, 4, 5, 1, 2) = dPB1234568(1, 2, 3, 4, 5). (7.42)
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Here we used that the two pentaboxes share all propagators except D′7 = (k + p1 +
p5)2.The second eightfold-cut residue appearing in (7.41) is just a relabeling of the onewe obtained earlier
∆PB1234567′8(3, 4, 5, 1, 2, k + p1, q) = λ34512 + 2γ34 (k + p1) · p3. (7.43)
With these informations we can now focus on the integrand. As before we will usethe product of tree generating functions to sample the constant. In this cut there arethree ways of distributing them
IPB1 (1, 2, 3, 4, 5, q, k) = AMHV3 (1, l2, −l1)AMHV3 (−l2, 2, l3)AMHV3 (−l3, −l4, l8)
AMHV3 (l4, 3, −l5)AMHV3 (l5, 4, −l6)AMHV4 (l6, 5, −l8, l1) (7.44)
IPB2 (1, 2, 3, 4, 5, q, k) = AMHV3 (1, l2, −l1)AMHV3 (−l2, 2, l3)AMHV3 (−l3, −l4, l8)
AMHV3 (l4, 3, −l5)AMHV3 (l5, 4, −l6)AMHV4 (l6, 5, −l8, l1) (7.45)
IPB3 (1, 2, 3, 4, 5, q, k) = AMHV3 (1, l2, −l1)AMHV3 (−l2, 2, l3)AMHV3 (−l3, −l4, l8)
AMHV3 (l4, 3, −l5)AMHV3 (l5, 4, −l6)AMHV4 (l6, 5, −l8, l1). (7.46)
Solving the cut equations and plug the solutions into product of generating functionsto obtain the constant
dPB1234568(1, 2, 3, 4, 5) = −12 (γ52 + γ51 − γ12 + γ34) . (7.47)
7.1.5 The Sevenfold-Cut without D4
Leaving propagator D4 uncut leaves us with a very similar situation to the sevenfold-cut we solved earlier. Again we have two graphs with eightfold-cut residues con-
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Figure 7.6: Sevenfold-cut leaving D4 uncut
tributing which gives the following equation
IPB(1, 2, 3, 4, 5, q, k)− ∆PB12345678(1, 2, 3, 4, 5, q, k)
D4 −
∆PB1234′5678(4, 5, 1, 2, 3, k, q)
D′4 (7.48)
= ∆PB1235678(1, 2, 3, 4, 5) + ∆PB1234568(4, 5, 1, 2, 3) = dPB1235678(1, 2, 3, 4, 5) (7.49)
with the propagator D′4 = (k − p2 − p3)2 and the second eightfold-cut residue
∆PB1234′5678(4, 5, 1, 2, 3, k, q) = λ45123 − 2γ45k · p4. (7.50)
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As an input for the integrand we will use the product of generating functions, whichhas three ways of distributing the different three-point generators
IPB1 (1, 2, 3, 4, 5, q, k) = AMHV3 (1, l2, −l1)AMHV3 (−l2, 2, l3)AMHV4 (−l3, 3, −l5, l8)
AMHV3 (l5, 4, −l6)AMHV3 (l6, 5, −l7)AMHV3 (l7, −l8, l1)(7.51)
IPB2 (1, 2, 3, 4, 5, q, k) = AMHV3 (1, l2, −l1)AMHV3 (−l2, 2, l3)AMHV4 (−l3, 3, −l5, l8)
AMHV3 (l5, 4, −l6)AMHV3 (l6, 5, −l7)AMHV3 (l7, −l8, l1)(7.52)
IPB3 (1, 2, 3, 4, 5, q, k) = AMHV3 (1, l2, −l1)AMHV3 (−l2, 2, l3)AMHV4 (−l3, 3, −l5, l8)
AMHV3 (l5, 4, −l6)AMHV3 (l6, 5, −l7)AMHV3 (l7, −l8, l1).(7.53)
Now we can use the techniques from the super amplitudes to merge the generatingfunctions, plug in the solutions of the cut equations and obtain the constant mentionedin the beginning of the section. Doing so we find the following expression
dPB1235678(1, 2, 3, 4, 5) = −12 (γ34 + γ35 + γ12 − γ45) . (7.54)
7.1.6 The Duality Equations
As in the one-loop case we arrived at a point where we have freedom to distributethe seven-pole cuts into different graphs. Once more we are able to use this freedomto apply the BCJ equations.Even though we have mentioned the doublebox numerator we haven’t looked at itsexpansion in residues yet, which is only a constant
NDB(1, 2, 3, 45, q, k) = ∆DB1234578(1, 2, 3, 45)D1D2D3D4D5D7D8s45 . (7.55)
With the help of the following duality equations we can disentangle the seven-polecuts
NPB(1, 2, 3, 4, 5, q, k)−NPB(1, 2, 3, 5, 4, q, k) = NDB(1, 2, 3, 45, q, k) (7.56)
NPB(1, 2, 3, 4, 5, q, k)−NPB(1, 2, 4, 3, 5, q, k) = NDB(1, 2, 34, 5, q, k) (7.57)
NPB(1, 2, 3, 4, 5, q, k)−NPB(2, 1, 3, 4, 5, q, k) = 0. (7.58)
These equations are also displayed in figure 7.7
Plugging in the expansion in residues and demanding that the doubleboxes are
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Figure 7.7: BCJ equations for the pentabox
a constants we arrive at the following 12 equations
∆PB1234578(1, 2, 3, 45) + ∆PB1234578(1, 2, 3, 54) = 0∆PB1235678(1, 2, 3, 4, 5)− ∆PB12356′78(1, 2, 3, 5, 4) = 0∆PB1234678(1, 2, 34, 5)− ∆PB12346′78(1, 2, 35, 4)− ∆PB1234578(1, 2, 3, 54) = 0∆PB1234568(1, 2, 3, 4, 5)− ∆PB123456′8(1, 2, 3, 5, 4)− ∆PB1234578(1, 2, 3, 54) = 0∆PB1234678(1, 2, 34, 5)− ∆PB1234678(1, 2, 43, 5) = 0∆PB1234568(1, 2, 3, 4, 5) + ∆PB12345′68(1, 2, 4, 3, 5) = 0∆PB1235678(1, 2, 3, 4, 5)− ∆PB1235′678(1, 2, 4, 3, 5)− ∆PB1234678(1, 2, 43, 5) = 0∆PB1234578(1, 2, 3, 45)− ∆PB12345′78(1, 2, 4, 35)− ∆PB1234678(1, 2, 43, 5) = 0∆PB1234568(1, 2, 3, 4, 5)− ∆PB12′34568(2, 1, 3, 4, 5) = γ12∆PB1235678(1, 2, 3, 4, 5)− ∆PB12′35678(2, 1, 3, 4, 5) = −γ12∆PB1234678(1, 2, 34, 5)− ∆PB12′34678(2, 1, 34, 5) = 0∆PB1234578(1, 2, 3, 45)− ∆PB12′34578(2, 1, 3, 45) = 0.
(7.59)
Now we can form ansätze for the all the sevenfold-cuts in terms of the six independentgammas
∆PB1234568(1, 2, 3, 4, 5) = a1γ12 + a2γ23 + a3γ34 + a4γ45 + a5γ51 + a6γ13 (7.60)∆PB1235678(1, 2, 3, 4, 5) = b1γ12 + b2γ23 + b3γ34 + b4γ45 + b5γ51 + b6γ13 (7.61)∆PB1234678(1, 2, 34, 5) = c1γ12 + c2γ23 + c3γ34 + c4γ45 + c5γ51 + c6γ13 (7.62)∆PB1234578(1, 2, 3, 45) = d1γ12 + d2γ23 + d3γ34 + d4γ45 + d5γ51 + d6γ13. (7.63)
Plugging the ansätze into our 12 constraints (7.59) and comparing the coefficients wearrive at 6 ∗ 12 = 72 equations. But since 48 equations are not linearly independent
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we can find one solution to the system of constraints
∆PB1234568(1, 2, 3, 4, 5) = 14 (γ15 + γ25 + 2γ12) (7.64)
∆PB1234578(1, 2, 3, 45) = 14 (−γ34 + γ35 + 2γ45) (7.65)
∆PB1234678(1, 2, 34, 5) = 14 (−γ45 + γ35 + 2γ34) (7.66)
∆PB1235678(1, 2, 3, 4, 5) = 14 (γ31 + γ32 − 2γ12) . (7.67)
7.2 The Full Two-Loop Amplitude
Putting all our pentabox results together we find the following numerator
NPB(1, 2, 3, 4, 5, q, k) = ∆PB12345678(1, 2, 3, 4, 5, q, k) + ∆PB1235678(1, 2, 3, 4, 5)D4+∆PB1234678(1, 2, 34, 5)D5 + ∆PB1234578(1, 2, 3, 45)D6 + ∆PB1234568(1, 2, 3, 4, 5)D7 (7.68)
= β12345 + 2γ12q · p1 + 14 (γ31 + γ32 − 2γ12)D4
+14 (−γ45 + γ35 + 2γ34)D5 + 14 (−γ34 + γ35 + 2γ45)D6
+14 (γ15 + γ25 + 2γ12)D7
(7.69)
and in order to fit the unitarity cuts we need the following expression for the doublebox
NDB(1, 2, 3, 4, 5, q, k) = s12s45 γ45 − 14 (2γ45 + γ35 + γ34) . (7.70)
With the complete result of the pentabox we can now obtain all other numeratorsthrough the BCJ equations
NPB(1, 2, 3, 4, 5, q, k) = NCPB(1, 2, 3, 4, 5, q, k) (7.71)
NDP (1, 2, 3, 4, 5, q, k) = NPB (1, 2, 5, 3, 4,−q− p3, k)
−NPB(3, 4, 1, 2, 5,−k, q) (7.72)
NDB(1, 2, 3, 4, 5, q, k) = NLCDB(1, 2, 3, 4, 5, q, k) (7.73)
NDB(1, 2, 3, 4, 5, q, k) = NRCDB(1, 2, 3, 4, 5, q, k). (7.74)
The only non trivial equation is the second one where we obtain the numerator of thedouble penta NDP (1, 2, 3, 4, 5, q, k). Plugging in the expressions for the numeratorsand then reconstructing the propagators of the double penta out of the scalar products
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we can find the following numerator
NDP (1, 2, 3, 4, 5, q, k) = 14 [γ34(2s13 − 2s23 + 2s35 + s12 + s34)
γ12(2s13 − 2s23 + 2s15 + s12 + s34)(γ53 + γ54)s35 − (γ52 + γ51)(s23 − s14 − s15)]+2γ34k · p3 + (γ34 + γ35 + γ45 − γ12)q · p2
+ (γ34 + γ35 + γ45 + γ12)q · p1 + 14 (2γ34 + γ12 + γ15)D114 (−2γ12 + γ25 − γ15)D2 + 14 (−2γ34 + γ12 + γ52)D3
+14 (−3γ34 − 3γ35 − 2γ45)D4 + 14 (2γ34 + γ35 − γ45)D5
+14 (γ34 + 2γ35 + 3γ45)D6 + 14 (2γ34 + γ35 + γ45)D7
+14 (−2γ34 − γ35 − γ45)D8.
(7.75)
Since we obtained all expressions for the numerators, there are only two steps left:dressing up each diagram with the corresponding color factor, and then summing overall permutations of external legs. The full two-loop amplitude reads
A2−loop = −g7 ∑
all perm
(12CPBIntPB + 14CCPBIntCPB + 14CDP IntDP
+12CDBIntDB + 14C LCDBIntLCDB + 14CRCDBIntRCDB
) (7.76)
where the sum runs over all permutation of external legs, the factors in front of theintegrals account for over counting in the sum and the integrals are given by
IntPB = ∫ dDk(2π)D d
Dq(2π)D N
PB
D1D2D3D4D5D6D7D8 (7.77)
IntCPB = ∫ dDk(2π)D d
Dq(2π)D N
CPB
D1D2D3D4D5D6D7D8 (7.78)
IntDP = ∫ dDk(2π)D d
Dq(2π)D N
DP
D1D2D3D4D5D6D7D8 (7.79)
IntDB = ∫ dDk(2π)D d
Dq(2π)D N
DB
s45D1D2D3D4D5D7D8 (7.80)
IntLCDB = ∫ dDk(2π)D d
Dq(2π)D N
LCDB
s45D1D2D3D4D5D7D8 (7.81)
IntRCDB = ∫ dDk(2π)D d
Dq(2π)D N
RCDB
s45D1D2D3D4D5D7D8 . (7.82)
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The propagators appearing in the integrals can be read off the graphs in figure 7.1and the color factors in the full two-loop amplitude are given by
CPB = f a1bf b2cf cdhf d3ef e4f f f5gf gah (7.83)
CCPB = f a1bf h2cf cdbf d3ef e4f f f5gf gah (7.84)
CDP = f a1bf b2cf cdhf d3ef e4f f fagf g5h (7.85)
CDB = f a1bf b2cf cdhf d3ef efgf f45f gah (7.86)
C LCDB = f a1bf b2cf cdhf d3ef hfgf f45f gah (7.87)
CRCDB = f a1bf h2cf cdbf d3ef efgf f45f gah. (7.88)
In the next section we will present a way of obtaining the one- and two-loop numer-ators without the use of the BCJ equations.
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8
Alternative Approach to Color-Kinematic conform
Graphs
In this section we will analyze which assumptions in the derivation of the BCJ conformnumerators lead to which consequences for the graphs. In order to do this we willstart from the unitarity cuts of the amplitude with a minimal set of graphs. Fromthere we will start imposing the assumptions one by one.
8.1 The One-Loop Five-Point Amplitude
To arrive at the BCJ pentagon and box numerator for the one-loop amplitude weassumed that we have a linear dependence in the loop momentum, that no trianglesappear in the graphs and we only used graphs with cubic vertices.Our starting point is the pentagon numerator and all its unitarity cuts. As a remainderwe have the following numerator decomposition for the pentagon
NP (1, 2, 3, 4, 5, q) = a12345(1, 2, 3, 4, 5) + a1234(51, 2, 3, 4)D5 + a1235(45, 1, 2, 3)D4+a1245(34, 5, 1, 2)D3 + a1345(23, 4, 5, 1)D2 + a2345(12, 3, 4, 5)D1(8.1)
and the five quadruple-cuts which correspond fix the quadruple-cut residues in theintegrand-decomposition
a12345(1, 2, 3, 4, 5) = β12345 (8.2)
c2345(12, 3, 4, 5) = γ12s12 = a2345(12, 3, 4, 5) (8.3)
c1345(23, 4, 5, 1) = γ23s23 = a1345(23, 4, 5, 1) (8.4)
c1245(34, 5, 1, 2) = γ34s34 = a1245(34, 5, 1, 2) (8.5)
c1235(45, 1, 2, 3) = γ45s45 = a1235(45, 1, 2, 3) (8.6)
c1234(51, 2, 3, 4) = γ51s51 = a1234(51, 2, 3, 4) (8.7)
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where all the factors just been obtained by the unitarity cuts and we have no leftoverfreedom. Now we will start to impose the assumptions from the derivation of the BCJconform answer and look at their consequences.
8.1.1 Linear Dependence on the Loop-Momenta
The first assumption is that the pentagon numerator is linear in the loop momentum,which comes from the fact that we are working in N=4 sYM. The pentagon hasfive vertices which can give us at most five powers of loop-momentum. But now weexpect the four-fold supersymmetry to translate four of these powers into the over allsupermomentum delta function δ8(Q).The integrand-decomposition of the pentagon
NP (1, 2, 3, 4, 5, q) = aP12345(1, 2, 3, 4, 5) + aP1234(51, 2, 3, 4)D5 + aP1235(45, 1, 2, 3)D4+aP1245(34, 5, 1, 2)D3 + aP1345(23, 4, 5, 1)D2 + aP2345(12, 3, 4, 5)D1(8.8)
has in general a quadratic term. This can be seen if we expand all denominators intheir scalar products. The coefficient of this quadratic term is then
aP1234(51, 2, 3, 4) + aP1235(45, 1, 2, 3) + aP1245(34, 5, 1, 2) + aP1345(23, 4, 5, 1)+aP2345(12, 3, 4, 5) (8.9)since it has contributions from all quadruple-cut residues. To get rid of the quadraticdependence we need to demand that its coefficient vanishes
aP1234(51, 2, 3, 4) + aP1235(45, 1, 2, 3, ) + aP1245(34, 5, 1, 2) + aP1345(23, 4, 5, 1)+aP2345(12, 3, 4, 5) = 0 (8.10)which is not satisfied by the expression (8.1). In order to get a linear numerator weneed to introduce a set of new graphs namely the box numerators with a massiveleg. Since the quadruple-cuts are a combination of the introduced box and thepentagon we are able to absorb the unitarity cuts into the boxes and guarantee alinear numerator. This introduces the following integrand-decomposition for the boxnumerators
NB(ij, k, l, m, q) = γij − sijaPjklm(ij, k, l, m) (8.11)where we used another assumption namely that we do not expect to have trianglespresent in N=4 sYM and indeed a triangle cut leads to a vanishing unitarity cut.Together with the pentagon the choice of the box numerator gives us the right unitaritycuts
NB(ij, k, l, m, q)
sij
+ aPjklm(ij, k, l, m) = γijsij . (8.12)
Now we have some leftover freedom in the form of the as. Since they are constantswe can parametrize them in terms of the six independent gammas
aPjklm(ij, k, l, m) = α1γij + α2γjk + α3γkl + α4γlm + α5γmi + α6γik . (8.13)At this point we went through all assumptions of the BCJ equations. We arrived atan ansatz with some leftover freedom which we could parameterize in terms of thegammas. This freedom can now be used to apply the BCJ equations. Instead of doingthat we will go a different way and use graph automorphism to fix this freedom.
76
8.1.2 Graph Automorphism
A graph automorphism is a symmetry of an graph where we relabel the externalparticles in a way that all internal propagators stay the same. Secondly, the colorfactors of the two graphs must also be the same up to a minus sign, which providesus with an equation between two different relabellings of the same graph.For the box numerator we find such an automorphism if we exchange the two externalparticles on the massive leg
NB(12, 3, 4, 5, q) = −NB(21, 3, 4, 5, q). (8.14)
Plugging in the integrand-decomposition this translates into the following constraintson our residues
aPjklm(ij, k, l, m) = −aPjklm(ji, k, l, m). (8.15)
Solving this equation and the linearity condition (8.10) with our ansatz we find thatthe only solution is
aPjklm(ij, k, l, m) = 0 (8.16)(8.17)
and therefore we arrived at the same result as the BCJ equations gave us. Lookingback at our list of assumptions we saw that introducing no graphs with a four-pointvertices was not a strong restriction. This can be understood in the way that everyfour-point vertex has a part with a color structure of an s-,t- and u-channel and bysimply multiplying and dividing the corresponding kinematical part by the propagatorof the channel we can absorb these contribution to corresponding three-point ones.The assumption that we don’t have triangles appearing in our theory and that wehave a linear numerator are connected to each other, which comes from the factthat the unitarity cuts of triangles vanish if we subtract the contributions from thebox and the pentagon. Therefore the only non trivial way of introducing graphs withtriangles is to allow higher order terms in the integrand-reduction. But having higherorder terms in the numerators conflicts with our expectation that four powers of loop-momentum are converted by the supersymmetry into the overall delta function δ8(Q).On the other hand introducing triangles would correspond to even more freedom inour numerators. But as we have seen in this section introducing the box numeratoralready provided enough freedom to apply the BCJ equations. Even more demandinga linear integrand-reduction of the pentagon and using graph automorphisms wasenough to arrive at the BCJ numerators and therefore to fulfill all the BCJ equations.
8.2 The Two-Loop Five-Point Amplitude
In the two-loop case we will follow the same strategy as in the one-loop case. We willstart by the minimal set of graphs which are the pentabox, the crossed pentabox andthe double penta displayed in fig 8.1 and then step by step impose the assumptions.In the section about the BCJ equations at two-loops it was sufficient to discuss onlythe integrand-decomposition of the pentabox and then obtain the rest of the graphswith the help of the BCJ equations. But here we also need the unitarity cuts of theother diagrams.
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Figure 8.1: Graphs contributing to the two-loop five-point amplitude
8.2.1 The Pentabox
As a short reminder we will first list the sevenfold-cuts of the pentabox
∆PB1235678(1, 2, 3, 4, 5) + ∆PB1234568(4, 5, 1, 2, 3) = dPB1235678(1, 2, 3, 4, 5) (8.18)
= −12 (γ34 + γ35 + γ12 − γ45) (8.19)
∆PB1234678(1, 2, 34, 5) = d1234678(1, 2, 34, 5) (8.20)
= s12
s34 γ34 (8.21)
∆PB1234578(1, 2, 3, 45) = d1234578(1, 2, 3, 45) (8.22)
= s12
s45 γ45 (8.23)
∆PB1234568(1, 2, 3, 4, 5) + ∆PB1235678(1, 2, 3, 4, 5) = d1234568(1, 2, 3, 4, 5) (8.24)
= −12 (γ52 + γ51 − γ12 + γ34) . (8.25)
8.2.2 The Crossed Pentabox
The crossed pentabox can be obtained in the same way as the pentabox in the two-loop section. Starting from the integrand-decomposition we will apply a maximumcut to determine the eightfold-cut delta and then move on to the sevenfold-cut ones.For the crossed pentabox we find the following expansion in its residues
NCPB(1, 2, 3, 4, 5, q, k) = ∆CPB12345678(1, 2, 3, 4, 5, q, k) + ∆CPB1235678(1, 2, 3, 4, 5)D4+∆CPB1234678(1, 2, 34, 5)D5 + ∆CPB1234578(1, 2, 3, 45)D6 + ∆CPB1234568(1, 2, 3, 4, 5)D7(8.26)
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with the denominators
D1 = (k + p1)2 (8.27)
D2 = k2 (8.28)
D3 = (q+ k − p3)2 (8.29)
D4 = (q − p3)2 (8.30)
D5 = q2 (8.31)
D6 = (q+ p4)2 (8.32)
D7 = (q+ p4 + p5)2 (8.33)
D8 = (q+ k − p2 − p3)2. (8.34)
Solving the cut equations and plugging them into the products of tree generatingfunctions we can find the following solution for the eightfold-cut delta
∆CPB12345678(1, 2, 3, 4, 5, q, k) = β12345 + 2γ12q · p1 (8.35)
which is the same as the eight-point delta of the pentabox. Now we can move on tothe sevenfold-cut which again can have contributions from two graphs
∆CPB1235678(1, 2, 3, 4, 5) + ∆DP1235678(1, 2, 3, 4, 5) = dCPB1235678(1, 2, 3, 4, 5) (8.36)
= −12 (γ34 + γ35 + γ12 − γ45) (8.37)
∆CPB1234678(1, 2, 34, 5) = dCPB1234678(1, 2, 34, 5) (8.38)
= s12
s34 γ34 (8.39)
∆CPB1234578(1, 2, 3, 45) = dCPB1234578(1, 2, 3, 45) (8.40)
∆CPB1234568(1, 2, 3, 4, 5) + ∆DP1 (5, 1, 3, 4, 2) = dCPB1234568(1, 2, 3, 4, 5) (8.41)
= −12 (γ52 + γ51 − γ12 + γ34) . (8.42)
One should note again that all unitarity cuts are the same as in the pentabox case.The only point where the two diagrams are differing are the contributing diagramsin the sevenfold-cuts. Nevertheless it becomes feasible that the two graphs could beequal as demanded by the BCJ equations.
8.2.3 The Double Penta
The numerator of the double penta has the following expansion in its residues
NDP (1, 2, 3, 4, 5, q, k) = ∆DP12345678(1, 2, 3, 4, 5, q, k) + ∆DP2345678(12, 3, 4, 5)D1+∆DP1345678(1, 2, 3, 4, 5)D2 + ∆DP1245678(1, 2, 3, 4, 5)D3 + ∆DP1235678(1, 2, 3, 4, 5)D4+∆DP1234678(1, 2, 34, 5)D5 + ∆DP1234578(1, 2, 3, 4, 5)D6 + ∆DP1234568(1, 2, 3, 4, 5)D7+∆DP1234567(1, 2, 3, 4, 5)D8
(8.43)
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with these propagators
D1 = (k + p1)2 (8.44)
D2 = k2 (8.45)
D3 = (k − p2)2 (8.46)
D4 = (q − p3)2 (8.47)
D5 = q2 (8.48)
D6 = (q+ p4)2 (8.49)
D7 = (q+ k + p4 + p1)2 (8.50)
D8 = (q+ k − p2 − p3)2. (8.51)
From solving the system of equations of the maximum cut we find the followingeightfold-cut residue
∆DP12345678(1, 2, 3, 4, 5, q, k) = cDP0;12345678(1, 2, 3, 4, 5) + cDP1;12345678(1, 2, 3, 4, 5)k · p3+cDP2;12345678(1, 2, 3, 4, 5)q · p2 + cDP3;12345678(1, 2, 3, 4, 5)q · p1(8.52)
cDP0;12345678(1, 2, 3, 4, 5) = 14 (γ34(2s13 − 2s23 + 2s35 + s12 + s34)
γ12(2s13 − 2s23 + 2s15 + s12 + s34)(γ53 + γ54)s35 − (γ52 + γ51)(s23 − s14 − s15))
(8.53)
cDP1;12345678(1, 2, 3, 4, 5) = 2γ34 (8.54)
cDP2;12345678(1, 2, 3, 4, 5) = γ34 + γ35 + γ45 − γ12 (8.55)
cDP3;12345678(1, 2, 3, 4, 5) = γ34 + γ35 + γ45 + γ12. (8.56)
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Proceeding to the sevenfold-cuts we find the following two graphs contributing tothe following unitarity cuts
∆DP2345678(1, 2, 3, 4, 5) + ∆CPB1234568(5, 2, 3, 4, 1) = dDP2345678(1, 2, 3, 4, 5) (8.57)
= 12 (γ34 + γ25 + γ12 + γ15) (8.58)
∆DP1345678(12, 3, 4, 5) = dDP1345678(12, 3, 4, 5) (8.59)
= s34
s12 γ12 (8.60)
∆DP1245678(1, 2, 3, 4, 5) + ∆CPB1235678(5, 1, 2, 3, 4) = dDP1245678(1, 2, 3, 4, 5) (8.61)
= 12 (γ15 + γ23 + γ24 − γ34) (8.62)
∆DP1235678(1, 2, 3, 4, 5) + ∆CPB1234568(4, 5, 1, 2, 3) = dDP1235678(1, 2, 3, 4, 5) (8.63)= −γ34 − γ35 (8.64)
∆DP1234678(1, 2, 34, 5) = dDP1234678(1, 2, 34, 5) (8.65)
s12
s34 γ34 (8.66)
∆DP1234578(1, 2, 3, 4, 5) + ∆CPB1235678(3, 5, 4, 1, 2) = dDP1234578(1, 2, 3, 4, 5) (8.67)= γ45 (8.68)
∆DP1234568(1, 2, 3, 4, 5) + ∆PB1234568(1, 2, 3, 4, 5) = dDP1234568(1, 2, 3, 4, 5) (8.69)
= −12 (γ34 − γ12 + γ35 + γ45) (8.70)
∆DP1234567(1, 2, 3, 4, 5) + ∆PB1235678(1, 2, 5, 3, 4) = dDP1234567(1, 2, 3, 4, 5) (8.71)
= 12 (γ34 − γ12 + γ35 + γ45) . (8.72)
We are now in a similar position as in the one-loop case. From these unitarity cutsour amplitude is well defined. One only has to be careful when summing over alldiagrams with different ordering to not over count certain terms. First we will try toseparate these graphs from each other and see that there is leftover freedom. Afterdemanding that the numerators of these graphs are linear in the loop momentum wewill increase this freedom even further. But after imposing some graph automorphismthis freedom will be completely fixed.
8.2.4 γ-Decomposition
As we have seen above several unitarity cuts have two different graphs which con-tribute. In order to solve these functional equations we need to write down ansätze
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for all deltas in terms of our six gammas
∆PB1234568(1, 2, 3, 4, 5) = a1γ12 + a2γ23 + a3γ34 + a4γ45 + a5γ51 + a6γ13 (8.73)∆PB1235678(1, 2, 3, 4, 5) = b1γ12 + b2γ23 + b3γ34 + b4γ45 + b5γ51 + b6γ13 (8.74)∆CPB1235678(1, 2, 3, 4, 5) = f1γ12 + f2γ23 + f3γ34 + f4γ45 + f5γ51 + f6γ13 (8.75)∆CPB1234568(1, 2, 3, 4, 5) = i1γ12 + i2γ23 + i3γ34 + i4γ45 + i5γ51 + i6γ13 (8.76)∆DP2345678(1, 2, 3, 4, 5) = j1γ12 + j2γ23 + j3γ34 + j4γ45 + j5γ51 + j6γ13 (8.77)∆DP1345678(1, 2, 3, 4, 5) = l1γ12 + l2γ23 + l3γ34 + l4γ45 + l5γ51 + l6γ13 (8.78)∆DP1235678(1, 2, 3, 4, 5) = m1γ12 +m2γ23 +m3γ34 +m4γ45 +m5γ51 +m6γ13 (8.79)∆DP1234578(1, 2, 3, 4, 5) = o1γ12 + o2γ23 + o3γ34 + o4γ45 + o5γ51 + o6γ13 (8.80)∆DP1234568(1, 2, 3, 4, 5) = r1γ12 + r2γ23 + r3γ34 + r4γ45 + r5γ51 + r6γ13 (8.81)∆DP1234567(1, 2, 3, 4, 5) = w1γ12 + w2γ23 + w3γ34 + w4γ45 + w5γ51 + w6γ13. (8.82)
This means we introduced 6 ∗ 10 = 60 free parameters. The first obvious constraintis to reproduce the unitarity cuts
∆PB1234568(1, 2, 3, 4, 5) + ∆PB1235678(3, 4, 5, 1, 2) = −12 (γ52 + γ51 − γ12 + γ34) (8.83)
∆PB1235678(1, 2, 3, 4, 5) + ∆PB1234568(4, 5, 1, 2, 3) = −12 (γ34 + γ35 + γ12 − γ45) (8.84)
∆CPB1235678(1, 2, 3, 4, 5)− ∆DP1245678(2, 3, 4, 5, 1) = 12 (γ31 + γ32 − γ12 + γ45) (8.85)
∆CPB1234568(1, 2, 3, 4, 5)− ∆DP2345678(5, 1, 3, 4, 2) = 12 (γ15 + γ25 + γ12 − γ34) (8.86)
∆DP2345678(1, 2, 3, 4, 5) + ∆CPB1234568(5, 2, 3, 4, 1) = 12 (γ34 + γ25 + γ12 + γ15) (8.87)
∆DP1245678(1, 2, 3, 4, 5) + ∆CPB1235678(1, 5, 2, 3, 4) = 12 (−γ34 − γ25 + γ12 + γ15) (8.88)∆DP1235678(1, 2, 3, 4, 5) + ∆CPB1235678(4, 5, 1, 2, 3) = −γ34 − γ53 (8.89)∆DP1234578(1, 2, 3, 4, 5) + ∆CPB1234568(3, 5, 4, 1, 2) = γ45 (8.90)
∆DP1234568(1, 2, 3, 4, 5) + ∆PB1234568(1, 2, 3, 4, 5)+ = 12 (−γ34 + γ12 + γ15 + γ25) (8.91)
∆DP1234567(1, 2, 3, 4, 5) + ∆PB1235678(1, 2, 5, 3, 4) = −12 (−γ34 + γ12 + γ15 + γ25) . (8.92)
By plugging in the expansion in gammas and comparing their coefficients we obtain10 ∗ 6 = 60 equations from the unitarity constraints reducing our 60 parametersdown to 11, since not all of the equations are linear independent. To restrict theseparameters even further we will demand that the numerators of the graphs are linearin the loop momenta.
8.2.5 Linear Dependence on the Loop-Momenta
As in the one-loop case we can obtain a linear integrand-decomposition by imposingthat the coefficient of the quadratic term vanishes in the integrand-reduction. This
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gives five more equations on the sevenfold-cut residues
∆PB1235678(1, 2, 3, 4, 5) + ∆PB1234678(1, 2, 3, 4, 5) + ∆PB1234578(1, 2, 3, 4, 5)+∆PB1234568(1, 2, 3, 4, 5) = 0 (8.93)∆CPB1235678(1, 2, 3, 4, 5) + ∆CPB1234678(1, 2, 3, 4, 5) + ∆CPB1234578(1, 2, 3, 4, 5)+∆CPB1234568(1, 2, 3, 4, 5) = 0 (8.94)∆DP2345678(1, 2, 3, 4, 5) + ∆DP1345678(1, 2, 3, 4, 5) + ∆DP1245678(1, 2, 3, 4, 5) = 0 (8.95)∆DP1235678(1, 2, 3, 4, 5) + ∆DP1234678(1, 2, 3, 4, 5) + ∆DP1234578(1, 2, 3, 4, 5) = 0 (8.96)∆DP1234568(1, 2, 3, 4, 5) + ∆DP1234567(1, 2, 3, 4, 5) = 0. (8.97)
It turns out that with our current ansatz these equations do not have a solution, sowe need to introduce new graphs which absorb the skl γijsij terms. These graphs areanalog to the one-loop case the doubleboxes with the following expansion in theirresidues
NDB(1, 2, 34, 5, q, k) = γ34s12 − s34∆PB1234678(1, 2, 3, 4, 5) (8.98)
NDB(1, 2, 3, 45, q, k) = γ45s12 − s45∆PB1234578(1, 2, 3, 4, 5) (8.99)
NLCDB(1, 2, 34, 5, q, k) = γ34s12 − s34∆CDP1234678(1, 2, 3, 4, 5) (8.100)
NLCDB(1, 2, 3, 45, q, k) = γ45s12 − s45∆CDP1234578(1, 2, 3, 4, 5) (8.101)
NRCDB(3, 4, 5, 12, q, k) = γ12s34 − s12∆DP1345678(1, 2, 3, 4, 5) (8.102)
NRCDB(1, 2, 34, 5, q, k) = γ34s12 − s34∆DP1234678(1, 2, 3, 4, 5) (8.103)
where we took into account the cancellation that can occur between this numeratorand the sevenfold-cut residues at the unitarity cuts. But this means we have tointroduce 6 ∗ 6 = 36 new parameters for the six new deltas
∆PB1234678(1, 2, 3, 4, 5) = c1γ12 + c2γ23 + c3γ34 + c4γ45 + c5γ51 + c6γ13 (8.104)∆PB1234578(1, 2, 3, 4, 5) = d1γ12 + d2γ23 + d3γ34 + d4γ45 + d5γ51 + d6γ13 (8.105)∆CPB1234678(1, 2, 3, 4, 5) = g1γ12 + g2γ23 + g3γ34 + g4γ45 + g5γ51 + g6γ13 (8.106)∆CPB1234578(1, 2, 3, 4, 5) = h1γ12 + h2γ23 + h3γ34 + h4γ45 + h5γ51 + h6γ13 (8.107)∆DP12345678(1, 2, 3, 4, 5) = k1γ12 + k2γ23 + k3γ34 + k4γ45 + k5γ51 + k6γ13 (8.108)∆DP1234678(1, 2, 3, 4, 5) = n1γ12 + n2γ23 + n3γ34 + n4γ45 + n5γ51 + n6γ13. (8.109)
Even though the linearity condition gives us 6 ∗ 6 = 36 new equations the numberof free parameters goes up from 11 to 19.
8.2.6 Graph Automorphism
Completely analog to the one-loop case we will use graph automorphism to fix therest of our free parameters. First the doubleboxes must be antisymmetric under the
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exchange of the particles in the massive leg
∆PB1234678(1, 2, 34, 5) = −∆PB1234678(1, 2, 43, 5) (8.110)∆PB1234578(1, 2, 3, 45) = −∆PB1234578(1, 2, 3, 54) (8.111)∆CPB1234678(1, 2, 34, 5) = −∆CPB1234678(1, 2, 43, 5) (8.112)∆CPB1234578(1, 2, 3, 45) = −∆CPB1234578(1, 2, 3, 54) (8.113)∆DP1345678(12, 3, 4, 5) = −∆DP1345678(21, 3, 4, 5) (8.114)∆DP1234678(1, 2, 34, 5) = −∆DP1234678(1, 2, 43, 5) (8.115)
and three other automorphisms for the doubleboxes and the crossed pentabox
NDB(1, 2, 3, 45, q, k) = NDB(2, 1, 45, 3,−q,−k) (8.116)
NLCDB(1, 2, 3, 45, q, k) = NLCDB(1, 2, 45, 3,−q, k) (8.117)
NCPB(1, 2, 3, 4, 5, q, k) = −NCPB(2, 1, 5, 4, 3,−q− p4, k + q− p2 − p3, ). (8.118)
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Plugging in the integrand-decompositions and the ansätze we find 9 ∗ 6 = 54 newequations which fix all parameters
∆PB1234568(1, 2, 3, 4, 5) = 14 (γ15 + γ25 + 2γ12) (8.119)
∆PB1234578(1, 2, 3, 4, 5) = 14 (−γ34 + γ35 + 2γ45) (8.120)
∆PB1234678(1, 2, 3, 4, 5) = 14 (−γ45 + γ35 + 2γ34) (8.121)
∆PB1235678(1, 2, 3, 4, 5) = 14 (γ31 + γ32 − 2γ12) (8.122)
∆CPB1234568(1, 2, 3, 4, 5) = 14 (γ15 + γ25 + 2γ12) (8.123)
∆CPB1234578(1, 2, 3, 4, 5) = 14 (−γ34 + γ35 + 2γ45) (8.124)
∆CPB1234678(1, 2, 3, 4, 5) = 14 (−γ45 + γ35 + 2γ34) (8.125)
∆CPB1235678(1, 2, 3, 4, 5) = 14 (γ31 + γ32 − 2γ12) (8.126)
∆DP2345678(1, 2, 3, 4, 5) = 14 (2γ34 + γ12 + γ15) (8.127)
∆DP1345678(1, 2, 3, 4, 5) = 14 (−2γ12 + γ25 − γ15) (8.128)
∆DP1245678(1, 2, 3, 4, 5) = 14 (−2γ34 + γ12 + γ52) (8.129)
∆DP1235678(1, 2, 3, 4, 5) = 14 (−3γ34 − 3γ35 − 2γ45) (8.130)
∆DP1234678(1, 2, 3, 4, 5) = 14 (2γ34 + γ35 − γ45) (8.131)
∆DP1234578(1, 2, 3, 4, 5) = 14 (γ34 + 2γ35 + 3γ45) (8.132)
∆DP1234568(1, 2, 3, 4, 5) = 14 (2γ34 + γ35 + γ45) (8.133)
∆DP1234567(1, 2, 3, 4, 5) = 14 (−2γ34 − γ35 − γ45.) (8.134)
The solutions are exactly the solutions of the BCJ conform numerators we foundearlier. This means that in the one-loop and the two-loop case demanding a linearansatz was the key step. It increased our minimal set of graphs to the one used bythe BCJ conform presentation and distributed the terms from the unitarity cuts in away that they could be disentangled by graph automorphisms. This was somehowenough to reorder to Feynman diagrams in a way that their corresponding graphssatisfy the BCJ equations.But as we discussed already for the one-loop case this can not be the key ingredientfor the BCJ equations, since we know that there also BCJ representation of amplitudesin theories with non-linear numerators e.g. [109]. Linearity merely simplifies the BCJequations to make the identification of the corresponding amplitudes easier.
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9
Ultra-Violet Behavior
As known since the 1980s N=4 sYM is UV finite [110], however this is only true forfour dimensions. Explicit calculations in higher dimensions [111, 112] established afiniteness bound in D dimensions at L loops as
D < 4 + 6
L
L ≥ 2 (9.1)
which conforms to the finiteness in four dimensions. One of the remaining questionsis if this bound is saturated or not. The question is tightly bound to the issue if thereare any hidden symmetries in N=4 sYM which could further alter the finitenessbound.Furthermore all amplitudes in N=4 sYM are connected through the double copyprocedure to amplitudes in N=8 SUGRA. Here the question of the finiteness ofthe theory is not settled yet. Even though general arguments point out that N=8SUGRA should not be finite recent calculations [92] show that the finiteness boundof N=8 SUGRA seems to follow the one of N=4 sYM and therefore point towardsa finite theory.The UV behavior of the one- and two-loop five-point N=4 sYM were already studiedin [75]. We can determine the critical dimension of any Feynman integral by a simplepower counting argument. In the UV limit all external momenta become infinitesimalsmall compared to the loop momentum so we can neglect them. Doing so we are leftwith an integral of the following form
∫
dDq(2π)D 1(q2 +m2)x (9.2)
where x can be obtained by setting all the external momenta to zero in e.g. equation(6.69). Furthermore we introduced a regulatorm to prevent the integral from vanishingin dimensional regularization. Such an integral will diverge if D ≥ x .
9.1 The One-Loop Amplitude
If we have a look at our one-loop amplitude we can see that the box numeratordiverges in D = 8 dimensions.
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In order to extract the UV divergence we will use dimensional regularization, whichmeans instead of calculating the loop integral in the critical D = 8 dimension wewill shift the dimensions by a 2ε term and extract a pole in the shifting parameterepsilon. The epsilon pole then corresponds to the UV divergence in the criticaldimensions. Here we will show three methods of calculating the UV divergence ofthe Box integral: Direct Integration with Feynman parametrization, Integration-by-parts Identities [113] and Small Momentum Injection. For the first two methods weneed to reintroduce a regulator to the integral, which is done by making the internalmomenta massive
IntB(12, 3, 4, 5, q)→ ∫ dDq(2π)D 1(q2 +m2)4 . (9.3)
To obtain the right integral we should take the limit of the mass going to zero in theend of the calculation.For the last method we will keep two small momenta and let them flow throughthe diagram. This small momentum then will be our regulator. As in the other twomethods we will take the limit of the regulator going to zero in the end.
9.1.1 Direct Integration with Feynman Parametrization
As we can see from eq. (9.3) the box integral is already in the Feynman parametriza-tion. Therefore we can directly turn the integral over the Minkowski space into anEuclidean one by a Wick rotation∫
dDq(2π)D 1(q2 +m2)4 = i
∫
dDqE(2π)D 1(q2E +m2)4 . (9.4)The next step is to introduce spherical coordinates which gives us
i
∫
dDqE(2π)D 1(q2E +m2)4 = i
∫
dqE(2π)DΩD q
D−1
E(q2E +m2)4 (9.5)where ΩD is the surface of the D dimensional sphere and given by
ΩD = 2πD/2Γ(D/2) . (9.6)
The fourth step is a parameter transformation of the form x = q2E
i
∫
dqE(2π)DΩD q
D−1
E(q2E +m2)4 =
iπD/2Γ(D/2)
∫
dx(2π)D x
D/2−1
(x +m2)4 . (9.7)
Now we notice that the remaining integral is actually a combination of Gammafunctions
Γ(a)Γ(b)Γ(a+ b) =
∫
dx
xa−1(1 + x)a+b (9.8)
which gives us
iπD/2Γ(D/2) Γ(D/2)Γ(4− D/2)Γ(4) (m2)D/2−4 (9.9)
= iπD/2Γ(4− D/2)6(2π)D (m2)D/2−4. (9.10)
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The regulator m indicates that the critical dimension is D = 8. As discussed beforeusing dimensional regularization with D = 8− 2ε gives us
iπεΓ(ε)6(4π)4 m−2ε . (9.11)
Now the pole in ε is located in the Gamma function, which can be seen by expandingthe Gamma function in a small argument
Γ(ε) = 1
ε
− γ +O(ε). (9.12)
Together with the expansion of an exponential function
an = enln(a) = 1 + nln(a) +O((nln(a))2) (9.13)
we can take the limit of ε going to zero
iπεΓ(ε)6(4π)4 m−2ε ε→0= i6ε(4π)4 (9.14)
to obtain the leading UV pole of the one-loop amplitude.
9.1.2 Integration-by-Parts Identities
The Integration-by-Parts Identities [114] (see [113] for a nice review) give us thepossibility to connect an integral of the form
T (D,m2,−α) = ∫ dDq(2π)D 1(q2 +m2)α (9.15)
by a recursive relation to an integral with a lower power in the propagator
T (D,m2,−α) = (1− D2(α − 1)
) 1
m2T (D,m2 − α + 1). (9.16)
As a convention we choose to promote the integral with α = 3 to the master integral
T (D,m2,−3) = imD−6Ω(D)(2π)D
∫
dQQD−1(Q2 + 1)3 (9.17)
= −i 2mD−628(π)D/2Γ(D/2) 12 Γ(D/2)Γ(3− D/2)Γ(3) (9.18)
= −imD−6Γ(3− D/2)29(π)D/2 . (9.19)
In our case, as we can see from eq. (9.3), we have∫
dDq(2π)D 1(q2 +m)4 = T (D,m2,−4). (9.20)
Using the recursive formula once and then the known result for T (D,m2,−3) we find
T (D,m2,−4) = −i(1− D6
) 1
m2
mD−6Γ(3− D/2)29(π)D/2 (9.21)
= −i(1− D6
)
mD−8Γ(3− D/2)29(π)D/2 . (9.22)
88
From our regulator we can identify the critical dimensions D = 8 − 2ε . Pluggingthis into our expression and using an identity of the Γs
Γ(ε − n) = (−1)n−1 Γ(−ε)Γ(1 + ε)Γ(n+ 1− ε) , (9.23)
we can expose the pole in ε
−i
(1− 8− 2ε6
)
m−2επεΓ(−ε)Γ(1 + ε)2(4π)4Γ(2− ε) . (9.24)
Taking the limit of ε going to zero and with the expansion for Γ and the exponentialfunction we obtain
−i
(1− 8− 2ε6
)
m−2επεΓ(−ε)Γ(1 + ε)2(4π)4Γ(2− ε) ε→0= i6ε(4π)4 . (9.25)
9.1.3 Small-Momentum-Injection
In order to obtain the UV pole with the small-momentum-injection we won’t directlysend all external momenta to zero. Instead we will keep two external momenta, whichreduces our box integral to a bubble one. The only information left from the legswhere the external momenta are set to zero is the power the propagators are raisedto, which is denoted by a dot in figure 9.1. In our example we have the followingintegral∫
dDq(2π)D 1(q− p3)2q2(q+ p4)2(q+ p4 + p5)2
p3,5→0= ∫ dDq(2π)D 1q4(q+ p4)4 (9.26)
= ∫ dDq(2π)D 1D2p1D2p2 (9.27)
where Dp1 and Dp2 are
Dp1 = (q+ p)2 (9.28)
Dp2 = q2. (9.29)
1
2
3 4
5
p p
q
Figure 9.1: Small-momentum-injection of an one-loop box integral where the bubbleintegral has been obtained in the limit where p3,5 → 0
The advantage of this method is that these integrals are known for each powerof the propagators in form of the following function [115]∫
dDq(2π)D 1Dn1p1Dn2p2 = i
(p2)D/2−n1−n2(4π)D/2 G(n1, n2) (9.30)
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where G(n1, n2) can be expressed in terms of Gamma functions
G(n1, n2) = Γ(−D/2 + n1 + n2)Γ(D/2− n1)Γ(D/2− n2)Γ(n1)Γ(n2)Γ(D − n1 − n2) . (9.31)
Back to our case we find for our integral
∫
dDq(2π)D 1D2p1D2p2 = i
(p2)D/2−4(4π)D/2 G(2, 2) (9.32)
where we can see from our regulator that the critical dimension is D = 8 − 2ε .Plugging this in we find
= i (p)−2ε (4π)ε(4π)4 Γ(ε)Γ(2− ε)Γ(2− ε)Γ(4− 2ε) . (9.33)
In the last step we send epsilon to zero. Together with the expansion of the Gammafunction we find
i
(p)−2ε (4π)ε(4π)4 Γ(ε)Γ(2− ε)Γ(2− ε)Γ(4− 2ε) ε→0= i6(4π)4ε . (9.34)
With this expression of the UV pole we can now go back to our full amplitude andexpose the divergence of the full one-loop amplitude.
9.1.4 UV poles of the Full One-Loop Amplitude
In order to determine the UV Pole of the full amplitude we should first remindourselves of the full one-loop amplitude
A1-loop = ig5 ∑
all perm
110β12345CP IntP + 14 γ12s12CBIntB. (9.35)
As we have argued earlier the leading UV pole comes only from the box integral,therefore we can neglect the pentagon integral IntP . It is convenient to turn thestructure constant of the box integral
CB = f 12bf bcgf c3df d4ef e5g. (9.36)
into traces over the generators like we did in the section about color-ordered ampli-tudes
CB = N(T 12345 + T 12543 − T 21345 − T 21543) + 2T 123T 45 + 2T 124T 35
+2T 125T 34 − 2T 213T 45 − 2T 214T 35 − 2T 215T 34. (9.37)
where we used the notation
T ijklm = T r(T iT jT kT lTm). (9.38)
But since the sum in (9.35) runs over all permutation of external legs we also haveto take into account the different orderings of external legs can contribute to one
90
trace. Collecting all the pieces from different orderings and taking into account theprefactor of 14 of the box in (9.35) we arrive at
A1−loop∣∣UV = −g5 16(4π)4ε
[
NTr(T 1T 2T 3T 4T 5)(γ12
s12 + γ23s23 + γ34s34 + γ45s45 + γ51s15
)
+6T r(T 1T 2T 3)T r(T 4T 5)(γ12
s12 + γ23s23 + γ31s31
)+ perms]
(9.39)
which is the leading UV divergence of the five-point one-loop amplitude at D = 8as previously presented in [75].
9.2 The Two-Loop Amplitude
The UV divergence at two-loop can be obtained in a similar way to the one-loop case.We will calculate the integral by a recursive use of the small-momentum-injectionmethod and then obtain the divergence of the full amplitude by summing over allorderings of external legs.By power counting we can conclude that the first UV divergence occurs at D = 7. Thisdivergence only occurs in the doubleboxes since the q2 dependence in the propagatorsof the other graphs drops out. This comes from the fact that our numerators are atmost linear in loop momentum and can be easily seen by expanding the denominatorsin terms of scalar products in eq. (7.69).Other than in the one-loop case we have two two-point functions appearing in the UVlimit. The planar doublebox reduces to a two-point function V P and the non-planarleft and right crossed doublebox to a two-point function VNP . Both integrals aredisplayed in figure 9.2.
Figure 9.2: Two-loop planar and non-planar doubleboxes reduce to the correspondingbubble integrals in small-momentum-injection limit
We can calculate these bubble integrals with the small-momentum-injection method.
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Therefore we will only keep two momenta and call the remaining momenta p
V P = ∫ dDq(2π)D d
Dk(2π)D 1(p− k)2 1(k2)2 1q2 1((k − q)2)3 (9.40)
VNP = ∫ dDq(2π)D d
Dk(2π)D 1(p− k)2 1(k2)2 1(q2)2 1((k − q)2)2 . (9.41)
In contrast to the one-loop case we now have two integrals over the loop momenta.But we can overcome this difficulty by recursively using the small-momentum injec-tion. In detail this means we will first calculate the loop in the top of the diagram,absorb the momentum factor into the left over propagators and then calculate thesecond loop. For the planar case this takes the following form
V P = i∫ dDk(2π)D 1(p− k)2 1(k2)2 (k
2)D/2−4(4π)D/2 G(1, 3) (9.42)
= − 1(4π)D (p2)D−7G(1, 6− D2 )G(1, 3) (9.43)
= − 1(4π)D (p2)D−7 Γ(7− D)(Γ(D/2− 1))
2Γ(D − 6)Γ(6− D/2)Γ(3/2D − 7) Γ(4− D/2)Γ(D/2− 3)2Γ(D − 4) . (9.44)
From the regulator we can see that this integral diverges at D = 7 as we expectedfrom power counting. Using the shifting parameter epsilon we calculate the integralat D = 7− 2ε dimensions and taking the limit of epsilon going to zero we find forthe planar integral
V P
ε→0= − π20(4π)7ε . (9.45)
The non-planar integral can be obtained in the same way as we have obtained theplanar one
VNP = i ∫ dDk(2π)D 1(p− k)2 1(k2)2 (k
2)D/2−4(4π)D/2 G(2, 2) (9.46)
= − 1
πD
(k2)D−7G(1, 6− D2 )G(2, 2) (9.47)
= − 1
πD
(k2)D−7Γ(7− D)Γ(D/2− 1)Γ(D − 6)Γ(6− D/2)Γ(3/2D − 7) Γ(4− D/2)(Γ(D/2− 2))
2
Γ(D − 4) . (9.48)
As in the planar case this integral will diverge at D = 7. Shifting the dimension by
D = 7− 2ε we can extract the following pole in epsilon
VNP
ε→0= − π30(4π)7ε . (9.49)
9.2.1 UV poles of the Full Two-Loop Amplitude
In order to obtain the leading UV pole of the full amplitude we should first remindourselves of the full two-loop amplitude.
A2−loop = −g7 ∑
all perm
(12CPBIntPB + 14CCPBIntCPB + 14CDP IntDP
+12CDBIntDB + 14C LCDBIntLCDB + 14CRCDBIntRCDB
) (9.50)
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Since the planar and non-planar doubleboxes will diverge first we can neglect thepentabox, crossed pentabox and the double penta for the leading UV divergence.Furthermore it is convenient to transform the product of structure into traces overgenerators
CDB = T 12345 − 2T 13245 + T 21345 − 2T 23145 + T 31245 + T 32145
−T 41235 + 2T 41325 − T 42135 + 2T 42315 − T 43125 − T 43215
+N (−3T 12T 345 + 3T 12T 435)
+N2 (T 12345 + T 32145 − T 41235 − T 43215)
(9.51)
C LCDB = T 12345 + 2T 13245 − T 21345 + 2T 23145 − T 31245 − T 32145
+T 41235 − 2T 41325 + T 42135 − 2T 42135 + T 43125 + T 43215
+N (T 23T 145 + T 13T 245 − 2T 12T 345 − T 23T 415
−T 13T 425 + 2T 12T 435)
(9.52)
CRCDB = T 12345 + 2T 13245 − T 21345 + 2T 23145 − T 31245 − T 32145
+T 41235 − 2T 41325 + T 42135 − 2T 42135 + T 43125 + T 43215
+N (T 23T 145 + T 13T 245 − 2T 12T 345 − T 23T 415
−T 13T 425 + 2T 12T 435) .
(9.53)
The first thing to note is that the left and right crossed doublebox have the samecolor factor namely C LCDB = CRCDB . This means instead of keeping track of bothwe can just add them together.As in the one-loop case the sum in (9.50) runs over all ordering of external legs,therefore we need to collect all the pieces that belong to a certain color trace. Doingso we can find the following UV divergence of the full amplitude
A2−loop = −g7 [(N2V P + 12(V P + VNP ))T r(T 1T 2T 3T 4T 5)(5β12345 + γ12
s12 (s35 − 2s12) + γ12s12 (s35 − 2s12) + γ23s23 (s14 − 2s23)
+γ34
s34 (s25 − 2s34) + γ45s45 (s13 − 2s45) + γ51s15 (s24 − 2s15)
)
−12N(V P + VNP )T r(T 1T 2T 3)T r(T 4T 5)s45(γ12
s12 + γ23s23 + γ31s31
)
+perms] .
(9.54)
The UV pole of the two-loop five-point amplitude is in full agreement with the resultspresented earlier in [75].
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10
Conclusion
This work focused on the development of new mathematical methods for comput-ing multi-loop scattering amplitudes in gauge theories, aiming at the combined useof multiloop integrand-decomposition, unitarity-based methods, and color-kinematic
duality.We have shown, for the first time, how the recently introduced multi-loop integrand-reduction technique can be combined with a unitarity-based construction of the in-tegrand, yielding the decomposition of scattering amplitudes in terms of independentintegrals.We discussed the generic features of this novel reduction algorithm, based onmultivariate polynomial division and basic principles of algebraic geometry, and weapplied it to the one- and two-loop five-point amplitudes in N = 4 sYM. Theintegrands of the multiple-cuts were built as products of tree-level amplitudes withinthe super-amplitudes formalism, accounting for the whole particle content of the whole
N = 4 super-multiplets which can run in the loops. The reduction of the amplitudesin terms of independent integrals was achieved by fitting the multiple-cut residuesanalytically. The parametric form of the residue could be determined a priori bymeans of successive polynomial divisions using the Gröbner basis generated from thedenominators that go simultaneously the on-shell.In this work, the integrand-reduction method has been exploited to investigate thecolor-kinematic duality for multi-loop N = 4 sYM scattering amplitudes. We aimedat understanding how the shape of the residues at the multiple-cuts can be madecompatible with a cut-reconstruction of graph numerators which automatically sat-isfy the color-kinematic dualities. Furthermore we provided the first step into a newresearch direction, namely how symmetries can restrict the number of monomials ina residue. Through the integrand-reduction we know that the each monomial in theintegrand is corresponding to a potential master integral. Therefore we can use sym-metries of the integrand to further reduce the number of appearing master integrals.We finally extracted the leading ultra-violet divergences of the one- and two-loopfive-point amplitudes in N = 4 sYM, which represent a paradigmatic example forstudying the UV behavior of supersymmetric amplitudes.
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Appendix
11.1 Merging of the One-Loop Integrand
The product of generating functions for the one-loop amplitude is given by
I(q) = AMHV4 (1, 2,−l2, l5)AMHV3 (l2, 3,−l3)AMHV3 (l3, 4,−l4)
AMHV3 (l4, 5,−l5). (11.1)
Plugging in the generating functions for N=4 sYM we find the following expression∫
d4ηl2d4ηl3d4ηl4d4ηl5 δ (8) (λ1η1 + λ2η2 − λl2ηl2 + λl5ηl5 )
δ4([3 l3]ηl2 + [l3 l2]η3 + [l2 3]ηl3 )δ (8) (λl3ηl3 + λ4η4 − λl4ηl4 )
δ4 ([5 l5]ηl4 + [l4 l5]η5 + [l4 5]ηl5 )
(11.2)
= ([3 l3][5 l5])4 ∫ d4ηl2d4ηl3d4ηl4d4ηl5 δ (8) (λ1η1 + λ2η2 − λl2ηl2 + λl5ηl5 )
δ4(ηl2 + [l3 l2][3 l3] η3 + [l2 3][3 l3]ηl3 )δ (8) (λl3ηl3 + λ4η4 − λl4ηl4 )
δ4
(
ηl4 + [l4 l5][5 l5] η5 + [l4 5][5 l5]ηl5
) (11.3)
= ([3 l3][5 l5])4 ∫ d4ηl3d4ηl5
δ (8)
(
λ1η1 + λ2η2 + λl2
( [l3 l2][3 l3] η3 + [l2 3][3 l3]ηl3
)+ λl5ηl5
)
δ (8)
(
λl3ηl3 + λ4η4 + λl4
( [l5 l4][5 l5] η5 + [l4 5][5 l5]ηl5
))
.
(11.4)
From the momentum conservation at the all incoming MHV three point vertices wefind the following identity
0 = /pi + /pj + /pk (11.5)= λαi [i k ] + λαj [j k ] (11.6)
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where we obtained the last line by contracting the expression with a k ]. With thisidentity we can now continue to calculate the quadruple-cut residue
([3 l3][5 l5])4 ∫ d4ηl3d4ηl5
δ (8)
(
λ1η1 + λ2η2 + λl2
( [l3 l2][3 l3] η3 + [l2 3][3 l3]ηl3
)+ λl5ηl5
)
δ (8)
(
λl3ηl3 + λ4η4 + λl4
( [l5 l4][5 l5] η5 + [l4 5][5 l5]ηl5
)) (11.7)
= ([3 l3][5 l5])4 ∫ d4ηl3d4ηl5
δ (8) (λ1η1 + λ2η2 + λ3η3 − λl3ηl3 + λl5ηl5 )
δ (8) (λl3ηl3 + λ4η4 + λ5η5 − λl5ηl5 )
(11.8)
= ([3 l3][5 l5])4 ∫ d4ηl3d4ηl5
δ (8) (λ1η1 + λ2η2 + λ3η3 + λ4η4 + λ5η5)
δ (8) (λl3ηl3 + λ4η4 + λ5η5 − λl5ηl5 )
(11.9)
where we have obtained the last line by the identity δ(A)δ(B) = δ(A + B)δ(B).Continuing our calculation we find
([3 l3][5 l5])4 ∫ d4ηl3d4ηl5δ (8)
( 5∑
i=1
λiηi
)
δ (8) (λl3ηl3 + λ4η4 + λ5η5 − λl5ηl5 )
(11.10)
= ([3 l3][5 l5])4 δ (8)
( 5∑
i=1
λiηi
)∫
d4ηl3d4ηl5
4∏
a=1
(
〈l3 4〉ηal3ηa4 + 〈4 l5〉ηa4ηal5 + 〈l4 l5〉ηal4ηal5 + 〈l3 l5〉ηal3ηal5 + 〈l3 l4〉ηal3ηal4)
(11.11)
= ([3 l3]〈l3 l5〉[5 l5])4 δ (8)
( 5∑
i=1
λiηi
)
(11.12)
Putting this together with the denominator we find
I(q) = δ (8)
(∑5
i=1 λiηi
) ([3 l3]〈l3 l5〉[5 l5])4
〈1 2〉〈2 l2〉〈l2 l5〉〈l5 1〉[l2 3][3 l3][l3 l2]〈l3 4〉〈4 l4〉〈l4 l3〉[l4 5][5 l5][l5 l4] . (11.13)Using momentum conservation to cancel as many spinor products as possible wearrive at equation (6.22)
I(q) = −δ (8)
( 5∑
i=1
λiηi
)
〈3| /l5|5][3 4]
〈1 2〉〈2 3〉〈3 4〉〈5 1〉 . (11.14)
11.2 Monomials in the Residues
The monomials which parametrize the residues of the pentabox, crossed pentaboxand the double penta have been obtained in [106]. For convenience we will just state
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the main results here.
11.2.1 Pentabox
The pentabox in N=4 sYM had four sevenfold-cut residues ∆PB1235678(1, 2, 3, 4, 5) ,∆PB1234678(1, 2, 34, 5) , ∆PB1234578(1, 2, 3, 45) and ∆PB1234568(1, 2, 3, 4, 5) and an eightfold-cut residue ∆PB12345678(1, 2, 3, 4, 5) . If we use the following general decomposition forthe loop momentum
qµ = −pµ0 + 4∑
i=1
xiτ
µ
i k
µ = −rµ0 + 4∑
i=1
yiε
µ
i (11.15)
we can write down a basis for each cut

r
µ0 = 0µ, eµ1 = pµ3, eµ2 = pµ4, eµ3 = 〈3|γµ|4]2 , eµ4 = 〈4|γ
µ|3]2 ,
pµ0 = 0µ, τµ1 = pµ2, τµ2 = pµ1, τµ3 = 〈2|γµ|1]2 , τµ4 = 〈1|γ
µ|2]2 ,
x1 = (q·p1)(p1·p2) , x2 = (q·p2)(p1·p2 ) , y1 = (k·p4 )(p3·p4 ) , y2 = (k·p3 )(p3·p4) ;
(11.16)


r
µ0 = 0µ, eµ1 = pµ1, eµ2 = pµ3, eµ3,4 = 〈3|2|1]〈1|γµ|3]± 〈1|2|3]〈3|γµ|1]4 ,
p
µ0 = 0µ, τµ1 = pµ1, τµ2 = pµ3, τµ3,4 = 〈3|2|1]〈1|γµ|3]± 〈1|2|3]〈3|γµ|1]4 ,
x1 = (q·p3)(p1·p3) , x4 = (q·τ4)τ24 , y1 = (k·p3 )(p1·p3 ) , y4 = (k·e4)e24 ;
(11.17)


r
µ0 = 0µ, eµ1,4 = 〈3|2|1]〈1|γµ|3]∓ 〈1|2|3]〈3|γµ|1]4 eµ2 = pµ3,
e
µ3 = pµ1,
p
µ0 = −pµ4, τµ1,4 = 〈3|2|1]〈1|γµ|3]∓ 〈1|2|3]〈3|γµ|1]4 , τµ2 = pµ3,
τ
µ3 = pµ1,
x1 = ((q−p4)·e1)e21 , x2 = ((q−p4 )·p1)(p1·p3) , y1 = (k·τ1 )τ21 , y3 = (k·p3 )(p1·p3) .
.(11.18)
The monomials of the residues can be obtained through a multivariate polynomialdivision of a generic integrand. These monomials are shown in table 11.2.1.1
11.2.2 Crossed Pentabox
The crossed pentabox has also four sevenfold-cut residues ∆CPB1235678(1, 2, 3, 4, 5) ,∆CPB1234678(1, 2, 34, 5) , ∆CPB1234578(1, 2, 3, 45) and ∆CPB1234568(1, 2, 3, 4, 5) and an eightfold-cut residue ∆CPB12345678(1, 2, 3, 4, 5). With the same basis as for the pentabox we canfind the monomials displayed in table 11.2.2.
1The differences to the tables in [106] stem from a different labeling of the propagators.
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cut bases z Monomials in the residue
(12345678) Eq. (11.16) (y4, y3, y2, y1, x4, x3, x2, x1) S12345678 = {1, x1, y1, y2}
(1234568) Eq. (11.16) (y4, y3, y2, y1, x4, x3, x2, x1) S1234568 = {1, x1, x21 , x31 , x41 , x2, x1x2,
x21 x2, x31 x2, y1, x1y1, x21y1, x31y1, x41y1,
x2y1, x1x2y1, x21 x2y1, x31 x2y1, y21, x1y21,
x2y21, y31, x1y31, x2y31, y41, x1y41, x2y41, y2,
x1y2, y1y2, y21y2, y31y2}(1235678) Eq. (11.16) (y4, y3, y2, y1, x4, x3, x2, x1) S1234678 = S1234568
(1234578) Eq. (11.17) (y4, y3, y2, y1, x4, x3, x2, x1) S1234578 = {1, x2, x22 , x32 , x42 , x4, x2x4,
x22 x4, x32 x4, y1, x2y1, x22y1, x32y1, x42y1, x4y1,
x2x4y1, x22x4y1, x32x4y1, y21, x2y21, x4y21, y31, x2y31,
x4y31, y41, x2y41, x4y41, y4, x2y4, y1y4,
y21y4, y31y4}(1234678) Eq. (11.18) (y4, y3, y2, y1, x4, x3, x2, x1) S1235678 = {1, x1, x21 , x31 , x41 , x2,
x1x2, x21 x2, x31 x2, y1, x1y1, x21y1,
x31y1, x41y1, x2y1, x1x2y1, x21 x2y1, x31 x2y1,
y21, x1y21, x2y21, y31, x1y31, x2y31,
y41, x1y41, x2y41, y3, x1y3, y1y3, y21y3, y31y3}
Table 11.1: Set of monomials parametrizing the residues entering the decompositionof the five-point pentabox diagram. They have all been found using degree lexi-cographic monomial ordering. For each cut the bases and the chosen ordering forloop-variables are shown as well.
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cut bases z Monomials in the residue
(12345678) Eq. (11.16) (x4, x3, x2, y3, y4, x1, y2, y1) S12345678 = {1, x1, y1, y2}
(1234568) Eq. (11.16) (y4, y3, y2, y1, x4, x3, x2, x1) S1234568 = {1, x1, x21 , x31 , x41 , x51 , x61 , x2,
x1x2, x21x2, x31 x2, x41 x2, x51 x2,
y1, x1y1, x21y1, x31y1, x41y1, x51y1, x2y1,
x1x2y1, x21 x2y1, x31 x2y1, x41 x2y1, y21, x1y21,
x2y21, y31, x1y31, x2y31, y41, x1y41, x2y41, y2,
x1y2, y1y2, y21y2, y31y2}(1235678) Eq. (11.16) (y4, y3, y2, y1, x4, x3, x2, x1) S1234678 = S1234568
(1234578) Eq. (11.17) (y4, y3, y2, y1, x4, x3, x2, x1) S1234578 = {1, x2, x22 , x32 , x42 , x52 , x62 , x4,
x2x4, x22x4, x32 x4, x42 x4, x52 x4, y1, x2y1,
x22y1, x32y1, x42y1, x52y1, x4y1, x2x4y1, x22 x4y1,
x32x4y1, x42x4y1, y21, x2y21, x4y21, y31, x2y31,
x4y31, y41, x2y41, x4y41, y4, x2y4, y1y4, y21y4, y31y4}(1234678) Eq. (11.18) (y4, y2, y3, y1, x4, x3, x2, x1) S1235678 = {1, x1, x21 , x31 , x41 , x51 , x61 , x2,
x1x2, x21x2, x31 x2, x41 x2, x51 x2, y1,
x1y1, x21y1, x2y1, x1x2y1, y21, x1y21, x21y21,
x2y21, x1x2y21, y31, x1y31, x21y31, x2y31, x1x2y31,
y41, x1y41, x21y41, x2y41, x1x2y41, y3, x1y3,
y1y3, y21y3, y31y3}
11.2.3 Double Penta
The double penta has eight sevenfold-cut residues. But we also know that it isinvariant under the transformation
p
µ1 ↔ pµ3 pµ4 ↔ pµ2 qµ ↔ kµ (11.19)
therefore it is enough to parametrize the residues ∆DP12345678 , ∆DP2345678 , ∆DP1345678 ,∆DP1245678 and ∆DP1234567 . The basis for each cut in terms of the general decomposition(11.15) are given by:

r
µ0 = 0µ, eµ1 = pµ4, eµ2 = pµ3, eµ3 = 〈4|γµ|3]2 , eµ4 = 〈3|γ
µ|4]2 ,
p
µ0 = 0µ, τµ1 = pµ2, τµ2 = pµ1, τµ3 = 〈2|γµ|1]2 , τµ4 = 〈1|γ
µ|2]2 ,
x1 = (q·p1 )(p2·p1) , x2 = (q·p2)(p2·p1 ) , y1 = (k·p3 )(p3·p4) , y2 = (k·p4 )(p3·p4) ;
(11.20)


r
µ0 = 0µ, eµ1 = pµ1, eµ2 = pµ3,
e
µ3,4 = 〈1|4|3]〈3|γµ|1]± 〈3|4|1]〈1|γµ|3]4 ,
p
µ0 = −pµ3, τµ1 = pµ1, τµ2 = pµ3,
τ
µ3,4 = 〈1|4|3]〈3|γµ|1]± 〈3|4|1]〈1|γµ|3]4 ,
x2 = ((q+p3)·p1)(p1·p3 ) , x4 = ((q+p3)·τ4 )τ24 , y1 = (k·p3 )(p1·p3) , y4 = (k·e4)e24 .
(11.21)
The monomials appearing in each residue are given in table 11.2.3
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cut bases z Monomials in the residue
(12345678) Eq. (11.20) (y4, y3, y2, y1, x4, x3, x2, x1) S12345678 = {1, y1, x1, y1x1, x21 , x31 , x2, x1x2}(2345678) Eq. (11.20) (x4, x3, x2, x1, y4, y3, y2, y1) S1345678 = {1, y1, y21, y31, y41, y51, y61, y2, y1y2,
y21y2, y31y2, y41y2, y51y2, x1,
y1x1, y21x1, y31x1, y41x1, y51x1,
y2x1, y1y2x1, y21y2x1, y31y2x1,
y41y2x1, x21 , y1x21 , y2x21 , x31 , y1x31 ,
y2x31 , x41 , y1x41 , y2x41 ,
x2, y1x2, x1x2, x21 x2, x31 x2}(1245678) Eq. (11.20) (x4, x3, x2, x1, y4, y3, y2, y1) S1245678 = S1345678
(1345678) Eq. (11.21) (x1, x3, x2, x4, y3, y4, y2, y1) S2345678 = {1, y1, y21, y31, y41, y51, y61, y4, y1y4,
y21y4, y31y4, y41y4, y51y4, x2, y1x2,
x4, y1x4, y21x4, y31x4, y41x4, y51x4,
y4x4, y1y4x4, y21y4x4, y31y4x4,
y41y4x4, x2x4, x24 , y1x24 , y4x24 ,
x2x24 , x34 , y1x34 , y4x34 , x2x34 , x44 , y1x44 , y4x44
}
,
(1234568) Eq. (11.20) (x4, x3, x2, x1, y4, y3, y2, y1) S123567 = {1, y1, y21, y31, y41, y2, y1y2, y21y2, y31y2,
x1, y1x1, y21x1, y31x1, y41x1, y2x1, y1y2x1,
y21y2x1, y31y2x1, x21 , y1x21 , y2x21 , x31 ,
y1x31 , y2x31 , x41 , y1x41 , y2x41 , x2, y1x2,
x1x2, x21 x2, x31 x2}
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