Introduction
Upper tropospheric and stratospheric turbulence (altitudes ~ 12-25 km) is an atmospheric phenomenon that has a significant impact on many DoD operations. In particular, optical turbulence (i.e., high frequency fluctuations in the temperature fields) can be a limiting factor in laser propagation for both weapon (e.g., Airborne Laser) and optical communication systems. Optical turbulence along a laser's path acts to defocus the beam and thus reduces the energy per unit area on a target. When used for visible spectrum high-band width communications, strong optical turbulence can cause significant data dropouts. At the altitudes between 12 and 25 km the atmosphere is generally stably stratified with embedded optically turbulent layers on the orders of 1 to 100 m thick in the vertical and tens to hundreds of km long in the horizontal. While there is a need for real-time forecasts of high altitude turbulence, the vertical scale of the phenomena precludes its explicit depiction by operational numerical weather prediction models. The current approach is to use statistical parameterizations relating vertical temperature gradients and wind shear to optical turbulence (i.e., Dewan et al. 1993; Walters and Miller 1999; Jackson 2004) . However none of these techniques come close to fully representing the needs of DoD (e.g., Ruggiero and Debenedictis 2002) . While Direct Numerical Simulations (DNS) and for some cases Large-Eddy Simulations (LES) have the ability to explicitly resolve atmospheric turbulence, they are not currently practical for real-time applications due to their computational intensive nature.
The overall goal of this Challenge project is to improve both prognostic and diagnostic sub-grid scale (SGS) parameterizations of the Weather Research and Forecast (WRF; CHSSI-CWO-6) mesoscale National Weather Prediction (NWP) model for the stably stratified flows that occur in the upper troposphere and stratosphere. Specifically, two approaches are being used. In the first, a microscale model is being used to provide very high resolution depictions of atmospheric phenomena associated with high altitude turbulence previously not simulated with 3-dimensional computational fluid dynamic codes. The second approach is to run a combined DNS/LES campaign to improve the LES SGS parameterizations. Once confidence exists in the LES' ability to handle the turbulent phenomena, it will then be used to simulate turbulence events for more cases and larger domains currently possible with DNS. Eventually both approaches will use the statistics generated from the depictions to provide a basis for a Bayesian Hierarchical Model that will provide data for producing probabilistic forecasts of turbulence. Such a probabilistic methodology will combine compiled atmospheric data of observed stability profiles and measured optical turbulence-related quantities (e.g., the refractive index structure constant, C n 2 ) with highresolution simulation results for quantities that cannot be obtained via current measurement techniques, e.g., probability distributions of unresolved small-scale Reynolds stress or heat-flux.
In this paper we will describe initial results from both approaches. In section 2, results will be presented of 3-dimensional simulations of gravity waves generated and radiating out from an upper tropospheric jet. In section 3, results will be presented of expanded DNS simulations of atmospheric wind shear generated Kelvin-Helmholtz billows. The future plans of the project will be discussed in section 4.
Jet Stream Induced Gravity Waves
The jet stream induced gravity waves simulations were carried out using the Arizona State University Microscale Model. The model uses the fully threedimensional Navier-Stokes equations with a background rotation, based on the anelastic approximation that filters the sound waves, thus allowing the governing equations to be integrated numerically using larger time steps. The model equations are written in the divergence-vorticity form where each variable is separated into its background and perturbation parts.
In the simulations presented in this paper, a tropopause is simulated at a height of 15 km and a relatively narrow jet stream is centered just below the tropopause at a height of 14 km. The half-width of the jet in the vertical is 200 m. These are the background conditions for the simulations and are maintained by the horizontal boundary conditions for the mean flow variables. Periodic streamwise and spanwise horizontal boundary conditions are used for the perturbations. Simulations are carried out using a domain of 40 km x 40 km x 40 km. The horizontal grid spacing was uniformly approximately 160 m. In the vertical, a stretched grid is used with 512 levels and a grid spacing that decreases to 10 m within the jet region where the instabilities develop. The numerical scheme used is semi-implicit, second-order accurate in time, with a time step of 0.4 s. Figure 1 presents a Hovmoller plot of three quantities at a height of 14.3 km (in the upper jet flank). In Figure  1a the vertical velocity initially and up to 1600 s shows smooth contour evolution accompanying the linear growth stage. During this stage, the phase lines present similar tilts oriented in a way which indicates that the instability has positive speed. This is expected since the background flow is positive in that region. Between 1600 and 2400 s the vertical velocity reaches its maximum amplitude but still shows organized phase tilts. After 2800 s the vertical velocity field shows patterns that contrast significantly with the linear growth phase. These contours that are more complicated, suggesting a development of a fully turbulent stage. By this time the linear growth stage has ended. Similar evolution is also found in the perturbation of the potential temperature field in Figure 1b . The development of the turbulent stage and the three dimensional character of its evolution is present in Figure 1c where the spanwise-time (y-t) cross-section of the spanwise velocity is presented. During the linear growth stage, the spanwise velocity shows small amplitude, with two-dimensional structures dominating the field. The Figure 1c also shows the presence of some spanwise structures projecting into small wave numbers during the linear growth phase. The small scale structures found near the initial time are due to the initial perturbation which was chosen so that all wavenumbers are presented with the same amplitude but with random phase. It can be noted that the spanwise velocity shows small amplitude and less structure even when the vertical velocity is at it's greatest at time = 2000s. After 2800 s, the patterns of spanwise velocity change dramatically compared to earlier times, with large amplitudes and more complicated structures which coincide with the transition from well organized phases to complicated ones exhibited in the plots of vertical velocity and potential temperature. The vertical propagation of these waves can be seen in Figure 2 , where the altitude cross section for potential temperature is shown. It can be seen that the phase lines of the waves descend with time from the jet. This indicates that the vertical phase speeds of these waves are negative, which implies for gravity waves, that their group velocity is positive. Below the jet, although less clear, the phase lines rise with time indicating downward vertical group velocities. Thus these waves are generated from the jet and act to transport energy and momentum flux away from it. 
Expanded Kelvin-Helmholtz DNS Simulations
The Kelvin-Helmholtz simulations were carried out using a DNS code that employs a pseudo-spectral algorithm involving Fourier and Chebyshev spatial discretizations of the incompressible Navier-Stokes equations. Nonlinear terms are evaluated efficiently in physical space; differentiation operations are carried out in spectral space. Time advancement is in spectral space. Linear terms are treated implicitly, while nonlinear terms are handled explicitly, using a mixed implicit/explicit 3 rdorder Runge-Kutta scheme developed by Spalart, et al. (1991) that requires the same storage as most 2 nd -order schemes. Depending on the specific application (i.e., wave-breaking, shear, or convection), different spatial representations are employed.
Possible boundary conditions include stress-free, no-slip, fixed-temperature, or heat-flux, radiative, incident gravity waves, or any combination thereof. Potential truncation errors for the Chebyshev discretization are removed using the "tau"-correction (Werne, 1995) .
Vertical stacking of Chebyshev domains is possible. For shear-instability and reduced-equation studies, greater computation speeds are achieved by employing simpler boundary conditions permitted by these problems. Stress-free top and bottom boundaries permit Fourier discretizations in the vertical, and complicated inversion operations can be avoided.
In the past year several new series of DNS simulations for both atmospheric wind shear and atmospheric gravity-wave breaking on large domains have been conducted.
The simulations have been designed to support SGS model improvements for LES and the accumulation of conditional probability and physics "prior" statistical distributions for the Bayesian hierarchical approach to SGS meso-scale modeling. The simulations have been constructed using non-dimensional variables and coordinates so that they may be applied to atmospheric shear and wave-breaking events of varying length and time-scales by rescaling the computed solutions (e.g., see Kelley, et al. 2005 ).
The gravity-wave simulations have produced significant results related to the collapse of finiteamplitude internal waves and the associated development of wave-induced turbulence.
These results cast considerable doubt on current SGS descriptions of wave/mean-flow coupling (i.e., so-called atmospheric linear saturation theories), and exhibit dependences on wave properties that suggest and support a probabilistic approach (see, e.g., Fritts, et al. 2005) . The wind-shear simulations have similarly produced significant new results. They were conducted using much larger (i.e., 24 times larger) domains than we were able to achieve previously. The new solutions include four KelvinHelmholtz (KH) billows and extend two KH wavelengths in the spanwise direction. Previous solutions included only one KH billow and extended only 1/3 in span. The new solutions are necessary because the late-time dynamics of our previous simulations were restricted by the small domain size and did not permit adequate statistical characterization. This affected the ability to evaluate the LES SGS at late times, when the mean state restratifies and long-lived fossil turbulence remnants form. In the remainder of this section, the focus will be on the important findings of the new wind-shear results. Details related to the wave-breaking simulations can be found in Fritts, et al. (2005) and Fritts, et al. (2003) . At early times (i.e., t<100 for Ri=0.05), the basic flow dynamics of these new solutions are similar to those obtained previously in smaller domains. Billow formation and initial turbulence development appear to be basically the same. At late times, however, significant differences are evident. In particular, the breakup of the billows and subsequent turbulence decay are observed to be associated with large-scale processes that cannot be accommodated in the smaller domains. For example, at Ri=0.05, high-speed and low-speed streaks and jets with widths of 1/3 to 1/2 spontaneously appear after about 4 buoyancy periods. These jets mix regions of the billow cores with the braid regions that connect neighboring billows. Similarly, for Ri=0.2, horizontally propagating vortex rings form at t 65 to 80. These rings transport enstrophy horizontally from the turbulent billow cores and instigate mixing of the braid regions. Only 7 or 8 vortex rings are seen to form; hence, the probability of their occurrence in the smaller domain is less than 33% (i.e., it is more likely that even only one vortex ring will not be observed in the small domain). Nevertheless, the impact of the vortex rings on mixing and layer evolution is profound, as they initiate the release of significant enstrophy stored in the braid region. QuickTime animations depicting the mixing for the three cases shown in Figure  3 can be downloaded from www.cora.nwra.com/~werne/cap/movies/. Figure 4 shows the quality of the statistics for the new larger-domain solutions and compares them with results obtained on the smaller domain. The budget for the vertical heat flux is shown, with dominant contributions from production (solid, -ww z T ), buoyancy (dashed, Ri 2 ), pressure/temperature-gradient (long dash, P z ), and diffusion (dotted, -z P ). Other terms are relatively much smaller and can be (but are not) neglected in the analysis. The contribution and shape of the pressure/temperature-gradient and pressure-diffusion terms are significant near the edges of the layer. They reveal detailed information that must be incorporated into SGS models for LES. As is apparent from Figure 4 , the detailed nature of these terms is completely obscured by statistical noise in the smaller domain, and therefore the larger domain is needed to deduce the form and significance of these terms. The situation is much the same for budgets for the Reynolds stress components u i u j . Here u i =(u,v,w), , and P represent the fluctuating velocity, temperature, and pressure fields; U is the mean velocity; and T is the mean temperature. The angle brackets indicate horizontal spatial averaging. As a result of the more realistic dynamics and the quality of the statistics in the larger domain, the late-time turbulence decay and mean-flow restratification for atmospheric wind shear can be examined. For example, for the Ri=0.05 case, the turbulence is very energetic by t 100. The form at midlayer is that of axisymmetric turbulence, with u 2 significantly larger than v 2 and w 2 and with Ri 2 much smaller than the turbulence kinetic energy. The variables This preference for streamwise vorticity can be understood from rapid distortion theory in homogeneous shear, which is similar to our solutions at midlayer.
As time progresses, the velocity and temperature correlations decay nearly exponentially, with u 2 and Ri 2 decaying at a different, slower rate than v 2 and w 2 . This continues until t 270, when the midlayer buoyancy timescale N -1 becomes smaller than the local shear timescale S -1 , and spanwise vorticity overtakes streamwise vorticity, i.e., 2 2 > 1 2 . Once this occurs, the decay rates for velocity correlations are adjusted until the final buoyancy dominated phase of the decay.
Future Plans
In the coming year additional WRF/microscale model simulations will be carried out to continue to unravel the dynamics of non-monochromatic propagating waves generated either convectively below the tropopause or by unstable jet streams. The objective of these efforts will be to resolve the vertically thin turbulent layers that are triggered by such waves. Statistics and variability of turbulence outer length scales and eddy mixing coefficients will be examined to look for improvements in the WRF SGS in stably stratified conditions. Positive results will be forwarded to the WRF model developers.
The DNS/LES runs will be continued. Analysis of the solutions will be used to both quantify probability densities of SGS quantities (from both the DNS and LES solutions) in order to populate the Bayesian Hierarchical Model and improve the LES SGS so that much larger LES can be conducted in the future. The companion LES of the DNS wind-shear solutions discussed here has already been run. Preliminary results indicate good agreement for the dynamic procedure applied to a traditional eddy-viscosity model in combination with a gradient-diffusion eddy-diffusivity model when the cutoff wavenumber coincides with 2 / (where is the inner scale deduced from the 2 nd -order structure function). But observed dependence of the predicted eddy diffusivity on the cut-off wavenumber indicates a better SGS model is needed for the LES. New runs planned for next year entail wind shear simulations at higher Richardson numbers and simulations that include persistent background states so that the impact sustained mean states have on the dynamics may be assessed. Such persistent background states can occur in nature as a result of continued forcing, or they can occur in simulations which prescribe a fixed background and do not permit it to evolve. In this work mean states, i.e., U(z) and T(z), which are derived from solutions we have already computed will be used. In addition there is a need to extend the wave-breaking studies. Current solutions do not agree with asymptotic linear theory. Though growth rates are somewhat comparable (if not slightly faster than predicted), the modes of instability and morphology are different.
Instead of the varied orientations and wavelengths predicted by Lombard and Riley's (1996) linear asymptotic theory, there is a tendency for all solutions to align instability vortex structures along the phase of the waves that are being simulated. This indicates that linear saturation models for wave/meanflow coupling for propagating waves may have a simpler expression than is suggested by Lombard and Riley's predictions. Even if this turns out to be the case, other complications remain. In particular, wave-amplitude reductions obtained for breaking waves are much greater than assumed by current theoretical approaches to wave saturation and would mean that a complete reformulation of saturation theory is necessary.
