Abstract. There has been interest during the last decade in properties of the sequence gcd(a n − 1, b n − 1), n = 1, 2, 3,
Introduction
In recent years there has been interest [3] , [2] , [12] in sequences of the form gcd(a n − 1, b n − 1), n = 1, 2, 3, ....
where a, b are fixed elements in one of Z, C[T ], or F q [T ] . Motivated by recurrence sequences and the Hadamard quotient theorem, Bugeaud, Corvaja and Zannier [3] , bounded the cancellation in the sequence b n −1 a n −1
by proving the following upper bound result: Theorem 1.1. [3] Let a, b be multiplicatively independent positive integers, ǫ > 0. Then log gcd(a n − 1, b n − 1) < ǫn for all sufficiently large n.
Moreover, it is conjectured in [2] that if the additional (necessary) condition gcd(a − 1, b − 1) = 1 holds, then gcd(a n − 1, b n − 1) = 1 for infinitely many n. Returning to [3] , in order to show that Theorem 1.1 is close to best possible, it is remarked in [3] that one can derive from a paper of Adleman, Pomerance, and Rumely [1] a lower bound result: Theorem 1.2. [3] For any two positive integers a, b, there exist infinitely many positive integers n for which log gcd(a n − 1, b n − 1) > exp(c log n log log n ), where c is an absolute constant.
The result in [1] from which this is derived is an improvement of a result of Prachar [10] : Theorem 1.3.
[10] Let δ(n) denote the number of divisors of n of the form p − 1, with p prime. Then there exist infinitely many n such that δ(n) > exp(c log n/(log log n)
2 ).
The improvement in [1] (with a similar proof) removes the exponent 2 (and the p − 1 are squarefree): Theorem 1.4.
[1] Let δ(n) denote the number of divisors of n of the form p − 1, with p prime and p − 1 squarefree. Then there exist infinitely many n such that δ(n) > exp(c log n/ log log n).
It is interesting to note that in [10] , Prachar was motivated by a paper of Nöbauer [9] which dealt with the group of invertible polynomial functions on Z/nZ and particularly the subgroup of functions of the form x k , whereas in [1] , Adleman, Pomerance and Rumely were motivated by the computation of a lower bound on the running time of a primality testing algorithm.
In his Ph.D. thesis [4] , the first author tests the robustness of these results and asks what happens to Theorem 1.2 if gcd(a n − 1, b n − 1) is replaced by gcd(a n + 1, b n + 1) or by gcd(a n + 1, b n − 1), and proceeds to prove the analogous results for these sequences, using [1] :
For any two positive nonsquare integers a, b, there exist infinitely many positive integers n for which log gcd(a n +1, b n +1) > exp(c log n log log n ), where c is a constant depending on a and b. The same result holds for gcd(a n + 1, b n − 1).
(The corresponding analogues of Theorem 1.1 follow immediately from x n ± 1|x 2n − 1.) If one observes that the polynomials x − 1 and x + 1 are the first and second cyclotomic polynomials Φ N (x), N = 1, 2, we ask if Theorems 1.1 and 1.2 also hold for gcd(Φ N (a n ), Φ N (b n )) for any positive integer N, or even for gcd(Φ M (a n ), Φ N (b n )) for suitable positive integers M, N. For Theorem 1.1, this is immediate from Φ N (x)|x N − 1. In this paper we deal with this generalization for Theorems 1.2 (and 1.5).
It should be remarked that Corvaja and Zannier have made far-reaching generalizations of Theorem 1.1 in [5] , in other directions.
In Section 2 we prove the above generalization for gcd(Φ N (a n ), Φ N (b n )) for any positive integer N under the Generalized Riemann Hypothesis (GRH). The explanation for this is that the generalization of Prachar's argument in this situation leads to an application of the effective Chebotarev density theorem to a tower of Galois extensions L d /Q, where the exceptional zeros of the corresponding zeta functions of the L d are required to be bounded away from 1 as d goes to infinity 1 . Since we do not know if the exceptional zeros in our tower are bounded away from 1, we apply the stronger GRH version of the effective Chebotarev density theorem in which there are no exceptional zeros. An additional attempt to avoid GRH using the Bombieri-Vinogradov theorem has so far not been successful.
Silverman [12] has proved an analogue of Theorem 1.2 for the global function fields F q (T ): Theorem 1.6. Let F q be a finite field and let a(T ), b(T ) ∈ F q (T ) be nonconstant monic polynomials. Fix any power q k of q and any congruence class
In Section 3 we apply the method of Section 2 to prove (unconditionally) the corresponding cyclotomic generalization of Silverman's theorem.
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2. The case a, b ∈ Z Theorem 2.1 (contingent on GRH). Let N be a positive integer, N = ℓ
the factorization of N into primes. Let a, b be positive integers, relatively prime to N, which are not ℓ i th powers in Q for i = 1, ..., r. Then there exist infinitely many positive integers n such that
where c is a positive constant depending only on a, b, N.
Proof. Suppose p is a prime congruent to 1 mod N such that neither a nor b is a ℓ i th power mod p for i = 1, ..., r. Suppose also that n is a positive integer prime to N and divisible by
The orders of a and of a n mod p are equal and divide N. If a has order less than N, then there is a prime ℓ|N such that a N/ℓ ≡ 1 mod p, so a (p−1)/ℓ ≡ 1 mod p, whence a is an ℓth power mod p, contrary to hypothesis. The idea of the proof of the theorem, a generalization of the proof in Prachar's paper, is to use the pigeonhole principle to produce, for large x, an n ≤ x 2 with more than exp(c log x log log x ) divisors of the form p−1 N , p prime, c an absolute constant. The result then follows.
Fix 0 < δ < 1. Let x be a positive real number and let K = K δ (x) be the product of all the primes p ≤ δ log x, p ∤ N. Let A be the set of pairs (m, p), m a positive integer, p a prime, m ≤ x, p ≤ x, gcd(m, N) = 1, p ≡ 1 (mod N), p ≡ 1 (mod Nℓ i ), i = 1, ..., r, neither a nor b is an ℓ i th power mod p, i = 1, ..., r, and K|m
and neither a nor b is an ℓ i th power mod p, i = 1, ..., r}.
To bound |A
| from below and take the product of the two lower bounds. To bound |A ′′ d | from below we use the effective form of Chebotarev's density theorem due to Lagarias and Odlyzko [8] as formulated by Serre [11] under the generalized Riemann Hypothesis (GRH).
The
is equivalent to p ≡ 1 (mod Nd), which is equivalent to p splits completely in Q(µ N d ), where µ n denotes the group of nth roots of unity. The condition a is an ℓth power mod p (ℓ prime) is equivalent to the condition x ℓ − a has a root mod p, which for p ≡ 1 modulo ℓ is equivalent to the condition x ℓ − a splits into linear factors mod p, which is equivalent to the condition p splits completely in (the Galois extension)
Consider the Galois extension
, and the subset It follows from the definition of C d that
By the effective Chebotarev density theorem cited above, under GRH for the Dedekind zeta function of F d ,
where c 1 is an absolute constant,
is the degree of F d over Q, and Li(x) is the logarithmic integral
, where e i = 2 or 3 according to whether or not a, b are multiplicatively dependent mod ℓ i th powers in Q.
Proof: First we look at the case r = 1 (N is a power of ℓ 1 ) and write ℓ = ℓ 1 . We need an elementary observation. Let H be the direct product of three cyclic groups of order ℓ:
if a, b are multiplicatively independent mod ℓ i th powers in Q, and H i = U i × W i if not. The subgroups whose union we are looking at (in the definition of C d ) can be identified with the subgroups of the form
for those i for which a, b are multiplicatively independent mod ℓ i th powers in Q, and the subgroups
for those i for which a, b are multiplicatively dependent mod ℓ i th powers in Q. An element (h 1 , ..., h r ) is in the union of these ⇐⇒ some
for i of the first kind, or h i ∈ U i ∪ W i for some i of the second kind. Hence (h 1 , . .., h r ) lies in the complement (in H) of the union ⇐⇒ h i = (u i , v i , w i ) with u i , v i , w i = 1 for all i of the first kind and h i = (u i , w i ) with u i , w i = 1 for all i of the second kind. It follows that the complement has order i (ℓ i − 1) e i , proving the claim.
We conclude that
By [11] , Prop. 5, p. 128,
It now follows that
where c 1 is an absolute constant. We now bound
(using φ(d) < d < K < x δ and log x < x ǫ for any given ǫ and sufficiently large x). From this,
). We then have
It then follows that
where ω(K) denotes the number of primes dividing K. For the last inequality we use [7] , 22.2, p. 341, and 22.10, p. 355:
δ log x log log x .
Now the number of positive integers n ≤ x 2 such that K|n is at most
. Furthermore, for every pair (m, p) ∈ A, m p−1 N is such an n. Therefore there exists an n ≤ x 2 such that K|n with at least
representations of the form m , for x sufficiently large, where c 2 , c 3 are absolute constants. It follows that GCD(Φ N (a n ), Φ N (b n )) is a product of at least exp(c 3 log x log log x ) primes, hence is itself at least exp exp(c 4 log x log log x ). As n ≤ x 2 and log x log log x is an increasing function (for x > e e ), the last expression is ≥ exp exp(c 5 log n log log n ).
The proof of Theorem 2.1 can be generalized to yield the following 
the factorization of L into primes. Let a, b be positive integers, relatively prime to L, which are not ℓ i th powers in Q for i = 1, ..., r. Then there exist infinitely many positive integers n such that
The proof is similar to the proof of Theorem 2.1; we omit the details. Also here, the case M = 1, N = 2 was proved unconditionally in [4] .
In this section we will generalize Silverman's Theorem 1.6 [12] : Let F q be a finite field and let a(T ), b(T ) ∈ F q (T ) be nonconstant monic polynomials. Fix any power q k of q and any congruence class
The generalization will be as in the preceding section, replacing a(T ) n − 1 with Φ m (a(T ) n ) for an arbitrary fixed positive integer m. The proof will be similar in parts to the proof of Theorem 1, but there will be some changes in notation. 
for infinitely many n ≡ n 0 (mod q k ).
Proof. Assume first that (n 0 , q) = 1. Choose the smallest positive integer r such that (r, m) = 1 and rmn 0 ≡ −1 (mod q k ). Let Q = q t , where t ≥ k and q t ≡ 1 mod mr (e.g. t = kφ(mr). Let n = 
which is equivalent to saying that A is not an ℓth power mod π, and since (r, ℓ) = 1, this is equivalent to saying that a is not an ℓth power mod π. It follows that the two conditions hold together ⇔ a is an rth power mod π and a is not an ℓth power
mod π for all ℓ dividing m. We conclude that π|Φ m (a n ) if and only if a is an rth power mod π and a is not an ℓth power mod π for all ℓ dividing m. Similarly, π|Φ m (b n ) if and only if b is an rth power mod π and b is not an ℓth power mod π for all ℓ dividing m.
To count the number of π dividing gcd(Φ m (a n ), Φ m (b n )), we will use an effective version of Chebotarev's density theorem for global function fields [6] , p. 62, Prop. 5.16. For this purpose, let
and let
Since deg π = N, π splits completely in F Q N (T ). Therefore a and b are rth powers mod π if and only if π splits completely in F . Furthermore, a and b are not ℓth powers mod π for all ℓ dividing m if and only if π does not split completely in
for all ℓ dividing m. Accordingly, proceeding as in Section 2, consider the Galois extension EF/F Q (T ) with Galois group G N , and let
Then π splits completely in F and π does not split completely in F Q N (T )( for some constant not depending on N, and n = Q N − 1. This proves Theorem 2 when (n 0 , q) = 1. The case (n 0 , q) = 1 follows from the case (n 0 , q) = 1 as in [12] .
As in the previous section, the proof of Theorem 3.1 can be generalized to yield the following for infinitely many n ≡ n 0 (mod q k ).
The details are omitted.
