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ABSTRACT.	Learning	analytics	offers	insights	into	student	behaviour	and	the	potential	to	detect	
poor	performers	before	they	fail	exams.	If	the	activity	is	primarily	online	(for	example	computer	
programming),	 a	 wealth	 of	 low-level	 data	 can	 be	 made	 available	 that	 allows	 unprecedented	
accuracy	 in	predicting	which	students	will	pass	or	 fail.	 In	 this	paper,	we	present	a	classification	
system	 for	 early	 detection	 of	 poor	 performers	 based	 on	 student	 effort	 data,	 such	 as	 the	
complexity	of	the	programs	they	write,	and	show	how	it	can	be	improved	by	the	use	of	low-level	
keystroke	analytics.	
Keywords:	 Learning	 analytics,	 keystroke	 analytics,	 data	 mining,	 virtual	 learning	 environments,	
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1 INTRODUCTION 
High	failure	rates	in	undergraduate	Computer	Science	courses	are	a	common	problem	across	the	globe	
(Beaubouef	&	Mason,	2005;	Biggers,	Brauer,	&	Yilmaz,	2008).	These	poor	progression	rates,	combined	
with	 the	declining	numbers	of	 students	enrolling	 in	 information	and	communications	 technology	 (ICT)	
programmes	(Lang,	McKay,	&	Lewis,	2007;	Lister,	2008;	Slonim,	Scully,	&	McAllister,	2008)	has	led	to	a	
crisis	 for	 ICT	companies	 looking	for	graduates.	Estimates	vary	widely,	but	 in	the	US	for	example,	there	
were	between	400,000	 (Davis,	 2011)	 and	1.25	million	 (Thibodeau,	 2011)	unfilled	 IT	 jobs	 in	2011,	 at	 a	
time	when	the	US	unemployment	rate	was	running	at	9%.	
Against	this	backdrop,	learning	analytics	(Siemens	&	Long,	2011)	has	become	more	widespread	and	has	
the	potential	to	make	significant	contributions	to	understanding	learner	behaviour,	with	the	caveat	that	
high-quality,	useful	data	is	necessary.	Education	support	systems	such	as	virtual	learning	environments	
(VLEs)	and	learning	management	systems	(LMSs)	have	the	potential	to	generate	the	necessary	data.	This	
learner-produced	data	can	then	provide	valuable	insight	into	what	is	actually	happening	in	the	learning	
process,	 and	 suggest	 ways	 in	 which	 educators	 can	 make	 improvements;	 for	 example,	 identifying	
students	at	risk	of	dropping	out	or	needing	additional	support	in	the	learning	process.	
Accurate	student	performance	prediction	algorithms	can	provide	the	opportunity	to	determine	when	to	
intervene	 before	 a	 student	 reaches	 a	 level	 of	 performance	 that	 they	 cannot	 recover	 from.	 For	 these	
algorithms	 to	 be	 useful	 to	 the	 educator,	 they	must	 be	 both	 accurate	 and	 timely	 (i.e.,	 they	must	 give	
accurate	 results	 early	 in	 the	 semester).	 However,	 the	 accuracy	 of	 such	 algorithms	 is	 based	 on	 the	
	
(2017).	 Using	 keystrokes	 analytics	 to	 improve	 pass-fail	 classifiers.	 Journal	 of	 Learning	 Analytics,	 4(2),	 189–211.	
http://dx.doi.org/10.18608/jla.2017.42.14	
ISSN	1929-7750	(online).	The	Journal	of	Learning	Analytics	works	under	a	Creative	Commons	License,	Attribution	-	NonCommercial-NoDerivs	3.0	Unported	(CC	BY-NC-ND	3.0)	
	 190	
availability	 of	 data	 and,	 very	 often,	 sufficient	 data	 does	 not	 exist	 until	 late	 in	 the	 semester.	 This	 is	 a	
recurring	 problem	with	 such	 algorithms	 in	 an	 early	 intervention	 scenario.	 If	 they	 are	 based	 solely	 on	
student	effort	in	the	course,	then	the	predictions	will	be	unreliable	in	the	early	stages	of	the	semester.	
To	improve	reliability	in	these	early	stages,	keystroke	analysis	was	employed,	specifically	studying	how	
students	typed	as	they	programmed.	This	approach	has	the	advantage	of	yielding	significant	amounts	of	
data	early	in	the	semester	and	has	the	potential	to	improve	the	timeliness	of	the	classifier.	
In	 this	paper,	 the	utility	of	keystroke	analytics	 for	performance	prediction	 is	evaluated.	With	accurate	
low-level	 keystroke	 timings	 for	 programmer	 activities,	 the	 following	 two	 research	 questions	 are	
addressed:	
RQ1:		 Is	 there	 a	 correlation	 between	 certain	 types	 of	 keystroke	 metric	 and	 programmer	
performance?	
RQ2:		 Can	 keystroke	 metrics	 be	 used	 to	 enhance	 the	 accuracy	 of	 pass–fail	 classifiers,	
particularly	early	in	the	semester?	
The	 rest	 of	 this	 paper	 is	 organized	 as	 follows.	 In	 Section	 2	 (Prior	Work),	 related	work	 is	 discussed.	 In	
Section	 3	 (Dataset	 and	 Educational	 Context)	 the	 VLE,	 which	 yielded	 the	 data	 upon	 which	 the	
experimental	work	is	based,	is	presented.	This	section	also	discusses	the	type	of	data	collected	and	the	
software	architecture	of	the	system.	Section	4	(Methodology)	outlines	the	pass–fail	classifier	approach	
and	how	keystroke	analytics	are	used.	Section	5	(Results)	presents	the	results	 from	analysis.	Section	6	
(Discussion)	 examines	 how	 generalizable	 the	 results	 are,	 and	 discusses	 potential	 directions	 for	 future	
work.	Section	7	(Conclusion)	summarizes	the	results	of	the	work.	
2 PRIOR WORK 
In	 the	 past	 few	 years,	 many	 universities	 have	 begun	 to	 focus	 on	 student	 retention.	 In	 computer	
programming,	much	 effort	 has	 been	 put	 into	 changing	 the	 curriculum;	 for	 example,	 introducing	 pair	
programming	(Teague	&	Roe,	2007)	and	problem-based	learning	(O’Kelly	et	al.,	2004a;	O’Kelly,	Mooney,	
Bergin,	Gaughran,	&	Ghent,	2004b).	With	the	evolution	of	learning	analytics,	it	has	become	possible	to	
explore	the	effect	of	such	curriculum	changes,	and	student	behaviour	 in	general,	at	an	unprecedented	
level	of	detail.	
Casey	 and	Gibson	 (2010)	 examined	 data	 from	Moodle	 (one	 of	 the	most	widespread	 VLEs)	 for	 fifteen	
computer	science	modules	in	three	different	courses.	The	data	stored	in	the	system	about	the	activities	
of	 both	 teachers	 and	 students	 is	 typically	who	performed	 the	 action,	what	 action,	when,	 and	where.	
They	found	some	interesting	correlations	that	link	with	high	performance,	such	as	daily	module	logins,	
the	amount	of	material	reviewed,	or	Moodle	usage	over	a	weekend.	In	addition,	they	found	extremely	
high	 student	 activity	 levels	 on	 Moodle	 for	 certain	 modules	 are	 sometimes	 a	 negative	 indicator	 for	
student	performance.	This	negative	correlation,	which	has	been	found	in	subsequent	larger	scale	studies	
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(Pardos,	Bergner,	Seaton,	&	Pritchard,	2013;	Champaign	et	al.,	2014)	could	be	used	to	detect	students	
with	difficulties	ahead	of	time,	providing	an	excellent	opportunity	for	early	intervention.	
Purdue	University	designed	an	early	 intervention	solution	 for	collegiate	 faculty	entitled	Course	Signals	
(Arnold	 &	 Pistilli,	 2012).	 Course	 Signals	 is	 a	 student	 success	 system	 that	 allows	 faculty	 to	 provide	
meaningful	 feedback	to	students	based	on	predictive	models,	and	to	determine	which	students	might	
be	 at	 risk.	 The	 solution	 helps	 to	 promote	 the	 integration	 between	 the	 student	 and	 the	 institution	 in	
different	ways:	 faculty	members	send	personalized	mails	 to	students	regarding	their	performance	 in	a	
given	course	and	encourage	students	to	join	college	activities.	A	predictive	student	success	algorithm	is	
run	on	demand	by	instructors.	It	has	four	components:	performance,	effort,	prior	academic	history,	and	
student	characteristics.	
Some	 researchers	 have	 highlighted	 cognitive	 overload	 as	 a	 potential	 cause	 for	 why	 learning	
programming	 is	 so	 difficult	 (Yousoof,	 Sapiyan,	 &	 Kamaluddin,	 2007).	 Cognitive	 load	 provides	 a	
compelling	 argument	 as	 to	why	 so	many	 students	 fail	 to	master	 it.	 The	 theory,	 although	not	without	
criticism,	 also	 provides	 pointers	 on	 how	 to	 address	 these	 problems.	 It	 is	 broadly	 accepted	 that	 an	
effective	 working	 memory	 is	 critical	 to	 academic	 performance	 (Yuan,	 Steedle,	 Shavelson,	 Alonzo,	 &	
Oppezzo,	2006).	Limited	to	approximately	seven	items	at	a	time,	working	memory	is	a	short-term	area	
of	 memory	 positioned	 between	 sensory	memory	 and	 long-term	memory	 (Miller,	 1956).	 This	 area	 of	
memory	is	where	cognitive	processing	takes	place	and	is	generally	equated	with	consciousness.	
Because	 cognitive	 processes	 occur	 in	 this	 area	 of	memory,	 the	 two	 limitations,	 limited	 duration	 and	
limited	capacity,	can	be	seen	as	fundamental	limitations	of	our	cognitive	processing	ability.	The	capacity	
limitation	can	be	overcome	by	schema	formation	—	the	grouping	together	of	related	items	into	a	single	
item.	 These	 groupings	 can	 often	 be	 hierarchic	 in	 nature	with	 lower-level	 groupings	 themselves	 being	
grouped	together	to	form	higher-level	groupings.	
As	a	result	of	this	grouping	(often	called	chunking),	being	asked	to	remember	a	sequence	of	letters	such	
as	[t,q,b,f,j,o,t]	can	be	just	as	challenging	to	working	memory	as	remembering	a	sequence	of	words	(such	
as	 [the,	 quick,	 brown,	 fox,	 jumped,	 over,	 the]).	 This	 is	 despite	 the	 fact	 that	 there	 is	 much	 more	
information	in	the	second	list.	In	fact,	if	one	were	familiar	with	the	phrase,	then	remembering	the	nine-
word	 list	 [the,	quick,	brown,	 fox,	 jumped,	over,	 the,	 lazy,	dog]	would	 place	 a	 lower	 demand	 on	 one’s	
working	memory	than	remembering	seven	arbitrary	letters	of	the	alphabet.	
Given	that	chunking	ability	could	play	a	significant	role	 in	a	 learner’s	ability	to	master	programming,	 it	
would	be	advantageous	to	measure	it	from	the	data	available.	For	this,	we	turn	to	the	area	of	keystroke	
dynamics	—	the	study	of	patterns	 in	a	user’s	 typing.	Keystroke	dynamics	has	a	number	of	application	
areas,	 from	 user	 authentication	 (Bergadano,	 Gunetti,	 &	 Picardi,	 2003;	 Dowland	 &	 Furnell,	 2004)	 to	
affective	computing	 (Epp,	 Lippold,	&	Mandryk,	2011).	Of	particular	 interest	 in	 this	paper	 is	 the	use	of	
keystroke	 dynamics	 to	 estimate	 a	 learner’s	 chunk	 recall	 times	 (Thomas,	 Karahasanovic,	 &	 Kennedy,	
2005).	
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Central	to	the	work	of	Thomas	et	al.	(2005)	is	the	notion	of	keystroke	digraph	latencies,	the	time	taken	
for	pairs	of	consecutive	keystrokes.	Specifically	this	is	from	the	timestamp	for	the	keydown	event	for	the	
first	keystroke	to	the	timestamp	for	the	keydown	event	for	the	second	keystroke.	By	categorizing	single	
keystrokes	into	five	different	categories	and	digraphs	into	three	different	categories	(as	seen	in	Table	1),	
the	 authors	 correlate	 digraph	 times	with	 programming	 performance.	Of	 particular	 interest	 are	 type-E	
digraphs,	which	are	far	more	likely	to	occur	at	the	beginning	of	a	keyword	and	at	the	end	of	a	keyword.	
These	times	coincide	with	when	the	learner	is	recalling	the	next	token	to	type	and	so	can	be	used	as	a	
measure	for	the	learner’s	chunk	recall	ability.	
Table	1:	Keystroke	digraph	types	
Keystroke	Types	
A	 Alphabetic	characters	
N	 Numeric	characters	
C	 Control	keys	(Ctrl,	ALT...)	
B	 Browsing	keys	(left,	HOME,	PgUp...)	
O	 All	other	keys	
Digraph	Types	
A,N,C,B,O	 Both	keys	in	digraph	are	same	type	
H	 One	keystroke	type	is	type	B	
E	 Both	keystrokes	types	are	different	&	neither	is	type	B		
	
With	reference	to	Table	1,	consider	the	student	typing	the	following	line	of	code:	MOV AL,BL.	In	Figure	
1,	the	digraphs	that	arise	can	be	seen.	
	
Figure	1.	Digraph	construction.	
In	 the	 example,	 there	 are	 three	 tokens	 (chunks).	 The	 first	 type-E	 digraph	 is	 composed	 of	 whatever	
character	precedes	the	first	“M”	on	the	line	(usually	a	newline	character,	marked	by	1	in	the	example)	
and	the	“M”	itself.	The	next	type-E	digraph	is	composed	of	the	“V”	and	the	subsequent	space	character.	
There	 follow	 four	more	 type-E	 digraphs,	 the	 last	 being	 composed	 of	 the	 letter	 L	 and	 the	 subsequent	
character	(usually	a	newline	—	marked	by	2	in	the	example).	In	total,	for	the	three	tokens	on	the	line	of	
code,	there	are	six	type-E	digraphs,	two	for	each	token.	
Of	 all	 of	 the	 digraphs,	 type-E	 digraphs	 are	 of	 particular	 interest,	 because	 they	 measure	 the	 latency	
between	 keystrokes	 at	 the	 beginning	 and	 end	 of	 a	 token	 (or	 keyword).	 Other	 digraphs	 are	 less	
interesting	 from	 a	 cognitive	 load	 point	 of	 view.	 For	 example	 type-A	 digraphs,	 measure	 the	 latency	
between	keystrokes	in	the	middle	of	a	keyword	(essentially	just	giving	a	measure	of	typing	speed),	while	
type-H	digraphs	are	typically	associated	with	editing.	 It	 is	only	type-E	digraphs	that	measure	keystroke	
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latency	 at	 the	 beginning	 and	 end	 of	 a	 token	 as	 the	 student	 types,	 and	 thus	 yields	 some	 information	
about	how	long	it	takes	the	student	to	decide	upon	or	recall	the	next	token.	
Thomas	et	al.	(2005)	present	a	solid	theoretical	foundation	for	linking	the	type-E	digraph	measurements	
with	 cognitive	performance.	 In	 two	 separate	 studies,	one	 in	 Java,	 the	other	 in	Ada,	 they	examine	 the	
correlation	 between	 the	 measured	 type-E	 digraph	 times	 and	 the	 student	 performance	 in	 related	
examinations.	For	this,	they	report	Spearman	correlations	of	–0.516	and	–0.276	respectively.	There	were	
other	 differences	 in	 the	 studies	 to	 explain	 the	 results,	 such	 as	 programmer	 skill	 level	 and	 general	
experimental	conditions.	
A	smaller	scale	study	on	predicting	student	performance	from	keystroke	metrics	was	performed	by	Liu	
and	Xu	(2011).	The	study	considered	only	keystroke	frequency	and	not	the	type-E	digraphs	mentioned	
previously.	The	authors’	results	were	inconclusive.	Indeed,	they	note	that	while	many	better	coders	type	
fast,	some	poor	coders	also	exhibited	a	rapid	keystroke	frequency.	
Longi	et	al.	(2015)	also	use	keystroke	metrics	so	solve	a	slightly	different	problem,	that	of	identifying	a	
programmer	 from	 their	 keystroke	 timings.	 The	 authors	 used	 a	 number	 of	 approaches,	with	 the	most	
complex	 being	 to	 build	 a	 profile	 of	 the	 digraph	 timings	 for	 each	 programmer.	 A	 nearest	 neighbour	
classifier	was	 then	used	 to	 identify	 an	 unknown	programmer	 by	matching	 the	 digraph	 timings	 to	 the	
database	 of	 digraphs	 of	 known	 programmers.	 One	 of	 the	 more	 relevant	 findings	 is	 that,	 while	 a	
significant	 number	 of	 keystrokes	 are	 required	 for	 accurate	 classification,	 the	 typical	 student	 can	
accumulate	 the	 requisite	 number	 of	 keystrokes	 over	 just	 a	 couple	 of	weeks	 of	 programming	 activity.	
Although	 the	 focus	 of	 Longi	 et	 al.’s	 paper	 is	 on	 programmer	 identification	 and	 not	 performance	
prediction,	 this	 finding	 hints	 that	 keystroke	 metrics	 could	 be	 a	 useful	 early	 indicator	 in	 a	 semester,	
yielding	significant	data	after	just	a	couple	of	weeks.	
Other	related	research	examines	the	role	of	writing	speed	in	classification.	Ochoa	et	al.	(2013)	report	on	
successfully	 using	 handwriting	 speed	 (using	 a	 digital	 pen)	 to	 distinguish	 between	 experts	 and	 non-
experts	 in	 a	 collaborative	 environment	 solving	 mathematical	 problems.	 This	 work	 underlines	 the	
usefulness	of	such	low-level	features	in	solving	classification	problems.	
An	interesting	project,	similar	 in	many	ways	to	the	VLE	discussed	in	this	paper,	 is	the	Blackbox	project	
(Brown,	 Kölling,	McCall,	 &	 Utting,	 2014)	 where	 users	 of	 the	 popular	 BlueJ	 IDE	 can	 opt	 to	 contribute	
analytics	on	their	programming.	Brown	et	al.	(2014)	report	that	over	one	hundred	thousand	users	have	
signed	up.	While	 the	project	has	 the	potential	 to	yield	data	on	an	unprecedented	scale,	 the	scale	has	
forced	the	authors	into	the	decision	not	to	record	low-level	events	such	as	mouse	clicks	and	keystrokes	
because	they	would	be	too	voluminous.	
Romero-Zaldivar,	Pardo,	Burgos,	and	Kloos	(2012)	report	on	a	successful	trial	examining	the	viability	of	
virtual	 machines	 within	 a	 learning	 analytics	 context.	 The	 authors	 describe	 how	 they	 equipped	 each	
student	in	a	second-year	undergraduate	engineering	course	with	an	instrumented	virtual	machine.	This	
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virtual	machine	recorded	data	as	 the	students	used	 it,	and	submitted	 it	 to	a	central	 server.	While	 the	
analytics	are	also	high-level,	the	authors	do	note	that	useful	actionable	 information	was	obtained	that	
could	 be	 fed	 back	 into	 the	 teaching	 process.	 Specifically,	 they	 were	 able	 to	 observe	 that	 hardly	 any	
students	used	a	particular	tool	(the	debugger)	during	the	course.	
Berland,	 Martin,	 Benton,	 Petrick	 Smith,	 and	 Davis	 (2013)	 discuss	 the	 importance	 of	 tinkering	 in	 the	
learning	process.	To	measure	it,	they	capture	the	various	states	of	a	program	as	a	student	edits	it.	The	
authors	 then	 analyze	 how	 students	 move	 though	 the	 state	 space	 of	 potential	 programs.	While	 they	
found	 that	 different	 students	 took	 diverse	 paths,	 they	 were	 able	 to	 identify	 three	 phases	 to	 their	
learning.	The	result	of	their	work	is	the	EXTIRE	framework,	which	characterizes	the	transitions	that	take	
place	 during	 tinkering.	 Other	 research	 concentrates	 on	 measuring	 the	 efficacy	 of	 tutoring	 software	
determining	how	robust	learning	is	in	an	online	tutor	(Baker,	Gowda,	&	Corbett,	2010,	2011),	knowledge	
that	can	then	be	fed	back	into	the	instructional	design	process.	
Ahadi,	 Lister,	 Haapala,	 and	 Vihavainen	 (2015)	 outline	 a	 promising	 classifier	 (based	 on	 decision	 trees)	
approach	to	predicting	low-performing	and	high-performing	programming	students.	Based	on	a	number	
of	 features,	 the	most	 effective	 being	 how	 the	 students	 performed	 on	 a	 subset	 of	 Java	 programming	
exercises	 they	were	 given	 during	 the	 course.	 Using	 this	 approach,	 the	 authors	 report	 an	 accuracy	 of	
between	70%	and	80%.	
The	sheer	volume	of	data	generated	by	learning	analytics	can	be	daunting.	Scheffel	et	al.	(2012)	describe	
a	method	of	data	distillation,	namely	the	extraction	of	key	actions	and	key	action	sequences	in	order	to	
leave	behind	meaningful	data.	The	authors	outline	how	 the	 contextualized	attention	metadata	 (CAM)	
from	a	substantial	university	course	in	C	programming	is	collected	and	then	distilled	using	TF-IDF.	
One	notable	 feature	of	 the	VLE	system	presented	 in	 this	paper	 is	 the	potential	 for	 real-time	analytics.	
Edwards	 (2013)	 notes	 that	 many	 systems	 such	 as	 GRUMPS	 as	 used	 by	 Thomas	 et	 al.	 (2005)	 do	 not	
operate	in	real	time.	Our	VLE	presented	in	Section	3,	however,	has	the	potential	to	operate	in	real-time	
with	minimal	work	 and,	 as	 such,	 has	 the	 potential	 to	 be	 a	 useful	 tool	 in	 the	 context	 of	 a	 laboratory	
session,	where	a	tutor	could	intervene	if	a	student	was	deemed	to	be	struggling.	
Finally,	as	the	keystroke	metrics	discussed	 in	this	paper	may	allow	the	detection	of	cognitive	overload	
for	some	students,	it	is	worth	considering	how	best	to	intervene	or	adapt	teaching	to	cognitive	overload.	
Yousoof	et	al.	(2007)	provide	some	guidance,	arguing	for	the	use	of	visualizations,	in	particular	Concept	
Maps,	to	assist	students	suffering	from	cognitive	overload.	Garner	(2002)	suggests	an	approach	of	giving	
partially	 complete	 programs	 to	 students	 to	 reduce	 cognitive	 load.	 Caspersen	 and	 Bennedsen	 (2007)	
outline	 a	 cognitive	 load	 theory	 based	 foundation	 for	 an	 introductory	 programming	 course.	 It	 is	 also	
worth	looking	beyond	research	that	seeks	to	address	cognitive	load.	Other	areas	of	research,	such	as	the	
provision	 of	 enhanced	 error	 messages	 (Becker,	 2015;	 Becker	 et	 al.,	 2016),	 do	 not	 directly	 deal	 with	
cognitive	overload,	but	do	have	the	potential	to	reduce	the	cognitive	strain	on	the	novice	programmer.	
Additionally,	 a	 hints-based	 system	 can	 be	 employed	 to	 assist	 students.	 This	 has	 the	 added	 benefit	 of	
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providing	further	information	on	student	behaviour	as	the	students	use	these	hints	(Feng,	Heffernan,	&	
Koedinger,	2006;	Beal,	Walles,	Arroyo,	&	Woolf,	2007).	
3 DATASET AND EDUCATIONAL CONTEXT 
From	 2012	 to	 2015	 at	 Dublin	 City	 University,	 a	 new	 specialized	 platform	 for	 module	 delivery	 was	
developed	and	trialed	 for	second	year	undergraduate	computer	science	students	on	one	of	 their	core	
programming	 modules	 (Computer	 Architecture	 and	 Assembly	 Language	 Programming).	 This	 platform	
handled	 both	 module	 content	 and	 general	 learning	 activities	 within	 the	 module,	 all	 through	 a	 web-
browser	(Figure	2).	While	content	delivery	is	standard	practice,	easily	handled	by	mainstream	VLEs	such	
as	 Moodle,	 the	 customized	 platform	 allowed	 for	 far	 more	 fine-grained	 analysis	 of	 how	 students	
consume	 material;	 for	 example,	 being	 able	 to	 determine	 how	 much	 time	 students	 are	 spending	 on	
individual	lecture	slides.	
The	 second	 aspect	 of	 the	 platform	 —	 hosting	 general	 learning	 activities	 —	 is	 possible	 because	 the	
module	is	 largely	about	programming.	We	have	been	able	to	move	the	tools	that	typically	would	have	
been	used	on	the	desktop	into	the	browser	 itself,	allowing	students	to	program	wherever	they	have	a	
web-browser,	with	 no	 need	 to	 install	 additional	 software.	 As	 students	 interact	with	 the	 system,	 fine-
grained	data	on	their	interactions	is	recorded	centrally	with	a	view	to	improving	the	learning	experience.	
The	fact	that	so	much	day-to-day	course	activity	is	taking	place	on	an	instrumented	platform	allows	for	
unprecedented	opportunities	in	learning	analytics	and	personalized	content	delivery.	
Of	 course,	 because	 relevant	 student	 activity	 outside	 the	 platform	 cannot	 be	measured,	 the	 question	
naturally	 arises	 as	 to	 how	much	 student	 effort	 in	 the	module	 is	 being	 captured	by	 the	platform.	 It	 is	
entirely	plausible	that	students	are,	for	example,	reading	lecture	slides	from	a	printout,	an	activity	that	
we	cannot	measure.	However,	the	slides	that	students	view	are	HTML5-based	and	are	not	particularly	
easy	to	print.	This	combined	with	the	data	we	have	suggests	that	most	students	browse	slides	online.	
When	it	comes	to	measure	coding	effort,	the	only	place	students	can	compile	and	run	their	programs	is	
within	 the	platform.	There	 is	no	alternative.	Thus,	we	are	more	confident	 that	 the	entirety	of	student	
effort	in	this	regard	is	being	captured.	
3.1 Implementation Details 
The	 VLE	 in	 question	 is	 implemented	 as	 a	 client-side	 Typescript/Javascript	 program.	 Students	
authenticate	 with	 the	 system	 using	 their	 campus	 login.	 The	 client-side	 application	 interacts	 with	 a	
CoreOS	 hosted	 server1	 to	 retrieve	 learning	materials	 such	 as	 course	 notes	 and	 weekly	 lab	 exercises.	
Usage	 data	 is	 collected	 by	 the	 Javascript	 client	 in	 JSON	 format,	 periodically	 compressed	 using	 a	
Javascript	zlib	library	and	posted	to	the	server	via	a	RESTful	interface.	To	reduce	load	on	the	server,	the	
data	remains	compressed	until	analysis	is	required.	Keystroke	data	is	only	ever	recorded	for	keystrokes	
inside	the	code	editor	window	and	is	captured	using	Javascript	keyboard	events	(onKeyUp,	onKeyDown).	
																																								 																				
1	Using	Docker	containers	running	Node.js.	
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This	keystroke	data	is	aggregated	into	blocks,	each	block	beginning	with	a	Unix	timestamp	and	for	each	
keystroke	event,	the	key	and	the	offset	from	that	time	is	recorded.	
The	 application	 simulates	 an	 8-bit	 x86	microprocessor	 with	 a	 restricted	 amount	 of	 memory.	 Loosely	
based	 on	 Baur’s	 (2006)	 Microprocessor	 Simulator,	 a	 Microsoft	 Windows	 application,	 the	 simulator	
allows	students	to	create	small	assembly	programs,	compile	them,	and	execute	them.	As	programs	are	
executed,	students	can	see	a	visual	representation	of	CPU	registers,	memory,	and	a	host	of	connected	
devices.	Students	can	either	 run	programs	 freely	 (adjusting	 their	speed	via	slider)	or	can	step	through	
the	programs	instruction	by	instruction.	Being	browser-based,	the	application	can	be	run	in	any	OS	with	
a	reasonable	web	browser,	though	only	Chromium	browser	was	supported	actively.	Students	could	save	
their	work	and	sessions	on	any	computer,	and	resume	sessions	when	they	logged	in	elsewhere.	
	
	
Figure	2:	VLE	for	Assembly	Language	Programming.	
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Figure	2	shows	some	of	the	elements	of	the	platform	in	action.	The	menu	system	can	be	seen	across	the	
top	of	 the	web	page.	 Students	 can	access	different	 features	of	 the	 simulator,	 view	 course	notes,	 and	
submit	 work	 for	 grading	 from	 this	 menu.	 Shown	 on	 the	 screen,	 there	 are	 a	 few	 commonly	 used	
windows.	On	the	top-left,	a	register	status	window	can	be	seen.	In	this	window,	the	current	state	of	the	
various	registers	inside	the	virtual	CPU	can	be	seen.	To	the	right	of	this	is	a	configuration	window	where	
the	speed	of	the	CPU	and	the	frequency	of	interrupts	can	be	set.	In	the	middle	of	the	screen,	the	code	
editor	window	is	shown.	This	is	the	window	where	students	type	their	programs.	At	the	bottom-left,	a	
memory	window	shows	the	current	state	of	memory	in	the	virtual	machine.	Finally,	on	the	bottom-right,	
a	two-digit	seven-segment	display	is	shown.	This	is	a	good	example	of	a	virtual	device	that	students	can	
write	programs	to	control.	
Learning	materials	were	integrated	into	the	platform.	A	series	of	20	lessons,	 identical	to	lecture	slides,	
were	 made	 available	 in	 the	 platform.	 Students	 were	 encouraged	 to	 break	 away	 from	 the	 learning	
materials	to	try	concepts	out	in	the	simulator,	hence	the	tight	coupling	between	the	simulator	and	the	
learning	 material.	 Additionally,	 8	 lab	 exercises	 were	 also	 available.	 The	 labs	 and	 lessons	 were	
represented	as	HTML5	slides	using	the	popular	Reveal.js	library	(Ferreira,	2013).	Although	it	was	decided	
against	it	at	the	time,	due	to	the	experimental	nature	of	the	software,	the	learning	materials	could	have	
been	decoupled	from	the	simulator	and	analytics	collected	on	the	server	side	via	a	Tin-Can	API	(Kelly	&	
Thorn,	2013).	
3.2 Module Structure and Grading 
The	 module	 in	 question,	 Computer	 Architecture	 and	 Assembly	 Language,	 runs	 over	 a	 twelve-week	
semester.	 There	 are	 36	 hours	 of	 lectures	 with	 24	 hours	 of	 lab	 time.	 The	 learning	 outcomes	 are	 as	
follows:	
LO1.	Understand	the	operation	of	CPU	registers	
LO2.	Describe	how	data	is	written	to	and	read	from	memory	
LO3.	Calculate	the	numerical	limits	of	memory	and	registers	
LO4.	Verify	ALU	operations	by	understanding	the	importance	of	the	flags	
LO5.	Write	8086	Assembly	Procedures	
LO6.	Design,	Code,	and	Test	Interrupt	Driven	8086	Assembly	programs	
	
The	module	 is	delivered	to	2nd	year	undergraduate	computer	science	students	 in	 the	 first	semester	of	
the	academic	year.	Continuous	assessment	accounts	for	40%	of	the	final	grade	while	a	final	end	of	term	
exam	accounts	for	60%	of	the	grade.	The	continuous	component	is	broken	up	into	two	graded	lab	exams	
that	take	place	on	the	platform.	The	final	end	of	term	exam	is	a	written	exam	and	covers	a	mixture	of	
theory	and	practical	coding.	It	is	worth	highlighting	that	when	performance	prediction	is	discussed	in	the	
context	of	this	paper,	it	is	the	student	performance	in	the	final	written	exam	and	not	the	overall	grade	
that	 is	 being	 predicted.	 This	 has	 the	 effect	 of	 eliminating	 the	 lab	 exams	 from	 the	 prediction	 and	
strengthens	 the	 results	 presented,	 in	 that	 the	 activity	 on	 the	 VLE	 is	 being	 used	 to	 predict	 the	
	
(2017).	 Using	 keystrokes	 analytics	 to	 improve	 pass-fail	 classifiers.	 Journal	 of	 Learning	 Analytics,	 4(2),	 189–211.	
http://dx.doi.org/10.18608/jla.2017.42.14	
ISSN	1929-7750	(online).	The	Journal	of	Learning	Analytics	works	under	a	Creative	Commons	License,	Attribution	-	NonCommercial-NoDerivs	3.0	Unported	(CC	BY-NC-ND	3.0)	
	 198	
performance	in	an	end-of-year	written	exam	(and	not	a	combination	of	a	written	exam	and	lab	exams	
taken	within	the	VLE).	
3.3 Dataset 
At	the	beginning	of	each	semester	that	the	module	takes	place,	students	are	introduced	to	the	platform.	
It	is	explained	that	all	data	can	be	removed	at	the	end	of	semester	on	request	(an	opt-out	policy).	After	
a	 three-month	 waiting	 period	 following	 the	 end	 of	 the	 semester	 to	 allow	 for	 such	 requests,	 any	
remaining	data	is	anonymized.	For	the	2013/2014	semester’s	data	upon	which	this	work	is	based,	data	
from	111	students	remained	after	opt-outs	(in	this	case	none).	
A	substantial	array	of	data	was	collected.	Due	to	the	volume	of	data,	much	of	it	was	aggregated	on	the	
client-side	and	periodically	sent	to	the	server.	Some	of	the	data	collected	included:	time	spent	on	each	
slide	of	 the	 learning	materials,	 IP	address,	 keystroke	 timings,	 successful	 compiles	 (recording	a	copy	of	
the	source	code	for	each),	failed	compiles	(again	recording	the	source	code)	and	GUI	interactions	such	
as	menu	clicks	and	window	opening/closing.	
To	get	a	feel	for	the	volume	of	data	and	the	general	pattern	of	activity	on	the	platform,	Figure	3	shows	
an	 activity	 diagram.	 This	 is	 the	 number	 of	 transactions	 observed	 from	 the	 students	 throughout	 the	
semester.	 Each	 line	 in	 the	 activity	 graph	 represents	 a	 single	 student.	 The	 data	 has	 been	 divided	 into	
discrete	periods,	representing	the	 lab	sessions	and	the	time	between	those	sessions.	This	concept	has	
been	 added	 to	 the	 dimensions	 as	 activity	 during	 labs	 and	 outside	 labs.	 The	 total	 number	 of	 events	
extracted	 from	 the	 raw	 data	 for	 all	 students	 is	 9,142,065,	 which	 together	 form	 a	 substantial	 digital	
footprint	that	represents	student	interaction	with	the	system.	
	
Figure	3:	Student	activity	on	a	weekly	basis.	
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As	 can	 be	 seen	 from	 Figure	 3,	 the	 extent	 to	 which	 students	 on	 the	 module	 are	 assessment-driven	
becomes	clear.	There	are	three	significant	spikes	in	activity.	These	correspond	to	just	before	the	first	lab	
exam,	the	second	lab	exam,	and	the	final	written	exam.	For	each	of	the	two	lab	exams,	a	smaller	spike	in	
activity	can	be	seen	just	to	the	right.	This	corresponds	to	the	activity	during	the	 lab	exam	itself.	While	
the	observation	of	assessment-driven	behaviour	has	previously	been	observed	(Breslow	et	al.,	2013),	it	
is	 illuminating	 to	 see	 analytical	 data	 supporting	 the	 observation	 and	 highlighting	 the	 extent	 of	 the	
phenomenon	for	this	particular	module.	
4 METHODOLOGY 
4.1 Pass–Fail Classifier 
We	 consider	 the	 prediction	 of	 a	 student’s	 performance	 in	 this	 course’s	 final	 written	 examination	
(pass/fail)	 given	 a	 number	 of	 important	 factors.	 The	 features	 or	 dimensions	 used	 for	 the	 prediction	
algorithm	 are	 simple	 features	 gathered	 from	 processing	 student	 interaction	 with	 the	 platform.	 The	
output	 of	 this	 prediction	 algorithm	 is	 whether	 a	 student	 fails	 or	 passes	 a	 course.	 The	 input	 to	 the	
prediction	 algorithm	 represents	 one	 or	 more	 observations	 regarding	 the	 student’s	 activity	 on	 the	
platform	 such	 as	 the	 number	 of	 successful	 and	 failed	 compilations,	 on-campus	 vs.	 off-campus	
connections,	and	time	spent	on	the	platform.	The	features	used	are	presented	in	Table	2.	
Table	2:	Features	used	for	the	basic	classifier	
 
1. Number	of	successful	compilations	
2. Successful	compilations	average	
complexity	
3. Number	of	failed	compilations	
4. Failed	compilations	average	
complexity	
5. Ratio	between	on-campus	and	off-
campus	connections	
6. Number	of	connections	
7. Time	spent	on	the	platform	
8. Time	spent	on	slides	within	the	
platform	
9. Time	spent	typing	in	platform	
10. Time	idle	in	platform	
11. Slides	coverage	
12. Number	of	slides	visited	
13. Number	of	slides	opened	
14. Number	of	transactions	(activity)	
15. Number	of	transactions	during	labs	
16. Number	of	transactions	outside	labs	
17. Number	of	transactions	in	the	
platform	
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The	complexity	of	the	programs	compiled	was	also	measured	and	added	to	the	dimensions	vector.	This	
metric	 has	 been	 calculated	 by	 removing	 the	 comments	 from	 each	 program	 compiled,	 running	 a	
compression	algorithm	and	measuring	the	length	of	the	compression	for	each	program.	This	technique,	
examined	in	detail	by	Jbara	and	Feitelson	(2014)	is	a	useful	proxy	for	code	complexity.	
The	 data	 listed	 in	 Table	 2	 contain	 attributes	 with	 a	 mixture	 of	 scales	 for	 different	 quantities.	 The	
machine	 learning	methods	used	either	expect	or	are	more	effective	 if	 the	data	attributes	all	have	 the	
same	scale.	The	two	scaling	methods	applied	on	the	data	were	normalization	and	standardization.	
In	 addition,	 the	 number	 of	 features	 or	 dimensions	 was	 reduced	 in	 order	 to	 verify	 whether	 feature	
reduction	 improves	 the	 prediction	 accuracy.	 Feature	 engineering,	 the	 judicious	 selection	 and	 pre-
processing	of	such	features,	 is	one	of	the	most	challenging	and	 important	phases	for	such	data-driven	
algorithms	 e.g.,	 IBM	Watson,	 Google	 Knowledge	 Graph	 (Anderson	 et	 al.,	 2013).	 To	 achieve	 this,	 the	
SelectKBest	 method	 from	 Scikit-learn	 was	 used	 in	 conjunction	 with	 the	 Chi-squared	 statistical	 test	
(Kramer,	2016,	p.	49).	
4.2 Classifier Options 
Many	different	classifiers	could	be	used	for	the	prediction	algorithm.	Often	the	choice	of	which	classifier	
to	 use	 is	 not	 clear,	 but	 there	 is	 a	 general	 paradigm	 for	 picking	 the	 appropriate	 classifier	 to	 obtain	
universal	performance	guarantees.	Specifically,	it	is	desired	to	select	a	function	from	the	set	of	classifiers	
that	 has	 a	 small	 error	 probability.	 Effectively,	 the	 approach	 is	 to	 use	 training	 data	 to	 pick	 one	 of	 the	
functions	from	the	set	to	be	used	as	a	classifier.	Using	this	training	data,	the	classifier	with	the	minimum	
empirical	error	probability	is	selected.	
The	bag	of	classifiers	used	is	composed	of	linear	regression,	a	logistic	regression,	Gaussian	naive	Bayes,	
multinomial	 naive	 Bayes,	 Bernoulli	 naive	 Bayes,	 support	 vector	 machine	 with	 radial	 basis	 function	
kernel,	K-neighbours	(with	K=12),	and	decision	tree	classifiers.	To	compare	and	evaluate	different	pre-
processing	techniques	and	models,	a	cross-validation	approach	was	employed.	For	this	particular	study,	
a	variant	called	“k-fold	cross-validation”	(Refaeilzadeh,	Tang,	&	Liu,	2009)	was	used	in	order	to	compare	
the	classifiers	in	the	set.	
The	 classifiers	 were	 all	 supplied	 by	 the	 Scikit-learn	 library	 embedded	 in	 a	 Jupyter/IPython	 notebook	
(Ragan-Kelley	 et	 al.,	 2014).	 Logged	 data	 was	 decompressed	 and	 preprocessed	 using	 a	 custom	 set	 of	
Python	 scripts	 and	 stored	 in	 a	 JSON	 format	 to	 be	 loaded	 later	 by	 the	 machine	 learning	 component	
written	using	Scikit-learn.	As	the	decision	tree	classifier	in	Scikit-learn	is	the	best	performing	one	in	later	
sections,	it	is	worth	noting	that	the	Scikit	implementation	is	an	optimized	version	of	CART	(classification	
and	regression	trees;	Breiman,	Friedman,	Olshen,	&	Stone,	1984),	which	is	quite	similar	to	C4.5	(Quinlan,	
1996).	
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4.3 Utilizing Keystroke Data 
To	 examine	 the	 viability	 of	 using	 keystroke	metrics	 to	 improve	 the	 performance	 classifier,	 the	 time-
stamped	 keypress	 events	were	 examined	 and	 the	 various	 digraph	 timings	 derived	 from	 them.	 Type-E	
digraphs	discussed	in	Section	2	were	the	main	focus	here.	During	student	activity	on	the	platform,	the	
keystroke	 timings	 were	 recorded	 within	 the	 code-editor	 window	 and	 stored	 on	 the	 server	 in	 a	
compressed	 form.	Using	 a	 simple	 Python	 script,	 the	 average	 Type-E	 digraphs	 timing	 for	 each	 student	
was	computed	and	then	normalized	within	the	test	group.	This	was	then	used	as	the	keystroke	feature	
for	the	classification	algorithm,	updating	with	the	new	data	for	each	week	the	classifier	was	run.	
One	of	 the	 issues	 faced	with	these	digraphs	was	that	of	outliers.	For	example,	during	coding	sessions,	
students	are	encouraged	to	interrupt	their	typing	to	sketch	out	ideas	or	to	consult	notes.	Similar	to	the	
approach	taken	by	Dowland	and	Furnell	(2004)	and	Longi	et	al.	(2015),	a	data	pre-processing	stage	was	
applied	to	address	these	outliers.	An	upper	bound	of	2	seconds	on	the	digraphs	was	applied,	eliminating	
all	digraphs	with	latencies	greater	than	this.	Once	this	threshold	had	been	applied,	a	final	step	was	taken	
of	 eliminating	 the	 bottom	 and	 top	 10%	 outliers.	 To	 address	 the	 first	 research	 question,	 these	 type-E	
digraphs	were	considered	in	 isolation	first,	ensuring	a	correlation	with	end-of-year	exam	performance.	
Then,	these	digraphs	were	used	as	additional	feature	in	the	pass–fail	classifier	to	determine	if	they	could	
enhance	the	accuracy	of	the	classifier,	in	particular	early	in	the	semester.	
5 RESULTS 
5.1 Basic pass–fail classifier 
The	 receiver	 operating	 characteristic	 (ROC),	 or	 ROC	 curve,	 is	 a	 graphical	 plot	 that	 illustrates	 the	
performance	of	a	binary	classifier	system	as	its	discrimination	threshold	is	varied.	In	addition,	leveraging	
a	 ROC	 area	 under	 the	 curve	 (ROC	 AUC)	 scoring	 function	 shows	 a	 reliable	 prediction	 accuracy	 score	
clearly	 greater	 than	 69%	 for	 the	 decision	 tree	 classifier,	 doing	 an	 arithmetic	mean	 for	multiple	 cross-
validation	folders.	Figure	4	shows	this	classifier	in	action	as	the	semester	progresses.	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
Figure	4:	Prediction	accuracy	on	a	weekly	basis.	
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Of	 note	 in	 Figure	 4	 is	 the	 way	 in	 which,	 as	 the	 semester	 progresses,	 the	 accuracy	 of	 the	 classifier	
improves.	There	are	two	related	issues	here.	The	first	is	that,	naturally,	the	classifier	improves	as	more	
data	 in	 the	 form	 of	 analytics	 from	 student	 activities	 arrives.	 The	 second	 is	 that	 student	 activity	 is	
generally	 back-loaded,	 in	 that	 they	 reserve	 most	 of	 their	 activity	 until	 just	 before	 the	 exam,	 so	 a	
significant	amount	of	data	is	generated	very	late	in	the	semester.	This	closely	matches	what	is	observed	
in	the	activity	graph	in	Figure	3.	
5.2 Linking Keystroke Metrics to Student Performance 
In	order	to	answer	RQ1,	it	was	necessary	to	correlate	digraph	measurements	with	student	performance	
in	the	written	exam.	These	digraph	latency	measurements	are	all	based	on	the	same	set	of	111	students	
over	a	17-week	period.	There	is	a	written	examination	at	the	end	of	this	period	and	after	this	exam,	the	
correlation	 between	 the	 type-E	 digraphs	 observed	 and	 the	 student	 examination	 performance	 was	
examined.	 Roughly	 in	 line	 with	 the	 observations	 of	 Thomas	 et	 al.	 (2005),	 peak	 correlation	 of	 –0.412	
(with	a	p-value	of	6.84x10-6)	was	observed.	
Table	3:	Correlation	with	exam	performance	
Week	 Correlation	 P-value	
0	 –0.244	 p	<<	0.05		
1	 –0.186	 5.09x10-2	
2	 –0.245	 p	<<	0.05	
3	 –0.321	 p	<<	0.05	
4	 –0.345	 p	<<	0.05	
5	 –0.346	 p	<<	0.05	
6	 –0.395	 p	<<	0.05	
7	 –0.378	 p	<<	0.05	
8	 –0.376	 p	<<	0.05	
9	 –0.381	 p	<<	0.05	
10	 –0.411	 p	<<	0.05	
11	 –0.412	 p	<<	0.05	
12	 –0.412	 p	<<	0.05	
13	 –0.411	 p	<<	0.05	
14	 –0.400	 p	<<	0.05	
15	 –0.401	 p	<<	0.05	
16	 –0.400	 p	<<	0.05	
	
In	Table	3,	the	correlation	between	the	digraph	measurements	observed	up	to	a	particular	week	and	the	
students’	 final	 written	 examination	 is	 presented.	 Traditionally,	 students	 are	 slow	 to	 sign	 up	 to	 the	
platform	and	this	is	evident	from	the	table,	with	low	correlation	data	in	the	first	few	weeks	(and	higher	
p-values).	Consulting	the	logs,	 it	became	evident	that	it	was	not	until	the	end	of	week	6	when	the	last	
student	had	started	to	use	the	platform.	
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What	is	particularly	interesting	about	the	correlation	is	that,	although	weak	to	moderate,	it	is	relatively	
stable	 from	 week	 6	 until	 week	 16.	 This	 is	 precisely	 the	 type	 of	 dimension	 required	 to	 improve	 the	
classifier.	While	 the	students	 in	 this	 course	generally	expend	most	of	 their	effort	 in	 the	 last	 couple	of	
weeks,	there	is	more	than	enough	activity	on	the	system	early	on	to	establish	their	keystroke	patterns	
that,	in	turn,	have	some	predictive	power	as	to	how	they	will	perform	in	the	final	written	examination.	
5.3 Extended pass–fail classifier 
To	 answer	 RQ2	 and	 evaluate	 the	 potential	 improvement	 that	 keystroke	 analytics	 can	 provide	 to	 the	
accuracy	 of	 the	 classifier,	 the	 basic	 classifier	 presented	 above	was	 re-evaluated,	 this	 time	 adding	 the	
type-E	 digraph	measurements	 to	 the	 pre-existing	 dimensions.	 For	 each	week,	 the	 cumulative	 digraph	
measurements	 up	 to	 that	 point	 were	 used	 as	 the	 digraph	 dimension.	 The	 new	 results	 are	 shown	 in	
Figure	5.	
It	is	clear	that	the	addition	of	the	type-E	digraph	latencies	to	the	classifier	improves	prediction	accuracy.	
Only	in	weeks	0,	3,	and	5	does	the	original	classifier	do	marginally	better.	As	discussed	earlier,	this	is	not	
surprising	since	the	full	set	of	digraph	 latencies	 isn’t	known	until	 the	end	of	week	6.	Overall,	 the	peak	
accuracy	of	the	new	classifier	is	0.707	vs	0.693	for	the	old	classifier.	
	
	
Figure	5:	Improved	prediction	accuracy.	
Although	 the	 improvement	 in	 the	accuracy	of	 the	enhanced	classifier	 is	 relatively	 small	 (0.014)	at	 the	
end	of	the	module,	it	does	make	a	more	significant	difference	overall	early	in	the	semester.	The	average	
week-by-week	improvement	through	the	entire	semester	is	0.028.	The	improvement	in	the	classifier	in	
earlier	weeks	 is	 important	 to	 factor	 in,	 as	 reliable	 classification	 of	 non-performing	 students	 needs	 to	
take	place	as	early	as	possible	to	allow	enough	time	for	interventions	to	be	put	in	place.	Figure	6	shows	
the	confusion	matrix	for	both	classifiers	at	the	end	of	the	semester.	The	fractional	values	in	the	matrix	
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arise	due	to	the	k-fold	cross	validation	approach	(the	matrices	shown	represent	an	average	of	a	number	
of	matrices).	As	per	Figure	5,	the	extended	classifier	shows	an	improvement	over	the	basic	classifier.	To	
estimate	the	overall	importance	of	the	keystroke	feature,	the	Gini	Importance	(Breiman	&	Cutler,	2008)	
of	the	features	was	computed.	The	most	important	features	are	shown	in	Table	4	where	it	can	be	seen	
that	the	average	complexity	of	programs	that	the	student	writes	remains	the	most	important	feature.	
Table	4:	Most	important	features	
Gini	Importance	 Feature	Description	
0.288	 Average	complexity	of	programs	compiled	
0.165	 Number	of	successful	compilations	
0.143	 Activity	outside	lab	sessions	
0.079	 Ratio	of	on-campus	to	off-campus	sessions	
0.075	 Time	spent	viewing	slides	
0.069	 Type-E	digraph	time	
	
	
Figure	6.	Confusion	matrix	for	both	classifiers	after	week	16.	
6 DISCUSSION 
While	 the	 approach	 taken	 to	 predict	 performance	 can	 be	 utilized	 elsewhere,	 it	 is	 worth	 noting	 how	
generalizable	 it	 is.	 The	 results	 presented	 are	 for	 one	 particular	 module,	 where	 low-level	 data	 from	
programming	actions	can	be	collected	from	a	custom-built	platform.	While	we	are	confident	the	results	
would	extend	to	other	programming	languages,	if	the	data	were	not	collected,	then	obviously	the	same	
approach	would	not	work.	Therefore,	careful	attention	would	need	to	be	paid	to	providing	students	with	
an	appropriately	instrumented	platform	if	such	low-level	data	is	required.	
The	results	can	also	be	affected	by	the	demographics	involved.	Those	presented	in	this	paper	are	from	a	
reasonably	 homogenous	 group,	 namely	 2nd	 year	 undergraduate	 computer	 science	 students	with	 over	
80%	of	the	group	being	male.	 It	 is	entirely	possible	that	the	predictive	capability	of	the	classifier	could	
change	with	a	different	or	more	diverse	demographic.	
n=111 Pass Fail n=111 Pass Fail
Pass 71 11.6 82.6 Pass 71.7 10.9 82.6
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85 26 85 26
Actual
Pr
ed
ic
te
d
Actual
Pr
ed
ic
te
d
Simple	Classifier Extended	Classifier
	
(2017).	 Using	 keystrokes	 analytics	 to	 improve	 pass-fail	 classifiers.	 Journal	 of	 Learning	 Analytics,	 4(2),	 189–211.	
http://dx.doi.org/10.18608/jla.2017.42.14	
ISSN	1929-7750	(online).	The	Journal	of	Learning	Analytics	works	under	a	Creative	Commons	License,	Attribution	-	NonCommercial-NoDerivs	3.0	Unported	(CC	BY-NC-ND	3.0)	
	 205	
	
Figure	7:	Cumulative	program	compiles	over	the	module	lifetime.	
The	most	fundamental	limitation	of	the	approach	taken	in	the	platform	is	that	only	online	activity	can	be	
measured.	It	is	not	possible	to	say	anything	about	module-related	activity	that	students	perform	offline,	
such	as	written	exercises.	Although	unlikely	in	our	case,	if	a	student	were	handwriting	programs	during	
their	studies,	the	current	platform	cannot	capture	this.	A	related	issue	is	that,	in	order	for	the	classifier	
to	be	accurate,	there	must	be	sufficient	data	available.	For	the	module	 in	question,	students	backload	
their	work	significantly.	As	can	be	seen	in	Figure	7,	it	is	not	until	week	7	that	students	start	to	compile	
programs	in	significant	amounts.	At	the	end	of	week	6,	only	22%	of	the	final	tally	of	compiled	programs	
had	been	reached.	By	the	end	of	week	7,	this	had	reached	52%.	Up	until	that	point	there	is	simply	not	
enough	data	 in	 the	 system	 to	 build	 a	 reliable	 classifier.	On	 this	 basis,	 a	 reasonable	 time	 to	 intervene	
would	be	the	midpoint	of	the	16	week	period,	just	after	week	8.	Figure	8	shows	the	confusion	matrix	for	
the	two	classifiers	at	this	point.	
	
Figure	8:	Confusion	matrix	for	both	classifiers	after	week	8.	
There	is	room	to	improve	the	performance	of	the	classifier	further.	To	do	this,	we	can	utilize	a	number	
of	strategies.	One	promising	approach,	given	data	that	is	currently	available,	is	to	examine	the	programs	
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that	students	successfully	write.	It	 is	possible	to	determine	when	a	student	employs	a	concept	such	as	
loops	for	the	first	time.	The	approach	is	particularly	interesting	from	a	pedagogical	point	of	view	as	it	is	
easier	to	link	to	course	material	and	structure	(as	opposed	to	successful	compilations	or	type-E	digraph	
timings).	 Justification	 for	 investigating	 time-related	 features	 can	 be	 found	 in	 the	 behaviour	 of	 the	
classifier	between	weeks	4	to	7	(Figure	5),	as	the	predictive	power	of	the	classifier	actually	diminishes.	
Preliminary	investigations	suggest	that	the	classifier	does	quite	well	around	week	4	since	it	is	essentially	
recognizing	early	users	of	the	system	(and	early	users	tend	to	correlate	with	better	performers	for	this	
module).	In	subsequent	weeks,	additional	data	from	later	users	of	the	system	is	included	in	the	classifier	
features,	 thus	 “diluting”	 the	 capability	 of	 the	 classifier	 to	 spot	 early	 adopters.	 Thus,	 examining	 time-
related	 features	 and	 preventing	 this	 “dilution”	 has	 the	 potential	 to	 improve	 classifier	 performance	
considerably.	
Including	 lab	 grades	 in	 the	 prediction	 can	 further	 enhance	 the	 predictive	 ability	 of	 the	 classifier.	 The	
type-E	 digraph	 timings	 used	 in	 this	 paper	 could	 also	 be	 refined.	 At	 present,	 all	 tokens	 (words	 in	 the	
programming	 language)	 are	 treated	 equally,	 but	 it	may	well	 be	 the	 case	 that	 some	 tokens	 are	more	
difficult	 to	 recall.	 Applying	 different	 weightings	 to	 these	 may	 yield	 a	 more	 useful	 dimension	 for	 the	
performance	classifier.	
The	 best	 point	 at	which	 to	 intervene	 is	 a	 complex	 topic,	 informed	by	 classifier	 accuracy	 and	 also	 the	
specifics	of	 the	module	being	taught.	Generally	speaking,	 the	best	 time	to	 intervene	 is	 the	time	when	
the	classifier	can	yield	reasonable	accuracy.	More	specifically,	one	should	intervene	as	early	as	possible,	
once	at-risk	 students	have	been	 identified	accurately.	 For	 this	particular	module,	 this	would	be	when	
sufficient	data	has	been	collected	to	ensure	classifier	accuracy.	That	would	seem	to	be	around	week	7.	
Ideally,	 to	 allow	 even	 earlier	 identification	 of	 at-risk	 students,	 we	 should	 attempt	 to	 structure	 the	
learning	 so	 that	 students	 front-load	 their	 online	 work,	 allowing	 us	 to	 acquire	 the	 data	 that	 would	
identify	 at-risk	 students	 earlier.	While	we	 cannot	 recommend	 a	 particular	week	 or	 point	 at	which	 to	
intervene	in	general,	this	is	the	main	recommendation	to	identify	at-risk	students	early,	and	it	is	obvious	
in	retrospect:	get	students	using	the	online	system	as	early	and	as	intensively	as	possible.	
7 CONCLUSION 
Though	 the	 focus	 of	 this	work	 is	 on	 showing	 that	 keystroke	metrics	 can	 contribute	 to	more	 accurate	
pass–fail	 classifiers,	 it	 is	worth	noting	 that	 the	 feature	providing	 the	greatest	prediction	accuracy	was	
that	of	program	complexity.	This	feature	was	obtained	using	a	technique	outlined	by	Jbara	and	Feitelson	
(2014)	where	 the	 length	of	 the	compressed	code	was	used	as	a	proxy	 for	 the	complexity	of	 the	code	
students	write.	 However,	 this	 is	merely	 an	 approximation	 for	 program	 complexity,	 so	 future	work	 in	
improving	this	feature	has	the	potential	to	yield	substantial	benefits.	
While	 many	 other	 dimensions	 could	 be	 added	 to	 the	 classifier,	 keystroke	 digraphs	 are	 particularly	
interesting.	Most	 importantly,	 they	 are	 relatively	 stable.	 Type-E	 digraph	 latencies	 do	 not	 vary	 hugely	
from	 the	 time	 they	 are	 first	 accurately	 measured.	 In	 contrast	 with	 other	 dimensions,	 such	 as	 the	
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complexity	of	programs	that	students	write	(which	naturally	increases	over	time	as	students	learn),	it	is	
an	ideal	early-indicator.	
Not	only	being	a	good	early	indicator,	digraph	latencies	also	contribute	something	different	than	other	
dimensions	that	reflect	effort	expended	by	the	student,	such	as	time	spent	on	the	platform	or	programs	
compiled.	 Digraph	 latencies	 measure	 something	 intrinsic	 in	 the	 student	 abilities	 and,	 as	 such,	 are	 a	
valuable	adjunct	to	these	student-effort	related	dimensions.	
There	is	also	scope	for	improving	the	digraph	latencies	used.	For	example,	a	number	of	different	options	
such	as	distinguishing	between	leading	edge	and	trailing	edge	type-E	digraphs	were	explored,	but	these	
did	 not	 contribute	 to	 classifier	 accuracy.	 Keystroke	 latencies	were	 also	 adjusted	 to	 eliminate	 general	
typing	speed	as	a	factor,	but	again,	these	did	not	improve	the	accuracy	of	the	classifier.	Future	work	will	
explore	these	variations	further.	
It	could	be	argued	that	the	language	used	(an	x86-like	assembly)	may	also	play	a	significant	role	in	the	
predictive	 power	 of	 these	 digraphs.	 Typically	 there	 is	 a	 limited	 selection	 of	 short	 tokens	 in	 these	
assembly	languages.	Comparing	the	predictive	power	of	digraph	latencies	of	such	a	language	with	that	
of	 the	 latencies	 from	 a	 typical	 higher	 level	 language	 such	 as	 Java	 with	 more	 (and	 longer)	 tokens	 is	
desirable.	Studies	 conducted	by	Thomas	et	al.	 (2005),	where	 the	authors	 investigated	 type-E	digraphs	
for	 Java	 and	Ada,	 show	 similar	 results.	 Thus,	 type-E	 digraphs	 are	 useful	 across	multiple	 programming	
languages	of	varying	syntactic	structure	and	verbosity.	
If	such	keystroke	data	is	available,	we	have	shown	that	it	is	worth	incorporating	keystroke	analytics	for	
improving	 the	 accuracy	 of	 such	 pass–fail	 classification	 systems.	 Improving	 this	 accuracy	 early	 in	 the	
semester,	 as	 keystroke	 analysis	 permits	 us	 to	 do,	 is	 critical	 to	 improving	 the	opportunity	 for	 targeted	
intervention	and,	consequently,	increased	student	retention.	
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