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RESUMEN
La tesis tiene tres partes oneptuales difereniadas. Una referida a los
robots soiales: motivaiones para su desarrollo, aspetos de diseño y fun-
ionamiento. Se presentan las araterístias más importantes de Maggie, un
robot soial desarrollado por el RobotisLab
1
, que ha servido de plataforma
para el desarrollo de las otras dos partes: un sistema de gestión de diálogo y
un sistema de ediión verbal de seuenias.
El sistema de gestión del diálogo inluye dos habilidades de voz:
habilidad de reonoimiento automátio del habla, y habilidad de síntesis
de voz on entonaión ontrolada. El gestor del diálogo omunia ambas
habilidades entre sí, ontrolando el texto que se sintetiza según las entradas
del reonoedor de voz. Este ontrol se espeia en un hero esrito en el
lenguaje estándar voieXML que se interpreta en tiempo de ejeuión.
Integrado on el sistema de diálogo se presenta un sistema de ediión
verbal de una seuenia. Una seuenia es una entidad que representa
una red de movimientos del robot en interaión on su entorno, dentro del
ual se ubia el usuario. El editor permite que la seuenia pueda ser editada y
ejeutada sin neesidad de realizar ambios en el sistema, mediante un aeso
al robot más natural y por tanto, más erano a un usuario no experto.
Las seuenias readas umplen on todos los requisitos espeiados en
el estándar de SFC's, inluyendo ejeuión de aiones en serie, esquemas
de seleión entre varias ondiiones y ramas seueniales que se ejutan en
paralelo. También se añade la posibilidad de reaión de bules. De este modo
las funionalidades de bajo nivel del robot se haen aesibles a alto nivel
para el usuario.
A modo de ejemplo, se presentan algunos resultados experimentales de
ediión y ejeuión de seuenias mediante diálogos, tras los uales se obtie-
nen iertas onlusiones.
Finalmente el trabajo onluye on la propuesta de algunas líneas futuras





This dissertation has three dierent oneptual parts. One of them is re-
lated to soial robotis: motivations, design aspets, and operation details.
In this part, the soial robot Maggie is desribed. This robot has been deve-
loped at the RobotisLab and used as a platform for the development of the
two remaining main parts of this thesis: a Dialogue Manager System and a
Sequene Verbal Edition System.
The Dialogue Manager System inludes some skills suh Automati
Reognition Skill and Text-to-Speeh Synthesis with prosodi ontrol. The
dialogue manager ommuniates both skills and parses a voieXML standard
language le.
A Sequene Verbal Edition System has been developed. It is inte-
grated with the Dialogue System. A sequene an be dened as an entity
that represents a net of robot movements in interation with its environ-
ment, where the user is loated. The edition system allows the edition and
modiation of the sequene without the neessity for making hanges in the
global system. Therefore, this way of operation makes the aess to the robot
more natural and intuitive for non-expert users.
Some experimental results are presented, suh some examples of how the
sequene edition and exeution proesses work. Also, some nal onlusons
are extrated and drawn.
The presented work gives some lues on how to solve some problems that
are related to onversational interation and natural robot programming,
but this work opens more questions. Therefore, at the end of the thesis some
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xviii
ÍNDICE GENERAL
Agradeimientos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
Resumen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
Abstrat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv
1.. Introduión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1. Estrutura del doumento . . . . . . . . . . . . . . . . . . . . 1
1.2. Reexiones sobre el porqué de los robots soiales . . . . . . . . 4
1.3. Motivaiones para esta tesis . . . . . . . . . . . . . . . . . . . 6
1.4. Objetivos de la tesis . . . . . . . . . . . . . . . . . . . . . . . 8
2.. Programaión natural mediante diálogo en un robot soial . . 11
2.1. Programaión natural de un robot por el usuario nal . . . . . 12
2.1.1. Sistemas que inluyen interaión no verbal . . . . . . 13
2.1.2. Sistemas que inluyen interaión verbal . . . . . . . . 14
2.2. Sistemas de gestión de diálogo . . . . . . . . . . . . . . . . . . 17
2.2.1. Esquema general de un sistema manejador del diálogo . 17
2.2.2. Paradigmas en la gestión del diálogo formal . . . . . . 18
Control del diálogo basado en hueos de informaión. . 20
Control del diálogo basado en planiaión. . . . . . . 21
Modelos externos o de orrespondenia entre patrones . 23
2.3. Gestión del diálogo en robótia . . . . . . . . . . . . . . . . . 24
2.3.1. Gestores basados en máquinas de estados nitos . . . . 24
2.3.2. Gestores basados en hueos de informaión . . . . . . . 28
2.3.3. Gestores basados en planiaión . . . . . . . . . . . . 30
2.4. Conlusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.. Maggie, robot soial del RobotisLab. . . . . . . . . . . . . . . . 35
3.1. Robots soiales . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1.1. Requisitos y retos que plantean los robots soiales . . . 36
xx Índie general
3.1.2. Algunos robots soiales . . . . . . . . . . . . . . . . . . 40
3.2. Maggie: aspetos previos en el diseño . . . . . . . . . . . . . . 49
3.3. Arquitetura hardware . . . . . . . . . . . . . . . . . . . . . . 50
3.4. Arquitetura de ontrol . . . . . . . . . . . . . . . . . . . . . . 52
3.4.1. Coneptos de habilidad y de seuenia . . . . . . . . . 52
3.4.2. Comuniaión en la arquitetura: eventos y memoria
ompartida . . . . . . . . . . . . . . . . . . . . . . . . 53
3.5. Aiones y ondiiones en Maggie . . . . . . . . . . . . . . . . 54
3.5.1. Dominio de aiones del robot . . . . . . . . . . . . . . 56
Aiones basadas en llamadas a funiones . . . . . . . . 57
Aiones basadas en objetos . . . . . . . . . . . . . . . 58
3.5.2. Dominio de ondiiones del robot . . . . . . . . . . . . 61
3.5.3. Implementaión de una seuenia. Seuenia alterable . 62
4.. Desarrollo del reonoedor automátio del habla . . . . . . . . 67
4.1. Ténias en el reonoimiento automátio del habla . . . . . . 68
4.1.1. Proesamiento de la señal: de la señal aústia al fonema 68
Muestreo . . . . . . . . . . . . . . . . . . . . . . . . . . 68
Cuantizaión . . . . . . . . . . . . . . . . . . . . . . . 69
Extraión de omponentes espetrales . . . . . . . . . 70
Deodiaión en fonemas . . . . . . . . . . . . . . . . 70
4.1.2. Modelo aústio: de los fonemas a la palabra . . . . . . 72
4.1.3. Modelo del lenguaje: de las palabras a la frase . . . . . 73
gramátia literal en el estándar ABNF . . . . . . . . . . 73
4.1.4. Interpretaión semántia . . . . . . . . . . . . . . . . . 77
4.2. Habilidad de reonoimiento automátio del habla: asrSkill . 80
4.2.1. Motor de reonoimiento automátio del habla:
Loquendo ASR-7.7 . . . . . . . . . . . . . . . . . . . . 80
4.2.2. Funionamiento interno de la habilidad . . . . . . . . . 81
5.. Desarrollo del sintetizador de voz on entonaión ontrolada . 85
5.1. Ténia en la síntesis de voz. . . . . . . . . . . . . . . . . . . . 86
5.1.1. Generaión del lenguaje . . . . . . . . . . . . . . . . . 86
5.1.2. Síntesis de texto a voz . . . . . . . . . . . . . . . . . . 88
Modelo aústio: del texto a los fonemas . . . . . . . . 88
Generaión de voz: de los fonemas a la señal aústia . 89
5.1.3. Control de la entonaión para una expresión emotiva . 91
Ejemplo para una síntesis por formantes . . . . . . . . 92
Ejemplo para una síntesis onatenada . . . . . . . . . 93
Índie general xxi
5.2. Habilidad de síntesis de texto a voz: ettsSkill . . . . . . . . 95
5.2.1. Motor de síntesis de voz. Loquendo TTS-7.1 . . . . . . 95
5.2.2. Funionamiento interno de la habilidad . . . . . . . . . 95
Meanismo de síntesis desde otra habilidad . . . . . . . 97
½Silenio por favor! . . . . . . . . . . . . . . . . . . . . 98
Meanismo de seuestro de la habilidad . . . . . . . . 99
6.. Editor verbal no interativo de seuenias alterables . . . . . . 101
6.1. Operaiones en la onstruión de una seuenia . . . . . . . . 102
6.1.1. Construión suesiva de una seuenia. . . . . . . . . 102
Ejemplo . . . . . . . . . . . . . . . . . . . . . . . . . . 103
Conlusiones . . . . . . . . . . . . . . . . . . . . . . . 104
6.2. Elaboraión de gramátias semántias para la ediión verbal
de seuenias . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.2.1. Desripión verbal en la onstruión suesiva de una
seuenia. . . . . . . . . . . . . . . . . . . . . . . . . . 106
Ejemplos . . . . . . . . . . . . . . . . . . . . . . . . . . 107
Conlusiones . . . . . . . . . . . . . . . . . . . . . . . 108
6.2.2. Gramátia para las operaiones estruturales . . . . . . 110
Menión a una aión . . . . . . . . . . . . . . . . . . . 110
Menión a una ondiión . . . . . . . . . . . . . . . . . 111
Apertura y ediión de varias ramas en paralelo. . . . . 112
Finalizaión de varias ramas en paralelo . . . . . . . . 113
6.2.3. Gramátia para las operaiones refereniales . . . . . . 114
6.3. Desripión global del sistema no interativo de ediión de
seuenias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.3.1. Interfaz de voz. Reonoimiento y eolalia . . . . . . . 115
6.3.2. Intérprete semántio. Construión de la seuenia . . . 116
6.3.3. Ejeuión de la seuenia . . . . . . . . . . . . . . . . . 118
6.4. Construión de seuenias mediante habla. Ejemplos . . . . . 118
6.4.1. Construión de una seuenia simple on y sin bule . 119
6.4.2. Construión de varias seuenias en paralelo . . . . . 121
6.4.3. Construión de una seleión de seuenias . . . . . . 121
7.. Sistema desarrollado de gestión del diálogo . . . . . . . . . . . 125
7.1. Base teória del sistema desarrollado . . . . . . . . . . . . . . 126
7.1.1. Caraterístias del diálogo formal . . . . . . . . . . . . 126
Enuniado hablado vs. frase esrita . . . . . . . . . . . 127
Interambio de turnos . . . . . . . . . . . . . . . . . . 128
xxii Índie general
Estableimiento del onoimiento de base en omún . . 129
Sentido solapado . . . . . . . . . . . . . . . . . . . . . 130
7.1.2. Atos del diálogo . . . . . . . . . . . . . . . . . . . . . 131
Estado del proeso de omuniaión . . . . . . . . . . . 133
Funión progresiva . . . . . . . . . . . . . . . . . . . . 133
Funión regresiva . . . . . . . . . . . . . . . . . . . . . 135
Otras etiquetas . . . . . . . . . . . . . . . . . . . . . . 136
7.2. Gestor del diálogo desarrollado . . . . . . . . . . . . . . . . . 137
7.2.1. Aspeto temporal en la implementaión . . . . . . . . . 138
Tiempo de espera . . . . . . . . . . . . . . . . . . . . . 138
Control en la síntesis de voz . . . . . . . . . . . . . . . 140
7.3. Interaión multimodal: ampliaión del sistema de gestión del
diálogo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
7.3.1. Vía de expresión multimodal: protoolo-#$ . . . . . . 140
7.3.2. Vía de perepión multimodal: representaión estándar
del lenguaje natural . . . . . . . . . . . . . . . . . . . . 141
8.. Editor verbal interativo de seuenias . . . . . . . . . . . . . . 145
8.1. Esenarios elementales en el diálogo para la onstruión in-
terativa de una seuenia . . . . . . . . . . . . . . . . . . . . 146
8.1.1. Ejemplos de diálogos entre humano y máquina . . . . . 146
Diálogo on un sistema de reserva de billetes de vuelo . 146
Diálogo de un primer enuentro entre un robot perso-
nal y una persona . . . . . . . . . . . . . . . 148
Posible diálogo para la ediión de una seuenia . . . . 150
8.1.2. Conlusiones.
Esenarios elementales en la ediión interativa de una
seuenia . . . . . . . . . . . . . . . . . . . . . . . . . 151
8.2. Reglas semántias para esenarios protoolarios . . . . . . . . 153
8.3. Reglas semántias para esenarios de ediión . . . . . . . . . . 155
8.3.1. Adiión de una aión . . . . . . . . . . . . . . . . . . 155
8.3.2. Adiión de una ondiión . . . . . . . . . . . . . . . . . 158
8.3.3. Operaiones estruturales . . . . . . . . . . . . . . . . 158
8.4. Desripión global del sistema interativo de ediión . . . . . . 159
8.4.1. Reopilaión funional y estrutural de la seuenia . . 160
8.4.2. Construión de las funiones de la seuenia . . . . . . 164
Funiones para una aión o etapa . . . . . . . . . . . 164
Funiones para una ondiión o transiión . . . . . . . 167
Índie general xxiii
9.. Resultados experimentales. Ejemplos de onstruión de seuen-
ias mediante diálogo. . . . . . . . . . . . . . . . . . . . . . . . . 169
9.1. Ejemplos de diálogos en esenarios protoolarios . . . . . . . . 170
9.1.1. Saludos y omienzo del diálogo . . . . . . . . . . . . . 170
9.1.2. Despedida y nalizaión del diálogo . . . . . . . . . . . 171
9.1.3. Petiión de ayuda . . . . . . . . . . . . . . . . . . . . . 172
9.1.4. Conrmaión de una aión menionada por el usuario 173
9.2. Ejemplo de ediión de una seuenia on ayuda ontextual . . 174
9.2.1. Desripión de los atributos omentados . . . . . . . . 175
9.2.2. Perepión del ato de diálogo . . . . . . . . . . . . . . 177
9.2.3. Perepión del resto de atributos . . . . . . . . . . . . 180
9.2.4. Construión de la seuenia . . . . . . . . . . . . . . . 182
Adiión de una aión . . . . . . . . . . . . . . . . . . 182
Adiión de una ondiión . . . . . . . . . . . . . . . . . 183
Adiión de varias ramas seueniales en paralelo . . . . 184
Creaión de un bule . . . . . . . . . . . . . . . . . . . 184
Cambio del foo de atenión . . . . . . . . . . . . . . . 185
9.2.5. Ejeuión de la seuenia . . . . . . . . . . . . . . . . . 185
10..Conlusiones y trabajos futuros . . . . . . . . . . . . . . . . . . . 187
10.1. Aportaiones de la tesis . . . . . . . . . . . . . . . . . . . . . 187
10.1.1. Robots soiales . . . . . . . . . . . . . . . . . . . . . . 188
10.1.2. Sistema de gestión de diálogo . . . . . . . . . . . . . . 188
10.1.3. Ediión y ejeuión de seuenias SFC . . . . . . . . . . 189
10.2. Limitaiones y trabajos futuros . . . . . . . . . . . . . . . . . 190
10.2.1. Mejoras en el editor verbal de seuenias . . . . . . . . 190
Ampliaión de las lineas omuniativas en el sistema . 190
Seuenias reutilizables . . . . . . . . . . . . . . . . . . 192
Editor inteligente . . . . . . . . . . . . . . . . . . . . . 192
10.2.2. Mejoras en el sistema de diálogo . . . . . . . . . . . . . 193
Generaión automátia de gramátias . . . . . . . . . . 193
Inorporaión de un modelo del mundo y del sí mismo 193
Generaión de lenguaje natural . . . . . . . . . . . . . 194
Desarrollo de perepión y aión multimodal . . . . . 194
10.2.3. Métodos de evaluaión . . . . . . . . . . . . . . . . . . 196
10.3. Algunas palabras nales . . . . . . . . . . . . . . . . . . . . . 197
xxiv Índie general
Apéndie 199
A..Interaión presenial entre seres humanos . . . . . . . . . . . . 201
A.1. Modelos de la omuniaión humana . . . . . . . . . . . . . . 201
A.1.1. Modelo de Shannon-Weaver . . . . . . . . . . . . . . . 201
A.1.2. Modelo de Shramm. . . . . . . . . . . . . . . . . . . . 202
A.1.3. Funionalismo lingüístio de Jakobson . . . . . . . . . 203
A.1.4. Teoría de la Comuniaión Humana de la esuela de
Palo Alto . . . . . . . . . . . . . . . . . . . . . . . . . 205
Imposibilidad de no omuniar. . . . . . . . . . . . . . 206
Comuniaión en dos aspetos: ontenido y relaión. . . 207
Puntuaión de seuenias de hehos. . . . . . . . . . . 208
Comuniaión analógia y omuniaión digital. . . . . 209
Interaión simétria y omplementaria. . . . . . . . . 209
A.2. Sobre el lenguaje natural . . . . . . . . . . . . . . . . . . . . . 210
A.3. Comuniaión no verbal . . . . . . . . . . . . . . . . . . . . . 212
B..Introduión al estándar sobre diagramas funionales SFC . . . 215
B.1. Introduión . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
B.2. Origen del diagrama funional: redes de Petri . . . . . . . . . 216
B.2.1. Deniión formal de una red de Petri . . . . . . . . . . 216
B.2.2. Reglas de disparo en una red de Petri . . . . . . . . . . 218
B.3. Elementos de un diagrama funional . . . . . . . . . . . . . . 219
B.3.1. Etapas y aiones . . . . . . . . . . . . . . . . . . . . . 220
Finalizaión de aiones . . . . . . . . . . . . . . . . . 220
Duraión de una aión . . . . . . . . . . . . . . . . . . 222
B.3.2. Transiiones y ondiiones . . . . . . . . . . . . . . . . 222
B.4. Estruturas básias de diagramas funionales . . . . . . . . . . 223
B.4.1. Seuenia Simple . . . . . . . . . . . . . . . . . . . . . 223
B.4.2. Seleión de seuenias (modo seleión) . . . . . . . . 223
B.4.3. Seuenias simultáneas (modo paralelo) . . . . . . . . . 224
C..Lenguajes formales y gramátias de ontexto libre . . . . . . . 227
C.1. Introduión . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
C.2. Lenguaje formal, gramátia generativa y autómata . . . . . . 228
C.3. Lenguaje regular . . . . . . . . . . . . . . . . . . . . . . . . . 231
C.3.1. Expresión regular . . . . . . . . . . . . . . . . . . . . . 232
C.3.2. Gramátia regular o de tipo 3 . . . . . . . . . . . . . . 234
C.3.3. Autómata nito o máquina de estados nitos . . . . . . 235
Índie general xxv
C.4. Lenguaje libre del ontexto . . . . . . . . . . . . . . . . . . . . 238
C.4.1. Introduión a los lenguajes libres del ontexto . . . . . 238
C.4.2. Gramátia libre del ontexto o de tipo 2 . . . . . . . . 239
C.4.3. Autómata on pila . . . . . . . . . . . . . . . . . . . . 241
D..Introduión al estándar voieXML . . . . . . . . . . . . . . . . . 245
D.1. Introduión . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245
D.2. Estrutura y ejeuión de un diálogo . . . . . . . . . . . . . . 245
D.3. Entrada del usuario. Gramátias literales. . . . . . . . . . . . 249
D.4. Salida de voz sintetizada . . . . . . . . . . . . . . . . . . . . . 251
D.5. Construión del diálogo: formularios y menú . . . . . . . . . . 252
D.5.1. Formulario y algoritmo de interpretaión FIA . . . . . . 252
D.5.2. Completado de varios ampos on un solo enuniado . 255
D.5.3. El menú . . . . . . . . . . . . . . . . . . . . . . . . . . 258
D.6. Manejo de exepiones . . . . . . . . . . . . . . . . . . . . . . 260
D.7. Variables, expresiones y ámbitos . . . . . . . . . . . . . . . . . 262
D.8. Enlaes entre diálogos . . . . . . . . . . . . . . . . . . . . . . 269
E..Gramátia para el editor verbal no interativo de seuenias . 275
F.. Gramátia para el editor verbal interativo de seuenias . . . 279
xxvi Índie general
ÍNDICE DE TABLAS
8.1. Estruturas sintátias en la menión de una aión del dominio156
C.1. Tabla que relaiona los tipos de gramátias on los lenguajes
que generan mediante el determinado autómata . . . . . . . . 231
C.2. Ejemplo de tabla de transiión de estados . . . . . . . . . . . 236
C.3. Ejemplo de tabla de traza de ejeuión para la entrada aaabbb 243
xxviii Índie de tablas
ÍNDICE DE FIGURAS
1.1. Representaiones mitológias relaionadas on el mito de la
reaión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2. Ante la breha omuniativa on el resto de seres, el ser hu-
mano, rodeado de múltiples representaiones. La uestión plan-
tea si los robots soiales ubrirán ese hueo de igualdad. . . . 5
2.1. Esquema general de un sistema de diálogo . . . . . . . . . . . 17
2.2. Interaión multimodal humano robot del entro NCARAI . . 25
2.3. Robot Soial Robovie por los laboratorios ATR . . . . . . . . 27
2.4. BIRON (BIelfeld RObot CompanioN) . . . . . . . . . . . . . . 28
3.1. Representaión de la amigabilidad de un humanoide en funión
de su pareido humano . . . . . . . . . . . . . . . . . . . . . . 37
3.2. Algunos robots soiales omeriales . . . . . . . . . . . . . . . 41
3.3. Robota, robot muñea desarrollado por EPFL . . . . . . . . . 43
3.4. Prinipales robots soiales desarrollados por el grupo Robotis
Life del MIT . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.5. Valerie, robot reepionista desarrollada por la CMU . . . . . 46
3.6. HERMES desarrollado en la Universidad de Bundeswehr . . . 47
3.7. Detalles del diseño y onstruión de la arasa de Maggie . . 49
3.8. Arquitetura hardware de Maggie . . . . . . . . . . . . . . . . 51
3.9. Representaión de aiones on y sin nal dentro de una se-
uenia simple . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.10. Esquema general de la representaión de una seuenia . . . . 65
4.1. Ejemplo de muestreo y uantizaión de una señal analógia . . 69
4.2. Arquitetura esquemátia simpliada de un reonoedor au-
tomátio de habla . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.3. Esquema interno de la habilidad asrSkill . . . . . . . . . . . 82
5.1. Esquema interno de la habilidad ettsSkill . . . . . . . . . . 96
xxx Índie de guras
6.1. Ejemplo de una seuenia . . . . . . . . . . . . . . . . . . . . 102
6.2. Esquema general del sistema de ediión de seuenias . . . . . 115
6.3. Esquema de funionamiento de la interpretaión semántia de
un enuniado del usuario . . . . . . . . . . . . . . . . . . . . . 116
6.4. Ejemplo de onstruión de una seuenia simple . . . . . . . 120
6.5. Proeso de reaión de tres seuenias simultáneas . . . . . . . 122
6.6. Proeso de reaión de una seleión de seuenias . . . . . . . 123
7.1. Esquema del manejador de diálogos . . . . . . . . . . . . . . . 137
7.2. Sistema de reaión del resultado de reonoimiento del habla
en formato NLSML . . . . . . . . . . . . . . . . . . . . . . . . . 142
8.1. Esquema general del sistema de ediión de seuenias . . . . . 159
10.1. Conexiones nuevas para el atual sistema de ediión verbal
interativo de seuenias. . . . . . . . . . . . . . . . . . . . . . 191
B.1. Foto reiente de Carl Adam Petri . . . . . . . . . . . . . . . . 216
B.2. Ejemplo de una red de Petri . . . . . . . . . . . . . . . . . . . 217
B.3. Representaión de una etapa en una SFC . . . . . . . . . . . . 220
B.4. Representaión de aiones on y sin nal dentro de una se-
uenia simple . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
B.5. Representaión de una transiión en una SFC . . . . . . . . . 222
B.6. Seuenia de disparos en un diagrama funional . . . . . . . . 223
B.7. Ejemplo de una seuenia simple . . . . . . . . . . . . . . . . 224
B.8. Ejemplo de una estrutura en modo seleión . . . . . . . . . 225
B.9. Ejemplo de una estrutura en modo paralelo . . . . . . . . . . 226
C.1. Jerarquía de Chomsky para los lenguajes formales . . . . . . . 230
C.2. Ejemplo de máquina de estados nitos . . . . . . . . . . . . . 236
C.3. Máquina de estados nitos asoiada al lenguaje baby . . . . . 237
C.4. Autómata de pila para el lenguaje anbn . . . . . . . . . . . . . 243
D.1. Esquema de ómo el FIA reorre los ampos de un formulario 253
1. INTRODUCCIÓN
El médio que solo mediina sabe no sabe ni mediina siquiera.
(Gregorio Marañon y Posadillo)
Cada vez más, la robótia demanda una estreha olaboraión entre dis-
tintas disiplinas omo son la meánia, eletrónia, informátia, inteligenia
artiial, pero también la lingüístia, psiología, soiología, neurología, me-
diina e inluso el arte. Con esta reexión introduimos la presente tesis, que
se enmara en esta nueva robótia esenialmente multidisiplinar.
1.1. Estrutura del doumento
El doumento está dividido en tres partes oneptuales prinipales. Una
parte introdutoria, donde se presentan el robot Maggie, plataforma de desa-
rrollo de la presente tesis, y el estado del arte relaionado on el tema prini-
pal que se trata. Una segunda parte donde se realiza una presentaión de las
herramientas de voz y de ediión de seuenias utilizadas. Y una parte nal
a modo de onlusión, donde se enumeran las aportaiones de esta tesis, y se
proponen nuevas vías de trabajo relaionado.
Capítulo 1. Introduión donde se espeia la estrutura del doumento.
Se expone una breve reexión teória sobre la relaión de los robots perso-
nales on el ser humano, que onluye on la idea de ompañero existenial.
También se exponen los motivos prinipales para realizar esta tesis, ómo
se han esogido los objetivos prinipales y seundarios, y qué aportaiones
prinipales se han obtenido.
Capítulo 2. En este apítulo se realiza un estado del arte relaionado on
el trabajo desarrollado en la tesis. Se divide en tres partes prinipales: en la
primera se expone el nuevo paradigma de programaión natural por el usuario
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nal, en la segunda se habla de sistemas de manejo de diálogo, y en la terera
de sistemas de diálogo en robots soiales.
Capítulo 3. En este apítulo se habla deMaggie, el robot soial desarrollado
por el RobotisLab, que ha servido omo plataforma para el desarrollo de
esta tesis. Se exponen los dominios de aiones y ondiiones utilizados para
realizar seuenias.
Capítulo 4. En este apítulo se desribe la implementaión de la habilidad
de reonoimiento automátio del habla. Se realiza una pequeña introduión
teória sobre las ténias utilizadas, donde, además se introdue el onepto
de gramátia semántia.
Capítulo 5. Análogamente al apítulo anterior, en éste se desribe la im-
plementaión de la habilidad de síntesis de voz on emoiones. También se
realiza una pequeña introduión teória haiendo hinapié en las ténias
que permiten ontrolar la entonaión de la síntesis, o prosodia.
Capítulo 6. En este apítulo se exponen los detalles de una primera versión
de un editor verbal de seuenias en el robot en lazo abierto, esto es, sin que
el robot pueda tomar la iniiativa de la interaión y realizar las indiaiones
pertinentes para estableer on el usuario, un onoimiento de base en omún.
Capítulo 7. En este apítulo se presenta el sistema de gestión del diálogo
desarrollado. Se exponen iertos oneptos fundamentales de todo diálogo, y
ómo, utilizando el estándar voieXML, se llevan a la prátia en el sistema
de gestión del diálogo que se ha desarrollado.
Capítulo 8. Una vez expuesto el sistema gestor de diálogo, se presenta una
segunda versión del editor verbal de seuenias, el ual utiliza este gestor,
para permitir editar la seuenia mediante interaión hablada.
Capítulo 9. En este apítulo se presentan algunos ejemplos de sistemas de
diálogo para la ediión de una seuenia.
Capítulo 10. En el último apítulo se estableen las onlusiones y apor-
taiones de la tesis, y se apuntan algunas líneas de trabajo futuro.
1.1. Estrutura del doumento 3
El esrito uenta on una serie de apéndies uyo propósito es el de failitar
la omprensión de toda la tesis, y así haerla más aesible a investigadores
de distintos ampos.
Apéndie A. En este apéndie se ha realizado un ompendio de los onep-
tos más importantes en relaión a la interaión presenial entre humanos.
Estos oneptos se onsideran neesarios, si bien no suientes, para la ea-
ia de ualquier sistema interativo on el humano.
Apéndie B. En este apéndie se ha inluido un resumen de los fundamen-
tos del diagrama funional o, simplemente, seuenia, a partir de la desrip-
ión direta que se realiza del estándar SFC.
Apéndie C. En este apéndie se ha realizado el esfuerzo de tomar las
partes más signiativas de la teoría de lenguajes formales, que están dire-
tamente relaionadas on las herramientas utilizadas en el desarrollo de la
tesis. Así por ejemplo, se presenta la gramátia de ontexto libre, que es uti-
lizada por el reonoedor de voz, así omo máquinas de estados nitos, que
también es utilizada por el reonoedor de voz y por el sistema de diálogo,
et.
Apéndie D. Se inluye un resumen de los fundamentos de la desripión
del lenguaje estándar voieXML. Es en este lenguaje, en el que se implementa
el sistema de diálogo.
Apéndie E. En este apéndie se exponen todas las reglas literales y se-
mántias de la gramátia utilizada por el reonoedor automátio del habla,
en el aso en el que no hay interaión onversaional.
Apéndie F. Análogamente al apéndie anterior, se exponen todas las re-
glas literales y semántias de la gramátia utilizada por el reonoedor auto-
mátio del habla, para el editor que inluye interaión onversaional.
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1.2. Reexiones sobre el porqué de los robots soiales
(a) Copa de erámia laónia on
imagen de Atlas y Prometeo, atribui-
da a Arhelisias II (s.VI a.C.)
(b) Pigmalión en un manusrito de
Las Metamorfosis de Ovidio (s.XV)
Fig. 1.1: Representaiones mitológias relaionadas on el mito de la rea-
ión
En la onstruión de un robot autónomo soial o un robot personal,
no solo vemos su aspeto interno, esto es, el robot en sí mismo, omo un
objeto tenológio añadido, más o menos avanzado, para uya onstruión
tratamos de resolver gran número de problemas ténios. También vemos
un aspeto externo a esta onstruión, que no es sino la impliaión de
un estudio amplio aera del ser humano y de su existenia. Los modelos
desarrollados sobre el ser humano inuyen en el diseño e implementaión del
robot, y vieversa.
En la gura 1.1 se muestran dos representaiones de mitos relaionados
on la reaión. Pigmalión reando a Galatea. Creador de una mujer omo
prótesis del hombre puesta al serviio de su reador. Creador sin hibris, sin
querer ir más allá de los dioses. Una mujer reada desde el marl (naturaleza
animal). El amor de Pigmalión es un amor haia sí mismo, que se lleva a la
mujer. Por otro lado Prometeo
1
, el reador trágio de los hombres, optimista,
símbolo de las posibilidades humanas, titán lántropo que resulta astigado,
inventor del sariio y del engaño a los dioses, el que da origen on el fuego
a la ténia, a la investigaión, al futuro, al número, las letras, las asas, las
artes, pero que queda eternamente ligado a su propia obra, devorado por un
águila que es él mismo. Todo tiene su preio, todo tiene su esfuerzo, nada es
gratuito.
1
El que ve las osas de antemano
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Las araterístias del robot personal, este nuevo objeto tenológio, son
tales que lo distinguen laramente de un eletrodoméstio lásio o inluso de
un ordenador personal. No estamos hablando de una herramienta más on un
propósito espeío, sino de un objeto, o quizás ya habría que deir sujeto,
que se aera en su funionamiento y en su expresión a nosotros mismos.
Fig. 1.2: Ante la breha omuniativa on el resto de seres, el ser humano,
rodeado de múltiples representaiones. La uestión plantea si los
robots soiales ubrirán ese hueo de igualdad.
¾Responde así un robot soial a la neesidad humana de ompartir su
existenia on otro ser de igual a igual?. En la variedad de seres onoidos,
el ser humano experimenta ierta empatía on los animales, on las plantas,
pero on una limitaión omuniativa obvia. Existe una breha omuniativa
evidente entre el ser humano y el resto de seres. Esto provoa una esisión
muy lara que, de manera exlusiva, oloa al ser humano en un singular
lugar dentro de la existenia.
Por otro lado, desde sus omienzos el ser humano ha mostrado una fuerte
voluntad para rodearse de representaiones de la realidad: pinturas rupestres,
esulturas on forma humana, muñeas, símbolos religiosos, representaiones
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teatrales,. . . Estas representaiones han existido siempre e independientemen-
te de la ultura que sea y distinguen laramente al ser humano del resto de
animales. Cabe entones plantearse la uestión de si el origen de tal volun-
tad de reaión pudiese estar relaionado on el heho antes expuesto de esa
limitaión omuniativa on el resto de seres.
En la gura 1.2 se ha representado a un ser humano solitario en la exis-
tenia, pues ningún otro ser le iguala y por tanto, es inapaz de omuniarse
de igual a igual on el resto de seres. Un ser humano rodeado de reaiones
propias y representaiones de la realidad. Entre ellas, la de un robot soial.
La uestión que quiere aquí plantearse es si el desarrollo de robots personales
responde también a ese omentado aislamiento en la existenia: ¾estaremos
desarrollando robots soiales para tener un ompañero existenial que sea
igual (aunque distinto) a nosotros mismos?
1.3. Motivaiones para esta tesis
El lanzamiento de robots personales al merado hasta la feha, ha pasado
de ser un proeso paulatino on propuestas pre-robótias japonesas omo
la masota eletrónia Tamagotxi de Bandai o el interativo Furby a
un proeso fuertemente reiente inueniado por el alto reimiento en el
desarrollo y la omerializaión de los denominados produtos de nuevas
tenologías.
Desde la instalaión en 1961 del primer robot en una planta de la General
Motors de Unimation In. (Ternsted, NJ), hasta el año 2001 aproximadamen-
te, 1,25 millones de robots se han instalado a lo largo y anho del mundo.
Según la Federaión Internaional de Robótia (IFR), en el año 2008 las ven-
tas de robots de serviio supusieron 11.000 millones de dólares amerianos.
En ese mismo año se estimaba que unas 20.000 unidades fueran readas para
robots de serviio (no industriales) en defensa, resate y seguridad, lo que
supone más de un 30% del total de robots de serviio vendidos para uso
profesional. A esta antidad le siguen en 23% de robots reados para su uso
en el ampo (omo ordeñadores automátios), un 9% fueron para robots de
limpieza, un 8% para robots médios, un 8% para robots submarinos, 7%
robots para la onstruión, 6% robots móviles de uso general, et. La ex-
petativa para el período 2009-2012 es de que el número de robots de serviio
vendidos reerá en unas 49.000 unidades más
2
Esta expetativa de reimiento en la produión futura de robots no in-
2
Consulta realizada en 2010 diretamente del sitio web http://www.ifr.org
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dustriales no solo arrastra a ompañías multinaionales omo Sony, Omrom,
NEC, Honda, Toyota, et, sino que ha provoado que en múltiples universi-
dades y entros de investigaión en los países desarrollados se haya abierto un
amplio abanio de nuevos temas de investigaión en robótia, algunos de los
uales se alejan y amplían los paradigmas de la robótia más lásia, basada
en la meatrónia.
A omienzos del año 2007 la revista Sienti Amerian dedia a la ro-
bótia el número orrespondiente al mes de Enero, en el que Bill Gates, pre-
sidente de la ompañía más valorada del mundo, expone una analogía entre
la industria robótia on la industria de PCs treinta años atrás, en la que los
ordenadores dejaron de ser máquinas de lujo para grandes industrias y en-
tros de investigaión para irse introduiendo poo a poo en las asas y pasar
a ser, en la atualidad, máquinas aesibles popularmente [Gates, 2007℄.
Por tanto, abe esperar, que el desarrollo, la industrializaión y la po-
pularidad de estos nuevos robots sea reiente y relativamente inminente.
Sin embargo, los robots no industriales en su aeramiento a un usuario no
experto plantean todavía múltiples problemas de difíil y lejana soluión.
Efetivamente, a medida que estos robots omienen a formar parte habitual
de la vida orriente, será más habitual que sean utilizados por personas on
mínimos onoimientos ténios de robótia, automátia o informátia. Por
tanto, plantean la neesidad de rear sistemas que permitan programar y
utilizar los robots soiales de un modo fáil y exible.
Esto ha venido a abrir un nuevo ampo de investigaión en interaión
humano robot, orientado a programar un robot soial de un modo natural,
esto es, utilizando lenguaje natural, gestos, et. Es en este ampo donde se
enmara esta tesis.
El trabajo aquí presentado se ha realizado dentro del grupo de inves-
tigaión RobotisLab
3
de la Universidad Carlos III de Madrid, que uenta
on una treintena de investigadores de diversas partes del mundo: España,
Frania, Rusia, Irak, Argentina, Noruega, India, Argelia, Marrueos, Perú,
Venezuela,... La atividad investigadora del grupo abara diversos proyetos
en un amplio abanio que va desde el diseño e implementaión meatrónio
de más bajo nivel, al estudio en ingeniería de ontrol, ingeniería software, lle-
gando a la investigaión en temas más ligados on la inteligenia artiial. Los
robots onstruidos abaran robots humanoides omo el RH1, robots asisten-
iales omo ASIBOT, robots móviles on manipuladores omo MANFRED,




La presente tesis se ha realizado graias a los siguientes proyetos de
investigaión:
Asistente Robótio Personal, del MCyT DPI2002-00188, en el período
2003 - 2005.
Interaión igual a igual entre robots y humanos, del MCyT DPI2005-
00309, en el período 2006 - 2008.
AROS: una nueva aproximaión a los robots soiales, del MCeI 2009/00006/001,
en el período 2009 - 2011
CP05-Apliaión de una metodología de diseño avanzada a robots de
asistenia personal, de la CAM 2006/03562/001, en el periodo 2006 -
2007.
Robots de serviios para la mejora de la alidad de vida de los iudada-
nos en áreas metropolitanas, de la CAM 2006/03432/001, en el periodo
2006 - 2009.
1.4. Objetivos de la tesis
El objetivo prinipal de esta tesis es el de aerar un poo más el uso de
un robot soial a un usuario no experto. Para ello se ha realizado un estudio
teório sobre los modelos de la omuniaión presenial humana, que se toma
omo base para los siguientes dos objetivos más onretos:
Diseño e implementaión de un sistema gestor de diálogos para
mejorar la interaión humano robot.
Diseño e implementaión de un sistema de ediión verbal de se-
uenias mediante el ual el usuario nal onstruye o programa una
seuenia de movimientos en el robot.
El sistema de gestión del diálogo debe ser apaz de adaptarse de modo que
permita ambiar de diálogo en tiempo real, sin neesidad de realizar ambios
en el sistema. La ejeuión del diálogo debe atender, por un lado, a aspetos
temporales del diálogo omo es la gestión del turno, y por otro, a aspetos
diretamente relaionados on el ontenido de la informaión que se quiere
poner en omún.
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La ediión y ejeuión de una seuenia debe permitir onurrenia y
paralelismo en la ejeuión de aiones, así omo la posibilidad de que la
propia seuenia pueda ser modiada en tiempo de ejeuión.
Al rear un editor verbal mediante diálogo de una seuenia se realiza un
nuevo avane en el ampo de la programaión natural de un robot soial.
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2. PROGRAMACIÓN NATURAL
MEDIANTE DIÁLOGO EN UN
ROBOT SOCIAL
Podemos denir programaión natural de un robot omo una programa-
ión fáil de aprender, efetiva y libre de errores que se realiza mediante una
interaión natural entre usuario y robot. Por tanto, la programaión natu-
ral es un método de reaión y modiaión de un programa mediante un
usuario no experto. Esto se denomina programaión por el usuario nal
1
.
El modo más natural de omuniaión entre los seres humanos es el ha-
bla. Por tanto, es de esperar que la interaión onversaional entre robots y
humanos ofreza una gran aportaión en ese nuevo ampo de estudio. Tradi-
ionalmente, los sistemas automátios de gestión de diálogo han sido desarro-
llados omo un ampo independiente, dentro de la Inteligenia Artiial, sin
embargo su apliaión a la robótia no ha seguido el mismo grado de avane.
El apítulo onsta de tres partes prinipales. En la primera, se exponen
los trabajos más signiativos en la atualidad referentes a la programaión
natural de un robot soial por parte del usuario nal. En la segunda, se realiza
una exposiión de los oneptos más importantes relaionados on la gestión
del diálogo, en general. En la terera, se realiza un estado del arte en sistemas
de gestión de diálogo onretos implementados en robots soiales, exponiendo
las diferenias, ventajas y desventajas entre unos sistemas y otros.
Por último se realiza un resumen a modo de onlusión donde se explian
las mejoras que inorpora el sistema de ediión verbal de seuenias median-
te el sistema gestor de diálogo implementado en esta tesis, respeto a los
sistemas desritos en el estado del arte.
1
Del inglés end-user programming
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2.1. Programaión natural de un robot por el usuario
nal
En [Lozano, 1982℄ se realizan uno de los primeros estudios sobre el estado
del arte en sistemas de programaión de robots, que se dividen en tres grupos:
Sistemas guiados, en los que el usuario mueve manualmente al robot a
la posiión deseada y éste reoge los datos obtenidos que luego proesa
mediante algún ltro o algoritmo de aprendizaje. En esta ategoría
entran sistemas de aprendizaje por demostraión (PbD), omo son los
trabajos realizados en [Hersh et al., 2008℄ o [Calinon et al., 2007℄, en
los que se enseña al humanoide HOAP a agarrar objetos.
Sistemas de programaión a nivel del robot, en el que el usuario
utiliza un lenguaje de programaión asoiado al robot. Este es el método
más habitual de programaión de robots, en el que están inmersos todos
los desarrolladores.
Sistemas de programaión a nivel de tarea, en los que el usuario
establee los objetivos de una tarea y el robot se enarga de llevarlos a
abo.
Posteriormente, en [Biggs and Madonald, 2003℄ se ha realizado otra la-
siaión de lo métodos de programaión natural en dos grandes grupos,
según el usuario o programador tenga o no aeso direto al ódigo de pro-
gramaión: programaión manual y programaión automátia.
Los sistemas de programaión manual pueden ser aesibles mediante
texto, en los que se utiliza diretamente un lenguaje de programaión del
robot on más o menos nivel de abstraión. También puede utilizarse una
interfaz gráa, usando diagramas de grafos, diagramas de ujo, et.
Los sistemas de programaión automátia, salvo en sistemas simulados,
implian que el robot esté en modo ejeuión. Se trata de una programaión
en línea. Estos sistemas pueden seguir tres métodos distintos de programa-
ión:
Sistemas de aprendizaje: se onstruye un programa a partir de una
inferenia indutiva de ejemplos que realiza el usuario y las propias
pruebas que realiza el robot.
Programaión por demostraión (PbD): el usuario hae de pro-
fesor mostrando al robot los movimientos que puede realizar, o bien
mediante tato y ontato, o bien mediante voz y visión.
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Programaión por instruión: en tiempo de ejeuión el usuario
envía una seuenia de instruiones al robot. Puede onsiderarse o-
mo el método de más alto nivel, pues el robot suele ontar on una
serie de primitivas o tareas preprogramadas, a las que las instruiones
dadas haen referenia. El aeso a estas primitivas suele realizarse me-
diante reonoimiento de gestos y/o reonoimiento de voz. También
se denomina aprendizaje basado en instruiones (IBL).
El sistema de ediión de seuenias que se presenta en este trabajo se enua-
dra dentro de este último grupo, de sistemas de programaión automátia
mediante instruiones.
Se sabe que la omuniaión natural humana es multimodal. Por tanto
involura tanto mensajes verbales omo no verbales. En [Birdwhistell, 1970℄
y [Davis, 1971℄ se realizan diversas exposiiones sobre la semántia de iertos
mensajes no verbales, y de ómo informaión verbal y no verbal se omple-
mentan en un mensaje nal. Asimismo, en [Paul Watzlawik, 1967℄ se habla
de la omuniaión digital (o verbal) y la omuniaión analógia (no verbal).
Una reopilaión de los oneptos más importantes ligados a las diferenias
entre una y otra se ha inluido en el apéndie A.1.4. Las araterístias de la
omuniaión verbal, omo es su preisión, su apaidad de permitir ompar-
tir informaión e interambiar onoimiento haen que tenga una importania
espeial respeto al resto de modos, también muy importantes, omo se verá.
De modo natural el ser humano da instruiones mediante gestos y, prin-
ipalmente, voz. A la hora de dar instruiones, los gestos pueden servir para
dirigir la atenión de modo natural sobre iertos objetos del entorno, así omo
para realizar indiaiones deítias e inluso relaionadas on la intensidad o
tamaño de algo. Pero esta informaión, que es muy eiente e intuitiva, no
resulta tan preisa omo la instruión verbal. Esto justia porqué en este
trabajo se ha dado una importania apital a la omuniaión verbal, aun
on onienia de que este modo resulta insuiente para una omuniaión
natural.
2.1.1. Sistemas que inluyen interaión no verbal
En [Strobel et al., 2002℄ se utiliza un sistema de programaión natural
que utiliza gestos on la mano y el brazo para ontrolar un robot manipula-
dor que realiza la limpieza de una superie. El robot es apaz de detetar
hasta seis gestos estátios mediante un sistema de visión en estéreo y dos
tipos de gestos dinámios mediante un sistema de seguimiento del gesto y
adenas oultas de Markov. El robot interpreta los gestos de auerdo a la
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perepión del entorno y realiza hasta tres aiones distintas: limpiar la me-
sa on movimientos irulares, limpiarla on movimientos en líneas paralelas
o dejar el utensilio de limpieza en un lugar señalado.
En [Steil et al., 2001℄ se presenta el sistema GRAVIS (Gestural Reogni-
tion Ative VIsion System), de interpretaión de gestos manuales. El robot
deteta uando se le presentan varios objetos en un entorno y foalizando la
atenión en el objeto que se le señale. Un manipulador es apaz de agarrar
el objeto que tenga el foo de atenión.
Estos son algunos ejemplos de sistemas de programaión basados en ins-
truiones gestuales. La ventaja de utilizar gestos en la indiaión de instru-
iones es lara: es más rápida y natural. Sin embargo, tienen la desventaja
de falta de preisión por las araterístias ambiguas del mensaje no verbal
(sobre las diferenias entre omuniaión verbal y no verbal véase apéndie
A.1.4).
Se observa en todos ellos que, en la prátia, los mensajes no verbales
se interpretan de igual modo a omo se interpretaría la misma informaión
artiulada verbalmente. Es deir, la informaión no verbal no se interpreta
del modo tan omplejo y ualitativo a omo lo haen los seres humanos,
los uales estableen la jerarquía de sus relaiones prinipalmente mediante
omuniaión no verbal. Tampoo se aproveha la rapidez que en los seres
humanos tienen los anales no verbales, dado que en robótia, preisamente
los anales que tienen que ver on visión artiial involuran muha lentitud
de álulo. La interpretaión no verbal que se realiza impone una neesaria
sintaxis lara en el gesto del usuario, para que pueda ser reonoido, lo ual
se aleja de la naturaleza asintátia del mensaje no verbal. Por tanto, la
misma informaión que se le ofree a estos sistemas de modo no verbal podría
realizarse verbalmente sin demasiado oste o inonveniente para el usuario y
on onsiderables ventajas en la eienia del sistema.
2.1.2. Sistemas que inluyen interaión verbal
En [Lauria et al., 2002℄ se propone un sistema que inorpora todos los
elementos típios de un sistema de programaión natural mediante instru-
iones: sistema de diálogo, dominio de aiones, aiones de ediión del pro-
grama, et.
El sistema permite enseñar a un robot móvil una seuenia de rutas por
una iudad en miniatura, mediante diálogo puramente verbal, sin el inter-
ambio de otro tipo de mensajes no verbales. El sistema parte del estudio
de un orpus en el que se han analizado hasta 144 rutas distintas, dadas por
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24 sujetos, obteniendo un total de unas 72 instruiones. El léxio obtenido
es de 330 voablos distintos, lo que supone un número demasiado alto omo
para integrar todo en una sola gramátia.
El sistema de gramátias implementado permite ubrir un 60% de los
enuniados del orpus. El sistema parte de una aeptaión total de la existen-
ia de errores de reonoimiento e identiaión de los enuniados del usuario,
lo ual resulta razonable teniendo en uenta que estos errores ourren tam-
bién en la interaión verbal entre seres humanos. Estos errores tratan de ser
ubiertos mediante un senillo sistema de diálogo basado en la herramienta
TRINDI [Lauria et al., 2001℄, que permite realizar onsultas uando haya un
fallo en el reonoedor de habla o inonsistenias en la identiaión de los
elementos semántios detetados.
Uno de los problemas que se plantea en este sistema es el de ómo rela-
ionar los elementos del lenguaje peribidos on el dominio de aiones del
robot. Para resolverlo se rean dos onjuntos distintos uyos elementos deben
ser relaionados. Los elementos del primero se denominan símbolos y están
diretamente relaionados on las indiaiones que da el usuario, identia-
das en el reonoimiento del habla. El segundo onjunto onsta de una serie
de aiones primitivas de movimiento en el entorno (avanza, para, gira a la
dereha, et). Estas aiones están esritas en Python, lenguaje interpretable,
para failitar su ombinaión en una seuenia.
Al omienzo de la ejeuión, el sistema uenta on una relaión uno a
uno que se mantiene ja entre símbolos y aiones. Cuando el usuario rea
un nuevo proedimiento (una nueva ruta) al robot ello implia la unión de
varias primitivas. El sistema rea un nuevo ódigo de ejeuión (en Python)
asoiado al proedimiento. Este nuevo ódigo ombina las distintas primitivas
en serie.
El sistema realiza una omprobaión prátia de que la seuenia ons-
truida es fatible físiamente. Para ello utiliza adenas de estado-requisitos-
aión-nuevo estado, que le permiten detetar si existe alguna inonsistenia,
esto es, si la adena se rompe en algún punto. En este aso, el sistema de
diálogo india la inonsistenia al usuario, si bien no se realiza ninguna o-
rreión.
Este sistema pone de maniesto el potenial y la onisión que ofree el
lenguaje hablado a la hora de expresar reglas y seuenias de omandos.
En otros trabajos presentados en [Dominey et al., 2007℄, on la motiva-
ión de querer aerar los robots personales al usuario no experto, se presenta
un sistema de programaión natural a través de lenguaje verbal. Se utiliza
el robot humanoide HRP-2, del AIST (National Institute of Advaned In-
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dustrial Siene and Tehnology) de Japón. El sistema de diálogo utilizado
es RAD (Rapid Appliation Development)
2
, que ofree el CSLU (Center for
Speeh and Language Understanding, EEUU). Esta herramienta es una in-
terfaz gráa a un sistema de diálogos basado en hueos de informaión.
El sistema uenta on un dominio de 7 aiones primitivas: abrir y errar
la mano izquierda o dereha, rotar la intura y mover los brazos en posiión
neutra. Con estas primitivas se onstruyen lo que denominan maros, o-
mo una seuenia seguida de aiones. Para ello el sistema uenta on un
repertorio de ino omandos de ediión: omienza, espera, ontinúa, OK y
ejeuta la maro.
El objetivo de este trabajo es el de aerarse paulatinamente al desarrollo
de un sistema general para programar robots a partir de una serie de oman-
dos, que se pueda adaptar a ualquier plataforma robótia. De este modo
mejorar trabajos de ooperaión entre el humano y el robot.
2
http://slu.se.ogi.edu/toolkit/dos/2.0/apps/rad/tutorials/index.html
2.2. Sistemas de gestión de diálogo 17
2.2. Sistemas de gestión de diálogo
Los sistemas de gestión de diálogo vienen siendo desarrollados desde los
años sesenta, y hasta la feha varios paradigmas distintos han dado a luz
múltiples plataformas para la gestión del diálogo. Existen así desde sistemas
basados en reglas entre patrones hasta sistemas que inluyen ténias de
planiaión, pasando por sistemas basados en hueos de informaión.
2.2.1. Esquema general de un sistema manejador del
diálogo
Fig. 2.1: Esquema general de un sistema de diálogo
En la gura 2.1 se representa un esquema general de un sistema automá-
tio de manejo del diálogo hablado. Éste onsta de tres apas difereniadas.
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En una primera apa onetada a los dispositivos de adquisiión y expresión
de la señal aústia están los módulos enargados de transformar diha señal
en informaión omputable. Es en esta apa donde se ubian el módulo de
reonoimiento automátio del habla (ASR) y el de síntesis de texto a voz
(TTS). Por enima de esta apa está la que se enarga del proesamiento
del lenguaje natural. En la parte de perepión, el módulo de proesamiento
de lenguaje natural (NLP) se enarga de transformar la informaión morfo-
sintátia reibida del reonoedor de habla, en informaión semántia, que
resulte relevante al manejador del diálogo. Éste realizará las operaiones opor-
tunas para esoger qué expresar, ómo y uándo, e inluso, si ha de tomar
informaión de una fuente externa, representado en la gura omo una base
de datos. La onstruión de la expresión pasa por la generaión de lenguaje
natural (NLG) y de ahí a la síntesis de texto a voz.
2.2.2. Paradigmas en la gestión del diálogo formal
Considerando el diálogo en su onepión formal
3
haemos un ompen-
dio de sus araterístias estruturales más relevantes que ofree la literatura
hasta la feha. En [MTear, 2004℄ se realiza una interesante desripión de
hasta dónde la tenología del habla ha llegado a implementar un diálogo entre
el humano y la máquina. En ella se desriben los paradigmas más importan-
tes en la gestión del diálogo, haiendo hinapié en los sistemas basados en
hueos de informaión, muy utilizados en plataformas de atenión al públio,
onsulta, reserva y ompra de billetes de vuelo, et. Dentro de estos sistemas
se destaa el lenguaje estándar voieXML, y ómo desarrollar un gestor de
diálogo siguiendo este estándar.
Los primeros sistemas de diálogo perteneían a apliaiones muy onre-
tas. Hasta el desarrollo de ténias de la inteligenia artiial no omienzan a
desarrollarse paradigmas de diseño uniformes. De aquellos primeros sistemas
abe destaar BASEBALL [Green et al., 1963℄ apaz de ontestar de modo
automátio onsultas a era de los resultados deportivos de la liga de balon-
esto. Ya inluía, por tanto, un reonoimiento del onepto que soliitaba el
usuario inluyendo ampos omo fehas, nombre de los equipos, et. También
inluía el aeso a una base de datos externa, y la onversión del resultado
de la onsulta a un enuniado.
El sistema STUDENT [Bobrow, 1968℄ era apaz de traduir euaiones
algebraias expresadas en lenguaje natural. Inluía un tradutor que ons-
3
Sobre la diferenia entre un diálogo natural y una onepión más formal véase la
introduión del apítulo 7
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truía una expresión algebraia a partir de una desripión natural. Luego
resolvía la expresión y volvía a traduir el resultado a lenguaje natural. Así
por ejemplo, era apaz de resolver problemas del tipo si maría tiene el doble
de edad que Ana tenía uando María tenía la misma edad que Ana y María
tiene 24 años, ¾qué edad tiene Ana?, et.
Quizás, uno de los sistemas de diálogo más onoidos haya sido SHRDLU
[Winograd, 1972℄. Interaiona on el usuario tomando omo dominio temá-
tio un pequeño entorno virtual de bloques de distintas formas y olores,
on los que se puede realizar iertas aiones gobernadas por reglas físias.
El sistema utilizaba análisis de los enuniados del usuario, en los tres niveles
lingüístios: sintátio, semántio y pragmátio. En el nivel sintátio deteta
la funión de ada palabra en la frase. Semántiamente, relaiona las frases
analizadas on el entorno virtual. De este modo podía resolver ambigüedades
semántias. Desde el punto de vista pragmátio era apaz de onebir las
posibilidades del entorno virtual y atuar sobre él, inorporando además un
sistema que le permitiera desartar aiones o efetos en el mundo virtual
físiamente imposibles.
Más adelante, a partir de los años 70, on el auge en inteligenia arti-
ial omienzan a apareer aproximaiones al diálogo on ierta profundidad
teória. Es el omienzo del proesamiento del lenguaje natural. Así, pode-
mos realizar una lasiaión de los sistemas de gestión de diálogo según sus
meanismos de funionamiento:
Máquinas de estados nitos, que modelan el diálogo en distintos
estados. El ambio de un estado a otro viene marado por la deteión
de una frase o palabra lave. En este grupo podrían también inluir-
se los sistemas de diálogo basados en patrones, en los que se asoia
diretamente una plantilla de salida ante ierto tipo de entrada.
Basados en hueos de informaión. En este modelo existe una re-
presentaión explíita de los distintos estados de la informaión. Un
algoritmo de ontrol realiza los ambios en estos estados mediante una
interpretaión de la informaión relevante del lenguaje natural de en-
trada. Si existe un modelo del usuario, es un modelo senillo donde se
guardan, por ejemplo, las araterístias y preferenias del usuario.
Sistemas multiagente on planiaión. Contienen un modelo de
inteniones, objetivos y reenias tanto del sistema omo del usuario.
El ontrol del diálogo se realiza estableiendo un onoimiento de base
omún, graias a que el sistema va guardando un historial del ontexto
de la onversaión.
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Estos paradigmas se reeren a diferenias en uanto al gestor o mane-
jador del diálogo de la gura 2.1. La funionalidad en los omponentes de
entrada y salida del resto del sistema suelen ser muy pareidos tanto para
unos meanismos de gestión de diálogo omo para otros.
Control del diálogo basado en hueos de informaión.
Aunque la literatura distingue estos sistemas de los ontrolados por una
máquina de estados nitos, en esta ategoría entran intérpretes que por den-
tro funionan también omo una máquina de estado nitos. Lo que ourre
es que los primeros realizan un ontrol muy senillo en el que ada estado
está asoiado a una salida y el ambio de estado ourre ante una entrada que
apenas llega a proesarse a nivel lingüístio. Por tanto son profundamente
deterministas.
Los sistemas basados en hueos de informaión tienen asoiado un algo-
ritmo de ontrol que va omprobando en dihos hueos, qué informaión
relevante no ha sido ompletada a partir de los enuniados del usuario. El
algoritmo reaiona realizando las aiones de onsulta pertinentes según los
hueos de informaión que queden. Por tanto, el ambio de estado no está
del todo predeterminado.
La informaión relevante sí que se establee a priori, mediante hueos
o ranuras. Así por ejemplo, para una apliaión que quiera tomar los datos
personales de un usuario (nombre, apellidos, direión y teléfono), los hueos










Estos hueos de informaión omúnmente se denominan ampos.
A este grupo de gestores de diálogo pertenee la espeiaión del es-
tándar del W3C (World Wide Web Consortium) voieXML
4
. Este lenguaje de
etiquetas está onebido para apliaiones de atenión telefónia, aunque su
4
http://www.w3.org/TR/voiexml20/
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uso puede ser extensible a otro tipo de apliaiones. Es el lenguaje utilizado
en el sistema gestor de diálogo que se ha desarrollado en el presente trabajo.
En el apéndie D se ha desarrollado un manual senillo y breve de voieXML.
El sistema gestor desarrollado se explia en la seión 7.
Otro sistema de este tipo es SALT (Speeh Appliation Language Tags)
onebido para apliaiones web, que inluye también etiquetas en HTML y
XHTML, permitiendo así ierta multimodalidad [Wang, 2002℄. El W3C está
revisando onsiderar este lenguaje omo un estándar en la red, si bien todavía
le falta ierta madurez. Por ejemplo, no inorpora un algoritmo de intérprete
de las etiquetas propio, sino que el ontrol del diálogo, esto es, la seuenia
y oordinaión de los eventos del habla deben ser odiados explíitamente
según la plataforma en la que se utilie, lo ual supone una fuerte desventaja
frente a voieXML onebido omo un sistema ompleto, en este sentido,
autónomo.
Control del diálogo basado en planiaión.
Son sistemas multiagente que modelan el diálogo omo un proeso en
olaboraión entre el sistema y el usuario, que quiere realizar una tarea y que
neesita omuniarse para ello. Por tanto, estos sistemas son más adeuados
uando la apliaión está onebida para la resoluión de un problema o tarea
mediante negoiaión.
En [Pallotta, 2003℄, se desribe el desarrollo de un modelo ognitivo del
diálogo basado en sistemas multiagentes enargados de reonoer un plan
en las inteniones del usuario y ooperar on él. Además se introduen
oneptos muy relevantes en la deniión formal de un diálogo, omo es el
de ato del habla y ato del diálogo que serán desarrollados en el apítulo 7,
donde se explia el sistema gestor de diálogo desarrollado en esta tesis.
La mayoría de los sistemas basados en planiaión, utilizan también la
deniión de un dominio de hueos de informaión que puede servir tanto
para denir la tarea del diálogo, omo de apoyo para resolver una tarea
espeiada por la inteniones y/o deseos del usuario.
Uno de los primeros sistemas en este sentido es GUS (Genial Understan-
der System) [Bobrow et al., 1977℄. Servía de agente de viajes expendedor de
billetes de avión. Este sistema ontrola el diálogo utilizando también hue-
os de informaión, pero es apaz de inferir un plan por parte del usuario
y tenerlo en uenta a la hora de elaborar un enuniado de salida. Para ello
inorpora un proesamiento del lenguaje natural que le permite resolver ex-
presiones relativas a entidades ya nombradas, del tipo el siguiente, por la
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tarde, ... Los hueos de informaión orresponden on las iudades de salida,
de llegada, horarios, et.
ATIS (Air Travel Information Servie) desarrollado a través de un pro-
grama del DARPA o SUNDIAL (Speeh UNderstanding in DIALogue) en
Europa, involuran numerosos grupos de investigaión que intentan ons-
truir un sistema de diálogo también basado en un ontrol ooperativo on el
usuario.
Otras propuestas se basan más en la dinámia del estado de informaión
o representaión interna del diálogo, omo es TRINDI basado en MIDIKI
[Larsson et al., 2004℄. Estos sistemas híbridos están entre los basados en es-
truturas o hueos de informaión y los basados en planiaión pura. Los
estados de informaión registran la informaión ompartida a lo largo del diá-
logo. Esta informaión varía según unas reglas en forma de algoritmos que
pueden modiarse en tiempo de ejeuión, y que dependen de una estra-
tegia. Los algoritmos de atualizaión de los estados de informaión pueden
estar esritos en PROLOG.
Así, dada una tarea general del diálogo, por ejemplo realizar una reserva
de un billete, se establee una agenda en forma de pila dinámia on un
plan a seguir para realizar la tarea. Cada plan onsta de un onjunto de
estrategias. A su vez, ada estrategia onsta de un onjunto de movimientos
de diálogo, que es la unidad básia del disurso ontenida en un enuniado.
Un movimiento del diálogo supone una aión omuniativa por el sistema,
por ejemplo, realizar una pregunta, una respuesta, et.
A través del proyeto DARPA Communiator
5
, se ha desarrollado un
sistema que plantea una arquitetura omo plataforma base que puede ser
apliada a múltiples dominios: planiaión de viajes, reserva de hoteles, re-
serva de vuelos, omuniaión de un soldado on un sistema distribuido, et,
muy similar a MIDIKI. El sistema está orientado a resolver una tarea. Esta
tarea viene jada por un maro que se interpreta en tiempo de ejeuión, que
onsta de varios hueos de informaión. Cada hueo de informaión está aso-
iado a una aión omuniativa, representada mediante una plantilla donde
se desriben las uestiones a realizar al usuario. Los usuarios pueden dar la
informaión en ualquier orden y el sistema realiza las uestiones onvenien-
tes hasta que el dominio de hueos de informaión esté ompleto. El maro
de hueos de informaión se establee a priori en un hero de texto.
Por último, abe destaar el sistema TRAINS y TRIPS, su extensión pos-
terior (The Rohester Interative Planning System) [Ferguson and Allen, 1998℄.
5
http://www.speeh.s.mu.edu/Communiator/
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Este sistema integra reonoimiento y proesamiento del lenguaje natural,
proesamiento del disurso a través de planiaión y de reonoimiento del
plan del usuario. Está onebido para asistir al usuario en la resoluión de un
problema relaionado on el dominio de la logístia en el sistema de transpor-
te por tren: realizaión de horarios, planes, et. Consta de tres omponentes
prinipales:
Agente manejador del omportamiento a llevar a abo una vez
esogido el plan a llevar a abo.
Agente manejador de la generaión de la salida verbal del sistema:
generaión de lenguaje y síntesis.
Agente manejador de la interpretaión. Interpreta la entrada del
usuario, reonoimiento del habla e interpretaión.
El sistema utilizado identia la entrada del usuario on iertos atos del
habla, que están relaionados on un plan. La base del sistema es un estado
del diálogo en el que se parametriza el ontexto del disurso, inorporando
informaión de los objetivos planteados, las soluiones enontradas, los re-
ursos disponibles y las situaiones según un modelo del mundo. En el estado
del diálogo también se inorpora informaión relaionada on el diálogo en
sí. Por ejemplo si hay o no obligaión de responder al usuario, et.
Modelos externos o de orrespondenia entre patrones
Hasta aquí se han desrito modelos del diálogo y del proesamiento del
lenguaje natural, de alguna manera internos, es deir, basados en una in-
terpretaión del ontenido peribido según el objetivo del diálogo. También
existen sistemas de gestión del diálogo basados en simplemente haer orres-
ponder patrones, lo ual podemos onsiderar omo un modelo externo, dado
que no llegan a profundizar en una interpretaión semántia de la onver-
saión. Sorprendentemente estos sistemas dan muy buenos resultados omo
onversadores simulados.
ELIZA [Weizenbaum, 1966℄ simulaba a un psioterapeuta y tuvo bastante
éxito en gran número de paientes que se armaron sentirse omprendidos. El
ontrol del diálogo se realiza por reglas de asoiaión de respuestas a palabras
lave del usuario.
Cabe destaar que hasta aquí los sistemas de diálogo desritos no in-
orporan la posibilidad de que el sistema mismo tome la iniiativa de la
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onversaión, de modo que el usuario siempre ha de tener la iniiativa, y el
sistema se limita a ontestar ante las entradas del usuario.
PARRY [Colby, 1975℄ uenta on unos 6000 patrones que simulan un
paiente paranoio. Es apaz de tomar iniiativas de onversaión lo que ha
provoado que se le llegue a onfundir, por parte de psiquiatras profesionales,
on un verdadero paiente paranoio.
Pero quizá el sistema más famoso y elaborado sea A.L.I.C.E. [Wallae, 2000℄
ganador del premio Loebner al hatbot más pareido a un ser humano. Su po-
tenia reside en primero, representar los diálogos en un formato de lenguaje
interpretado muy versátil (Artiial Intelligent Markup Language (AIML))
basado en el paradigma divide y venerás frente al ompón y onquista;
y, segundo, en el gran número de reglas, patrones o ategorías en que se basa
(>150,000 ) antidad además en onstante ampliaión.
2.3. Gestión del diálogo en robótia
Los sistemas de diálogo desritos y los implementados en robótia no han
seguido el mismo ritmo de desarrollo. Los robots omienzan a desarrollarse
en paralelo a los mismos sistemas de omputaión que implementan gestión
del diálogo, pero al inorporar aquellos también un uerpo on sensores y
atuadores, el desarrollo de un gestor del diálogo en robótia ha seguido su
propio amino: la mayoría son sistemas ad ho que soluionan un problema
onreto dentro del propósito del robot y que simplemente, abren la puerta
de la omuniaión verbal dentro de un sistema muho más general del que
forman parte, y al ual se subordinan.
En esta seión se desriben ejemplos de sistemas de gestión del diálogo
implementados en robots soiales. La desripión se divide en tres partes
orrespondientes a los tres tipos de ontrol de gestión del diálogo, que se han
omentado: basados en máquinas de estados nitos, en hueos de informaión
y en planiaión.
2.3.1. Gestores basados en máquinas de estados nitos
El entro NCARAI (Navy Center for Applied Researh in Artiial Inte-
lligene) tiene un departamento dediado al estudio de la interaión multi-
modal humano robot. Su propósito es el de implementar robots personales
que ooperen on el trabajo del ser humano. Para ello se han entrado en
el estudio del lenguaje natural humano y más en onreto, en la resolu-
ión de deixis y anáforas, lenguaje espaial, et. Prinipalmente han traba-
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(a) Robonaut, robot asisten-
te para astronautas en el es-
paio
(b) Interbot, arquitetura para interaión
multimodal
Fig. 2.2: Interaión multimodal humano robot del entro NCARAI
jado on dos tipos de robots distintos: Robonaut [Shultz, 2004℄ y George
[Trafton et al., 2006℄.
En la gura 2.2(a) se muestra a Robonaut. Está ompuesto por un torso
de humanoide inorporado a un vehíulo espaial. Este robot maneja dos
brazos y una abeza y es apaz de interpretar gestos mediante visión. In-
orpora también un interfaz de lenguaje hablado (síntesis y reonoimiento).
Está pensado para ayuda y ooperaión en el espaio al astronauta: aer-
arle herramientas, guía de trabajo, et. Otros modelos pareidos se están
desarrollando para asistenia al soldado.
George es un robot modelo Nomad200 que inorpora apaidades auto-
mátias para navegaión y reonoimiento de objetos omo son: onstruión
de mapas, loalizaión, planiaión de aminos, evasión de obstáulos, de-
teión de obstáulos por olor,... En su repertorio de atuaiones a parte de
las de navegaión básias de movimiento ontrolado, inorpora la apaidad
de esonderse respeto a un usuario. Esta apaidad implia el que el robot
inera según su posiión relativa on el usuario, si este va a ser apaz de verle
o no.
En la gura 2.2(b) se muestra la arquitetura utilizada. Se denomina In-
terbot [Cassimatis et al., 2004℄ e integra los distintos anales o modos en la
interaión natural humana omo son lenguaje hablado y gestos así omo
otros anales exlusivamente eletrónios: omandos y gestos por PDA en
un módulo que interpreta toda esta informaión de auerdo a relaiones es-
paiales subjetivas al robot. Estas relaiones son utilizadas por un módulo
26 2. Programaión natural mediante diálogo en un robot soial
que interpreta las neesidades del usuario en el ontexto y de ahí el siste-
ma onstruye una seuenia de aiones, inluido la expresión verbal. En
[Skubi et al., 2004℄ se propone un sistema de diálogo multimodal apaz de
fusionar informaión verbal on informaión gestual y a través de dispositivos
gráos omo mapas en una PDA, et. Sin embargo, en lo que se reere a la
gestión del diálogo en sí, el sistema está basado en una máquina de estados
nitos determinista que maneja un pequeño onjunto de omandos. El siste-
ma es de iniiativa entrada en el usuario, esto es, se limita a responder si ha
entendido o no su mensaje multimodal.
La arquitetura se entra en la interpretaión del lenguaje espaial natural
humano que inluye: deixis, anáforas y señales espaiales subjetivas, omo
mi dereha, detrás tuyo, ahí,... y otros aspetos espaiales del lenguaje,
relativos a la orientaión de los objetos del entorno entre sí. Por ejemplo,
ómo resolver dependenias del tipo: vete a la aja que hay detrás de la
olumna. [Skubi et al., 2004℄.
Esto favoree la apaidad de ooperaión de los robots bajo esta ar-
quitetura así omo su interaión multimodo. Así, en [Trafton et al., 2006℄
se mezla ogniión, perepión y aión para implementar el juego del es-
ondite entre el robot y un niño. Pero el robot uenta on un repertorio de
aiones reduido, un diseño poo amigable, y un bajo grado de autonomía.
Asimismo, la arquitetura propuesta no maneja parámetros fundamentales
para la interaión eaz on el humano que den uenta de ómo de ontento
está el humano en ada instante de la interaión, sus propósitos últimos,
et. Tampoo inorpora grandes posibilidades de aprendizaje y adaptaión.
Por tanto, la interaión humano robot se ha entrado sobretodo en la
fusión multimodal, dejando a un lado los otros aspetos muy profundos del
diálogo verbal en sí: perepión y emisión de enuniados naturales, reparto de
los turnos y otros aspetos temporales de la interaión, estableimiento de
un onoimiento ompartido, et (sobre las araterístias de la interaión
onversaional on un robot véase seión 7.1.1).
En [Ishiguro et al., 2001℄ y [Ishiguro et al., 2002℄ se presenta a Robovie.
Este robot personal ha sido desarrollado en el Intelligent Robotis and Com-
muniation Laboratory del Advaned Teleommuniations Researh Institute
(ATR) en Kyoto (Japón). Robovie está onebido para la investigaión en
interaión humano robot. Ha sido probado en entornos on niños así omo
on anianos. Como dato urioso, un aniano, obligado por deienias de
movilidad a estar en una silla de ruedas, se levantó ante la simple presenia
del robot.
Aunque lo denominan humanoide, la base de Robovie es una base móvil
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(a) Algunos GDL de Robovie (b) Robovie omo asistente
personal
Fig. 2.3: Robot Soial Robovie por los laboratorios ATR
onstruida sobre ruedas. Enima de la base inorpora un torso, dos brazos
on 4 GDL ada uno, así omo una abeza donde se han inorporado dos
ámaras de vídeo móviles a modo de ojos, que permiten ontato visual.
También inorpora una espeie de piel a modo de sensor tátil, sensible a la
presión. Mide 1,20m y pesa unos 40Kg.
La arquitetura de ontrol propuesta ha sido presentada en diversos tra-
bajos [Kanda et al., 2002℄ [Kanda et al., 2004℄. Es una arquitetura basada
en omportamientos, divididos en elementales (ontato visual, movimiento
de brazos omo en marha, señalar objeto,...) y modulares (ir a un pun-
to, esperar ierto texto,...). El ontrol de los distintos omportamientos se
hae mediante una gramátia de reglas de episodio: seuenia de omporta-
mientos, interrumpir seuenia, transiión a un módulo de omportamientos
reativos, ... A pesar de haber llegado a implementar unos 700 episodios sobre
unos 100 omportamientos (modulares y elementales) diversos experimentos
on niños mostraron que éstos en menos de media hora de jugar on el robot
ya se aburrían.
Aunque la arquitetura de ontrol basada en omportamientos ha sido
utilizada en diversos trabajos anteriores, en esta se rompe on la idea tradi-
ional de interaión maestro - eslavo y onsidera al humano omo parte del
entorno. Sin embargo, El sistema de diálogo es prátiamente inexistente, y
la interaión por voz se redue a un simple dispositivo de entrada/salida.
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2.3.2. Gestores basados en hueos de informaión
En [Haash et al., 2004℄ se presenta a BIRON. Este robot ha sido dise-
ñado y onstruido por la universidad de Bielfeld (Alemania) on el propósito
de investigar ómo puede un robot móvil asistir al usuario dentro de una asa
o en una oina a través de una interaión natural.
En la gura 2.4 se representa una foto del robot junto on la arquitetura
de ontrol desarrollada. Se trata de una arquitetura híbrida dividida en tres
niveles: uno reativo, otro intermedio y otro deliberativo. En el nivel reativo
se sitúan las apaidades sensorimotoras del robot: reonoimiento y síntesis
de voz, perepión del usuario, perepión de objetos, navegaión, et. En el
nivel deliberativo, un supervisor prinipal ontrola al resto de la arquitetura
a través de un sistema de visión y loalizaión, otro de seguimiento dinámio
de un tema y a través de un sistema de diálogo. El sistema de ontrol
está orientado a la realizaión de una tarea, y es esta realizaión la que va
ditando el funionamiento de ada una de las apaidades del robot.
Fig. 2.4: BIRON (BIelfeld RObot CompanioN)
En [Toptsis et al., 2004℄ se explia el sistema de diálogo desarrollado en
BIRON. El ontrol se realiza mediante una máquina de estados nitos que
se dene en XML. Está basado en hueos de informaión que se denominan
entidades semántias. La tarea del manejador del diálogo es la de ompletar
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los suientes hueos de informaión hasta ompletar un objetivo identiado
por un estado-objetivo en la máquina de estados nitos. Cada estado viene
identiado por tres estruturas de datos distintas: una referida a las entradas
del usuario, otra al estado del sistema y otra al ontrol de salida del sistema.
Así por ejemplo, el usuario puede deir voy a enseñarte un objeto. Esto
provoa el movimiento del diálogo a un estado uya aión asoiada es enviar
el omando show al sistema. Esto provoa un ambio en el estado del sistema
que pasa a ativar las apaidades visuales de atenión haia el usuario. Si
esta ativaión no da problemas, el diálogo se mueve a otro estado uya aión
asoiada es la de enviar el texto OK, ya estoy preparado.
La interaión onversaional se realiza siguiendo el objetivo de estable-
er un onoimiento de base omún, mediante patrones tipo presentaión-
aeptaión, así omo otros pares adyaentes entre atos del habla que ayudan
a estableer las unidades de este onoimiento de base omún. Por ejemplo,
el sistema avisa uando el reonoedor del habla falla.
El sistema de reonoimiento automátio del habla utiliza unas gramáti-
as que inorporan iertas reglas sintátias on las que se ompletan hueos
de informaión en torno a un verbo prinipal. El reonoedor inorpora ade-
más el intérprete de lenguaje natural que utiliza el sistema de diálogo pla-
niado de ATIS, denominado Phoenix (véase seión 2.2.2). Las entidades
semántias ontienen dos tipos de informaión, una referente al ontenido
del disurso, y otra referente al propio disurso en sí. Ésta última se sintetiza
en una serie segmentada de atos del diálogo que se van memorizando en
un historial, siguiendo la propuesta de [Grosz and Sidner, 1986℄, que divide
la estrutura del diálogo en tres tipos de historiales distintos: estrutura del
disurso, entidades a las que prestar atenión e inteniones de los interlou-
tores. Este historial hae más robusto el reonoimiento del diálogo ante las
pausas típias que suele haber en los enuniados del habla natural, ante la
repetiión de palabras o orreiones dentro del enuniado.
El sistema de diálogo ombina el reonoimiento del habla espontánea
on informaión multimodal, lo ual ayuda a robusteer diho reonoimien-
to [Hüwel et al., 2006℄. Graias al sistema de atenión y de seguimiento de
objetos en el entorno, el sistema es apaz de interpretar enuniados on anáfo-
ras deítias, del tipo esto es una planta. Este es el objetivo nal de BIRON,
fusionar orretamente perepión verbal on perepión visual.
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2.3.3. Gestores basados en planiaión
El Laboratorio de Tenologías del Habla del entro de inteligenia arti-
ial de Alemania (DFKI) ha realizado múltiples aportaiones ante temas de
multimodalidad, sistemas de diálogo, navegaión e interaión humano ro-
bot. Resulta interesante destaar el trabajo realizado en robots móviles que
interatúan on el usuario para resolver dependenias espaiales del entorno.
En [Kruij et al., 2007℄ se desribe una arquitetura de interaión humano
robot, en el que el usuario juega un papel de tutor o guía ante el robot que
aprende fusionando la informaión de distintos modos: visual, verbal o de
sus telémetros, que le llega del entorno. La arquitetura de ontrol está ba-
sada en un sistema BDI (Belief, Desire and Intention) que sirve omo base
para las diferentes modalidades donde omparten y fusionan la informaión
sensorial. El diálogo se ontrola mediante un sistema de mediaión que ma-
neja las petiiones o neesidades omuniativas que surgen de la perepión.
El sistema de reonoimiento de voz está basado en Nuane
6
junto on un
intérprete semántio de gramátias denominado OpenCCG
7
. Este intérprete
se utiliza tanto para el proesamiento del habla natural omo para la gene-
raión de lenguaje. El enuniado generado se sintetiza mediante un motor de
síntesis denominado Mary
8
, basado en MBROLA
9
, que realiza síntesis por
onatenaión (sobre los distintos métodos de síntesis de voz véase seión
5.1.2).
Mediante este sistema, el robot es apaz de aprender a distinguir objetos
así omo a onstruir un mapa topológio del entorno enlazando las represen-
taiones semántias de los enuniados del usuario on el mundo interno del
robot peribido por sus sensores.
El entorno se representa en diversos niveles: por un lado una representa-
ión que permite la navegaión del robot mediante SLAM. Por otro lado, una
representaión ontológia siguiendo el estándar OWL
10
que permite realizar
razonamiento ontológio dinámiamente. A este espaio ontológio tiene a-
eso tanto los sistemas de perepión omo el sistema de diálogo. En él, se
representan lases de objetos, instanias de estas lases y relaiones entre in-
dividuos, para ubrir así su loalizaión relativa o inlusión. Así por ejemplo,
si el robot peribe que está en una habitaión y en la habitaión hay una
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El dominio de enuniados que el sistema es apaz de peribir onsta de
un pequeño onjunto de omandos tipo ven onmigo, vete al laboratorio,
gira a la izquierda, ... y de enuniados desriptivos omo estamos en la o-
ina, esto es una aja así omo uestiones que involuran el razonamiento
ontológio: ¾dónde está la máquina de afé?, ¾dónde está el laboratorio?.
El dominio de enuniados on los que se expresa el robot se entra en res-
ponder on onrmaiones, a responder indiando lo que el usuario le soliita
(lugar y objetos) o enuniados del tipo no lo se.
En [Kruij et al., 2006℄ se ha desarrollado un gestor de diálogo basado
en planiaión que interatúa on el resto de la arquitetura omentada. El
planiador de diálogo parte de lo que denominan una neesidad omuni-
ativa que puede venir del propio ujo del diálogo en ierto instante, o de
alguna perepión desde algún modo que involure tal neesidad, por ejem-
plo si se enuentra alguna inonsistenia entre lo peribido y el modelo del
entorno. Diho modelo se realiza en una estrutura lógia que permite rela-
ionar ampos de informaión de la onversaión on atos omuniativos.
De este modo, el planiador establee un objetivo omuniativo y onstruye
un plan para llevarlo a abo. El plan omuniativo se sigue mediante una
perepión visual del ontexto [Kruij, 2005℄ y se representa mediante una
estrutura lógia que relaiona lo peribido por el reonoimiento de voz on
lo peribido mediante visión. La gramátia CCG se utiliza para generar el
enuniado de soliitud de alaraión a partir de diha estrutura lógia. Por
ejemplo, el usuario puede deir la bola roja está era de la aja azul. y el
sistema se ve obligado a ontestar on un enuniado de onrmaión. Pre-
viamente el sistema intenta veriar mediante la representaión ontológia
del entorno si el enuniado es ierto. Si enuentra una inonsistenia (por
ejemplo, no hay ninguna bola roja) el sistema realizaría la armaión No
veo una bola roja.
Por tanto los sistemas de diálogo basados en planiaión requieren de
tereras partes o omponentes externos al diálogo que onstruyan un mo-
delo del entorno y que omparen la perepión hablada on el sistema de
reenias, para planiar un enuniado de salida que intente uniar ambas
representaiones. Esta planiaión inluye el uso de atos de diálogo omo
preguntas, armaiones o respuestas.
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2.4. Conlusiones
En esta seión se desriben las onlusiones a las que se llega tras el estu-
dio preedente. Se explia también qué mejoras aporta el sistema desarrollado
en la presente tesis, respeto a los sistemas desritos.
Respeto a los sistemas de programaión natural de un robot por el usua-
rio nal, se dedue que, por su preisión desriptiva, el lenguaje verbal resul-
ta esenial en la espeiaión de omandos. Ello no implia que haya que
abandonar el manejo de la perepión de gestos, pero al ser esto téniamente
más difíil de tratar e inorporando una informaión sensorial más vaga que
el lenguaje verbal, omo punto de partida puede ederse toda la atenión a
la interpretaión del lenguaje natural verbal.
Esta interpretaión verbal pasa por el uso de gramátias, que se onsoli-
dan omo los mejores elementos lingüístios apaes de dotar del formalismo
neesario para alanzar el enlae requerido entre lenguaje y signiado. En el
aso de sistemas de programaión natural, este signiado queda reejado en
un onjunto de primitivas de omportamiento. Estas primitivas son las que
se ombinan para onstruir el programa. En todos los asos analizados en el
estado del arte, este onjunto de primitivas resulta muy limitado, ontenien-
do a lo sumo una deena de aiones o omandos. En el sistema desarrollado,
las gramátias utilizadas son muho más omplejas. Además inorporan la
posibilidad de argarse y modiarse en tiempo de ejeuión, omo se verá
más adelante. El dominio de aiones, ondiiones y omandos interpretables
por estas gramátias triplia en tamaño al de los sistemas desritos. Además,
este dominio es fáilmente esalable inluso en tiempo de ejeuión.
Respeto a los sistemas de diálogo desarrollados en robótia, todavía no
queda laro si resulta más exible o funional un paradigma de gestión basa-
do en hueos de informaión o en planiaión, y paree que son los objetivos
de la plataforma la que hae más adeuado uno u otro. Si a priori se onoen
los datos requeridos por el sistema pareería mejor un paradigma de sript
o basado en hueos de informaión. Si no se onoen, o el robot está orien-
tado a resolver una tarea a través de un plan que involura omuniaión y
olaboraión on el usuario podría resultar mejor un paradigma basado en
planiaión.
En ualquier aso, todos los sistemas basados en planiaión también
onsideran la existenia de hueos de informaión. La planiaión simple-
mente aporta el ómo debe atuar el sistema de diálogo para ompletar esos
hueos de informaión, para ello utiliza representaiones ontológias del en-
torno o reglas de movimiento del diálogo que requieren de tereras partes
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que se enarguen de onstruirlas. Esto, para entornos on poos objetos (en
el estado del arte nuna se nombran más de ino) o poos movimientos de
diálogo (apenas dos o tres parejas de pares adyaentes: pregunta-respuesta,
armaión-onrmaión,...) se ha implementado utilizando ontologías y ope-
raiones on estas estruturas ontológias, que tampoo llegan a resolver el
problema del modelo del mundo de manera más general, y que presentan
bastantes limitaiones.
En ningún aso se han enontrado sistemas de diálogo en robots soiales
que presten espeial atenión a los aspetos temporales del diálogo, omo es
el interambio de turnos, los ritmos de interaión, las entonaiones utiliza-
das... de una manera global. Estos aspetos son de suma importania en la
efetividad y empatía de la omuniaión entre los interloutores tal y omo
se desriben en las investigaiones de omuniaión no verbal [Davis, 1971℄,
[Birdwhistell, 1970℄, et. El sistema que se propone en el presente trabajo,
trata de tener muy en uenta estos aspetos temporales.
Todos los sistemas de programaión natural estudiados, tanto los apli-
ados a robótia omo los más generales, parten de un onjunto disreto,
de mayor o menor tamaño, de aiones primitivas que se ombinan para
la onstruión de omportamientos ompuestos (programas o maros). Sin
embargo, en todos los sistemas el esquema de estos omportamientos más
omplejos es el de una seuenia de aiones seguidas. No se inluye la posi-
bilidad de que haya ondiiones previas a las aiones que también puedan
ombinarse on ellas. Tampoo se ha planteado la posibilidad de onstruir
estos omportamientos ompuestos utilizando esquemas de omposiión más
omplejos que el de una seuenia de aiones seguidas. Por ejemplo, inlu-
yendo una seleión entre varias ondiiones, onurrenia de varias seuen-
ias o bules. Estas estruturas son utilizadas en el sistema de programaión
natural presentado en este trabajo.
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3. MAGGIE, ROBOT SOCIAL DEL
ROBOTICSLAB.
Maggie ha sido onebida omo un robot soial que sirve de plataforma
de investigaión en interaión humano robot. Dentro de este apítulo se
exponen los retos que plantean los robots soiales. Maggie se ha diseñado
para investigar ómo resolver algunos de estos retos.
En este apítulo se realiza una desripión del robot. Se omienza desri-
biendo ómo se realizó su diseño. Se sigue expliando la arquitetura hardwa-
re de los sensores y atuadores que le permiten interaionar on el entorno.
Y se ontinua profundizando en ómo se han heho aesibles las funionali-
dades de bajo nivel del robot a un nivel más alto, donde el usuario no experto
pueda ombinarlas y onstruir seuenias de un modo lo más natural posible.
3.1. Robots soiales
Muhos términos se están manejando para denominar o lasiar a los ro-
bots no industriales: robots soiales, robots soiables, robots personales, ro-
bots asistentes,. . . Denominamos a todos estos robots no industriales simple-
mente omo robots soiales. Tal y omo se dene en [Bisho and Graefe, 2004℄
un robot asistente personal es "[...℄una máquina versátil, que interatúa om-
pletamente de modo autónomo on su entorno y existe prinipalmente para el
beneio y el bien estar de los seres humanos quienes ómodamente pueden
denir y asignar tareas al robot sin neesidad de realizar ambios físios en
él.".
Ahora bien, los robots personales plantean una serie de requisitos que
pueden ser analizados desde tres puntos de vista: hardware, problemas ele-
tromeánios e inorporaión de nuevos materiales; software, problemas de
implementaión de una arquitetura de ontrol, y de ontrol, problemas a
la hora de modelar un robot autónomo, apaz de aprender, de olaborar y
de interatuar on el humano de igual a igual. En este apítulo, analizamos
soluiones planteadas para algunos robots soiales en la atualidad.
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3.1.1. Requisitos y retos que plantean los robots
soiales
Se ha realizado un esfuerzo de uniar, a partir del estado del arte, uáles
son los prinipales retos que plantean los robots soiales. Como se desribe
en [Fonga et al., 2003℄), estos retos parten de la idea de tener un robot soial
que asista personalmente al usuario el ual pueda interatuar on el robot de
un modo lo más natural posible.
En [Salihs et al., 2006℄ se enumeran estos retos que ahora pasamos a
expliar on mayor detalle.
Interaión de igual a igual Tradiionalmente, la interaión entre el ro-
bot y el humano ha seguido un esquema de maestro-eslavo, en el que el
ser humano atuaba omo ontrolador prinipal del robot, teleoperándolo o
enviando órdenes y supervisando que el robot realiza su tarea orretamente.
En un sistema de este tipo, la autonomía del robot está limitada. El robot
atuaba omo una simple herramienta del usuario.
El nuevo paradigma de interaión de igual a igual sitúa al ser humano al
mismo nivel que ualquier otro objeto del entorno pereptible por el robot.
Y así el robot interatuará on el humano omo on ualquier otro objeto
del entorno. El omportamiento del robot ahora estará basado en un modelo
de sus propias motivaiones e impulsos. De este modo, el usuario sentirá más
eranía haia el robot, que será peribido omo un igual.
Personalidad de un robot soial. Atraión y amigabilidad La perso-
nalidad de un robot personal se reere, por un lado, a un modelo interno del
mismo que sirva omo base de todo su omportamiento y proesamiento de
la informaión, y por otro lado, a un diseño externo que favoreza la reaión
por parte del usuario de un modelo mental del robot. En este sentido, abe
destaar el efeto "Mago de Oz", que ourre uando on solo el ontato
visual, el usuario rea todo un modelo mental del robot imaginando om-
portamientos y reando expetativas inueniadas por los propios deseos del
usuario así omo por los múltiples registros adquiridos del el ine, la ienia
ión o los mas-media.
Otro efeto a tener en uenta en el diseño del robot, o de su persona-
lidad externa es el pareido humano que éste ha de tener, para maximizar
la amigabilidad entre ambos. Existen múltiples estudios sobre el efeto en
el usuario de distintas opiones de diseño del robot. Así por ejemplo, en
[Kidd and Breazeal, 2004℄ se propone una métria de mediión de la ami-
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gabilidad de un robot según su aspeto externo. Estas métrias apliadas
en la omparaión de la amigabilidad de un rostro robótio sintetizado en
una pantalla mediante ténias gráas on un rostro físio nos dien que los
usuarios preeren un rostro físio a un rostro en una pantalla.
Fig. 3.1: Representaión de la amigabilidad de un humanoide en funión de
su pareido humano
En [Kanda et al., 2002℄ se realiza un estudio de dos aspetos del diseño
externo del robot: su omportamiento y su pareido humano. Respeto al
omportamiento, se onluye que la amigabilidad de un robot siempre au-
menta en la medida en que éste se omporta del modo más pareido posible
al ser humano.
Pero respeto al pareido del robot on el ser humano, enontramos un
límite en la amigabilidad del robot según su aspeto se asemeja más al de
un ser humano. Se representa diha amigabilidad por una urva donde apa-
ree un valle onoido omo el valle siniestro o misterioso. Este efeto fue
propuesto por primera vez en [Mori, 1970℄ de uyo trabajo hemos extraído la
gura 3.1. En esta gura se representa la familiaridad o amigabilidad de un
humanoide según su pareido humano. La urva omienza on los robots
industriales. La amigabilidad del robot va aumentando en la medida en que
se va pareiendo al ser humano hasta enontrarse on el valle siniestro. En
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este valle, el autor sitúa a guras omo la del zombie, o la de un uerpo muer-
to. También en el estudio que dedia S. Freud al tema de lo siniestro (1919)
se arma omo tal aquello que siendo animado se presenta omo inanimado
(un uerpo muerto) o vieversa, esto es, aquello que siendo inanimado se
presenta omo animado (un zombie).
Autonomía Los robots soiales deben tener un alto grado de autonomía.
No solo deben ser apaes de ser autónomos energétiamente (dirigiéndose a
su estaión de arga uando pertinentemente así lo periba el propio robot),
también el robot debe tomar la iniiativa interativa para orregir o soliitar
informaión al usuario. Y, en general, el alto grado de autonomía permite al
robot personal tomar sus propias deisiones de auerdo a sus propios objetivos
internos.
La autonomía está ligada al paradigma de interaión de igual a igual, ya
que para que el robot sea peribido omo un ser vivo debe ontar on un
nivel de autonomía equivalente al de los seres vivos (omo las masotas, et)
Capaidad de adaptaión: aprendizaje La apaidad de aprendizaje es
una araterístia ruial para un robot soial. El robot debe ser apaz de
aprender de la experienia aumulada en su interaión previa on el entorno.
El aprendizaje debe aportar al robot nuevas habilidades.
En [Klingspor et al., 1997℄ se distingue el aprendizaje de un robot para
omuniarse on el ser humano y el aprendizaje de un robot mediante la
omuniaión on el ser humano, donde se inluye por ejemplo, el aprendizaje
por observaión. En este sentido, la interaión juega un papel ruial.
En [Breazeal, 2002℄ y [Breazeal et al., 2004℄ se realiza una enumeraión
de algunos retos para que un robot pueda aprender de la interaión on el ser
humano, uando este atúa omo guía o profesor El robot debe ser apaz de
reonoer uándo su aión va resultar adeuada y uando resulta errónea de
auerdo a la situaión, y así, saber ómo orregir su aión. Además el robot
debe tener la habilidad de explorar adeuadamente el entorno para aprender
de él.
Cooperaión: multimodalidad, iniiativa propia y apaidad de rea-
ión El robot personal soial puede ooperar on otros robots o on seres
humanos para llevar a abo un objetivo que puede ser individual o oletivo.
Este objetivo puede o no estar desrito explíitamente, dependiendo de la
arquitetura de ontrol del robot.
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En esta ooperaión de nuevo las habilidades de interaión juegan un pa-
pel esenial. Para llevar a abo una interaión eiente esta debe ontar on
tres elementos fundamentales: multimodalidad, reatividad y proatividad.
La multimodalidad está relaionada on la interaión de igual a igual. La
interaión natural del ser humano on su entorno es multimodal, es deir,
involura todos los sentidos tanto en la perepión del entorno omo en la
artiulaión del ato omuniativo. El robot debe ser apaz de fusionar y sio-
nar informaión del tato, los gestos faiales y orporales, y la omuniaión
verbal.
La reatividad se reere a la apaidad de respuesta del robot soial en
el momento y en la manera adeuada a los ambios del entorno. Así por
ejemplo, uando esté interatuando on el ser humano, el robot debe ser
apaz de darse uenta si se ha perdido la oherenia de la interaión, si se
está tratando on informaión que alguna de las partes aree, et.
Pero el robot personal no solo debe ser apaz de reaionar adeuada-
mente ante ambios en el entorno, sino que, debe ser proativo, es deir,
mostrar un omportamiento dirigido a un objetivo onreto y tomar la ini-
iativa en el momento adeuado para o bien orregir al ser humano, ofreer
informaión o sugerenias que este neesite, et.
Expresividad Se ha hablado de la neesidad de una omuniaión eiente
entre el humano y el robot soial. Las apaidades expresivas del robot son
fundamentales para esta omuniaión eiente. La multimodalidad no solo
está referida a la perepión del ato omuniativo del ser humano, sino tam-
bién a la artiulaión del robot mediante gestos aompasados orretamente
on la omuniaión verbal.
Estos gestos no solo se limitan a la expresión no verbal del uerpo ro-
bótio, sino que en la medida en que el robot es una máquina eletrónia
también puede inluir nuevos modos de expresión que no ontempla el ser
humano pero que si son sensibles por éste. El robot puede ontar on miem-
bros exlusivos omo antenas, ola (omo un animal) o bien on una pantalla
o proyeión que le permita expresarse mediante imágenes en movimiento
gurativas o abstratas.
Análogamente, desde el punto de vista sonoro, el robot no sólo puede
expresar mediante el ontrol prosódio informaión no verbal en su omu-
niaión hablada, sino que también puede inluir sonidos gurativos o abs-
tratos, músia, et.
40 3. Maggie, robot soial del RobotisLab.
3.1.2. Algunos robots soiales
Los primeros robots personales que se han popularizado en el merado
están diseñados para entretenimiento y eduaión. Aunque en Mayo de 2006,
Sony anunió la interrupión de su produión
1
, Aibo [Sony, 2007℄ uenta
on diversos modelos distintos todos ellos diseñados siguiendo la forma de un
perro - robot. Sus araterístias ambian de modelo a modelo pero todos
mantienen un uidado diseño amigable. Aibo viene, además, on diversos
elementos adiionales omo es, una pelota, un hueso así omo on diversos
paquetes software para programar al robot.
Aibo uenta on ámara, sensores tátiles y mirófono. El movimiento
preiso de sus uatro patas desde el punto de vista de ontrol, está muy
logrado ya que, junto on los movimientos de su abeza, le permite grandes
posibilidades expresivas, así omo de translaión. Aibo inorpora además
altavoes on los que se expresa mediante sonidos. Todo ello le hae apaz
de expresar emoiones e inluso, un lenguaje de signos no verbal propio.
Los detalles de su arquitetura no son muy aesibles, algo muy omún en
todos los robots omeriales. Sin embargo una larga onvivenia on el perro-
robot nos llevan a saar sendas onlusiones. Por un lado, Aibo muestra un
omportamiento muhas vees aleatorio omo son saludos al aire, navegaión
exploratoria, llamadas de atenión, bailes y anturreo, et. Por otra parte
es apaz de atraer la atenión mediante la expresión de emoiones haiendo
lloriqueos de tristeza que se le pasan uando se le aariia, o haiendo movi-
mientos de euforia esperando a que apareza la pelota. La omuniaión por
voz no es eiente, pues es rara la vez que el robot hae aso a lo que se le
die. La apaidad de aprendizaje tampoo es muy eiente, pues aunque el
robot viene on un paquete software para enseñarle una seuenia de aio-
nes, en los diversos experimentos que se ha llevado a abo on el robot, nuna
se ha onseguido algo pareido. Tampoo queda laro si la evoluión en los
omportamientos del perro-robot son adaptaiones al medio y están inuen-
iadas por la interaión on el usuario o más bien, y esto es lo que paree, se
trata de una evoluión determinada ja e inamovible. Un aspeto que hae
muy interesante a Aibo y a muhos otros robots omeriales son los interfa-
es de programaión que inluyen. El sistema operativo que ontrola al robot
(OPEN-R) está muy bien doumentado y diversos paquetes de software libre
ya han sido desarrollados omo Tekkotsu en la Carneige Mellon University,
reando una gran omunidad ientío-pedagógio que utiliza al robot on
nes eduaionales. Existe también una versión humanoide de Aibo: Qrio.
1
Consulta realizada en 2010 en el sitio http://support.sony-europe.om/aibo/index.asp
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(a) AIBO por SONY
(Japón)















Fig. 3.2: Algunos robots soiales omeriales
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Diseñado on forma de gato-robot es NeCoRo [Omrom, 2007℄ (1500 ¿
aprox.) El robot inorpora pelo y una serie de lues que aumentan su apai-
dad de expresión. No es móvil, pero es apaz de realizar gestos para expresar
su estado afetivo.
Otro robot del estilo a NeCoRo es Paro, un robot on forma de foa
de peluhe [Shibata, 2007℄ on nes terapéutios on personas mayores. Es
apaz de mover su ola, su abeza y sus ojos para expresarse. También puede
emitir sonidos pareidos a los de una foa-bebé. Reaiona ante sonidos y
uando se ativan sus sensores tátiles. Este robot inorpora un onepto
interesante que es el de mantener un ilo vital: por la nohe el robot se
duerme.
Otra plataforma interesante muy utilizada para la investigaión en inter-
aión humano - robot, es iCat [HomeLab, 2007℄ desarrollado por Phillips
en Amsterdam (Holanda). Se trata de un robot personal, torso on forma de
gato, no móvil, de 38 m de alto, uyo propósito prinipal, además del de
plataforma de investigaión, es el de robot ompañero, asistente omo inter-
faz al mundo digital al realizar tareas omo letura del orreo eletrónio,
aeso a datos por web, et. iCat inorpora múltiples GDL (13 servos) de
movimientos expresivos de abeza, ojos, ejas, párpados y labios, on lo que
es apaz de generar múltiples expresiones emotivas: alegría, tristeza, enfado,
sorpresa,... iCat uenta on una ámara que le permite el reonoimiento de
aras y objetos. Cuenta, también, on dos mirófonos que le permiten reo-
noimiento de habla identiando, además, la direión de la fuente aústia.
iCat es apaz de expresarse también mediante sonidos y voz. Además, uenta
on una serie de LEDS que le permiten omuniarse de auerdo a un ódigo
de lues.
Robota fue diseñado en al Autonomous System Laboratory del EPFL
(Suiza) [Billard et al., 2006℄ on la intenión de estudiar ómo puede apren-
der un robot imitando al ser humano. Se trata de un robot tremendamente
senillo uya apliaión es triple: estudio del aprendizaje por imitaión, desa-
rrollo de un juguete eduaional y desarrollo de una herramienta terapéutia.
Se enuentra un modelo de este robot en el museo de Cienias de Franés en
Toulouse.
El robot está onstruido sobre una muñea bien onoida, a la que se
inorporan diversos servomotores para mover los brazos (1 GDL), las pier-
nas (1 GDL), el uello (1 GDL), los ojos (2 GDL) y los párpados (1 GDL).
Robota es apaz de sintetizar voz. El sistema además inorpora una ámara
que es apaz de detetar movimientos de los brazos del usuario.
La arquitetura de ontrol es puramente reativa: el robot deteta mediante
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(a) Robota, el robot muñeo (b) Robota interatuando por
imitaión
Fig. 3.3: Robota, robot muñea desarrollado por EPFL
visión o poteniómetros onetados a la artiulaión del usuario, el movi-
miento de sus brazos, piernas y uello, utilizando Modelos Oultos de Mar-
kov adapta dihos movimientos a su espaio de artiulaión libre y ejeuta
los movimientos adeuados [Calinon and Billard, 2004℄. A pesar de la sen-
illez de esta arquitetura, el robot uenta on dos ventajas fundamentales
que le haen umplir el propósito de su diseño a la perfeión: por un lado el
propio diseño, por otro la alta apaidad de reaión y su intensidad ativa.
Cuando se ha utilizado en terapia on niños autistas éstos han reaionado
muy positivamente ante el robot. Hay que omprender que el autismo es una
enfermedad que aisla al individuo de la realidad debido a que es inapaz de
proesar la informaión que le llega debido a su omplejidad. Es por ello
que al niño autista le suele gustar el movimiento senillo y repetitivo de las
osas. Quizás esto explique en parte su buena reaión ante Robota. Este
senillo robot ha servido omo herramienta para estudiar el autismo. Las
investigaiones en este sentido, evalúan el ontato visual entre el niño y el
robot, grado de imitaión del niño a los movimientos del robot y del grado
de aeramiento y presenia del niño ante el robot [Robins et al., 2003℄
Kismet[Breazeal and Sasselatti, 2000℄ y Leonardo [Breazeal et al., 2004℄
basan su arquitetura de ontrol en un modelo de las emoiones. La prinipal
aportaión a las arquiteturas de ontrol de robots de este tipo es la inorpo-
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raión de variables homeostátias simulando las motivaiones o neesidades
de los humanos.
Kismet es una abeza antropomóra on 3 GDL para ada ojo, otros 3 GDL
para el movimiento del uello, y 15 GDL en total para mover el resto de la
ara: párpados, ejas, labios y orejas. Por tanto se trata de un robot entrado
en la expresión por medio de gestos faiales. También inorpora un sinteti-
zador de voz sin ontrol de entonaión. Su sistema pereptivo onsta de dos
ámaras en los ojos y mirófono, de modo que es apaz de detetar iertos
patrones visuales y otros auditivos. No inorpora reonoimiento de voz.
(a) Kismet, el ara robótia
para expresión de emoiones
(b) Kismet interatuando
Kismet está inspirado en el omportamiento de los niños muy pequeños
uando interatúan on adultos. El sistema visual es apaz de detetar mo-
vimiento de aras y osas de olores (omo juguetes). El sistema auditivo
está diseñado para lasiar la entonaión del habla del humano y lasiarla
según su intenionalidad o sentido afetivo. Toda esta informaión entra en
una arquitetura atuando en tres variables homeostátias que representan
tres motivaiones humanas: soial, estimulante y fatiga. El estado de estas
tres variables es omparado on un estado de emoión instantáneo a modo
de realimentaión, provoando un nuevo estado emotivo al ual va asoiado
un omportamiento motor determinado. Estos omportamientos no solo jan
la posiión de los distintos grados de libertad de la ara robótia, si no que
atienden también a su evoluión temporal.
Kismet demuestra la importania de la sinronizaión y de la dinámia tem-
poral en la interaión y en la omuniaión. Inorpora un alto grado de
expresividad motora y la arquitetura basada en variables homeostátias per-
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mite un ontrol más natural de esta expresividad. Sin embargo no deja de ser
una arquitetura reativa, en la que para un patrón determinado de entradas
aústio-visuales orresponde un patrón de expresión también determinado.
De nuevo enontramos la limitaión ante el aprendizaje, la adaptaión y la
evoluión en el proeso interativo.
() Leonardo, robot soial que inter-
atúa mediante gestos
(d) Leonardo on su piel de peluhe
Fig. 3.4: Prinipales robots soiales desarrollados por el grupo Robotis Life
del MIT
Leonardo [Breazeal et al., 2004℄ se presenta omo una nueva apliaión
de la arquitetura de Kismet basada en variables homeostátias. Esta vez, el
objeto de estudio es la inferenia por parte del robot de un objetivo dentro de
la interaión on un humano, a través de la perepión de iertos patrones
no verbales y de la expresión gestual.
Tanto Kismet omo Leonardo mueven sus distintos GDL de auerdo a un
algoritmo reativo que sobrepesa on parámetros homeostátios internos al
robot la posiión instantánea del GDL en uestión. Resulta interesante que
sin un nivel deliberativo, sin la representaión de las aiones del robot on
un plan y sin la representaión explíita del entorno y del usuario, el robot de
la impresión a éste de que entiende el ontexto, al reaionar adeuadamente
a las emoiones del usuario y a sus inteniones. Esto muestra la importania
de tener en uenta tanto la expresión afetiva del usuario en el proeso de
interaión omo de la intenión de sus movimientos. Aquí se hae de modo
implíito y eso onlleva la gran limitaión ante la apaidad de adaptaión,
de aprendizaje y de la interesante posibilidad de la invenión deliberativa de
una nueva aión por parte del robot inesperada para el usuario.
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Valerie [Gokley et al., 2005℄ es el resultado de distintas propuesta de
robot soial de serviio. El propósito de investigadores omo Judi Forlizzi
o Adam Shultz era el de onstruir un robot reepionista que inorporase
toda una personalidad, así omo apaidades expresivas emoionales.
Fig. 3.5: Valerie, robot reepionista desarrollada por la CMU
Se trata de una pantalla situada enima de la lásia base B21 de iRobot.
En la pantalla aparee la imagen de una ara humana que habla y gestiula.
El robot es apaz de peribir al usuario por medio de un telado y una
pantalla en el mostrador del hotel.
La diferenia en la eienia de la interaión humano - robot entre un
agente animado y un agente real ha sido estudiada en [Kidd and Breazeal, 2004℄
uyos resultados nos haen onluir que laramente la gente tiene muha más
preferenia y atraión por un agente meánio que por una animaión.
Cabe destaar la lasiaión de términos relaionados on las emoiones
realizada por el grupo de investigaión que trabaja on Valerie, distinguiendo
entre afeto, emoión y humor y sus onseuenias distintas en la dinámia
de las aiones del robot, así omo en las aiones mismas.
Hermes ha sido implementado por el Intelligent Robots Laboratory en
la Universidad de Bundeswehr (Alemania) en olaboraión on el Intelligent
Systems Institute del National Institute of Advaned, Industrial Siene and
Tehnology (Japón)[Bisho and Graefe, 2004℄. Se trata de un robot huma-
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Fig. 3.6: HERMES desarrollado en la Universidad de Bundeswehr
noide diseñado para estudiar las prinipales tenologías importantes para el
desarrollo de robots personales: diseño, perepión, loomoión, loalizaión,
navegaión, manipulaión, omuniaión e interaión humano - robot, adap-
taión y aprendizaje, arquitetura del sistema e integraión.
Fue probado y utilizado en un museo, donde los usuarios podían harlar en
inglés, alemán o franés, haiéndoles preguntas y donde estuvo realizando
serviios a petiión del usuario. El robot uenta on un diseño más meánio
que amigable manteniendo la personalidad de máquina. Físiamente pareido
a Robovie [Ishiguro et al., 2002℄ pero de 1.85m de altura y 250 kg de peso.
Cuenta on numerosos GDL tanto en brazos, manos, abeza, ojos-ámara,
así omo apaidad de movimiento proxémio mediante una base on ruedas.
Cuenta además on múltiples sensores de los que abe destaar su visión en
estéreo y una red de mirosensores tátiles en su base, sensibles a la presión,
situados en la base, que le permiten aptar el terreno mediante tato. Cuenta
además on un interfaz de voz (síntesis y reonoimiento) y manejo de diálo-
gos on resoluión de pronombres y hueos de informaión. Hermes ontiene
también un interfaz remoto que le permite enviar y reibir e-mails así omo
reibir órdenes por telado remoto y expresarse a una pantalla remota.
La arquitetura de Hermes es una arquitetura híbrida uya unidad prinipal
es la habilidad. La habilidad se dene omo un módulo de ejeuión onreto,
que orresponde on la parte más reativa o automátia de la arquitetura.
La parte más ognitiva o deliberativa orresponde al manejo de las distintas
habilidades del robot, así omo análisis de la situaión (tanto interna del
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robot omo externa peribida) para omparar diferentes posibilidades para
ambiar la situaión en ierta manera. El ontrol nal del robot se realiza,
por tanto, mediante un módulo de interpretaión de la situaión, la ual está
ompuesta por objetivos internos (evitar obstáulo, ...) objetivos externos
(orden del usuario,...) y modelo del mundo (mapa topológio on informa-
ión adiional,...) Este módulo elige qué habilidad llevar aabo para umplir
los objetivos, mediante un autómata de estados nitos jo. Su arquitetura
le permite ierto aprendizaje, al memorizar informaión del entorno (omo
serían los atributos en un mapa topológio).
La funionalidad global de este robot es singular, por el heho de in-
orporar tantas y tan difíiles temas prinipales omo son visión, interaión
multimodo, manipulaión y navegaión todo ello en una arquitetura híbrida,
esto es, que inluye habilidades de planiaión.
No obstante, el diseño del robot resulta poo amigable. El propio autor
reonoe el respeto que infundía a la gente en las pruebas que hiieron en
el museo. El grado de autonomía no es muy alto, teniendo en uenta que el
robot no es apaz de tomar sus propias deisiones, sino que espera a que un
usuario le de órdenes. Tampoo se ha profundizado en el desarrollo de una
personalidad para el robot. Su grado de adaptabilidad o aprendizaje está muy
limitado por el heho de estar ontrolado por una máquina de estados nitos
ja. Ello, así mismo, impide una apaidad de aprendizaje de habilidades
nuevas siendo obligatorio la programaión de las mismas por parte del desa-
rrollador, todo ello a pesar de que el robot es apaz de memorizar y atualizar
datos que usan su repertorio de habilidades (lista de nombres de personas
onoidas, mapa del entorno, et). La falta de apaidades de aprendizaje
desfavoreen la adaptabilidad y, por tanto, la apaidad de ooperaión del
robot.
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Fig. 3.7: Detalles del diseño y onstruión de la arasa de Maggie
El diseño de un robot personal tiene una gran inuenia en la relaión que
se establee entre el usuario y el robot. Ourre así que mientras el usuario no
establee una ompleta empatía on robots uyo diseño es todavía demasia-
do industrial (Hermes, Robovie, BIRON...) si que lo hae on robots omo
Robota, uyo aspeto es el de una muñea. Esto ourre independientemente
de la omplejidad de la arquitetura de ontrol del robot, o de sus habili-
dades de interaión. Esta importania en el diseño queda bien reejada al
analizar gran parte de los robots personales omeriales, en los que el diseño
está tremendamente uidado.
Para realizar el diseño de Maggie, se realizó un estudio de los distintos
diseños de robots soiales en la atualidad. Es la tendenia oriental quien ha
perlado las líneas estétias de diseño externo del robot. Busamos un robot
que sea omo un juguete pero sea omplejo, antropomóro pero amigable,
senillo pero versátil. Además tuvimos que tener en uenta iertos elementos
hardware que queríamos inluir en el robot, omo era un telémetro láser, un
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tablet PC, una ámara, altavoes, et.
Uno de los problemas que surgen a la hora de diseñar el aspeto externo de
un robot personal es hasta qué punto haerlo pareido o no al ser humano,
es deir, hasta qué punto el diseño debe seguir una tendenia gurativa o
abstrata. Por un lado, ya se ha expuesto el efeto de valle misterioso en la
gura 3.1, que india que el robot es amigable uando es gurativo e igual al
ser humano, pero no demasiado igual. Por otro lado, sabemos por diversos
estudios
2
que el ser humano no neesita tener enfrente un objeto gurativo
para sentir ierta empatía on él. Además existen ejemplos de otros robots que
siguen un diseño no gurativo
3
, pero en los que sí hay ierta omuniaión
emoional eiente entre el robot y el humano. Todo ello nos llevó a onsiderar
un diseño omo el que se muestra en la gura 3.7, prototipo que se esogió de
entre otras propuestas menos gurativas. También se muestran los primeros
moldes para la onstruión de la arasa del robot.
3.3. Arquitetura hardware
Para tratar los distintos retos a los que se enfrenta un robot personal,
éste debe ontar on un repertorio de sensores y atuadores suientes y
suientemente eientes omo para peribir el entorno orretamente y así
poder navegar por él, interatuar on los distintos objetos que se enuentren
y poder interatuar on el usuario del modo más natural posible.
En la gura 3.8 se ha representado una desripión global de la arquitetu-
ra hardware de Maggie. En ella se inluyen los distintos sensores y atuadores
inorporados. Todos ellos, son ontrolados por un ordenador interno que a-
ede a los distintos dispositivos. Además, el robot uenta on una onexión
wireless que le permite tanto aeder a internet, omo a ser aesible por otra
omputadora externa.
El robot uenta on sensores en los modos visual, tátil, sonoro y telemé-
trio. Alrededor de la boa del robot, hay una ámara web que le permite
detetar aras y iertos objetos omo son balizas visuales, o un tablero para
el juego de tres en raya.
A lo largo de toda la arasa del robot, se han oloado distintos sensores
de tato apaitivos. Su funionamiento es por presenia de materiales omo
la piel humana, pero para su ativaión no es neesario el ontato direto.
2
Una defensa de la expresión abstrata omo una artiulaión más profunda, más era-
na y más direta on el ser humano puede verse en [Kandinsky, 1912a℄ y [Kandinsky, 1912b℄
3
Sirva omo ejemplo, entre otros muhos, el robot de ión R2D2 del famoso largo-
metraje La Guerra de las galaxias (Geroge Luas, 1977)
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Fig. 3.8: Arquitetura hardware de Maggie
Por tanto, se han oloado por dentro de la arasa, lo que los hae invisibles.
Cada sensor apaitivo puede estar en dos estados, ativado o desativado
según tenga era o no, la piel humana.
Maggie uenta on un sensor de tato en la abeza, en ada hombro,
a ada lado de la espalda, en ada ostado y tres en ada mano. Éstas
uentan on tres hendiduras que, al tener ada una su respetivo sensor de
tato, vienen a funionar omo botones.
Un telémetro láser en la base del robot le permite detetar el entorno:
obstáulos, puertas, paredes, e inluso obstáulos móviles omo las piernas
de una persona. Con el mismo propósito uenta on sensores SONAR que
omplementan la perepión.
Para hablar on el robot este uenta on un mirófono inalámbrio. Dado
que este mirófono es oloado muy era de la boa del usuario, la voz que
le llega al robot es más inmune a ruidos del entorno.
Maggie puede navegar por el entorno graias a dos ruedas independientes
que le permiten trasladarse y rotar. Además, Maggie uenta on dos brazos,
de un solo grado de libertad ada uno, que, si bien no están onebidos para
realizar tareas omplejas omo agarrar un objeto, permiten que el robot
pueda tener ierta expresividad no verbal, por ejemplo, señalar algún objeto
o alguna zona del espaio, saludar on la mano, et.
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El uello del robot uenta on dos grados de libertad: uno en movimiento
horizontal y otro en vertial. Estos movimientos, por un lado, olaboran a que
Maggie tenga mayor expresividad no verbal. Así, puede realizar armaiones,
negaiones, mirar al usuario uando este habla, et. Por otro lado, al tener
la ámara web en la boa, los movimientos del uello también sirven para
apuntar haia dónde quiere enfoar la visión.
Los ojos de Maggie son puramente expresivos. Cuentan on unos párpa-
dos, que suben y bajan, permitiendo el parpadeo, o el guiño, y que esonden
más o menos los ojos dando así mayor expresividad no verbal al robot.
Maggie es apaz de hablar y emitir sonidos. Los altavoes están oloados
en el uello del robot. En sinronía on el sonido Maggie uenta on una
matriz de LEDs azules en la boa que aumentan su expresividad.
3.4. Arquitetura de ontrol
La arquitetura que ontrola al robot es una arquitetura híbrida basada
en dos niveles de funionamiento: uno deliberativo y otro automátio. Por
esta razón, se ha venido a denominar arquitetura automátia-deliberativa o
arquitetura-AD. Su desripión se ha realizado ampliamente en varios tra-
bajos ([Barber and Salihs, 2001℄, [Barber, 2001℄, [Malfaz and Salihs, 2004℄,
[Gorostiza et al., 2006℄ o [Salihs et al., 2006℄) Así que en este apartado nos
limitamos a realizar un breve resumen o una interpretaión de las arate-
rístias más importantes de la arquitetura relaionadas diretamente on la
implementaión realizada en el presente trabajo.
3.4.1. Coneptos de habilidad y de seuenia
Una habilidad es un módulo de ejeuión independiente que se enarga
de que el robot realie una aión, un omportamiento o una tarea onreta.
Cada habilidad puede omuniarse on otras mediante envío y reepión
de omandos, mediante envío y reepión de eventos, y mediante letura y
esritura en un sistema de memoria ompartida.
En esta tesis se han desarrollado uatro habilidades prinipales, que se-
rán expliadas en los siguientes apítulos: una habilidad de reonoimiento
automátio del habla, otra de síntesis de voz, otra de diálogo y una habilidad
de ediión verbal de una seuenia.
En la arquitetura existen habilidades muy senillas enargadas de o-
muniarse on el hardware del robot. Por ejemplo la habilidad de tato se
enarga de la letura de los sensores apaitivos del robot, et. También hay
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habilidades más omplejas, omo por ejemplo, la habilidad seguir a una per-
sona que involura leturas del telémetro láser y aeso a los motores de la
base del robot, a los motores de sus brazos, et.
Las habilidades pueden ombinarse entre sí, de modo que una habilidad
ontenga a otras y así suesivamente. Por ejemplo, una habilidad saludar
podría onstar de las habilidades: haer gestos y sintetizar voz.
Las habilidades también pueden seueniarse en una estrutura denomi-
nada seuenia. Existen diversos modos de representaión de una seuenia.
Por su versatilidad a la vez que senillez en la representaión, en este trabajo
se ha esogido el diagrama funional, o SFC (Sequene Funtion Chart). La
espeiaión de un diagrama funional se ha estandarizado en [I.E.C., 1993℄.
De este doumento se han extraído las ideas más importantes relaionadas
on el presente trabajo, que se han expuesto en la seión B.3.
Mediante un diagrama SFC o simplemente, una seuenia, pueden ejeu-
tarse varias habilidades a la vez, rearse ramas de seleión o, simplemente,
ejeutar una habilidad seguida de otra.
La seuenia se implementa mediante una estrutura en XML que inor-
pora funiones en lenguaje Python. Esta implementaión será detallada más
adelante.
3.4.2. Comuniaión en la arquitetura: eventos y
memoria ompartida
La omuniaión entre habilidades se ha dividido de auerdo a dos aspe-
tos, uno entrado en el aspeto temporal del mensaje que se interambia, y
otro entrado en su propio dato.
Del primero surge el sistema de omuniaión mediante eventos. En este
aso, lo que más interesa del mensaje es el momento en el que éste se produ-
e. Por ejemplo, si el usuario toa al robot en uno de sus sensores de tato,
interesa que la arquitetura de ontrol omiene a responder y a atender a
este evento físio en ese mismo momento. El sistema de eventos es, por tanto,
disreto y nito. Cada habilidad puede enviar o reibir eventos de distinta
índole. La reepión de un evento implia su gestión. Esto se realiza median-
te la ejeuión de una funión espeía que maneja la llegada de un evento
onreto. Así, el sistema de eventos sigue el patrón publiador-subsriptor.
Además es un sistema desaoplado, es deir, que las habilidades que reiben
y manejan eventos desonoen a la habilidad que generó el evento. Y vie-
versa: las habilidades que envían un evento desonoen qué habilidades van a
reibirlo. Para onseguir este desaoplo evidentemente, se hae neesario un
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intermediario que gestione todo el ujo de eventos. Esto se ha implementado
mediante un servidor entral.
El funionamiento del sistema de eventos es omo sigue:
1. Subsripión: una habilidad que se va a enargar de manejar un ti-
po de evento onreto realiza una subsripión al servidor entral. La
subsripión implia asoiar una funión manejadora al tipo de evento
en uestión.
2. Publiaión: otra habilidad emite un evento de tal tipo.
3. Repartiión del evento enviado a todos los subsriptores. El servidor
entral reoge el envío y se enarga de que llegue a todos los subsrip-
tores.
4. Ejeuión de la funión manejadora en ada subsriptor.
Por otro lado, está el sistema de memoria ompartida. Este sistema sigue
el patrón de pizarra: ualquier habilidad puede esribir en ella un dato, que
puede ser leído por otras habilidades. Este sistema también está desaoplado,
por tanto, también uenta on un servidor entral.
Cada dato de la memoria ompartida viene denido por tres araterís-
tias:
Identiador, que se utiliza en el proeso de letura o esritura.
Formato, india la estrutura y los tipos de valores del dato.
Tamaño. Según la estrutura del dato así es su tamaño en bits. El
tamaño siempre debe ser limitado.
Una vez un dato es esrito en la memoria ompartida, puede ser leído
tantas vees omo fuera neesario. El tamaño de la memoria viene limitado
por la memoria del sistema en el que se implementa.
3.5. Aiones y ondiiones en Maggie
En el presente trabajo se onsidera la posibilidad de que el robot intera-
túe on el entorno siguiendo un plan explíito representado por una seuenia,
que se dene del siguiente modo:
Deniion 3.5.1. Seuenia: red uyos nodos los forman aiones y on-
diiones de manera alternada.
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Deniion 3.5.2. Aión: ualquier proeso o efeto de la atividad del
robot on su entorno.
Deniion 3.5.3. Condiión: una entidad funional que puede tomar
dos valores, verdadero o falso, según iertas variables del robot o del entorno,
donde se inluye al usuario.
Cabe destaar, por tanto, que el onepto de seuenia aquí manejado, no
solamente establee una serie de aiones a ejeutar siguiendo ierto orden
esquemátio, sino que en la seuenia también se inluyen ondiiones que
tienen que ver on el entorno, por tanto, la seuenia no establee simple-
mente un modo de aión en el entorno, sino un modo de interaión on el
entorno.
En la ediión de una seuenia de aiones y ondiiones en un robot
por parte de un usuario no experto, surge el problema de ómo representar
dihas aiones y ondiiones para poderlas haer aesibles de un modo lo
más natural posible al usuario. Hoy por hoy, las aiones y las ondiiones del
robot se implementan a bajo nivel en un software onstruido en un lenguaje
de programaión espeial reado por desarrolladores. Nuestro propósito es
intentar aerar este nivel a un usuario que interaiona on el robot a alto
nivel, de modo que la implementaión de bajo nivel le resulte transparente.
En esta seión, se presenta una nueva metodología de diseño en este
sentido. Es deir, ómo representar las aiones y las ondiiones en un robot
para que puedan ser diretamente aesibles al usuario mediante interaión
natural on el robot.
El aeso a los sensores y atuadores del robot se ha implementado de
dos modos distintos. En un primer modo, ada aión y ada ondiión está
denido por una únia funión junto on los parámetros pertinentes. Así,
el dominio de aiones y ondiiones queda implementado a priori en dos
módulos externos ations.py y onditions.py. Siguiendo este modelo se
ha realizado el editor verbal no interativo de seuenias, expliado en la
seión 6.
En una segunda implementaión el aeso a los sensores y atuadores
del robot, se realiza utilizando objetos, lo ual permite mayor versatilidad al
aeso de las propiedades de ada sensor y atuador, y mayor generalidad a
la hora de ampliar los dominios de aiones y ondiiones posibles. Siguiendo
este modelo se ha realizado el editor interativo de seuenias, expliado en
el apítulo 8.
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3.5.1. Dominio de aiones del robot
Tal y omo se dene aión dentro de nuestro sistema podemos ontar on
aiones atómias indivisibles, omo por ejemplo la aión parpadear dentro
de la habilidad enargada de mover los párpados o aiones que involuren
la oordinaión de varias habilidades, omo por ejemplo la aión saludar
que involuraría tanto la habilidad de habla omo las de movimiento de los
brazos, movimiento de la abeza, et. Es deir, ada aión tiene asoiada una
semántia que orresponde a lo que el robot hae al ejeutar diha aión.
Ahora bien, la inorporaión de una aión en forma de etapa dentro
de una seuenia implia uatro requisitos neesarios, que están asoiados a
ómo debe representarse la aión dentro de nuestra arquitetura. El primer
requisito está relaionado on el modo en que la aión es referida mediante
voz por el usuario. Así, toda aión debe estar asoiada a algún elemento
semántio dentro de la gramátia del reonoedor automátio del habla.
Los otros tres requisitos, están relaionados on el modo en que la aión,
que está dentro de una seuenia, va a ser ejeutada en el sistema. Esta
ejeuión se realiza mediante el intérprete de la seuenia. Cada aión debe
ontar on un meanismo de ativaión, on un meanismo de nalizaión y
on un meanismo de informaión de su estado de ejeuión.
1. Meanismo de ativaión. Se trata de un meanismo que utiliza el
intérprete de la seuenia para omenzar a ejeutar la aión uando la
etapa a la que va ligada pasa a modo ativo. Típiamente la aión se
ativará mediante una llamada a una funión. La ejeuión de la aión
orresponderá así on la ejeuión de una funión.
2. Meanismo de nalizaión. Es el meanismo que utiliza el intérprete
de la seuenia para nalizar la ejeuión de una aión que está en
marha. Por ejemplo, la aión girar puede no tener un nal por sí
misma, y el robot se pone a girar sin límite hasta que explíitamente
se espeia parar de girar.
3. Meanismo de informaión del estado de ejeuión. De este mo-
do es posible saber si la aión ha nalizado. Mediante este meanismo,
ualquier ondiión dentro de una seuenia puede utilizar la informa-
ión respeto al estado de nalizaión o no del resto de aiones de la
seuenia. De este modo se pueden onstruir ondiiones que dependan
de la nalizaión de una aión, por ejemplo la ondiión uando ter-
mina de subir el brazo izquierdo, asoiada a la nalizaión de la aión
subir brazo izquierdo.
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Aiones basadas en llamadas a funiones
Cada aión del sistema está representada por una funión Python y
un onjunto de parámetros. Así por ejemplo, tendríamos la funiones rise(
body,side ) y down( body, side ) para, respetivamente, levantar o bajar
una parte del uerpo, los brazos, la abeza o los párpados.
Podemos dividir las aiones en dos tipos: las que nalizan y las que no














(b) La aión S naliza on otra
aión posterior.
Fig. 3.9: Representaión de aiones on y sin nal dentro de una seuenia
simple
Las aiones on nal tienen asoiada una funión de omprobaión de
terminaión que sirve omo meanismo de omprobaión del estado de eje-
uión de la aión. Para ada aión que no naliza por sí misma, existe
otra aión que la hae nalizar. Por ejemplo, la aión girar sobre si mis-
ma spin() no naliza, pero tiene asoiada otra aión parar de girar
stopSpin() que la hae nalizar.
En la gura 3.9 puede verse un ejemplo de dos seuenias simples donde
apareen aiones on nal y sin un nal. En 3.9(a) la aión levantar bra-
zo izquierdo (RLA) es suedida de bajar brazo izquierdo (DLA) siempre y
uando la primera aión haya nalizado, lo ual se omprueba mediante la
ondiión n de levantar brazo izquierdo. Sin embargo en 3.9(b) la aión
omenzar a girar (S) no naliza por sí misma, sino que es seguida de una
ondiión trivial, esto es, una ondiión que siempre se umple, después de la
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ual omienza la aión levantar brazo izquierdo. Por tanto en este punto,
el robot estaría girando mientras también levanta el brazo izquierdo. Esta
seuenia simple, naliza uando, después de haber terminado de levantar el
brazo izquierdo se ejeuta la aión parar de girar que mandaría nalizar
la aión anterior de omenzar a girar.
Aiones basadas en objetos
En todo robot, no solo en Maggie, la faultad de realizar movimientos
o atos, ya sean atos motores, atos verbales, audiovisuales, o de ualquier
tipo, pasa por la presenia, en el más bajo nivel, de un onjunto disreto de
atuadores: motores, sistema de audio, pantallas, et. Sea
Ωα = {α0(p0, v0), α1(p1, v1), ..., αn−1(pn−1, vn−1)} (3.1)
el onjunto de todos los omandos de movimiento elementales, en sentido
general, de los n atuadores αi de un robot. En el modelo más senillo, el
aeso a la movilidad de ada uno de estos atuadores, puede ser realizado
mediante una funión que reibe dos parámetros: uno de aspeto espaial y
otro de aspeto temporal. Así por ejemplo, en un motor el primer parámetro
podría ser la posiión a la que se quiere que llegue y el otro la veloidad
on la que se quiere que se mueva. En un atuador de audio, el primer
parámetro podría representar los valores de la amplitud de la onda de audio
que se quiere sintetizar y el segundo, el tiempo de duraión de diha emisión,
et.
Una representaión funional tan senilla nos permite realizar una equi-
valenia gramatial o sintátia direta, en lo que es el aeso mediante len-
guaje verbal a los atuadores del robot. Podemos asoiar el omando de
movimiento del atuador on la partíula lingüístia verbo, y asoiar los dos
parámetros inluidos en el omando, on omplementos de este verbo: om-
plemento irunstanial de lugar (dónde mover), omplemento direto (qué
onda sintetizar), omplemento irunstanial de modo (ómo moverlo), et.
El atuador en sí, en este sentido, es también un omplemento del verbo: su
objeto direto o indireto.
De este modo, el enuniado
Mueve el atuador tres, uarenta y ino grados a veinte grados por se-
gundo
puede fáilmente haerse orresponder on la funión:
α3(45, 20)
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Esta equivalenia no es sino la utilizada de modo pseudonatural a la
hora de esribir un programa para un atuador y esoger el nombre de las
funiones que lo mueven y de sus parámetros. Así utilizando programaión
orientada a objetos el atuador se representa de modo abstrato omo una
lase y sus métodos representan las aiones que se pueden realizar en el
atuador.
Ahora bien, naturalmente desde una perspetiva externa el usuario no
peribe por separado ada uno de los atuadores del robot, sino que observa
en el robot artiulaiones aisladas, en sentido general: abeza, brazos, pier-
nas, apaidad de habla del robot, et. Cada artiulaión internamente es un
onjunto de atuadores oordinados, pero al usuario tal siología le resulta
transparente. Sea
Ωθ = {θ0, θ1, ..., θm−1} (3.2)
el onjunto de todas las funiones de movimiento de las m artiulaiones
(en sentido general, es deir, inluyendo artiulaiones no neesariamente
meánias) del robot. De este modo se umple que m ≤ n, dado que ada
artiulaión estará manejada por al menos un atuador. El objetivo ahora
persigue ómo aeder desde el lenguaje verbal, de modo general, a dihas
funiones de movimiento.
Al aumentar la omplejidad de movimiento del robot, el aeso lingüístio
a sus apaidades de movimiento ahora no es tan direto omo aeder a su
posiión y veloidad. Esto es debido a que, preisamente, el número posible de
movimientos ha aumentado. Así por ejemplo, si pensamos en un manipulador
de varios grados de libertad, la antidad de movimientos y variaiones en
uanto a veloidad, trayetorias, et es prátiamente ilimitada; lo mismo
si pensamos en la antidad de frases que puede sintetizar un atuador que
onvierta el texto en habla, y así on ualquier artiulaión del robot.
Sin embargo, nos enontramos on que, en la prátia, los movimientos
que realiza un robot no son tan amplios, y que el usuario no neesita ae-
der diretamente a todas las posibilidades que ofree ada artiulaión, sino
que mediante lenguaje natural el usuario suele haer menión a un dominio
reduido de funionalidades del robot.
Nuestro objetivo es el de diseñar e implementar un método que realie la
unión entre un onjunto de enuniados del usuario on el de las aiones y
ondiiones posibles en el robot, es deir, haer aesible mediante habla las
funionalidades del robot.
Así por ejemplo, el enuniado:
Levanta el brazo izquierdo
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orrespondería on el siguiente método:
Arm.move(p0, v0)
donde p0 orresponde on una posiión de brazo levantado y v0 orrespon-
dería on una veloidad por defeto.
Para realizar el presente trabajo se parte de un dominio iniial de aiones
en el robot que sea fáilmente esalable ad líbitum. El onjunto de aiones
de partida que se ha esogido, en Maggie, inluye movimientos de ambos
brazos, de la abeza, de los párpados y de traslaión y rotaión:
Levantar o bajar el párpado dereho o izquierdo.
Levantar o bajar la abeza.
Girar la abeza a la izquierda, a la dereha o al entro.
Levantar o bajar el brazo dereho o izquierdo.
Girar todo el uerpo a la izquierda o a la dereha.
Avanzar o retroeder.
Cada sensor y atuador del robot se representa mediante un objeto, y
sus funionalidades, mediante métodos de diho objeto. Así, en este dominio
iniial de aiones en el robot, tendríamos los siguientes métodos:
leftEye.move(position), para movimientos del párpado izquierdo.
rightEye.move(position), para movimientos del párpado dereho.
Nek.move(position), para los movimientos vertiales de la abeza.
Nek.spin(position), para los movimientos horizontales de la abeza.
leftArm.move(position), para los movimientos del brazo izquierdo.
rightArm.move(position), para los movimientos del brazo dereho.
Base.move(position), para los movimientos de traslaión del robot.
Base.spin(position), para los movimientos de rotaión del robot.
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En esta primera versión de este dominio iniial de aiones, los valores de
la posiión de ada funión están prejados. Así por ejemplo, para los mo-
vimientos del brazo, puesto que se onsideran dos aiones posibles: subir o
bajar el brazo, los valores de posiión prejados orresponden on ada una
de estas aiones. Para subir, por ejemplo, se hae a una posiión ja que o-
loa el brazo objetivamente arriba. Naturalmente el valor de este parámetro
también podría tomarse de la interaión onversaional on el usuario.
La eleión de esta nomenlatura se ha realizado de modo que failite la
onstruión de ada uno de estos métodos a partir de los valores semántios
de la gramátia del reonoedor automátio del habla. Esta onstruión se
ha detallado en el apartado 6.2, donde se habla del paso que hay entre las
gramátias semántias y estos métodos asoiados a las aiones.
3.5.2. Dominio de ondiiones del robot
Las ondiiones también se han dividido en dos tipos: explíitas e im-
plíitas. Las primeras se reeren a ondiiones asoiadas a algún evento de
la realidad interna o externa al robot. Por ejemplo, toado en el hombro
dereho sería una ondiión de este tipo. La segunda se reere a ondiiones
que indian la nalizaión o no de alguna aión on nal. Por ejemplo en la
gura 3.9(a) n de subir brazo izquierdo.
Cada ondiión se representa mediante una funión primitiva Python on
sus parámetros, que está predenida. Esta funión aede a la informaión
del sensor/atuador o lee de la memoria a orto plazo y del sistema de even-
tos la informaión neesaria para evaluar en ierto instante si la ondiión
es verdadera o falsa. Así por ejemplo, la ondiión asoiada a los eventos de
tato en la arasa del robot viene denotada por touh( body, side ). Es-
ta funión omprueba que el último evento enviado es de tato, lee el estado
de los sensores y evalúa, si se ha toado la parte del uerpo orrespondiente
a sus parámetros body y side. Otro ejemplo, la funión de evaluaión que
omprueba si se ha subido una parte del uerpo del robot tiene el prototi-
po rise( body, side ), que es el mismo de la aión subir una parte del
uerpo. Por dentro, esta funión realiza una letura de los datos de la odo-
metría para omprobar que se ha llegado a una posiión onsiderada omo
de subida.
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3.5.3. Implementaión de una seuenia. Seuenia
alterable
Una vez expuestos tanto el sistema de representaión de las seuenias
que se ha utilizado en el presente trabajo (ver B.3), omo algunos de los
detalles del robot utilizado, Maggie, se va a expliar ómo el robot ejeuta
las seuenias.
La seuenia representada mediante un SFC se implementa en un hero
XML y es interpretada mediante un objeto que denominamos seueniador.
La ventaja de representar la seuenia en un hero interpretable es que
diha seuenia puede ser modiada en tiempo de ejeuión, esto es, sin
tener que modiar ninguna parte del software ya implementado. Además, la
seuenia así onstruida puede ser modiada mientras la propia seuenia
es ejeutada. Hemos venido a denominar alterabilidad de la seuenia a esta
araterístia.
En las seuenias utilizadas, ada etapa está asoiada a una funión de
ativaión y a una funión de desativaión. Asimismo, ada transiión está
asoiada a una funión de evaluaión de disparo.
De este modo, en el hero que representa la seuenia se implemen-
tan dos osas: la estrutura de la seuenia, y las funiones de ada nodo.
La estrutura onsta de las distintas relaiones y uniones entre las etapas y
transiiones que la omponen, y la situaión iniial de las maras. Las funio-
nes de ada nodo son las funiones de ativaión y desativaión asoiadas a
ada etapa, así omo las funiones de evaluaión asoiadas a ada transiión.
Naturalmente, para permitir que la seuenia sea alterable, dihas funio-
nes también tienen que estar representadas o implementadas en un lenguaje
interpretable. Por su versatilidad, failidad de uso y ompatibilidad, el len-
guaje esogido es Python [Martelli, 2006℄.
De esta manera, la funionalidad del robot, las aiones y ondiiones que
pueden ser inorporadas en una seuenia quedan desritas mediante ódigo
en Python que, omo se expliará más adelante, será inluido en la seuenia
alterable mediante interaión por voz.
Cabe destaar que así omo la seuenia alterable en sí, esto es, su es-
trutura puede ser modiada en tiempo de ejeuión, también el dominio
de aiones y ondiiones del robot pueden ser modiados sin neesidad de
realizar ningún ambio en el software que implementa la arquitetura de on-
trol del robot. De este modo nuevas aiones y nuevas ondiiones pueden
añadirse al dominio del robot dinámiamente. Baste para ello un onstrutor
dinámio adeuado de funiones Python, lo ual se propone omo trabajo
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futuro en el apítulo 10.
La seuenia se representa siguiendo un esquema estruturado en formato
XML, tal y omo se muestra en la gura 3.10. Las etiquetas que denen la
seuenia son:
<Desripion>, donde se añade un texto que sirva para desribir qué
hae la seuenia.
<nEtapas>, donde se espeia el número de etapas de la seuenia.
<nTransiiones>, donde se espeia el número de transiiones de la
seuenia.
<mPreCondiiones>. Aquí se dene la matriz de pre-ondiiones. Esta
matriz india mediante valores 0 o 1 si existe o no una onexión en-
tre la salida de una etapa y la entrada a una transiión. La etapa se
identia mediante el índie de las las, y la transiión mediante el de
las olumnas. Cada valor de la matriz se introdue mediante etique-
tas <valor>. La deniión de la matriz se realiza por las mediante
etiquetas <fila>.
<mPostCondiiones>. Aquí se dene la matriz de post-ondiiones.
Esta matriz india mediante valores 0 o 1 si existe o no una onexión
entre la salida de una transiión y la entrada a una etapa. La etapa
se identia mediante el índie de las las, y la transiión mediante el
de las olumnas. Cada valor de la matriz se introdue mediante etique-
tas <valor>. La deniión de la matriz se realiza por las mediante
etiquetas <fila>.
<vMaras>, es el vetor de maras iniial. India qué etapas están a-
tivas al omienzo de la ejeuión de una seuenia.
<FunionEvaluaion>, donde se introdue empaquetado el ódigo en
Python asoiado a la funión de evaluaión de una transiión.
<id>. Esta etiqueta identia on qué transiión orresponde una fun-
ión de evaluaión y on qué etapa orresponde una funión de ativa-
ión o de desativaión.
<FunionAtivaion>, donde se introdue empaquetado el ódigo en
Python asoiado a la funión de ativaión de una etapa identiada
por el valor en la etiqueta <id>.
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<FunionDesAtivaion>, donde se introdue empaquetado el ódigo
en Python asoiado a la funión de desativaión de una etapa identi-
ada por el valor en la etiqueta <id>.
En este formato, por tanto, quedan representados todas las partes de la
seuenia: número de etapas, número de transiiones, matries de pre y post-
ondiiones
4
, vetor de las maras iniiales (etapas ativas en el omienzo),
funiones de ativaión y desativaión de ada etapa y funión de evaluaión
asoiada a ada transiión.
4
véase B.2.1, donde se dene formalmente una red de Petri mediante estas matries
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0 <?xml version=" 1 .0 " enoding="ISO−8859−1"?>
<Seuen ia xmlns :x s i=" h t tp : //www.w3 . org /2001/XMLShema−i n s tane
" xsi :noNamespaeShemaLoation="">
2 <Des r ip i on>
Aqui se o l oa un texto op iona l que s i r v a para d e s  r i b i r
en que  o n s i s t e l a s e uen ia .
4 </Des r ip i on>
6 <nEtapas>nS</nEtapas>
<nTrans i  i ones>nT</nTrans i  i one s>
8
<mPreCondiiones>




<f i l a><va lo r>1 o 0</ va lo r> . . .</ f i l a>
16 . . .
</mPostCondiiones>
18




<l i n e a>fun ion Python que se evalua en l a t r a n s i  i o n n = 0<
/ l i n e a>
24 . . .
</FunionEvaluaion>
26 . . .
<FunionAtivaion>
28 <id>0</ id>
<l i n e a>fun ion Python que se e j e u t a a l a  t i v a r s e l a etapa
n = 0</ l i n e a>
30 . . .
</FunionAtivaion>
32 . . .
<FunionDesAtivaion>
34 <id>0</ id>
<l i n e a>fun ion Python que se e j e u t a a l d e s a  t i v a r s e l a




Fig. 3.10: Esquema general de la representaión de una seuenia




El prinipal objetivo del omponente de reonoimiento automátio de
habla es el de onvertir la señal aústia del habla del usuario en una seuen-
ia de palabras. Este proeso suele realizarse en distintas fases que van del
análisis de la señal aústia a un análisis lingüístio del habla.
Una ompleta expliaión on detalles ténios del reonoimiento de voz
está fuera de los límites de este trabajo. No obstante una pequeña reseña
sobre el tema sí que se realiza para justiar porqué se ha diseñado el resto
del sistema del modo en que se ha heho, esto es, intentando minimizar los
errores del reonoimiento y tratándolos del modo más satisfatorio uando
estos errores se han dado. El reonoimiento automátio del habla es toda-
vía una tenología en desarrollo. El habla espontánea propia del lenguaje
natural uenta, además, on elementos que haen que el reonoimiento de
voz sea todavía más tedioso. Por ejemplo, el tratamiento de sonidos que no
orresponden on palabras, enuniados on dudas, repetiiones y autoo-
rreiones, así omo el uso de palabras fuera del diionario utilizado por el
reonoedor, et.
Siguiendo la literatura más reiente que trata el reonoimiento automá-
tio del habla en plataformas de interaión humano máquina y humano ro-
bot, omo en [Jurafsky and Martin, 2000℄, [Cole et al., 1997℄ y [Furui, 2005℄,
identiamos unas fases estándar en el proesamiento de la informaión on-
tenida en la voz del usuario, si bien, no todas las herramientas de reonoi-
miento automátio del habla funionan así. Estas fases pueden enumerarse
del siguiente modo:
1. Proesamiento de la señal aústia. Donde se rean o extraen ara-
terístias espetrales de diha señal, que llamaremos observables.
2. Identiaión de fonemas, a partir del onjunto de parámetros obteni-
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dos en el paso anterior.
3. Identiaión de palabras, a partir del onjunto de fonemas obtenidos
en el paso anterior.
4. Identiaión de las frases más aertadas, a partir del onjunto de pa-
labras obtenidas en el paso anterior y mediante el uso de gramátias
literales.
5. Extraión de la informaión relevante, a partir de las frases obtenidas
en el paso anterior, y mediante el uso de gramátias semántias.
Las gramátias literales se han implementado omo gramátias formales
de ontexto libre que siguen la formulaión propuesta por el estándar ABNF
(Augmented Bakus-Naur Form). Este tipo de gramátias es expliado en el
apartado C.3.2, y en esta seión se da una espeiaión onreta de ómo
se han implementado para el presente trabajo.
Las gramátias semántias no perteneen al onjunto de gramátias tal
y omo dene la teoría de lenguajes formales, o omo se representa en la
jerarquía de Chomsky (ver gura C.1), sino que son pequeños sripts que
se enapsulan dentro de las gramátias literales y que sirven para obtener la
informaión relevante para la apliaión que está utilizando el reonoimiento
de habla. También se espeiarán on mayor detalle en esta seión.
4.1. Ténias en el reonoimiento automátio del
habla
4.1.1. Proesamiento de la señal: de la señal aústia
al fonema
Muestreo
La señal aústia obtenida mediante un mirófono se onvierte en infor-
maión digital. Para ello se somete a un proeso de muestreo a una freuenia
que oinide on el doble de la freuenia rítia o freuenia de Nyquist. El
muestreo supone una pérdida del anho de banda de la señal y, por tanto,
de su alidad, de modo que uanto más pequeña es la freuenia de mues-
treo, mayor es diha pérdida. Por otro lado, uanto mayor es la freuenia
de muestreo, mayor número de datos se obtienen y, por tanto, más osto
va a resultar ualquier ómputo que quiera realizarse posteriormente. Las
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freuenias de muestreo más utilizadas tienen en uenta el anho de banda
del anal de omuniaión y la veloidad de ómputo de la apliaión que
va a utilizar diha señal. Así tenemos 8kHz para señales que viajen por vía
telefónia; para señales de voz para reonoimiento del habla 11kHz - 22kHz
suele ser más que suiente; y 44,1Hz o freuenias de muestreo superiores
se utilizan para señales de alidad óptima.
Cuantizaión
Además de someterse a un muestreo en el tiempo, ada valor obtenido de
ada muestra de la señal aústia se uantiza digitalmente, esto es, se odia
mediante una adena de bits. La pérdida de informaión, en este sentido,
resulta del redondeo digital que se produe al tener un límite en el número
de ifras signiativas que la odiaión digital permite representar (ruido
de uantizaión). Por tanto, el número de bits utilizados en la uantizaión
limita el denominadomargen dinámio de la señal, así omo la preisión en su
representaión. Para una uantizaión de 16 bits, tendremos la posibilidad
de representar 65536 (216) valores distintos, lo ual nos da unos 96dB de
margen dinámio (20log10(2
16). Afortunadamente, la voz hablada se mueve
en un margen dinámio entorno a los 50dB, muy inferior al margen de, por
ejemplo, una ópera de Wagner (unos 110dB) argada de sutilezas dinámias.
Fig. 4.1: Ejemplo de muestreo y uantizaión de una señal analógia
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Extraión de omponentes espetrales
Una vez muestreada y uantizada, la señal aústia de voz se analiza en
rodajas de entre 10 y 20 ms. De ada una de estas partes se extraen un
onjunto de parámetros espetrales LPC (Linear Preditive Coding) omo
son las omponentes epstrales de freuenia de mel (MFCC) o oeientes
de Fourier del espetro de la señal, los formantes o pios espetrales asoia-
dos a un fonema; y parámetros estadístios omo oeientes de regresión
entre los parámetros de las distintas rodajas, valores medios, máximos y
mínimos, mediana, varianza, primeros uartiles, et. Además, algunas herra-
mientas también onsideran parámetros espetrales PLP (Pereptual Linear
Preditive) que, básiamente, son los mismos parámetros LPC, pero donde
previamente se hae pasar la señal aústia por iertos ltros que simulan la
audiión humana. La extraión de todos estas araterístias aústias de-
jan la señal representada omo un onjunto de parámetros que denominamos
observables.
Las omponentes espetrales no solo se utilizan en el reonoimiento del
habla tal y omo se va a expliar más adelante, sino que también se vienen
usando para la deteión de iertas araterístias emotivas en el habla natu-
ral. Por ejemplo, en [Oudeyer, 2003℄ se explia on detalle el uso de distintos
algoritmos para la deteión de el grado de presenia de ino emoiones
básias en el habla (alma, tristeza, enfado, alegría y miedo).
También estas omponentes espetrales, junto on otras araterístias
aústias del enuniado, se han venido utilizando para la deteión de inten-
iones omuniativas en el habla: si se está realizando una realimentaión po-
sitiva (alabanza, elogio, ensalzamiento, et) frente a una realimentaión nega-
tiva (rítia, ensura, vituperio, et) Así, en [Breazeal and Sasselatti, 2000℄
se muestra al torso robótio Kismet que expresando emoiones faiales rea-
iona ante las distintas araterístias prosódias de los enuniados del usua-
rio.
Deodiaión en fonemas
Los vetores de parámetros observables obtenidos de las araterístias
aústias de la señal de voz se han de omputar haia la estimaión de un
vetor de fonemas probables, que orrespondan on dihos observables. Exis-
ten dos proesos fundamentales para realizar este ómputo: redes neuronales
y funiones gausianas. Ambos estableen una funión de densidad de proba-
bilidad (PDF) en un espaio ontinuo. Las funiones gausianas relaionan un
vetor de observables on una probabilidad de fonema. Las redes neuronales
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Fig. 4.2: Arquitetura esquemátia simpliada de un reonoedor automá-
tio de habla
reiben omo entrada un onjunto de vetores observables y devuelven una
probabilidad para ada fonema del lenguaje.
En la gura 4.2 se ha representado de modo muy simpliado todo el
proeso que sufre la señal aústia hasta ser interpretada omo una adena
de palabras, tal y omo se ha omentado.
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4.1.2. Modelo aústio: de los fonemas a la palabra
Podría denirse el modelo aústio de un lenguaje hablado omo el on-
junto de estruturas que representan el inventario de fonemas del lenguaje y
su pronuniaión. La representaión más utilizada en este sentido es mediante
adenas oultas de Markov (HMM).
Una adena de Markov es un aso espeial de un autómata de estados
nitos probabilístio (PFSM). Por tanto, intrínseamente representa una se-
uenia no ambigua dado que ada estado está bien determinado. En resu-
men, los parámetros que denen una HMM son:
estados: un onjunto de estados que se relaionan entre sí mediante
probabilidades de transiión y que se relaionan on un onjunto de
observables mediante funiones probabilístias.
probabilidades de transiión: un onjunto de probabilidades. Cada
una representa la probabilidad de transiión de un estado a otro.
probabilidades de observables: un onjunto de funiones probabi-
lístias que relaionan ada estado on un vetor de parámetros obser-
vables.
distribuión iniial: distribuión probabilístia iniial que establee
la probabilidad de ada estado de la adena en ser un estado iniial.
Como en el reonoimiento automátio del habla el alfabeto de salida es
bien onoido (el inventario de fonemas del lenguaje) una adena de Mar-
kov es una buena representaión de las relaiones entre dihos fonemas: ada
fonema queda representado por un estado de la adena. Por otro lado, el
problema que onsigue soluionar las adenas oultas de Markov es el de
relaionar unas entradas que no forman un alfabeto no ambiguo, omo son
los parámetros observables que representan la señal de voz, on unas salidas
que son diho inventario de fonemas. Esta relaiones son las funiones pro-
babilístias gaussianas o redes neuronales desritas en el apartado anterior.
Así, dados unos parámetros observables representando una señal de voz,
las adenas oultas de Markov permiten determinar uáles son las palabras
más probables que orresponden a dihos observables dentro del modelo aús-
tio dado (véase gura 4.2).
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4.1.3. Modelo del lenguaje: de las palabras a la frase
El así denominado modelo del lenguaje es un modelo estadístio de se-
uenias de palabras. Puede obtenerse de diversos modos: a partir de un
orpus, es deir, de una serie de enuniados ompletos típios del lenguaje;
o a partir de una gramátia que inluya expresiones regulares. El modelo de
lenguaje también se puede representar on diversas estruturas, aunque la
más típia suele ser un árbol de probabilidades, donde en ada nodo se sitúa,
o bien, una palabra probable o un identiador de un onjunto de palabras
probables, omo sería un símbolo no terminal.
Uno de los problemas más freuentes que enontramos en un reonoedor
automátio del habla natural reside en el desfase temporal existente entre el
proesamiento de un enuniado del usuario y la artiulaión, por parte del
usuario, de diho enuniado. Es deir, en este punto de análisis aústio del
habla, para la herramienta de reonoimiento resulta relevante saber si el
enuniado del usuario ha terminado o no y saber si debe dar ya un resultado
de reonoimiento o esperar más informaión aústia.
El modelo del lenguaje suele expresarse mediante alguna de estas dos
entidades: N-grams o gramátia literal. Las N-grams sirven para predeir
una palabra dentro de una frase a partir de sus N-1 predeesoras. Suelen
onstruirse a partir de un orpus de modo que uanto mayor sea diho orpus
mejor será el modelo onstruido. Estas estruturas suelen ser utilizadas por
las herramientas de ditado, que son distintas a las de reonoimiento de voz.
Pero la estrutura más utilizada para el reonoimiento del habla y que
resulta fundamental en el desarrollo de este trabajo, es la gramátia, que aquí
denominamos gramátia literal para distinguirla de la gramátia semántia.
La primera sirve para onstruir un modelo formal del lenguaje, mientras que
la segunda sirve para extraer del resultado del reonoimiento la informaión
relevante para la apliaión que está utilizando diho reonoimiento.
En esta seión se termina de desarrollar el onepto de gramátia intro-
duido en el apéndie C.3.2 y su uso para on el reonoedor automátio del
habla. Se dan algunos ejemplos de gramátias utilizadas siguiendo el están-
dar, ya introduido anteriormente, ABNF (Augmented Bakus-Naur Form),
basado en las gramátias de ontexto libre.
gramátia literal en el estándar ABNF
El término gramátia viene del latín: grammatîa y éste del griego gram-
matika. Una de las deniiones que del término ofree la RAE es Cienia
que estudia los elementos de una lengua y sus ombinaiones. El término
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también se viene utilizando para desribir las estruturas de ierta área de
onoimiento. Existen así trabajos omo Una gramátia de la músia (Tho-
mas Busby, 1818) o Una gramátia del olor (George Field, 1888) también
se habla de una gramátia de los gráos, de la onduta o, ómo no, una
gramátia de la interaión [Ohs et al., 1996℄. Esto se debe a que la gramá-
tia establee a la vez un voabulario espeío y nito de elementos, que
pueden ser oneptuales, y un onjunto de relaiones de estos elementos.
En el reonoimiento automátio del habla, se entiende por gramátia
omo una gramátia formal libre de ontexto que inluye una expresión re-
gular de símbolos terminales (palabras de un voabulario) y no terminales.
Al ontrario que las herramientas de ditado, en un reonoimiento del
habla interesa que la herramienta devuelva un resultado que se pragmátio,
es deir, que tenga una utilidad prátia en la apliaión que utiliza el reo-
noedor. Por tanto, de alguna manera, el reonoedor tiene que ontar on
alguna estrutura que le informe de ómo la apliaión quiere el resultado
del reonoimiento. Esto se realiza mediante gramátias.
Por otro lado, ada gramátia establee un voabulario o léxio, y unas
reglas de unión de las palabras de ese voabulario que ayudan al reonoedor a
reduir el espaio de búsqueda dentro de las posibles palabras que se obtienen
en el proeso de paso de los fonemas a las palabras expliado anteriormente.
Atualmente, existen dos tipos prinipales de representaión de las gramá-
tias literales para los reonoedores de voz, tal y omo distingue la deniión
del estándar SRGS (Speeh Reognition Grammar Speiation) propuesto
por la W3C
1
: una representaión basada en un lenguaje de etiquetas tipo
XML, y otra representaión basada en el formato ABNF (Augmented Bakus-
Naur Form) uya sintaxis se basa en la gramátia formal de ontexto libre
(véase apéndie C). Ambos representan la misma y solamente la misma in-
formaión, por lo que es fáil pasar de una representaión a la otra.
La gramátia literal onsta de una serie de reglas que mantienen la forma
de las reglas de una gramátia de ontexto libre. En asi todas las gramátias
existe una regla raíz que engloba al resto de reglas. El término raíz se debe
a que la regla raíz está en la parte inferior, nal o raíz del árbol que el
reonoedor de habla genera a partir de la gramátia.
Cada regla onsta por tanto de una expresión formal en la que se rela-
ionan símbolos terminales y no terminales. Los símbolos no terminales van
preedidos del símbolo $. El nal de ada regla viene marado por el símbo-
lo ;. De todos los elementos de una relaión formal dentro de una gramátia
1
http://www.w3.org/TR/speeh-grammar/
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ABNF, los más utilizados son los siguientes:
[℄ : que enierran símbolos opionales.
Por ejemplo: $grammar=[magui℄saluda; orrespondería tanto on el
enuniado magui saluda omo on el enuniado saluda.
| : mara una alternativa.
Por ejemplo: $grammar=izquierda|dereha; orrespondería on uno
de los dos enuniados izquierda o dereha.
* : permite la repetiión de un símbolo varias vees o ninguna.
Por ejemplo: $grammar=esuha*magui orrespondería on enuniados
omo magui o esuha esuha esuha magui.
+ : permite la repetiión de un símbolo varias vees y omo mínimo
una.
Por ejemplo: $grammar=esuha+magui orrespondería on enuniados
omo esuha magui o esuha esuha esuha magui.
(): que agrupan operaiones on preferenia dentro de la gramátia.
Así por ejemplo mientras que la gramátia $grammar=amor|es; orres-
pondería on uno de los dos enuniados amor o es, la gramátia
$grammar=amo(r|res); lo hae on amor o amores.
La operaión AND que mara una seuenia obligatoria de símbolos viene
dada por el aráter espaio en blano.
La implementaión de una gramátia generalmente se realiza mediante
uno o varios heros de texto. Se suele utilizar la extensión .grxml para
gramátias implementadas siguiendo el estándar XML denido en el estándar
SRGS, y la extensión .gram para las que siguen el formato ABNF. Desde un
hero puede apelarse a una regla de otro hero, lo ual permite estruturar
ordenadamente la implementaión de todo el sistema de gramátias.
Ejemplo de gramátia literal En el siguiente ejemplo se presentan varias
reglas gramatiales en forma de no terminales que se ombinan en una regla
prinipal que dene la gramátia.
#ABNF 1.0 ISO-8859-1;
language es-ES;
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tag-format <loq-semantis/1.0>;
publi $root = $dialog;
$dialog = ($fp | $f | $ky | $nn | $ad | $e);
/* onventional-opening */
$fp = hola [magui℄;
/* onventional-losing */
$f = adios [magui℄;
/* response aknowledgement or yes answer */
$ky = okei|vale|de_auerdo|si|afirmativo;
/* no answer */
$nn = no;
/* ation-diretive */
$ad = avanza | retroede | gira_a_la $side |
(levanta | baja) el brazo $side;
/* side */
$side = izquierd(a|o) | dereh(a|o);
/* turn-exit */
$e = sa(l|lir)|termin(a|ar);
Así se muestran varias reglas que onformarían una gramátia omple-
ta, que haría sensible al reonoedor de habla a louiones del usuario que
inluyan algunos de los siguientes atos: saludos, despedidas, negaiones, ar-
maiones y algunas órdenes onretas.
El resultado que da el reonoedor ante una gramátia literal, es una lista
de los mejores resultados palabra por palabra. Estos resultados se denominan
N-best y puede ongurarse el número de resultados mejores obtenidos. Es
deir que devuelve las mejores seuenias de palabras que se ajustan, por un
lado a la gramátia argada en el reonoedor, por otro al análisis aústio
de los enuniados del usuario.
A éste resultado lo aompañan dos tipos de parámetros que miden el
grado de aierto o de onanza del resultado del reonoimiento. Por un
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lado, se muestra el grado de onanza de la frase en su totalidad, por otro
se muestra el grado de onanza de ada una de las palabras reonoidas.
Naturalmente, uanto más ompleja es una gramátia, esto es, uanto más
voablos inluye y/o uanto más omplejo es el árbol de posibilidades que
genera, más fáil resulta que aparezan errores en el reonoimiento. Esto se
soluiona argando y desargando gramátias dinámiamente dependiendo
del ontexto en el que se enuentre el proeso del diálogo. También es más
fáil que aparezan errores en reglas que inluyan voablos ortos (omo
por ejemplo armaión on el voablo si o negaión on no), o voablos
que tengan ierta anidad fonétia (por ejemplo on voablos omo Javi,
Magui, fáil, et). No hay un método sistemátio para soluionar estas
diultades que dependen de la onstruión de la gramátia, aunque sí se
han desarrollado herramientas que realizan una estimaión previa de éstos
problemas y ayudan a haer un diseño lo más óptimo posible.
4.1.4. Interpretaión semántia
Con la gramátia literal onseguimos que el reonoedor automátio del
habla obtenga, en una frase, una seuenia literal de las palabras que más
aproximan lo que el usuario ha enuniado on el lenguaje formal desrito
por la gramátia. Pero este tipo de informaión no resulta relevante per se
para la apliaión que utiliza el reonoedor. De alguna manera, diha aplia-
ión requiere algún tipo de interpretaión o traduión del resultado literal
externo a algún tipo de estrutura interna a la apliaión. Esto se realiza
mediante la gramátia semántia.
Existe la desripión de un estándar para la interpretaión semántia en
reonoimiento automátio del habla desarrollado por el W3C. Se denomina
SISR (Semanti Interpretation for Speeh Reognition)
2
y establee la posi-
bilidad de enapsular en etiquetas <tag> ódigo en lenguaje ECMASript
dentro de una gramátia en formato XML desrito en el estándar SRGS
(Speeh Reognition Grammar Speiation)
3
. Los oneptos que introdue
son también utilizados por otros lenguajes de interpretaión semántia de-
pendientes del fabriante del reonoedor. En este trabajo se van a expliar
estos oneptos según la implementaión del reonoedor de habla omerial
utilizado: Loquendo-7.1 [Tehnology and Servies., 2010℄, uyas gramátias
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La gramátia semántia permite inorporar dos tipos de interpretaiones
semántias dentro de ada regla de la gramátia literal:
<atributo=valor>, donde atributo es una variable de regla y valor
es un dato de tipo adena de arateres, numério o booleano, que
representa un valor semántio.
alpha:a,donde alpha es una adena de símbolos terminales y/o no
terminales, y a es un no terminal. Esta asignaión establee una espeie
de interpretaión del texto reonoido.
Así por ejemplo, en la siguiente regla de una gramátia semántia,
$ky = (okei|vale|de_auerdo|si|afirmativo){<da "ky">};
uando el usuario enunia alguna de las frases okei, vale, si, et, el re-
onoedor no solo devuelve omo resultado del reonoimiento el símbolo
terminal orrespondiente a la frase enuniada (okei, vale, si, et) sino que
además, asigna a la variable da el valor jo, del tipo adena de arateres,
ky. De este modo, la apliaión que esté utilizando el reonoimiento auto-
mátio del habla, analizando el valor de diha variable, puede utilizarlo para
saber que, simplemente, el usuario ha realizado una armaión y así, atuar
en onseuenia.
En la siguiente regla de una gramátia semántia,
$nd = ("([baile | seuenia℄ simple)":simpleseq |
"([varios℄ [bailes | seuenias℄ en paralelo)":atone |
"(seleion [de (bailes | seuenias) )":selseq)
{<da "nd"><type $value>};
se realizan los dos tipos de asignaiones omentados. Ante un enuniado del
usuario omo baile simple o seuenia simple la regla onvierte la adena
de no terminales reonoidos a un solo valor, en este aso, simpleseq que
es el que devuelve el reonoedor. Lo mismo ourre ante un enuniado omo
seleión de bailes o seleión de seuenias en los que la regla onvierte
la adena de no terminales reonoidos al valor selseq . Estos valores de
onversión son aesibles en la propia regla mediante una variable espeial
de las gramátias semántias que es $value y que puede ser utilizada más
adelante dentro de la gramátia.
Además se produen dos asignaiones más, por un lado se asigna a la
variable da el valor jo del tipo adena de arateres nd, y a la variable
type el valor de la variable espeial $value. Como ya se ha omentado, en
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el aso de que el usuario haya enuniado la frase baile simple, este valor es
simpleseq y en el aso en que haya enuniado la frase seleión de bailes,
este valor es selseq. Por tanto, la apliaión que utiliza reonoimiento de
voz puede evaluar ualquiera de las variables type o da para onoer el tipo
de enuniado que el usuario ha realizado.
Por último, abe destaar la existenia, por parte de la mayoría de los
reonoedores automátios del habla, de iertas variables espeiales, omo
es $GARBAGE. Esta variable permite la inlusión de sonidos fonétios que no
orrespondan on ninguno de los voablos literales inluidos en la gramátia.
Así por ejemplo la siguiente gramátia:
$body = $GARBAGE ( brazo | hombro |abeza | ojo ) $GARBAGE;
puede reaionar ante enuniados omo en el brazo, brazo izquierdo,
ojo mbfh .
Esta variable sirve así omo una espeie de omodín ante sonidos no on-
templados explíitamente en la deniión de la gramátia. Naturalmente el
resultado en el no terminal $body no inluirá ninguno de los voablos que se
han ontenido en $GARBAGE. El uso de esta variable empeora de manera drás-
tia el grado de onanza del reonoimiento, por lo que debe ser utilizada
on atenión.
Una desventaja que suele ir asoiada al uso de este tipo de variable es
que el nivel de onanza suele disminuir bastante uando se inluye.
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4.2. Habilidad de reonoimiento automátio del
habla: asrSkill
En esta seión se explian los detalles de una de las habilidades automá-
tias on las que uenta el robot: asrSkill (Habilidad de Reonoimiento
Automátio del Habla). Esta habilidad se enarga de tomar los datos de au-
dio del habla del usuario, a partir de los uales onstruye un resultado literal
y semántio, que puede ser utilizado por ualquier otra habilidad dentro de
la arquitetura, omo por ejemplo, por el sistema gestor del diálogo, que
también se explia al nal de este apítulo.
Esta habilidad uenta on una parte interna enargada del reonoimien-
to en sí: el motor de reonoimiento, y on una parte externa que permite
ompartir los datos del reonoimiento on el sistema de diálogo.
4.2.1. Motor de reonoimiento automátio del habla:
Loquendo ASR-7.7
El motor de reonoimiento se implementa utilizando una herramienta
de reonoimiento omerial de la empresa Loquendo, Voie Tehnology and
Servie
4
. Para realizar el reonoimiento, esta herramienta admite tanto
la utilizaión de N-Grams, omo de gramátias literales y/o semántias. Lo
primero implementa un modelo del lenguaje, y sirve para un reonoimiento
del habla ontinua on un modelo probabilístio de seuenias de palabras.
Las gramátias permitidas por la herramienta pueden estar implementadas
tanto en formato ABNF, que ha sido introduido en la seión 4.1.3, omo en
los formatos SRGS y SISR, también expliados anteriormente. La habilidad
asrSkill utiliza gramátias semántias en formato ABNF.
Las prinipales ventajas de Loquendo-7.7 frente a otros reonoedores
de habla pueden resumirse en las siguientes:
Independenia del usuario hablante. Es deir, que no es neesario
un entrenamiento previo y espeío por parte de ada usuario que va
a utilizar la herramienta. No obstante, la herramienta permite realizar
tal entrenamiento y ganar así en grado de aierto.
Reonoimiento ontinuo del habla. Es la propia herramienta quien
se enarga a la vez de la toma de datos de audio y la obtenión de re-
sultados mediante ómputo ontra la gramátia argada. Lo primero se
4
Loquendo: Soiedad global - soluiones automátias y tenología voal,
http://www.loquendo.om/es/
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realiza mediante una interfaz de funiones allbak que, vienen im-
plementadas en un paquete a parte, si bien pueden ser implementadas
por el programador.
Alto grado de aierto en el reonoimiento. Ante enuniados
on voablos sintátiamente estruturados onforme a las reglas de la
gramátia, se viene obteniendo un grado de aierto (tanto literal omo
semántio) de más de un 90%. Naturalmente este aierto disminuye
uando el usuario no enunia palabras dentro de la gramátia o las
enunia en un orden no ontemplado por la misma; o también, ante
gramátias más omplejas. De ahí, la importania en el diseño previo
de las gramátias.
Alto grado de onanza en el reonoimiento. Cuando hay un
aierto, la herramienta suele devolver un grado de onanza en torno
al 80%. Esto muestra que el número de posibles resultados alternativos
es muy bajo, on lo que la herramienta muestra bastante univoidad
en el resultado (no solo aierta, sino que lo hae on seguridad).
Rapidez de respuesta. Para la omplejidad de gramátias que se
vienen utilizando, los resultados suelen estar disponibles en un rango
de unos 50− 150 ms.
Identiaión del usuario. Esta apaidad se realiza mediante previo
entrenamiento. Cada usuario graba unas huellas del habla que son
utilizadas para identiarle aústiamente.
Gramátias dinámias. La herramienta permite la arga y desarga
de una gramátia por otra en tiempo de ejeuión.
Loquendo admite hasta 100,000 palabras en la onstruión de las gra-
mátias utilizadas, y 50,000 palabras en los árboles probabilístios de las
N-Grams.
4.2.2. Funionamiento interno de la habilidad
En la gura 4.3 se muestra una representaión gráa del esquema in-
terno de la habilidad: su funionamiento y su omuniaión on el resto de
la arquitetura: sistema de eventos y memoria a orto plazo.
El reonoimiento automátio del habla se realiza mediante llamadas a
funiones de la API (Appliation Programming Interfae) del paquete omer-
ial utilizado: Loquendo-ASR-7.7.
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La habilidad omienza ongurando iertos parámetros del motor de re-
onoimiento omo son el idioma utilizado, el dispositivo de audio, arga de
la gramátia por defeto, et. Al arranar, el motor de reonoimiento ons-
truye un Objeto de Reonoimiento (RO) a partir de la gramátia argada.
Cuando la habilidad se ativa, mediante la llegada del evento ASR_START
omienza a ejeutar un método en bule denominado proeso() En este mé-
todo, la habilidad omienza un bule de toma de datos de audio y ómputo
de estos datos. El habla del usuario se deteta uando la señal de audio so-
brepasa un ierto umbral, que es ongurable. En ese momento, la habilidad
emite el evento USER_SPEAKING(1), que sirve para avisar al resto de la ar-
quitetura que el usuario ha omenzado a hablar. Esto viene indiado por
el parámetro 1, que se emite junto on el evento. La herramienta entones
omienza a omparar las araterístias aústias del habla del usuario on
los distintos árboles onstruidos a partir del objeto de reonoimiento (la
gramátia argada).
Los resultados del reonoimiento se obtienen mediante la orrespondien-
te llamada a las funiones de la herramienta. En la habilidad se hae una
espera a que el usuario termine su enuniado. En ese momento se vuelve a
emitir el evento USER_SPEAKING(0) (donde el parámetro 0 india la naliza-
ión del enuniado del usuario). Una vez omputada la informaión aústia
la habilidad emite uno de estos dos eventos: REC_OK, si ha habido un reono-
imiento satisfatorio, y REC_FAIL, en aso ontrario.
En aso de reonoimiento, la habilidad esribe los resultados en una
estrutura que sube al sistema de memoria a orto plazo, y que ontiene tanto
los resultados literales junto on su grado de onanza, omo los resultados
semántios en pares atributo-valor.
Si durante la ejeuión del método proeso( ) la habilidad hubiera re-
ibido un evento ASR_STOP, el bule pararía hasta una nueva ativaión me-
diante el evento ASR_START.
Por tanto asrSkill no solo ofree informaión literal y semántia del ha-
bla del usuario (informaión geométria), sino que también, da informaión,
mediante el evento USER_SPEAKING de uándo el usuario omienza y termina
de hablar (informaión temporal).
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5. DESARROLLO DEL
SINTETIZADOR DE VOZ CON
ENTONACIÓN CONTROLADA
En este apítulo, se presenta el sistema de síntesis de voz que ha sido
desarrollado. El apítulo está dividido en dos partes prinipales. En la primera
se realiza una breve introduión a las ténias utilizadas en la síntesis de voz,
desde las ténias utilizadas para la generaión del lenguaje hasta el proeso
de síntesis sonora de una serie de símbolos del habla. El objetivo prinipal de
todo sistema de síntesis de voz es el de transformar un objetivo omuniativo
en una señal de voz.
En la segunda parte se expone la habilidad de síntesis de texto a voz on
ontrol prosódio. Esta habilidad integra dentro de la arquitetura de ontrol
del robot la apaidad de generar una señal aústia que sea interpretable
omo habla a partir de una seuenia de adenas de texto. Además permite
variar iertos parámetros prosódios (relaionados on la entonaión) para
así poder expresar on la voz ierto estado emoional.
Los prinipales requisitos que debe umplir todo sintetizador de voz son:
Inteligibilidad, que da uenta del grado de omprensión sonora del
texto sintetizado en voz. Está ligada a la apaidad de las palabras del
enuniado sintetizado de ser entendidas por el usuario.
Naturalidad. El habla natural es muy ompleja. Tal y omo se ha
expliado en el apéndie A, en la propia omuniaión hablada existe
informaión no verbal que llega a inueniar el signiado del enuniado
y que está relaionada on la intenión del hablante, su estado de ánimo,
su atitud, su personalidad, et.
En la prátia resulta difíil enontrar un método que umpla simultánea-
mente ambos requisitos: un sintetizador de voz que sea inteligible pierde en
naturalidad y vieversa. Por tanto no hay una eleión únia que dependerá
del uso que se quiera dar a la herramienta de síntesis.
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5.1. Ténia en la síntesis de voz.
5.1.1. Generaión del lenguaje
Tal y omo se desribe en [Jurafsky and Martin, 2000℄, la generaión del
lenguaje natural (Natural Language Generation, NLG) viene a ser el proeso
de onstruión de enuniados hablados a partir de una intenión omunia-
tiva y un onoimiento previo.
Podría deirse que la generaión de lenguaje natural es el proeso inver-
so al entendimiento del lenguaje natural (Natural Language Understanding,
NLU). Efetivamente, tal y omo se desribió en la seión 4, el entendi-
miento del lenguaje natural parte de unas entradas aústias argadas de
ambigüedad, de las uales se realizan unas hipótesis devolviendo omo salida
una interpretaión literal o semántia.
Ahora bien, en la generaión del lenguaje ourre todo lo ontrario, la
entrada del sistema es un objetivo omuniativo que está bien espeiado y
bien formado (no omo la representaión digital de las señales aústias del
habla del usuario), y de ellas, el sistema esoge entre una serie de alternativas
que devienen en un mensaje lingüístio. Este proeso pasa por los siguientes:
1. Seleión de ontenido. Dada una espeiaión del objetivo omu-
niativo (ontestar a una petiión del usuario, realizar una presentaión
o una exposiión de posibilidades, et), el sistema debe esoger el on-
tenido apropiado teniendo en uenta también al tipo de usuario on el
que interatúa: su nivel de onoimiento del sistema, el tiempo que lleva
dialogando, el onoimiento en omún que se haya estableido, et. Tal
y omo se explia en el apéndie A.1.4 a partir de las ideas desritas
en [Paul Watzlawik, 1967℄, es preisamente el aspeto relaional de la
omuniaión lo que lasia el aspeto de ontenido.
2. Seleión del léxio. Es deir, la eleión de unos términos apropiados
on los uales poder expresar el ontenido esogido. Esta eleión puede
ir del aso más simple, en el que ada ontenido ya tiene asoiado unos
términos unívoos, o bien, tener distintas alternativas para el mismo
ontenido. En este sentido, ada alternativa puede lasiarse según
distintos grados dentro de iertos parámetros omo son el estilo (más
o menos oloquial), el uso del término para otros ontenidos, o el nivel
de onoimiento del usuario del tema que se está ompartiendo.
3. Estrutura del enuniado. Mediante adherenia, el ontenido sele-
ionado se agrega dentro de una frase, una láusula o enuniado, de
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un tamaño dado. Resulta importante también gestionar ómo se rea-
lizan expresiones que referenien elementos y objetos que están siendo
tratados en la interaión. Para ello es omún el uso de gramátias ge-
nerativas, análogas a las gramátias de ontexto libre desritas en la
seión 4.1.3, que son obtenidas también, del estudio de un orpus.
4. Estrutura del disurso. Una vez obtenidos varios enuniados, estos
deben ser artiulados de modo que mantengan un máximo de ohe-
renia y una estrutura disernible. Existen varios patrones de estru-
tura del disurso. Por ejemplo, en [MTear, 2004℄ se nombran esque-
mas onretos que espeian los prinipales omponentes del texto y
que reejan ómo el texto se organiza seuenialmente. Estos esque-
mas funionan omo identiaión, ilustraión partiular, analogía o
omparaión.
No existe un onsenso general sobre los métodos que realizan estas tareas,
ni siquiera si son éstas las prinipales. Esto es debido a que la generaión de
lenguaje natural es un ampo relativamente nuevo.
Los primeros métodos más simples son dos:
Texto enlatado, es deir, que el texto que se sintetiza en voz está
puesto diretamente por el programador. Este método es el más senillo,
es fáil de implementar y es muy eaz en el sentido omuniativo,
dado que el sistema parlante die exatamente lo que el programador
ha estableido que tiene que deir. Ahora bien, la gran desventaja es
que este método no permite adaptar el habla del robot a situaiones
nuevas si no es on la intervenión del programador.
Plantillas. La parte ja del texto generado que establee el progra-
mador es una plantilla on hueos de informaión. El sistema ompleta
estos hueos on adenas que obtiene en tiempo de ejeuión, bien de
una base de datos, bien de la propia interaión on el usuario.
Estos dos métodos son los que se han utilizado para el sistema de síntesis de
voz en el presente trabajo. Se propone omo trabajo futuro el desarrollar un
sistema más adaptativo a la generaión de lenguaje para la expresión verbal.
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5.1.2. Síntesis de texto a voz
Una vez obtenido el disurso en forma de adena de arateres, ésta debe
ser sintetizada en una señal aústia. Para ello primero se realiza un análisis
del texto en los siguientes pasos:
1. Segmentaión y normalizaión del texto, en frases unitarias, uyos
bordes sonoros estén laramente denidos. En esta fase, se transriben
también arónimos, números y abreviaturas.
2. Análisis morfológio. Dado que no todas las palabras posibles están
presentes en los diionarios fonétios, este análisis se hae neesario
para poder deduir la transripión fonétia de una palabra derivada
de otra.
3. Etiquetado de iertas partes del texto que requieran una pronun-
iaión espeial. Por ejemplo, en la distinión de homógrafos (mismas
letras, pero distinta pronuniaión).
4. Modelado de los efetos del habla ontinua. Una vez realizada la trans-
ripión fonétia de una palabra en una serie de fonemas, hay que tener
en uenta que la eleión de dihos fonemas se realiza para la palabra
aislada. Sin embargo, en el habla natural ontinua, dado que las pa-
labras no están aisladas, su transripión fonétia normalizada puede
sufrir modiaiones.
Mediante este análisis se obtienen una serie de fonemas a partir del texto,
sin embargo, esto no resulta suiente para la generaión de voz, dado que
el habla natural uenta on otras iertas araterístias sonoras omo son el
ritmo, el ambio de entonaión, el volumen, et. Para ello se requiere una
segunda fase en la que se realiza una desripión prosódia del texto. Pri-
mero se esogen los fonemas más adeuados según un modelo aústio, para
después se parametrizan en unos valores que son utilizados por un método
onreto de síntesis sonora.
Modelo aústio: del texto a los fonemas
El modelo aústio se denió en la seión 4.1.2, omo el inventario de
fonemas de una lengua, lo ual es estudiado por la fonétia. En aquella se-
ión, diho inventario se utilizaba para enontrar la hipótesis que mejor se
ajustara, dados unos observables fonétios, on símbolos del inventario. En
esta seión el proeso es inverso: dados dihos símbolos (el texto esrito) el
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sistema esoge qué lista de fonemas resulta más adeuada para una orreta
louión.
Este proeso se realiza graias a unos alfabetos fonétios que desriben la
pronuniaión de la lengua, y que son utilizados tanto para reonoimiento
omo para síntesis de voz. Los diionarios de pronuniaiones más simples
onstan de una lista de palabras junto a su transripión fonétia.






(que también inluye diionario para alemán y holandés). La
nomenlatura estándar más utilizada en fonétia fue estableida por el Al-
fabeto Fonétio Internaional (AFI), que trata de realizar un ompendio de
transripiones de sonidos de ualquier lengua oral. Dado que los símbolos
utilizados muhas vees no son ómodos desde el punto de vista informáti-
o, también se suele utilizar la nomenlatura ARPAbet que representa los
fonemas en ódigo ASCii
4
.
El problema fundamental que ourre en este nivel de transripión es que
un mismo símbolo de texto no orresponde on un solo fonema, sino que
depende de su lugar dentro de la palabra o frase que oupa. Esto es así en
todas las lenguas, si bien, en español, al areer de palabras homográas
este problema es muho menor a otras lenguas, omo el inglés o el franés,
en las que la dependenia del ontexto dentro de la frase hae que no exista
una relaión formal entre el texto y su transripión fonétia.
Para resolver esta ambigüedad en la transripión, a partir de estos di-
ionarios fonétios se onstruyen máquinas de estados nitos que relaionan
las distintas opiones fonétias que hay para ada aráter, permitiendo así
realizar la eleión del mejor alófono que se ajuste al ontexto del aráter
en el enuniado.
Generaión de voz: de los fonemas a la señal aústia
La generaión de voz implia el paso de la lista de fonemas devueltos
por el análisis del texto a una representaión ontinua parametrizada, que
permita la síntesis sonora. Esta síntesis puede realizarse por varios métodos.
Los prinipales son:
Síntesis artiulatoria, que modela las araterístias físias y sio-
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a abo por máquinas aústias, por simulaiones eletrónias o bien,
omo se presenta en [Sawada et al., 2008℄, mediante una ombinaión
de ambos.
Habla onatenada. Este método utiliza una base de datos de dis-
tintas unidades de habla pregrabadas. Estas unidades pueden ir del
fonema a frases enteras, pero lo más típio es el uso de dífonos o pares
fonétios. El número de estos dífonos depende muho de la lengua uti-
lizada. Así, mientras que para el español on unos 800 dífonos suele ser
suiente, el alemán requiere de unos 2500 dífonos. Un algoritmo sele-
iona ómo unir estas unidades del modo más efetivo posible teniendo
en uenta el ontexto de los fonemas dentro del enuniado.
El grado de inteligibilidad en la síntesis onatenada puede resultar más
baja que en la síntesis por formantes, debido a la apariión de iertos
hasquidos que empeoran la alidad de la señal de audio sintetizada.
Sin embargo, la inteligibilidad depende muho de la alidad del audio
de las muestras utilizadas para rear la base de datos de dífonos.
El habla presenta gran naturalidad y pareido humano, lo ual resulta
lógio teniendo en uenta que el material de partida son muestras de
audio del habla natural humana. Un inonveniente, en este sentido, es
que el sistema de síntesis puede resultar muy pesado dado la antidad
de datos que onlleva: larga serie de muestras de dífonos, diionarios
de pronuniaión, et.
Síntesis por formantes. Modela las araterístias aústias de la
señal. Un formante oinide on alguno de los máximos en el espetro
de un fonema, por tanto está identiado por una freuenia entral y
un anho de banda o rango del pio. Ourre que ada fonema puede
ser desrito on ierta preisión mediante un patrón de formantes.
Este método tiene la ventaja de no tener que utilizar gran antidad de
datos, respeto al habla onatenada. Además, se arateriza por un
alto grado de inteligibilidad, dado que evita la apariión de hasquidos
en el sonido. Aunque este método presenta una naturalidad baja, y el
habla resultante da una impresión artiial y meánia, puede resultar
de gran interés para apliaiones que no requieran una síntesis dema-
siado natural, omo es el aso, en el que se busa un habla on ierto
aráter robótio.
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(a) Dos primeros formantes de una señal (b) Distinión entre voales según la rela-
ión entre los dos primeros formantes
5.1.3. Control de la entonaión para una expresión
emotiva
La expresividad del habla está relaionada on la prosodia:
Deniion 5.1.1. Prosodia: parte de la fonología dediada al estudio de los
rasgos fónios que afetan a unidades inferiores al fonema, omo las moras,
o superiores a él, omo las sílabas u otras seuenias de la palabra u oraión
5
Mediante los parámetros prosódios se desriben aspetos de la pronun-
iaión del enuniado que no están presentes en la seuenia de fonemas que
se ha obtenido en los pasos anteriores. En la deniión de esos rasgos fó-
nios existe informaión no verbal muy relevante tanto para el ontenido
del enuniado omo para la relaión que se establee entre los interloutores
(véase seión A.1.4).
La prosodia involura los aspetos melódios y rítmios del habla. Es en
estos aspetos donde reside la expresividad y el grado afetivo del enuniado,
informando sobre el estado mental y emoional del hablante, así omo su in-
tenionalidad en el habla. Por tanto es de suma importania en la interaión
humano robot.
5
Deniión extraída del diionario de la R.A.E
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Ejemplo para una síntesis por formantes
Un estudio muy ompleto sobre la relaión entre las araterístias prosó-
dias y la expresividad emoional ha sido realizado en [Cahn, 1990℄ a partir
de su tesis dotoral. Realiza una interesante lasiaión de los prinipales
parámetros asoiados a la prosodia, en uatro grupos, según pongan el énfasis
en un aspeto fonétio u otro:
Tono: variaión para el aento, tono entral (F0), pendiente del on-
torno, deaimiento nal, rango de variaión del tono y línea de referen-
ia del tono entral.
Tiempo: exageraión, freuenia de pausas entre unidades fonétias,
freuenia de pausas dentro de una unidad fonétia, veloidad del habla,
radio de estrehamiento para aentos,
Calidad: grado de soplido, brillo, fuerza, grado de disontinuidad en
las pausas, grado de disontinuidad en los ambios de tono y trémolo
o vibraión. Estos parámetros suelen marar la identidad del hablante,
así omo su estado afetivo.
Artiulaión: preisión, esto es, grado de arrastre de las palabras en
todo el enuniado.
Todos estos parámetros se normalizan en un rango de −10 a 10, siendo el
0 un valor neutro que anula el efeto del parámetro. La autora realiza ma-
nualmente una orrelaión de los valores de estos parámetros on una lista
de hasta seis emoiones: miedo, enfado, disgusto, alegría, tristeza y sorpresa.
El sistema es implementado mediante la herramienta omerial DECtalk
6
,
y una adaptaión de los parámetros enumerados a otros que inorpora este
sintetizador. DECtalk utiliza una síntesis por formantes, siendo muy inteli-
gible y ofreiendo un timbre muy robotizado.
7
Para evaluar hasta qué punto un sintetizador expresa una emoión u otra
se suele utilizar una matriz de onfusión. En ada la se oloa la emoión que
quería expresarse y en las olumnas el porentaje de perepión para todas
y ada una de las emoiones utilizadas. Ourre que emoiones aústiamente
pareidas suelen onfundirse en porentajes en torno al 30%: tristeza on




El timbre de esta herramienta ha venido a haerse muy famoso, al ser el sintetizador
de habla que aompaña a Stephen Hawking.
5.1. Ténia en la síntesis de voz. 93
Ejemplo para una síntesis onatenada
Otro trabajo de espeial interés en el ontrol de la entonaión para una
mayor expresividad, es el realizado en [Oudeyer, 2003℄. El objetivo prinipal
es el de realizar una síntesis on ontrol en el aspeto emoional orientado
para personajes de dibujos animados. El sistema no parte de un enuniado
onreto sino que genera adenas de dífonos aleatoriamente, on lo que el
resultado no es una frase inteligible, sino que se pone el énfasis en todo el
aspeto no verbal del enuniado.
Se parte de un onjunto más estreho de parámetros, que podemos dividir
en tres ategorías, según a qué aspeto fonétio modiquen:
Tono: que estableen la freuenia o tono prinipal (F0), MEANPITCH.
Rango de variaión sobre esa freuenia, PITCHVAR, MAXPITCH. Y la
forma del ontorno para voales y para la última palabra del enuniado:
DEFAULTCONTOUR, CONTOURLASTWORD.
Tiempo: duraión media de ada dífono y rango de variaión MEANDUR,
DURVAR.
Aentuaión: parámetros que estableen si la última palabra debe ser
aentuada o no y la probabilidad de que un dífono tenga o no aento,
LASTWORDACCENTED, PROBACCENT.
Intensidad: volumen total del enuniado, VOLUME.
Cada uno de estos parámetros se asoia on unos valores para un total de
ino emoiones básias: alegría, enfado, tristeza, alma y onfort. El ajuste
también se realiza manualmente mediante prueba y error.
Los parámetros son utilizados por un algoritmo determinista que alula
el tono y duraión de ada fonema del enuniado, así omo el volumen total
de la frase. La lista de fonemas on su duraión y tono se introdue en una
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MBROLA toma omo entrada un hero de texto dividido en las. Cada
la ontiene un fonema, su duraión y los valores del tono o freuenia on los
que se debe sintetizar el fonema a lo largo de su duraión. Así por ejemplo,
el siguiente texto:
-
o 448 20 150 40 188 90 145
l 135 55 220
a 537 22 140 35 154 76 165 90 177
se ongura la síntesis del enuniado hola, del siguiente modo: el primer
fonema o durará 448 ms. Pasado un 20 % de su duraión (448ms * 0.20 =
90ms) el fonema será sintetizado a la freuenia de 150 Hz, pasado un 40 %
de su duraión, se pondrá a 188 Hz, en el 90 % a 145 Hz, etétera.
Para la síntesis, MBROLA arga una base de datos de dífonos asoiada
a un personaje y a un idioma onreto. La herramienta onstruye un hero
de audio on el enuniado. En esta onstruión, MBROLA admite varios
parámetros relaionados on el volumen, la veloidad y el tono prinipal del
enuniado.
En la evaluaión de todo el sistema, la matriz de onfusión muestra que
alegría y enfado a vees se onfunden, lo mismo que alma y onfort.
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5.2. Habilidad de síntesis de texto a voz: ettsSkill
En esta seión se explian los detalles de la habilidad que permite al
robot expresarse verbalmente on ierto ontrol en la entonaión de la voz
sintetizada: ettsSkill. Esta habilidad reibe del resto de la arquitetura,
un texto on iertas araterístias emotivas y se enarga de sintetizarlo en
voz, ontroladamente. Los suesivos textos que van llegando a la habilidad
se van enolando y la habilidad va sintetizando uno u otro de auerdo a su
aráter urgente.
5.2.1. Motor de síntesis de voz. Loquendo TTS-7.1
Esta habilidad, lo mismo que la de reonoimiento automátio del habla,
utiliza también una herramienta de Loquendo para la síntesis de voz. El
método de síntesis es por onatenaión, on lo que se fundamenta en una
base de datos de unidades fonétias según el idioma que se quiera utilizar.
El motor TTS que inluye Loquendo permite esoger entre varios perso-
najes para la síntesis. Además permite rear nuevos personajes a partir de
los existentes realizando ambios en parámetros prosódios omo el volumen,
la freuenia prinipal de habla, la veloidad de habla, et. Estos paráme-
tros relaionados on la prosodia de la síntesis de voz también pueden ser
modiados en tiempo de ejeuión. Todo ello permite implementar ierta
expresividad emoional en el habla del robot.
Además, el motor de reonoimiento permite emitir iertos sonidos no
verbales omo suspiros, risas, arajadas, toses, et, e inluso proesar el
habla on algún efeto aústio omo reverb, eos, balane, et.
5.2.2. Funionamiento interno de la habilidad
Análogamente a asrSkill, la habilidad de síntesis de habla on emoio-
nes ettsSkill está diseñada en dos partes: una interna que se enarga de
la síntesis en sí misma, y otra externa que se enarga de los meanismos
de omuniaión para on el resto de la arquitetura: sistema de eventos y
memoria a orto plazo.
La síntesis de habla se realiza mediante llamadas a funiones de la API
(Appliation Programming Interfae) del paquete Loquendo-TTS-7.1.
En la gura 5.1 se muestra un esquema de la habilidad y ómo se omunia
on el sistema de eventos y de memoria a orto plazo. La habilidad onsta
de dos partes difereniadas, una de ejeuión o proeso y otra de gestión de
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eventos. En la MCP se muestran las distintas estruturas que maneja esta
habilidad:
ETTS_TEXT_ID. Este dato de tipo tts_t ontiene el texto que va a ser
sintetizado en voz, así omo un parámetro que establee ierta inten-
ión emoional, y otro parámetro que establee si el texto debe ser
sintetizado on urgenia o no.
ETTS_QUEU_ID. Este dato de tipo tts_ ontiene informaión sobre los
distintos textos para ser sintetizados en voz, que todavía permaneen
en ola.
SPEAKING_NOW. Este dato es un booleano que informa, al resto de ha-
bilidades de la arquitetura, uándo el robot está hablando y uándo
está en silenio.
ETTS_KIDNAP. Este dato también de tipo booleano maneja el meanis-
mo de seuestro de la habilidad. Tal meanismo se explia on detalle
más adelante.
Meanismo de síntesis desde otra habilidad
La ejeuión de la habilidad utiliza fundamentalmente una ola donde
se van guardando los textos que se quieren sintetizar. La habilidad puede
enolar un texto tanto al omienzo omo al nal de la ola. Cuando una ha-
bilidad ualquiera dentro de la arquitetura, llamémosla otherSkill, quiere
sintetizar texto a voz utilizando ettsSkill el proeso sigue los siguientes
pasos:
1. otherSkill omprueba que ettsSkill no está seuestrada por otra
habilidad. En tal aso, la síntesis no se puede realizar.
2. Si es la primera vez que otherSkill va a enviar texto a la habilidad
de habla, previamente, envía el evento ETTS_START para asegurarse de
que la habilidad ettsSkill está ativa.
3. otherSkill esribe en el dato ETTS_TEXT_ID de la MCP un dato de
tipo tts_t donde se inluye el texto para ser sintetizado.
4. otherSkill envía el evento TEXT_READY para avisar a ettsSkill de
que tiene un nuevo texto en la MCP.
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5. ettsSkill reibe tal evento y ejeuta la orrespondiente funión ma-
nejadora. Esta funión lee de la MCP el dato ETTS_TEXT_ID y lo es-
ribe en la ola de textos para ser sintetizados. La esritura se realiza
en el primer elemento o en el último, según un parámetro del dato
ETTS_TEXT_ID que establee si el texto es urgente o no. De modo que
si es urgente se esribe en el primer elemento de la ola y se adelanta
así al resto de datos en ola.
6. ettsSkill en un bule onstantemente está omprobando si hay o no
datos en ola. Cuando hay un dato, lo desenola y realiza la síntesis de
voz, del texto ontenido en el dato. Al desenolar un dato de la ola,
no solo es leído, sino que es borrado de la ola.
7. Al omenzar la síntesis de voz, ettsSkill emite el evento SPEAKING_START
y uando la frase termina de ser sintetizada emite el evento SPEAKING_END.
8. Asimismo, mientras ettsSkill está realizando la síntesis de voz tam-
bién pone la bandera SPEAKING_NOW a true.
Los parámetros prosódios utilizados para la síntesis de voz dependen
del ampo emotion ontenido en la estrutura que alberga el texto para ser
sintetizado (ETTS_TEXT_ID). Este ampo puede tomar un valor de uatro po-
sibles orrespondientes a uatro aspetos emoionales del habla: alegría, tris-
teza, nerviosismo o tranquilidad: HAPPINESS_EMOTION, SADNESS_EMOTION,
NERVOUSNESS_EMOTION y TRANQUILITY_EMOTION.
½Silenio por favor!
En la interaión presenial entre humanos, muhas vees los turnos de
diálogo se interambian aun uando el enuniado en marha no ha sido ter-
minado. Esto ourre habitualmente, por ejemplo, uando el hablante se ve
interrumpido por el que estaba esuhando, o porque, simplemente el que
esuha orta la omuniaión porque se marha o omienza a realizar otra
atividad. También suele ourrir que es el propio hablante quien realiza una
interrupión a sí mismo en mitad de un enuniado. Por ejemplo, porque se
perata de que lo que está diiendo no debe ser diho, porque le llega algún
reuerdo inesperado, o porque quiere repensar su enuniado, et.
Por tanto, en el diseño de una habilidad de habla para interaionar on el
humano, hay que tener presente que tan importante omo llegar a sintetizar
voz y ontrolar la prosodia del habla, es también ontrolar on preisión
uándo el robot debe dejar de hablar.
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ettsSkill permite ontrolar la interrupión de una frase en proeso de
síntesis a través del manejo del evento SHUT_UP(p) Este evento es enviado
por una habilidad externa. Se envía on un parámetro que da uenta de qué
meanismo de ontrol de la interrupión del habla quiere diha habilidad.
Este meanismo puede ser de uatro tipos:
Interrupión pura. La habilidad inmediatamente interrumpe la síntesis
en marha y además, borra todas las frases enoladas para ser sinteti-
zadas. El robot queda totalmente en silenio.
Interrupión suave. La habilidad simplemente borra el resto de frases
que deben ser sintetizadas, pero no interrumpe la frase uya síntesis
está en marha, dejándola terminar.
Pausa. La habilidad interrumpe inmediatamente la síntesis en marha,
pero no borra ninguna frase que haya en ola.
Reanudar. La habilidad reanuda una frase interrumpida por una pausa.
Meanismo de seuestro de la habilidad
En los proesos de interaión natural entre humanos, el ato de hablar
puede onsiderarse irunstanial, al ontrario que la esuha que es ontinua.
Es deir, que en la expresión hablada, no solo resulta importante estableer
qué se va a deir o ómo, sino que igual de importante es el uándo va a
produirse el habla. Así por ejemplo, hay frases, que si no son dihas en su
momento areen de sentido, y no deben ser dihas más tarde.
Uno de los problemas que plantea el aráter irunstanial o disontinuo
del habla mediante esta habilidad es la entralizaión de diho meanismo. En
el modelo humano, enontramos meanismos asoiativos de habla que om-
piten en paralelo para haerse on el sistema siológio artiulatorio (uerdas
voales, lengua, labios, et) de modo que al nal una sola idea, ato omu-
niativo o enuniado es artiulado. Análogamente, en nuestra arquitetura,
diversas habilidades pueden estar queriendo hablar simultáneamente. Es ne-
esario ierto ontrol entral. Por un lado, ontamos on el buen diseño que
realie el programador a la hora de haer que una habilidad hable: utilizar
frases más o menos ortas y tener en uenta qué otras habilidades pueden
estar hablando en ese instante. Por otro lado, ettsSkill uenta on un me-
anismo de seuestro, que también requiere un orreto uso por parte del
diseñador.
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El meanismo de seuestro permite a una habilidad de la arquitetura
haerse on el ontrol de la habilidad de habla, ettsSkill. De este modo,
solamente la habilidad que ha seuestrado a ettsSkill puede haer uso de
la síntesis de voz.
El seuestro se realiza mediante la bandera ETTS_KIDNAP, un dato boo-
leano en la MCP, que avisa al resto de habilidades que ettsSkill está tem-
poralmente inutilizada.
6. EDITOR VERBAL NO
INTERACTIVO DE SECUENCIAS
ALTERABLES
En este apítulo se desribe la implementaión del sistema de ediión
verbal de seuenias, donde todavía no se ha inorporado la parte interativa
de iniiativa mixta entre robot y humano. La inorporaión de esta apaidad
en el robot se explia en el apítulo 8.
Podríamos plantear nuestro problema a resolver mediante la siguiente
uestión: ¾ómo desribir verbalmente al robot, un diagrama funional repre-
sentado gráamente? Así en este apítulo se da la respuesta a esta uestión
uando la interaión entre el usuario y el robot es muy elemental, esto es, el
lazo interativo está abierto: no hay diálogo. El usuario se limita a onstruir
una seuenia mediante enuniados y reibe del robot lo que éste ha enten-
dido (a modo de eo) así omo los movimientos asoiados a la ejeuión de
la seuenia onstruida.
El apítulo omienza expliando ómo se llegan a identiar y denir las
operaiones más elementales en la ediión o onstruión de una seuenia
desde ero. Asimismo, a estas operaiones se asoian onjuntos de posibles
enuniados hablados por el usuario. De estos onjuntos de enuniados po-
sibles se indue el ontenido de las gramátias de ontexto libre neesarias
para el reonoedor automátio del habla. Tal y omo se ha expliado en las
seiones 4.1.3 y en 4.1.4, las gramátias onstruidas onstan de dos tipos
de ontenido: ontenido literal y ontenido semántio. Mediante las gramá-
tias así onstruidas se une el reonoimiento de habla on las operaiones
elementales de onstruión de seuenias.
Más adelante se explia ómo se ha implementado el sistema omple-
to: reonoedor y sintetizador de habla, on el onstrutor y ejeutor de la
seuenia onstruida.
Por último se exponen algunos ejemplos reales de onstruión de seuen-
ias mediante voz.
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Fig. 6.1: Ejemplo de una seuenia
6.1.1. Construión suesiva de una seuenia.
Como el objetivo del presente trabajo es el de realizar un onstrutor
verbal de seuenias, resulta importante realizar un análisis previo de ómo
es el proeso de onstruión de una seuenia. Para ello, suponemos que el
diseñador ya tiene una idea interna más o menos lara de la seuenia que
quiere onstruir. Por tanto vamos a analizar el proeso de onstruión sin
suponer que en tal proeso el diseñador realiza modiaiones, orreiones
o deshae parte de la seuenia reada, y que el proeso de onstruión de
la seuenia es suesivo.
Para realizar tal estudio previo, vamos a partir de la desripión verbal
de la onstruión, paso a paso, de una seuenia de ejemplo, para luego
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realizar, mediante intuiión, las onlusiones oportunas y generalizaiones
del proeso.
Ejemplo
En la gura 6.1 se representa un ejemplo de una seuenia, GRAPHET
o diagrama funional, que inluye todas las formas o estruturas básias
desritas en B.3. Éstas son: seuenia simple, seleión de seuenias en varias
ramas, y varias ramas seueniales en paralelo. Vamos a seguir paso por paso
una posible manera de onstruir suesivamente esta seuenia ejemplo. Así
los pasos a seguir podrían ser:
1. Añadir una etapa de omienzo asoiada a la aión a0. Esta etapa
estará ativa.
2. Comenzar una seleión de seuenias de 2 ramas.
3. La primera rama omienza si ourriera la ondiión t1.
4. La segunda rama omienza si ourriera la ondiión t2 y además no
ourriera la ondiión t1.
5. En la primera rama omienzan 2 ramas simultáneas.
6. En la primera de estas ramas, se añade una etapa uya aión es a1.
7. En la segunda de estas ramas, se añade una etapa uya aión es a2.
8. Se onluyen las ramas simultáneas.
9. Las dos ramas simultáneas onluyen en una transiión que tiene aso-
iada la ondiión t3
10. En la segunda rama de la seleión, se añade, después de la ondiión
que la ativa, una etapa asoiada a la aión a3.
11. Después se añade una transiión que tiene asoiada una ondiión t4.
12. Se onluye la seleión de seuenias.
13. Las dos ramas seletivas onluyen en una etapa asoiada a la aión
a4.
14. Después se añade una transiión que tiene asoiada la ondiión t4.
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15. Después se vuelve al omienzo.
Naturalmente, el orden de las distintas operaiones realizadas puede va-
riar, también la desripión onreta de ada operaión. Hemos experimenta-
do en diversos ejemplos distintos proesos de reaión de seuenias distintas,
más o menos omplejas, realizados por distintas personas, y podemos armar
que el anterior ejemplo, grosso modo, representa, en la onstruión de una
seuenia, todos los elementos eseniales que pasamos a diluidar.
Conlusiones
Lo primero que observamos al realizar una desripión explíita de ada
paso atómio neesario para ir onstruyendo la seuenia es que esta desrip-
ión es muho más ompleja y difíil de seguir que la simple representaión
gráa de la gura 6.1. Aludimos de nuevo a la neesidad del presente trabajo
en realizar una desripión seuenial de una estrutura gráa.
Respeto al léxio y a las estruturas gramatiales utilizadas enontramos
que el lenguaje es medianamente espeializado: rama, aión, ondiión,
et no son voablos en general bizarros, pero sí espeíos en la nomenlatura
de diagramas funionales. Por otro lado, las referenias dentro de una rama
ontenida en otra, et implian ierta omplejidad jerárquia, ontextual o
semántia que requieren de onentraión, por parte del hablante, para no
perder el ontexto.
A partir de este ejemplo además podemos distinguir dos tipos de opera-
iones prinipales. En el primer tipo englobaríamos la adiión de aiones o
transiiones (nodos) También inluimos en este grupo las aiones de apertu-
ra y onlusión de varias ramas en paralelo ya sean ramas seletivas o ramas
simultáneas, así omo la de terminar la seuenia en un bule. Vamos a pasar
a denominar operaiones estruturales a este tipo de operaiones. Las deno-
minamos así porque al añadir un nodo o una apertura o onlusión de varias
ramas en paralelo, se está realizando una modiaión de la estrutura de la
seuenia.
De este modo, podemos enumerar las operaiones estruturales en las
siguientes:
Adiión de un nodo: que será una etapa o transiión, y tendrá aso-
iada una aión o una ondiión, respetivamente.
Apertura de varias ramas en paralelo: en seleión o en ejeuión
onurrente. En el primer aso sólo una rama será ejeutada de auerdo
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on la transiión orrespondiente. En el segundo, todas las ramas serán
ejeutadas.
Clausura de varias ramas en paralelo: operaión que onluye en
una sola rama, la estrutura de distintas ramas en paralelo abierta
previamente.
Bule: después de un nodo, el ontrol puede pasar a otro nodo anterior.
En el segundo grupo de operaiones que observamos del ejemplo, englo-
bamos un onjunto de operaiones más intrínseas que las anteriores y que,
en general, están más oultas. Son operaiones refereniales o de establei-
miento del foo de atenión que se realizan sobre una parte de la seuenia
reada. Las operaiones refereniales estableen dónde se va a realizar una
operaión estrutural. De modo que las operaiones estruturales modian
la seuenia en la parte de la misma refereniada mediante una operaión
referenial. Así por ejemplo, a la hora de añadir un nodo, es neesario tener
laro en qué parte de la seuenia ya reada va a ser añadido, et.
De este modo, podemos enumerar las operaiones refereniales en las si-
guientes:
Referenia a un nodo, que estará en alguna parte de la seuenia
reada.
Referenia a una rama, omo modo de distinguir una rama de otra
dentro de una estrutura de varias ramas en paralelo.
Referenia a una estrutura de varias ramas en paralelo, para,
por ejemplo, realizar una onlusión de las diversas ramas en paralelo
en una sola rama.
Por tanto quedan ya identiadas las operaiones elementales de rea-
ión de una seuenia desde ero: operaiones estruturales y operaiones
refereniales.
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6.2. Elaboraión de gramátias semántias para la
ediión verbal de seuenias
Las gramátias semántias no solo permiten haer al robot sensible fren-
te a ierto onjunto de enuniados relevantes que el usuario expresa, sino
que además, permiten dotarle de una apaidad de interpretaión interna de
dihas louiones (de ahí el término semántias).
En el diseño de estas gramátias se ha proedido en varias etapas. Pri-
mero se ha realizado un análisis del habla natural en esenarios donde se
expresa verbalmente una seuenia. De ahí se ha obtenido una lasiaión
de las louiones y enuniados empleados según la informaión que manejan.
De esta lasiaión podemos elaborar expresiones regulares que forman el
uerpo literal de la gramátia de ontexto libre. Por último se ha realizado
una lista de variables semántias a modo de oneptos denominados atri-
butos, en los que se guarda la informaión de los enuniados del usuario que
resulta básia, fundamental o relevante para la ediión de una seuenia.
Para la onstruión de la parte literal de la gramátia se tendrán en
uenta iertos elementos o voablos prinipales dentro de los enuniados del
usuario. Pero, en el habla natural, además de este léxio espeío, apareen
elementos olaterales o omplementos, omo son artíulos, preposiiones o
proposiiones omplementarias y seundarias omo por favor, primero,
Maggie, el,la,lo, et, que areen de valor informativo o interesante
para el objetivo del enuniado para on el robot. Estos omplementos no
nos dan un signiado relevante de ara a la representaión interna de la
aión, de la ondiión o de la estrutura seuenial que se quiere editar. Sin
embargo sí que apareen en el habla natural y, para poder haer la gramátia
más robusta de ara al reonoimiento automátio del habla, estos elementos
seundarios van a quedan inluidos en la variable del entorno gramatial
denominada $GARBAGE expliada en 4.1.4.
6.2.1. Desripión verbal en la onstruión suesiva
de una seuenia.
A la hora de expresar verbalmente una seuenia, podemos onsiderar
distintos niveles de omplejidad que supone el entendimiento de las louio-
nes o enuniados del usuario, por parte del robot. Desde un punto de vista
topológio, espaial o de ontenido, tal omo se ha expliado en A.2, el len-
guaje natural tiende a ser ahorrativo en todos sus niveles fonétio, sintátio,
semántio y pragmátio. También puede haber distintos grados de ompleji-
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dad en uanto al número de elementos referidos en un solo enuniado, y la
relaión entre ellos.
Consideremos por ejemplo el siguiente enuniado: quiero que subas el
brazo izquierdo a la vez que el dereho Este enuniado aparentemente tan
senillo ontiene muha informaión relevante para el robot. No solo informa
de iertos deseos del usuario para on el robot, sino que hae menión a un
movimiento ualitativo: subir ambos brazos al mismo tiempo, que debe ser
traduido a omandos uantitativos internos a la arquitetura interna del ro-
bot. Es deir, identiar la aión que se quiere realizar, identiar los GDL
involurados, en este aso, los motores que levantan los brazos del robot, y
además levantarlos hasta ierta posiión onreta y on una veloidad on-
reta. Toda esta informaión uantitativa, en general, no es explíita en el
enuniado del usuario y, por tanto, plantea el problema de ómo onvertir
éste enuniado en informaión uantitativa interna al robot.
Ejemplos
Veamos algunos ejemplos de enuniados posibles en la ediión verbal de
una seuenia. En estos ejemplos toda la informaión que se quiere enviar
al robot es verbal y, por tanto, monomodal. Es deir que no se onsideran
enuniados uyo signiado se extraiga on informaión no verbal, omo el
aso de enuniados que utilizan deixis anafória (Ejem: aérame eso)
1. Maggie levanta el brazo izquierdo 90º
2. Cuando te toque el hombro dereho te pones a girar.
3. Después dime el estado de tus baterías.
4. Cuando termines lo primero que te dije, paras.
5. Después onsideras ino opiones.
6. Después de subir el brazo, en vez de ponerte a girar, lo bajas.
De este modo:
1. Hae menión explíita a una aión por ejeutarse (levantar brazo
izquierdo 90º) dando datos uantitativos.
2. Hae menión tanto a una ondiión por ourrir (hombro dereho to-
ado) omo a una aión por ejeutarse (omenzar a girar) Además
establee una unión entre ambas.
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3. Meniona una aión por ejeutarse (deir estado de las baterías) y es-
tablee una unión on una referenia implíita (después) a una aión
ya menionada.
4. A través de una etiqueta (lo primero que dije) hae menión a una
ondiión ya refereniada. También hae referenia a una aión por
inluir (parar) en la seuenia. Además se estableen varias uniones
entre ondiiones y aiones menionadas y nuevas.
5. Hae menión a una apertura de seleión de ino seuenias exlusivas
entre sí.
6. Se hae una referenia a una etapa (omenzar a girar) a través de
una transiión que la preede (terminar de subir brazo), para luego
realizar la operaión de borrar diha etapa y añadir en su lugar otra,
ésta además se referenia mediante el pronombre lítio "lo", que hae
referenia al brazo menionado.
Conlusiones
Se observan las diultades que entraña la interpretaión del lenguaje
natural. Para resolver estas diultades se ha optado por onsiderar algunas
simpliaiones y limitaiones sobre los enuniados que el sistema va a tener
en onsideraión. Las limitaiones onsideradas en el análisis del habla del
usuario son:
1. Cada louión debe referirse a una sola operaión estrutural o referen-
ial. Por ejemplo, no se tendrá en uenta, la adiión explíita de dos
nodos en un solo enuniado.
2. El habla del usuario no debe ontener ningún elemento deítio: pro-
nombres, anáforas, et. Por ejemplo, no se tendrán en uenta enunia-
dos del tipo:  lo subes un poo (uso de un pronombre) o Llegas hasta
ahí (uso de un elemento deítio).
No obstante, aun dentro de estas limitaiones, el lenguaje del usuario
plantea una serie de diultades en su reonoimiento. Por ejemplo, el usuario
puede emitir un enuniado que esté inompleto; puede haber problemas de
reonoimiento del enuniado ompleto, o parte de él; o puede perderse el
hilo y la oherenia del proeso de reaión verbal de la seuenia. Estos
problemas se intentarán superar mediante interaión verbal o diálogo, lo ual
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será expliado en el apítulo siguiente, uando se hable de la inorporaión
de la apaidad interativa en el sistema.
Siguiendo un análisis de todos los tipos posibles de enuniados en este
sentido, podemos realizar una división pragmátia
1
de los enuniados del
usuario en los siguientes grupos:
Enuniados de ediión de la seuenia, que permiten añadir, sus-
traer y/o unir etapas y transiiones. Se distinguen los siguientes o-
mandos:
 Menión a una aión. Ejem: Levanta el brazo izquierdo
 Menión a una ondiión. Ejem: Si te too la abeza
 Comienzo de una seleión de seuenias. Ejem: Consideras 5
opiones
 Conlusión de una seleión de seuenias. Ejem: Terminas las 5
opiones...
 Comienzo de una serie de seuenias simultáneas. Ejem: Haer 4
osas a la vez
 Conlusión de una serie de seuenias simultáneas. Ejem: Termi-
nas las 4 osas...
Enuniados para estableer la referenia en alguna parte de la
seuenia. Referenia a una rama dentro de una seleión de seuen-
ias o dentro de una serie de seuenias simultáneas. En la primera
opión...
Enuniados para manejar la ejeuión de la seuenia, que per-
miten los siguientes omandos:
 Ejeutar una seuenia ya formada. Ejem: Ejeuta la seuenia
 Pausar su ejeuión, manteniendo ierta informaión del ontexto
de la ejeuión. Ejem: Para la seuenia
 Parar y borrar la ejeuión de la seuenia. Ejem: Borra la se-
uenia
1
Esto es, referida a las onseuenias del enuniado sobre la onduta del robot (en
este aso entendida omo onstruión de la seuenia)
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Enuniados para la depuraión de la seuenia, que permiten
tanto realizar ambios sobre la seuenia (omo en la ediión de se-
uenia) omo modiar las propiedades de sus partes. Ejem: Subes el
brazo un poo más
6.2.2. Gramátia para las operaiones estruturales
En esta seión se justia ómo se han onstruido las gramátias se-
mántias enargadas de haer aesible al usuario, desde le punto de vista
verbal, las operaiones estruturales de ediión de una seuenia. Se explia
tanto la parte literal de la gramátia omo la eleión de los pares semántios
atributo-valor.
Menión a una aión
Tal y omo se ha expliado en 3.5, una menión a una aión ha de onstar
de, al menos, el nombre de la aión y de sus parámetros. Como punto de
partida onsideremos aiones de movimiento del robot: subir, bajar, girar,
avanzar, retroeder, et. Dependiendo de la aión misma, los parámetros
onsiderados orresponden on el omplemento direto de la aión. Éstos no
pueden ser otros que partes del uerpo del robot: brazo izquierdo/dereho,
párpado, abeza, et.
En el aso de adiión de una aión a la seuenia se onsideran los
siguientes valores semántios:
type, se reere al tipo de aión sobre la seuenia que en este aso
es la adiión de una etapa (on su aión asoiada) y por eso toma el
valor de ation
verb, se reere al nombre de la aión que se va añadir.
body y side, se reeren a la parte del uerpo del robot involurada
en la aión.
Por tanto, siguiendo la desripión formal de las gramátias para el reono-




| "gira|giras":spin\ | "mueve":move) {<verb $value>};
6.2. Elaboraión de gramátias semántias para la ediión verbal de seuenias 111
$body = "abeza":head | "ojo|ojos|parpado|parpados":eye
| "uello":nek | "hombro":shoulder | "brazo":arm
| "mano":hand | "base|(uerpo)":base {<body $value>};
$ation = $verb $body {<type "ation"};
Obsérvese que en la gramátia nal $ation, el únio ampo que se oloa
omo obligatorio es el de $verb quedando omo opionales los dos ampos
que se reeren a la parte del uerpo involurada en la aión: $body y $side.
Esto se hae de este modo por dos razones prinipales: primero porque hay
aiones que no utilizan parámetros (por ejemplo, la aión rotar) y segundo
porque de este modo se permite el aso natural de que el usuario nombre
una aión sin parámetros. Éstos pueden luego ser ompletados, en aso
de neesidad, mediante diálogo tal y omo se mostrará más adelante, en el
siguiente apítulo.
Menión a una ondiión
Tal y omo se explia en B.3, una ondiión dentro de una seuenia
está asoiada a una transiión: ada transiión tiene una funión asoiada
que evalúa si una ondiión es verdadera o falsa. En diha ondiión están
representados, en forma de expresión algebraia, eventos provoados en el
entorno del robot, así omo eventos provoados en el propio robot. Esta
expresión puede ontener onstantes, parámetros y variables del robot y de
la propia seuenia. Por tanto podemos onsiderar, al menos, dos entornos
de datos utilizables en la funión de transiión de una ondiión onreta:
un entorno loal a la seuenia (variables, onstantes y parámetros visibles
dentro de la seuenia onreta) y un entorno global al robot (variables,
onstantes y parámetros visibles en toda la arquitetura del robot)
Ahora bien, ¾ómo se han onstruido las gramátias para que el usuario
pueda añadir ondiiones a la seuenia? Se parte de un dominio, onjunto
disreto de ondiiones posibles. Por ejemplo, onsideremos las ondiiones
asoiadas a que el usuario toque al robot en uno o varios de sus sensores de
tato. La habilidad tatileSkill se enargaría de enviar el evento asoiado:
TOCADO junto on un número entero que da uenta del estado de todos los
sensores. Además, la habilidad esribe en MCP el último estado de los senso-
res, para que ualquier parte de la arquitetura pueda aeder a diho estado
de un modo asínrono, es deir, independientemente de si se está toando
o no al robot. Para ondiiones que involuren otros eventos en el robot se
proedería de modo análogo.
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En el apítulo 3 se dividían las ondiiones en dos tipos: explíitas e
implíitas. Las ondiiones explíitas que se han onsiderado ontienen las
variables semántias $verb, $body y $side. La asignaión semántia se rea-
liza tal y omo expresa la gramátia referida a la adiión de una ondiión
explíita:
$verb = "too|toque" {<verb $value>};
$body = "abeza":rise | "hombro|brazo":shoulder |
| "mano" | "espalda":bak {<body $value>};
$side = "izquierda":left | "dereha":right {<side $value>};
$ondition = [si|uando℄ [te℄ $verb [el|la℄ $body $side
{<type "ondition">};
Obsérvese, que las gramátias, tanto para añadir aiones omo para aña-
dir ondiiones explíitas son muy pareidas. Ambas ontienen las variables
$verb, $body y $side.
Por otro lado onsiderábamos ondiiones implíitas que son las referidas
a la terminaión de una aión on nal. Por ejemplo, el usuario puede deir
Levanta el brazo izquierdo seguido de después.... Este adverbio de tiempo
implíitamente hae menión a la ondiión de que la aión anterior haya
nalizado. En el ejemplo, que el robot haya alanzado la posiión del brazo
izquierdo de levantado. La gramátia asoiada a las ondiiones de este tipo
tiene la siguiente forma:
$ondition = despues | luego | uando termines [de $ation℄;
Así esta gramátia onsideraría enuniados omo después de levantar el
brazo izquierdo, uando termines, uando termines de subir la abeza,
et.
Apertura y ediión de varias ramas en paralelo.
En ualquier punto de la seuenia, el usuario puede abrir varias ramas
en paralelo, on el n de, o bien, rear una seleión de una entre varias
seuenias simples o bien, ejeutar varias seuenias simples en paralelo si-
multáneamente.
La informaión relevante, que neesita saber el sistema es: número de
ramas que se van a rear y si la estrutura que se va a rear es una seleión
(selseqinit) o son varias ramas simultáneas (atone) Así la parte literal
de la gramátia pertinente sería:
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$selseqinit = (abres | onsideras | reas) $ardinal opiones;
$atone = (a_la_vez [haes℄ $ardinal [osas℄)|
([haes℄ $ardinal [osas℄ a_la_vez);
En el primer aso, la gramátia haría apaz al sistema de reonoer frases
del tipo Abres 4 opiones, Consideras 5 posibilidades, ... En el segundo
aso, la gramátia permitiría frases del tipo A la vez, haes 5 osas o bien
Haes 4 osas a la vez inluso A la vez 5 (que es más simple pero menos
natural).
Para la apertura de varias ramas en paralelo, se onsideran los siguientes
valores semántios:
$ardinal , valor entero orrespondiente al número de ramas de la
seleión.
$type, tipo de operaión estrutural sobre la seuenia. La asignaión
es omo sigue:
 $type="selseq", si la apertura es una seleión de seuenias.
 $type="atone", si la apertura es de varias seuenias simultá-
neas.
 $type="onlution", si por el ontrario se trata de una lausura
de varias ramas.
Así, la gramátia semántia para la apertura de varias ramas en paralelo
queda del siguiente modo:
$ardinal = ( "un | uno | una":1 | "dos":2 | ... ){<ardinal \$value>};
$selseqinit = ((( abres | onsideras | reas ) $ardinal opiones) |
(puedo haer $ardinal osas)){<type "selseq">};
$atone =(a_la_vez [haes℄ $ardinal [osas℄){<type "atone">};
Finalizaión de varias ramas en paralelo
Para nalizar una estrutura seuenial formada por varias ramas en pa-
ralelo la gramátia onstruida tiene la siguiente forma:
$ending = ("por ultimo" | "para terminar" | "despues [de [todo|haer℄℄"
[$ation℄);
$onlution = (("ierras|terminas") ["las" $ardinal℄ ["ramas"℄) |
| (["esperas a que"℄ $ondition℄);
$grammar = $ending [$onlution℄;
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De este modo, el usuario puede errar tanto ramas de una seleión de se-
uenias omo ramas de seuenias simultáneas, on el mismo onjunto de
louiones. Naturalmente el sistema identia un aso u otro por el ontexto
de ediión. Es deir, si el ontexto o foo de la ediión reside en una rama
dentro de una estrutura seuenial de distintas seuenias en paralelo o si
reside en una rama dentro de una seleión de seuenias.
6.2.3. Gramátia para las operaiones refereniales
Para editar ada rama, el sistema uenta on el denominado foo o lista
de nodos en ontexto. Desde diho foo se añaden partes de la seuenia.
El usuario puede ambiar diho foo mediante louiones que menden un
ordinal. Así, para editar la primera rama, el usuario tendría que deir frases
omo en la primera... Nótese que el sistema permite mover el foo de una
rama a otra en ualquier momento, esto es, sin neesidad de haber terminado
de editar una rama entera para poder editar otra.
La etiqueta más senilla que permite refereniar una rama dentro de un
onjunto es un numeral asoiado a la rama: primera, segunda, et Por
tanto, el onepto semántio relevante en las louiones uya intenión es la
de oloar el foo de ediión en una u otra rama para editarla es $ordinal.
$ordinal = primer(o|a):1 | segund(o|a):2 ... {<ordinal = $value>};
De este modo, la gramátia detetaría enuniados omo en el primero,
en el segundo, et.
6.3. Desripión global del sistema no interativo de
ediión de seuenias
En el esquema de la gura 6.2 observamos tres apas difereniadas: una
apa de hardware, otra de habilidades automátias y otra apa donde se
representa el sistema de ediión de seuenias. En la apa de hardware se
inluyen los sensores y atuadores del robot, que se omunian on el resto
de la arquitetura a través de habilidades automátias. Así, en la gura se
han representado las habilidades automátias asrSkill (véase apartado 4) y
ettsSkill (véase apartado 5) que se enargan, respetivamente, del reono-
imiento automátio del habla y de la síntesis de voz. Además, se representan
las habilidades enargadas de onetar on los sensores y los atuadores del
robot.
El sistema de ediión de seuenias onsta de las siguientes partes:
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Fig. 6.2: Esquema general del sistema de ediión de seuenias
Interfaz de voz, que permite al sistema el aeso a las habilidades de
reonoimiento y síntesis de voz.
Intérprete semántio, que transforma la informaión que le llega del
reonoimiento automátio del habla en omandos relaionados on la
ediión y ejeuión de la seuenia.
Ejeutor de la seuenia, onsta de un seueniador que se enarga de
argar y ejeutar la seuenia reada.
6.3.1. Interfaz de voz. Reonoimiento y eolalia
La habilidad de reonoimiento automátio del habla arga del sistema la
gramátia semántia expresada en el apéndie E y uyo diseño se ha expliado
anteriormente.
Aunque en la presente expliaión no se inluye un sistema de interaión
entre el humano y el robot, on el n de que el usuario pueda saber si el robot
está reonoiendo o no sus enuniados orretamente, se ha implementado un
simple sistema que realiza un eo de lo que el robot entiende del enuniado
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del usuario. Para ello, el resultado literal de la habilidad de reonoimiento
automátio del habla se reestrutura y es enviado a la habilidad de síntesis
de voz.
A su vez, los resultados tanto literales omo semántios del reonoimiento
llegan al editor de seuenias, que realiza la orrespondiente interpretaión.
6.3.2. Intérprete semántio. Construión de la
seuenia
Fig. 6.3: Esquema de funionamiento de la interpretaión semántia de un
enuniado del usuario
Los omandos estruturales y funionales asoiados a la ediión o reaión
de la seuenia se llevan a abo mediante omuniaión on la orrespondiente
interfaz seqEditor. Esta interfaz, a través de los resultados que obtiene de
la habilidad de reonoimiento automátio de habla, rea la seuenia omo
un hero XML, que en la gura viene representado por sequene.xml.
La seuenia se onstruye inluyendo en ella las orrespondientes fun-
iones Python asoiadas a las aiones y ondiiones que ha menionado el
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usuario. En esta seión se explia el enlae existente entre el uerpo grama-
tial y los distintos elementos de la seuenia.
Interpretaión de operaiones estruturales Editar una seuenia es rea-
lizar alguna operaión estrutural sobre ella: añadir un nodo o una estrutura
básia. Para distinguir ada omando de ediión, esto es, si se trata de la adi-
ión de una aión o de una ondiión o de una seleión de seuenias, et,
se utiliza un valor semántio omún a todas las gramátias $type, que per-
mite al sistema distinguir entre distintas operaiones estruturales sobre la
seuenia.
Las gramátias permiten que el usuario aeda a todas las funionalida-
des de ediión de una seuenia. El sistema ahora es apaz de saber si una
louión se reere o bien a la adiión de una aión o una ondiión o bien a
la apertura o onlusión de varias ramas seueniales en paralelo.
Interpretaión de la adiión de una aión En 3.5 se explió que ada
aión en el robot viene implementada por una funión Python que se in-
luye, omo una funión de ativaión, en el hero XML que representa la
seuenia. La gran ventaja de utilizar gramátias semántias y de haberlas
diseñado omo se ha heho es que el resultado semántio permite obtener
diretamente tanto el nombre de diha funión Python omo sus parámetros.
Para las aiones del robot se utilizó el atributo semántio $verb que toma
valores que oiniden on el nombre de las distintas funiones Python. Las
funiones Python se nombran on el mismo nombre que los posibles valores
semántios involurados. De este modo, la traduión es inmediata, es deir,
que el resultado en formato texto que devuelve el reonoedor orresponde
on la propia funión Python.
Así por ejemplo, en la gura 6.3 se representa un esquema de funio-
namiento de la interpretaión semántia para la aión levantar brazo iz-
quierdo. La funión Python sería rise(arm,left) que se obtiene de los
orrespondientes valores semántios. Para el resto de aiones se proede de
forma análoga.
Interpretaión de la adiión de una ondiión Tal y omo se ha ex-
pliado en 3.5, una ondiión en la seuenia queda representada por una
transiión y una funión de evaluaión, que devuelve un valor de verdade-
ro o falso. La orrespondiente funión se onstruye igual a omo se haía
para una aión. La funión Python asoiada a una ondiión explíita que-
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da $verb,($body,$side)$donde los valores de estas variables semántias se
ompletan on su orrespondiente valor dado en el reonoimiento de voz.
Así por ejemplo, la funión Python asoiada a la louión si te too el
hombro izquierdo es $touh(shoulder,left).
En el aso de una ondiión implíita asoiada a la terminaión de una
aión on nal, la funión Python tiene el mismo formato que el de diha
aión. Así, para la aión levantar brazo izquierdo la funión Python sería
$rise(arm,left) tanto para la propia aión omo para omprobar que ha
terminado.
Aunque de este modo se realiza una orrespondenia direta entre los
valores que toman las variables semántias (oneptos) on el propio ódigo
Python, las funiones en Python están implementadas a priori. Esto viene
representado en la gura 8.1 mediante los objetos de datos ations.py y
onditions.py, donde están implementadas las funiones Python asoiadas
al dominio de aiones y de ondiiones, respetivamente.
Ahora bien, al tratarse de un lenguaje interpretado, las propias funiones
pueden modiarse en tiempo de ejeuión, tal y omo ya se ha omentado,
previamente. Naturalmente la onstruión funional asoiada a una aión
o una ondiión no tiene porqué haerse exlusivamente de este modo. La
arquitetura permite empotrar ualquier ódigo en Python en la seuenia
uando esta es editada, no solo funiones predenidas.
6.3.3. Ejeuión de la seuenia
La seuenia reada, será interpretada y ejeutada por un seueniador
mediante la interfaz seqExeutor. Ésta interfaz ontiene un objeto espeial
denominado Seueniador, en el que se arga la seuenia y que interpreta
y ejeuta su ontenido. La ejeuión de la seuenia implia la ejeuión de
las distintas funiones inorporadas en sus etapas y transiiones. Desde el
punto de vista de la arquitetura, la ejeuión supone el envío y perepión
de omandos a las habilidades automátias sensorimotoras del robot; envío y
reepión de eventos, así omo, esritura y letura en el sistema de memoria
a orto plazo.
6.4. Construión de seuenias mediante habla.
Ejemplos
Una vez diseñadas las gramátias semántias, así omo las funiones
Python que representan el onjunto de aiones y ondiiones posibles, la
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onstruión de una seuenia mediante voz se redue a ir reando el hero
XML donde la seuenia queda implementada e ir modiándolo según se va-
yan suediendo las louiones del usuario. En esta seión se explia mediante
ejemplos ómo es la onstruión de una seuenia a partir de las distintas
louiones del usuario. Como se señala en B.4, a partir de ino estruturas
básias se puede onstruir ualquier diagrama funional SFC. Por tanto, los
ejemplos que aquí se exponen están esogidos representando la onstruión
de estas estruturas básias.
Como se explió anteriormente, a la hora de realizar un omando estru-
tural sobre una seuenia hay dos aspetos difereniados en la realizaión del
omando: uno relaionado on el foo o referenia o nodos desde los uales se
va a modiar la estrutura de la seuenia, y otro relaionado on los pro-
pios elementos que se van a modiar (añadir o sustraer) Así por ejemplo,
añadir un nodo (aión o ondiión), omenzar o nalizar una estrutura de
varias ramas en paralelo, rear un bule, et implia tener una referenia o
foo a partir del ual se va a realizar la adiión. En las guras también se ha
indiado dónde está el foo de la operaión en ada esena de ediión de la
seuenia.
6.4.1. Construión de una seuenia simple on y sin
bule
El usuario puede añadir una aión o una ondiión (nodo) a la seuenia
simplemente nombrando la propia aión o ondiión. Una vez realizada la
deteión oportuna por el reonoedor de voz, la adiión de un nodo se realiza
en varios pasos. Primero, se onstruye el nodo en sí, ompletando su funión
de ativaión de deativaión o de evaluaión on la orrespondiente funión
Python relaionada on el resultado semántio del reonoedor. Luego, se
proede a realizar las uniones pertinentes para inluir el nuevo nodo en la
existente seuenia del siguiente modo:
Si no hay más nodos, el nodo nuevo es el primero. Si se trata de una
aión, esta llevará una mara. Si se trata de una ondiión, se proede
a añadir una aión trivial para que toda seuenia umpla on que ha
de omenzar on un nodo del tipo aión.
Si el nuevo nodo es una aión y el foo es una ondiión, el nuevo nodo
se añade después de la ondiión. Si el foo es otra aión, se proede a
añadir una ondiión trivial para mantener la onsistenia estrutural
estándar de aión-ondiión-aión.
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Si el nuevo nodo es una ondiión, se proede análogamente al punto
anterior. Si el foo es una aión, el nuevo nodo se añade después de
la aión, si el foo es una ondiión, se añade una aión trivial por
onsistenia.
Nótese que el foo puede estar onstituido por varias aiones y/o ondi-
iones, omo por ejemplo en la onlusión de una seleión de seuenias,
et.
" P r i m e r o  s u b e  e l  b r a z o  i z q u i e r d o "
 
( R L A )
" D e s p u é s . . . " " b a j a s  a m b o s  b r a z o s "
( B B )
1 R L A 1 R L A
f i n  R L A  
1 R L A
f i n  R L A
2 B B
B B  : " b a j a r  b r a z o s "
R R A  : " s u b i r  b r a z o  d e r e c h o "
R L A  : " s u b i r  b r a z o  i z q u i e r d o "
" T e r m i n a s  
s u b i e n d o  e l  b r a z o  d e r e c h o "
( R R A )
1 R L A
f i n  R L A
2 B B
f i n  B B
R R A3
" D e s p u é s  d e  
s u b i r  e l  b r a z o  i z q u i e r d o "
Fig. 6.4: Ejemplo de onstruión de una seuenia simple
En la gura 6.4 puede verse ómo a ada louión orresponde un oman-
do estrutural de añadir un nodo (aión o ondiión) Puede observarse ómo
el sistema ante la louión después automátiamente añade la ondiión fin
RLA que omprueba si ha nalizado la aión levantar brazo izquierdo, dado
que en ese momento el foo de ediión reside en diha aión. También puede
verse ómo el sistema, ante la louión terminas subiendo el brazo dereho,
añade la ondiión fin BB que omprueba si ha nalizado la aión bajar
ambos brazos Esto se debe a que intrínseamente ya se sabe que la última
aión que se está añadiendo (subir brazo dereho) ha de ejeutarse si y
solo si la aión anterior (bajar ambos brazos) ha nalizado.
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6.4.2. Construión de varias seuenias en paralelo
En ualquier punto de una seuenia, el usuario puede abrir varias ramas
seueniales que se ejeutan onurrentemente. Cada rama se puede editar
por separado mediante louiones que ambien el foo de una a otra (en
la primera rama..., en la segunda..., et) Cada rama, por tanto, ha de
ontener al menos una seuenia simple y debe omenzar y terminar on
una aión. En la gura 6.5 puede verse un ejemplo de onstruión de este
tipo de estrutura. En ada etapa de onstruión, queda señalado en olor
rojo los nodos que tienen el foo de ediión desde los uales se onetan los
nodos nuevos que se añaden. Obsérverse ómo a partir de las louiones que
ontienen un pronombre ordinal (primero, segundo, et) el foo de ediión
ambia. En la louión Terminas todo... el foo se oloa en las últimas
aiones de ada rama. Si alguna rama, antes de volver a unirse on el resto,
no terminara en una aión, el sistema añadiría automátiamente una aión
trivial para, una vez más, mantener la onsistenia de la red. En este sentido,
en el ejemplo, también se añade automátiamente una transiión trivial antes
de la última aión terminar de girar Obsérvese que la aión nal en una
estrutura de seuenias en paralelo solamente se ejeuta uando la ejeuión
en todas y ada una de las ramas ha llegado al nal.
6.4.3. Construión de una seleión de seuenias
A diferenia de la estrutura de varias seuenias en paralelo, en la se-
leión de seuenias, solamente una de las ramas es ejeutada. Por tanto,
ada rama debe omenzar por una ondiión. En la gura 6.6 se representa
un ejemplo de ómo es el proeso de onstruión de una seleión de se-
uenias. En el paso otavo, se observa un ambio de foo de ediión de la
terera a la primera rama en la que se añade una aión más. La seuenia
nal esperaría uno de estos tres eventos: que el usuario toque al robot en
la abeza, en el hombro dereho o en el hombro izquierdo. Si le toa en la
abeza omenzaría a girar, si le toa en el hombro dereho levanta y baja el
brazo dereho y si le toa en el hombro izquierdo levanta el brazo izquierdo.
Después de que se ejeute alguna de estas tres opiones la seuenia termina
on la aión de levantar ambos brazos
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"Primero sube el brazo izquierdo" 
(RLA)
"Después..." "Haces tres cosas a la vez"














"En la segunda rama..."









"En la tercera rama..."
























end DLA end RRA end L
end DLA end RRA end L
Fig. 6.5: Proeso de reaión de tres seuenias simultáneas
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"Consideras tres posibilidades" "En la primera..."
"... si te toco el hombro derecho"
1 T 1 T
RS RS RS





...si te toco el hombro izquierdo"
1 T
RS LS RS LS RS LS
2 RRA
"Levantas el brazo izquierdo"
1 T
RS LS RS LS RS LS
2 RRA 3 RLA
"En la tercera...
...si te toco la cabeza"
"Comienzas a girar"
1 T
RS LS  H RS LS H RS LS  H
2 RRA 3 RLA
1 T
RS LS  H RS LS H RS LS  H
2 RRA 3 RLA 4 S
"En la primera rama...
...después de subir el brazo derecho"
1 T
RS LS  H RS LS H RS LS  H
2 RRA 3 RLA 4 S
"...bajas el brazo derecho"
1 T
RS LS  H RS LS H RS LS  H





RS LS  H
RS LS H RS LS  H
2 RRA






RS LS  H
RS LS H RS LS  H
2 RRA





Fig. 6.6: Proeso de reaión de una seleión de seuenias
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7. SISTEMA DESARROLLADO DE
GESTIÓN DEL DIÁLOGO
Podemos denir diálogo (hablado) omo un proeso de interambio ver-
bal (aión o efeto de hablar o platiar) entre dos o más interloutores on
algún propósito de transaión de informaión. Probablemente el diálogo pue-
de onsiderarse omo el modo de interaión más importante entre los seres
humanos, en general y entre el humano y el robot en partiular.
En sentido estrito o formal, el modelo de diálogo utilizado es muy dis-
tinto al diálogo natural. El interambio de informaión en el modelo formal
se arateriza por utilizar un solo anal, el habla, y por ser un proeso re-
lativamente ordenado en turnos. Distinguiríamos así a un hablante y a uno
o varios oyentes. Esta onepión del diálogo es válida en el ámbito de la
literatura, del ine o del teatro, y orresponde a una visión tradiional del
diálogo. Sin embargo, desde los trabajos en investigaión sobre la omuni-
aión no verbal [Davis, 1971℄ [Birdwhistell, 1970℄ se llega a la onlusión
de que el diálogo verbal natural no puede ser entendido sin onsiderar otros
anales de interambio (movimientos orporales, entonaión de la voz, et)
Por otro lado, atendiendo al aspeto dinámio de diálogos reales, también
se observa que los papeles de hablante y oyente están difuminados, es deir,
que el hablante al hablar también está esuhando al oyente y a sí mismo y
que el oyente al esuhar también está omuniando.
Así, una de las diferenias mayores entre el diálogo natural y su modelo
formal reside en ómo se realiza la artiulaión en uno frente a ómo se realiza
en el otro. Veamos un ejemplo de un diálogo formal obtenido de una obra de
teatro
1
vladimir: [(levanta la mano)℄ ½Esuha!
estragon: No oigo nada.
vladimir: ½Pssst! [(Esuhan. Estragon pierde el equilibrio, asi se ae. Se
agarra al brazo de Vladimir, quien se tambalea. Esuhan, apretados uno
1
Esperando a Godot (Samuel Bekett)
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ontra otro, mirándose jamente a los ojos.)℄ Yo tampoo [(Suspiros de
alivio. Desahogo. Se separan℄
estragon: Me asustaste.




Los atores en el esenario artiularán en orden ensayado ada una de
las frases omo una partitura, no se pisarán las palabras, ni habrá dudas,
pausas, frases inompletas, oletillas, ni repetiiones, autoorreiones o so-
nidos que no orrespondan on palabras onoidas. Al ontrario los gestos
y el habla estarán medidos on preisión y oordinadamente aompasados.
Todo lo ontrario a la artiulaión natural.
Aunque en la presente tesis se parte de la onepión tradiional de diá-
logo omo omuniaiones por turnos la evoluión del trabajo nos irá ir
ontemplando aspetos más relaionados on la onepión del diálogo omo
un proeso ooperativo oordinado.
7.1. Base teória del sistema desarrollado
7.1.1. Caraterístias del diálogo formal
Tal y omo se enumera en [Jurafsky and Martin, 2000℄, así omo en [MTear, 2004℄
es posible araterizar un diálogo mediante los siguientes oneptos:
Enuniado, distinguido del onepto de frase esrita o sintagma.
Turnos, entre el hablante y el que esuha.
Conoimiento de base, o onoimiento ompartido entre los interlo-
utores.
Sentido, esto es, informaión adiional a todo enuniado, que se inere.
A ontinuaión se pasa a expliar on brevedad estos oneptos.
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Enuniado hablado vs. frase esrita
En la seión 4 ya se introdujo este onepto de enuniado hablado
2
o-
mo una entidad lingüístia muy semejante a lo que es una frase o sintagma
esrito, pero on diferenias sustaniales que añaden ierta diultad en el
reonoimiento automátio del habla. Un sintagma esrito es una forma abs-
trata ideal que umple on reglas sintátias y semántias bien denidas, un
enuniado hablado es la realizaión de un sintagma dentro de un ontexto.
Esta realizaión, al ser en el espaio real de diálogo interativo y on una
duraión en el tiempo, presenta las siguientes araterístias:
Tendenia a ser orto. Es muy raro que al hablar, el emisor artiule un
enuniado largo. El orden de magnitud de la duraión de un enuniado
podría estimarse alrededor del segundo.
Suele onstar de una sola láusula, es deir, que ada enuniado hablado
forma un sentido ompleto.
Sustituión de entidades refereniadas por pronombres.
Uso de deixis anafória y atafória.
Uso de oletillas, y sonidos no lingüístios (omo suspiros, hasquidos,
maras debido a dudas) De rellenos, pausas, reparaiones, repetiiones,
falsos omienzos o omienzos repetidos, frases inompletas, et.
Estas araterístias del enuniado hablado han de tenerse en uenta, no solo
en el reonoedor automátio del habla, sino en la gestión del diálogo en sí,
para lo ual no hay un modelo únio. La resoluión de pronombres o deixis
requiere que el gestor de diálogo vaya memorizando de alguna manera las
entidades que van apareiendo, y alguna ténia que identique semántia-
mente la referenia on la entidad. En [Grosz and Sidner, 1986℄, se propone
dividir en tres las araterístias del disurso. Así, se presenta un sistema que
utiliza tres olas donde va guardando informaión referente a las entidades del
diálogo tratadas, o foo de atenión, informaión referente a las inteniones
del hablante e informaión estrutural del disurso. Esta memorizaión de la
informaión permitiría apliar algún algoritmo de asoiaión de referenias
pronominales y deítias on entidades del diálogo.
Por otro lado, las disuenias omentadas juegan roles importantes en
el diálogo. Así por ejemplo, el silenio omo respuesta, india una respuesta
2
Traduido del inglés, utterane
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negativa o una intenión deliberada de no querer responder a la pregunta. En
un diálogo, un silenio mayor a un segundo provoa ierta tensión. Otro papel
que juega el silenio, es el de indiar el nal de un turno o la inapaidad,
por parte del hablante, de nalizarlo.
Asimismo, el uso de oletillas del tipo umm, eee, et, indian que se está
pensando en lo que se quiere deir, pero no se quiere eder el turno. También
pueden indiar una orreión o reparaión de una parte del enuniado por el
siguiente, marando un punto de interrupión, omo por ejemplo en la frase:
Quiero que levantes... [eeee℄ bajes el brazo dereho
Ahí, la palabra levantes es sustituida por bajes y la sustituión está
marada por una oletilla.
Interambio de turnos
Aunque en los modelos más atuales sobre la interaión presenial hu-
mana (véase apéndie A) se deende una idea de la interaión omo una
oordinaión de omportamientos, en la que el papel del que habla y del
oyente están difuminados, está laro que en la mayoría del tiempo de un diá-
logo, hay un solo interloutor hablando, el ual, por tanto, tiene el turno en
el diálogo.
Naturalmente este turno tiene una duraión nita y ambia de un inter-
loutor a otro. La realizaión de dihos ambios está ligada a informaión
tanto verbal omo no verbal. Verbalmente, según el hablante va nalizando
su exposiión semántia, el o los oyentes van peratándose de que el turno
va a nalizar, pudiendo atuar en onseuenia [Davis, 1971℄.
Pero también, no verbalmente hay iertas laves lingüístias que arate-
rizan el ambio de turno. Así por ejemplo, en la entonaión, el tono del habla
suele disminuir en frases enuniativas y aumentar en frases interrogativas er-
a de la onlusión del turno. Desde el punto de vista no verbal, se realiza una
división temporal del turno en distintas fases. Cuando el hablante omienza
el turno, el oyente suele mostrar una sinronía ampliada e inluso repe-
tiiones durante unos segundos iniiales, indiando así que está prestando
atenión. Después el oyente se aleja un poo y permanee inmóvil, esuhan-
do. Pero uando el hablante, en un momento dado, omienza a indiar que
su disurso va a onluir, el oyente vuelve otra vez a moverse visiblemente
imitando el ritmo del hablante, si bien no exatamente. Esta vez, hay iertas
diferenias en esos movimientos. Ourre, que si el hablante opta por adaptar
sus movimientos a lo que está proponiendo el oyente, estará ediendo así su
turno. Si esto ourre, el oyente lo peribe y exagera un poo más su nuevo
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ritmo indiando que ha peribido que el turno le ha sido edido. Justo en ese
momento el oyente puede omenzar a emitir verbalmente el omienzo de su
disurso.
El ambio de turno también puede no ser tan suave y ser más bruso.
Por ejemplo, mediante una simple interrupión, el oyente puede pasar a ser
hablante, realizando así una irrupión.
En un turno, es habitual que haya varios enuniados distintos. Así por
ejemplo, en un mismo turno podría esuharse: Primero giras a la dereha,
luego avanzas y al nal levantas ambos brazos. Asimismo, un solo enuniado,
puede estar dividido en varios turnos:
foo: Primero giras . . .
moo: Aha, giro . . .
foo: . . . , eso es. Giras, a la dereha
moo: a la dereha . . .




foo: Y al nal.
moo: Al nal . . . después de avanzar.
foo: Eso es. Al nal, levantas ambos brazos.
moo: Vale, termino levantando ambos brazos.
En este ejemplo de diálogo, el enuniado Primero giras a la dereha está
dividido en dos turnos.
Estableimiento del onoimiento de base en omún
El diálogo, en tanto ato oletivo entre, al menos, dos interloutores,
implia que ambos, para poder dialogar on efetividad deben estableer
un onoimiento de base en omún
3
. Denimos este onoimiento omo el
onjunto de osas que debe reer mutuamente. En este onoimiento en omún
se enuentran las propias reglas de diálogo utilizadas: la lengua que se utiliza,
el tono del habla, et.
El estableimiento del onoimiento de base, suele realizarse mediante
unos indiadores, también denominados ontinuadores que pueden lasiar-
se de auerdo a una jerarquía según la intensidad del indiador:
3
Del ingles ommon ground
130 7. Sistema desarrollado de gestión del diálogo
1. Indiadores de atenión, por parte del oyente. No solo indian que el
oyente está atendiendo, sino que también está entendiendo y reteniendo
la informaión que le es dada.
2. Expresión seguida de la ontribuión más relevante. Es una indiaión
de atenión que se realiza on mayor intensidad en puntos relevantes
en lo que es la exposiión del hablante.
3. Realimentaión mediante asentimiento. Este asentimiento puede
ser mediante gestos o inluyendo habla, y suelen ir seguidos de una
petiión de onrmaión por parte del hablante.
4. Demostraión de todo o parte de lo que ha entendido. En este aso,
el oyente llega a terminar razonamientos omenzados por el hablante.
Como puede observarse, en esta jerarquía el nivel de impliaión ver-
bal del oyente es reiente. Esto oinide on la idea que se propone en
[Paul Watzlawik, 1967℄, que deende que los interloutores suelen reurrir
al lenguaje verbal uando el lenguaje no verbal resulta insuiente.
Sentido solapado
Cualquier unidad lingüístia on signiado: lexema, enuniado, disurso,
et. posee un signiado denotativo y otro onnotativo. El primero es obje-
tivo, onsensuado, externo; el segundo subjetivo, individual, interno. Esta
propiedad dual del signiado y su relaión on las distintas partes del e-
rebro humano ha sido estudiada on profundidad por Luria [Luria, 1980℄ y
Vygotsky [Vygotsky, 2003℄.
Según Vigotsky, se entiende por sentido omo una designaión de las re-
laiones afetas al ontenido señalado en la palabra, que surgen en el proeso
de la experienia individual del sujeto en las uales se reejan las partes más
importantes de los fenómenos designados por éste. ([Vygotsky, 2003℄)
El hablante omunia más informaión que la que paree estar presente
en un primer plano. Cualquier enuniado siempre tiene un signiado literal,
pero también un sentido solapado que surge de la experienia individual del
enuniado. Así por ejemplo, si un hablante die a una hia que le aaba de
haer algo desagradable la siguiente frase: Maggie, vete de paseo, por favor.
no será igualmente interpretado que en el aso en que un usuario quisiera
enviar un omando de movimiento a un robot, usando el mismo enuniado.
Por tanto, el oyente siempre seleiona, del sistema de posibles signi-
ados, los que mejor orrespondan a sus neesidades y tengan para él, un
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espeial interés. De aquí surge el aráter subjetivo de todo pensamiento
expresado, o, también denominado signiado interno.
Tal y omo se ha venido a expliar en [Luria, 1980℄, el sentido solapado
es lo que permite que exista una relaión entre elementos lingüístios onse-
utivos y, por tanto, permite la transmisión de la informaión entera. Esto
demuestra que el sentido onreto de una unidad léxia está relaionado, in-
ueniado e inorpora el sentido de las unidades léxias preedentes. Así por
ejemplo, a la palabra invierno va asoiado un signiado de sentimiento de
frío que irá inorporado a ualquier palabra que venga detrás.
De este modo, en el diálogo natural, resulta muy freuente enontrar
enuniados on doble sentido. Por ejemplo, en una sala donde la alefaión
está muy alta deir Hae alor aquí, ¾no?; o en un despaho donde se suele
ir a bajar a tomar afé en grupo deir Voy a bajar a tomar un afé, et.
7.1.2. Atos del diálogo
La onepión del habla omo ato surge al asumir que un loutor al ex-
presarse verbalmente está realizando una aión [Ausitn, 1962℄ [Searle, 1970℄
Austin omienza introduiendo el onepto de enuniado performativo o-
mo una louión que no desribe algo o es evaluable en términos de veraidad,
sino que, realiza algo, es un ato en sí mismo. Ejemplos de enuniados perfor-
mativos son: Te nombro Queen Elizabeth, ½Vete!, Te aepto omo esposo,
et.
Más adelante la idea de enuniado performativo evoluiona haia el onep-
to de ato ilouionario. El análisis del enuniado entones ya no se hae
en un solo nivel lingüístio omo se venía haiendo, esto es, analizando su
estrutura morfosintátia, su semántia, et, (nivel louionario) sino que,
todo enuniado, en tanto ato de habla, puede analizarse en dos niveles más:
omo ato ilouionario y omo ato perlouionario El primer nivel analiza
el signiado real o intenionado del enuniado. El segundo analiza el efe-
to real del ato ilouionario en el oyente. Una promesa es el ejemplo más
laro de un ato ilouionario, ya que, no solo no tiene sentido evaluarla en
términos semántios de veraidad, sino que tiene una lara intenión trans-
formadora en la relaión entre el hablante y el oyente. Otro ejemplo de ato
ilouionario sería uando un alalde en una boda enunia os delaro marido
y mujer No está desribiendo el estado o un evento del mundo, sino que la
louión en sí es un enuniado performativo, esto es, un ato: la unión legal
en matrimonio de dos personas, et.
Considerando todas las dimensiones de la omuniaión humana, y no solo
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su anal oral representada por el diálogo en sentido estrito, del ato verbal
pasaríamos al ato omuniativo. Sigue onsiderándose omo un ato, pero
en un sentido muy amplio. Primero, porque involura artiulaión de gestos
y demás atos no verbales. Segundo, porque emisor y reeptor no son roles
exlusivos en un instante dado, sino que sus aiones forman parte de un
sistema realimentado (véase apéndie C.1) Es deir, el emisor también está
peribiendo al otro y a sí mismo, uando atúa y el reeptor también está
atuando mientras peribe. Así, a lo largo del tiempo de su artiulaión,
el ato omuniativo se ve inueniado por la perepión que el emisor va
reibiendo sobre sí mismo, sobre el reeptor y sobre el entorno.
Searle llega a realizar una araterizaión de los atos de habla median-
te las reglas que gobiernan su uso [Searle, 1970℄ Surge así el onepto de
dispositivo índie de fuerza ilouionaria (IFID) que orresponde on las
araterístias lingüístias de un enuniado que permiten al oyente reonoer
la fuerza ilouionaria de un ato del habla.
Si atendemos a los ambios que un enuniado produe en el diálogo en sí
llegamos al onepto de ato de diálogo introduido en [Bunt, 1979℄ Se
distinguen dos partes difereniadas en el ato de diálogo: una funión o-
muniativa y un ontenido semántio Éste último orresponde on la parte
louionaria del ato: ontenido proposiional del ato de habla. La funión
omuniativa equivale a la parte ilouionaria del ato de habla en términos
de ambio en el ontexto del diálogo, mara la intenión del enuniado dentro
del diálogo (ver ejemplos más adelante) Un mismo enuniado puede suponer
varios atos de diálogo al mismo tiempo y análogamente, un ato de diálogo
puede ser fruto de varios enuniados de algún modo suesivos. Así mismo,
para identiar qué ato de diálogo está asoiado a un enuniado, muhas
vees es neesario estudiar los enuniados posteriores o anteriores, para o-
noer qué efetos o qué ausas están asoiados al enuniado en uestión.
A partir de estos oneptos surgen múltiples lenguajes de anotaión de los a-
tos de diálogo, por ejemplo, DAMSL (Dialogue At Markup in Several Layer)
4
es quizás el estándar más utilizado a la hora de etiquetar un diálogo para
su estudio. De este estándar surge una variaión más moderna SWDB-DAMSL.
Mediante estas etiquetas se indian iertas araterístias de ada enunia-
do en sí, de las inteniones del hablante y del ontenido del enuniado. El
estándar propone tres ategorías de etiquetas distintas:
4
http://www.s.rohester.edu/researh/speeh/damsl/RevisedManual/
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Estado del proeso de omuniaión. Para informar sobre la inte-
ligibilidad del enuniado y si este está ompleto o no.
Funión progresiva. Informa de ómo el enuniado afeta a las reen-
ias y aiones futuras de los partiipantes para on el diálogo.
Funión regresiva. Informa de las relaiones del enuniado on as-
petos pasados del diálogo.
Estado del proeso de omuniaión
Si bien todos los enuniados, de un modo u otro, tienen algún ontenido
que trata el proeso de la omuniaión en sí, bajo esta ategoría onside-
ramos solamente los enuniados uyo aspeto omuniativo resulta esenial
para entender su funión en el diálogo.
No interpretable [ %℄ El enuniado no es omprensible. Ejem: Pero,
oh..., síi...
No verbal [x℄ Sonidos no lingüístios. Ejem: risas, llantos
Abandonado [ %-℄ Se omenzó un enuniado que luego se ha inte-
rrumpido para reomenzar otro enuniado distinto. Ejm:- Voy a oger...
esto... ¾podría oger este lápiz?
Soliloquio [t1℄ El enuniado está dirigido al propio hablante. Ejem:
¾Dónde habré puesto las gafas?
Tereras partes [t3℄ Enuniados que hablan sobre un terero no
presente en el diálogo. Ejem: Entones, Cristina ahora aprueba todas...
Funión progresiva
Esta ategoría analiza el efeto que tiene el enuniado sobre las partes
subsiguientes del diálogo, así omo la inuenia sobre el oyente.
Delaraión. Enuniados que expresan algo sobre el mundo.
 Armaión sin emisión de juiio [sd℄ Ejem: Hoy me he le-
vantado a las 9:00
 Opinión delarativa [sv℄ Ejem: Hoy he madrugado muhísimo
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Inuenia en la direión de la aión futura del oyente. Enun-
iados que tratan de inuir en los atos no omuniativos que el oyente
va a realizar en el futuro mediante un omando, petiión, invitaión,
sugestión o inluso súplia, et.
 Cuestión de sí o no [qy℄ Cuestión uya respuesta más direta
es un sí o un no Ejem: ¾Quieres que levante un brazo? ¾Me
has entendido?
 Cuestión de qué-quién-uándo-ómo-dónde [qw℄ Cues-
tión planteada on alguna de esas partíulas interrogativas. Ejem:
¾Qué hora es? ¾Qué has diho? ¾Cuando les has visto?
 Cuestión abierta [qo℄ Pregunta uya respuesta esperada no
tiene un formato onreto. Ejem: ¾A lo mejor es que ahora sí?
 Cláusula o [qrr℄ Preguntas que plantean otra opión a lo que
se estaba tratando. Ejem: ¾O es que hay más?
 Cuestión delarativa de sí o no [qy-d℄ Es una uestión de
sí o no que además inluye una armaión o delaraión. Ejem:
Entones ¾tu puedes entender lo que te digo?
 Cuestión delarativa de qué-quién-uándo-ómo-dónde
[qw-d℄ Cuestión que además inluye una armaión o delara-
ión. Ejem: ¾Qué tipo de personajillo eres?
 Cuestión oletilla [-g℄ Para mantener el ritmo del diálogo,
eder el turno u oultar algo que no se quiere deir. Ejem: ¾Vale?
¾De auerdo?
 Diretiva de aión [ad℄ Enuniados que tratan de provoar en
el oyente algún tipo de aión no omuniativa. Ejem: ¾Por qué
no levantas el brazo izquierdo? Cuando te toque la abeza te pones
a girar
 Cuestión sobre un tema pasado [bh℄ Preguntas on refe-
renias a algo que se aaba de deir, omo realimentaión para
estableer ierto onoimiento omún. Ejem: ¾Es esto orreto?
Entones, primero hago el baile en el que me pongo a girar, ¾no?
 Cuestión retória [qh℄ Pregunta que no neesariamente implia
una respuesta. Ejem: Qué osas tiene la vida... Cuántas vees te
lo habré repetido...
Aión futura del hablante. Enuniados donde el hablante se om-
promete, on mayor o menor fuerza, a una aión futura.
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 Ofertas, opiniones, ometidos [oo, , o℄ Ejem: Yo me
enargo
Otros.
 Apertura onvenional [fp℄ Saludos y enuniados que sirven
para omenzar a estableer un diálogo. Ejem: Hola, ¾qué tal? Bue-
nos días
 Clausura onvenional [f℄ Despedidas y enuniados uya in-
tenión es la de nalizar un diálogo. Ejem: Bueno, espero que nos
veamos pronto.
 Agradeimientos [ft℄ Ejem: Muhas graias.
 Disulpas [fa℄ Ejem: Lo siento.
Funión regresiva
Las etiquetas en esta ategoría dan uenta de la relaión del enuniado
on aspetos pasados del diálogo.
Auerdo. Enuniados que estableen en qué osas y en qué medida los
partiipantes están de auerdo.
 Aeptaión total [aa℄ Ejem: Estoy totalmente de auerdo.
 Aeptaión parial [aap/am℄ Ejem: Opino algo pareido.
 Rehazo [ar℄ Ejem: Pues yo reo que no.
 Paralizado [-h℄ Ejem: ½No me lo puedo reer!
Entendimiento. Son enuniados que sirven a los partiipantes para
saber hasta qué punto están siendo omprendidos entre ellos.
 Señal de no entendimiento [br℄ Ejem: ¾Perdón?
 Repetiión de la frase [b-m℄ Ejem: Ah, girar a la dereha
 Conlusión olaborativa [-2℄ Ejem: ¾Quién no está ontri-
buyendo?
 Ause de reibo [b℄ Ejem: A-ha, okay.
 Resumen o reformulaión [bf℄ Ejem: Quieres deir que ahora
no puedes.
 Apreiaión [ba℄ Ejem: Ya imagino.
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 Minimizar [bd℄ Ejem: Todo bien.
Respuesta
 Respuesta si [ky℄ Ejem: Sí.
 Respuesta no [nn℄ Ejem: No.
 Respuesta armativa (distinta a si) [na, ny-e℄ Ejem: Así
es.
 Respuesta negativa (distinta a no) [ng, nn-e℄ Ejem: No
muho.
 Otras respuestas [no℄ Ejem: No lo sé.
 Respuestas on maties [arp, nd℄ Ejem: Hombre, pues no
tanto.
Otras etiquetas
Aquí se oloan etiquetas que no tienen avidad en alguna de las atego-
rías anteriores.
Citas. [-q℄ Partes que son de un texto o de otro hablante. Ejem: Por
sus frutos los onoeréis.
Rodeos [h℄ Ejem: No se si lo que digo tiene algún sentido.
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7.2. Gestor del diálogo desarrollado
El sistema de diálogo onsta de un motor prinipal que interpreta los
heros en formato voieXML. El intérprete se ha obtenido de la empresa
Commetrex
5
, que inluye un paquete de ódigo abierto que inorpora, si
no todas (omo viene en la doumentaión de la empresa), sí la mayoría o
las funionalidades más importantes del estándar.
En el apéndie D se inluye un manual prátio de uso de diho están-
dar para la implementaión de un sistema de diálogos. En esta seión se
explia el algoritmo FIA (Form Interpretation Algorithm) que dirige el ujo
del diálogo según se hayan ompletado o no iertos hueos de informaión
espeiados en los heros voieXML. Por tanto, el sistema de diálogo en sí,
está representado en dihos heros, que pueden ser modiados en tiempo
de ejeuión, por lo que es posible generar distintos diálogos sin neesidad de
realizar modiaión alguna en el sistema gestor del diálogo.
Fig. 7.1: Esquema del manejador de diálogos
Tal y omo se puede apreiar en la gura 7.1, a este motor prinipal
5
http://www.ommetrex.om/produts/tmiddleware/bladewarevxml.html
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se unen las interfaes de omuniaión on las habilidades automátias. El
intérprete uenta on un módulo de entrada: re y otro de salida prompt.
Al módulo de entrada, denominado re, se le ha inorporado un objeto
onstrutor de datos en el estándar NLSML (Natural Language Semanti
Markup Language). Tal y omo se explia en la seión 7.3.2, este objeto
se enarga de fusionar en diho formato la informaión asoiada a perep-
iones multimodales. Por ejemplo la informaión referida al reonoimiento
automátio del habla, así omo los asoiados a la habilidad de tato. De este
modo, al sistema de diálogo llega la informaión de las habilidades asrSkill
y tatileSkill.
Además del resultado de reonoimiento, tal y omo se ha expliado en
el apartado 4, la habilidad asrSkill emite el evento USER_SPEAKING junto
on un parámetro booleano, que india uándo el usuario ha omenzado o ha
terminado de hablar. Este parámetro, es utilizado por el manejador de diálogo
de dos modos. Por un lado sirve para resetear el ronómetro interno enargado
de emitir el evento noinput. Por otro lado, el evento USER_SPEAKING es
utilizado para interrumpir la voz del robot ante una entrada del usuario. Por
tanto el sistma manejador del diálogo uenta on la posibilidad de atender
irrupiones del usuario en una interaión de iniiativa mixta.
En el módulo de salida, se inluye la posibilidad de realizar llamadas tanto
al sistema de síntesis de voz omo a otras partes de la arquitetura, graias
a un protoolo espeío que será expliado más adelante.
7.2.1. Aspeto temporal en la implementaión
Estritamente hablando, tal y omo se ha diseñado e implementado, el
sistema de diálogo no gestiona exlusivamente diálogos formales, es deir,
diálogos solamente hablados, donde los turnos están laramente diferenia-
dos, et. Existe también un ontrol en los tiempos asoiados a la interaión
hablada. Son parámetros temporales relaionados on la veloidad de arti-
ulaión de una frase, el tiempo de espera ante un silenio, interrupiones y
ambios de turno, oordinaión rítmia, et.
Tiempo de espera
En voieXML, el tiempo de espera ante una entrada del usuario se ontrola
mediante un parámetro denominado timeout. Este parámetro puede estable-
erse de manera global para toda una apliaión, o bien, redenirse para un
diálogo (formulario o menú) onreto. Al tratarse de un parámetro que llega
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al intérprete voieXML se ongura mediante el elemento <property> Así
por ejemplo, la línea
<property name="timeout" value="5s"/>
ongura un tiempo de espera de ino segundos, para que el usuario diga
algo. Pasado este tiempo, si el usuario no die nada, el manejador de diálo-
go genera y gestiona el evento de voieXML <noinput> El modo en que el
manejador de diálogo deteta la entrada de voz del usuario es mediante el
evento de la arquitetura USER_SPEAKING, que es emitido por la habilidad
asrSkill (véase apartado 4) El manejo del evento noinput se ongura en
el propio hero vxml.
Así por ejemplo, en la parte de ódigo voieXML




<noinput ount = '2'>
<reprompt/>
</noinput>
<noinput ount = '3'>
<prompt>
\item=Breath_06 En fin, voy a esperar a que venga alguien
</prompt>
</noinput>




se onguran uatro maneras distintas de manejar la falta de entrada ver-
bal por parte del usuario. El parámetro ount dentro del elemento noinput
permite espeiar un manejo distinto ante distintas emisiones seguidas del
evento noinput. Obsérvese, que en el ejemplo, después de uatro esperas
seguidas el intérprete saldría de la sesión de diálogo mediante el elemento
<exit/>
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Control en la síntesis de voz
El tiempo de una frase, el heho de interrumpir una frase on otra de
mayor prioridad, o la posibilidad de interrumpir una frase en urso, puede
ontrolarse mediante la habilidad ettsSkill (véase 5.2.2) Para aeder a
dihas funionalidades desde el manejador de diálogo, se envían los omandos
pertinentes, que son interpretados por el intérprete-#$, que es expliado




Esto es una frase alegre que interrumpe a ualquier frase en urso.
</prompt>
las dos primeras líneas realizan asignaiones a las propiedades emotion y
mode de la habilidad de síntesis de voz ettsSkill. Estas propiedades on-
guran el tipo de entonaión que se realiza en la síntesis de voz de la frase del
siguiente elemento <prompt>.
7.3. Interaión multimodal: ampliaión del sistema
de gestión del diálogo
En esta seión se presentan dos ampliaiones que se han realizado en el
sistema de diálogo para una interaión multimodal. Por un lado el gestor
del diálogo es apaz de peribir informaión no verbal graias a una interfaz
que interpreta en lenguaje natural diha informaión. Por otro lado, el gestor
de diálogo es apaz de ativar habilidades en el sistema que se enarguen de
la expresión multimodal mediante un protoolo espeío que se añade a la
etiqueta <prompt> de voieXML.
7.3.1. Vía de expresión multimodal: protoolo-#$
El módulo de salida del sistema de diálogo se denomina prompt. Este
módulo envía el texto para ser sintetizado a la habilidad de síntesis de texto
a voz ettsSkill. Además, a este módulo, se le ha inorporado un objeto
que sirve de interfaz para el resto de la arquitetura. Como se explia en
la seión 7.3.2, mediante este objeto se enviarán omandos a los módulos
enargados de editar y ejeutar la seuenia. Esta es la prinipal funión
del intérprete-#$, si bien, su funionalidad nos permite enviar omandos,
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desde el propio hero vxml, a ualquier otra habilidad automátia, u otra
parte de la arquitetura de ontrol.
De este modo, el gestor de diálogo es apaz de enviar omandos a otras
habilidades de la arquitetura graias a un intérprete espeial del texto aso-
iado al elemento <prompt> Si bien, en la deniión del estándar de voieXML,
este elemento sirve exlusivamente para enviar texto al sintetizador de voz
del sistema, nosotros, además, hemos inorporado en el elemento <prompt>,
la posibilidad de enviar otros datos a otras habilidades. Esto se realiza o-
loando los arateres espeiales # y $, en el texto asoiado al elemento.
Así por ejemplo, veamos omo se envía el omando que abre ino ramas
seueniales simultáneas, al editor de seuenias, desde un hero vxml. El
funionamiento de este omando, se expliará más tarde en la seión 8.
<prompt>#atone$5</prompt>
En este ejemplo, el intérprete-#$, hae que el gestor de diálogo no
envíe el texto #atone$5 simple y llanamente a la habilidad ettsSkill, sino
que, después de realizar la interpretaión, ejeutará el omando atonce(5).
En todo diálogo hay dos aspetos distintos a tener en uenta: uno que se
reere a los tiempos de interaión, aspeto temporal ; y otro, que se reere
al ontenido del diálogo, a la informaión oneptual, al onoimiento que se
omparte, en sentido estrito. Este otro aspeto se ha venido a denominar,
on más o menos aierto, aspeto topológio o espaial.
Así, mientras que en el aspeto temporal inluimos parámetros omo los
tiempos de duraión de una frase, ritmo de la expresión, ambios de turno,
interrupiones, irrupiones, tiempos de espera ante el silenio, et, en el as-
peto topológio se onsideran los atos de diálogo realizados, el tema de la
onversaión, la informaión oneptual relaionada on el léxio y su relaión
sintátia y semántia.
7.3.2. Vía de perepión multimodal: representaión
estándar del lenguaje natural
Si bien, el lenguaje natural es omplejo y todavía sigue siendo objeto de
investigaión y modelado (ver A.2), el W3C ya ha desarrollado el borrador de
un estándar basado en etiquetas para representar datos en lenguaje natu-
ral: NLSML (Natural Language Semantis Markup Language)
6
Este estándar
permite enapsular en una sola estrutura todos los pares atributo-valor de-
nidos en la gramátia semántia, que omputa la habilidad de reonoimiento
6
http://www.w3.org/TR/nl-spe/
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Fig. 7.2: Sistema de reaión del resultado de reonoimiento del habla en
formato NLSML
automátio del habla. De este modo, el resultado del reonoimiento tiene
una estrutura, una forma bien denida, que failita su interpretaión dentro
de la apliaión que utilie reonoimiento automátio del habla. En el pre-
sente trabajo el resultado del reonoimiento expresado en esta estrutura se
ha utilizado para el sistema de diálogo, que será expliado más adelante, en
la seión 7.
El estándar uenta on las siguientes etiquetas:
<result>, es el elemento raíz de la estrutura NLSML Inluye una o más
interpretaiones, que se verán más adelante.
<interpretation>, dene ada una de las interpretaiones, si las hu-
biere, del resultado del reonoimiento. Inluye los pares atributo-valor
omentados, en la forma <atributo>valor</atributo> Habrá tantas
de estas etiquetas <atributo> omo atributos en el resultado semánti-
o.
<model>, permite denir un modelo estruturado de datos en forma de
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formulario
7
. No se ha visto neesario utilizar esta opión.
<instane>, ontiene una instania onreta de alguno de los modelos
desarrollados on la etiqueta anterior.
<input>, ontiene el resultado literal de los símbolos terminales reo-
noidos.
En el presente trabajo se ha implementado un objeto espeío para la
onstruión de la estrutura en formato del estándar NLSML. El objeto se
denomina Cnlsml, y se ha onetado on dos habilidades: on asrSkill,
enargada del reonoimiento automátio del habla y on tatileSkill,
una habilidad que se enarga de reoger datos de los sensores apaitivos de
la arasa del robot.
El objeto Cnlsml toma los valores literales y semántios devueltos por el
reonoedor automátio del habla y onstruye la estrutura en lenguaje na-
tural. En la gura 7.2 se muestra un ejemplo de proesamiento del enuniado
levanta el brazo izquierdo. La habilidad de reonoimiento automátio del
habla devuelve un resultado, literal y semántio, de auerdo a la gramátia
que mejor se adapta al enuniado. Éste resultado es reogido por el objeto
Cnlsml que rea una nueva estrutura de datos siguiendo el estándar NLSML.
Además de tomar datos de la habilidad de reonoimiento automátio del
habla, también se ha onetado el objeto Cnlsml on la habilidad de tato:
tatileSkill. De este modo, al sistema de diálogo puede llegar informaión
verbal y no verbal, abriendo así la puerta a una interaión multimodal.
La lase Cnlsml va a servir omo interfaz de integraión de la habilidad
de reonoimiento automátio del habla asrSkill en el sistema de gestión
del diálogo en voieXML.
7
El tipo de modelos sigue otro estándar todavía en desarrollo denominado XForms
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8. EDITOR VERBAL INTERACTIVO
DE SECUENCIAS
En este apítulo se explia ómo se ha inorporado el sistema de diálogo
al editor verbal de seuenias. Las ventajas de esta inorporaión son laras.
Desde el punto de vista interativo, naturalmente, el usuario siempre va a
peribir más empatía, eranía e igualdad on un robot que dialoga. Se rea
así una relaión más erana más de igual a igual. En ese propósito de aer-
ar el robot personal al usuario, en el sistema de diálogo han de onsiderarse,
omo se verá en este apítulo, protoolos soiales naturales, omo son los
saludos, las onrmaiones, et.
Además, desde el punto de vista más ténio u orientado a llevar a abo
la tarea de rear una seuenia, el diálogo, al inluir realimentaión en el
sistema, aumenta la estabilidad en el desempeño de esta tarea: el robot puede
preguntar sobre partes del tema de onversaión que no entienda y vieversa,
el robot puede dar informar al usuario sobre partes del disurso que no hayan
sido omprendidas.
En esta versión del editor de seuenias, respeto a la versión expliada
en el apítulo 6, se ha utilizado otra manera de aeder a las aiones del
robot, utilizando lases, métodos y parámetros asoiados a atributos en las
gramátias semántias. Por tanto, se explia on detalle ómo se han diseñado
estas gramátias y su relaión on las funiones Python que se inorporan en
la seuenia.
Las gramátias, además, ahora uentan on material para peribir atos
del diálogo, material para realizar operaiones estruturales sobre la seuen-
ia: adiión de un nodo, seuenias simultáneas, et, y material para ejeutar,
pausar, borrar, et. la seuenia reada.
El apítulo termina on una serie de ejemplos senillos de lo que se ha
venido a denominar diálogos protoolarios que se relaionan de soslayo on
el proeso de reaión de una seuenia. En el apítulo 9 se presentan ejemplos
más omplejos y más entrados en la ediión y ejeuión de una seuenia,
que por su extensión, se ha esogido dediarle un apítulo a parte.
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8.1. Esenarios elementales en el diálogo para la
onstruión interativa de una seuenia
El objetivo de esta seión es el de mostrar o deduir, a través de tres
ejemplos senillos, iertas araterístias eseniales o elementales, que pueden
apareer en un diálogo omún entre una máquina y un ser humano. De este
modo se obtendrá un onjunto disreto de esenarios elementales de intera-
ión que servirán de ayuda, más tarde, en el diseño e implementaión de los
distintos diálogos del sistema de ediión interativa de una seuenia.
Se han esogido tres ejemplos inventados pero realistas, que resultan ilus-
trativos. El primero, es un diálogo de un usuario on un sistema de reserva
de billetes de vuelo. Éste orresponde a un tipo de diálogo habitual, en el que
también podríamos englobar diálogos on operadores automátios existentes
de algunas empresas, en las que se requiere una atenión al liente. El segun-
do ejemplo, es un diálogo que podría mantener un usuario que omienza a
interatuar on un robot personal ideal. El terer ejemplo, el más erano al
presenta trabajo, es un diálogo posible que podría mantener un usuario que
quiere editar una seuenia o diagrama funional.
A modo de onlusión, la seión termina enumerando los esenarios de
interaión que van a ser utilizados para la ediión mediante diálogo de la
seuenia.
8.1.1. Ejemplos de diálogos entre humano y máquina
Diálogo on un sistema de reserva de billetes de vuelo
El siguiente diálogo podría orresponderse perfetamente a un ejemplo de
diálogo mantenido entre un usuario que quiere realizar la reserva de un billete
y un sistema automátio de reserva de billetes, omo por ejemplo MERCURY
[Sene and Polifroni, 2000℄, que implementa un sistema de diálogo semejante
al que se ha presentado en la seión 7.
máquina: Bienvenido al sistema automátio de reserva de billetes de
vuelo. Diga, on la máxima laridad, los datos del vuelo que quiere
realizar. Para pedir ayuda, diga la palabra ayuda.
usuario: Quiero volar de España a Japón.
máquina: Los siento, no he entendido los datos del vuelo que quiere
realizar.
usuario: Ayuda.
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máquina: Debe deir los nombres de las iudades o aeropuerto de
origen y destino, así omo las fehas del vuelo de ida y del vuelo
de vuelta.
usuario: Quiero volar de Madrid a Kyoto.
máquina: He entendido que la iudad origen es Madrid. Diga si es
orreto.
usuario: Lo es.
máquina: No he entendido la respuesta. Por favor, diga sí, si la iudad
origen es Madrid.
usuario: Si.
máquina: De auerdo. También he entendido que la iudad de destino
es Tokyo. Diga si es orreto.
usuario: No. Es Kyoto.
máquina: De auerdo. La iudad de destino es Kyoto. Diga si es o-
rreto.
usuario: Si.
máquina: De auerdo. Ahora, diga las fehas del vuelo de ida y las
del vuelo de vuelta, si quiere vuelo de vuelta.
usuario: Quiero viajar este Lunes a eso de las oho, pero no se uando
quiero volver.
máquina: Lo siento. No he entendido las fehas de los vuelos. Por
favor, diga el número de día y el mes de la feha de ida.
usuario: Quiero viajar el Lunes día veintidós de Mayo.
máquina: De auerdo. He entendido veintidós de Mayo. Diga si es
orreto.
usuario: Si.
máquina: De auerdo. Ahora, diga la fehas del vuelo de vuelta, desde
Kyoto, si quiere vuelo de vuelta.
usuario: Solamente quiero un vuelo de ida.
máquina: No he entendido la feha. Diga si quiere vuelo de vuelta.
usuario: No.
máquina: De auerdo. Los datos del billete son, billete de solo ida
desde Madrid a Kyoto el día 22 de Mayo. Diga si es orreto.
usuario: Si.
. . .
En el anterior diálogo, puede observarse ómo el sistema de diálogo va
llevando al usuario por la vía orreta para ompletar los datos neesarios del
vuelo. Estos datos, podrían ser: iudad de salida, iudad de llegada, feha de
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ida y feha de vuelta si la hubiere. Por tanto, el sistema de diálogo parte de
un onjunto de atributos a los que el usuario tiene que ompletar mediante
diálogo. El ejemplo, además, muestra que la iniiativa la toma la máquina no
el usuario, y que ésta realiza una serie de preguntas para obtener ada uno
de aquellos atributos.
Otro elemento importante que aparee, es la gestión de la falta de om-
prensión al usuario por parte del sistema. Estos fallos del reonoedor son
habituales, tal y omo se ha visto después de haber introduido las genera-
lidades de un sistema automátio de reonoimiento de habla, en la seión
4. El alto grado de fallos del reonoimiento es patente, bien por la mala
alidad de la señal de entrada, o bien porque el enuniado del usuario on-
tiene un léxio o una estrutura sintátia no ontemplada en la limitada
gramátia literal del reonoedor. Al nal, aunque hay mal entendidos en-
tre los interloutores, el diálogo es estable, graias a ómo el sistema lo va
reonduiendo.
Así, en este diálogo, los distintos esenarios por los que pasan el usua-
rio y la máquina están ondiionados por los datos que ésta neesita para
ompletar la reserva del billete, así omo la petiión de ayuda del usuario y
preguntas de onrmaión.
Diálogo de un primer enuentro entre un robot personal y una
persona
En el siguiente ejemplo se muestra un primer diálogo posible entre un
usuario no experto on un robot personal, que se enuentran por primera
vez.
robot: Hola, ¾hay alguien?
usuario: [Silenio℄
robot: Voy a esperar a que venga alguien . . .
usuario: Hola Robot, ¾ómo te llamas?
robot: ½Hola! Me llamo Émpati. ¾Y tu?
usuario: Yo me llamo Cris.
robot: ½Anda! Pues no tengo tu nombre en mi lista. ¾Me lo podrías
deletrear, por? Es que todavía estoy aprendiendo, y desde que
me programaron todavía ha pa . . .
[El robot se ve interrumpido por el usuario℄
usuario: C.
robot: Si . . .
usuario: . . . R. I. S.
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robot: Enantada de onoerte Cris.
usuario: ½Ven, aérate!
[El robot se aera.℄
[Pasa un tiempo de silenio . . . ℄
robot: ¾Y uántos años tienes, Cris?
usuario: Quine, pero voy a umplir dieiséis muy pronto.
[Pasa un tiempo de silenio . . . ℄
usuario: Bueno y ¾qué sabes haer?
robot: Soy un robot personal pensado para jugar on niños. ¾Quieres
jugar onmigo?
usuario: Vale.
robot: ½Bien! Pues mira, para jugar . . .
[El Usuario interrumpe de nuevo al robot.℄
usuario: ½Uy! . . .
robot: ¾Qué pasa?
usuario: Que me tengo que ir. ½Adiós!
robot: Adiós, espero que nos veamos pronto.
Con este ejemplo, lo primero que se quiere es haer hinapié en la parte
dinámia o temporal del diálogo y ómo esta inuye en la parte del diálogo
más de ontenido o topológia. Tanto usuario omo robot llevan la iniiativa
en distintos momentos (diálogo de iniiativa mixta) Asimismo, el usuario, a
vees, interrumpe al robot, el ual deja de hablar ediendo el turno del habla




En el diálogo también aparee un ato omuniativo digno de menión: el
usuario, en medio del propio diálogo, da la orden al robot de que se aerque.
Con este ato no solo está soliitando al robot el movimiento meánio de
trasladarse haia el usuario, sino que está obligando al robot a mantener el
proeso de diálogo, tal y omo maran las implíitas normas soiales.
Además, en el diálogo se realiza una adiión de una palabra nueva al
léxio del robot, lo ual se hae, en este aso, deletreando diha palabra.
Así, en este diálogo, los distintos esenarios por los que pasan el usuario
y la máquina son: un saludo iniial on el que el diálogo omienza, una
despedida on la que el diálogo termina, emisión de una orden, así omo
esenarios de onoimiento mutuo o protoolarios.
1
del inglés: barge-in
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Posible diálogo para la ediión de una seuenia
En el siguiente ejemplo, un usuario que ya onoe iertas funionalidades
del robot, de su sistema de diálogo y de las posibilidades que ofree juega a
rear un baile (traduión más natural de lo que sería una ediión verbal
de seuenias mediante interaión)
maggie: Hola. ¾Hay alguien ahí?
usuario: Hola. ¾Qué tal, Maggie?
maggie: Hola. ¾Te apetee jugar onmigo a que me enseñas un baile?
usuario: Vale.
maggie: ½Fenomenal! Te explio. Tienes tres opiones. O bien puedes
rear un baile seguido, una seleión de varios bailes o bien, rear
varios bailes en paralelo . . .
usuario: Yo quiero que bailes muho.
maggie: Vale, vale. Pero ahora tienes que elegir una de las tres opio-
nes, para poder enseñarme un baile . . .
usuario: Vamos a rear varios bailes en paralelo.
maggie: De auerdo. ¾Cuántos bailes en paralelo quieres rear?
usuario: Quiero rear tres bailes en paralelo.
maggie: Vale. Me has diho que reemos tres bailes en paralelo. Cierto,
¾no?
usuario: Si.
maggie: ½Ya está! A ontinuaión dime ómo es el primer baile.
usuario: No entiendo . . .
maggie: Sí. Tienes que irme diiendo las aiones y ondiiones del
primer baile. Puedes deirme, por ejemplo que levante un brazo,
que gira la abeza, o que después de que me toques un hom-
bro avane, et. Si quieres onoer todo lo que puedo haer, di
ayuda.
usuario: Vale. Levanta.
maggie: ¾Que quieres que levante? Dime la parte del uerpo involu-
rada.
usuario: Levanta el brazo.
maggie: Estás añadiendo la aión levantar brazo. ¾Izquierdo o dere-
ho?
usuario: Dereho
maggie: ½Heho!. Levanto el brazo dereho. ¾Después qué?
usuario: Después, esperas a que te toque la abeza.
maggie: Estás añadiendo la ondiión toar abeza. Cierto, ¾no?
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usuario: Si.
maggie: ¾Y ahora?
usuario: Después bajas la abeza.
maggie: Estás añadiendo la aión bajar abeza. Cierto, ¾no?
usuario: Si.
maggie: ¾Y ahora?
usuario: En el segundo baile . . .
maggie: Me jo en el segundo baile . . .
usuario: Giras a la dereha
maggie: Estás añadiendo la aión girar a la dereha . . .




[El usuario termina de rear toda la seuenia℄
usuario: Haz el baile
maggie: Hago el baile. ½Que voy!
usuario: Ya me he ansado de jugar. Adiós Maggie.
maggie: Espero que lo hayas pasado bien. ½Adiós! ½Un besote!
En este ejemplo, de nuevo apareen esenarios muy semejantes a los dos
ejemplos anteriores: saludos, despedidas, petiiones de ayuda, y esenarios
espeíos para ompletar un atributo onreto, neesario para que el ro-
bot omplete la tarea de rear un baile, perdón..., una seuenia. Asimismo
apareen ambas propiedades dinámias del diálogo: la iniiativa mixta y la
irrupión.
8.1.2. Conlusiones.
Esenarios elementales en la ediión interativa de una
seuenia
Estos ejemplos muestran un pequeño onjunto de esenarios interativos
elementales en los que podemos subdividir el proeso de diálogo que será
entre el robot y el humano, uando éste quiera editar una seuenia. Así,
podemos subdividir estos esenarios elementales en dos tipos:
Esenarios protoolarios, es deir, aquellos que no están orientados
a la realizaión de una tarea espeía, sino que, más bien, ayudan a
estableer algún tipo de relaión entre los interloutores o a estableer
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un onoimiento en omún. En este onjunto entrarían esenarios del
tipo, saludos, interambio de datos personales, despedidas, petiiones
de onrmaión, de repetiión de algo o de informaión relaionada
on el estado omuniativo, et. Los esenarios de este tipo, que se han
tenido en uenta en el presente trabajo son:
 Saludos y toma de ontato. Comienzo del proeso interativo.
 Despedidas y alejamiento. Final del proeso interativo.
 Ayuda. El usuario puede enontrarse perdido en algún punto de la
interaión y pide ayuda para onoer las opiones omuniativas
que tiene.
 Pérdida de la oherenia en el diálogo. Donde se inluyen
esenarios donde o bien el usuario no sigue un tema estableido
ooperativamente on anterioridad, o bien, propone un tema que
no puede ser entendido por el robot, y por tanto, no puede ser se-
guido. Esto suele soluionarse mediante diálogos de onrmaión.
 Respuesta onreta, ante una pregunta que no es de tipo sí o
no, sino de tipo quién, uál, qué, uándo, et.
Esenarios exlusivos de ediión de la seuenia, es deir, aque-
llos orientados a la realizaión de una tarea espeía, que en el aso
que oupa, no es sino la ediión verbal interativa de una seuenia.
Estos son:
 Ediión de un nodo: aión o ondiión.
 Ediión de una estrutura seuenial. En un punto de la
seuenia puede editarse una estrutura básia de un diagrama
funional: seuenia básia, seleión de seuenias y seuenias
simultáneas.
 Referenia a una parte de la seuenia. Operaiones referen-
iales que estableen el foo de atenión en unas etapas o transi-
iones onretas, en la ediión de la seuenia.
Por tanto, el problema del diseño onreto del sistema de diálogo queda
aotado en un onjunto disreto de esenarios, o subdiálogos. El objetivo
entones, se entra en resolver ómo ha de realizarse el diálogo para ada uno
de estos esenarios y ómo se ha de realizar el paso de un esenario a otro,
atendiendo tanto al aspeto temporal del diálogo omo a su aspeto topológio.
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Naturalmente, este primer onjunto de esenarios eseniales no represen-
tan todos los posibles. El usuario puede ambiar a un tema de onversaión
distinto, o querer realizar on el robot otras atividades, et. Ahora bien, el
método esogido que se presenta en el que se divide el sistema de intera-
ión en esenarios elementales, permite fáilmente añadir nuevos esenarios
según los requisitos del sistema, inluso en tiempo de ejeuión. Además, el
paradigma de diseño que se realiza para ada uno de estos esenarios, una
vez llevado a abo, puede ser utilizado para resolver el diálogo en ualquier
otro nuevo esenario.
8.2. Reglas semántias para esenarios protoolarios
Las gramátias de estos esenarios onstan de dos partes: una parte literal
y otra semántia. La primera establee el onjunto lenguaje formal, o on-
junto de enuniados que el reonoedor automátio del habla va a permitir
peribir (sobre la relaión entre gramátias de ontexto libre y lenguaje for-
mal véase el apéndie C La parte semántia permite asignar distintos valores
para el ato de diálogo, que se dene omo un atributo semántio, así omo
asignaiones a otros atributos que se explian más adelante.
$fp = hola [magui℄{<da "fp">};
$f = adios [magui℄{<da "f">};
$e = = [quiero℄ (sal|termina|salir|terminar) {<da "e">};
$polite = porfi | por_favor;
$h = [$polite℄ (([neesito℄ ayuda) | (podrias ayudarme) | ayudame |
(no [te℄ entiendo [nada℄) | (ehame una mano)) [$polite℄{<da "h">};
$ky = (okei|vale|de_auerdo|si|afirmativo|orreto|
[que|muy℄ bien)[magui℄{<da "ky">};
$nn = (no|negativo|inorreto|[que|muy℄ mal)[magui℄{<da "nn">};
De este modo se hae orresponder el saludo iniial on el ato de diálogo
fp (apertura onvenional); la despedida on los atos de diálogo f (lausura
onvenional) y e (salida del diálogo); la petiión de ayuda ontextual se
orresponde on el ato de diálogo h (duda); y las respuestas que permiten
realizar una onrmaión o negarla son, respetivamente, ky y nn.
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$ardinal = ( un:1 | uno:1 | una:1 | dos:2 | tres:3 | uatro:4
| ino:5 | seis:6 | siete:7 | oho:8 | nueve:9 )
{<ardinal $value>};
$ordinal = (primer:1|primero:1|primera:1 | segundo:2|segunda:2
|terero:3|terera:3 | uarto:4|uarta:4 | quinto:5|quinta:5
| sexto:6|sexta:6 | septimo:7|septima:7 | otavo:8|otava:8
| noveno:9|novena:9 ){<ordinal $value>};
$ardinalEx = $ardinal {<da "nd"><obj "ardinal">};
$ordinalEx = $ordinal {<da "nd"><obj "ordinal">};
$bodyEx = ( $eye | $arm | $nek | $hand | $bak )
{<da "nd"><obj "body">};
$sideEx = $axis {<da "nd"><obj "axis">};
$ationEx = aion {<da "nd"><obj "ation">};
$onditionEx = ondiion {<da "nd"><obj "ondition">};
$nd = $bodyEx | $sideEx | $ationEx | $onditionEx
|ardinalEx | ordinalEx;
En un momento dado, dentro del diálogo entre el usuario y el robot, éste
puede preguntar a aquél informaión onreta que no haya sido enuniada o,
simplemente, que no haya omprendido bien. La perepión de las respuestas
del usuario en este sentido se inluyen en el ato de diálogo nd (respuesta
onreta) En la implementaión de la gramátia, además, se ha denido el
atributo semántio obj que representa el objeto de la respuesta onreta.
El atributo semántio da se ompleta así on el valor que orresponda
según el enuniado del usuario, y éste, a su vez, pasa a asignarse al ampo
da dentro del formulario del hero en voieXML, el hero que implementa
el diálogo en uestión.
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8.3. Reglas semántias para esenarios de ediión
8.3.1. Adiión de una aión
En la adiión de una aión en la seuenia, el ato de diálogo involurado
es ad, es deir, una diretiva de aión. Además, el tipo de ato de diálogo
se asigna a ation, para indiar que la diretiva de aión omuniativa es
la adiión de una aión en la seuenia. La adiión de una aión, además,
involura otros ampos relaionados on la aión onreta que se quiere
añadir, omo son el verbo, la parte del uerpo involurada, et.
En el editor verbal interativo de seuenias, la onstruión de las fun-
iones en Python que son inluidas en la seuenia se realiza diretamente
a partir del resultado semántio que devuelve el reonoedor automátio del
habla (sobre la representaión en Python de las aiones y ondiiones del
robot véase 3.5.3). En esta seión se explia ómo se han diseñado e im-
plementado las reglas que onforman la gramátia semántia que utiliza el
reonoedor para el aso en que se quiere añadir una aión.
Para implementar esta gramátia es neesario realizar un estudio previo
de ómo se van a menionar las aiones. Se parte del dominio iniial de
aiones
2
, expliado en la seión 3.5. Para ada aión se onsidera la in-
formaión elemental neesaria que, desde el punto de vista funional, denota
totalmente la aión. Por ejemplo, para identiar la aión levantar el brazo
izquierdo sería neesario identiar la parte del uerpo involurada, en este
aso el brazo izquierdo, y la posiión a la que se quiere mover, en este aso
levantar implia que el movimiento es haia arriba.
Una vez identiados todos los parámetros que denen ada aión se
proede a identiar los enuniados en lenguaje natural que menionan diha
informaión. En las tablas 8.1 se representa la informaión verbal esenial y
neesaria para identiar ada aión dentro del dominio iniial de aiones
onsideradas. Cada aión va seguida de la parte de ódigo en Python que
la ejeutaría. Los valores de posiión dentro de los métodos de movimiento
move y spin, omo son ArmTop, NekRight, BaseBak, et, se onsideran
onstantes del sistema.
En dihas tablas puede realizarse fáilmente una asoiaión entre ada
parte del enuniado verbal on ada parte del método en ódigo Python. Por
ejemplo, para la aión bajar abeza, el verbo bajar implia que el método
debe ser mover a posiión baja, es deir, move(...Down) y el heho de
2
La metodología utilizada que se va a expliar resulta igualmente apliable a una am-
pliaión de este dominio.













a la izquierda Base.spin(BaseLeft)




Tab. 8.1: Estruturas sintátias en la menión de una aión del dominio
que sea la abeza lo que se mueve, implia que el objeto debe ser de tipo
Nek.
En este sentido han surgido dos problemas prinipales inherentes al len-
guaje natural. El primero, que una palabra en lenguaje natural puede sig-
niar osas distintas según su funión sintátia. Por ejemplo, la palabra
izquierda tiene funiones distintas en la aión levantar brazo izquierdo
que en la aión gira la abeza a la izquierda. Mientras en el primer aso
está omplementando al nombre brazo y por tanto señalando qué parte
del uerpo, o qué artiulaión está involurada en la aión, en el segundo
aso está omplementando al verbo girar diiendo haia dónde tiene que
realizarse el giro.
El otro problema es que asimismo, ada palabra en lenguaje natural puede
informar al mismo tiempo de varios parámetros que denen una aión. Por
ejemplo, el enuniado avanza, no sólo india que la aión es de movimiento,
sino que involura a todo el robot (y por tanto a los motores de las ruedas)
y que el movimiento debe realizarse haia adelante.
Estos problemas se resuelven automátiamente en la implementaión de
las reglas semántias dentro de la gramátia. Para diha implementaión se
han distinguido tres estruturas sintátias distintas, lasiadas según el
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verbo de la aión involurado, tal y omo se presentan en las tablas 8.1.
De este modo las reglas semántias de la gramátia, en la parte referida a la
menión de una aión quedaría del siguiente modo:
$eye = ( ( "ojo" | "parpado" )[$left | $right℄ ){<body "Eye">};
$arm = ( ("brazo" | "hombro") [$left | $right℄ ){<body "Arm">};
$nek = ( "abeza" | "uello" ){<body "Nek">};
$hand = ( ( "mano" ) [$left | $right℄ ){<body "Hand">};
$bak = ( "espalda" ){<body "Bak">};
$body4rise = $eye | $arm | $nek;
$body4spin = $nek;
$body4touh = $arm | $nek | $hand | $bak;
$left = ( "izquierdo" |"izquierda" ){<axis "left">};
$right = ( "dereho" |"dereha" ){<axis "right">};
$straight = ("reto" |"entro" | "entrado"){<axis "Center">};
$axis = $left | $right | $straight;
$ation1 = ( ( $rise | $down ) [$aDet℄ [$body4rise℄ )
{<sintaxis "1">};
$ation2 = ( $spin [$aDet℄ [$body4spin℄ [a_la℄ [$axis℄ )
{<sintaxis "2">};
$ation3 = ( $fwd | $rev ){<sintaxis "3">};
$ation = ( $ation1 | $ation2 | $ation3 ){<type "ation">};
En estas reglas pueden observarse las deniiones de los siguientes atribu-
tos semántios: body, axis, sintaxis y type. El primero ompleta la parte
del uerpo del robot involurada en la aión, que siempre va a ser de mo-
vimiento. El segundo involura el aráter direional de, o bien, la parte
del uerpo que realiza el movimiento, o bien haia dónde se realiza diho
movimiento. El terero, identia el tipo de sintaxis onsiderado, dentro de
los tres expuestos en las tablas 8.1. Por último, el atributo type, espeia
el tipo de diretiva de aión
3
enuniada. En este aso, se trata de la adiión
de una etapa o aión.
3
aión de diálogo, se entiende (véase 7.1.2)
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8.3.2. Adiión de una ondiión
Las reglas de la gramátia semántia que implementa la perepión de
un enuniado que quiere añadir una transiión o ondiión es del siguiente
modo:
$arm = ( ("brazo" | "hombro") [$left | $right℄ ){<body "Arm">};
$nek = ( "abeza" | "uello" ){<body "Nek">};
$hand = ( ( "mano" ) [$left | $right℄ ){<body "Hand">};
$bak = ( "espalda" ){<body "Bak">};
$body4touh = $arm | $nek | $hand | $bak;
$touhed = ([magui℄ (uando | si | esperas [a | que℄)
[te℄ $touh [$body4touh℄);
$ondition = ( $touhed ){<type "ondition">};
Nótese que diha regla se reere a las ondiiones del dominio iniial
expuesto en la seión 3.5, análogamente al dominio iniial de aiones.
8.3.3. Operaiones estruturales
En este tipo de operaiones se inluyen la apertura y lausura de varias
ramas en paralelo, bien que se vayan a ejeutar onurrentemente, bien que
se trate de una seleión de seuenias. Asimismo, se inluye la reaión de
un bule en la seuenia.
$selseqinit = ((( abres | onsideras | reas ) $ardinal opiones
| (puedo haer $ardinal osas)){<type "selseq">};
$atone = (a_la_vez [haes℄ [$ardinal℄ [osas℄){<type "atone">};
$onlution=((despues_de [haer [alguna de℄℄ las [$ardinal℄ [ramas℄)
| ([luego|y℄ (ierras | unes | terminas) las [$ardinal℄ opiones))
{<type "onlution">};
$loop = [despues | (por ultimo)℄
((vuelves al prinipio)|(repites la seuenia)){<type "loop">};
$ad = ($selseqinit|$atone|$onlution|$loop){<da "ad">};
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En todas estas reglas, el valor del atributo semántio da (ato de diálogo) es
una diretiva de aión (ad) En el atributo type se espeia de qué tipo de
diretiva se trata.
8.4. Desripión global del sistema interativo de
ediión
En esta seión se explia la arquitetura del sistema global de ediión
de seuenias mediante interaión. Este sistema se puede dividir en tres:
el gestor de diálogo, el seueniador y el editor de la seuenia. El primero
se ha expliado en la seión 7.2; la generaión y ejeuión de la seuenia
también se ha expliado en 6.3.2. Así, que en esta seión se expliará omo
funiona el editor en su relaión on el sistema de gestión del diálogo y el
seueniador.
Fig. 8.1: Esquema general del sistema de ediión de seuenias
En la gura 8.1 se representa un esquema de la arquitetura del sistema de
ediión de seuenias mediante interaión. El sistema de diálogo se enarga
de reopilar toda la informaión neesaria para la ediión de una seuenia.
Esta informaión es de dos tipos: a nivel funional, qué aiones o ondiiones
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se están añadiendo, y a nivel estrutural, la estrutura del diagrama funional
reado.
La habilidad de reonoimiento automátio del habla devuelve informa-
ión que va a ser utilizada para tres propósitos prinipales: movimientos en
el ujo del diálogo (mediante los atos de diálogo peribidos), obtenión de
informaión funional de la seuenia (mediante los atributos asoiados a
una aión o a una ondiión), y obtenión estrutural y de ejeuión de la
seuenia (mediante los atributos asoiados a la reaión de las estruturas
básias de una seuenia: seuenia simple, seleión de seuenias y seuen-
ias simultáneas).
Los movimientos en el ujo del diálogo permiten que el proeso de in-
teraión que robot y usuario llevan a abo ambie de un esenario a otro.
Así por ejemplo, después de que el robot realie un saludo esperará que el
usuario onteste on otro saludo, después de lo ual el robot se moverá a otro
esenario, por ejemplo, a una breve presentaión del sistema, et. Estos mo-
vimientos en el diálogo dependen de la implementaión espeía en heros
vxml, que se esté interpretando. Diha implementaión puede ser alterada
mientras el propio diálogo se está ejeutando, de modo que pueden rearse
heros vxml y ser argados en tiempo de ejeuión.
Por otro lado, a partir de los resultados semántios obtenidos del re-
onoedor automátio del habla (en la gura, esta informaión está en el
tipo de dato re_t) el sistema de diálogo onstruye explíitamente las fun-
iones en lenguaje Python que son inorporadas en la seuenia en formato
XML. Estas funiones orresponden a Funión de Ativaión y Funión de
Desativaión para las etapas, y Funión de Evaluaión para las transi-
iones. El reonoedor automátio del habla, en este aso, sirve para omple-
tar informaión funional de la seuenia.
La informaión estrutural, permite espeiar aspetos relaionados on
la disposiión de las distintas ramas de la seuenia: si se van a abrir varias
ramas que se ejeutaran en paralelo, si se va a realizar un bule, et. El
usuario también puede ordenar la ejeuión, pausa o borrado de la seuenia
que se esté reando.
8.4.1. Reopilaión funional y estrutural de la
seuenia
El modo en que un ato de diálogo entra en el sistema de diálogo es graias
a inorporar el ampo da, dentro de un formulario. Este ampo es ompletado
diretamente on el valor que se le ha asignado al atributo del mismo nombre,
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da, a través del resultado semántio del reonoedor automátio del habla.
El valor de diho ampo es analizado tal y omo se muestra a ontinuaión:
0 . . .
<form id = "node">
2 <i n i t i a l name = " i n i  i o ">
<prompt>\ item=Throat_01</prompt>
4 <prompt>Dime una a ion o una ond i  i on</prompt>
</ i n i t i a l>
6
<f i e l d name = "da">
8 . . .
</ f i e l d>
10 <f i e l d name = "type " ond = "da == 'ad ' ">
<prompt>
12 Dime l a a ion o l a ond i  i on que qu i e r e s i n  l u i r
</prompt>
14 <f i l l e d>
<i f ond = "type == ' at ion ' ">
16 <prompt>marhando</prompt>
<e l s e i f ond = "type == ' ondi t ion ' "/>
18 <prompt>a a d i e n d o una  o n d i  i n</prompt>
<as s i gn name = " s i n t a x i s " expr = " true "/>
20 <as s i gn name = " l im i t " expr = " true "/>
. . .
22 </ f i l l e d>
</ f i e l d>
24 . . .
El ampo type diferenia el tipo de diretiva de aión que el usuario a
enuniado. En este aso, lo que interesa es saber si este tipo orresponde a una
adiión de una aión o de una ondiión. Nótese que en la delaraión del
ampo type se añade la opión ond dentro del elemento <field> Esta
opión establee una ondiión que ha de umplirse para que el algoritmo
FIA entre en el ampo. En este aso, entraría si y solo si el valor del ampo
previo, da, es una diretiva de aión (da == 'ad').
Una vez ompletado el ampo type se ejeuta la orrespondiente se-
ión delimitada por el elemento <filled> En ella se analiza si el tipo es una
aión (type == ation), o una ondiión (type == ondition) En el
primer aso el robot ontesta on el mensaje al usuario: marhando para
que éste entienda que el robot ha aptado la diretiva de aión de añadir
una aión a la seuenia. En aso de que la diretiva de aión sea el añadir
una ondiión el robot onrma on el enuniado añadiendo una ondiión
Además se realizan dos asignaiones a los ampos posteriores sintaxis y
limit, dado que son ampos no neesarios para añadir una ondiión. De
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este modo, evita que el algoritmo FIA entre en dihos ampos.
Los parámetros que denotan ada aión o ada ondiión han de ser
reopilados por el sistema de diálogo. Para ello, se rean más ampos dentro
del formulario:
0 <f i e l d name = " s i n t a x i s ">
<prompt>No aabo de entender l a e s t r u  tu r a de l a f r a s e</
prompt>
2 <f i l l e d>
<log>s i n t a x i s = <value expr = " s i n t a x i s "/></ log>
4 <i f ond = " s i n t a x i s == 2">
<as s i gn name = " l im i t " expr = " true "/>
6 <e l s e i f ond = " s i n t a x i s == 3"/>
<as s i gn name = " ax i s " expr = " true "/>
8 </ i f>
</ f i l l e d>
10 </ f i e l d>
12 <f i e l d name="verb">
<prompt>Me f a l t a e l verbo .</prompt>
14 <prompt ond = "type== ' at ion ' ">Dime e l nombre de l a
a   i n</prompt>
<prompt ond = "type == ' ondi t ion ' ">Dime que me vas a
haer</prompt>
16 <f i l l e d>
<log>verb = <value expr = "verb"/></ log>
18 </ f i l l e d>
</ f i e l d>
20
<f i e l d name="body">
22 <prompt>Dime l a parte de l uerpo invo lurada</prompt>
<f i l l e d>
24 <i f ond = "( body == 'Nek ' )&amp ; ( s i n t a x i s == 1)">
<as s i gn name = " ax i s " expr=" true "/>
26 </ i f>
</ f i l l e d>
28 </ f i e l d>
30 <f i e l d name=" ax i s ">
<prompt>Izqu i e rda o dereha ?
32 </prompt>
<f i l l e d>
34 <log>ax i s = <value expr = " ax i s "/></ log>
</ f i l l e d>
36 </ f i e l d>
38 <f i e l d name=" l im i t ">
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<prompt>Hasta donde?</prompt>
40 <f i l l e d>
<log>l im i t = <value expr = " l im i t "/></ log>
42 </ f i l l e d>
</ f i e l d>
En este aso los ampos sintaxis, body, axis y limit orresponden
a los atributos on la misma denominaión expliados anteriormente en la
desripión de las reglas semántias de la gramátia.
Obsérvese que según sea el valor de la variable sintaxis, se autoom-
pletan o no otras variables, para que el algoritmo FIA no intente reopilar
informaión que no es neesaria.
Tal y omo se realiza esta implementaión de ejemplo, mediante un solo
enuniado el usuario podría ompletar todos los ampos neesarios. Así por
ejemplo, si el usuario realiza el enuniado gira a la dereha, tal y omo se han








Estos atributos entran en los distintos ampos on igual nombre, dentro del
sistema de diálogo implementado en el hero vxml. En el ejemplo, el valor
del atributo sintaxis = '2', provoa la asignaión limit = 'true', on
lo que el algoritmo FIA no entra en ese ampo.
Una de las ventajas de reopilar esta informaión mediante voieXML es
que, si, por el ontrario, el usuario no meniona todos los atributos neesarios
marados por el formulario, el robot toma la iniiativa y pregunta al usuario
por los atributos que falten.
Así por ejemplo, si el usuario realiza el enuniado gira, los atributos se-
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on lo que en el formulario faltaría por rellenar el ampo axis. El algoritmo
FIA entra pues en diho ampo y ejeuta su ontenido. En este aso realiza
una onsulta al usuario a través del elemento <prompt>: ¾izquierda o dere-
ha?, y se repite mientras el usuario no menione informaión que omplete
el valor semántio axis tal y omo dene la orrespondiente regla semántia
de la gramátia.
8.4.2. Construión de las funiones de la seuenia
Las funiones de la seuenia se ompletan a a través de los valores asig-
nados a los distintos ampos dentro de un formulario. Más tarde, dihas
funiones se envían al editor de la seuenia a través del protoolo-#$.
En la seión 3.5 se explió ómo se ha implementado el aeso a los
sensores y atuadores de Maggie desde el lenguaje interpretable Python.
Este aeso, permite la omuniaión entre el hardware del robot y la se-
uenia en formato XML. En aquella seión se expliaron, para un domi-
nio iniial de aiones, los distintos formatos de las llamadas a los métodos
que aeden al hardware del robot. Estos métodos se utilizan en la asigna-
ión de las funiones que utiliza la seuenia, que son FunionAtivaion
y FunionDesativaion para las etapas, y FunionEvaluaion para las
transiiones. En esta seión se explia ómo se rean estas funiones a par-
tir de los resultados semántios de las gramátias expliadas anteriormente.
Funiones para una aión o etapa
Después de haber obtenido toda la informaión neesaria para deno-
tar una aión, se onstruyen las funiones FunionAtivaion y Fun-
ionDesativaion. Además, tal y omo se explió en la seión 3.5, a-
da vez que se añade una aión a la seuenia, el sistema también de-
ne una FunionTerminaion que permite a la seuenia onsultar si la
aión ha terminado de ejeutarse o no. Esta funión es utilizada omo
FunionEvaluaion para las ondiiones implíitas posteriores.
Analizamos on detalle el ódigo involurado en esta onstruión. Pri-
mero se delaran variables que se van a utilizar más tarde:
0 <var name = "  l a s e "/>
<var name = "method"/>
2 <var name = " po s i t i on "/>
<var name = "FunionAtivaion "/>
4 <var name = "FunionTerminaion"/>
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Una vez ompletados todos los ampos del formulario, se realiza un análi-
sis de ada uno de estos ampos dado que están relaionados on los paráme-
tros que denen ada una de las funiones Python. Los valores asignados a
estos ampos, han sido obtenidos mediante diálogo a partir de la informaión
semántia que devuelve la habilidad de reonoimiento automátio del habla,
tal y omo se ha expliado anteriormente.
En diho análisis abe destaar la distinión entre los tres tipos de sintáxis
expliados en las tablas 8.1:
0 <blok>
<i f ond = "type == ' at ion ' ">
2 <i f ond = " s i n t a x i s == 1">
<i f ond = "body == 'Arm' ">
4 <as s i gn name = "  l a s e " expr = " ax i s + body"/>
<e l s e />
6 <as s i gn name = "  l a s e " expr = "body"/>
</ i f>
8 <as s i gn name = "method" expr = "verb"/>
<as s i gn name = " po s i t i on " expr = " 0 .7 + '* ' + body +
l im i t "/>
10 <e l s e i f ond = " s i n t a x i s == 2"/>
<as s i gn name = "  l a s e " expr = "body"/>
12 <as s i gn name = "method" expr = "verb"/>
<as s i gn name = " po s i t i on " expr = "body + ax i s "/>
14 <e l s e i f ond = " s i n t a x i s == 3"/>
<as s i gn name = "  l a s e " expr = " 'Base ' "/>
16 <as s i gn name = "method" expr = "verb"/>
<as s i gn name = " po s i t i on " expr = " 'Base ' + l im i t "/>
18 </ i f>
De este modo, si por ejemplo el usuario ha diho Levanta la abeza, los am-
pos ompletados serían sintaxis = '1', body = 'Nek', verb = 'move' y
limit = 'Top', a partir de los uales, se ompletan las variables del siguiente
modo lase = Nek, method = move, position = 0.7*NekTop.
La deniión de las funiones Python se realiza mediante el siguiente
ódigo:
0 <as s i gn name = "FunionAtivaion " expr = "  l a s e + ' . ' +
method + ' ( ' + po s i t i on + ' ) \n ' "/>
<as s i gn name = "FunionAtivaion " expr = "
FunionAtivaion + ' returnAD = 1\n ' "/>
2 <as s i gn name = "FunionTerminaion" expr = " 'p = '+  l a s e +
' . ' + ' get ' + verb + 'Pos ( ) \n ' "/>
<as s i gn name = "FunionTerminaion" expr = "
FunionTerminaion + ' i f ( abs ( p −' + po s i t i on + ' ) / ( '
+ po s i t i on + ' )&gt ;= 0.10 ) : \n ' "/>
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4 <as s i gn name = "FunionTerminaion" expr = "
FunionTerminaion + '\\ returnAD = 0\n ' "/>
<as s i gn name = "FunionTerminaion" expr = "
FunionTerminaion + ' e l s e : \n ' "/>
6 <as s i gn name = "FunionTerminaion" expr = "
FunionTerminaion + '\\ returnAD = 1\n ' "/>
. . .
8 </blok>
Siguiendo on el ejemplo anterior, en el que el usuario quiere añadir la









La primera funión se ejeutaría uando la etapa asoiada a la aión
levantar abeza pasase de estado no-ativo a estado ativo. La segunda
funión sirve para omprobar que la aión ha nalizado. Básiamente, en el
ejemplo, esta funión omprueba que la posiión de la abeza respeto a la
posiión objetivo (0.7*NekTop) tiene un error relativo menor al 10%. Esta
funión de terminaión es utilizada uando se añada una transiión implíita,
del tipo nodo then, lo ual es expliado más adelante.
Por último, solo falta omuniar desde el ódigo voieXML a la lase
enargada de editar la seuenia la adiión de la aión. Para ello se utiliza
el siguiente ódigo:
0 <prompt>#fun ionAt iva i on$<value expr = "
FunionAtivaion "/></prompt>
<prompt>#funionTerminaion $<value expr = "
FunionTerminaion"/></prompt>
2 <i f ond = " l a s t r e s u l t $ . on f idene &l t ; 0 . 5 ">
<goto next = "#onf irmAtion "/>
4 <e l s e />
<prompt>#at i on</prompt>
6 <prompt>ya es ta</prompt>
</ i f>
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En este ódigo, el elemento <prompt> inluye omandos que son tratados
por el intérprete del protoolo #$ (#$-parser) En las dos primeras líneas
se envía a la lase que edita la seuenia los valores de las funiones de
ativaión y terminaión, respetivamente. Luego, antes de enviar el omando
ation a la lase que edita la seuenia, se omprueba que el margen de
onanza del último reonoimiento pasa un umbral del 50%. Este valor se ha
esogido empíriamente de auerdo al funionamiento del sistema, hardware
y software, implementado en la habilidad asrSkill. Si el valor es inferior el
ujo del diálogo se mueve al subdiálogo onfirmAtion. Una vez añadida
la aión a la seuenia o diagrama funional, el robot responde on una
onrmaión: ya está.
Así por ejemplo, un diálogo siguiendo el ódigo expliado podría ser el
siguiente:
maggie: Dime la aión o la ondiión que quieres añadir
usuario: Levanta . . .
[Se ompletan los atributos da = 'ad', type = 'ation', verb = 'move',
limit = 'Top', sintaxis = '1'℄
maggie: Dies, levanta.
maggie: Dime la parte del uerpo involurada.
usuario: el brazo . . .
maggie: Dies, el brazo.
[Se ompletan los atributos da = 'nd', body = 'Arm'℄
maggie: ¾izquierdo o dereho?
usuario: izquierdo. . .
maggie: Dies, izquierdo.
[Se ompletan los atributos da = 'nd', axis = 'left', y, por tanto, to-
dos los atributos neesarios para ompletar las funiones asoiadas a la eta-
pa.℄
maggie: ya está
Nótese que un enuniado tan simple omo levanta ompleta hasta ino
atributos semántios, lo ual muestra la gran potenia que tienen las reglas
semántias de la gramátia. Aún así, al no ompletarse los valores del resto
de ampos o atributos neesarios, el robot pregunta por los que faltan.
Funiones para una ondiión o transiión
Después de haber obtenido toda la informaión neesaria que denota
una ondiión, se onstruye la funión Python asoiada, esto es, la funión
FunionEvaluaion expliada en la seión 3.5.
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Analizamos on detalle el ódigo involurado en esta onstruión. Para
una ondiión explíita se tiene el siguiente ódigo:
0 <blok>
. . .
2 <e l s e i f ond = "type == ' ondi t ion ' "/>
<as s i gn name = "FunionTransi ion " expr = " '  = ond i t i on s
. ' + verb + '(&quot ; ' + body + '&quot ; ,& quot ; ' + ax i s
+ '&quot ; ) \n ' "/>
4 <as s i gn name = "FunionTransi ion " expr = "
FunionTransi ion + ' returnAD = \n ' "/>
<log>funTrans i  i on= <value expr = " '\n ' +
FunionTransi ion "/></ log>
6 <prompt>#fun ionTrans i  i on $<value expr = "
FunionTransi ion "/></prompt>
<prompt>#ond i t i on</prompt>
8 <as s i gn name = "nCondit ions " expr = "nCondit ions + 1"/>
<prompt>heho !</prompt>
10 . . .
Una vez detetado que la diretiva de aión es de tipo ondition se dene
la funión de transiión omo una llamada a una funión dentro del módulo
Python onditions.py, que ha sido expliado en la seión 3.5.
Así por ejemplo, si el usuario quiere añadir la ondiión uando te toque





Así, la funión de evaluaión asoiada a la transiión sería:
FunionTransiion =
' = onditions.touh( "Arm", "right" )
returnAD = '
En las siguientes líneas se envía a la lase enargada de editar la seuen-
ia que añada una ondiión mediante el omando ondition, pasando
previamente el valor de la funión de evaluaión.
Por último, el robot onrma que ha realizado la adiión de la transiión






En este apítulo se presentan algunos ejemplos de diálogos diseñados para
la ediión verbal de seuenias. Dado que el sistema de diálogo se basa en la
interpretaión en tiempo real de heros voieXML, resulta muy versátil, ya
que, es posible implementar diversos diálogos onretos, sin realizar ningún
ambio en el gestor del diálogo.
Con el objetivo de mostrar de alguna manera el potenial de este sistema,
en lo referente a la ediión verbal de seuenias, se presentan dos ejemplos
ontrapuestos. En el primero, se muestran distintos diálogos que no están
neesariamente relaionados de forma direta on la ediión de la seuenia,
pero que onstituyen una parte fundamental de toda interaión natural. Se
trata de diálogos protoolarios que ayudan a estableer una relaión onre-
ta entre el robot y el usuario, y a onoerse mutuamente. La relaión entre
interloutores es de espeial importania en la interaión, entre otros mo-
tivos, porque lasia el aspeto de ontenido de su omuniaión (sobre la
interaión presenial humana véase apéndie A.1.4).
En el segundo ejemplo se muestra una apliaión de diálogos en donde
se espera que la iniiativa la tome mayormente el usuario. Se supone que el
usuario ya ha utilizado este sistema en alguna oasión y onoe el léxio,
las estruturas gramatiales y las onseuenias de su louión en la ediión
de la seuenia. El sistema, por su parte, se enarga de ir reopilando toda
la informaión neesaria para ir onstruyendo la seuenia, realizando las
preguntas oportunas en relaión a la informaión que falte, y ayudando así
al usuario según el ontexto del diálogo en el que se enuentren.
En esta seión se va expliando las partes más importantes del ódigo
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voieXML en el que se implementa el diálogo.
9.1. Ejemplos de diálogos en esenarios protoolarios
A ontinuaión, se presentan algunos ejemplos de diálogos senillos en
los que se podrá observar el uso que se hae de las deniiones de las re-
glas semántias de la gramátia expliada, así omo el funionamiento de
voieXML.
Los sistemas de diálogo que aquí se presentan son ejemplos de lo que se
han venido a denominar esenarios protoolarios: saludos, despedidas, peti-
ión de ayuda, y petiión de onrmaión.
9.1.1. Saludos y omienzo del diálogo
En este ejemplo, primero se delara una variable a la que se le asig-
na un valor aleatorio entre 0 y 1, mediante el orrespondiente ódigo en
ECMASript. Esta variable se utiliza para dar mayor naturalidad al diálogo,
de modo que no siempre se repitan las mismas frases:
0 <var name = "r" expr = "Math . random ( ) "/>
A ontinuaión omienza el formulario ontat, que tiene dos ampos:
uno implementado en el elemento <initial name = saludo> y otro me-
diante el elemento <field name = da>. Al haber un ampo <initial> el
diálogo es de iniiativa mixta, on lo que el usuario puede ser el primero que
realie el saludo.
0 <form id = " ontat ">
<i n i t i a l name=" sa ludo">
2 <prompt ond = "r &gt ; . 49 ">Hay a lgu i en por aqui ?</prompt>
<prompt ond = "r &l t ; . 50 ">Hola , soy magui</prompt>
4 </ i n i t i a l>
<f i e l d name="da">
6 <prompt>
Hola , es l o primero , no?
8 </prompt>
10 <f i l l e d>
<i f ond= "da == ' fp '>
12 <prompt ond = "r &gt ; . 50 ">\item=Ollah</prompt>
<prompt>Que t a l !</prompt>
14 <goto next = "12−ontat . vxml"/>
</i f >
16 < l e a r namel i s t= "da"/>
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</ f i l l e d >
18 </ f i e l d >
</form>
El ampo da se rellena on un enuniado del usuario, mediante la regla
gramatial desrita que dene un atributo semántio on el mismo nombre.
Una vez ompletado el ampo, se ejeuta el ontenido del elemento <filled>.
En este elemento se omprueba si el usuario ha realizado un saludo, es deir,
si el ato de diálogo es fp (apertura onvenional). En aso armativo, se
devuelve el saludo y se pasa a otro diálogo, en este aso otro hero externo
<goto next =12-ontat.vxml>.
Si el usuario no realiza un saludo, entones se ejeuta el elemento <lear>
que borra el ontenido del ampo da. De este modo el algoritmo FIA vuelve
a entrar en diho ampo y pasa a ejeutar su ontenido.
Un ejemplo de un diálogo dentro de esta esena sería el siguiente:
maggie: ¾Hay alguien por aquí?
usuario: Quiero jugar ontigo
maggie: Hola, es lo primero, ¾no?
usuario: ½Hola Magui!
maggie: ½Hola!
[El ujo de diálogo se mueve al primer formulario del hero 12-ontat.vxml℄
. . .
9.1.2. Despedida y nalizaión del diálogo
Para un esenario de este tipo, los atos de diálogo involurados serían
f y e, es deir, lausura onvenional y salida. Un fragmento de ódigo
voieXML que permitiría la interpretaión de ambos atos de diálogo sería:
0 <f i e l d name = "da">
<f i l l e d>
2 . . .
< i f ond = "da == ' e ' ">
4 <prompt>Sal i endo . besos !</prompt>
<ex i t />
6 <e l s e i f ond = "da == ' f ' "/>
<prompt>Adios , un besote !</prompt>
8 <ex i t />
. . .
10 </ f i l l e d>
. . .
12 </ f i e l d>
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Una vez peribidos, el sistema diretamente sintetiza una frase de despe-
dida, mediante el elemento <prompt> y sale, mediante el elemento <exit>.
Un ejemplo de diálogo podría ser así:
maggie: Dime la aión o ondiión que quieres añadir ahora.
usuario: quiero salir
maggie: Saliendo, ½besos!
[El ujo de diálogo termina℄
. . .
9.1.3. Petiión de ayuda
Para un esenario de petiión de ayuda una vez detetado el ato de
diálogo h el robot ofree su ayuda y mueve el ujo del diálogo a otro
hero externo ayuda.vxml:
0 . . .
< f i e l d name = "da">
2 . . .
< f i l l e d>
4 . . .
<e l s e i f ond = "da == 'h ' "/>
6 <prompt>Perdona !</prompt>
<prompt>Voy a ehar t e una mano</prompt>
8 <goto next = "ayuda . vxml">
. . .
10 </ f i l l e d>
. . .
En este hero se ofree ayuda en distintos niveles expliando al usuario
las opiones que tiene, et. El ejemplo más senillo es ofreer informaión
verbal general:
0 <prompt>Tienes que deirme que a ion o ond i  i on qu i e r e s
ino rpora r en l a s e uen ia .</prompt>
<prompt>Para deirme una a ion t i e n e s que nombrar un verbo y
l a parte de l uerpo invo lurado . Por ejemplo , l evanta r
brazo i zqu i e rdo , g i r a r a l a dereha .</prompt>
2 <prompt>Por ejemplo . S i qu i e r e s que l evante e l brazo i zqu i e rdo ,
d i l evanta e l brazo i z qu i e r do .</prompt>
<prompt>Tambien puedes d e  i r que haga va r i a s o sa s a l a vez .</
prompt>
4 <prompt>Por ejemplo me d i  e s a l a vez haz t r e s o sa s .</prompt>
<prompt>O tambien puedes d e  i r que qu i e r e s  r ea r una s e l e   i o n
ent r e va r i a s ond i  i one s .</prompt>
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6 <prompt>Por ejemplo me d i  e s que on s i d e r e t r e s op iones .</
prompt>
O bien haer la ayuda más interativa on preguntas de onrmaión, et.
Un ejemplo de diálogo para esta esena podría ser así:
maggie: Dime la aión o ondiión que quieres añadir ahora.
usuario: Éhame una mano, por.
maggie: ½Perdona!
maggie: Voy a eharte una mano.
[El ujo de diálogo se mueve al hero ayuda.vxml℄
maggie: Para deirme una aión tienes que nombrar un verbo y la
parte del uerpo involurado. Por ejemplo, levantar brazo izquier-
do, girar a la dereha, . . .
. . .
9.1.4. Conrmaión de una aión menionada por el
usuario
Esta onrmaión básiamente onsiste en realizar al usuario una onsulta
sobre la aión que se va a añadir, dando así la opión al usuario de realizar
las orreiones pertinentes, si las hubiere:
0 <form id= " onf irmAtion ">
<f i e l d name = "da">
2 <prompt>
Estas seguro de que qu i e r e s i n  l u i r e s ta a ion ?
4 </prompt>
<f i l l e d>
6 <i f ond = "da == 'nn ' ">
<prompt>
8 Ah! Vale ! Me he o lao ! Volvemos a empezar !
</prompt>
10 <e l s e i f ond = "da == 'ky ' "/>
<prompt>Per f e  to !</prompt>
12 <prompt>#at i on</prompt>
<prompt>ya es ta</prompt>
14 <e l s e />
< l e a r namel i s t = "da"/>
16 <prompt>
Dies <value expr = " l a s t r e s u l t $ . u t t e rane"/>
18 </prompt>
<prompt>Contesta s i i , o no .</prompt>
20 <goto next = "#onf irmAtion "/>
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</ i f>
22 <goto next = "#node"/>
</ f i l l e d>
24 </ f i e l d>
</form>
En este diálogo o formulario, el robot realiza el ato de diálogo qy (pregunta
de sí o no)
1
Luego analiza la respuesta del usuario. Ésta ha de ser un ato de
diálogo del tipo ky (respuesta armativa) o nn (respuesta negativa) que son
los pares adyaentes a qy (véase seión 7.1.2)
Si el usuario realiza otro ato de diálogo, el sistema repite lo que ha enten-
dido mediante la variable lastresult$.utterane, que se ha expliado en
el apéndie D. Después reondue el diálogo dando la instruión informativa
Contesta sii, o no, y vuelve a realizar la petiión de onrmaión. Nótese
que el ampo <field name = da> ha sido borrado mediante el elemento
<lear namelist = da>
La onrmaión del usuario puede ser positiva, en uyo aso se añade
la aión, o negativa, en uyo aso el robot enunia Ah! Vale! Me he olao!
Volvemos a empezar! y el ujo del diálogo vuelve al diálogo de partida, en
el ejemplo denotado por la etiqueta node, mediante el elemento <goto next
= #node>
9.2. Ejemplo de ediión de una seuenia on ayuda
ontextual
En esta apliaión, el usuario y el sistema dialogan para editar una se-
uenia. El diseño se ha realizado onsiderando que la iniiativa reside prini-
palmente en un usuario que ya ha utilizado la herramienta y que, por tanto,
en ierta medida la onoe. No obstante, el sistema es apaz de ofreer al
usuario la ayuda neesaria mediante enuniados que guíen el proeso de edi-
ión soliitando la informaión preisa neesaria.
Así, de ada enuniado del usuario, el sistema trata de reopilar una serie
de atributos. Éstos han sido espeiados en la gramátia del reonoedor
automátio del habla (véase apartado 4), y son introduidos en el sistema
gestor de diálogo mediante la interfaz que onstruye el resultado en lengua-
je natural (véase 7.3.2). Esta interfaz, introdue también datos no verbales
omo, por ejemplo, los asoiados a los eventos de los sensores de tato.
1
Nótese, que los atos de diálogo pueden ser ejeutados tanto por el usuario omo
por el robot, aunque en el presente trabajo se haya desarrollado on mayor extensión la
perepión de atos del diálogo del usuario por parte del robot.
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El resto de la seión ontinúa del siguiente modo. Primero se desriben
los atributos omentados. Después, se desribe el proeso de perepión de
estos atributos. Se ontinúa desribiendo ómo afeta la perepión de estos
atributos a la seuenia y ómo ésta es nalmente ejeutada.
9.2.1. Desripión de los atributos omentados
Los atributos verbales son los siguientes :
da, ato de diálogo asoiado al enuniado. En el ejemplo se onsideran
los siguientes: ad o diretiva de aión, e o salida, nd o respuesta general,
f o lausura onvenional, h o duda y petiión de ayuda, ky respuestas
armativas, nn respuestas negativas y sd, delaraión sin emisión de
juiio.
type, uando el ato de diálogo es una diretiva, este atributo se reere
al tipo de diretiva. Ésta puede tomar los siguientes valores: ation,
ondition, then, atone, selseq, loop y runseq.
sintaxis, tipo de sintaxis de uando el tipo de la diretiva es ation
o ondition.
verb, identia el verbo de la aión o el asoiado a la ondiión men-
ionada.
body, identia la parte del uerpo involurada en la aión o ondiión.
axis, identia la lateralidad de la aión o de la parte del uerpo
menionada.
limit, está relaionado on el valor de posiión de movimiento asoiado
a la aión o ondiión.
ardinal, establee el número de ramas en paralelo que van a ser
abiertas.
ordinal, sirve para identiar una rama dentro de una estrutura de
varias ramas en paralelo.
El únio atributo no verbal onsiderado es toado, que está asoiado a la
habilidad de tato.
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La apliaión se onstruye en un únio hero on dos formularios o diá-
logos
2
: node y onfirmAtion. Una vez reopilada toda la informaión, se
edita la parte de la seuenia tal y omo se haya estableido mediante diálogo
y el ujo de la apliaión vuelve al omienzo.
Antes del primer formulario se oloa la abeera:
0 <?xml version=" 1 .0 " enoding="ISO−8859−1"?>
<vxml xmlns=" h t tp : //www.w3 . org /2001/vxml" xmlns :x s i=" h t tp : //www.
w3 . org /2001/XMLShema−i n s tane " xs i : shemaLoat ion=" h t tp : //
www.w3 . org /2001/vxml h t tp : //www.w3 . org/TR/voiexml20/vxml . xsd
" version=" 2 .0 ">
2 <var name = "  l a s e "/>
<var name = "method"/>
4 <var name = " po s i t i on "/>
<var name = "nCondit ions " expr = "0" />
6 <var name = "n" expr = "0" />
<var name = "FunionAtivaion "/>
8 <var name = "FunionTerminaion"/>
<var name = "FunionTransi ion "/>
10 <var name = " on f i anza " expr = "1"/>
En ella puede observarse que el atual hero realiza una apertura a nivel
doumento, pero también a nivel apliaión, tal y omo se explia en D.2.
Por tanto, las variables delaradas en este ámbito son visibles en todos los
doumentos y diálogos de la apliaión. La apliaión lleva por nombre el de
este hero prinipal.
Comienza el primer formulario, on una seión que establee la gra-
mátia mediante el envío de un omando en el protoolo #$, el omando
setGrammar=sfPy.gram es enviado a la habilidad de reonoimiento auto-
mátio del habla para que argue el hero on la gramátia semántia.
0 <form id = "node">
<blok>
2 <prompt ount="1">#setGrammar$ sfPy . gram</prompt>
<as s i gn name = "n" expr = "n + 1"/>
4 </blok>
La variable n funiona omo un ontador, dado que la apliaión se ejeuta
en bule, hasta que el usuario soliite salir. La exposiión que prosigue se
reere al análisis de un solo enuniado (turno) del usuario.
Como se quiere una iniiativa mixta, y que el usuario mediante un so-
lo enuniado pueda rellenar todos los ampos o atributos del sistema, se
2
Diálogo onebido según la nomenlatura que dene el estándar voieXML (véase apén-
die D)
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omienza on un elemento <initial>, tal y omo se explia en la seión
D.5.2:
0
<i n i t i a l name = " i n i  i o ">
2 <prompt ond = "n == 1">\ item=Throat_01</prompt>
<prompt ond = "n == 1">Dime una a ion o una ond i  i on</
prompt>
4 <prompt ond = "n == 2">Despues que?</prompt>
<prompt ond = "n &gt ; 2">y ahora?</prompt>
6 </ i n i t i a l>
Mediante distintos valores de la variable n puede ambiarse el mensaje de
iniio que da el robot, para seguir editando la seuenia.
9.2.2. Perepión del ato de diálogo
Puesto que la letura de los distintos ampos es jerárquia y ordenada, se
omienza por el ampo más importante, que es el referido al ato de diálogo
asoiado al enuniado del usuario:
0 <f i e l d name = "da">
<f i l l e d>
2 <prompt ond = "( da == 'nd ' ) | ( da == 'ad ' ) ">d i  e s <value
expr = " l a s t r e s u l t $ . u t t e rane"/>. Conf ianza = <value
expr = " l a s t r e s u l t $ . on f idene "/></prompt>
<i f ond = "da == ' e ' ">
4 <prompt>Sal i endo . besos !</prompt>
<ex i t />
6 <e l s e i f ond = "da == 'nd ' "/>
<prompt>\ item=Mhm</prompt>
8 <as s i gn name = "type" expr = " true "/−−>
<e l s e i f ond = "da == ' f ' "/>
10 <prompt>Adios , un be so t e !</prompt>
<ex i t />
12 <e l s e i f ond = "da == 'h ' "/>
<prompt>Perdona !</prompt>
14 <prompt>Voy a ehar t e una mano</prompt>
<goto next = "ayuda . vxml">
16 <as s i gn name = " i n i  i o " expr = " true "/>
<e l s e i f ond = "da == 'ky ' "/>
18 <prompt>\ item=Laugh</prompt>
<e l s e i f ond = "da == ' sd ' "/>
20 <as s i gn name = " s i n t a x i s " expr = " true "/>
<as s i gn name = "verb" expr = " true "/>
22 <as s i gn name = "body" expr = " true "/>
<as s i gn name = " ax i s " expr = " true "/>
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24 <as s i gn name = " l im i t " expr = " true "/>
<e l s e i f ond = "da == 'nn ' "/>
26 <prompt>\ item=Smak Perdon ! Me he o lado . R e  t i f i  o . \
item=Laugh</prompt>
</ i f>
28 </ f i l l e d>
</ f i e l d>
Una vez ompletado el ampo, se ejeuta el ontenido de la etiqueta <filled>
Se omienza repitiendo lo que el sistema ha reonoido literalmente, lo ual
sirve de realimentaión para que el usuario pueda realizar la depuraión que
onsidere. Luego se analizan los distintos valores del ato de diálogo del
enuniado. En aso de que se trate de un ato de diálogo armaión (de
tipo sd) se entiende que el usuario está realizando una operaión de referenia
de alguna de las ramas, tal y omo muestra la regla semántia de la gramátia:
/* statement-non-opinion */
$sd = ([en (el|la)℄($ardinal| $ordinal)seuenia){<da "sd">};
Por tanto, es de suponer que se está editando una estrutura seuenial on
varias ramas en paralelo, y que el usuario quiere oloar el foo en alguna
de ellas. Así que hay diversos ampos que no tienen sentido y, por tanto, se
autoompletan mediante la etiqueta <assign>. En este aso se trata de los
ampos verb, body, axis y limit.
El siguiente ampo, analiza el tipo de diretiva de aión que ha sido
emitida.
0 <f i e l d name = "type " ond = "da == 'ad ' ">
<f i l l e d>
2 <i f ond = "type == ' at ion ' ">
<prompt>marhando</prompt>
4 <e l s e i f ond = "type == ' ondi t ion ' "/>
<prompt>inorporando una ond i  i on</prompt>
6 <as s i gn name = " s i n t a x i s " expr = " true "/>
<as s i gn name = " l im i t " expr = " true "/>
8 <e l s e i f ond = "type == ' then ' "/>
<prompt>Despues?</prompt>
10 <as s i gn name = "verb" expr = " true "/>
<as s i gn name = "body" expr = " true "/>
12 <as s i gn name = " ax i s " expr = " true "/>
<e l s e i f ond = "type == ' atone ' "/>
14 <prompt>a l a vez</prompt>
<as s i gn name = " s i n t a x i s " expr = " true "/>
16 <as s i gn name = "verb" expr = " true "/>
<as s i gn name = "body" expr = " true "/>
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18 <as s i gn name = " ax i s " expr = " true "/>
<as s i gn name = " l im i t " expr = " true "/>
20 <e l s e i f ond = "type == ' s e l s e q ' "/>
<prompt>abrimos op iones</prompt>
22 <as s i gn name = " s i n t a x i s " expr = " true "/>
<as s i gn name = "verb" expr = " true "/>
24 <as s i gn name = "body" expr = " true "/>
<as s i gn name = " ax i s " expr = " true "/>
26 <as s i gn name = " l im i t " expr = " true "/>
<e l s e i f ond = "type == ' loop ' "/>
28 <as s i gn name = " s i n t a x i s " expr = " true "/>
<as s i gn name = "verb" expr = " true "/>
30 <as s i gn name = "body" expr = " true "/>
<as s i gn name = " ax i s " expr = " true "/>
32 <as s i gn name = " l im i t " expr = " true "/>
<e l s e i f ond = "type == ' runseq ' "/>
34 <prompt>Ejeutamos l a s e uen ia</prompt>
<prompt>#runseq</prompt>
36 <as s i gn name = " s i n t a x i s " expr = " true "/>
<as s i gn name = "verb" expr = " true "/>
38 <as s i gn name = "body" expr = " true "/>
<as s i gn name = " ax i s " expr = " true "/>
40 <as s i gn name = " l im i t " expr = " true "/>
<e l s e i f ond = "type == true "/>
42 <prompt>\ item=Oh</prompt>
</ i f>
44 <i f ond = "type != ' at ion ' ">
<as s i gn name = " s i n t a x i s " expr = " true "/>
46 </ i f>
</ f i l l e d>
48 </ f i e l d>
Para ada tipo de diretiva se autoompletan los ampos posteriores uya
informaión no es requerida. Así, el algoritmo FIA entre en dihos ampos.
Así por ejemplo, si el usuario ha realizado una diretiva en el que ordena al
robot ejeutar la seuenia, el tipo involurado sería type = 'runseq' y, por
tanto, el resto de ampos (sintaxis, verb, body, axis y limit) no tienen
sentido para esta orden. El omando ejeutar seuenia se realiza mediante
la línea
0 <prompt>#runseq</prompt>
que al omenzar on el aráter #, será interpretado por el intérprete-#$.
De este modo, mediante la perepión del ato de diálogo se logra esta-
bleer el ontexto de ediión: si se trata de añadir un nodo, varias ramas en
paralelo, un bule, un omando referenial o ejeutando la seuenia.
180 9. Resultados experimentales. Ejemplos de onstruión de seuenias mediante diálogo.
9.2.3. Perepión del resto de atributos
La reopilaión del resto de atributos se realiza omo se ha expliado en
la seión 8, mediante el siguiente ódigo:
0
<f i e l d name = " s i n t a x i s ">
2 <prompt>No aabo de entender l a e s t r u  tu r a de l a f r a s e</
prompt>
<f i l l e d>
4 <log>s i n t a x i s = <value expr = " s i n t a x i s "/></ log>
<i f ond = " s i n t a x i s == 2">
6 <as s i gn name = " l im i t " expr = " true "/>
<e l s e i f ond = " s i n t a x i s == 3"/>
8 <as s i gn name = " ax i s " expr = " true "/>
</ i f>
10 </ f i l l e d>
</ f i e l d>
12
<f i e l d name="verb">
14 <prompt>Me f a l t a e l verbo .</prompt>
<prompt ond = "type== ' at ion ' ">Dime e l nombre de l a
a ion</prompt>
16 <prompt ond = "type == ' ondi t ion ' ">Dime que me vas a
haer</prompt>
<f i l l e d>
18 <log>verb = <value expr = "verb"/></ log>
</ f i l l e d>
20 </ f i e l d>
22 <f i e l d name="body">
<prompt>Dime l a parte de l uerpo invo lurada</prompt>
24 <f i l l e d>
<log>body = <value expr = "body"/></ log>
26 <i f ond = "( body == 'Nek ' )&amp ; ( s i n t a x i s == 1)">
<as s i gn name = " ax i s " expr=" true "/>
28 </ i f>
</ f i l l e d>
30 </ f i e l d>
32 <f i e l d name=" ax i s ">
<prompt>Izqu i e rda o dereha ?
34 </prompt>
<f i l l e d>
36 <log>ax i s = <value expr = " ax i s "/></ log>
</ f i l l e d>
38 </ f i e l d>
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40 <f i e l d name=" l im i t ">
<prompt>Hasta donde?</prompt>
42 <f i l l e d>
<log>l im i t = <value expr = " l im i t "/></ log>
44 </ f i l l e d>
</ f i e l d>
46
<f i e l d name=" a rd i na l " ond = "type == ' atone ' ">
48 <prompt>Cuantas ramas en pa ra l e l o qu i e r e s que abra?</prompt
>
<f i l l e d>
50 <log>a rd i na l = <value expr = " a rd i na l "/></ log>
<prompt><value expr=" a rd i na l "/></prompt>
52 <as s i gn name = " o rd i na l " expr = " a rd i na l "/>
</ f i l l e d>
54 </ f i e l d>
56 <f i e l d name=" o rd i na l " ond = "type == ' atone ' ">
<prompt>A que rama te r e f i e r e s ?</prompt>
58 <prompt>Primera , segunda , t e r  e r a . . .</prompt>
<f i l l e d>
60 <log>ord i na l = <value expr = " o rd i na l "/></ log>
<prompt><value expr=" o rd i na l "/></prompt>
62 </ f i l l e d>
</ f i e l d>
En todos los ampos, se inluyen preguntas al usuario, en aso de que el
enuniado no ontemple informaión que haya podido ompletar estos am-
pos, o bien, que no hayan sido autoompletados por ampos anteriores. En
este aso, el robot tomaría el turno para realizar estas preguntas. El algo-
ritmo FIA se quedaría detenido en el primer ampo, en orden de apariión,
que no esté ompletado, hasta que lo esté, o bien, se produza algún evento
en el diálogo (omo nomath (fallo en el reonoedor) o noinput (tiempo de
silenio del usuario sobrepasado))
El ampo toado se ompleta ante eventos de tato en el robot. Es un
ampo ligado a informaión no verbal y por tanto, no tiene asoiado un ato
de diálogo onreto. Esto se espeia mediante una ondiión de entrada en
este ampo: que el ampo anterior da no esté denido (o ompletado).
0
<f i e l d name="toado " ond = "da == undef ined">
2 <f i l l e d>
<prompt>\ item=Laugh_01</prompt>
4 </ f i l l e d>
</ f i e l d>
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Cuando el usuario toa al robot, se produe este evento, el FIA entra en este
ampo y lo que ejeuta es la emisión de una pequeña risa.
9.2.4. Construión de la seuenia
Una vez ompletados todos los ampos, lo ual puede haberse heho en
turnos suesivos en los que el robot haya preguntado al usuario sobre la
informaión onreta que requiere, se ejeuta el ontenido de la siguiente
etiqueta de tipo <blok>, muy semejante al ontenido expliado en la seión
8.4.2.
Adiión de una aión
Por un lado está la asignaión de las funiones asoiadas a una etapa, en
aso de que se esté añadiendo un aión:
0 <blok>
<i f ond = "type == ' at ion ' ">
2 <i f ond = " s i n t a x i s == 1">
<i f ond = "body == 'Arm' ">
4 <as s i gn name = "  l a s e " expr = " ax i s + body"/>
<e l s e />
6 <as s i gn name = "  l a s e " expr = "body"/>
</ i f>
8 <as s i gn name = "method" expr = "verb"/>
<as s i gn name = " po s i t i on " expr = " 0 .7 + '* ' + body +
l im i t "/>
10 <e l s e i f ond = " s i n t a x i s == 2"/>
<as s i gn name = "  l a s e " expr = "body"/>
12 <as s i gn name = "method" expr = "verb"/>
<as s i gn name = " po s i t i on " expr = "body + ax i s "/>
14 <e l s e i f ond = " s i n t a x i s == 3"/>
<as s i gn name = "  l a s e " expr = " 'Base ' "/>
16 <as s i gn name = "method" expr = "verb"/>
<as s i gn name = " po s i t i on " expr = " 'Base ' + l im i t "/>
18 </ i f>
<as s i gn name = "FunionAtivaion " expr = "  l a s e + ' . ' +
method + ' ( ' + po s i t i on + ' ) \n ' "/>
20 <as s i gn name = "FunionAtivaion " expr = "
FunionAtivaion + ' returnAD = 1\n ' "/>
<as s i gn name = "FunionTerminaion" expr = " 'p = '+  l a s e +
' . ' + ' get ' + verb + 'Pos ( ) \n ' "/>
22 <!−−as s i gn name = "FunionTerminaion" expr = "
FunionTerminaion + ' i f ( abs ( p ) &gt ;= abs ( ' +
po s i t i on +' ) ) : \n ' "/−−>
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<as s i gn name = "FunionTerminaion" expr = "
FunionTerminaion + ' i f ( abs ( p −' + po s i t i on + ' ) / ( '
+ po s i t i on + ' )&gt ;= 0.10 ) : \n ' "/>
24 <as s i gn name = "FunionTerminaion" expr = "
FunionTerminaion + '\\ returnAD = 0\n ' "/>
<as s i gn name = "FunionTerminaion" expr = "
FunionTerminaion + ' e l s e : \n ' "/>
26 <as s i gn name = "FunionTerminaion" expr = "
FunionTerminaion + '\\ returnAD = 1\n ' "/>
28 <log>funAt iva ion = <value expr = " '\n ' +
FunionAtivaion "/></ log>
<log>funTerminaion = <value expr = " '\n ' +
FunionAtivaion "/></ log>
30 <prompt>#fun ionAt iva i on$<value expr = "
FunionAtivaion "/></prompt>
<prompt>#funionTerminaion $<value expr = "
FunionTerminaion"/></prompt>
32 <i f ond = " l a s t r e s u l t $ . on f idene &l t ; 0 . 5 ">
<goto next = "#onf irmAtion "/>
34 <e l s e />
<prompt>#at i on</prompt>
36 <prompt>ya es ta</prompt>
</ i f>
Adiión de una ondiión
Por otro lado, tenemos la asignaión a las funiones asoiadas a una tran-
siión, en aso de que se esté añadiendo una ondiión. Se muestra, tanto
la adiión de una ondiión explíita, donde type == 'ondition', omo el
aso de la adiión de una ondiión implíita, o nodo then, donde type ==
'then':
0
<e l s e i f ond = "type == ' ondi t ion ' "/>
2 <as s i gn name = "FunionTransi ion " expr = " '  = ond i t i on s
. ' + verb + '(&quot ; ' + body + '&quot ; ,& quot ; ' + ax i s
+ '&quot ; ) \n ' "/>
<as s i gn name = "FunionTransi ion " expr = "
FunionTransi ion + ' returnAD = \n ' "/>
4 <log>funTrans i  i on= <value expr = " '\n ' +
FunionTransi ion "/></ log>
<prompt>#fun ionTrans i  i on $<value expr = "
FunionTransi ion "/></prompt>
6 <prompt>#ond i t i on</prompt>
<as s i gn name = "nCondit ions " expr = "nCondit ions + 1"/>
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8 <prompt>heho !</prompt>
<e l s e i f ond = "type == ' then ' "/>
10 <prompt>#then</prompt>
<prompt>sigamos !</prompt>
12 <as s i gn name = "nCondit ions " expr = "nCondit ions + 1"/>
<log>nCondit ions = <value expr = "nCondit ions "/></ log>
14 </ i f>
Adiión de varias ramas seueniales en paralelo
En este bloque también se analiza si se están añadiendo varias seuenias
en paralelo. Estas, omo se sabe, pueden ser de dos tipos. O bien seuenias
simultáneas:
0 <i f ond = "type == ' atone ' ">
<prompt>Hago <value expr = " a rd i na l "/> ramas a l a vez .</
prompt>
2 <prompt>#atone $<value expr = " a rd i na l "/></prompt>
</ i f>
O bien, una seleión de seuenias:
0 <i f ond = "type == ' s e l s e q ' ">
<prompt>Hago una s e l e   i o n de <value expr = " a rd i na l "/>
ramas .</prompt>
2 <prompt>#s e l s e q $<value expr = " a rd i na l "/></prompt>
</ i f>
En ambos asos, el valor del ardinal establee el número de ramas seuen-
iales que se van a abrir. Estas ramas pueden errarse explíitamente, ante
el adeuado ato de diálogo del usuario.
Creaión de un bule
Para rear una estrutura de bule:
0 <i f ond = "type == ' loop ' ">
<prompt>Volvemos a l p r i n  i p i o</prompt>
2 <prompt>#loop</prompt>
</ i f>
En aso de existir varias ramas en paralelo abiertas, el omando #loop pri-
mero ierra la lausura de dihas ramas, mediante una etapa trivial. Luego
une esta etapa trivial on la primera de la seuenia.
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Cambio del foo de atenión
Cuando se están editando varias ramas en paralelo, el usuario puede re-
ferirse a una u otra mediante una operaión referenial:
0 <i f ond = "da == ' sd ' ">
<prompt>En l a rama <value expr = " o rd i na l "/></prompt>
2 <prompt>#branhFous $<value expr = " o rd i na l "/></prompt>
</ i f>
Con ello se realiza la asignaión del foo de atenión a una rama onreta,
que viene dada por el valor asoiado al ampo ordinal.
9.2.5. Ejeuión de la seuenia
La seuenia reada hasta el momento, puede ejeutarse mediante el o-
mando explíito:
0 <i f ond = "type == ' runseq ' ">
<prompt>que voy !</prompt>
2 <prompt>#runseq</prompt>
<as s i gn name = " i n i  i o " expr = " true "/>
4 <goto next = "#runseq" />
</ i f>
La seuenia es argada en el seueniador y este omienza a interpretarla. El
ujo del diálogo, entones se mueve al formulario runseq, que será expliado
más adelante.
Por último, el formulario node, termina borrando todos los ampos para
volver a omenzar. Se vuelve así, al prinipio del diálogo.
0 < l e a r namel i s t = "da type s i n t a x i s verb body ax i s l im i t
 a rd i na l o rd i na l "/>
<goto next = "#node" />
2 </blok>
</form>
Como se ha omentado anteriormente, uando se está ejeutando una
seuenia, se abandona el diálogo asoiado a la ediión y se omienza un
diálogo nuevo, dentro de la misma apliaión, denominado runseq. De este
diálogo, se puede salir simplemente mediante el ato de diálogo [e℄, esto es,
salida, o mediante el omando parar seuenia. Al nal de este formulario
el ujo vuelve al diálogo node.
0 <form id = "runseq" >
<f i e l d name = "da">
2 <prompt>\ item=Ehi</prompt>
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<prompt>Mira que bien l o hago !</prompt>
4 <prompt>Cuando qu i e ra s que pare dimelo</prompt>
<f i l l e d>
6 <i f ond = "da == ' e ' ">
<prompt>Sal i endo . besos !</prompt>
8 <e l s e i f ond = "da == ' f ' "/>
<prompt>Adios , un besote !</prompt>
10 </ i f>
<ex i t />
12 </ f i l l e d>
</ f i e l d>
14
<f i e l d name = "type ">
16 <f i l l e d>
<i f ond = "type == ' stopseq ' ">
18 <prompt>Paramos l a s e uen ia</prompt>
<prompt>\ item=Laugh</prompt>
20 <prompt>#stopseq</prompt>
<e l s e i f ond = "type == ' rmseq ' "/>
22 <prompt>Paramos y borramos l a s e uen ia</prompt>
<prompt>#stopseq</prompt>
24 <ex i t />
</ i f>
26 <as s i gn name = "n" expr = "0"/>
<goto next = "#node"/>
28 </ f i l l e d>
</ f i e l d>
30 </form>
32 </vxml>
10. CONCLUSIONES Y TRABAJOS
FUTUROS
10.1. Aportaiones de la tesis
El trabajo desarrollado en esta tesis realiza aportaiones en tres líneas
prinipales, estrehamente relaionadas entre sí.
Por un lado, se han expuesto las araterístias más importantes de los
robot soiales, los retos que plantean y las bases de diseño que han servido
para la reaión de Maggie, robot soial del RobotisLab, y plataforma de
investigaión en interaión humano robot utilizada en el desarrollo de esta
tesis. Por otro lado, se ha realizado una propuesta novedosa dentro del ampo
de la inipiente programaión natural por un usuario nal, al ombinar
un sistema de diálogo on un sistema de reaión de diagramas funionales.
Se ha desarrollado un sistema de aeso mediante voz a la ediión de
un diagrama funional o seuenia en el estándar SFC, el editor verbal de
seuenias. Esto ha impliado el diseño de unas gramátias semántias que
relaionan los enuniados del usuario on las funionalidades del robot.
Se ha desarrollado también, un sistema gestor de diálogo de iniiativa
mixta, basado en hueos de informaión, que permite interpretar ualquier
diálogo esrito en el estándar voieXML. A través de este sistema se mejora
el proeso de onstruión de una seuenia en el robot, al inluir interaión
onversaional.
El trabajo previo que lleva al diseño e implementaión del sistema gestor
de diálogo, y que parte del estudio de la interaión presenial entre
humanos inluye un importante ompendio de referenias y oneptos que se
proponen omo eseniales a la hora de diseñar e implementar un sistema que
gestione la interaión en sentido amplio, esto es, inluyendo multimodalidad
y autonomía (véase apéndie A).
Estas aportaiones se desriben on mayor detalle a ontinuaión.
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10.1.1. Robots soiales
Uno de los objetivos planteados es el de realizar una reexión, que per-
mitiera omprender y ofreer iertas laves sobre el deseo de rear robots
soiales. Atendiendo a las ifras de produión y eonómias, a la antidad
de publiaiones y ongresos ientíos relaionados, así omo a las referen-
ias a los robots soiales desde ualquier ámbito del arte y de la ultura,
podemos armar que existe un gran interés en el ser humano en los robots
personales.
Así que se han analizado distintos aspetos que neesariamente debe on-
tar un robot soial. En el diseño externo, se debe atender al denominado valle
siniestro, donde el usuario muestra un rehazo natural a una reaión on
un aspeto demasiado humano. En el diseño interno, el robot soial plantea
una serie de requisitos y problemas de los uales se da una desripión on-
reta, que sirve omo punto de partida haia su resoluión. Estos requisitos
se relaionan on el ómo programar un robot soial de modo natural por
el usuario nal, lo ual resulta de espeial interés para una utilizaión más
fáil, intuitiva y erana de los robots soiales.
Finalmente se presenta a Maggie, que ha sido fruto de un trabajo en equi-
po, omo una plataforma de investigaión en la resoluión de los requisitos
que plantean los robots soiales.
10.1.2. Sistema de gestión de diálogo
Una aportaión a destaar que proporiona la presente tesis es el sistema
de gestión de diálogo desarrollado. Este sistema está basado en la deniión
de un estándar que realiza el W3C (Word Wide Web Consortium). En la a-
tualidad existen tres paradigmas prinipales para la gestión de diálogos según
esté basado en hueos de informaión, en un planiador, o en la orrespon-
denia entre patrones. Se esoge el primer paradigma porque es el que mejor
se adapta a las exigenias del sistema de programaión natural y no requiere
de tereras partes que se enarguen de rear modelos del mundo difíiles de
manejar y on múltiples limitaiones.
El sistema de diálogo implementado uenta además on algunas ventajas
respeto a otros sistemas de diálogo desarrollados en otros robots:
Es de iniiativa mixta, on lo que tanto el usuario omo el robot pueden
tomar la iniiativa en ualquier parte del diálogo.
Atiende a otros aspetos temporales del diálogo, omo la gestión del
silenio, las irrupiones y la entonaión en la expresión hablada.
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Se aera a la interpretaión del lenguaje natural al inluir un sistema
de reonoimiento de voz utilizando una gramátia de ontexto libre,
que inluye asignaiones semántias.
Permite perepión multimodal, al inluir un módulo apaz de repre-
sentar ualquier perepión del robot, en el estándar NLSML e inorporar
esta representaión omo entrada en el sistema de diálogo.
Permite expresión multimodal, al inluir un protoolo no ontemplado
en la deniión del estándar voieXML que habilita el envío de órdenes a
otras partes de la arquitetura, por ejemplo, a habilidades de expresión
multimodal.
Realiza una asoiaión direta entre los datos que se quieren peribir
mediante diálogo, los atributos semántios de la gramátia del reono-
edor y los ampos que se inluyen en el sistema de diálogo.
El sistema de diálogo se interpreta en tiempo de ejeuión, on lo que
permite ser modiado mientras el propio diálogo se está realizando.
Esta modiaión en tiempo real o en tiempo de ejeuión afeta tanto
al diálogo en sí, omo a las reglas semántias de la gramátia, que
también pueden modiarse dinámiamente.
10.1.3. Ediión y ejeuión de seuenias SFC
Otra aportaión importante de esta tesis es el sistema de ediión verbal
de diagramas funionales, o seuenias. Este editor trata de resolver ómo
desribir verbalmente una seuenia, que es una estrutura gráa. Para ello
se han realizado estudios previos on personas desribiendo seuenias, de los
uales se dedue que el usuario realiza dos operaiones verbales: reaión de
nodos y de estruturas seueniales, y operaiones refereniales a partir de
la seuenia reada.
Se ha implementado un repertorio iniial de aiones y ondiiones en
Maggie. En el dominio de aiones se inluyen movimientos que involuran
todos sus grados de libertad: abeza, brazos y base. En el dominio de ondi-
iones se atienden a eventos que puedan llegar de los sensores de tato. Los
dominios implementados pueden ser ampliados ad líbitum.
El sistema de ediión de seuenias permite onstruir las tres estrutu-
ras elementales que dene el estándar de SFC: seuenia simple, seleión
de seuenias y seuenias simultáneas. Además se inluye la posibilidad de
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realizar un bule. Considerando que ualquier seuenia puede ser desrita
en términos de estas estruturas básias, el editor así onstruido, permitiría
entones editar ualquier seuenia que el usuario desee.
La ediión de seuenias inluye además la posibilidad de realizar opera-
iones refereniales, es deir, realizar una menión a una parte de la seuenia
mediante voz. Así, al tener varias ramas seueniales en paralelo abiertas el
sistema permite oloar el foo de ediión en ualquiera de ellas, según men-
ione el usuario.
Como ejemplo, se han presentado varios sistemas onretos de diálogo
para la ediión verbal interativa de seuenias. En uno de ellos, la iniiati-
va en el sistema es llevada prinipalmente por un usuario que ya onoe la
herramienta. El robot, por su parte, es apaz de presentar una ayuda ontex-
tual, es deir, a preguntar por la informaión que le resulta esenial para ir
onstruyendo la seuenia, y de este modo soluionar problemas que puedan
surgir por errores en el reonoimiento del habla o errores por pérdida de la
oherenia en la interaión. El robot hae así las vees de tutor, guiando al
usuario paso por paso, en el proeso de rear la seuenia.
10.2. Limitaiones y trabajos futuros
Esta tesis es, ante todo, un omienzo. El objetivo prinipal era el de
omenzar iertas líneas de investigaión en la interaión entre un humano
y un robot soial. El sistema implementado ha permitido realizar algunas
aportaiones en el tema y obtener algunas onlusiones, pero no está exento
de iertas limitaiones que pasamos a desribir. En esta seión se exponen
los trabajos futuros más relevantes que pueden surgir de las ontribuiones
de esta tesis.
10.2.1. Mejoras en el editor verbal de seuenias
Por un lado, se proponen mejoras que involuran la omuniaión entre
los distintos módulos del sistema global: sistema de diálogo, editor de seuen-
ias y seueniador. Por otro lado, se proponen mejoras más generales que
involuran al editor en sí.
Ampliaión de las lineas omuniativas en el sistema
En la gura 10.1 se ha representado el sistema de ediión de seuenias
mediante interaión. Respeto al diagrama representado en la gura 8.1,
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Fig. 10.1: Conexiones nuevas para el atual sistema de ediión verbal inter-
ativo de seuenias.
donde se realizaba la desripión de diho sistema, se han inorporado uatro
onexiones adiionales que ampliarían el proeso de ediión de un modo muy
senillo. Estas mejoras son las siguientes:
1. Conexión del editor de seuenias al sistema de diálogo. A-
tualmente, el sistema de diálogo diretamente envía órdenes al editor
de seuenias para rear una seuenia, sin embargo, el sistema de diá-
logo no puede realizar onsultas diretas sobre las araterístias de la
seuenia que se está reando. Mediante esta onexión el sistema de
diálogo puede onoer diretamente datos sobre la seuenia. De este
modo, el robot podría responder ante uestiones que el usuario plantee
sobre la seuenia reada: uántas etapas tiene, qué transiión preede
a qué etapa, et.
2. Conexión del ejeutor de la seuenia o seueniador, al siste-
ma de diálogo. Atualmente, el sistema de diálogo es apaz de enviar
un omando de ejeuión o pausa al seueniador, sin embargo, no tie-
ne aeso direto al estado de ejeuión de la seuenias. Por ejemplo,
no puede onsultar qué etapas están ativas en un momento dado, qué
transiiones son iertas, et.
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3. Letura del editor de la seuenia de una seuenia ya rea-
da. De este modo, el editor no tendría que realizar la ediión de una
seuenia desde ero, sino que podría partir de una seuenia ya reada
y reeditarla.
4. Esritura del estado de ejeuión de una seuenia ya reada.
Atualmente el seueniador se limita a leer y ejeutar una seuenia
representada mediante un hero XML. Se propone que el seueniador
pueda guardar el estado de ejeuión de una seuenia, por ejemplo si
se interrumpe su ejeuión. Esto se realizaría reesribiendo el vetor de
maras en el hero que representa la seuenia.
Seuenias reutilizables
Se propone que una vez onstruida una seuenia, ésta pueda reutilizarse
omo parte de otra seuenia que la inluya. En la deniión del estándar de
SFC, esta seuenia reutilizable se denomina maro. Una maro se inorpora
dentro de una seuenia omo una etapa más, resultando transparente para
la nueva seuenia su ontenido.
Cada seuenia nueva puede guardarse on un identiador, un nombre
denido por el usuario, el ual inorporaría esta nueva seuenia omo una
maro simplemente nombrando el nombre estableido, al igual que se nombra
una aión dentro del dominio de aiones. Por tanto, la inorporaión de
maros implia ambios en la gramátia del sistema gestor de diálogos, que
debe inorporar el nuevo nombre de la nueva aión-maro. Esto es fatible
fáilmente, dado que la gramátia se representa omo un hero de texto, y
es interpretada de manera dinámia en tiempo de ejeuión.
Editor inteligente
Hasta ahora, la ediión de la seuenia se basaba en una menión ex-
plíita, por parte del usuario, de las aiones y ondiiones del dominio de
primitivas. Se propone también una ediión más inteligente, en la que el
usuario pueda subir de nivel en su ediión y haer menión a aiones o
ondiiones más omplejas que impliquen una ombinaión seuenial de a-
iones o ondiiones primitivas. Por ejemplo, que el usuario pueda añadir una
aión ompleja omo ir al despaho de Ángela que no está explíitamente
onsiderada dentro del dominio de aiones primitivas y que involura una
resoluión, en forma de una seuenia de aiones o plan que lleva al robot
hasta el despaho de Ángela.
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10.2.2. Mejoras en el sistema de diálogo
Generaión automátia de gramátias
El sistema de diálogo implementado permite una reuperaión de errores
del reonoedor automátio del habla mediante interaión onversaional,
haiendo así el sistema bastante robusto para la perepión del mensaje del
usuario. No obstante, el reonoedor de voz presenta iertas limitaiones
importantes. El heho de que el usuario tenga que terminar un enuniado
para que el reonoedor devuelva un resultado es una limitaión importante a
nivel temporal. O a nivel de ontenido, se propone un sistema que inremente
dinámiamente las gramátias: su léxio, sus reglas sintátias, e inluso sus
asignaiones semántias.
Esto puede realizarse inorporando una herramienta de ditado en para-
lelo al reonoedor de voz. Ambas herramientas de reonoimiento de habla
pueden trabajar oordinadamente. La herramienta de ditado no utiliza gra-
mátias para el reonoimiento y se limita a traduir la informaión aústia
en texto literal. Este texto puede ser utilizado para onstruir dinámiamente
gramátias para el reonoedor automátio del habla.
Inorporaión de un modelo del mundo y del sí mismo
Un modelo del mundo implia inorporar en el robot un modelo de los
objetos y de los usuarios on los que el robot va a interatuar. Los objetos
pueden involurar desde el espaio en el que el robot se mueve: habitaio-
nes, puertas, pasillos, et, hasta objetos típios que pueda manejar el usua-
rio: juguetes, mediinas, et. También implia un modelo del usuario: datos
personales, posiión, posible estado emotivo, modelo de los onoimientos o
reenias del usuario, qué es apaz de ver, et.
Del mismo modo, el modelo del mundo también podría inorporar un mo-
delo sobre el robot mismo: estado de las baterías, posiión gestual y respeto
a otros objetos del entorno, estado de ejeuión omo qué habilidades están
ativas, en qué estado de ejeuión están, et. En este sentido, el modelo que
tenga el robot sobre sí mismo puede ser onsiderado omo un aso partiular
del modelo del mundo.
Un modelo de ada objeto implia modelar las operaiones posibles on
diho objeto. Por ejemplo, saber que una puerta se puede ruzar, un pasillo
se puede reorrer, una mediina puede ser portada por el usuario, et.
El modelo del mundo debe permitir realizar operaiones internas de ra-
zonamiento dentro del modelo. Por ejemplo, saber que uando se ruza una
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puerta se deja de estar en la habitaión atual, o si un usuario está era del
robot quiere deir que el usuario está en la misma habitaión que el robot,
et.
Por último, el modelo del mundo debe poder ser aesible en los dos sen-
tidos, para entrada y salida. Como entrada, para la realizaión de onsultas
por parte del usuario. Como salida, omo materia prima de generaión del
lenguaje por parte del propio robot. Por ejemplo, el usuario puede preguntar
al robot sobre su nivel de las baterías, sobre qué está ejeutando en ese mo-
mento, o, si está ejeutando una seuenia, que desriba en lenguaje natural
ómo es la seuenia, et.
Generaión de lenguaje natural
En el apartado 5.1.1 se introdujeron algunos proesos involurados en
la generaión de lenguaje natural. Básiamente el punto de partida de la
generaión del lenguaje es doble: por un lado, el ontenido que se quiere
omuniar, y por otro, la relaión que se quiere estableer on el usuario.
El ontenido objeto de la generaión está relaionado on la ooperaión
del robot para mantener una oherenia on el usuario, lo ual puede invo-
lurar algún tipo de deliberaión que estableza un objetivo omuniativo
onreto. Para generar diho ontenido el robot utiliza su modelo del mundo
desrito anteriormente.
La generaión de lenguaje natural además implia un modelo morfosin-
tátio de la lengua, que permita realizar las inexiones neesarias de género,
número, tiempo, modo, et.
Desarrollo de perepión y aión multimodal
La interaión natural es multimodal. El sistema de diálogo implementado
permite inorporar fáilmente informaión multimodal tanto en expresión
omo en perepión, graias a los sistemas desritos en la seión 7.3.
En expresión, se proponen las siguientes vías de desarrollo:
Control prosódio. Aumentar la expresividad aústia del habla.
Además de la expresividad en el habla que se explia en la seión 5,
también se han realizado algunos trabajos previos on la herramienta
MBROLA. En ellos, se generan urvas envolventes del tono a partir de una
base de datos que se apta del usuario en tiempo real. Este trabajo ha si-
do publiado en [Gorostiza and Salihs, 2008℄ y [Gorostiza and Salihs, 2006℄.
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Expresión de gestos emotivos. Es deir gestos que muestren triste-
za, alegría, sorpresa (inluso susto), enfado, et. También se ha omen-
zado a diseñar un método de generaión de estos gestos a partir de un
onjunto disreto de parámetros.
Expresión de gestos disursivos, donde se inluyen también seña-
les anafórias. Son gestos omo armar, negar, expresar que se está
prestando atenión o que se está en un estado pensativo, et.
Expresión audiovisual. Se propone diseñar un modelo donde se es-
tablezan unos parámetros y unas reglas entre estos parámetros para
artiular mediante imágenes y sonido un disurso emotivo, afetivo e
inluso oneptual. Puede realizarse un disurso más gurativo o bien
seguir las líneas teórias más abstratas desritas en [Kandinsky, 1912b℄








La expresión multimodal no deja de ser una expresión de un lenguaje, on lo
que la generaión del mensaje multimodal puede seguir proesos análogos a
los desritos anteriormente en la generaión de lenguaje natural.
Análogamente para la perepión de gestos, se proponen las siguientes
vías de desarrollo:
Perepión de araterístias sonoras de la voz del usuario. Pa-
ra así identiar su edad, su sexo, su estado anímio, su intenionalidad
en sus atos omuniativos, et.
Perepión de araterístias sonoras del entorno. Por ejemplo,
si hay ruido en una sala. También perepión de araterístias sonoras
de la músia. Por ejemplo identiaión del ritmo de la músia, para
desarrollar una habilidad de baile.
Perepión del ritmo de la expresión del usuario. Mediante la
perepión del ritmo en sus movimientos al hablar unido a una perep-
ión de las pausas y la artiulaión de énfasis, et. La perepión del
ritmo entre interloutores resulta de vital importania dado que en la
interaión presenial estos ritmos tienden a inueniarse.
1
véase por ejemplo Early Abstartions http://www.youtube.om/wath?v=RrZxw1Jb9vA
2
véase por ejemplo Rythm.21 http://www.youtube.om/wath?v=QEgULqLn5iU
3
véase por ejemplo gantz graf http://www.youtube.om/wath?v=s4ZwTUUue1w&feature=related
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Perepión de gestos deítios, que ayuden a resolver referenias
anafórias omo aquí, este, et. O que ayuden a identiar magni-
tudes expresadas mediante gestos.
Perepión de gestos tátiles en pantalla. Dado que Maggie uen-
ta on una pantalla tátil en su peho, el usuario puede expresar alguna
opión pulsando ierta informaión mostrada en una parte de la pan-
talla, arrastrando ionos, et.
10.2.3. Métodos de evaluaión
Se propone, por último, rear un método de evaluaión que permita infor-
mar de la eienia omuniativa entre el usuario y el sistema de interaión
onversaional. El sistema debería inorporar al menos las siguientes ara-
terístias:
Criterios de evaluaión. Donde se estableen unas métrias que indi-
quen qué es lo que se quiere medir: omo es la amigabilidad del sistema,
la eranía on el usuario, su failidad de uso, et. Medidas también de
la sensaión de oherenia por parte del usuario, de la sensaión de
empatía, et.
Métodos de evaluaión. Diseñar ómo se va a realizar la evaluaión.
Por ejemplo, la realizaión de una serie de test antes y/o después del
experimento. Estableer qué variables son signiativas en la evalua-
ión. Por ejemplo, el tiempo de interaión, los errores en la atuaión
del robot, errores de entendimiento del usuario, ..., y relaión de estas
variables on los parámetros que se quieren medir, et.
Resultados de las evaluaiones. Es deir, diseñar ómo se va a pre-
sentar esta evaluaión. Entre otras osas, se deberá inluir también una
desripión de la poblaión de estudio: niños, adolesentes, personas
mayores, et.
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10.3. Algunas palabras nales
A lo largo de la historia, enontramos muhas referenias en el arte y en
los mitos a una espeie de neesidad del ser humano a tener un ompañero
igual
4
a él (/ella?), on el que ompartir la existenia. Así, en los mitos sobre
Pigmalión y Galatea, sobre Prometeo, en el Golem del rabino Loew, en la
reaión de Talos por Dédalo, en las mujeres doradas on movimiento propio
de Hefestos, en el Génesis judío, et. En todos estos mitos se habla de una
riatura que no es animal, ni humana. Es reada por el propio ser humano y
muy semejante a él. Le sirve de ompañero, de eslavo, de ayudante, et.
También en la literatura enontramos referenias a esa riatura igual,
pero distinta omo en Frankestein de Mary Shelly, en El hombre de arena y
en Los autómatas de E.T.A. Homann, y más era de la atualidad toda la
literatura sobre los robots de Isaa Asimov o en la obra ¾Sueñan los androides
on ovejas elétrias? de Phillip Dik, et. Obras donde la riatura que se
muestra resulta un tanto siniestra, y menos amigable en la medida en que es
más semejante a su propio reador on el que se llega a onfundir.
Es difíil denir qué es un robot
5
. El origen del voablo no es ientío,
sino que surge por primera vez en una obra de teatro: R.U.R. (Rossum's
Universal Robots) de Karel Capek (1921). El término viene del polao ro-
bota, y signia trabajo, prestaión personal, et, a vees on ierto sentido
peyorativo: trabajo desagradable, difíil, duro o inmoral. Y este origen del
término en un esenario de teatro ya india una estreha relaión existente
entre la ión y la realidad de los robots soiales.
Finalmente onluimos que ierta idea de robot personal o robot soial
ha estado presente en el ser humano desde el origen mismo de su ultura.
Y no solo eso, sino que la idea de robot personal también tiene aspetos en
omún on todas las artes, en la medida en que produen representaiones
de la realidad. No hay que olvidar que arte y ténia naieron de la mano
6
.
Pero además, en todo arte está el proeso de reaión. Este onepto está muy
ligado de nuevo al mito de Prometeo, que rea a los hombres; a Hefestos, dios
ténio por antonomasia, que rea a la primera mujer, Pandora; a Pigmalión
que rea a una mujer ideal Galatea, a Vitor Frankestein que rea su riatura
sin nombre, ... Todos estos mitos responden a un vaío del ser humano. Los




La R.A.E dene el término omo: Máquina o ingenio eletrónio programable, apaz
de manipular objetos y realizar operaiones antes reservadas solo a las personas.
6
El término de origen griego tené signia tanto arte omo ténia.
198 10. Conlusiones y trabajos futuros
Surge entones la siguiente uestión: ¾qué modiaiones sufrirá el ser




A.1. Modelos de la omuniaión humana
Se ha onsiderado importante inluir una breve referenia a algunos de
estos modelos por varias razones. La primera, porque sirven de base para
el diseño de un sistema de omuniaión omo es el sistema de diálogo que
se presenta más adelante en este trabajo. La segunda, porque, si bien, por
límite de tiempo y de ontenido, no se llega a implementar gran parte de los
oneptos que en esta seión se van a presentar, queremos dejar onstania
de uáles de estos oneptos nos resultan eseniales a la hora de diseñar
ualquier sistema de interaión on el ser humano, y de ese modo guiar los
trabajos futuros que abre esta tesis. Además, queremos haer onstania de
la importania de mantener una investigaión pluridisiplinar en el ampo
de la interaión humano robot, que tenga en uenta el estudio que sobre la




A.1.1. Modelo de Shannon-Weaver
La apariión a partir de 1945 de los trabajos de Wiener, Shannon y Wea-
ver, entre otros, sobre los sistemas de omuniaión, que dieron origen a lo
que luego se denominará omo ibernétia, supone el omienzo de un des-
plazamiento del énfasis de las inteniones a los efetos en el estudio de la
onduta omuniativa humana. Se pasa de una perspetiva fundamental-
mente introspetiva a otra predominantemente preditiva, entrada en los
fenómenos de interaión, y por tanto, más observable, rigurosa y ientía.
1
Asimismo, no nos resulta asual el heho de que los oneptos que se exponen en esta
seión más eranos al ampo de la lingüístia, la psiología o la soiología hayan dado,
por otro lado, origen al ampo de onoimiento en el que se enuadra el presente trabajo:
la Automátia.
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El modelo de Shannon-Weaver, se entra en la eienia en la transmisión
de la informaión, que es odiada mediante un ódigo en una serie de
símbolos omensaje, y transmitido mediante una señal por un anal on ruido,
desde un emisor a un reeptor. Este modelo es quizás el más onoido debido
a sus reperusiones atuales en la soiedad tenológia de la informaión, lo
ual ha sido posible por su gran preisión matemátia en la desripión del
modelo. Además de los oneptos de emisor, reeptor, anal, et, el modelo
realiza una nueva e interesante ontribuión a la onepión de informaión.
Por un lado, el modelo inorpora una neesidad de interaión entre los
dos sistemas que se omunian para poder denir el onepto de informaión.
La informaión es una magnitud que omparten dos onjuntos. Es deir,
que un ente se puede onsiderar informaión uando ontiene algo que es
omún al reeptor. Una adena de símbolos produe mensajes, pero en sí
mismos no onstituyen informaión. Solamente después de que diha adena
sea orrelaionada on ierto mensaje que el reeptor onoe, la adena reeja
informaión.
Por otro lado, dene una medida matemátia de la informaión. Para ello,
se hae neesario denir una medida de la inertidumbre del mensaje asoiada
al heho de que el mensaje es odiado mediante símbolos perteneientes
a un alfabeto nito y transmitido por un anal uya apaidad también es
nita. Además, el modelo presupone que el reeptor no tiene ningún modo
de predeir qué símbolo le va a llegar en ada instante.
A esta inertidumbre se la denomina entropía de Shannon. Informaión se
dene omo la entropía de orrelaión o entropía mutua entre dos variables
aleatorias. Dihas variables se reeren al símbolo del mensaje en el sistema
emisor y al del mensaje en el sistema reeptor. Así, la informaión mide la
orrelaión entre dos onjuntos. Diho de otro modo, emisor y reeptor se
están entendiendo en un instante dado uando su orrelaión es máxima, es
deir, uando ambos manejan el mismo símbolo (véase [Shannon, 1948℄).
A.1.2. Modelo de Shramm.
Este modelo da más énfasis, respeto al modelo de Shannon-Weaver, al
onepto de interaión entre los interloutores, en el proeso de omunia-
ión presenial. Codiaión y deodiaión son proesos que ambos, emisor
y reeptor realizan simultáneamente. Por tanto, la omuniaión entre los in-
terloutores, en este modelo es bidireional.
Para Shramm lo más importante en la omuniaión es el heho de que
la fuente y el destino estén sintonizados, es deir, que la experienia au-
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mulada en ambos tenga ada vez más elementos en omún. A este nuevo
onepto lo denomina ampo de experienia que representa el onoimiento
de ada individuo y que en la medida en que se solape más fáil resultará
la omuniaión. Así, el modelo da importania también al ontexto de ada
uno de los interloutores. El mensaje tiene muhas más probabilidades de
éxito si guarda onsonania on las atitudes, valores y metas del reeptor.
De alguna manera, estas ideas están ligadas on un nuevo onepto que va
a ser desarrollado ampliamente por los ibernétios y que abrirá un nuevo
ampo de onoimiento: la realimentaión.
Otra ontribuión importante que reoge el modelo de Shramm, es la
araterístia plural del anal de omuniaión, y, por tanto, de los distin-
tos modos existentes en la omuniaión interpersonal. Los seres humanos,
uando se omunian presenialmente, envían y reiben informaiones por
varios anales, y no solo por el anal verbal. Estos nuevos anales, se reeren
a los modos no verbales: gestos, relaión espaial, et, y que, omo se verá
más adelante, resultan de gran importania en la interaión interpersonal.
En la interaión humano robot, esta pluralidad oinide on el onepto,
presentado anteriormente, de multimodalidad (véase 3.1.1).
A.1.3. Funionalismo lingüístio de Jakobson
La lingüístia estrutural omienza a partir de la obra de Saussure al
desentenderse de la diaronía en el hablante, es deir, del aspeto temporal del
lenguaje ([de Saussure, 1916℄) Surgen así oneptos omo el de signiante y
signiado
2
, y de ahí la semántia, entendida omo la ienia enargada del
estudio del signiado de los signos lingüístios
3
. Al estudiar el lenguaje omo
una estrutura, se produe un giro haia la importania de las relaiones de
sus onstituyentes en detrimento del análisis de sus elementos.
Por otro lado, entendiendo el lenguaje omo produto de la atividad
humana, surge así el onepto de ato de omuniaión verbal, que en el
presente trabajo va a ser reuperado en los atos del diálogo (véase 7.1.2).
Como ato humano el lenguaje adquiere un aráter teleológio o de nalidad:
el individuo, siguiendo una intenión propia, utiliza el lenguaje omo ato
para llevarla a abo.
El análisis del lenguaje, desde este punto funional y estrutural (relaio-
2
El signiante podemos relaionarlo on la parte literal de las gramátias utilizadas
en nuestro sistema de reonoimiento automátio del habla (véase 4.1.3), y el signiado
on su parte semántia.
3
Deniión obtenida de la RAE
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nando sus elementos) llevará a Jakobson a realizar un esquema de funiones
del lenguaje [Sebeok, 1966℄ basado en el modelo de Shanon-Weaver y en las
funiones que ya distinguía el lingüista Karl Bühler (1879-1963):
Funión emotiva o expresiva, asoiada al destinador, hablante o
emisor y a su relaión on el mensaje. Revela el aspeto afetivo y
subjetivo de la omuniaión y da uenta de la sineridad del hablante.
Funión referenial, asoiada al ontexto, a la informaión en sentido
estrito, a su aspeto denotativo y da uenta del aráter verdadero del
mensaje.
Funión poétia, orientada haia al mensaje y al aspeto estétio de
la omuniaión, donde reside su belleza.
Funión fátia, asoiada al ontato que se produe entre los inter-
loutores. Son mensajes uya nalidad es la de estableer, prolongar o
interrumpir la omuniaión. En ese sentido, está relaionada on las
normas de eduaión y onvenios soiales.
Funión metalingüístia, asoiada al ódigo de la omuniaión.
Suele ir implíita en la artiulaión del propio mensaje, y establee,
por parte del destinador qué ódigo resulta orreto para una omuni-
aión efetiva.
Funión onativa, dene las relaiones entre el mensaje y el desti-
natario, del ual el destinador espera una reaión. Esta funión está
relaionada on la legitimidad del hablante sobre la atitud que quiere
provoar en el destinatario.
Así, ada funión del lenguaje está asoiada a un elemento dentro del
sistema de omuniaión: al hablante, al destinatario, al ontexto, et. Estas
funiones, por tanto, se dan onurrentemente en un mismo ato verbal,
aunque en ierta jerarquía, existiendo así una funión primaria que adquiere
mayor importania respeto al resto.
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A.1.4. Teoría de la Comuniaión Humana de la
esuela de Palo Alto
En la paráfrasis realizada en los distintos modelos anteriores puede obser-
varse ierta importania progresiva que se va dando a la interaión entre los
interloutores (modelo de Shramm) así omo una progresiva omplejidad en
varios niveles en el ato omuniativo (modelo de Jakobson) Esta progresión
ulmina en el modelo sistémio que proponen los trabajos de los disípulos
de Gregory Bateson (uno de los readores de la ibernétia) en la esuela de
Palo Alto [Paul Watzlawik, 1967℄
Este modelo surge de investigaiones sobre las paradojas en el lengua-
je y sobre iertas patologías psíquias y su relaión on el modo en que se
omunian los seres humanos. Dihas patologías mostraban ierto equilibrio
o estabilidad ante ualesquiera fueran las entradas al sistema. Para expliar
esta estabilidad, se onstruye un nuevo modelo basado en la retroalimenta-
ión que supone el medio, el ontexto, et, en la atitud del individuo, al
ontrario que el psioanálisis que interpretaba la psique humana omo un
sistema determinista, o la psiología analítia que utilizaba modelos teleoló-
gios (orientados a un n) Los sistemas retroalimentados o realimentados, se
araterizan preisamente, por su apaidad para mostrar estabilidad, equi-
nalidad u homeostásis en alguna de sus variables, es deir, ierta indepen-
denia del sistema ante las ondiiones iniiales. La realimentaión va a ser
retomada para el ontrol de sistemas donde resulta esenial ([Ogata, 1993℄)
En la visión lásia, que surge del modelo de Weaver-Shannon, se onside-
raba omo ítem de entrada el ato omuniativo (la emisión de un mensaje)
que funionaba omo estímulo por parte del emisor haia el reeptor, el ual
responde on otro ítem provoando una nueva reaión en el emisor que de-
nominamos refuerzo. En el atual modelo, basado en la idea de retroalimen-
taión, el ítem onsiderado, al mismo tiempo, presenta la araterístia de
estímulo, respuesta y refuerzo, dado que no se entiende un ato omuniativo
sin sus ausas, y, por tanto, no existe un ato omuniativo iniial.
Se abandona así la noión ausal de que un heho omuniativo ou-
rre primero y determina un heho siguiente, sino que se adopta una visión
irular. Esta visión en el modelo no tiene porqué ser ompartida por los
interloutores
4
uya aión la ven omo una reaión ante la aión del otro
y no omo, simultáneamente, una ausa de la aión del otro.
El modelo aentúa el aráter holístio de la omuniaión humana: ada
4
De heho esta es una de las ausas prinipales de patologías psiológias debidas a la
omuniaión
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parte está relaionada de un modo tan sensible on las otras partes, que un
ambio en una de ellas provoa un ambio en las demás y en el sistema total.
Por tanto, al ontrario que en los modelos anteriores, éste establee la im-
posibilidad de desmenuzar en unidades independientes linealmente ausales
la dinámia de la interaión. Desribe araterístias globales de la omu-
niaión humana. Estas araterísitias quedan denidas en ino axiomas
exploratorios de la omuniaión de un modo bastante informal más que
exhaustivo, y que pasamos a enumerar y a desarrollar a ontinuaión:
1. Toda onduta es omuniaión.
2. Toda omuniaión tiene dos aspetos: ontenido y relaional.
3. La naturaleza de una relaión (entre interloutores) es funión de la
puntuaión dinámia de seuenias de hehos.
4. El ontenido de toda omuniaión tiene dos aspetos: digital y analó-
gio.
5. La interaión entre los interloutores puede ser de dos tipos: simétria
o omplementaria.
Imposibilidad de no omuniar.
Efetivamente, onsideremos el aso más singular: el silenio (verbal y
no verbal) o, lo que en teatro ha venido a denominarse másara neutra.
Bueno, pues aun en este aso extremo el individuo está omuniando: su
aspeto físio (sexo, altura, edad, ropa (si la lleva), et), su postura, et. E
inluso, dependiendo del ontexto, un individuo en silenio puede omuniar
preisamente que no quiere omuniar nada.
Además, el axioma deende ierta ineria en el proeso omuniativo. Es
deir, una vez omenzado, el proeso de omuniaión tiende a mantenerse en
el tiempo. Así, por ejemplo, si un individuo se dirige a otro, indefetiblemente
éste se verá en la obligaión de estar ya metido, sin ninguna esapatoria, en
el proeso de omuniaión y, por tanto en la obligaión de manifestar una
reaión limitada por el ontexto. Diha reaión puede ser de uatro tipos:
Rehazo. Es una forma desortés y, a pesar de todo, mantiene ya un
vínulo entre los interloutores (en este aso, un vínulo negativo)
Aeptaión. Esta reaión provoa que la ineria de la onversaión se
mantenga.
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Desaliaión del proeso, es deir, autoontradiiones, inongruen-
ias, ambios de tema, tangentes, osuridad, metáforas mal interpre-
tadas, et. Reaiones que provoan la pérdida de sintonía entre lo
interloutores.
Síntoma omo omuniaión. En este aso, el individuo reaiona des-
plazando la responsabilidad de omuniar a una ausa mayor externa:
A mí no me molestaría hablarte pero algo ajeno a mi voluntad me lo
impide.
El heho de que el robot vaya a estar siempre omuniando y que sus
movimientos vayan a entrar en uno de los uatro tipos de reaiones al proeso
de omuniaión tiene sus impliaiones tanto en el diseño externo omo en
el diseño de sus movimientos omuniativos. El tipo de reaión a esoger,
en la omuniaión por parte del robot, va a depender del rol on el que
queramos que se vaya a presentar de ara a su relaión on el usuario.
Comuniaión en dos aspetos: ontenido y relaión.
El primero de los aspetos haer referenia a la funión referenial, rela-
ionada on el ontexto, de Jakobson. El aspeto relaional hae referenia
a la funión onativa, asoiada a la relaión que tiene el destinatario on el
mensaje reibido. Es deir, que en el proeso de omuniaión apareen dos
planos paralelos: en uno de ellos disurre el ontenido, el tema, las relaiones
al ontexto, la informaión en términos absolutos que se está ompartiendo;
en el otro plano disurre un estableimiento de roles jerárquios entre los
interloutores: el emisor ofree un rol que el reeptor admite o no.
El aspeto relaional lasia el aspeto de ontenido y es, por ende,
una metaomuniaión: una misma frase puede tener signiados totalmente
distintos según el reeptor aepte o no el rol que está ofreiendo el emisor.
Cabe destaar que esta sensaión de la relaión es subjetiva y, por tanto,
hipotétia.
Ourre así, que en la interaión presenial los individuos denen una
mismidad o autodeniión: así es omo me veo en relaión on el otro en
esta situaión.
El otro, o alter, a su vez, en su respuesta ante la autodeniión del emisor,
le omunia ómo le onibe: así es omo yo te veo. Esta respuesta puede
seguir alguno de los siguientes patrones:
Conrmaión. Esta reaión, rea una base argada de motivos para que
los interloutores vuelvan a omuniarse por la omuniaión misma.
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Rehazo. Éste no neesariamente debe interpretarse on arga negativa
en la relaión de los interloutores. El rehazo puede ser onstrutivo,
en la medida en que el reeptor omunia y explia el rol que está
dispuesto a aeptar del emisor.
Desonrmaión. Provoa una espeie de enajenaión o pérdida de la
mismidad. En este aso, el emisor reibe una falta total de apreio por
parte del reeptor que reaiona omo si el otro no existiese.
La relaión entre dos partiipantes, una vez expuesta por ambos, puede
ser omplementaria o simétria. En el primer aso, uno de ellos está en ierto
modo subordinado al otro. En el segundo, ambos se mantienen en un mismo
nivel jerárquio en su relaión.
Por tanto, la sensaión de ser entendido por parte de un individuo no
solo reside en el heho de que la informaión que este omparte (nivel de
ontenido) se omprendida por el otro, sino que también omprendida la
identidad, rol o mismidad que el individuo ofree al otro, es deir, que haya
entendimiento a nivel relaional.
Puntuaión de seuenias de hehos.
Si bien, la interaión entre omuniantes, esto es, su interambio de men-
sajes, no se modela omo una seuenia ininterrumpida de interambios, si
que existe una organizaión de los hehos de la onduta omuniativa, que
Bateson y Jakson denominan puntualizaión de seuenias de hehos. En
todo proeso de interaión existen unos patrones de interambio que, en una
omuniaión eiente y no patológia, son aordados por ambos interlou-
tores, onsiente, inonsiente o extraonsientemente. Esta puntualizaión
no es tanto una señalizaión de uándo tomar el turno en la dinámia de
la interaión, sino que señala la visión subjetiva en el partiipante del as-
peto ausal del ato omuniativo, esto es, señala al interloutor si un ato
omuniativo de él mismo o del otro es ausa o onseuenia de otro ato
omuniativo del otro o de él mismo.
Así se expone un ejemplo de una onito matrimonial debido a una
patología en la omuniaión, en onreto, en el estableimiento no aordado
de las pautas de puntuaión de seuenias. El esposo arma que en defensa
ontra los onstantes regaños de su mujer, reaiona on un retreaimiento
pasivo, mientras que su mujer arma que las rítias vienen por la atividad
pasiva de su marido. De modo que onstantemente están en onito pues
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ada uno interpreta la atitud del otro omo ausa de su propia atitud y
ninguno rompe esta realimentaión positiva, que hae al sistema inestable.
Comuniaión analógia y omuniaión digital.
Esta diotomía entre los dos tipos de omuniaión equivale a la on-
sideraión de una omuniaión verbal y otra no verbal. De este modo la
omuniaión no verbal, en la medida en que realiza las representaiones me-
diante semejanza autoexpliativa, es analógia. La omuniaión verbal es no
analógia, dado que, salvo en iertos asos omo la onomatopeya, no existe
ninguna orrespondenia entre la palabra y el heho o osa que se designa.
La omuniaión digital tiene una araterístia de ontinuidad temporal
inherente que la hae muy adeuada para ompartir informaión aera de
objetos del entorno así omo para la transmisión de onoimiento a lo largo
del tiempo. Además en su eranía a la representaión matemátia, el len-
guaje digital uenta on una sintaxis lógia poderosa y ompleja. Todo esto
hae que el lenguaje digital (o verbal) sea la herramienta más adeuada para
la transmisión de todo lo que tiene que ver on el aspeto de ontenido de la
omuniaión. Sin embargo aree de la semántia adeuada en el ampo de
la relaión.
El lenguaje analógio posee la semántia pero no una sintaxis adeuada
para la deniión inequívoa de la naturaleza de las relaiones. Por tanto
el aspeto de relaión en la omuniaión está predominantemente marado
por la omuniaión analógia. Sin embargo esta aree de la potente sintaxis
lógia del lenguaje digital: aree de la negaión o de estruturas omo si
luego..., o...o.., et. De heho el lenguaje analógio uenta on ierta uali-
dad de ambigüedad inherente. Así por ejemplo, un individuo puede llorar de
alegría, pero también de tristeza; un puño errado puede mostrar simpatía o
despreio, et.
El ser humano, en su omuniaión interpersonal, va traduiendo de un
modo a otro. Además de la pérdida de informaión, esta traduión no es
inmediata y está sujeta a una signiativa ambigüedad, lo ual es fruto de
múltiples onitos y faltas de entendimiento entre los interloutores.
Interaión simétria y omplementaria.
A largo plazo, las relaiones pueden estar basadas en dos tipos de gestald :
igualdad o diferenia. En el primer aso, los partiipantes tienden a igualar
su onduta y por tanto se habla de una interaión simétria. En el segundo
aso, aparee un fenómeno que Bateson ha venido a denominar ismogénesis,
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o generaión de una esisión o división que arateriza la interaión om-
plementaria. En esta división, uno de los partiipantes adquiere un rol de
superioridad respeto al resto.
En ambos asos, el rol adquirido por los partiipantes es estable y abe
destaar el aráter de mutuo enaje en el que ambas ondutas interrela-
ionadas tienden a favoreer la una a la otra (realimentaión)
Sirva omo resumen las palabras de uno de los investigadores más im-
portantes en el desarrollo de modelos de omuniaión no verbal, Ray L.
Birdwhistell, en relaión a la omuniaión humana interpersonal: Un indivi-
duo no omunia; partiipa en una omuniaión o se onvierte en parte de
ella. [Birdwhistell, 1970℄ Esto último oinide on el onepto que el biólogo
olaborador on la esuela de Palo Alto Humberto Maturama ha pasado a
denominar lenguajear, que deende el heho de que solamente hay omuni-
aión uando hay oordinaión onsensuada de aiones y ondutas entre
los interloutores.
A.2. Sobre el lenguaje natural
Al ontrario de ualquier lenguaje artiial o omo ha venido a denomi-
narse, lenguaje formal, el lenguaje natural se dene, evoluiona y se mani-
esta omo ualquier otra ualidad natural del ser humano, es deir, desde su
interior. Su onstruión no ourre bajo un ontrol entral y es a posteriori,
uando surgen reglas, normas y desripiones que intentan formalizarlo pa-
ra su estudio. La desripión más generalizada de un lenguaje natural pasa
por su deniión en términos de fonétia, morfología, sintaxis, semántia y
pragmátia, según la lasiaión realizada en [Morris, 1938℄.
La Fonétia estudia el aspeto más físio de todo lenguaje natural: su
aústia. Se basa en un elemento fundamental, el fonema: ada una de las
unidades fonológias mínimas que en el sistema de una lengua pueden opo-
nerse a otras en ontraste signiativo.
5
Así, el onjunto de sonidos de un
idioma queda representado mediante sus fonemas. El fonema no es indivisi-
ble y está formado por moras Dentro de la fonétia distinguimos la prosodia,
omo el estudio de los rasgos fónios que afetan a unidades inferiores al fo-
nema, omo las moras, o superiores a él, omo las sílabas u otras seuenias
de la palabra u oraión, que se reeren a la métria, a los aentos y a su
antidad. El estudio prosódio del lenguaje en la interaión entre humanos
es de suma importania, dado que es en este nivel de segmentaión donde
5
Deniión obtenida de la RAE
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reside gran parte de la informaión asoiada a la intenión del hablante y la
foalizaión del tema del que habla.
La Morfología analiza la estrutura de las palabras, esto es, sus partes
o morfemas: ajos (prejos, sujos e interjos según su posiión dentro de la
palabra) y lexema o raíz de la palabra. Es en el lexema donde suele residir
el ampo semántio de la palabra. El resto de morfemas estableen mediante
exión el género, el número, la persona, el tiempo, el modo o el aspeto de
una palabra, según su ategoría gramatial (si es sustantivo, verbo, adjetivo,
et...) Estas exiones resultan de gran importania a la hora de relaionar
unas palabras on otras y estableer enlaes semántios entre ellas.
La Sintaxis establee en ategorías gramatiales una lasiaión de
todas las palabras de un lenguaje natural. También estudia los sintagmas
y su ordenaión en oraiones. En el lenguaje natural, por su aspeto oral,
denimos enuniado, omo sintagmas que no tienen neesariamente que estar
sintátiamente ompletos y que pueden ontener elementos no verbales, pero
que forman sentido. La sintátia estudia la estrutura temátia (sintagma
nominal y sintagma verbal) la jerarquizaión y dependenia (agrupaión de
palabras en torno a la relaión de atribuión prediativa), la onordania
entre sintagmas y las agrupaiones de oraiones, así omo, las modalidades
oraionales: delarativas, interrogativas, exlamativas, imperativas, asertivas,
armativas y negativas.
La Semántia se oupa del signiado en el lenguaje. Está más era de
su parte más interna y, por tanto, más osura: las ideas. El sema, o unidad
mínima de signiaión dentro de una louión, omparte a la vez un aspeto
semántio puramente denotativo on otro aspeto onnotativo. Ambos son de
difíil análisis. En los diionarios, así omo en otras estruturas ontológias
tiende a denir semántiamente una palabra en su aspeto más denotativo.
Pero probablemente es el aspeto onnotativo de una palabra el responsable
de que los seres humanos tengamos la impresión de que nos entendemos.
La Pragmátia se reere a los efetos que tiene en la onduta de los
interloutores su interambio de signos. Se enarga, por tanto, del estudio
de la parte más externa del lenguaje natural: las relaiones formales entre
omuniaión y onduta. En este sentido, la pragmátia deende que el
proeso de omuniaión en lenguaje natural entre individuos en interativo,
frente a un modelo unidireional.
Por tanto, ada una de estas disiplinas se entra en el estudio de una
araterístia distinta del lenguaje natural. Ahora bien, resulta inevitable,
que existan elementos aoplados entre las distintas disiplinas. Ourre así,
por ejemplo, que la prosodia está íntimamente ligada a la pragmátia, en la
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medida en que es la parte aústia de la louión la que expresa gran parte
de la intenión del hablante para on su interloutor. Así también, no resulta
asual que sea en el lexema, la parte más invariable de la palabra, que es
estudiado por la morfología, donde resida la raíz del ampo semántio de la
palabra, que es estudiado por la semántia. Por otro lado, si bien, la sintáxis
se enarga de estudiar las reglas remanentes en las louiones de un lenguaje
natural, sin entrar en su ontenido semántio, solamente podrá la semántia
estudiar el signiado de una louión, sintagma u oraión si esta es nee-
sariamente sintátiamente orreta; o omo en el prinipio omposiional
de muhos lenguajes, el signiado de un enuniado está en la estrutura de
su sintáxis. Y así, podemos estableer más elementos de relaión entre unas
disiplinas on otras.
En la omuniaión humana, la tendenia natural es la de estableer
vínulos y relaiones tales que la omuniaión entre individuos sea ada
vez más efetiva, en el sentido de maximizar el interambio de informaión,
minimizando el interambio de energía. Por tanto, si algo arateriza al len-
guaje natural es su tendenia a llevar a los usuarios a ser ada vez más
ahorrativos en todos los niveles. Fonétiamente la tendenia del hablante es
siempre la de omitir iertos fonemas. Sintátiamente, la tendenia natural
puede llevar al hablante no solo a omitir el sujeto de la aión (algo muy
omún en el astellano, por ejemplo) sino sintagmas enteros que se dan por
referidos. Semántiamente también hay omisiones laras, omo lo muestran
el uso de pronombres, la deixis o la anáfora, donde además el habla natural
va aompañado de informaión no verbal que resulta tan ruial en la arti-
ulaión del mensaje que tomar por separado la informaión verbal y la no
verbal puede ambiar radialmente el signiado peribido.
A.3. Comuniaión no verbal
Puesto que la interaión natural es multimodal, la omuniaión no ver-
bal juega un papel importante en la interaión humano robot. La funión
emotiva según el modelo funional de Jakobson está asoiada a la artiula-
ión no verbal de la omuniaión humana. Asimismo, el aspeto relaional
de la omuniaión propuesto por Watzlawik ontiene gran audal de o-
muniaión analógia o, lo que viene a ser lo mismo, omuniaión no verbal
que aompaña o no al habla.
En la seión 3.1.1, se desribían varios requisitos que deben umplir los
robots soiales. El de la multimodalidad está íntimamente relaionado on la
omuniaión no verbal. El estudio de la omuniaión no verbal humana es
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por tanto neesario para su apliaión a la interaión humano robot.
Se propone un estudio orientado en dos aspetos: uno en la morfosintáxis
de los movimientos orporales, y el otro en su semántia. El primero ha de
tratar de denir un lemario, dominio, repertorio y desripión de gestos y
su ombinaión a lo largo del proeso interativo. El otro ha de ofreer una
relaión entre ada gesto y su signiado omuniativo.
Podemos estudiar al uerpo omo elemento expresivo desde dos puntos
de vista:
Kinésia, o lenguaje orporal que estudia los gestos orporales uando
los interloutores están dentro del área próxima de interaión.
Proxémia, estudia el lenguaje orporal según la distania y posiión
relativa entre los interloutores, distinguiendo varias áreas de intera-
ión.
Tanto el estudio de gestos omo el de la posiión se realiza en los distintos
niveles lingüístios: a nivel sintátio, qué movimientos orporales involura,
a nivel semántio, que signiado omuniativo tienen esos movimientos, y
a nivel pragmátio, su efeto sobre el omportamiento del interloutor. Por
ejemplo, uando el hablante mira a los ojos del oyente (nivel sintátio),
en el ontexto adeuado signia que está preguntando si el oyente le está
prestando atenión (nivel semántio), el ual puede reaionar on un ato
omuniativo de armaión o onrmaión (nivel pragmátio).
En la reopilaión de estudios sobre el tema que se realiza en [Davis, 1971℄,
se tratan los distintos aspetos de la omuniaión no verbal de una manera
bastante amplia. El estudio del lenguaje orporal puede realizarse separando
distintos anales o modos: modo visual, auditivo, tátil y olfativo, o también
teniendo en uenta las distintas partes del uerpo involuradas, teniendo así
gestos faiales, realizados on las manos, posturales, et. También se analizan
esenarios onretos de interaión, omo es el saludo o el galanteo. Resulta
de espeial interés el tratado que se realiza sobre el ritmo de la interaión,
pues el ritmo juega un papel muy importante en la sensaión de empatía o
unión entre los interloutores. Por ejemplo, en el interambio del turno de la
interaión.
En el interambio del turno entre dos interloutores se ha observado la
siguiente seuenia de esenas:
1. El ritmo del hablante es peribido por el oyente que omienza a moverse
en sinronía omuniando así su deseo de tomar el turno.
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2. El hablante, por su parte, peribe tal deseo y ambos interloutores se
mueven en sinronía durante un breve periodo de tiempo.
3. El oyente realiza una pequeña variaión del ritmo, estableiendo un
tempo personal.
4. Si el hablante aepta el ambio de turno omienza a moverse on el
ritmo estableido por el oyente.
5. El oyente peribe que el ambio de turno ha sido aeptado e irrumpe
la onversaión.
Se podrían distinguir los gestos en dos tipos:
Emotivos. Se reeren a la expresión de emoiones, sentimientos, afe-
to, estado de ánimo, et. En [Ekman, 1999℄ por ejemplo, se muestran
las relaiones entre gestos y emoiones peribidas, distinguiendo has-
ta quine emoiones básias: tristeza, miedo, ira, sorpresa, feliidad,
diversión, et.
Disursivos. Es deir, gestos que no son esenialmente emotivos, que
aompañan o no a la informaión verbal y que tienen fuerte arga se-
mántia, omuniaional o, simplemente, de ontenido. Una lasia-
ión ategória de estos gestos en emblemátios, ilustrativos, regulado-
res, sustitutivos, et ha sido propuesta en [Ekman and Friesen, 1969℄.
Estas lasiaiones resultan eseniales para formalizar la expresión y
perepión de atos omuniativos no verbales por parte de un robot soial.




Después de haber realizado un ompendio de los prinipales robots per-
sonales o robots soiales que existen en la atualidad, sean prototipos de in-
vestigaión en laboratorios, omo produtos omeriales, podemos distinguir,
según su arquitetura de ontrol, dos grupos: arquiteturas donde se repre-
senta explíitamente un plan o una seuenia de interaión on el entorno, y
arquiteturas donde la interaión on el entorno no está representada de un
modo explíito. En el primer grupo estarían las arquiteturas de ontrol que
inluyen un planiador, en el segundo estarían las arquiteturas basadas en
un modelo de las emoiones.
En el presente trabajo onsideramos la posibilidad de que el robot in-
teratúe on el entorno siguiendo una seuenia. Se dene seuenia omo
una red de aiones y ondiiones alternadas. Entendemos por aión omo
ualquier proeso o efeto de la atividad del robot on su entorno y por on-
diión omo una entidad funional que puede tomar dos valores, verdadero o
falso, según iertas variables del robot o del entorno, donde se inluye al/los
usuario/s. Cabe destaar, por tanto, que el onepto de seuenia aquí ma-
nejado, nno solamente establee una serie de aiones a ejeutar siguiendo
ierto orden jerárquio, sino que, en la seuenia también se inluyen ondi-
iones que tienen que ver on el entorno, por tanto, la seuenia no establee
simplemente un modo de aión en el entorno, si no un modo de interaión
on el entorno.
La seuenia se representa omo un diagrama seuenial o SFC (Sequen-
tial Funtion Chart) estándar denido en IEC 61131-3[I.E.C., 1993℄ donde
se establee un lenguaje de representaión para PLC's (Programmable Logi
Controllers) basado en GRAFCET (GRAphe de Commande Etape Transition)
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y en redes de Petri.
La seión omienza realizando una breve revisión de algunas araterís-
tias de las redes de Petri, así omo de su representaión algebraia dado
que diha representaión ha sido utilizada también a la hora de modelar las
seuenias SFC.
B.2. Origen del diagrama funional: redes de Petri
Fig. B.1: Foto reiente de Carl Adam Petri
En 1962 Carl Adam Petri publia su tesis dotoral titulada Comuniaión
on autómatas, donde propone un nuevo tipo de red para representar el
funionamiento sistemas distribuidos. Esta nueva estrutura será utilizada
hasta la feha por miles de trabajos en automátia, informátia e inluso
químia, y en seguida tomará el nombre de red de Petri.
Una red de Petri es un grafo bipartito, que onsta de un onjunto de
lugares, representados mediante un írulo, y un onjunto de transiiones,
representados por un segmento. Cada lugar puede unirse a una o más transi-
iones y viebersa, ada transiión puede unirse a uno o varios lugares. Cada
lugar, además, puede ontener una o más maras, que indian si el lugar está
ativo o no. Las maras pueden moverse a través de las transiiones de un
lugar a otro, de auerdo a unas reglas de disparo.
B.2.1. Deniión formal de una red de Petri
Si bien existen múltiples deniiones formales de una red de Petri, po-
demos deir que una red de Petri PN está formada por la quíntupla PN =
(P, T,W−,W+,M0) donde:
P = {p0, p1, ..., pn}, es el onjunto nito de lugares de la red.
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(a) Gráo de la red de Petri
(b) Elementos de una red de Petri
Fig. B.2: Ejemplo de una red de Petri
T = {t0, t1, ..., tn}, es el onjunto nito de transiiones de la red.
P
⋂
T = 0, es deir que ambos onjuntos son disjuntos, o diho de otra
manera, que una red de Petri es un sistema bipartito.
W− : P × T 7→ N0, es el onjunto de onexiones de pre-ondiiones.
W+ : P × T 7→ N0, es el onjunto de onexiones de post-ondiiones.
M0 : P 7→ N0, en el vetor de maras iniiales.
Las matries W− y W+ representan las onexiones entre lugares y transiio-
nes.
La matriz de pre-ondiiones W− representa las onexiones desde los lu-
gares a las transiiones, es deir, los aros de salida de los lugares. El número
natural en la matriz mara un valor de peso de salida del lugar. Este valor
india el número de maras que debe haber en el lugar anterior a la transiión
para que se ejeute su funión de transiión.
La matriz de post-ondiiones W+ representa las onexiones desde las
transiiones a los lugares, es deir, los aros de entrada a los lugares. El
número natura en la matriz india el número de maras que se oloarán en
el lugar reeptor si la ondiión asoiada a la transiión es verdadera y hay
movimiento de maras.
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Asímismo, asoiada a ada transiión existe una ondiión denominada
funión de transiión. Esta funión deberá ser ierta para que se produza
un movimiento de maras, omo se verá más adelante.
Una de las araterístias más interesantes de una red de Petri es que
permite tener varios lugares ativos simultáneamente. Este paralelismo es
lo que la hae ser una potente herramienta de representaión para sistemas
distribuídos en general.
De la desripión general denida en este apartado han surgido numero-
sas variaiones on distintas apliaiones. Estas variaiones inluyen iertas
limitaiones en uanto a las onexiones posibles entre lugares y transiio-
nes respeto la deniión general. Existen así máquina de estados, grafos de
maras, redes de libre eleión (FC-nets), redes extendidas de libre eleión
(EFC-nets), red simple (SPL-net) y red simple extendida (ESPL-net).
Por ejemplo. En la gura B.2 puede verse una red de Petri de 4 lugares y
3 transiiones. Su representaión formal sería:
P = {p0, p1, p2 p3}, onjunto de lugares de la red.
T = {t0, t1, t2}, onjunto de transiiones de la red.
W−(p0, t0) = 2,W
−(p0, t1) = 1,W
−(p1, t2) = 1,W
−(p2, t2) = 3, es el
onjunto de onexiones de pre-ondiiones.
W+(p1, t0) = 1,W
+(p2, t1) = 2,W
+(p3, t2) = 1, es el onjunto de one-
xiones de post-ondiiones.
M0 = (3, 0, 1, 0), en el vetor de maras iniiales.
B.2.2. Reglas de disparo en una red de Petri
El movimiento de las maras en los lugares se realiza de modo disreto
en ilos. Para que en una transiión onreta diho movimiento se realie,
tienen que umplirse dos ondiiones en el mismo ilo:
1. Todos los lugares previos a la transiión deben estar ativos, y tener
ada uno un número de maras igual o superior al peso asoiado a las
respetivas onexiones de entrada a la transiión. En este aso se die
que la transiión está ativa
2. La ondiión asoiada a la transiión debe ser ierta durante todo el
ilo.
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Estas reglas de disparo pueden formalizarse on las siguientes deniiones:
1. Sea M : P 7→ N0, funión de maras que devuelve el número de maras
del lugar p.
2. La transiión t ∈ T está ativa para unas maras M , M [t > sii:
∀p ∈ P,M(p) ≥ I−(p, t) (B.1)
3. Cuando la transiión t ∈ T se dispara ambia el vetor de maras de
M a M ′, M [t > M ′ , de modo que ∀p ∈ P :
M ′(p) = M(p)− I−(p, t) + I+(p, t) (B.2)
4. Denimos σ = t0, t1, ..., tn\n ∈ N ∧ n ≥ 0 omo seuenia de disparos
de modo que existen las maras M0,M1, ...,Mn+1 tal que:
Mi[ti > Mi+1, ∀i = 0, ..., n (B.3)
Por ejemplo Supongamos que en la red de la gura B.2 en un ilo dado,
la ondiión asoiada a la transiión t0 es verdadera, entones vemamos si
se umple la euaión B.1, esto es, si la transiión está ativa. M(p0) = 3 y
omo I−(3, 0) = 2, entonesM(p0) > I
−(3, 0), luego la transiión está ativa.
Así, el disparo M [t0 > M
′
, siendo M ′(p0) = M(p0) − I
−(3, 0) + I+(3, 0), y
omo I+(3, 0) = 0, entones M ′(p0) = 1 son las maras on las que se queda
el lugar p0 después de la transiión.
B.3. Elementos de un diagrama funional
Todo diagrama funional viene denido por tres onjuntos de símbolos:
Etapas, análogas a los lugares de una red de Petri.
Transiiones, análogas a las transiiones de una red de Petri.
Aros o enlaes entre etapas y transiiones.
El estándar dene la seuenia en su aspeto gráo, de ahí el término
de diagrama. Por otro lado, ada etapa está asoiada a una aión y una
ondiión a ada transiión, de ahí el aspeto funional del diagrama.
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1 S|D|L Acción-1
Representación 
de la etapa inicial nº 1
Representación 
de la acción 1
Etiquetas que indican 
el tipo de acción
La etapa está activa
Fig. B.3: Representaión de una etapa en una SFC
B.3.1. Etapas y aiones
Una etapa arateriza el omportamiento invariante del sistema en ues-
tión. Toda etapa puede estar en dos estados exlusivos: ativo o inativo.
Cuando una etapa en estado inativo pasa a estado ativo, la aión asoiada
a la etapa omienza a ejeutarse. Este omienzo está asoiado a una funión
de ativaión. Cuando la etapa pasa de estado ativo a estado inativo, la
funión asoiada se denomina funión de desativaión.
La representaión de una etapa es mediante un uadrado. Si la etapa es
una etapa de omienzo, el estándar dene su representaión mediante un ua-
drado on doble línea. Cuando la etapa está ativa, se representa mediante
un punto en el uadrado. La aión asoiada a la etapa se representa grá-
amente mediante un retángulo a la dereha del uadrado que representa la
etapa.
Puesto que un diagrama funional o seuenia puede devenir en un es-
quema relativamente grande, muhas vees resulta útil inluir partes de la
seuenia en una sola etapa denominada maro. La etapa maro, por dento
puede inluir ualquier onvinaión de las estruturas básias omentadas,
así omo otras maros.
Finalizaión de aiones
La aión asoiada a la etapa puede tener o no nalizaión durante el
tiempo en el que la aión permanee ativa. Es deir, el paso a un estado
inativo de una etapa no implia la nalizaión de la aión uyo omienzo
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de ejeuión ha ordenado diha etapa. Una aión que no naliza uando
su etapa pasa a estado inativo se etiqueta mediante la letra S (Store) Una
aión sin nal es interrumpida uando otra etapa lo espeique mediante
otra aión de interrupión. Las aiones on nal tienen asoiada una funión














(b) La aión S naliza on otra
aión posterior.
Fig. B.4: Representaión de aiones on y sin nal dentro de una seuenia
simple
Por ejemplo, en la gura B.4 se representan dos ejemplos de diagramas
funionales donde apareen aiones on nal y sin nal. En B.4(a) la a-
ión levantar brazo izquierdo (RLA) es suedida de bajar brazo izquierdo
(DLA) siempre y uando la primera aión haya nalizado (ondiión n de
levantar brazo izquierdo) Sin embargo en B.4(b) la aión omenzar a girar
(S) no naliza por sí misma. Esta aión es seguida de una transiión trivial,
esto es, una ondiión que siempre se umple, después de la ual omienza
la aión levantar brazo izquierdo Por tanto en este punto, el robot estaría
girando mientras también levanta el brazo izquierdo. Esta seuenia simple,
naliza uando, después de haber terminado de levantar el brazo izquierdo
se ejeuta la aión parar de girar que mandaría nalizar la aión anterior
de omenzar a girar.
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Duraión de una aión
El estándar permite asoiar un límite de tiempo a la aión que omienza
uando se ativa una etapa. Este límite puede refererirse tanto a aiones on
nal omo a aiones sin nal. Las aiones on límite de tiempo se etiquetan
mediante la letra L junto on la antidad de tiempo límite.
Asímismo, el omienzo de una aión puede retrasarse desde el momento
en que la etapa ha pasado a estado ativo. Este retardo se espeia mediante
la etiqueta D junto on la antidad de tiempo de retardo.
B.3.2. Transiiones y ondiiones
Fig. B.5: Representaión de una transiión en una SFC
Las transiiones araterizan el omportamiento dinámio del sistema en
uestión, dado que permiten la evoluión del estado ativo de unas etapas a
otras, lo que se denomina movimiento de maras. Cada transiión se repre-
senta mediante un segmento.
Cada transiión está diretamente ligada a una funión o ondiión de
transiión. Esta funión puede involurar variables del entorno o de la propia
seuenia. La expresión algebraia booleana de esta funión se aompaña al
segmento que representa la transiión.
Se die que una transiión está ativa si todas las etapas onetadas inme-
diatamente antes están en estado ativo. El disparo de una transiión ourre
si y solo si está ativa y su ondiión de transiión es verdadera. El dispa-
ro de una transiión involura el movimiento de maras, de modo que las
etapas preesoras pasan a estado inativo y todas las etapas inmediatamen-
te posteriores onetadas a la transiión pasan a estado ativo. Aunque, en
la prátia, el tiempo de disparo suele ser tan pequeño que puede despre-
iarse en omparaión a los tiempos araterístios del sistema, nuna debe
onsiderarse que el tiempo de disparo es nulo.
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La transición está activa
    y su condición es verdadera
La transición está activa
Cuando termina la acción RLA
se produce el movimiento de la marca
Fig. B.6: Seuenia de disparos en un diagrama funional
B.4. Estruturas básias de diagramas funionales
Análogamente a las redes de Petri, no pueden haber dos etapas o dos
transiiones unidas entre sí, y todas las uniones en una seuenia tienen que
alternar etapa y transiión.
Mediante iertas estruturas elementales en realidad es posible represen-
tar ualquier seuenia por ompleja que sea. Estas estruturas son tres:
seuenia simple, seleión de seuenias y seuenias simultáneas.
B.4.1. Seuenia Simple
Una seuenia simple está formada por una serie de etapas seguidas u-
yo ilo de ativaión-desativaión será suesivo una detrás de otra. Cada
transiión, en una seuenia simple, solamente se ativa mediante una sola
etapa previa. Y en ada disparo ada transiión ativa solamente una etapa
posterior.
B.4.2. Seleión de seuenias (modo seleión)
En una seleión de seuenias se abren varias ramas en paralelo, ada
una asoiada a una transiión, de modo que solamente una de las ramas
puede ser ativada. De ada transiión en la seleión solamente puede partir
una sola rama.
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1 A  1
c 1




Fig. B.7: Ejemplo de una seuenia simple
La ondiión de transiión o seleión siempre parte de una etapa ori-
gen omún a todas las ramas. Para que solamente una de las ramas siga la
evoluión del estado de ativaión desde la etapa origen, las ondiiones de
transiión asoiadas deben ser exlusivas, de modo que solamente una de
ellas sea verdadera en un instante dado.
La apertura de una seleión de seuenias orresponde on una onver-
genia donde todas las ramas seletivas vuelven a unirse en una sola rama
destino omún. No se permite que exista una transiión omún a varias ra-
mas, y ada rama debe unirse on la rama destino a través de su propia
transiión.
B.4.3. Seuenias simultáneas (modo paralelo)
En una apertura de varias ramas de seuenias en paralelo, todas las
ramas parten de una misma transiión que, una vez se dispara, ativa todas
las ramas simultáneamente. Una vez ativadas, la evoluión en ada una de
estas ramas es independiente.
Para poder sinronizar la onvergenia de las distintas ramas en paralelo
en una sola rama prinipal omún se utiliza una misma transiión a la que
se une la última etapa de ada rama. Por tanto, para que diha transiión se
ative, todas y ada una de las ramas en paralelo tienen que haber terminado,
es deir, tienen que haber ativado su última etapa.
Apéndie C. 225
1 A  1
c  1  c  2  c  3
2 A  2
c  1  c  2  c 3
5 A  5
c  1  c  2  c  3
6 A  6
c  4
3 A  3
c  8
7 A  7c  5
4 A  4
c  6 c  7 c  9
8 A  8
Fig. B.8: Ejemplo de una estrutura en modo seleión
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1 A  1
2 A  2
5 A  5
6 A  6
c  4
3 A  3
c  8
7 A  7c  5
4 A  4
8 A  8
c  4
c  4
Fig. B.9: Ejemplo de una estrutura en modo paralelo




Podemos onebir un lenguaje omo un onjunto de seuenias de enti-
dades indivisibles representaiones distinguibles de ualquier informaión, o
símbolos perteneientes a otro onjunto no vaío que denominamos alfabeto.
Por ejemplo, el astellano onsta de un alfabeto que va del símbolo a al
símbolo z (obviando las letras mayúsulas)
Al denir lenguaje omo un onjunto, le dotamos de todas las posibilida-
des que ofree la Teoría de Conjuntos al respeto: operaiones, relaiones y
funiones. Por ejemplo: unión, interseión, diferenia, produto artesiano,
ley onmutativa, distributiva, et.
Una palabra es una seuenia de símbolos de un alfabeto. Por tanto un
lenguaje es un onjunto de palabras. Un aso partiular de palabra es la
adena vaía, ǫ
El onjunto de todas las palabras que pueden ser formadas por un alfabeto
Σ se denomina Σ∗ Es un onjunto innito enumerable, esto es, ada elemento
del onjunto puede ponerse en orrespondenia on un número natural. A
partir de este onjunto Σ∗ denimos otro onjunto: lausura de Kleene (L∗)
de modo reursivo omo el onjunto más pequeño que ontiene los siguientes
elementos:
ǫ, adena vaía.
L el onjunto lenguaje.
Todas las palabras formadas por onatenaión del propio L∗
Como se verá más adelante, este onjunto es ampliamente utilizado en lo
que se denominan expresiones regulares.
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Deniion C.1.1. Un lenguaje formal es un lenguaje en el que se denen
las reglas de onstruión de las palabras de las que onsta a partir de los
símbolos de su alfabeto.
Por ejemplo Podemos denir el lenguaje baby a partir de un alfabeto
Σ = b, a, ! y omo regla de onstruión de las palabras diremos que todas
han de omenzar por el símbolo b terminar on el símbolo ! y ontener
en medio de estos uno o más símbolos a De este modo el lenguaje baby
onstaría de palabras omo ba!, baa!, baaaaaaaaaaa!, et.
El onjunto lausura de Kleene del lenguaje baby ontendría todas las
adenas del lenguaje y además onatenaiones de estas adenas: ba!ba!,
baa!baa!baaaaa!, baaaaaaaa!ba!baaa!, et.
C.2. Lenguaje formal, gramátia generativa y
autómata
Relaionado on el onepto de lenguaje formal, abe destaar otros dos
oneptos también muy relaionados entre sí: gramátia generativa (o gra-
mátia a seas) y autómata.
Paralelamente al desarrollo de la teoría de lenguajes formales se ha ido
desarrollando el onepto de gramátia, omo una herramienta no sólo de
generaión, sino también de reonoimiento de un lenguaje formal. La ons-
truión de un lenguaje formal se realiza mediante unas reglas representadas
en la gramátia. La gramátia de un lenguaje formal onsta de tres elementos:
Símbolos terminales. Son adenas de arateres que no pueden sub-
dividirse en otras más pequeñas realizando ualquiera de las reglas que
establee la gramátia, de ahí su aspeto terminal Los terminales sue-
len representarse mediante letras minúsulas (a, b,...) Dos terminales
espeiales en toda gramátia es el terminal iniial S y el terminal vaío
ǫ El onjunto de terminales se denomina alfabeto y se denota por el
símbolo Σ
Símbolos no terminales. Son variables que pueden asignarse a sím-
bolos terminales y no terminales. Se suelen representar mediante letras
mayúsulas (A, B,...) El onjunto de no terminales se denota por el
símbolo V
Mediante letras griegas ( α, β,...) suelen representarse símbolos que
pueden ser tanto terminales omo no terminales. El onjunto de estos
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símbolos se denota mediante el onjunto (V ∪Σ)∗, es deir la unión de
los símbolos del alfabeto ombinados mediante la lausura Kleene on
símbolos no terminales que derivan del alfabeto.
Relaiones entre terminales y no terminales que estableen las reglas
de generaión dentro de la gramátia formal. El onjunto de estas re-
laiones se denota mediante el símbolo R
Según ómo sean las relaiones entre terminales y no terminales así se
lasian los distintos tipos de gramátias. Tradiionalmente se lasian
siguiendo la jerarquía de Chomsky ([Chomsky, 1965℄), que establee uatro
tipos de gramátias:
Tipo 0: α → β, siendo α y β adenas de terminales y/o no termina-
les, es deir, que son gramátias sin restriiones: en ada miembro de
la asignaión pueden apareer terminales y no terminales en ualquier
orden. Las gramátias de tipo 0 generan lenguajes denominados reur-
sivamente enumerables. Estos son los lenguajes más omplejos dentro
de la jerarquía.
Tipo 1: αAβ → αβγ, siendo α, β y γ adenas de terminales y/o
no terminales; y A un no terminal. Las gramátias de tipo 1 generan
lenguajes sensibles o dependientes del ontexto.
Tipo 2: A→ α, siendo A un no terminal y α una adena de terminales
y/o no terminales. Las gramátias de tipo 2 generan lenguajes libres del
ontexto. Estas gramátias serán las utilizadas en nuestro reonoedor
automátio del habla.
Tipo 3: A→ a, siendo A un no terminal y a un terminal. Las gramá-
tias de tipo 3 generan lenguajes regulares. Estos son los lenguajes más
simples dentro de la jerarquía.
De este modo obtenemos uatro tipos de lenguajes formales. La jerarquía
de Chomsky, tal y omo se ha desrito, establee además una inlusión de
un lenguaje sobre el anterior. De este modo podemos enumerar los uatro
lenguajes en orden reiente de omplejidad: lenguaje regular, lenguaje li-
bre del ontexto, lenguaje sensible del ontexto y lenguaje reursivamente
enumerable.
También existen otros tipos de lenguajes regulares no onsiderados en
la jerarquía de Chomsky, omo son: lenguaje reursivo, lenguaje indexado,
lenguaje semisensitivo del ontexto, lenguaje determinista libre del ontexto
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Fig. C.1: Jerarquía de Chomsky para los lenguajes formales
y lenguaje libre∗. En la tabla C.1 se representan todos estos lenguajes for-
males en jerarquía inlusiva, junto on las gramátias que los generan y los
autómatas asoiados a estas gramátias.
Paralelamente al onepto de gramátia y de lenguaje formal se ha desa-
rrollado el onepto de autómata en distintos tipos: máquina de Turing, de
deisión, linealmente aotado, autómata on pila anidada, on pila inrus-
tada, on pila no determinista, autómata on pila determinista, máquina de
estados nitos o autómata nito, y autómata aperiódio nito. De heho gra-
mátia y autómata pueden onsiderarse oneptos equivalentes, en el sentido
de que representan la misma informaión.
Para la presente tesis, la apliaión más importante de un autómata es
su apaidad para reonoer y generar un onjunto onreto de seuenias
de símbolos. El reonoimiento se realizaría mediante un algoritmo que haga
pasar en serie ada uno de los símbolos de la seuenia. La máquina parte
de su estado iniial. Si al nalizar toda la serie de símbolos la máquina llega
a alguno de sus estados nales, entones queda estableido que el autómata
ha reonoido tal seuenia de símbolos.
El reonoimiento de una palabra o adena por parte de un autómata
puede expresarse formalmente a partir de la deniión de lausura reexiva y
transitiva de⇒, que se representa omo⇒∗ La lausura reexiva y transitiva
de ⇒ simboliza la seuenia de pasos de derivaión o generaión desde el
símbolo iniial de un lenguaje hasta la palabra nal. De este modo podemos












































Tab. C.1: Tabla que relaiona los tipos de gramátias on los lenguajes que
generan mediante el determinado autómata
denir el lenguaje generado L por la gramátia G omo
L(G) = {w ∈ Σ∗, tal que S ⇒∗ w}
siendo Σ∗ la lausura de Kleene sobre un alfabeto Σ. Es deir que existe una
seuenia de pasos de derivaión tales que partiendo del símbolo iniial S se
llega a la palabra w y por tanto ésta pertenee al lenguaje.
S ⇒ α1 ⇒ α2 ⇒ ...⇒ w
C.3. Lenguaje regular
Un lenguaje L es regular si y solo si umple al menos alguna de las
siguientes ondiiones:
L es nito.
L = M ∪ N , siendo N y M también lenguajes regulares, su unión es
también un lenguaje regular.
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L =MN , siendo N yM también lenguajes regulares, su onatenaión
es también un lenguaje regular.
L = M∗, siendo M un lenguaje regular, la lausura de Kleene es tam-
bién un lenguaje regular.
Un lenguaje regular L basado en un alfabeto Σ es aquel que es generado
por derivaión de una gramátia regular G a partir de un símbolo iniial
S ∈ Σ
Un ejemplo muy onoido de lenguaje regular es el de los números bina-
rios, uyo alfabeto onsta de dos símbolos Σ = {0, 1} y uyos elementos o
palabras se realizan mediante onatenaión de estos símbolos.
C.3.1. Expresión regular
La expresión regular es un lenguaje de espeiaión de búsqueda de a-
denas de arateres en un texto. Es una expresión algebraia para espeiar
lases simples de seuenias de arateres alfanumérios (letras, dígitos, espa-
ios, tabuladores y signos de puntuaión), o lo que es lo mismo, un patrón. Su
deniión ha resultado ser uno de los mayores estándares en ienia ompu-
taional. Su uso se extiende por sistemas UNIX, WINDOWS y busadores
WEB. Comenzó a desarrollarse por Kleene en 1956, que probó la equivalenia
entre la expresión regular y un autómata nito, dado que ambos son apaes
de generar y reonoer el mismo lenguaje (el denominado lenguaje regular)
Para la presente tesis, las expresiones regulares juegan un papel muy
importante porque van a ser los onstituyentes de las gramátias utilizadas
para el reonoimiento automátio del habla.
Existen distintas desripiones de una expresión regular según el entorno
de uso. En este trabajo desribimos sus elementos más importantes:
Símbolos terminales omo son los arateres alfanumérios. Ejemplo:
aprender asaría on la adena de arateres aprender
Operador OR | Seleiona una de los dos elementos que los separa.
Ejemplo: aprendo|aprende asaría on las adenas aprendo y apren-
de
Agrupaión mediante ( y ) Ejemplo: aprend(o|e) asaría on las
adenas aprendo y aprende
Disyunión.Cadena opional sin repetiión [ y ] Ejemplo: [0123456789℄
asaría on ualquier dígito entre 0 y 9
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Rango de arateres siguiendo un orden alfabétio o según la odi-
aión Asii Ejemplo: [0-9℄ asaría on ualquier dígito entre 0 y
9
Repetiión ∗ Kleene de ero o más vees de la expresión anterior.
Ejemplo: [ab℄* asaría on ualquier adena que tenga ero o más aes
o bes; baa* asaría on adenas omo ba, baaaaaaaaaaaaaa
Repetiión + Kleene de una o más vees de la expresión anterior.
Ejemplo: ba+ asaría on adenas omo baa o baaaaaaaaaaa
Repetiión ? de ero o una vez de la expresión anterior. Ejemplo:
baa? asaría on las adenas ba o baa
Repetiión numerada entre llaves Donde se espeia el número
de vees que se repite una expresión. Ejemplo: ba{3} asaría on la
adena baaa
Sustituión on el aráter espeial . Ejemplo: am. asaría on a-
denas omo amo ama ame et.
La desripión anterior puede ser formulada siguiendo una nomenlatura
algebraia:
ER = Σ ∪ {“∧′′, “+′′, “•′′, “∗′′, “(′′, “)′′,Φ}
Donde,
ER es el onjunto de expresiones regulares sobre el alfabeto Σ
∧ ∈ ER, representa la palabra vaía.
Φ ∈ ER, representa el onjunto vaío.
Si σ ∈ Σ ⇒ σ ∈ ER, es deir, todo elemento del alfabeto es una
expresión regular.
Si e1 ∈ ER y e2 ∈ ER ⇒ w = e1 + e2 ∈ ER Por ejemplo: sea w =
uno|otro tal que uno ∈ ER y otro ∈ ER, entones (uno|otro) ∈ ER
Si e1 ∈ ER y e2 ∈ ER ⇒ w = e1 • e2 ∈ ER Por ejemplo: sea w =
entretantos tal que entre ∈ ER y tantos ∈ ER, entones entretantos ∈
ER
Si e ∈ ER ⇒ e∗ ∈ ER Por ejemplo: sea w = ay tal que ay ∈ ER,
entones ayayayayay ∈ ER
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Por ejemplo La expresión regular asoiada a la generaión del lenguaje
baby presentado en C.1 sería,
baa∗!
Otras expresiones regulares interesantes:
$brazo[s℄ | uello$
representa una de estas palabras: brazo, brazos ó uello
$hola|buenos días$
representa alguna de estas expresiones: hola ó buenos días
$si [al|uando℄ (levan(es|ar))$
representa alguna de estas expresiones: si al levantar, si uando levantes,
si al levantes, si uando levantar
C.3.2. Gramátia regular o de tipo 3
El término regular se debe a que las palabras que generan las gramátias
regulares suelen tener una serie de repetiiones regulares de algunos de sus
símbolos. Una gramátia regular se dene mediante el uádruplo (V,Σ, R, S)
tal que:
V orresponde on un alfabeto de no terminales o variables.
Σ orresponde on un alfabeto de terminales o onstantes.
R es un onjunto de reglas tal que R ⊂ V × (ΣV ∪ Σ)
S ∈ V es el símbolo iniial.
La deniión de la regla omo R ⊂ V × (ΣV ∪Σ) viene a deir que la forma
de una gramátia regular es
A→ aB
siendo A y B símbolos no terminales y a un símbolo terminal.
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Por ejemplo De este modo podemos denir lenguaje babya partir de una
gramátia regular. Sea el alfabeto del lenguaje Σ = {b, a, !}, la gramátia que





C.3.3. Autómata nito o máquina de estados nitos
Es la máquina de estados más senilla que existe y sobre la ual se ba-
san las deniiones del resto de máquinas de estados (máquina de Turing,
autómata on pila, et) Su importania, para el presente trabajo es su fuerte
vinulaión on las expresiones regulares, on las gramátias regulares ( o
de tipo 3, según la jerarquía de Chomsky) y, por tanto, vinulaión on los
lenguajes regulares.
Deniión formal de un autómata nito Formalmente se dene autó-
mata nito o máquina de estado nitos M omo un quíntuplo (Q,Σ, q0, F, δ)
tales que:
Q es un onjunto deN estados o también denominados símbolos q0, q1, ..., qN
Σ es el alfabeto de símbolos de entrada.
q0 es el estado iniial.
F es el onjunto de estados nales, tal que, F ⊆ Q
δ : Q × Σ −→ Q es la funión de transiión entre estados. Dado un
estado q ∈ Q y un símbolo de entrada s ∈ Σ entones σ(q, s) devuelve
un nuevo estado q′ ∈ Q
Notaión gráa y en tabla de transiión de estados La formulaión
matemátia de un autómata nito tiene su orrespondiente notaión gráa.
Cada estado se representa mediante un írulo on una etiqueta (el nombre
del estado) y ada transiión mediante una eha que une dos estados y una
etiqueta orrespondiente al símbolo de entrada en la máquina de estados
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nitos. Un ejemplo de máquina de estados nitos podemos enontrarlo en la
gura C.2
Fig. C.2: Ejemplo de máquina de estados nitos
Asimismo, una FSM puede representarse mediante una tabla de transiión
de estados. Como en la notaión gráa, la tabla de transiión de estados
representa el estado iniial, el resto de estados y qué transiión parte de
un estado y llega a otro según el símbolo de entrada a la máquina. En la
gura C.2 puede verse la representaión en tabla de transiión de estados del
diagrama desrito en la gura C.2 El valor 0 india que la máquina permanee
en el mismo estado uando llega el orrespondiente símbolo.
Entrada
Estado s0 s1 s2 s3 s4
q0 0 q1 0 0 0
q1 q0 0 q2 0 0
q2 q0 0 0 q3 0
q3 q0 0 0 0 q2
Tab. C.2: Ejemplo de tabla de transiión de estados
Apliaiones de un autómata nito Los estados representan las situa-
iones elementales por las que pasa un proeso y en los que permanee un
lapso de tiempo onsiderable, mientras que los eventos que representan las
transiiones entre estados idealmente son instantáneos. En una FSM los es-
tados son exluyentes entre sí, de modo que el sistema no puede enontrarse
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en dos o más estados distintos simultáneamente. Dado un estado origen, la
funión δ está bien denida para ada símbolo de entrada, de modo que el
estado destino está bien determinado lo que hae de la máquina de estados
nitos un sistema determinista.
Las máquinas de estados nitos fueron introduidas por Turing desde
1936 [Turing, 1950℄ y, para muhos, representan el omienzo de la ienia
omputaional moderna. La máquina de Turing es un modelo avanzado de
máquina de estados nitos. En un solo movimiento es apaz de leer un símbolo
en una inta, esribir un símbolo distinto en la inta, ambiar de estado y
avanzar o retroeder otro símbolo.
Fig. C.3: Máquina de estados nitos asoiada al lenguaje baby
Paso de un autómata nito a una gramátia regular Para ver la equi-
valenia entre ambos oneptos, autómata y gramátia, vamos a analizar en
el aso de los lenguajes regulares, ómo se rearía un autómata nito a partir
de la deniión de una gramátia regular y vieversa.
Para onstruir una gramátia regular a partir de una autómata nito,
basta on rear las reglas de la gramátia regular a partir de ada transiión
del autómata nito, del siguiente modo: dada la transiión de un autómata
nito
δ = (p, σ), q
tal que p, q ∈ K son elementos del onjunto de estados del autómata, y σ ∈ Σ
es el símbolo de entrada al autómata, se onstruye la regla de la gramátia
formal de la siguiente forma:
Xp → σXq
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y vieversa. Es deir, que los símbolos no terminales de la gramátia pa-
san a ser estados del autómata, y los símbolos no terminales pasan a ser
transiiones.
Así por ejemplo, tomando la gramátia del lenguaje baby desrita en la
seión C.3.2 podemos onstruir la máquina de estados nitos desrita en la
gura C.3.
C.4. Lenguaje libre del ontexto
C.4.1. Introduión a los lenguajes libres del ontexto
Un lenguaje se die que es libre de ontexto uando es generado por una
gramátia libre de ontexto. La expresión libre de ontexto se entiende ana-
lizando otro tipo de gramátias denominadas sensibles al ontexto. Éstas son
de la forma αAβ → αγβ siendo α, β y γ adenas de símbolos terminales
y/o no terminales y A un símbolo no terminal. Es deir, que A solo puede
generar γ uando ambos están rodeados de las adenas de símbolos α y β
que es lo que se lingüístiamente se denomina ontexto
Chomsky también dene a estas gramátias omo gramátias de la es-
trutura de la frase, dado que gran parte de los idiomas humanos tienen
una sintáxis que puede ser modelada on gramátias libres de ontexto. Los
trabajos desarrollados en [Chomsky, 1956℄ y [Chomsky, 1957℄ omienzan lo
que más tarde ha venido a denominarse Proesamiento del Lenguaje Natural
(NLP) y que se basa en modelar el lenguaje natural omo un lenguaje formal.
Puede demostrarse que la sintáxis del idioma español no puede ser formulada
en términos de una gramátia regular y por eso la neesidad de una nueva
gramátia formal.
Uno de los aspetos que dan importania a los lenguajes libres de on-
texto es el heho de que a partir de lenguajes de programaión omo Algol
(ALGOL-58 y ALGOL-60) o Pasal la mayoría de los lenguajes de progra-
maión atuales se basan en gramátias libres de ontexto. El formalismo
de estas gramátias es equivalente al denominado Bakus-Naur Form (BNF)
desarrollado primeramente por John Bakus y más tarde por Peter Naur,
y que evoluionó hasta onvertirse en el estándar de la IOS (International
Organization for Standardization) ISO(IEC 14977:199(E) en el formalismo
Extended Bakus-Naur Form (EBNF). A su vez, el W3C (World Wide Web
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una implementaión de EBNF.Este último estándar es la base de otros mu-
hos desarrollados por la W3C, que han sido utilizados ampliamente en la
implementaión de los sistemas que se desriben en esta tesis, omo son,





, SISR (Semanti Interpretation for Speeh Reog-
nition)
4
y NLSML (Natural Language Semantis Markup Language)
5
omo
se verá más adelante.
Cabe destaar, además, que en la implementaión de gramátias libres
de ontexto para el reonoimiento de voz utilizado en el presente trabajo se
utiliza el estándar ABNF (Augmented Bakus-Naur Form) que también deriva
del formalismo BNF Es denido omo el estándar RFC 5234 por Internet
Standard 68 (STD 68) ABNF desribe un lenguaje formal onebido omo un
protoolo de omuniaión bidireional
C.4.2. Gramátia libre del ontexto o de tipo 2
Formalmente una gramátia libre de ontexto (GLC) o de tipo-2 en la
jerarquía de Chomsky (ver tabla C.1) se dene omo una uádrupla que
onsta de los siguientes elementos:
V , onjunto de símbolos no terminales o alfabeto.
Σ, onjunto de símbolos terminales, tal que N ∩ Σ = Φ, siendo Φ el
onjunto vaío. Es deir que los onjuntos de terminales y no terminales
son disjuntos.
R onjunto nito de reglas tales que R ⊂ V × (V ∪Σ)∗ Es deir reglas
de la forma A→ α siendo A un no terminal y α una adena de símbolos
terminales y/o no terminales.
Un ejemplo de lenguaje basado en una gramátia libre de ontexto es
el onjunto de palabras {anbn}, siendo n un número natural. Este lenguaje
no es regular, pero sí puede ser desrito por reglas de gramátias libres de
ontexto:
1. S → aSb
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Así apliando la primera regla a la segunda suesivas vees obtendríamos
S → aabb⇒ aaabbb⇒ aaaabbbb⇒ ...
es deir el lenguaje L = {ab, aabb, aaabbb, aaaabbbb, ...}
Otro ejemplo más erano al proesamiento de lenguaje natural es el
de la desripión de la sintáxis del español en sus sintagmas y partíulas
sintagmátias. Así, por ejemplo, podemos modelar un lenguaje subonjunto
del lenguaje español, mediante una gramátia que tenga reglas del tipo:
$frase→ $sintagmaNominal $sintagmaV erbal
$sintagmaNominal → $sustantivo
$sintagmaNominal → $articulo $sustantivo
$sintagmaV erbal → $verbo




$complementoDirecto→ “el brazo′′ [“izquierdo′′|“derecho′′]
Obsérvese que en la onstruión de las reglas se ha optado por utilizar el sím-
bolo $ preediendo a los símbolos no terminales y que los símbolos terminales
se ponen entreomillados. Como se expliará más adelante, esta nomenla-
tura orresponde a la utilizada en la deniión de las gramátias para el
reonoedor automátio del habla, siguiendo el estándar ABNF (Augmented
Bakus-Naur Form) Obsérvese también que en las reglas se han utilizado
expresiones regulares (ver C.3), haiendo uso de los símbolos |, [ y ]
De este modo el lenguaje onstaría de adenas de arateres omo el
robot levanta el brazo izquierdo, la persona gira que tienen sentido semán-
tio, pero también adenas omo la robot interatua el brazo que no tienen
sentido semántio. Esto plantea un problema general de no fáil soluión de
hasta qué punto un lenguaje formal puede representar un lenguaje que se
quiere modelar. Asímismo, la onstruión de una gramátia, que establee
la orreión sintátia de un lenguaje, debe tener en uenta, además, los
aspetos semántios de las partíulas que se manejan en la gramátia.
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Para omprobar que el diseño de una gramátia libre de ontexto modela
orretamente un determinado lenguaje, se uenta on dos pruebas generales
que toda gramátia bien diseñada debe umplir: prueba de orreión y prue-
ba de ompletitud, que se explian a ontinuaión. Dado un lenguaje L que
quiere ser modelado por una gramátia libre de ontexto G tal que genera
el lenguaje (G) para un orreto modelado se han de umplir las siguientes
dos reglas:
(G) ⊆ L o prueba de orreión.
L ⊆(G) o prueba de ompletitud.
La primera asegura que el lenguaje generado, (G), no ontiene palabras fue-
ra del lenguaje que se quiere modelar L. La segunda asegura que la gramátia
es apaz de generar al menos todas las palabras de L
La equivalenia de dos gramátias se dene según los lenguajes que rean
y puede ser una equivalenia fuerte o una equivalenia débil. Así, se die que
dos gramátias tienen una equivalenia débil si generan el mismo onjunto de
palabras, pero no asignan la misma estrutura de frases para ada sintagma.
Si además de generar el mismo onjunto de palabras las dos gramátias es-
tableen la misma estrutura de frases para ada sintagma, entones se die
que las dos gramátias tienen una equivalenia fuerte.
C.4.3. Autómata on pila
Si se analiza qué inorpora de nuevo la gramátia libre de ontexto res-
peto a la gramátia regular, vemos que aquella inorpora en la forma de sus
reglas la posibilidad de tener símbolos no terminales en ambos miembros de
la regla. Ésta sutileza implia que puedan existir reglas reursivas, esto es,
reglas que inorporen el mismo no terminal en ambos miembros. Un ejemplo
de una regla reursiva se ha visto al desribir la gramátia libre de ontexto
del lenguaje identiado por el onjunto {anbn} en la regla S → aSb És-
ta reursividad, para ser omputada, implia la existenia de algún tipo de
memoria de símbolos
El autómata on pila es un autómata nito que inorpora una pila (LIFO)
de símbolos omo meanismo de memoria. Así, en ada transiión, no solo
se identia el símbolo de entrada al autómata, sino también, el símbolo que
se extrae de la pila y el que se introdue en la pila en diha transiión, si los
hubiere.
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Deniión formal del autómata on pila Formalmente un autómata on
pila se desribe on el séxtuplo (K,Σ,Γ, s, F,∆) tal que:
K, es el onjunto de estados del autómata.
Σ, es el alfabeto de entrada al autómata.
Γ, es el alfabeto que maneja la pila. Puede o no oinidir on el alfabeto
de entrada al autómata. Por ejemplo, si el autómata utiliza símbolos
de separaión en la pila.
S ∈ K, es el símbolo iniial.
F ⊆ K, onjunto de estados nales.
∆ ⊆ (K × Σ∗ × Γ∗)× (K × Γ∗) onjunto nito de transiiones.
En el proesamiento, el autómata omienza on la pila vaía. Se die
que un autómata on pila ha aeptado una palabra dentro del lenguaje que
genera si y solo si, todos los símbolos de la palabra han sido proesados por
el autómata, se ha llegado a uno de los estados nales y la pila del autómata
está vaía.
Notaión gráa y traza de ejeuión Gráamente un autómata de pila
se representa prátiamente igual que un autómata nito. La únia variaión
es en las transiiones. Mientras en el autómata nito ada transiión se deno-
taba por el símbolo terminal de entrada al autómata, ahora, en el autómata
de pila tenemos dos símbolos más, el símbolo que se obtiene de la pila y el que
se introdue en la pila. En aso de que no hubiera transaión de símbolos
on la pila se utiliza el símbolo vaío ǫ
Análogamente a la tabla de transiión de estados, el autómata de pila
uenta, además on una tabla de traza de ejeuión que representa el estado
del autómata en ada paso, para una adena de símbolos no terminales de
entrada dada.
Por ejemplo Para el lenguaje de ontexto libre {anbn} la notaión gráa
del autómata de pila quedaría omo en la gura C.4
Y podemos realizar la tabla de traza de ejeuión para la entrada de la
adena aaabbb para el autómata de la gura C.4
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Tab. C.3: Ejemplo de tabla de traza de ejeuión para la entrada aaabbb
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D. INTRODUCCIÓN AL ESTÁNDAR
VOICEXML
D.1. Introduión
De entre los distintos paradigmas de sistemas de manejo de diálogo,
voieXML representa una visión del diálogo basada en hueos de informaión
El sistema de diálogo realiza sus movimientos interativos para onseguir,
dialogando on el usuario, ir rellenando estos hueos que vienen estableidos
a priori en el diseño del diálogo. Tanto el usuario omo el sistema pueden
tomar la iniiativa de expresarse en ualquier momento a lo largo del pro-
eso del diálogo (iniiativa mixta) Asimismo, el usuario, mediante un solo
enuniado, puede rellenar varios de estos hueos de informaión.
En esta seión se explian las araterístias más relevantes para el pre-
sente trabajo de lo que es un sistema de diálogo que esté basado en el es-
tándar de lenguaje de etiquetas voieXML-2.0. Se explia tanto su estru-
tura general omo el signiado de ada una de las etiquetas y el algoritmo
que las interpreta. No se realiza una expliaión exhaustiva del estándar
y el letor deseoso de profundizar más en este lenguaje puede enontrar
diversa literatura relaionada omo por ejemplo: deniión de los reado-
res del estándar
1
; [MTear, 2004℄, donde se dan ejemplos muy ilustrativos;
[Sharma and Kunins, 2002℄, donde se proponen algunos onsejos prátios de
diseño.
D.2. Estrutura y ejeuión de un diálogo
Un sistema de diálogo basado en voieXML funiona omo una máquina
de estados nitos onversaional. Cada estado de este autómata se denomina
diálogo de modo que ada diálogo puede tener un suesor. Es importante no
onfundir este onepto de diálogo on el onepto lingüístio o habitual.
1
http://www.w3.org/TR/voiexml20/
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En lo suesivo habrá de entenderse por diálogo omo un estado dentro del
autómata sistema de diálogo.
El proeso de diálogo, que se denomina sesión, solamente puede enon-
trarse en uno solo de estos estados o diálogos. La sesión termina uando un
diálogo así lo expliita o uando no existe ningún diálogo suesor. Si la sesión
está bien implementada, también debe terminar en el momento en que el
usuario así lo espeique. En ada diálogo
2
se realiza un interambio verbal
entre el usuario y la apliaión hasta que ésta obtiene ierta antidad de
informaión predenida.
Por otro lado, la implementaión de una sesión típiamente se realiza en
un onjunto de doumentos. Cada doumento puede albergar uno o varios
diálogos. Existen dos tipos de doumentos, uno prinipal únio y obligatorio,
que dene lo que se denomina apliaión; y uno o varios seundarios, que
son optativos y que están relaionados on una únia apliaión. El dou-
mento prinipal de una apliaión siempre está argado en el intérprete de
voieXML y sus variables y sripts son visibles al resto de doumentos seun-
darios. En una sesión puede pasarse por varias apliaiones a lo largo de las
distintas transiiones entre diálogos. Si ourre una transiión entre diálogos
de distintas apliaiones ourre una transiión de apliaión. Ello onsiste en
la desarga de todos los doumentos argados de una apliaión y la arga
de, al menos, el doumento prinipal de la nueva apliaión.
Dentro de un mismo doumento, salvo que un diálogo haga menión ex-
plíita de realizar una transiión a otro, la ejeuión de los distintos diálogos
en un mismo doumento se realiza siguiendo la seuenia en la que apareen
en el doumento. Asimismo, uando se realiza una transiión de un diálogo a
un doumento, sin espeiar a qué diálogo dentro del doumento, se toma
por defeto el primer diálogo implementado en el doumento reeptor de la
transiión.
Cada transiión explíita de un diálogo a otro se realiza espeiando
el nombre del diálogo reeptor mediante una direión URI. Esta direión
puede ontener dos partes: la direión del doumento en sí y el denomi-
nado fragmento de la URI, que espeia el nombre del diálogo reeptor,
y es opional. Estas partes vienen separadas por el símbolo #. Además, la
direión del doumento reeptor de la transiión puede estar expresada de
modo absoluto o de modo relativo. En el primer aso, si el doumento es un
hero loal, la direión URI oinide on la ruta absoluta del hero dentro
de la máquina loal; si el doumento está en un servidor la direión URI
2
Se insiste, diálogo entendido omo estado dentro del autómata onversaional.
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oinide on la URL de diho doumento. En aso de que la URI se exprese de
modo relativo, se toma omo base de la direión, la ruta (tanto loal omo
remota, según orresponda) del doumento raíz de la apliaión en urso. Es
deir, que la loalizaión del doumento prinipal a una apliaión, tanto si
reside en un servidor omo si es loal, establee una direión raíz a partir
de la ual se busan los otros doumentos donde residen los diálogos sue-
sivos. Por ejemplo, imaginemos las siguientes líneas en un doumento raíz
de una apliaión llamado (inluyendo la ruta absoluta, en este aso loal)
/home/usuario/dialogos/omienzo.vxml
<goto next = http://servidor.om/siguiente.vxml />
<goto next = http://servidor.om/siguiente.vxml#dialogo4 />
<goto next = file:///home/usuario/siguiente.vxml#dialogo4 />
<goto next = siguiente.vxml#dialogo4 />
Todas estableen una transiión a otro diálogomediante la etiqueta <goto>
que se expliará on mayor detalle en la seión D.8.
En la primera línea, se establee la direión absoluta URI del doumento
reeptor, en este aso, doumento remoto. En esta direión no se espeia el
fragmento de la URI, luego la transiión se realizará al primer diálogo dentro
del doumento siguiente.vxml.
En la segunda línea, sí se establee diho fragmento, espeiando así a
qué diálogo se realiza la transiión, dentro de los diálogos implementados en
el doumento siguiente.vxml.
En la terera línea, se realiza una transiión a un diálogo onreto de un
doumento loal. Éste se espeia mediante su direión absoluta.
Por último, en la uarta línea se realiza una transiión a un diálogo on-
reto de un doumento loal, pero se espeia mediante su direión relativa,
y se toma omo base de diha direión la ruta del doumento origen, que es
/home/usuario/dialogos/
En resumen, un sistema de diálogo basado en voieXML está estruturado
en ino ámbitos jerárquios ordenados de mayor a menor amplitud:
1. Sesión. Proeso desde que omienza el primer diálogo hasta que termi-
na el último diálogo. Una sesión termina si un diálogo así lo espeia
o, simplemente, no realiza ninguna transiión a otro diálogo, o si lo
espeia el usuario.
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2. Apliaión.Una sesión uenta on una o varias apliaiones. Cada una
onsta de un doumento prinipal y, opionalmente, de uno o varios
doumentos seundarios.
3. Doumento. En ada doumento se implementan uno o varios diálo-
gos. La extensión típia utilizada para un doumento de voieXML es
.vxml
4. Diálogo. Dentro de un doumento puede implementarse uno o más
diálogos que perteneen, por tanto, a la misma apliaión.
5. Anónimo. Dentro de un diálogo existen ámbitos loales espeíos que
se expliarán más adelante.
La ejeuión de un diálogo se realiza, por un lado, interpretando las eti-
quetas ontenidas en los doumentos que lo implementan y onvirtiendo lo
interpretado a ódigo interno en lenguaje ECMASript. Por otro lado un al-
goritmo prinipal se enarga del ontrol de ejeuión de ada diálogo. El
algoritmo se denomina FIA (Form Interpretation Algorithm) uyo funiona-
miento será expliado más adelante.
Cada uno de estos ámbitos jerárquios presenta un espaio de visibilidad
y vida de las variables y sripts que maneja la sesión. De modo que las
variables o sripts delarados en un ámbito son visibles y utilizables en los
ámbitos subordinados.
Cada doumento .vxml onsta de una serie de etiquetas. Cada una, ade-
más, admite una serie de atributos. Existen dos tipos de etiquetas, las que
albergan a otras y las que no. De modo que el formato de implementaión es
<etiqueta atrb1 = ``valor1'' atrb2 = ``valor2'' ...
atrbN = ``valorN''/>
para las etiquetas de una sola línea y
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para etiquetas que albergan a otras. Las etiquetas albergadas se deno-
minan hijos de la etiqueta que los alberga.
Un doumento voieXML está ompuesto por etiquetas de alto nivel que
espeian ada uno de los diálogos. Éstos se espeian mediante etiquetas
<form> y <menu> que serán expliadas más adelante.
La herramienta utilizada para interpretar los distintos doumentos voieXML
se denomina plataforma.
D.3. Entrada del usuario. Gramátias literales.
La entrada del usuario es verbal, por tanto, para aptar la informaión
que el usuario expresa, es neesario un reonoedor automátio del habla. El
estándar voieXML está diseñado para inorporar tal reonoedor, pero no
se dan instruiones onretas de omo realizar la integraión. El estándar
solamente meniona que, mediante la etiqueta <grammar> admite gramátias
literales y semántias implementadas en SRGS y SISR
3
, por tanto la plata-
forma onreta que realie la interpretaión de voieXML también debe ser
apaz de realizar una interpretaión de la gramátia esrita en estos están-
dares junto on la entrada del usuario. Sin embargo, esto se ontradie on el
heho de que es la herramienta de reonoimiento automátio del habla quien
ha de realizar la interpretaión del habla mediante gramátias literales y/o
semántias. La resoluión de este problema de integraión depende, por tan-
to, de las plataformas espeías que se utilien tanto para el reonoimiento
del habla omo para la interpretaión de voieXML.
La gramátia espeiada mediante la etiqueta <grammar> establee una
gramátia literal de ontexto libre o una gramátia semántia, ambas basadas
en reglas. Estas reglas no son sino símbolos no terminales, pudiendo existir
una regla prinipal que se establee mediante el atributo root.
Cada regla se dene mediante la etiqueta <rule> espeiando su nombre
mediante el atributo id. Dentro de ada regla puede haber una expresión
formal de símbolos terminales y no terminales, pues el estándar SRGS dene
una gramátia de ontexto libre, pero la manera de implementar tal expresión
regular es mediante los siguientes elementos:
<one-of> Equivale al operando OR de una expresión regular.
<item> Espeia una seuenia obligatoria de símbolos terminales o
no terminales dentro de la regla.
3
La deniión del estándar voieXML-2.0 establee omo no obligatorio la interpreta-
ión de gramátias implementadas en el estándar ABNF
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<rule-ref/> Se utiliza para haer referenia a un símbolo no terminal,
es deir, una regla dentro de la misma gramátia o de otra.
Por ejemplo La gramátia espeiada a ontinuaión onsta de una regla
prinipal ommand que onsta de la seuenia de dos reglas obligatorias:
ation seguida de objet A su vez, ada una de estas reglas tiene una
serie de símbolos literales opionales.
<grammar mode="voie" xml:lang="es-ES" version="1.0" root="ommand">
<rule id="ommand" sope="publi">





















La gramátia reonoería enuniados omo abrir ventana, errar una ven-
tana, mover el menu, et. Nótese que en la regla objet aparee el atri-
buto repeat. Este atributo establee el número de repetiiones que pueden
ourrir de un símbolo en un mismo enuniado del usuario. Es análogo a los
operandos ∗, + y { } de una expresión regular (véase seión C.3)
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La gramátia puede ser implementada en línea, omo en el ejemplo an-
terior, o de forma externa. Las gramátias externas se implementan en un
doumento a parte del doumento voieXML desde el ual son refereniadas
mediante el atributo sr dentro de la etiqueta <grammar> La referenia es
una direión URI y su signiado y funionamiento es análogo al signiado
y funionamiento de las direiones de doumentos y diálogos en las transi-
iones, tal y omo se ha visto anteriormente. Lo únio que ambia es que,
ahora, el ontenido del fragmento de la URI (la parte de la URI preedida
por el símbolo #) espeia una de las reglas de la gramátia. Y esta es la
manera en que una regla de una gramátia puede ser menionada por otra
gramátia.
D.4. Salida de voz sintetizada
La salida del sistema de diálogo onsta, prinipalmente, de una frase
que se sintetiza en voz mediante un sintetizador de texto a voz externo al
manejador del diálogo. En voieXML estas salidas se espeian mediante
la etiqueta <prompt> Este elemento admite unos atributos opionales. Los
prinipales para el presente trabajo son:
bargein, permite la interrupión de la síntesis de voz si el sistema
deteta que el usuario ha omenzado a hablar.
ond, es una expresión que representa una ondiión booleana. Debe
ser verdadera para que se produza la síntesis de voz.
ount. Si el algoritmo de ontrol del diálogo (FIA) visita varias vees
esta etiqueta, este atributo permite ambiar el texto que se sintetiza en
ada visita.
timeout, tiempo de espera máximo (en milisegundos) que el sistema
espera a una entrada del usuario después de haber sintetizado el texto
de esta etiqueta.
xml:lang, idioma de habla en el sistema. Si este atributo no se espe-
ia se hereda del atributo de igual nombre en la etiqueta prinipal
<vxml>
Por ejemplo El siguiente ódigo envía al sintetizador de voz las frases no
te he entendido y repítelo otra vez on la opión de bargein on lo que
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las frases son sintetizadas sin interrupión, salvo que en mitad del habla el
usuario omiene él mismo a hablar.
<prompt bargein = ``true''>no te he entendido</prompt>
<prompt bargein = ``true''>repítelo otra vez</prompt>
Se verán más ejemplos más adelante.
D.5. Construión del diálogo: formularios y menú
La etiqueta prinipal de un doumento de voieXML es <vxml> Este ele-
mento admite varios atributos omo el namespae para voieXML, el idioma
utilizado, et. Los doumentos seundarios inluyen un atributo appliation
uyo valor establee el nombre del doumento prinipal de la apliaión a la
que perteneen.
La etiqueta <vxml> puede albergar varias instanias de diálogos de dos
tipos: formularios y/o menúes.
D.5.1. Formulario y algoritmo de interpretaión FIA
Un formulario implementa un diálogo mediante la etiqueta <form>. Un
formulario viene espeiado por su nombre mediante el atributo id.
Tal y omo se observa en la gura D.1, el formulario establee iertos
hueos de informaión o ampos. Estos están denidos por una serie de eti-
quetas <field>. La etiqueta <field> tiene un nombre que viene espeiado
por el atributo name. Cada uno de estos ampos rea una variable interna que
por defeto está vaía, o en estado false. Esta variable reada se denomina
variable sombra y orresponde on una variable en ECMASript visible en el
ámbito del diálogo. Mediante el atributo expr puede iniializarse su valor.
La variable es un tipo de objeto espeial que tiene los siguientes propiedades:
campo$.utterance, que alberga la serie de palabras obtenidas por el
reonoedor automátio del habla.
campo$.inputmode, india si el tipo de modo utilizado por el usuario
es voie (voz) o dtmf (dígitos de teléfono)
campo$.interpretation, objeto que alberga la interpretaión semántia
dada por el reonoedor automátio del habla.
campo$.confidence, grado de onanza del enuniado entero, dado por
el reonoedor automátio del habla.
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donde campo es el nombre del ampo oloado en el atributo id de la
etiqueta <field>.
Fig. D.1: Esquema de ómo el FIA reorre los ampos de un formulario
Existe una variable interna que se ompleta ada vez que ha habido re-
onoimiento de habla on una gramátia argada: application.lastresult$
Es un objeto ECMASript que ontiene las mismas propiedades que la va-
riable campo enuniada más arriba: utterance, inputmode, interpretation
y confidence Esta variable, en realidad es un vetor de dihos objetos.
Cada una de sus omponentes ontiene uno de los n-best (los n mejo-
res resultados del reonoedor de habla) siendo el primero de estos objetos
(application.lastresult$) el mejor resultado del reonoimiento.
El algoritmo de interpretaión del formulario (FIA) reorre en bule ada
uno de los ampos del formulario. En los ampos vaíos ejeuta unas ope-
raiones previas (ver gura D.1) que, típiamente suele ser una soliitud al
usuario para que, mediante voz, omplete la informaión asoiada al ampo.
Puede estableerse una ondiión de entrada al ampo mediante el atribu-
to ond de modo que el FIA entra en el ampo uando la ondiión fuere
verdadera.
Una vez ompletado un ampo, el intérprete pasa a ejeutar el ontenido
que viene denido dentro de la etiqueta <filled> En la gura se ha repre-
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sentado mediante las operaiones posteriores. En esta parte del doumento es
donde se interpreta la informaión reibida para saltar a otro diálogo, auto-
ompletar otros ampos vaíos, vaiar ampos ya ompletados, denir objetos
en ECMASript, ..., es deir, para realizar la interpretaión de la informaión
ompletada.
En un formulario puede estableerse una únia gramátia para todos los
ampos, o bien, ada ampo puede espeiar su propia gramátia.
La salida por voz puede oloarse tanto al omienzo del formulario omo
en ada uno de sus ampos.
Por ejemplo En el siguiente ódigo se muestra un simple diálogo en el que






<form id = "main">
<field name = "nombre">
<grammar root = "r" mode = "voie" version = "1.0">









<prompt ount="1">Cómo te llamas?</prompt>
<prompt>Simplemente quiero saber tu nombre</prompt>
<filled>
<prompt>Vale, te llamas <value expr = "nombre"/></prompt>
</filled>




En el ejemplo se hae uso de una etiqueta uya expliaión no se ha rea-
lizado todavía: la etiqueta <value/> Su signiado resulta fáil de entender
por el ontexto. La etiqueta <value/> hae referenia al valor de una de las
variables visibles en el sistema. El atributo expr de esta etiqueta denota la
variable que se quiere menionar. Como se ha expliado anteriormente, ada
ampo dentro de un formulario está asoiado a una variable ECMASript que
es visible dentro del diálogo, por eso en el ejemplo se meniona el nombre del
ampo nombre.
Obsérvese también que se ha heho uso del atributo ount dentro de la
etiqueta <prompt> De este modo el ontrol del diálogo entrará en el primer
prompt la primera vez, entrando en el segundo en suesivas vees, si las
hubiere.
Un ejemplo de un aso posible de diálogo:
sistema: Cómo te llamas?
usuario: Y a tí que te importa!
[El Sistema no entiende el enuniado del usuario y pasa al siguiente <prompt>
hasta rellenar el ampo nombre℄
sistema: Simplemente quiero saber tu nombre
usuario: Sini
[El Sistema entiende el enuniado del usuario y pasa al orrespondiente
etiqueta <filled>℄
sistema: Vale, te llamas Sini
D.5.2. Completado de varios ampos on un solo
enuniado
La etiqueta <initial> permite que un formulario sea de iniiativa mixta.
Así, el usuario puede tomar la iniiativa y ompletar a la vez varios ampos
del formulario on un solo enuniado, previamente a que el FIA omiene
a visitar ada uno de los ampos no ompletados, y el sistema omiene a
realizar preguntas para ada ampo. La etiqueta <initial> es hija de la
etiqueta <form> y se oloa antes del primer ampo del formulario. Funiona
de un modo muy pareido a un ampo <field>, salvo que no admite una
gramátia espeía y uando se utiliza debe denirse una gramátia general
a nivel formulario; tampoo admite una etiqueta espeía <filled>.







<form id = "hours">
<grammar sr = "hours.grxml" type = "appliation/srgs+xml"/>
<blok>
Hola. Vamos a programar mi horario de funionamiento.
</blok>
<initial name = "hour">
<prompt>
Dime a qué hora quieres que me enienda y
a qué hora quieres que me apague.
</prompt>
</initial>
<field name = "on_hour">
<prompt>Dime la hora de enendido</prompt>
</field>
<filled>
<prompt>Me eniendo a las <value expr = "on_hour" /></prompt>
</filled>
<field name = "off_hour">
<prompt>Dime la hora de apagado</prompt>
</field>
<filled>




Se da por supuesto que el hero externo de gramátias hours.grxml
implementa la posibilidad, por parte del usuario, de deir ualquier hora
dentro del rango fatible.
La etiqueta <blok> sirve para ontener ódigo ejeutable no interati-
vo, por ejemplo frases para ser sintetizadas a voz fuera del ampo de un
formulario.
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En el ejemplo, después de la ejeuión de la etiqueta <filled>, el sistema
queda a la espera de un enuniado del usuario. Este enuniado puede ontener
informaión referente a uno o varios ampos del resto del formulario y, por
tanto, ompletar a la vez varios de estos ampos. El resto de ampos sin
ompletar serían visitados por el FIA.
Un posible diálogo para el ejemplo anterior sería:
sistema: Hola. Vamos a programar mi horario de funionamiento.
sistema: Dime a qué hora quieres que me enienda y a qué hora quie-
res que me apague.
usuario: Quiero que te eniendas a las nueve de la mañana y que te
apagues a las diez de la nohe.
[El Sistema entiende ambas horas y las asoia a ada uno de los ampos.
Por tanto no llega a entrar en ninguno de ellos. Sí lo hae en las etiquetas
<filled>℄
sistema: Me eniendo a las nueve de la mañana.
sistema: Me apago a las diez de la nohe.
Otro posible diálogo donde se muestra qué ourre ante un fallo de reo-
noimiento de voz sería:
sistema: Hola. Vamos a programar mi horario de funionamiento.
sistema: Dime a qué hora quieres que me enienda y a qué hora quie-
res que me apague.
usuario: Quiero que te eniendas a las nueve de la mañana y que te
apagues a las nuever.
[El Sistema entiende la hora de enendido y la asigna al primer ampo, pero
no entiende la segunda hora. Así que el FIA entra solamente en el segundo
ampo.℄
sistema: Me eniendo a las nueve de la mañana.
sistema: Dime la hora de apagado.
usuario: Nueve de la nohe.
[El Sistema entiende el enuniado del usuario y asigna el resultado al se-
gundo ampo.℄
sistema: Me apago a las nueve de la nohe.
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D.5.3. El menú
Un menú dene un diálogo mediante la etiqueta <menu>. Este diálogo
tiene un nombre que viene espeiado por el atributo id.
Un menú enumera una serie de opiones al usuario, de modo que so-
lamente una de ellas puede ser seleionada. Cada opión está identiada
por la etiqueta <hoie> Las frases ontenidas en ada una de las opio-
nes sirven a la vez para ser sintetizadas por el sistema, mediante la etiqueta
<enumerate/>, y para generar la gramátia literal que sirva para reonoer
la entrada de voz del usuario. Una vez realizada la seleión, la apliaión
salta al diálogo o subdiálogo estableido en la opión mediante el atributo
next
Tanto la etiqueta <menu> omo ada uno de las etiquetas <hoie> admi-
ten la espeiaión de una gramátia general o partiular para ada eleión.
Pero no es obligatoria y si no se espeia ninguna gramátia, las frases on-
tenidas en ada uno de las etiquetas <hoie> sirven para que la propia pla-
taforma de interpretaión de voieXML onstruya la gramátia adeuada. En
este aso tanto la etiqueta <menu> omo ada uno de las etiquetas <hoie>
admiten un atributo aept que permite regular la onstruión de diha gra-
mátia. Este atributo puede tomar dos valores: exat o approximate.
En el primer aso, el usuario tendrá que deir la frase exata oloada en la
etiqueta <hoie> En el segundo aso, bastará on que diga alguna de las
palabras de diha frase.
Por ejemplo En el siguiente ejemplo se ofreen tres opiones al usuario y
solamente en la última opión se obligaría al usuario a enuniar al ompleto






<menu aept = "approximate">
<prompt>















Cada opión tiene asoiado un nuevo doumento voieXML. El sistema
de diálogo realizará la transiión al primer diálogo del doumento asoiado
a la seleión que el usuario realie.
Un ejemplo de un posible diálogo:
sistema: Bienvenido al sistema. Esoja entre una de las siguientes
opiones.
sistema: Comenzar la apliaión.
sistema: Congurar las opiones.
sistema: Salir del programa.
usuario: Salir
[El Sistema no entiende el enuniado del usuario y vuelve a repetir los
enuniados del prinipio℄
sistema: Bienvenido al sistema. Esoja entre una de las siguientes
opiones.
sistema: Comenzar la apliaión.
sistema: Congurar las opiones.
sistema: Salir del programa.
usuario: Comenzar
[El Sistema entiende el enuniado del usuario y pasaría a argar el dou-
mento begin.vxml℄
. . .
En la prátia, un formulario permite implementar también un menú de
opiones, por tanto, para la realizaión del sistema de diálogo de la presente
tesis, no se ha inorporado ninguna etiqueta <menu>.
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D.6. Manejo de exepiones
La plataforma puede enviar y manejar distintos eventos a lo largo de la
sesión. Los eventos pueden ser de dos tipos: predenidos y denidos por el
usuario. Cada uno de los eventos predenidos se asoia a una gramátia por
defeto, que suele estar implementada, junto on otras opiones por defeto,
en un hero que la plataforma arga al iniiarse. Los eventos predenidos
más importantes que admite voieXML, para la realizaión de esta tesis han
sido:
anel El usuario ha soliitado interrumpir la síntesis de texto a voz
de la frase en urso.
exit El usuario soliita terminar la sesión.
help El usuario soliita ayuda.
noinput Ha pasado un tiempo umbral sin que se haya produido nin-
guna entrada por parte del usuario.
nomath El enuniado del usuario no asa on ninguna gramátia
argada.
maxspeehtimeout El enuniado del usuario ha sobrepasado el tiem-
po máximo de habla.
error.badfeth Fallo al busar un doumento, por ejemplo porque su
ruta no es orreta.
error.semanti Error en tiempo de ejeuión debido a alguna errata
en el ódigo voieXML, al intentar utilizar una variable no delarada,
al realizar una asignaión inorreta a una propiedad de la sesión, et.
error.noresoure La plataforma soliita un reurso que no está dis-
ponible.
error.unsupported.builtin Se ha soliitado el uso de gramátias pre-
denidas (omo las que se reeren a dinero, fehas, nombre de iudades,
et...) y la plataforma no soporta dihas gramátias.
error.unsupported.format El reurso soliitado está en un formato
no soportado, por ejemplo, el formato de una gramátia, et.
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error.unsupported.language El idioma esogido no está soportado
por el sintetizador de texto a voz o por el reonoedor automátio del
habla.
error.unsupported.element Se ha utilizado una etiqueta no sopor-
tado por la plataforma aun siendo una etiqueta válido en la deniión
del estándar voieXML.
El evento noinput se emite graias a un ronómetro interno del manejador
de diálogo. Este ronómetro se iniializa ada vez que el usuario omienza a
hablar, omo se expliará más adelante, en la seión 7. Algunos ejemplos de
ómo el manejador de diálogo implementado en el presente trabajo gestiona
el silenio del usuario uando éste es propietario del turno pueden verse en
7.2.1.
<throw> Para enviar un evento se utiliza la etiqueta <throw/> espeiando
el nombre del evento mediante el atributo event. Junto on el evento puede
ir una adena de arateres a modo de mensaje, que se espeia mediante
el atributo message. Por ejemplo:
<throw event = ``help'' message = ``'tomandoDatos'''/>
<ath> Para apturar un evento se utiliza la etiqueta <ath> En el atri-
buto event se espeia qué evento va a ser manejado. La etiqueta <ath>
asoia una aptura a un doumento, a un diálogo o a un formulario. Su on-
tenido es de ámbito anónimo y ontiene dos variables oultas espeiales
_event y _message. La primera ontiene el nombre del evento reibido, la
segunda el ontenido del atributo message de la etiqueta <throw/>, que fue
el que envió el evento.
<ath event = "help noinput">
<if ond = "_event == 'help'">
<prompt>
Ha entrado en ayuda dentro de <value expr = "_message"/>
</prompt>
<elseif ond = "_event == ' noinput'"/>
<prompt>Lo siento pero no oigo nada</prompt>
</if>
</ath>
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Como se ve en el ejemplo, una sola etiqueta <ath> puede manejar varios
eventos. Por otro lado, en un mismo ámbito, un mismo evento solamente
puede ser manejado por un solo <ath> No obstante pueden existir varios
apturadores de un mismo evento si residen en distintos ámbitos. Existe toda
una polítia de manejo del evento, de modo que, si no existe un apturador en
un ámbito la plataforma va busando otro apturador en el ámbito superior.
Así por ejemplo, en un formulario puede haber un apturador para un evento
general a todos los ampos del formulario o bien, ada ampo puede esoger
su propio apturador, et.
Cuando un evento es apturado se maneja mediante el ontenido ejeu-
table que alberga la etiqueta <ath> El ámbito de este ontenido no es el
ámbito donde reside el apturador, sino que la ejeuión adquiere el ámbito
donde fue lanzado el evento. Así por ejemplo, si un apturador se oloa a
nivel de diálogo (por ejemplo en un formulario <form>) y el evento se produe
a nivel anónimo (por ejemplo dentro de una etiqueta <filled>) el ontenido
ejeutable del apturador hereda por así deirlo, el ámbito anónimo, esto
es, las variables y sripts albergadas en la etiqueta <filled> Además, si el
ontenido ejeutable del apturador envía a su vez un evento, su ámbito será
también el ámbito anónimo, no el ámbito del apturador.
Existen uatro etiquetas espeías para el manejo de los eventos prede-
nidos error, help, nomath y noinput que son <error>, <help>, <nomath>
y <noinput> Su funionamiento es exato a la etiqueta <ath> y represen-
tan simplemente una forma abreviada de expresarlo así:
<ath event = evento_predefinido>
D.7. Variables, expresiones y ámbitos
<var> La etiqueta <var> permite delarar y haer una asignaión a una
variable ECMASript. El ámbito de esta variable depende del lugar, dentro
del doumento voieXML, en el que se oloque esta etiqueta.
Si se oloa omo hijo de una etiqueta <blok>, <filled> o <ath> el
ámbito se denomina anónimo. Y la visibilidad y vida de la variable es la que
maran estas etiquetas.
Si se oloa omo hijo de una etiqueta <form>, puesto que esta etiqueta
dene un diálogo, el ámbito de la variable es el diálogo que se dene.
Si se oloa omo hijo de una etiqueta <vxml>, puesto que esta etiqueta
dene un doumento, el ámbito de la variable es todo el doumento. Ahora
bien, si este doumento es el doumento prinipal de una apliaión, el ám-
bito de la variable será toda la apliaión, es deir, inluyendo al resto de
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doumentos seundarios de la apliaión. Si el doumento es un doumento
seundario de una apliaión, el ámbito de la variable será solamente el de
ese doumento, y no el de otros de la misma apliaión.
El nombre y el valor de la variable que se dene vienen dados, respeti-
vamente, por los atributos name y expr.
El valor de una variable puede modiarse mediante la etiqueta <assign/>
Esta etiqueta tiene los mismos atributos name y expr que denotan, respeti-
vamente, el nombre y el valor de la variable que se quiere modiar.
El valor de una o más variables pueden borrarse mediante la etiqueta
<lear/> En el atributo namelist se oloa la lista de las variables que van
a ser borradas.
Nótese que el nombre de los ampos de un formulario son variables
ECMASript on lo ual, también pueden verse afetados por las etiquetas
<assign/> y <lear/>
<property/> Esta etiqueta permite denir propiedades que pueden afe-
tar al reonoedor automátio del habla, al sintetizador de texto a voz, a la
plataforma o intérprete de voieXML o a en ómo busar iertos reursos.
También, mediante esta etiqueta, puede asignarse un valor iniial a un am-
po <field> dentro de un diálogo <form>, por lo que diho ampo no sería
visitado por el FIA hasta que en algún ontexto de ejeuión se borrase su
valor.
Las propiedades se denen mediante dos atributos en la etiqueta: name,
que espeia el nombre de la propiedad, y value, que le asigna un valor.
Las propiedades, omo las variables, tiene sus reglas de visibilidad de-
pendiendo del ámbito donde se denan. Puede haber propiedades para toda
la apliaión, para todo un doumento (hijas de la etiqueta <vxml>), o sim-
plemente para un diálogo (hijas de una etiqueta <form> o de una etiqueta
<menu>) Una propiedad redenida en un ámbito inferior sobresribe a la de-
niión en el ámbito superior. Si en un mismo ámbito hay dos asignaiones
de una misma propiedad, permanee la última asignaión.
Una plataforma puede ontener propiedades espeías, es deir, propie-
dades que solo existen y afetan al entorno y funionamiento de esa plata-
forma o intérprete voieXML.
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Las propiedades más estándar para el reonoedor automátio del habla
son:
ondenelevel. Es un valor en el rango 0.0 - 1.0 que establee
un valor umbral para el grado de onanza de un enuniado. Si el
enuniado viene on un valor de onanza inferior al valor que establee
esta propiedad es rehazado.
sensitivity. Es un valor en el rango 0.0 - 1.0 que establee el grado
de sensibilidad aústia de la aptura de audio por parte del reonoe-
dor. Valores altos haen al reonoedor más sensible ante una señal de
volumen bajo.
speedauray. Algunos reonoedores tienen un parámetro en sus
algoritmos de reonoimiento que optimizan la veloidad de respuesta
desfavoreiendo el grado de onanza del reonoimiento y vieversa.
Es un valor en el rango 0.0 - 1.0.
inompletetimeout. Valor en segundos del tiempo de silenio que el
reonoedor debe esperar después de que el usuario haya supuestamente
terminado un enuniado, para terminar de proesar la señal que se ha
ido apturando, si el enuniado del usuario todavía no ha ompletado
totalmente una gramátia. Por ejemplo ante un enuniado inompleto
o entreortado. Este tiempo permite al usuario ompletar el enunia-
do o, lo que es lo mismo, utilizar silenios más o menos largos en la
expresión de un mismo enuniado.
ompletetimeout. Valor en segundos del tiempo de silenio que el re-
onoedor debe esperar después de que el usuario haya supuestamente
terminado un enuniado, para terminar de proesar la señal que se ha
ido apturando, si el enuniado del usuario ya ha ompletado total-
mente una gramátia. Esto permite al reonoedor asegurarse de que
el enuniado efetivamente está expresado al ompleto y de separar un
enuniado ompleto del siguiente.
maxspeehtimeout. Duraión máxima, en segundos, del habla del
usuario. Sobrepasado este valor se emite el evento maxspeehtimeout.
Las propiedades estándar para el sintetizador de texto a voz son:
bargein. Esta propiedad permite que un enuniado que está siendo
sintetizado por el sistema se interrumpa uando el usuario omienza a
hablar. Toma dos valores: true o false.
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bargeintype. La ruptura de un enuniado en proeso de síntesis puede
produirse porque el usuario simplemente omienza a hablar o porque
die una o varias palabras espeías, tomando así la propiedad dos
posibles valores speeh y hotword, respetivamente.
timeout. Tiempo de espera después de un enuniado sintetizado por
el sistema
Aunque existen más propiedades predenidas, no han sido onsiderados
de interés para los propósitos de esta tesis. Por último se omentan dos
propiedades miseláneas:
universal. Establee si se ativan o no las gramátias por defeto aso-
iadas a los eventos predenidos. Estas gramátias se implementan en
un arhivo iniial que la plataforma arga al omienzo de su ejeuión,
tal y omo se ha expliado en el apartado D.6. Puede tomar los siguien-
tes valores: all, que arga todas esas gramátias, none, que no arga
ninguna, o bien el nombre del evento asoiado a la gramátia: nomath,
anel, help, et.
maxnbest. Establee la dimensión de los n mejores resultados asig-
nados a la variable vetor appliation.lastresult$
Por ejemplo Algunas propiedades utilizadas en los doumentos implemen-
tados para el sistema de diálogo del presente trabajo son:
<property name = bargein value = true/>
<property name = timeout value = 5s/>
<property name = onfidenevalue value = 0.2/>
<property name = universal value = true/>
. . .
Expresiones Puesto que un doumento voieXML se tradue por la pla-
taforma en un sript en ECMASript el doumento aepta algunas etiquetas
de ontrol típios en programaión, e inluso un sript ompleto.
Así, las etiquetas <if> <else/> y <elseif> permiten evaluar ondiiones
y desviar el ujo del diálogo haia un diálogo u otro, lanzar un evento, realizar
un ambio en alguna variable, et.
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Por ejemplo
<if ond="total > 1000">
<prompt>El valor dado es demasiado grande</prompt>
<throw event="AD.badValue"/>
</if>





<if ond="olor == 'azul'">
<assign name="olor_elegido" expr="'b'"/>
<elseif ond="olor == 'rojo'"/>
<assign name="olor_elegido" expr="'r'"/>





La etiqueta <sript> permite enapsular todo un ódigo en ECMASript:










return (n <= 1)? 1 : n * fatorial(n-1);
}
℄℄> </sript>
















que pregunta al usuario un número entero y omunia su fatorial me-
diante la funión implementada en ECMASript Obsérvese la inlusión de
![CDATA[...℄℄ Este símbolo estándar, que es utilizado por la plataforma,























Son las <value expr="hora"/> horas,
<value expr="minutos"/> minutos, y
<value expr="segundos"/> segundos.
</prompt>









que hae uso de la funión estándar Date() para tomar la hora del siste-
ma. Luego pregunta al usuario si quiere volver a saber la hora. Si ontesta
armativamente borra el ampo orrespondiente, haiendo que el FIA vuelva
a entrar en él y, por tanto, vuelva a ser diha la hora atual.
La etiqueta <log> es muy útil para realizar la depuraión de un dou-
mento voieXML ya que esribe por pantalla un mensaje. Puede haer uso
de etiquetas <value/> y ontenido CDATA Por ejemplo:
<log> Posiion = <value expr = "posiion"/></log>
imprimiría por pantalla el valor de la variable posiion.
Ámbito anónimo Al hablar de los ámbitos de una sesión de un sistema
de diálogo basado en voieXML se nombró el ámbito anónimo que ahora se
explia. Éste ámbito loal es el que se enuentra dentro de alguno de las
siguientes etiquetas: <blok>, <filled> y <ath>.
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Transiión a un subdiálogo Dentro de las transiiones entre diálogos, ade-
más de lo omentado en D.2, ada diálogo puede derivar en uno o varios
subdiálogos, y estos a su vez en otros subdiálogos. Un subdiálogo es un diá-
logo hijo que, al terminar, vuelve al diálogo padre en el ontexto en que
aquel fue llamado. Funiona de modo análogo a lo que es una llamada a una
funión.
En voieXML, la diferenia entre un diálogo y un subdiálogo reside, no
tanto en ómo se implementa uno respeto al otro, sino en ómo son llamados
desde otro diálogo. La etiqueta <subdialog> se utiliza para realizar una
llamada a un subdiálogo, que es, un diálogo al que se le pasan parámetros.
La direión URI del subdiálogo se oloa en el ampo sr de la etiqueta.
La llamada a un subdiálogo abre un nuevo ontexto de ejeuión en donde
no es visible ninguna variable o sript de un ámbito superior (doumento,
apliaión o sesión) del diálogo que realiza la llamada, aunque éste resida en
el mismo doumento.
El subdiálogo termina una vez el FIA haya visitado todos los ampos
del subdiálogo o enuentre una etiqueta <return/> o un <exit/>. Cuando
el subdiálogo termina, el nuevo ontexto reado es borrado ompletamente
y el diálogo que realizó la llamada solamente reoge la informaión que el
subdiálogo le envíe mediante la etiqueta <return/>
La etiqueta <return/> naliza la ejeuión de un subdiálogo devolvien-
do el ontrol de la ejeuión al diálogo que realizó la llamada y devolviendo
también una serie de variables espeiadas mediante el atributo namelist.
Estas variables se devuelven omo propiedades de un objeto que tiene por
nombre el nombre del subdiálogo, dado en el atributo name de la etique-
ta <subdialog> Además, <return/> puede lanzar un evento, lo ual viene
espeiado mediante el atributo event
La etiqueta <subdialog> puede albergar las mismas etiquetas que un
formulario (<form>). Además puede ontener etiquetas <param/> que sirven
para espeiar las variables que, en la llamada, se pasan al subdiálogo. Estas
variables tienen que estar delaradas en el subdiálogo on el mismo nombre
on que se espeiaron en <param/>
Por ejemplo En el siguiente ejemplo se muestra una llamada a un subdiá-
logo, dentro de un diálogo-formulario. El subdiálogo se implementa omo un
diálogo-formulario, en el que se delara la variable edadUmbral y el ampo
edad El subdiálogo pregunta al usuario su edad y omprueba si es mayor
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que edadUmbral en uyo aso pone una variable mayor a verdadero (en aso
ontrario a falso) La llamada al subdiálogo se realiza mediante la etiqueta







> para delarar la variable
edadUmbral y asignarle un valor. Esta variable es asignada en la variable
loal edadUmbral en el subdiálogo, graias a que tienen el mismo nombre. El





que devuelve las variables edad y mayor al diálogo que realizó la llama-
da. Estas variables son utilizadas en el diálogo omo propiedades del objeto











<prompt>Tienes <value expr = "mayorEdad.edad"> años</prompt>
<if ond = "mayorEdad.mayor">
<prompt>Y eres mayor de edad</prompt>
<else/>












<if ond="edad &gt; edadUmbral">
<var name="mayor" expr="true"/>









Transiión a otro diálogo Al omenzar a desribir el estándar propuesto
para un sistema de diálogo voieXML se habló de que tal sistema no es sino
un autómata uyos estados se denominan diálogos. En esta seión se habla
de ómo se implementa en un doumento voieXML la transiión entre dihos
diálogos.
La etiqueta <link> permite enlazar una o más gramátias a un dou-
mento o a un diálogo onreto dentro de un doumento. El ámbito donde
esté implementado determina el ámbito de la gramátia enlazada. Así, puede
haber enlaes a nivel de apliaión, de diálogo o dentro de una etiqueta de
un diálogo (ámbito anónimo) Además, la etiqueta <link> permite lanzar un
evento uando el enuniado del usuario asa on alguna de las gramátias en-
lazadas. El diálogo o doumento al ual se realiza el enlae viene espeiado
por el atributo next. Por ejemplo:
<link next = ayuda.vxml>








<grammar mode="voie" version="1.0" root="r2">
<rule id="r2" sope="publi"> soorro </rule>
</grammar>
</link>
En este ejemplo, ante alguno de los enuniados ayuda, no entiendo
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nada o soorro, el diálogo en urso realizaría una transiión al primer
diálogo (etiqueta <form> o <menu>) del doumento ayuda.vxml
La etiqueta <goto/> permite haer alguna de las siguientes transiiones:
De un ampo de un formulario a otro ampo del mismo formulario
(ámbito diálogo)
De un diálogo a otro en el mismo doumento (ámbito doumento)
De un diálogo a otro en distintos doumentos en la misma apliaión
(ámbito apliaión)
De un diálogo a otro en distintos doumentos de distintas apliaiones
(ámbito sesión)
La espeiaión del diálogo al que se realiza la transiión viene dada en
el atributo next y ha de ser una URI existente. Si no, la plataforma emite el
evento error.badfeth. Cuando la URI ontenga solamente su fragmento (es
deir, que sea de la forma #nuevo-dialogo, se onsidera que el diálogo al que
se realiza la transiión está implementado en el mismo doumento. Solamente
en este aso no se realiza una búsqueda de un nuevo doumento, por tanto,
se mantienen tanto la visibilidad omo el valor de las variables en el atual
ámbito. En el resto de asos, se realiza una arga del nuevo doumento y,
por tanto, se pierden los datos asoiados al atual ámbito (variables y sripts),
es deir, no se mantiene le ontexto. Esto ourre inluso si la transiión se
realiza al mismo doumento. Así por ejemplo, imaginemos las siguiente lineas
en un doumento llamado miDoumento.vxml:
<goto next = "miDoumento.vxml#miDialogo"/>
<goto next = "#miDialogo"/>
Mientras que la segunda línea mantiene el ontexto en la transiión, pues
solamente espeia el denominado fragmento de una URL, en la primera línea
el ontexto no se mantiene ya que se vuelve a argar el propio doumento.
Ambas líneas van al mismo diálogo: miDialogo, pero llegan on distinto
ontexto.
La etiqueta <submit/> está diseñado para enviar y reoger datos de un
servidor. Esto se hae mediante las llamadas GET y POST propias de HTTP.
Pero en el presente trabajo no se utiliza on este n, dado que también
puede utilizarse para realizar una transiión entre diálogos análoga a la que
se realiza on <goto/> pero manteniendo el valor de iertas variables. El
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doumento al que se realiza la transiión se espeia en el atributo next y
la lista de variables que se quiere enviar en el atributo namelist.
<submit next = "miDoumento.vxml#miDialogo"/>
<submit next = "#miDialogo"/>
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E. GRAMÁTICA PARA EL EDITOR
VERBAL NO INTERACTIVO DE
SECUENCIAS
En este apéndie se muestra las gramátias utilizadas para el sistema





publi $root = $root_maggieSelf;
publi $root_maggieSelf = $body;
publi $body = ("abeza":head | "ojo|ojos|parpado|parpados":eye |
"uello":nek | "hombro|brazo":arm | "mano":hand |





publi $root = $sve;
/* gramatia utilizada por la lase Cdialog. Gramatia basada en DASML */
$sve = ( $nd | $ad | $sd | $e);
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$polite = porfi | por_favor;
/* artiulos */
$aDet = el | la | lo | los | las;
$aIn = un | una | uno | unos | unas;
$a = $aDet | $aIn;
/* nd - Dispreferred answers */
$simpleseqEx = [baile | seuenia℄ simple {<da "nd"><type "simpleseq">};
$atoneEx = [varios℄ [bailes | seuenias℄ en paralelo
{<da "nd"><type "atone">};
$selseqEx = seleion [de (bailes | seuenias)℄
{<da "nd"><type "selseq">};
$bodyEx = $<maggieSelf.gram#body> {<da "nd"><type "body">};
$sideEx = $side {<da "nd"><type "side">};
$ationEx = aion {<da "nd"><type "ation">};
$onditionEx = ondiion {<da "nd"><type "ondition">};
$nd = $simpleseqEx | $atoneEx | $selseqEx | $bodyEx |
$sideEx | $ationEx | $onditionEx;




$sd = (([$GARBAGE|en (el|la)℄($ardinal| $ordinal)[$GARBAGE|"baile"℄)|
$onlution|$branhend){<da "sd">};
/* uninterpretable */
$u = $GARBAGE {<da "u">};
/* turn-exit */
$e = [quiero℄ (sal|termina|salir|terminar) {<da "e">};
/* numeros */
$ardinal = ( "un | uno | una":1 | "dos":2 | "tres":3 |
"uatro":4 | "ino":5 | "seis":6 | "siete":7 |
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"oho":8 | "nueve":9 ) {<ardinal $value>};
$unontable = ("varios | varias | distintos | distintas":2 | "alguno |
alguna":1 ){<unontable $value>};
$ordinal = ("primer|primero|primera":1 | "segun|segundo|segunda":2 |
"terer|terero|terera":3 | "uarto|uarta":4 |
"quinto|quinta":5 | "sexto|sexta":6 | "septimo|septima":7 |
"otavo|otava":8 | "noveno|novena":9 )
{<ordinal $value><type "ordinal">};
/* aiones y ondiiones */
/*$ation = ([magui℄ $verb [$howmuh℄ [$<maggieSelf.gram#body>℄
[$side℄ [$howmuh℄){<type "ation">};*/
$ation = ([magui℄ $verb [$<maggieSelf.gram#body>℄ [$side℄)
{<type "ation">};
$ondition = ([magui℄ (uando | si |esperas [a | que℄) [te℄ $verb
[$<maggieSelf.gram#body>℄ [$side℄){<type "ondition">};
$then = (despues [de ($ation | $ondition)℄ | lo siguiente |
a ontinuaion) {<type "then">};
$verb = ("levanta|levantas|sube|subes|abre|abres":rise |
"baja|bajas|ierra|ierras":down | "gira|giras":spin |
"mueve":move | "toque|too":touh){<verb $value>};
$side = ("izquierda|izquierdo":left | "dereha|dereho":right |
"ambas|ambos":both){<side $value>};
$howmuh = ("[muy℄poo|[un℄ poquitin":0.2 | "ni_muho_ni_poo|algo":0.5 |
"muho|a_tope|todo":1.0){<howmuh $value>};
/* omandos de ediion de la seuenia */
$selseqinit = ((( abres | onsideras | reas ) ($ardinal|$unontable)
( opiones | posibilidades )) | (puedo haer $ardinal osas))
{<type "selseq">};
$atone = (a_la_vez [haes℄ [$ardinal|$unontable℄ [osas℄)
{<type "atone">};
$branhend = (Terminas | Por ultimo | para terminar | Y finalmente | despues
[de (todo | algo)℄ ($ation | [esperas a que℄ $ondition))
{<type "branhend">};
$onlution = ( (despues de [haer [alguna de℄℄ las [$ardinal℄ [ramas℄) |
([luego|y℄ ( ierras | unes | terminas) las
[$ardinal℄ opiones) ) {<type "onlution">};
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$loop = [despues | (por ultimo)℄ ((vuelves al prinipio)|
(repites la seuenia)) {<type "loop">};
/* omandos de ejeuion de la seuenia */
$runseq = ([magui℄ ejeuta la seuenia){<type "runseq">};
$stopseq = ([magui℄ ( (para de ejeutar [la seuenia℄) | (estate quieta) ))
{<type "stopseq">};
$rmseq = ([magui℄ (nueva | borra) seuenia){<type "rmseq">};
F. GRAMÁTICA PARA EL EDITOR
VERBAL INTERACTIVO DE
SECUENCIAS
En este apéndie se muestra las gramátias utilizadas para el sistema





publi $root = $root_maggieSelf;
publi $root_maggieSelf = $body;
publi $body = ("abeza":head | "ojo|ojos|parpado|parpados":eye |
"uello":nek | "hombro|brazo":arm | "mano":hand |





publi $root = $dialog;
/* gramatia utilizada por la lase Cdialog. Gramatia basada en DASML */
$dialog = ($fp | $f | $ky | $nn | $no | $nd | $ad | $sd | $h | $e);
280 F. Gramátia para el editor verbal interativo de seuenias
/**/
$polite = porfi | por_favor;
/* artiulos */
$aDet = el | la | lo | los | las;
$aIn = un | una | uno | unos | unas;
$a = $aDet | $aIn;
/* onventional-opening */
$fp = hola [magui℄{<da "fp">};
/* onventional-losing */
$f = adios [magui℄{<da "f">};
/* response aknowledgement or yes answer */
$ky = (okei|vale|de_auerdo|si|afirmativo|orreto|[que℄ bien){<da "ky">};
/* no answer */
$nn = (no|negativo|inorreto|[que℄ mal){<da "ny">};
/* other answer */
$no = (no_lo_se | no_se ) {<da "no">};
$simpleseqEx = [baile | seuenia℄ simple {<da "nd"><type "simpleseq">};
$atoneEx = [varios℄ [bailes | seuenias℄ en paralelo
{<da "nd"><type "atone">};
$selseqEx = seleion [de (bailes | seuenias)℄
{<da "nd"><type "selseq">};
$bodyEx = $<maggieSelf.gram#body> {<da "nd"><type "body">};
$sideEx = $side {<da "nd"><type "side">};
$ationEx = aion {<da "nd"><type "ation">};
$onditionEx = ondiion {<da "nd"><type "ondition">};
$nd = $simpleseqEx | $atoneEx | $selseqEx | $bodyEx |






$h = [$polite℄ (([neesito℄ ayuda) | (podrias ayudarme) | ayudame |
(no [te℄ entiendo [nada℄) | (ehame una mano)) [$polite℄{<da "h">};
/* statement-non-opinion */
$sd = (([$GARBAGE|en (el|la)℄($ardinal| $ordinal)[$GARBAGE|"baile"℄)|
$onlution|$branhend){<da "sd">};
/* uninterpretable */
$u = $GARBAGE {<da "u">};
/* turn-exit */
$e = [quiero℄ (sal|termina|salir|terminar) {<da "e">};
/* numeros */
$ardinal = ( "un | uno | una":1 | "dos":2 | "tres":3 |
"uatro":4 | "ino":5 | "seis":6 | "siete":7 |
"oho":8 | "nueve":9 ){<ardinal $value>};
$unontable = ("varios | varias | distintos | distintas":2 |
"alguno | alguna":1 ){<unontable $value>};
$ordinal = ("primer|primero|primera":1 | "segun|segundo|segunda":2 |
"terer|terero|terera":3 | "uarto|uarta":4 | "quinto|quinta":5 |
"sexto|sexta":6 | "septimo|septima":7 | "otavo|otava":8 |
"noveno|novena":9 ){<ordinal $value><type "ordinal">};
/* aiones y ondiiones */
$ation = ([magui℄ $verb [$<maggieSelf.gram#body>℄ [$side℄)
{<type "ation">};
$ondition = ([magui℄ (uando | si |esperas [a | que℄)
[te℄ $verb [$<maggieSelf.gram#body>℄ [$side℄)
{<type "ondition">};
$then = (despues [de ($ation | $ondition)℄ | lo siguiente |
a ontinuaion){<type "then">};
$verb = ("levanta|levantas|sube|subes|abre|abres":rise |
"baja|bajas|ierra|ierras":down | "gira|giras":spin |
"mueve":move | "toque|too":touh){<verb $value>};
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$side = ("izquierda|izquierdo":left | "dereha|dereho":right |
"ambas|ambos":both){<side $value>};
$howmuh = ("[muy℄poo|[un℄ poquitin":0.2 | "ni_muho_ni_poo|algo":0.5 |
"muho|a_tope|todo":1.0){<howmuh $value>};
/* omandos de ediion de la seuenia */
$selseqinit = ((( abres | onsideras | reas ) ($ardinal|$unontable)
( opiones | posibilidades )) | (puedo haer $ardinal osas))
{<type "selseq">};
$atone =(a_la_vez [haes℄ [$ardinal|$unontable℄ [osas℄){<type "atone">};
$branhend = (Terminas | Por ultimo | para terminar | Y finalmente |
despues [de (todo | algo)℄ ($ation | [esperas a que℄ $ondition))
{<type "branhend">};
$onlution = ( (despues de [haer [alguna de℄℄ las [$ardinal℄ [ramas℄) |
([luego|y℄ ( ierras | unes | terminas) las [$ardinal℄ opiones) )
{<type "onlution">};
$loop = [despues | (por ultimo)℄ ((vuelves al prinipio)|
(repites la seuenia)){<type "loop">};
/* omandos de ejeuion de la seuenia */
$runseq = ([magui℄ ejeuta la seuenia){<type "runseq">};
$stopseq = ([magui℄ ( (para de ejeutar [la seuenia℄) |
(estate quieta) )){<type "stopseq">};
$rmseq = ([magui℄ (nueva | borra) seuenia){<type "rmseq">};
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