In this paper, hidden bifurcation routes to multiscroll chaotic attractors generated by saturated function series are explored. The method to nd such hidden bifurcation routes (HBR) depending upon two parameters is similar to the method introduced by Menacer, et al. (2016) for Chua multiscroll attractors. These HBR are characterized by the maximal range extension (MARE) of their attractors and coding the appearance order of the scrolls under the control of the two parameters. Moreover, these HDR have interesting symmetries with respect to the two parameters. The novelty that this article introduces, is rstly the paradigm of MARE and the formula giving their approximate value depending upon parameters p and q, which is linked to the size of the scrolls; secondly the coding of the HBR which is dened for the rst time including the basic cell ; and thirdly unearthing the symmetries of these routes, allowing to obtain their coding without any numerical computation.
Introduction
In the last three decades, generation of multiscroll chaotic attractors has been extensively studied due to their promising applications in various real-word technologies. Several methods have been proposed, like piecewise linear functions and nonlinear modulating functions, and in electronic circuits (step, hysteresis and saturated circuits), for generating multidirectional multiscroll chaotic attractors (see [1] for a survey). Although the majority of such multiscroll generations are known for many years, it is only recently that they are studied under the scope of bifurcation theory [2] . They also have been found for hidden attractors [3] in the case where equilibrium points exist [4] , and even in the case of innite number of equilibriums [5] . For all the multiscrolls already known, the number of scrolls (or spirals) is a xed integer, which depends on c 2019 Journal of Advanced Engineering and Computation (JAEC) 511 VOLUME: 3 | ISSUE: 4 | 2019 | December one or more discrete parameters. To date no bifurcation was analyzed. However, Menacer et al. [2] changed the paradigm of discrete parameters by introducing hidden bifurcations, generating multiscrolls in a family of systems (7) possessing a continuous bifurcation parameter.
Then, all the classical theories of dynamical systems and their powerful tools can be used for studying the multiscrolls. Such hidden bifurcation theory is based on hidden attractor theory introduced by Leonov et al. [6, 7] .
In this article, the focus is on the study of the symmetries of hidden bifurcation routes in 1-D multiscroll chaotic attractors generated by saturated function series. In [8] , a saturated function series was proposed for generating multiscroll chaotic attractors, including 1-D n-scroll, 2-D n × m-grid scroll, and 3-D n × m × l-grid scroll chaotic attractors. The present article will adopt saturated function series in the design.
The novelty that this article introduces, is rstly the paradigm of the maximal attractor range extension and the formula giving their approximate value depending upon parameters p and q, which is linked to the size of the scrolls; secondly the coding of the HBR which is dened for the rst time including the basic cell ; and thirdly unearthing the symmetries of these routes, allowing to obtain their coding without any numerical computation. for the one in [8] , which is based on saturated function series ( Fig. 1 ) a controller is added to
with l 1,i = ih + 1 and l 2,i = (i + 1) × h − 1, 1) and (2), with k = 9; h = 18, p = q = 2 and a = b = c = d 1 = 0,7.
For k = 9, h = 18, p = q = 2, a 6-scroll attractor is generated as the asymptotic attractor of system (1-2), see 
Introduce a coecient k 0 and a small parameter ε to represent system (4) as
where
In practice, to determine k 0 and ω 0 , one uses the following transfer function of system (5):
where λ is a complex variable. The number ω 0 is determined from the equation ImW (iω 0 ) = 0 and k 0 is calculated by the formula k 0 = (ReW (iω 0 )) −1 .
Using the nonsingular linear transformation X = SY , dened in the Appendix, system (5) is reduced to the form
The transfer function of system (7) can be represented as
Further, using the equality of transfer functions of systems (5) and (7), one obtains
This implies the following relations:
Since system (5) can be reduced to the form (7) by the non-singular linear transformation dened in Appendix, the following relationships can be obtained:
Solving these matrix equations gives the entries of this matrix:
For small enough ε, one can determine the initial data of the rst step in the multistage localization procedure, as
For system (4), this gives the initial condition ω 0 = 0.8366 and k 0 = 0.3
Then, the solutions of system (5), with the nonlinearity εϕ(x) = ε(ψ(x) − k 0 x), are computed by increasing sequentially ε from the value ε = 0.1 to ε = 1, with step 0.1. For p = 0, q = 4, h = 20 and k = 10, using (13), one obtains the initial conditions
whereas in the case of p = 2 and q = 3, with the same values of h and k the following initial conditions are obtained:
x 0 (0) = 249, y 0 (0) = 0, z 0 (0) = −145.83
Using these initial conditions, the procedure Values of the parameter ε at the bifurcation points for p = 2 and q = 3 (7 scrolls). For example, for the rst route dened in Table   1 , one can see from and its length is equal to 120 for 6 scrolls.
For the second route in 
5.
Symmetries of the hidden bifurcation routes Consider all the values of p and q for the values of n in Eq. (3), ranging from 3 to 7, and some values of p and q for n between 8 and 12.
Basic cell
The routes) are displayed in black color in Table 3 .
It was found that
Moreover the coding of every hidden bifurcation route is given by
which is the formula that determines the number of scrolls and the order of their appearances, where s = min(p, q).
In Table 3 , HBR p,q and M ARE p,q , which are printed in red, correspond to both of the above formulas. From these numerical results, it appears clearly that there exists some symmetry about the rst diagonal. This symmetry is dened for HBR p,q by the change of R to L when p is changed in q, and vice versa. Moreover, if M ARE p,q = [α, β], then M ARE q,p = [β, α].
Conclusion
In this article, the hidden bifurcation routes in multiscroll chaotic attractors generated by saturated function series have been explored.
Such hidden bifurcations were rst discovered few years ago for Chua multiscroll attractors, which depend on a discrete parameter [2] . Embedding systems of generating multiscrolls in a family of systems possessing a continuous parameter, and using a method similar to the one introduced by Leonov et al. [6, 7] , the method used for Chua attractors is applicable also to other systems generating multiscroll attractors.
In the case of attractors generated by saturated Recently, the new concepts of self-excited and hidden attractors have been introduced [7] , [12] , [14] . An attractor is called a self-excited attractor if its basin of attraction overlaps with neighborhood of an equilibrium point; otherwise it is called a hidden attractor. For example, hidden attractors are attractors in systems with no equilibria, or with only one stable equilibrium, or with innitely many equilibria. A hidden attractor is characterized by its basin of attraction, which does not intersect with small neighborhoods of any equilibrium points, thereby making it very dicult to nd.
The name hidden comes from this computational diculty. However, Leonov et al. [6] , [13] , [14] found a method to reveal numerically their existence. They develop this method especially for Chua attractor. The method developed in [2] , revealing hidden bifurcations in the multispiral Chua attractor, in the case where the parameter of bifurcation which determines the number of spirals is discrete, is based on the method of Leonov et al. [6] To recall this numerical method, consider a system with one scalar nonlinearity:
were M is a constant (n × n) −matrix, µ, ν are constant n−dimensional vectors, T is a transposition operation, ψ(σ) is a continuous piecewisedierentiable scalar function, and ψ(0) = 0. Dene coecient k of harmonic linearization in such way that the matrix
has a pair of purely imaginary eigenvalues ±iω 0 (ω 0 > 0) and the rest of its eigenvalues have negative real parts. Assume that such k 0 exists. Then, rewrite system (17) as
were ϕ(σ) = ψ(σ) − k 0 σ, and introduce a nite sequence of functions, ϕ 0 (σ), ϕ 1 (σ), · · · , ϕ m (σ), such that the graphs of neighboring function ϕ j (σ) and ϕ j+1 (σ), j = 0, · · · , m − 1, slightly dier from each other. Suppose that the function ϕ 0 (σ) is small, and ϕ m (σ) = ϕ(σ). Using the smallness of the function ϕ 0 , one can apply the method of harmonic linearization (describing function method) for the system
and determine a stable nontrivial periodic solution X 0 (t). 
With j = 1, or when passing from (20) to system (21) with j = 1, one can observe the instability bifurcation destroying the periodic solution. In the rst case, it is possible to nd X 1 (t) numerically, taking as initial condition of system (21) with j = 1, any point of the stable periodic solution X 0 (t).
Starting from this initial condition, after a transient phase, the trajectory reaches the periodic solution X 1 (t). Then, after the computation of X 1 (t), it is possible to obtain a periodic trajectory X 2 (t) of system (21) with j = 2, starting from any point of the stable periodic solution X 1 (t), and so on, to obtain a periodic solution of system (19) if such solution exists.
Remark 2. In some cases it is not possible to get such solution because one observes at a certain step an instability bifurcation destroying the periodic solution. Remark 3. In the cases of Chua attractor, the periodic solution close to the harmonic one is transformed to a chaotic attractor. This is also the case for multiscroll chaotic attractors from saturated function series, studied in this article. 
Here, y 1 , y 2 are scalar values; Y 3 is an (n − 2) −dimensional vector, B 3 and c 3 are (n − 2) −dimensional vectors, b 1 and b 2 are real numbers;
where all of its eigenvalues have negative real parts.
Without loss of generality, assume that, for the matrix A 3 , there exists a d 2 > 0 such that
In the scalar case, introduce the describing function Φ of a real variable η as follows:
Theorem 1. [12] If a positive η 0 satises that
then, for the initial condition of the periodic solution X 0 (0) = S(y 1 (0), y 2 (0), Y 3 (0)) T at the rst step of algorithm, one has
were O n−2 ( ) is an (n − 2) −dimensional vector in which all its components are O( ).
Recall that the stability is dened in the sense that, for all solutions with the initial data suciently close to X 0 (0), the modulus of their difference with X 0 (t) is uniformly bounded for all t > 0. For the stability of X 0 (t), it is sucient to require the following condition:
In practice, to determine k 0 and ω 0 , one uses the transfer function of system (17),
where λ is a complex variable. The number ω 0 is determined from the equation ImW (iω 0 ) = 0 and k 0 is then calculated using the formula k 0 = −ReW (iω 0 ).
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