Abstract -This paper develops an optimization approch using the modal performance measure for the selection of Power System Stabilizer parameters in multi-machine power systems. The goal of the optimization problem is to damp out the sustained low frequency oscillations in the outputs of a linearized power system. Thus. the modal performance measure optimization problem is to select a set of PSS parameters so that the area under the envelop of the oscillatory output response will be minimum. This paper also considers bounded and unbounded PSS parameters and compares the effects of bounds on the end results. Furthermore. this work also shows that the performance measure is not a convex function in the PSS parameters. That is, there exist many local minima and possiblly a global minimum. Single-machine infinite-bus and two-machine three-bus power systems are used to show the effectiveness of the proposed work.
the pole-placement technique with special emphasis on the frequency response of the controller. However, not all the states are available. Further analysis of the pole-placement technique for site selection and design of PSS in multimachine system was carried on by Yu and Li [6] . Even though the system damping was improved, the approach had an inherent defect in the preselection of PSS time constants. Use of "eigenstructure assignment" by the decentralized output feedback control scheme to improve the dynamic stability of the power system and to alter the dynamic behaviour of the system was done by Huang and Hsu [7] . Optimal setting of the PSS parameters using the sensitirity of the system eigenvalues with respect to the PSS gain, was proposed by Liu e t al. IS]. Recently the adaptive control techniques have been employed to improve the dynamic performance of the synchronous machines over a wide range of operating conditions 19-13;, This paper introduces a new measure, called the modal performance, proposed by Jung, Choo and Park [14] and Lee and Lee 1151 for the selection of PSS parameters. The problem of selecting the PSS parameters has been formulated as a paramcontrol. commonly referred to as Power System Stabilizer (PSS), to enhance the damping of these low frequency oscillations and thereby to improve the stability of the power system. Feasible approach to achieve this goal is to design the optimal values of the parameters of the PSS network.
The present techniques of selection of the parameters of the PSS are based on the concept of synchronizing and damping torques [l-31 and the theory of phase compensation in the frequency domain to improve the damping torque in the low frequency range. However, when a higher order model has been used to design the PSS, it is difficult to apply the theory of phase compensation. Yu and Moussa [4] formulated the problem as an optimal linear regulator problem whose solution is a complete state feedback control scheme. This was further extended by Chow. and Sanchez-Gasca [5] , where the PSS was designed by 2. SYSTEM MODELING Let a power system consist of q buses, m of which are generator buses. Then in its dynamic state the power system can be represented by the non-linear vector equation where x is the state vector for m generators, and v and 9 are, respectively, the voltage magnitude and angle vectors for q buses. The power system was initially assumed to be operating at a steady state, characterised by x0. Hence 
A = [ E + [ B C I J -I S ] .
It can be seen that the system matrix A contains parameters of generators, exciters, PSS's, and the network.
P A R A M E T E R O P T I M I Z A T I O N
Most of the earlier methods to select the parameters of the PSS are based on the theory of phase lead-lag compensation.
However, when a higher order model is required to design the PSS, the phase lead-lag theory is difficult to apply 1161. In addition, the application of linear control theory to select the pa-3.1. M o d a l P e r f o r m a n c e M e a s u r e Let us consider the linearized system in equation ( 7 ) , characterised by the state-space equation,
along with the output equation
and the given initial condition Ax(0) = XO. The elements of the A matrix contain the PSS parameters. These parameters can be controlled in such a way that the eigenvalues of the A matrix move away from the imaginary axis and the system becomes more stable. Hence, without any loss of generality it can be assumed that the A matrix has distinct eigenvalues.
The natural response of the states of the system can be expressed in terms of its modes as
where X j is the j -t h eigenvalue of the A matrix and has the form X j = uj + i4j. Here, uj and vj are the corresponding n x 1 right and 1 x n left eigenvectors, respectively, and n is the dimension of Ax.
Let Azj(t) be the j -t h state of the vector Ax(t); and Azj;(t) be the i-th mode of Azj(t). Let uij be the i-th entry of the j -t h right eigenvector uj. Then, (12) Similarly, let yj(t) be the component of y(t) that depends on the j -t h state of vector Ax(t), and yj;(t) be the i-th mode of yj(t). Hence, A square of the envelope of the i-th mode in the j -t h component in the output can be expressed as This modal performance measure has to be minimized with respect to the parameters which are present in the system matrix A. Hence, the problem can be formulated as following:
where p represents the vector of PSS parameters.
P a r a m e t e r Optimization
The gradient of the performance measure is then defined as
Since the parameter vector p is contained in the system matrix, hence, by applying the chain rule, eqn.(l6) is obtained:
where Akl is the element at the (k,Z) entry of matrix A, and (g) k,, is the (k, I ) entry of the sensitivity matrix (g).
The sensitivity of the modal performance measure Jj, with respect to the elements of the A matrix, can be derived by linearizing Jj. Let A J j , Auj, Auij and Avj be the increments of Jj, u j , uij and vj, respectively, due to the increments in the elements of matrix A. Then, the incremental performance measure is defined as and Uj" is the j -t h column vector of Ut matrix, i.e.: the j-th row vector of the U matrix.
In view of the commutative property of matrix traces [18], eqn.(l9) can be written as and then following the property of trace function [17] , eqn. (20) is obtained. Equation (20) gives the sensitivity of the performance measure with respect to the elements of the system matrix. Thus, the gradient of the performance measure with respect to the param- All data are in per unit value, except that M and the time constants are in seconds. The negative value of R is obtained while deriving the single-machine infinite-bus model for a multimachine system by equivalencing smaller generators by equivalent impedances with negative resistances. The frequency of the system is assumed to be 60Hz. The results of the parameter optimization are tabulated in Table 1 .
Cases 1-6 shown in Table 2 are the parameter optimization results for different initial values of PSS parameters. Cases 1-4 represent the cases when parameters are bounded by limits defined in Table 1 , and cases 5 and 6 represent the cases when the bounds are ignored. It is seen that the final values of the PSS parameters for these cases are different, and each case converges to a local minimum. The system responses for diffrent initial values of the PSS parameters are shown in Fig. 2 and Fig. 3 The gradient values were found to be small and hence the step sizes in the steepest descent method were kept fixed and small. The optimization loop was exited whenever the gradient falls below a specified tolerance value and the corresponding parameters were said to be optimal. In Fig. 2 and Fig. 3, a comparison between the system responses obtained due to parameter optimization based on the modal performance measure approach (curves (b) and (c)) and by the optimal linear regulator approach (curve (a)), clearly shows the improved system response that is obtained by the former approach. The comparison between curves (b) and (c) gives an interesting insight into the nature of the problem of parameter optimization for such systems. While it was reported by Jung e t al. [14] that the parameters obtained by them are optimal, responses as shown by curve (c) suggest that similar system response can be obtained for diEerent sets of final parameter values. This clearly demonstrates the existence of many local minima. This also implies that the performance measure is not a convex function in the parameter space. It also shows that the performance measure to be minimized is "shallow" with respect to the parameter space and hence, a global minimum is difficult to be achieved. This answers the question why the gradient is small and the movement of the parameters over the iterations is slow. The multimachine system consists of two generators and a load bus interconnected by transmission lines. In this paper, bus 1 has been selected as the swing bus. A one-line diagram of this power system is shown in Fig. 4 . Table 3 summarizes the machine data and the initial bus data for the system. Cases 1-4 shown in Table 4 are the parameter optimization results for different initial values of PSS parameters. Cases 1 and 2 represent the cases when PSS parameters are bounded with limits as defined in the single machine data. Cases 3 and 4 represent the cases when these bounds are ignored.
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In Fig. 5 , the improvement in the responses obtained can be clearly seen. The amplitude of oscillation of the shaft speed deviation of the two generators is significantly less in plot (b) than in plot (a). Moreover, the responses are stabilized much faster in plot (b) than in plot (a). These responses correspond to the parameter optimization result shown in Case 2 in Table  4 .
The improvement in the responses of the system, even when optimization was performed without any bounds imposed on the parameters, can be seen from Fig. 6 for Case 3. 
. CONCLUSION
Optimization using the modal performance measure was used to select a set of PSS parameters. System responses were obtained to have very satisfactory low frequency oscillation for different sets of "optimal" PSS parameter values. This suggests the possibility of the existence of many local minima. Furthermore, bounds on the parameters play an important role in , .
, . The system model was derived from a fixed operating condition, and based on this model an optimal set of PSS parameters was obtained. For implementation purposes, optimal set of PSS parameters can be computed, based on the proposed technique, for a number of operating regions. Should the system undergo abnormal conditions, then the selected PSS parameters would be switched to the optimal values of the new operating condition.
BOUNDED
For future study, an alternative approch would be to design a robust controller to supplement the PSS controller designed under normal operating conditions [20] 
