terms, and conditions established under which these random variables are finite valued.
Several types of stationarity are defined, and it is shown that these (each requiring a kind of statistical uniformity over the entire real axis) are equivalent to one another.
Stationarity does not imply that the intervals between points are either independently or identicaUy distributed.
Convexity and absolute continuity properties are found for the forward recurrence times of the stationary point process (s.p.p.). The moments of the number of points in an interval are described in terms of these distributions, which appear in series whose convergences are necessary and sufficient conditions for the finiteness of the moments. Local and global properties of the moments are related, and it is shown that any existent moment is an absolutely continuous function of the interval length. The distribution functions of the forward recurrences are related to the statistics of the point sequence and the interval times. Moment properties are also determined in terms of the latter. An ergodie theorem relates the behavior of individual realizations of the number of points to their statistical averages.
Several classes of point processes are described, and stationarity verified where applicable, using the most convenient of the (equivalent) criteria for each case. The preceding theory is applied to the problem of calculating moments and other process statistics.
Introduction and Sllmmary
A stationary point process, like a recurrent or renewal process, may be interpreted as an ordered sequence of points randomly located on the real line. The stationary point process (hereafter abbreviated s.p.p.) generalizes certain aspects of renewal processes; in particular, the intervals between points on the line need be neither independently nor identically distributed. On the other hand, the s.p.p, is required to retain a certain statistical uniformity over the entire open line, so that it more properly becomes a generalization of the equilibrium renewal process (see Cox [3] ).
The s.p.p, is not only of interest for its own sake, but also leads to applications for which the renewal process is an inadequate model. Included are the examination of randomly timed modulations of random processes in communication theory, analyses of zero crossings of stochastic processes, and those problems in queue arrivals, traffic flow, etc., whose current behavior depends on past history.
Perhaps the most direct motivation for this study is a paper by McFadden's work unfortunately incurs gaps that make mandatory the choice of a different structure than his for a rigorous treatment. He creates a process consisting of randomly located points tn whose indices are "floating"; the index n= 1 refers always to the point immediately to the right of various "arbitrarily chosen" numbers t. Aside from the question of the meaning of "arbitrarily chosen", we find that o-sets such as [(o: tn(~o ) ~< x] cannot be specified as probability sets in the accepted sense. Moreover, McFadden erroneously draws the conclusion(1) (of which he makes frequent use) that the intervals between points necessarily constitute a stationary random process [10] [11].
Our program is as follows. We shall define point processes axiomatically, and establish forward and backward recurrence times as well as numbers of points in intervals in terms of the probability space induced by the process {tn}. Stationarity is then introduced, using forward recurrence times. It is shown that this implies a similar property for the backward recurrence times. Further, McFadden's definition [10] , as well as an apparently weaker version, are proved equivalent to the preceding stationarity notions.
In the second chapter, we derive convexity and absolute continuity properties for the forward recurrence distributions time of the s.p.p. The moments of the number of points in an interval are described in terms of these distributions, which appear in series whose convergence is a necessary and sufficient condition for the finiteness of the moments.
Local and global properties of the moments are related; any existent moment is an absolutely continuous function of the interval length. The distribution functions of forward recurrence times are used to obtain interval statistics, and certain results on statistics of the t n. The fina] portion of this chapter presents an ergodic theorem that illustrates the rich structure of s.p.p.
In the fourth and final chapter, several classes of point processes are analyzed. Stationarity is verified for these, and more specialized results obtained.
Stationary properties for point processes
A stochastic point process can be intuitively described in terms of randomly located points on the real axis. Given such a process, one considers such random variables as
•(t, x), the number of points falling in the interval (t, t + x], and L.(t), the time required
(1) This was first pointed out to us by Prof. W. L. Root, who provided a counterexample that constitutes the basis for the generalization to be presented in Section 4.2.
for the nth point after t to occur, To be meaningful, however, the process must be enunciated in strictly mathematical terms that translate these intuitive concepts into a rigorous structure. Here, the process is viewed as an ordered, non-decreasing sequence of random variables, {tn}, properly defined on a probability space. When this is done, N(t, x) and Ln(t) are specified in set-theoretic language consistent with their desired intuitive interpretation.
To be a fruitful object of study, however, {tn} must be endowed with certain additional properties. For example, in renewal theory only positive indices are considered, and {tn+l-t~} is assumed mutually independent and identically distributed (at least for tion that the expected number of points in an interval is finite, we shall be able to obtain all the results which follow.
Although our work makes little use of interval statistics [those of ~Y(t, x) and Ln(t )
generally being more convenient], it is advantageous to define the process by beginning with (the intuitive equivalent of) intervals. That is, we let {Vn}, n=O, +l, +2 .... be a discrete parameter stochastic process associated with a probability space (~, :~, P). We require that each ~n be finite-valued and non-negative with probability one.
De/inition 2.0.1. If {v~} is as specified above, and t~ = (2.0.1)
{tn} is called a stochastic point process.
It is clear from the definition that, with probability 1, {t~} is an ordered nondeereasing sequence, each of whose members is finite-valued. There is no loss of generality in supposing that these properties of {t~} hold for every o~ 6 ~, and we shall so assume henceforth.
We observe also that the a-sub.fields induced on (~, 5, P) by {t=} and {~n} are identical; we may take :~ to be that a-sub-field itself, and treat (s :~, P) as the basic probability space underlying both {tn) and {vn).
All sets and random variables to appear in this paper will be expressed in terms of countable set operations on the "basic building block" sets B.(t), where n is any integer, and t any real number. We define The sets on the right of (2.1.2) are empty for x~<0 and non-decreasing in x, so the definition makes sense. The interpretation of L~(t) as an nth recurrence time becomes more persuasive when we recall that (2.1.2) implies L~(t)=inf~EE~(t,x)x. The set on which L=(t) = ~ appears to be bothersome, but we shall find that the stationarity condition renders the set void.
B~(t)
For future reference, we give alternate expressions for E, (t, x) , as these are more useful in certain derivations.
LEMMA 2.1.1. For x>~0, En(t, x) may be represented by Most of our work will deal with finite-valued N(t, x), in fact with processes that guarantee N(t, x) to be finite for all t, x. As we would expect, the finiteness of N(t, x) is intimately related to the location of the limit points of {tn}.
Since {tn} is non-decreasing, {t,} has exactly two limit points if we admit • The ~o-set such that the upper limit point falls on (t, t+x] 
An(t, y) = lJ [Ak(t, x) fl A~_k(t +x, y--x)].
(2. 
If we take complements in (2.1.22), we shall have
which extends the proof of the lemma to infinite numbers of points.
The discussion on the finiteness of N(t, x) has a counterpart in that of Ln(t): the set on which L~(t, x)= oo is related to the set on which the upper limit point is less than t. 
nm E,,(t, x)= UB*(t).
x -,~ oo m (2.1.23)
Proo/. If for some/c eo E B~(t), t <tk+l <~tk+, < oo for this co. Then ~o E B*+l(t) fl Bk+n(t +x)
for any x/> [tk+~(eo) --t], which is to say o~ e limx_, oo E~(f, x) from (2.1.1). Conversely, o~ E En (t, x) for some x implies co 6B*(t) for some m, again by (2. Proo/. The result follows directly from (2.1.23) and Definition 2.1.1.
Backward recurrence times and stationarity
Although we have deduced some elementary properties of {tn} on the basis of Defini- Our definition, oriented as it is toward forward recurrence statistics, seems somewhat different from the above, but will actually turn out to be equivalent. In the above, backwards recurrence times L_n(t), n~> 1, are consistently specified by Definition 2.1.1, extended to all n, with the understanding that
Thus, L_,(t) becomes the time interval between the nth point before t and t itself. If we combine (2.1.1) with (2.2.2) we obtain for n~> 1
thus, L~ and L_~ have the same distribution under assumptions of forward [backward] stationarity. This property fails to extend to multivariate distributions. However, forward
[backward] stationarity will be shown to imply a stronger form of stationarity, which is described by /or all t, x.
Remark. This theorem is of interest in its own right, since it permits the simplification of (2.1.3) to (2.1.15). Moreover, A is the same for all t, x, so that (without loss of generality)
we may take En(t, x) to be given by (2.1.15) for all wE~.
Proo]. It suffices to show that P[C~(-n, 2n)]=0 for each positive integer n, and likewise for Cu(-n, 2n). For Cz this is so because by (2.1.11) Cl(t, x) = Cl(--n, 2n) whenever -n<~t and t § then every C~(t, x) is contained in a denumerable union of sets of null probability. An identical argument applies to C~, and the same null set A (union of null set for Cl and Cu) taken for both.
If P[Cz( -n, 2n)] were not zero, there exists an integer m such that P[Cz( -n, 2n)] >m -1.
To show that this supposition leads to a contradiction, consider that
contains Cz (-n, 2n) ; the latter is demonstrated by representing E 1 and E* respectively by (2.1.3) and (2.1.5), eliminating terms having empty intersection, and comparing with (2.1.11). Hence
in which the left-hand probability is the same for any ~ by the forward stationarity of {t~}. Further, we argue that the sets on the left side of (2.2.8) are disjoint for ] = 0, 1 .... , m-1. We use the set identity to be proved as Lemma 2.3.2 (with Ao=E* ). Then we need only show that E~ (-n+2kn-2mn, 2mn ) N El (-n+2] n , 2n)=O whenever 0 ~<j < k ~< m-1. To see that this intersection is in fact disjoint, observe that
E~( -n + 2kn -2mn, 2mn) = E~( -n, 2kn)
while El( -n + 2in, 2n)= El ( -n, 2kn) . The sets in (2.2.8) being disjoint as claimed, we have
j=O this is the desired contradiction.
To finish the proof, consider C,,-C as specified by (2.I.19). If we write
we need to prove that PIE(-n, 2n)] = 0. Now E( -n, 2n) differs from the monotone limit of Ej(-n, 2n) by Cl(--n, 2n), which is contained in a set of probability zero. Under the assumption of forward stationarity,
Let us assume that there exists an integer r such that P[E(-n, 2n)]>r -1. From the arguments of the preceding paragraph r-1 r-1 which we have just shown to be a subset of A.
By (2.1.23), the second statement is equivalent to f3Bm(t)c A. Now
for all t and x. Taking (monotone) limits on this expression yields
But lim~_,_~ B~(v) = ~ because t o is non-negative, whence n k Bk(t) c A.
Equivalent stationarity conditions
In this section, we prove .that each of several stationarity conditions implies the others. To render the principal theorem more transparent, we mention two set relations that are again intuitively obvious, but require some manipulations for rigorous demonstration. (ts, xj) . By (i) and (2.3.3), the probability of the intersection of any such sets remain the same if t, t~ is replaced by t + h, tj + h. Thus also n ~p Ekj(t, + h, x,) ]. 3.0. Distribution functions, moments, and sample averages of the s.p.p.
We prove (iv) from (i). From Lemma 2.3.2, At(t, tj-t) n Ekj+r(t, tj --t + xi) = At(t, tj-t) A Ekj

P[ N A,(t, tj-t) fi E~(t, z,)] = ~ [ N A~(t + h, t,-t) fi
In renewal theory, the distribution function of the interval between renewals determines the process, and is therefore basic to its study. Although s.p.p, could be investigated in a similar manner, it is not convenient to do so. In the first place, the interval process {T~} need not be a stationary process; secondly, the recurrence statistics do not induce interval statistics uniquely. The statistics of {v~} are likewise unpromising objects of study (cf. Section 3.5).
Our approach to s.p.p, will be through the forward recurrence times. Their distribution functions have interesting convexity and differentiability properties. The moments of N(t, x) also find convenient expression in terms of recurrence time statistics, and these facilitate the calculation of global and asymptotic properties of the moments of N(t, x).
We shall use the following notation, which always refers to an s.p.p.
G~(x) = P[Ln(t) <.x],
(3.0.1) that is, G~ is the distribution function for the nth forward recurrence time. It will be convenient to denote the sum of the first n Gk by Sn, i.e.,
S~(x) = ~ G~(x).
(3.0.2) Particular derivatives (suitably chosen from the equivalence class of Radon-Nikodym derivates) of S~ and G= will be denoted by sn and g~, respectively.
Convexity and absolute continuity
There are many properties of S~ (and, afortiori, G1) that depend only on the assumption that {tn} is an s.p.p. These follow from the fact that S~ is concave (upward convex).
L E ~ M A 3.1.1. For each n, Sn is a concave function on [0, ~ ).
Proof. Consider the set equality m--1
Since the sets in the indicated union are disjoint, we obtain the probability on the right as a sum. If we then sum over m, and interchange (finite) summations, we have
But for z >~ y ~> 0, there is the set inequality
from which (by stationarity and because the A's are disjoint) in which s, is any Radon-Nikodym derivative of S,. But sn =s + almost everywhere, and we shall always mean s + when we speak of s~ as the derivative of S,. Then also s~ is monotone non-increasing.
We may take ~-+0+ in (3.1.5), obtaining (since Sn is continuous from the right) 
Remarlr If limx..o+Y~[Gn(x)/x] =8, 8 < ~, Sn(O+ ) =0 and Gn(0+) =0 for each n. By an argument again based on interchanging monotone limits, s~(0+)~<fl for all n. Then from the lemma, limb ~o+~gn(h) =Y~gn(O +) =8.
Added in proo]:
It was left unsettled whether GI(0 + ) > 0 is possible. The answer is negative, and afortiori, S~(0 + ) = 0 and G~(0 + ) = 0 for each n. Consequently, Theorem 3.1.1 and Lemma 3.1.2 (as well as the remark immediately following) may be simplified by the omission of these terms, and Corollary 3.3.1 becomes vacuous.
We show by contradiction that G 1 (0 + ) = ~ > 0 is impossible. Indeed, G 1 (0 + ) =
implies P[EI(t , x)]/> ~ for each x > 0, and hence P[limx~o+ El(t, x)] ~> ~ because measures are continuous from above ([6], p. 39). Now El(t, n -1) ~ lim~_.o+ El(t, x) for each positive
integer n, so that P[N ~--1 El(t, n-l)] ~> ~. On the other hand, the limit point properties of the realizations {t,(o~)} of the s.p.p, permit us to conclude that 17 ~=1 El(t, n-l) C Ol(t , x).
But P[Oz(t, x)] =0 by Theorem 2.2.1, and the desired contradiction is attained.
Existence and global properties of moments
The number of points in time intervals is of equal interest with recurrence times, and should receive equal attention. The G~ introduced earlier turn out to provide the ideal tools for the study of N(t, x) also. We call p(n, x)=P[A~(t, x)]; this is simply the probability that n occurrences fall in the interval (f, t + x]. It is then easy to deduce from the earlier set identities that G~(x) =Z~=np(k, x) and the equivalent expression p(n, x)=
G~(x)-G~+l(x ).
Here all probabilities are zero for x<0, and Go(X ) is interpreted as unity.
Our first theorem relates local moment properties of N(t, x) to global ones. 
(i) ~{[N(t, x)] ~}
n are equal, whether/inite or in/inite. =Y_,nkp(n, x) , so that (ii) and the series for (i) are equal term-byterm. Moreover, these series (and all others of the theorem) are composed of non-negative summands, so that they converge, if only to infinity.
Proo/. E([N(t, x)] k}
To relate (ii) and (iii), consider their respective partial sums Un and Wn. For these Wn = nkGn+l + U~; 
nk[Gn-Gn+,+i]+{ ~ ~k-(i-1)k]Gj-[(n+p)~-nk]Gn+,+i}=U~+,-U~. (3.2.3) n+l
The term in braces is non-negative because Gn+v+ 1 <~ G~ for j ~n +p. Because U, converges, there is for each (~>0 an n o (not dependent on p) such that n>n o implies 04 n~[Gn(x)-G~+p+l(x)] <(~. Then (3.2.2) follows by taking p-~o~, provided that G~-~0. But the latter is precisely (2.1.13), which is a consequence of stationarity (of. Theorem 2.2.1).
A result of the above theorem is that n~Gn --> 0 with n if the kth moment is to be finite. However this condition is not sufficient, as is seen from the fact that Znk-lGn< ~ is both necessary and sufficient. It is also easy to show that moments of all orders exist iff, for some x>0, nkG~(x) is bounded for each k=l, 2, ... as n~.
Finally, we note that each term of (ii) and (iii) is increasing in x, so that convergence for any x > 0 implies uniform convergence on every [0, x0] . The latter also shows that any existent moment is continuous in x, but we shall obtain stronger properties for these moments later.
First and second moments
It is instructive to consider certain relations between the lower moments and the Gn.
Indeed, the existence of the first moment already implies that Gn(0 +)=0 for all n, and that the gn are bounded and have a convergent sum. Knowing this, one returns to the higher moments and elicits properties of more general type.
The first theorem of this section specifies completely the functional form of E[N(t, x)]. THWOR~M 3.3.1. I/ N(t, X) has a/inite/irst moment, E[N(t, x)] = fx (3.3.1)
/or all x >~ O, f being some non-negative constant.
Proo/. From stationarity, E[N(t, x) ] is a function only of x, say/(x). Now take x, y 1> 0, and write N(t, x+y)=N(t, x)+N(t+x, y) which follows from Lemma 2.1.3. Taking the expectation of both sides of (3.
3.2) yields the functional equation /(x+y)=/(x)+/(y).
Since ] is bounded on any subset of the positive real axis, there is only one solution (cf.
[7], p. 96), namely /(x)=fix. Here fl is non-negative because N(t, x) is non-negative for every eo E ~.
The theorem which follows asserts another condition from which the existence of the first moment of N(t, x) can be deduced, and the parameter f calculated. the interchange of summation and integration being legitimate by the bounded convergence theorem. As (3.3.7) contradicts Y~Gn(x)=fix, the corollary is proved. Since the integral of the non-negative sum is finite for every x, the desired conclusion follows. Proo]. Because of (3.3.9) the sum cannot be infinite on a set of positive measure.
Since each term of the sum is non-negative, convergence is absolute.
I~terval statistics mad the computation of moments
In renewal theory, the starting point is the common distribution of the (mutually independent) intervals. We, on the other hand, have obtained our results from recurrence distributions G~; it would indeed be difficult to use v~ statistics, since these need be neither stationary nor independent.
This section treats the relationships between interval and forward occurrence statistics. The F n, defined by (3.4.1) in terms of the sn, correspond to distributions of n successive intervals, given that any one of the t~ occurs at the initial time. McFadden's work [10] should also be mentioned, although his interpretation of the Fn as unconditioned distributions is valid only in a highly restricted context.
The Fn which appear below will be defined as functions of sn. Only later, after we explore the moment properties of N(t, x) relative to the Fn, will we interpret the significance of the Fn as conditional interval distributions.
Let {F.}, n=O, 1 .... be functions on the reals, with Fn(x)=0 for x<0, and
Fn(x)=l-fl-lsn(x) for x>~O. 
which is non-decreasing as required.
To complete the proof, we show that (ii) implies (i). Since the finiteness of (ii) for some x>0 requires its boundedness on [0, x] , the left side of (3.4.7) will likewise be bounded on the same interval. From this fact, together with the monotone convergence theorem, we have Having examined moment properties of the Fn, we now turn to the meaning of these distribution functions themselves. In order to provide an intuitively appealing result, we shall make an assumption that means roughly "the probability that there are two or more points in a sufficiently small interval is negligible when compared with the probability of one (or no) point".
LEMMA 3.4.2. The ]ollowin 9 are equivalent: The hypothesis of the lemma will be assumed for the remainder of this section. Consider next the set equality
(3.4.14)
k=l in which the right side consists of disjoint sets. If we define
we shall have from (3.4.14)
0 ,
For n--1, the second probability on the right side becomes merely Gl(x), and so Gx(0 ) -
E~ = O and Ek(t, x)c Ek(t--5, x +0) permit this term
to be evaluated as with the aid of (3.4.13) and (3.4.1). By using inequalitiessimilar to those of Lemma 3.1.1, we verify that Gn. -l(x, u) is concave in u for each fixed x. Indeed, the arguments of Section 3.1 are applicable to Gn. -1 without change, and so OGn. -l(x, u)/~u may be defined (for each fixed x) as a non-decreasing function with u~, u>0. Moreover, monotonicity of the limiting operation shows as in Lemma 3.1.2 that 0u Ju=o+ h-~o+
Here we note that Gn. -I(X, 0-{-) = 0, as is deduced from Gn.-a(x, u)~< Gl(u ).
An intuitive meaning may be abstracted from (3.4.19). We use the fact gl(h) =fib +o (h) to obtain the rigorous result
having the intuitive meaning "probability of at least n points in (t, t § given that there was a point at t". This theme is carried forward by relating it to the corresponding conditional probability distribution in the wide sense (cf. Doob [16] , Section 1.9). To this end, let B be the Borel field generated by the random variables L l(t), with t fixed.
The conditional probability P [En(t , x) [ B] is constant (up to a probability 1 equivalence)
on the elementary sets of B, that is on the sets of constancy L l(t ) =a. On each such set, then, we can take the conditional probability of En(t , x) in the wide sense relative to ~ as
We have already pointed out that the derivative on the right is well-defined. The other requirements for a conditional distribution can be verified directly, but we shall not do this. Such conditional distributions constitute an equivalence class (up to zero probability 
Distribution of the tn
It would be convenient if the recurrence and (unconditioned) interval statistics were directly related, so that one set of statistics could be calculated from the other. However, the probability structure of the t=--or even their univariate distributions~carmot be uniquely inferred from that of the recurrence statistics. Consequently, we shall have little to say on the distribution of the t=, although we can determine their general character.
The first result along these lines is THEORE~ 3.5.1. I/ E[N(t, x)] < co, the probability distribution/unctions o/the t~ are uni/ormly absolutely continuous. Proo]. We show that H,, the distribution function of t,, meets a uniform Lipsehitz condition. In fact, {w: u<tn<~v} =B*(u) f3 B=(v)= El (U , v-u) by (2.1.1). Therefore, since G~(x) <fix for x~>0
(3.5.1)
The next theorem demonstrates the essential lack of uniqueness of {tn} for specified recurrence statistics. in which (~ refers to the Kronecker delta, and T is any finite-valued random variable independent of {Vn}. To be precise, take (~1, :~1, pl) tO be the probability space on which {Tn} (and thus also {tn}) is defined, and similarly (~2, :~,, pu) as the probability space for T. For the new process, specify a probability space (~, :~, P), in which ~ =~1 • ~2, ~ is the a-algebra which is the completion of the extension of :~1 x ~2, and P is the extension of the product of p1 and p2 to ~:; see Halmos [9] , Section 49.
A consequence of (3.5.2) is that
where B~ is defined in an obvious manner, and B n is a set in the product space that resumes its previous connotation for every section determined by a w~ E ~. Because E~ [E~] is an intersection of Bn [B~] sets, the relation (3.5. by the stationarity of {tn}. The right side of (3.5.5) is no longer a function of w 2, so that it remains unaffected by the application of p2. Thus we have shown that P[ 17 ~E~j(tj, xj)] = pl [ 17 ~Ekj(tj, xj) ], which is the conclusion of the theorem.
In addition to the theorems of this section, there are a number of negative results that deserve mention. For instance, the multivariate distributions of the L~(t) fail to determine (uniquely) those of the v~. If it is assumed that the vn are mutually independent, it need not follow that they are also identically distributed (cf. Section 4.2). Alternatively, the ~n, n # 0, may be identically distributed without being independent (cf. Section 4.5).
Finally, we note that the phenomenon asserted by Theorem 3.5.2 may occur in cases where {tn} and {t~} differ by other than a simple shift (cf. Section 4.3).
An ergodic theorem
In renewal theory, an argument based on the strong law of large numbers implies that limx_,~[N(t, x)/x] =fl, except on a set of zero probability independent of t. The same need not be true for an s.p.p, with finite mean; in fact, the limit of N(t, x)/x may well be a random variable, which means that the field of invariant sets generated by the shift transformation is non-trivial (see Section 4.3 for examples). As would be expected, there is an ergodic theorem that takes into account the circumstances just described. is entirely analogous, and will be omitted. The A appearing in (3.6.6), although perhaps a larger zero probability set than that denoted by the same symbol in (3.6.1), fails to depend on t. N(t, ax) [ax. This completes the proof.
Since {t,} has no finite limits points, it is conjectured that sample averages may be well-defined even if E[N(t, x)] = co. Indeed, Section 4.3 suggests the construction of a process for which N(t, x)]x converges (uniformly!) to a finite-valued random variable, but whose mean is unbounded.
Classes and examples of stationary point processes
In this chapter, we study a number of classes of point processes, and examine their stationarity properties. Because most of these processes were motivated by applications, their analysis is doubly rewarding, particularly when explicit formulas are derived. The results obtained earlier are often adaptable to this purpose, furnishing relations that facilitate computation.
Several of the proofs that certain processes are stationary are exceedingly tedious, and are therefore presented only in outline form. Fortunately, Theorem 2.3.1 suggests that stationarity may be verified in any one of several forms, so that a difficult proof can often be replaced by an easier one.
Poisson processes
Among renewal processes, the Poisson process is the best known; it provides a plausible probability model for many phenomena in reliability, queuing, insurance, etc., while possessing attractive mathematical and computational properties. It might be expected that there is an s.p.p, corresponding to the equilibrium Poisson renewal process, but this is unfortunately not the case. Such a process, with independent, identically distri. (ii) (3.4.13) is satisfied. Gl(h) , so that F~=Gn because of (3.4.19) and (ii). This relationship, together with (3.4. In place of the Poisson renewal process requirement that the intervals be mutually independent and identically distributed (precluded for an s.p.p, by Theorem 4.6.2), we substitute the weaker condition (iii) The Tk are mutually independent, ]c ~= 0.
From (i), Gn_l(x, h)=P[{N(t, x)>~n} N (N(t-h, h)>~l}] =Gn(x)
We shall construct a process meeting (i), (ii), and (iii); further, the intervals will be identically distributed with the exception of T_I. Indeed, each v,, n ~= -1, has probability density/1 as given in (4.1.2). Let 3 be a new random variable having this same density, with 3 independent of 3~, n =~ 1. Then 3-1 shall be specified by 3-1 = 30 + 3. For the process just described tn=Z'~3 k for n>~0 and t~=-3-Z~ ~ 3~ for n~<-1.
The process on the positive half axis is thus a Poisson renewal process, and the one on the negative half axis is a reflection of such a process. Further, the processes on the two half axes are independent, and have identical statistics for numbers of points in intervals:
To prove consecutive interval stationarity it remains to consider N(t, x) such that (t, x + t] contains the origin. Now N(t, x)=N(t, -t)+N(0, x+t) for this case, so that {N(t,-t), 1~(0, x+t) , N(tl, Xl) ,/V(t2, X2) .... } is a collection of mutually independent random variables if the (re, xr + ts] are not only all disjoint, but also disjoint from (t, t + x]. Then {N(t, x) , 2V(ti, xi) ,/Y(t2, x~)...} also constitute a mutually independent set. In view of this, consecutive interval stationarity requires only that the statistics of N(t, x) be the same as that for any other interval of length x. But the latter follows which is just what it should be.
One can generalize the Poisson s.p.p, by relaxing (ii) and (iii). For example, one lets v-a, 3-1, ~0, v2 .... remain as before, and takes the other vk as zero with probability one, thus assuring t2~ = t~n+l. More complicated variations involve vk that are either zero or exponentially distributed, the choice being subject to some (stationary) probability law; if the choices for successive 3k are mutually independent, we retain (iii) but not (ii).
Periodic processes
The class of s.p.p, includes some whose intervals are all determinate, and which manifest a periodically recurrent pattern. We shall describe periodic processes, show them to be stationary, and calculate some of their statistical parameters. It will be assumed throughout that the period in question is unity; this is done for convenience, as changes to an arbitrary period are easy to make. We identify ~ with [0, 1], :~ with the Lebesgue measurable sets on this interval, and P with Lebesgue measure. If {tn} is obtained from {vn} in the manner prescribed by Deftnition 2.0.1, the possibility that {tn} is an s.p.p, hinges on the specification of 30. We shall choose v0(w ) =to, which is the simplest choice of the random variable 30 that ensures the stationarity of {t~}.
The higher order distributions F2, F3 .... and G 2, Ga .... depend on the order in which the intervals of different lengths appear. In general, it is easier to obtain the F's, using the intuitive concept of counting "starting from an occurrence". It is, however, possible to draw some conclusions on the F= and the higher moments of N(t, x) without explicit computation. Moments of all orders exist, and we may obtain upper and lower bounds for these moments. All but (at most) N of the F, are either zero or one, and all but (at most) ([x] +l)N of the F,(x) must be zero. :For those whose values lie in (0, 1) the inequality 0 ~< F, ~< F 1 is useful if x < 1. In any case, this information may be used in (3.4,4) to secure the aforesaid bounds.
Compound processes
The s.p.p, we have described thus far possess finite moments of all orders, and are ergodic in the sense of Section 3.6. Here, we shall sketch the structure of a class of processes which may--by proper choice of a parameter set--have any desired moment and ergodicity characteristics.
Suppose that (~, ~, P~) is a sequence of s.p.p, for i = 1, 2 ..... Our compound process is then characterized by ~ = U ~ (where the right-hand side is regarded a disjoint union), consisting of all sets of the type A = (.JA ~ with AtE ~, and the probability measure specified by P(A)=Ep~P~(A~). It is assumed, of course, that the p~ ~>0, and that Zp~ = 1.
We omit the proof that (~, ~, P) is a probability space which generates a point process, and indeed an s.p.p. The individual s.p.p, and the p~ can be chosen to assure arbitrary moment properties of N(t, x), subject only to the usual inequalities and stationarity properties. As a specific example, we take p~ =2 -~, and let the ith process be periodic, t -i with uniform spacing t~-t~-i =2 . Then N(t, x)/x converges uniformly to 2 ~ for some i, It is assumed that {t~} is an s.p.p, associated with a probability space (~l, :~i, p1).
There is also a space (~2, ~2, p2) which defines a stationary process {y,}, with the yn
