In 2001 Sir M. F. Atiyah formulated a conjecture (C1) and later with P. Sutcliffe two stronger conjectures (C2) and (C3). These conjectures, inspired by physics (spin-statistics theorem of quantum mechanics), are geometrically defined for any configuration of points in the Euclidean three space. The conjecture (C1) is proved for n = 3, 4 and for general n only for some special configurations (M. F. Atiyah, M. Eastwood and P. Norbury, D. D --joković).
Introduction on Geometric Energies
In this Section we describe some geometric energies, introduced by Atiyah. To construct first geometric energy consider n distinct ordered points, x i ∈ R 3 for i = 1, ..., n. For each pair i = j define the unit vector
giving the direction of the line joining x i to x j . Now let t ij ∈ CP 1 be the point on the Riemann sphere associated with the unit vector v ij , via the identification CP 1 ∼ = S 2 , realized as stereographic projection. Next, set p i to be the polynomial in t with roots t ij (j = i), that is
where α i is a certain normalization coefficient. In this way we have constructed n polynomials which all have degree n − 1, and so we may write
Finally, let d be the n × n matrix with entries d ij , and let D be its determinant
This geometrical construction is relevant to the Berry-Robbins problem, which is concerned with specifying how a spin basis varies as n point particles move in space, and supplies a solution provided it can be shown that D is always non-zero. For n = 2, 3, 4 it can be proved that D = 0 (Eastwood and Norbury) and numerical computations suggest that |D| ≥ 1 for all n, with the minimal value |D| = 1 being attained by n collinear points. The geometric energy is the n-point energy defined by E = − log |D|, (1.4) so minimal energy configurations maximize the modulus of the determinant. This energy is geometrical in the sense that it only depends on the directions of the lines joining the points, so it is translation, rotation and scale invariant. Remarkably, the minimal energy configurations, studied numerically for all n ≤ 32, are essentially the same as those for the Thomson problem.
Eastwood-Norbury formulas for Atiyah determinants
In this section we first recall Eastwood-Norbury formula for Atiyah determinant for three or four points in Euclidean three-space. In the case n = 3 the Atiyah determinant reads as and r ij (1 ≤ i < j ≤ 3) is the distance between the i th and j th point.
In the case n = 4 the Atiyah determinant det M 4 has real part given by a polynomial (with 248 terms) as follows:
ℜ(det M 4 ) = 64r 12 r 13 r 23 r 14 r 24 r 34 − 4d 3 (r 12 r 34 , r 13 r 24 , r 14 r 23 ) + A 4 + 288V We now state two formulas which will be used later:
1. Alternative form of A 4 :
where for each l we write {1, 2, 3, 4} \ {l} = {i < j < k}.
2. The sum of the second and the fourth term of (2.5) can be rewritten as 288V It is well known that the quantity is always nonpositive.
The imaginary part ℑ(det(M 4 )) of Atiyah determinant can be written as a product of 144V 2 with a polynomial (with integer coefficients) having 369 terms.
The original Atiyah conjecture in our cases is equivalent to nonvanishing of the determinants det(M 3 ) and det(M 4 ).
A stronger conjecture of Atiyah and Sutcliffe ( [4] ,Conjecture 2) states in our cases that | det(M 3 )| ≥ 8r 12 r 13 r 23 and | det(M 4 )| ≥ 64r 12 r 13 r 23 r 14 r 24 r 34 .
From the formula (2.5) above, with the help of the simple inequality d 3 (a, b, c) ≤ abc (for a, b, c ≥ 0), Eastwood and Norbury got "almost" the proof of the stronger conjecture by exhibiting the inequality ℜ(det M 4 ) ≥ 60r 12 r 13 r 23 r 14 r 24 r 34 .
To remove the word "almost" seems to be not so easy (at present not yet done even for planar configuration of four points).
A third conjecture (stronger than the second) of Atiyah and Sutcliffe ( [4] , Conjecture 3) can be expressed, in the four point case, in terms of polynomials in the edge lengths as
where the product runs over the four faces of the tetrahedron, and the expressions for the left hand side are given explicitly.
(cf. ftp://ftp.maths.adelaide.edu.au/meastwood/maple/points) In this paper we study some infinite families of tetrahedra and confirm the strongest conjecture of Atiyah and Sutcliffe for several such infinite families.
Atiyah-Sutcliffe conjecture for (vertically) upright tetrahedra (or pyramids)
By upright tetrahedron we mean a tetrahedron with vertices 1, 2, 3, 4 such that all edges from the vertex 4 have equal lengths. In this case we write r 23 = a, r 13 = b, r 12 = c, r 14 = r 24 = r 34 = d.
Now we study the second and the third term of Eastwood-Norbury formula for ℜ(det M 4 ):
−4d 3 (r 12 r 34 , r 13 r 24 , r 14 r 23 ) +
where
The term B 1 could still be negative, so we start to employ the geometric constraint on the edge length d: d ≥ R = the circumradius of the base triangle 123
(by Heron formula)
Now we split the term B 2 into two parts as follows:
Lemma 2.1 For any nonnegative real numbers a, b, c the inequality
Proof of Lemma 2.1.
we get (by MAPLE, for example) a polynomial of degree 12 with all coefficients positive (between 1 and 254930). This is a computer verification of the Lemma 2.1. Now, by using d ≥ R, we estimate
But this last quantity is nonnegative. This can be seen by taking square root on both sides of the inequality in the Lemma 2. is valid for upright tetrahedra.
Atiyah-Sutcliffe conjectures for edge-tangential tetrahedra
By edge-tangential tetrahedron we shall mean any tetrahedron for which there exists a sphere touching all its edges (i.e. its 1-skeleton has an inscribed sphere.) For each i from 1 to 4 we denote by t i the length of the segment (lying on the tangent line) with one endpoint the vertex and the other the point of contact of the tangent line with a sphere. Clearly for the distances r ij from i th to j th point we have
Now we shall compute all the ingredients appearing in the Eastwood-Norbury formula for ℜ(det M 4 ) in terms of elementary symmetric functions of the (tangential) variables t 1 , t 2 , t 3 , t 4 (recall
64r 12 r 13 r 23 r 14 r 24 r 34 = 64
e 3 e 4 0 e 1 e 2 e 3 0 1 e 1 = 64e 3 e 2 e 1 − 64e 4 e 2 1 − 64e
Here we have used Jacobi-Trudi formula for the triangular Schur function s 3,2,1 (see [8] , (3.5) In order to compute A 4 we first compute, for fixed l the following quantities
Thus we get:
A 4 = 32(3e In order to verify the third conjecture of Atiyah and Sutcliffe
we note first that
and state the following:
Lemma 2.2 For any nonnegative real numbers t1, t 2 , t 3 , t 4 ≥ 0 the following inequality
Proof of Lemma 2.2.
The difference between the left hand side and the right hand side of the above inequality (2.9), written in terms of monomial symmetric function is equal to 
Now we continue with verification of the third conjecture of Atiyah and Sutcliffe for edge tangential tetrahedron:
(d 3 (r ij , r ik , r jk ) + 8r ij r ik r jk ) so the strongest Atiyah-Sutcliffe conjecture is verified for edge-tangential tetrahedra.
Atiyah-Sutcliffe conjectures for isosceles tetrahedra
By an isosceles tetrahedron we shall mean a tetrahedron in which each pair of opposite edges are equal (hence all triangular faces are congruent). A tetrahedron is isosceles iff the sum of the face angles at each polyhedron vertex is 180
• , and iff its insphere and circumsphere are concentric. We now compute the Atiyah determinant for isosceles tetrahedra.
In our notation we have r 23 = r 14 = a, r 13 = r 24 = b, r 12 = r 34 = c. By formula (2.6) we get immediately that −4d 3 (r 12 r 34 , r 13 r 24 , r 14 r 23 ) + 288V 2 = 0.
By using our alternative formula (2.6) for the term A 4 in the Eastwood-Norbury formula we get immediately
where for each l we write {1, 2, 3, 4} \ {l} = {i < j < k}. The real part of the Atiyah determinant is given by
verifies the third Atiyah-Sutcliffe conjecture for isosceles tetrahedra.
Atiyah determinant for triangles and quadrilaterals via trigonometry
Denote the three points x 1 , x 2 , x 3 simply by symbols 1, 2, 3 and let X, Y and Z denote the angles of the of the triangle at vertices 1, 2 and 3 respectively. Then we can express the Atiyah determinant det M 3 = d 3 (r 12 , r 13 , r 23 ) + 8r 12 r 13 r 23 as follows
This follows, by using cosine law and sum to product formula for cosine, from the following identity
Now we shall translate the Eastwood-Norbury formula for (planar quadrilaterals) into a trigonometric form. Denote the four points x 1 , x 2 , x 3 , x 4 simply by symbols 1, 2, 3, 4 and denote by
the angles of the triangles 234, 341, 412, 123 in this cyclic order (i.e. the angle of a triangle 412 at vertex 2 is Z (3) etc.). Next we denote by c l , (1 ≤ l ≤ 4), the sums of cosines squared of half-angles of the l-th triangle i.e.:
Similarly, we denote by c l , (1 ≤ l ≤ 4), the sum of cosines squared of half-angles at the l-th vertex of our quadrilateral thus
Then the term A 4 in the Eastwood-Norbury formula can be rewritten as
(4r li r lj r lk c l ) · 4r ij r ik r jk (c l − 2) = 16r 12 r 13 r 23 r 14 r 24 r 34
In order to rewrite the term −4d 3 (r 12 r 34 , r 13 r 24 , r 14 r 23 ) into a trigonometric form we recall a theorem of Möbius ( [9] ) which claims that for any quadrilateral 1234 in a plane the products r 12 r 34 , r 13 r 24 and r 14 r 23 are proportional to the sides of a triangle whose angles are the differences of angles in the quadrilateral 1234:
Thus −4d 3 (r 12 r 34 , r 13 r 24 , r 14 r 23 ) = −16r 12 r 13 r 23 r 14 r 24 r 34 (c − 2) where c = cos
Thus we have obtained a trigonometric formula for Atiyah determinant of quadrilaterals
Now we shall verify Atiyah-Sutcliffe conjecture for cyclic quadrilaterals. In this case, by a well known Ptolemy's theorem, we see that −4d 3 (r 12 r 34 , r 13 r 24 , r 14 r 23 ) = 0 (⇔ c = 2)
By using the equality of angles
(angles with vertex on a circle's circumference with the same endpoints are equal or suplement of each other)we obtain
Now we have
(here we have used that 2 ≤ c l (≤ 
where for each l we write {1, 2, 3, 4}\{l} = {i < j < k}. This finishes verification of Atiyah-Sutcliffe conjectures for cyclic quadrilaterals.
3 Almost collinear configurations. D --oković's approach
Type (A) configurations
By a type (A) configurations of N points x 1 , . . . , x N we shall mean the case when N − 1 of the points x 1 , . . . , x N are collinear. Set n = N − 1. In ( [6] ) D --oković has proved, for configurations of type (A), both the Atiyah conjecture (Theorem 2.1) and the first Atiyah-Sutcliffe conjecture (Theorem 3.1). By using Cartesian coordinates, with x i = (a i , 0), a 1 < a 2 < · · · < a n and x N = x n+1 = (0, b) ′ (with b = 1), the normalized Atiyah matrix M n+1 = M n+1 (λ 1 , . . . , λ n ) (denoted by P in [6] when b = −1) is given by
where λ 1 = a 1 + a 2 1 + b 2 < λ 2 = a 2 + a 2 2 + b 2 < · · · < λ n = a n + a 2 n + b 2 (with b = 1) are positive real numbers and where e k = e k (λ 1 , . . . , λ n ), 1 ≤ k ≤ n, is the k-th elementary symmetric function of λ 1 , λ 2 , . . . , λ n . Its determinant satisfies the inequality det(M 4 ) = 1 + λ n e 1 + λ n λ n−1 e 2 + · · · + λ n λ n−1 · · · λ 1 e n ≥ 1 + e 1 (λ 
For n = 2 this inequality takes the form
This reduces to (λ 2 − λ 1 )λ 1 ≥ 0, so it is true. Even for n = 3 the inequality (3.10) is quite messy thanks to nonsymmetric character of both sides. Knowing that sometimes it is easier to solve a more general problem we followed that path (although we didn't solve the problem in full generality). So let us start with the case n = 2. If we look at the following inequality
which is clearly true if X 1 ≥ X 2 ≥ 0 and ξ 1 , ξ 2 ≥ 0 we obtain the inequality (3.11) simply by a specialization X 1 = ξ 1 = λ 2 , X 2 = ξ 2 = λ 1 . So we proceed as follows:
Let ξ 1 , . . . , ξ n , X 1 , . . . , X n , n ≥ 1 be two sets of commuting indeterminates. For any l, 1 ≤ l ≤ n and any sequences 1
. . , ξ n , X 1 , . . . , X n ] as follows:
where e k is the k-th elementary symmetric function.
In particular we have
The polynomials Ψ I J are symmetric w.r.t. ξ j1 , ξ j2 , . . . , ξ j l , but nonsymmetric w.r.t. X i1 , X i2 , . . . , X i l . These polynomials when restricted to nonnegative arguments such that X i1 ≥ X i2 ≥ . . . ≥ X i l ≥ 0, ξ j1 , ξ j2 , . . . , ξ j l ≥ 0 obey some intriguing inequalities which are not yet proved in full generality .In turn they generalize some special cases of not yet proven conjectures of Atiyah and Sutcliffe on configurations of points in three dimensional Euclidean space (the former inequalities are not yet proven even for the case of n = 4 points).
Let us now formulate a conjecture which implies the strongest AtiyahSutcliffe's conjecture for almost collinear configurations of points (all but one point are collinear, called type(A) in [6] ).
Our conjecture reads as follows:
. . , ξ j l ≥ 0, be any nonnegative real numbers. Then
where 12 · · ·k · · · n denotes the sequence 12 · · · (k − 1)(k + 1) · · · n. The equality obviously holds true iff
To illustrate the Conjecture (3.1) we consider first the cases n = 2 and n = 3.
Case n = 2: We have
Case n = 3: We first write Ψ The left hand side of the Conjecture (3.1) L 3 can be rewritten as follows: 
where L ′′ 3 denotes the positive polynomial
We now have an explicit formula for L 3 : and the Conjecture (3.1) (n = 3) is proved.
In fact we have proven an instance n = 3 L 3 ≥ R 3 of a stronger conjecture which we are going to formulate now. Let 2 ≤ k ≤ n. We define the modified polynomials Ψ n−1 ≥ L n . Now our stronger conjecture reads as
with equality iff X 2 = X 3 = · · · = X n .
More generally, we conjecture that the difference L n − R n is a polynomial in the differences X 2 − X 3 , X 3 − X 4 , . . ., X n−1 − X n with coefficients in
Proof of Proposition 3.3. w.r.t. any of its arguments X r , 1 ≤ r ≤ n.
In the following theorem we obtain an explicit formula for the numerators of the logarithmic derivatives w.r.t. X r , (1 ≤ r ≤ n, r = k) of the quantities Ψ . From this formulas we get some monotonicity properties which enable us to state some new (refined) conjectures later on.
Theorem 3.4 Let
(3.12)
Then we have the following explicit formulas (i) for any r, 1 ≤ r < k(≤ n) we have
(ii) for any r, (1 ≤)k < r ≤ n we have
λ denotes the λ-th Schur function of ξ 1 , . . . , ξ k−1 , ξ k+1 , . . . , ξ n (ξ k omitted).
Proof of Theorem 3.4.
(i) For any r, 1 ≤ r < k(≤ n) we find explicitly a formula for as follows. We shall use notations X 1..i := X 1 X 2 · · · X i , for multilinear monomials and e i := e i (ξ 1 , . . . , ξ n ), e (k) i = e i (ξ 1 , . . . , ξ k , . . . ξ n ) for the elementary symmetric functions (here k is fixed). Then we can rewrite our basic quantities
For the derivatives we get immediately
By plugging (3.15) and (3.17) into (3.12) we obtain
e i X 1..i = and after simple cancelation, by invoking (3.14) we get
If we use a simple identity e j = e
j−1 , we can identify the quantity
Thus in this case (1 ≤ r < k) we obtain a formula
(where e
. . , ξ n )) in terms of a Schur function (of arguments ξ 1 , . . . , ξ k , . . . , ξ n ) corresponding to a transpose (2 i 1 j−i−1 ) of a partition (j − i, i) (cf. Jacobi-Trudi formula, I 3.5 in [8] ).
(ii) For any r, (1 ≤)k < r ≤ n. In this case we use
By plugging this into (3.12) we get
By using a formula for elementary symmetric functions (e i = e
i−1 ) we can write in terms of Schur functions (of arguments ξ 1 , . . . , ξ k−1 , ξ k+1 , . . . , ξ n ), where λ ′ is a conjugate of λ.
Thus we obtain a formula The last inequality is equivalent to an explicit symmetric function identity with all coefficients (w.r.t. monomial basis) positive. Now we state our stronger conjecture. where a n−1 = 1 + X 1 e 1 + X 1 X 2 e 2 + . . . + X 1 · · · X n−1 e n−1 , a n−2 = −X 1 − X 1 X 2 e 1 − . . . − X 1 · · · X n−1 e n−2 , · · · a 0 = (−1) n−1 X 1 · · · X n−1
i.e. a n−1−j = (−1) 
det(δ
′ ij ) ≤ n−1 i=1 δ ′ ii .
