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Risk-sensitive control for a class of diffusions with jumps
ARI ARAPOSTATHIS† AND ANUP BISWAS‡
Abstract. We consider a class of diffusions controlled through the drift, and driven by a jump Le´vy
process and a nondegenerate Wiener process, and we study infinite horizon (ergodic) risk-sensitive
control problems for this model. We start with the controlled Dirichlet eigenvalue problem in smooth
bounded domains, which also allows us to generalize current results in the literature on exit rate
control problems. Then we consider the infinite horizon average risk-sensitive minimization problem
and maximization problems on the whole domain. Under suitable hypotheses, we establish existence
and uniqueness of a principal eigenfunction for the Hamilton–Jacobi–Bellman (HJB) operator on the
whole space, and fully characterize stationary Markov optimal controls as the measurable selectors
of this HJB equation.
1. Introduction
Risk-sensitive control of continuous time processes became popular since the seminal work of
Fleming and McEneaney [28], and evolved rapidly primarily because of its applications in finance
[10, 27]. There is a substantial amount of work in the literature on this topic. See for instance,
[3–5,11–13,15] and references therein. The body of work on risk-sensitive control of general Markov
processes is large and it is impossible to give a complete list of references. We cite [16, 22, 23, 36]
for discrete Markov chains and [31, 46] for continuous time Markov chains. Though this problem
has been studied for the last two decades some of the important questions for the problem on
the whole space over an infinite horizon, like uniqueness of the value function, verification results
etc., were addressed only very recently in [3, 5], and variational representations are established in
[4]. Risk-sensitive control also attracted immense interest because of its connection to the study
of large deviations of occupation measures of diffusions [24, 25, 37]. The infinite horizon (ergodic)
risk-sensitive control problem we are addressing can be informally described as follows: given a
controlled stochastic differential equation (with jumps) of the form
dXt = b◦(Xt, Zt) dt+ σ(Xt) dWt +
∫
Rm\{0}
g(Xt−, ξ) N˜ (dt,dξ) , X0 = x ∈ Rd , (1.1)
where b◦ is the drift, σ is the diffusion matrix, g is the ‘jump-size’, N˜ is a compensated Poisson
process with a finite characteristic measure Π, and Z is an admissible control taking values in a
compact metrizable space Z, the goal is to minimize
lim sup
T→∞
1
T
logEx
[
e
∫ T
0
c(Xs,Zs) ds
]
,
over all admissible controls, where c is a nonnegative running cost function. This minimization
is over the set of all admissible controls. We are interested in the characterization of the optimal
†Department of ECE, The University of Texas at Austin, EER 7.824, Austin, TX 78712
‡Department of Mathematics, Indian Institute of Science Education and Research, Dr. Homi
Bhabha Road, Pune 411008, India
E-mail addresses: ari@utexas.edu, anup@iiserpune.ac.in.
2000 Mathematics Subject Classification. Primary 35P30, 60J60, Secondary 37J25, 35Q93.
Key words and phrases. Principal eigenvalue, semilinear integro-differential equations, stochastic representation,
exit rates.
1
2 ARI ARAPOSTATHIS AND ANUP BISWAS
value, and optimal controls. It is natural to expect this results in an eigenvalue problem, namely,
an equation of the form
Tr(a∇2V ) + I[V, x] + min
ζ∈Z
{
b(x, ζ) · ∇V (x) + c(x, ζ)V (x)} = E∗V in Rd , (1.2)
for some positive V ∈W2,ploc(Rd), p > d, where a := 12σσT,
b(x, ζ) = b◦(x, ζ)−
∫
Rm\{0}
g(x, ξ)Π(dξ) ,
and I[V, x] denotes the non-local interaction given by
I[V, x] =
∫
Rm\{0}
(
V (x+ g(x, ξ)) − V (x))Π(dξ) .
We refer to V and E∗ as the value function, and optimal value, respectively. Ideally, one would
expect E∗ to be the principal eigenvalue of the above operator. However, it is now known from
[5, Example 3.1] that this might not be the case, in general, even for continuous controlled diffusions,
that is, with g = 0. At the same time, for g = 0, the above operator has uncountably many
generalized eigenvalues [9]. In the recent articles [3, 5], the authors develop a very general set of
criteria under which E∗ coincides with the generalized principal eigenvalue of the above operator in
R
d (for g = 0). It is also shown in [5] that the uniqueness of the principal eigenfunction is related
to its monotonicity with respect to the potential c.
The studies cited above, deal with the case where g = 0. In this article we consider the problem
where the jump component is present, that is g 6= 0. To the best of our knowledge, there is no work
in the literature that considers ergodic risk-sensitive control problems for jump diffusions. There are
few recent studies [19,21] that consider finite horizon risk-sensitive control problems for a particular
class of jump diffusions. The main goals of this paper are the following: (a) characterize the optimal
value E∗ as the principal eigenvalue of the quasi-linear operator in (1.2), (b) establish uniqueness
of the value function V , and (c) develop verification results for the optimal Markov controls. We
establish all these results under a blanket geometric ergodicity hypothesis on the dynamics. Similar
results are also obtained for the risk-sensitive maximization problem without imposing a blanket
stability hypothesis, but instead, under a near-monotone structural assumption.
We compare the results and methodology in this paper with the existing literature. There are two
main approaches in the study of ergodic risk-sensitive control problems for the case g = 0. The first
approach, consists of formulating a discounted risk-sensitive control problem, and then, by taking a
suitable normalization of the discounted value function, deriving (1.2) as a vanishing discount limit,
see for instance, [13, 40]. In the second approach, one starts from the Dirichlet eigenvalue problem
on bounded domains, and derives (1.2) as a limit on a sequence of expanding domains whose union
is Rd [5,11]. Using the first approach it is possible to show that (V,E∗) is an eigenpair of (1.2), but
concluding that E∗ is the principal eigenvalue is not an easy task. This property is important in
establishing uniqueness of the value function V . In contrast, the second approach directly obtains
E∗ as the principal eigenvalue. In this work we follow the second approach, taking the path of [5].
The first hurdle arises from the fact that almost nothing is known for the eigenvalue problem of
the operator in (1.2) on bounded domains. A recent study [20] addresses the eigenvalue problem
on a bounded domain for stable-like operators. However, our operator is not of this type. So we
first study the spectral properties in Section 2 for bounded domains. The next challenge is how to
pass to the limit as the domain increases to Rd. Note that the operator is non-local and Harnack’s
principle, which asserts that the eigenfunctions are locally uniformly bounded, fails, in general, for
this class of operators (see [6, Example 1.1]). Therefore, the standard method followed in [5, 9]
does not apply, and instead, we use the Lyapunov function to construct a barrier. On the other
hand, for the maximization problem we use the near-monotone property of the running cost to
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bound the eigenfunctions. We should also point out that the analysis of [5] heavily uses the twisted
process, or Doob’s h-transformation, whereas such a transformation is not simple to construct in
our case. So we rely heavily on the stochastic representation of the principal eigenfunction, and
use it cleverly to overcome the difficulties. To the best of our knowledge, these are the first results
in the literature for the generalized eigenvalue problem in unbounded domains for operators with a
non-local term. It should also be noted that we do not allow dependence on the control variable for
the diffusion and jump coefficients. This is a standard setting (see [1]) and allows us to construct
a strong Markov process under any stationary Markov control.
The tools we develop in Section 2 are useful in the study of the exit rate problem, which seeks
to maximize the rate function
lim sup
T→∞
1
T
log PZx (τ > T ) ,
where τ is the first exit time from a smooth domain D, and Z is an admissible control. It turns out
that the optimal value of this problem is the principal eigenvalue of a suitable operator. For g = 0
the exit rate problem is considered in [8, 14]. Such problems arise in reliability theory where one
often wants to confine the controlled process to a prescribed region of its state space for as long as
possible. In Section 3 we provide a complete characterization (see Theorem 3.2) to the exit rate
problem, including verification of optimality results.
The rest of the paper is organized as follows: In the next section we describe the model, and
state the assumptions and the main results. Section 2 studies the Dirichlet eigenvalue problem on
bounded domains under more general hypotheses, and Section 3 is devoted to the exit rate control
problem. The proofs or the results in Section 2 are in Section 6. Section 4 is devoted to the study
of the eigenvalue problem in Rd and the risk sensitive minimization problem, while Section 5 treats
the maximization problem.
1.1. Notation. We denote by τ(A) the first exit time of the process {Xt} from the set A ⊂ Rd,
defined by
τ(A) := inf {t > 0 : Xt 6∈ A} .
The open ball of radius r centered at x ∈ Rd is denoted by Br(x), and Br without an argument
denotes the ball centered at 0. We let τr := τ(Br), and τ˘r := τ(B
c
r).
The complement and closure of a set A ⊂ Rd are denoted by Ac and A¯, respectively, and 1A
denotes its indicator function. Given a, b ∈ R, the minimum (maximum) is denoted by a∧ b (a∨ b),
respectively, and a± := (±a) ∨ 0. The inner product of two vectors x and y in Rd is denoted as
x · y, or 〈x, y〉, | · | denotes the Euclidean norm, xT stands for the transpose of x, and TrS denotes
the trace of a square matrix S.
The term domain in Rd refers to a nonempty, connected open subset of the Euclidean space
R
d. For a domain D ⊂ Rd, the space Ck(D) (Ckb (D)) k ≥ 0, refers to the class of all real-valued
functions on D whose partial derivatives up to order k exist and are continuous (and bounded),
Ckc (D) denotes its subset consisting of functions that have compact support, and C
k
0 (D) the closure
of Ckc (D). The space L
p(D), p ∈ [1,∞), stands for the Banach space of (equivalence classes of)
measurable functions f satisfying
∫
D|f(x)|p dx <∞, and L∞(D) is the Banach space of functions
that are essentially bounded in D. The standard Sobolev space of functions on D whose generalized
derivatives up to order k are in Lp(D), equipped with its natural norm, is denoted by Wk,p(D),
k ≥ 0, p ≥ 1. In general, if X is a space of real-valued functions on Q, Xloc consists of all functions
f such that fϕ ∈ X for every ϕ ∈ Cc(X ). Likewise, we define Wk,ploc(D).
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1.2. Description of the problem. The controlled jump diffusion process {Xt}t≥0 in Rd is gov-
erned by the Itoˆ equation
dXt = b◦(Xt, Zt) dt+ σ(Xt) dWt +
∫
Rm\{0}
g(Xt−, ξ) N˜ (dt,dξ) , X0 = x ∈ Rd. (1.3)
Here, W is a d-dimensional standard Wiener process, and N˜ is a martingale measure in Rm,
corresponding to a Poisson random measure N . In other words, N˜ (t, A) = N (t, A) − tΠ(A), with
E[N (t, A)] = tΠ(A) for any Borel subset A in Rm \ {0}, where Π is a finite measure on Rm \ {0}.
The processes W and N are independent and defined on a complete probability space (Ω,F,P).
The control process {Zt}t≥0 takes values in a compact metric space Z, is progressively measurable
with respect to Ft, and is non-anticipative: for s < t,
(
Wt −Ws, N (t, ·) −N (s, ·)
)
is independent
of
Fs := the completion of σ{X0, Zr,Wr,N (r, ·) : r ≤ s} relative to (F,P) .
The process Z is called an admissible control, and the set of all admissible control is denoted by Z.
Let a = 12σσ
T. We impose the following assumptions to guarantee existence of solution of (1.3).
(A1) Local Lipschitz continuity: for some constant CR > 0 depending on R > 0, the functions
σ =
[
σ
ij
]
: Rd → Rd×d, b : Rd ×Z → Rd, and g : Rd ×Rm → Rd satisfy
|b◦(x, ζ)− b◦(y, ζ)|2 + ‖σ(x) − σ(y)‖2 +
∫
Rm\{0}
|g(x, ξ) − g(y, ξ)|2 Π(dξ) ≤ CR |x− y|2 (1.4)
for all x, y ∈ BR and ζ ∈ Z, where ‖σ‖ :=
√
Tr(σσT).
(A2) Affine growth condition: For some constant C0 > 0, we have
sup
ζ∈Z
〈b◦(x, ζ), x〉+ + ‖σ(x)‖2 +
∫
Rm\{0}
|g(x, ξ)|2 Π(dξ) ≤ C0
(
1 + |x|2) ∀x ∈ Rd . (1.5)
(A3) Nondegeneracy: For each R > 0, it holds that
d∑
i,j=1
aij(x)ηiηj ≥ C−1R |η|2 ∀x ∈ BR , ∀ η = (η1, . . . , ηd)T ∈ Rd .
With B(Rd) denoting the Borel σ-algebra of Rd, we define
ν(x,A) := Π
({ξ ∈ Rm \ {0} : g(x, ξ) ∈ A}) , A ∈ B(Rd) ,
and
ν¯ := ν(x,Rd) = Π
(
R
d \ {0}) . (1.6)
Note that
∫
Rd
|z|2 ν(x,dz) ≤ C0(1 + |x|2) by (A2). Also, (A2) and the finiteness of Π imply that
x 7→ ∫
Rd
z ν(x,dz) has at most affine growth in x.
It is well known that under hypotheses (A1)–(A2), the stochastic differential equation in (1.3)
has a unique strong solution for every admissible control (see for example, [32]). By a Markov
control, we mean an admissible control of the form v(t,Xt) for some Borel measurable function
v : R+ ×Rd → Z. If v is independent of t, we call it a stationary Markov control and the set of all
stationary Markov controls is denoted by Zsm. The hypotheses in (A1)–(A3) imply the existence
of unique strong solutions under Markov controls. Indeed, as established in [35] using the method
of Picard, the diffusion
dX˜t = b◦
(
X˜t, v(t, X˜t)
)
dt+ σ(X˜t) dWt , X0 = x ∈ Rd , (1.7)
has a unique strong solution for any Markov control v. As shown in [44], since the the Le´vy
measure is finite, the solution of (1.1) can be constructed in a piecewise fashion by concatenating
the solutions of (1.7) between consecutive jumps (see also [39]).
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Definition 1.1. Let c : Rd×Z → R+ be a continuous function which represents the running cost.
Given a control Z ∈ Z the risk-sensitive criterion is given by
Ex(c, Z) := lim sup
T→∞
1
T
logEx
[
e
∫ T
0 c(Xs,Zs) ds
]
,
and the optimal value is defined as
E∗ := inf
x∈Rd
inf
Z∈Z
Ex(c, Z) .
Definition 1.2. We define the operator I by
If(x) := Tr(a(x)∇2f(x))+ I[f, x] + inf
ζ∈Z
{
b(x, ζ) · ∇f(x) + c(x, ζ)f(x)} (1.8)
for f ∈ C2(Rd) ∩ Cb(Rd), where
I[f, x] :=
∫
Rd
(
f(x+ z)− f(x)) ν(x,dz) ,
b(x, ζ) := b◦(x, ζ)−
∫
Rd
z ν(x,dz) .
(1.9)
We also define the operators A and Ac mapping C2(Rd) to C(Rd ×Z) by
Au(x, ζ) := Tr(a∇2u(x)) + I[f, x] + b(x, ζ) · ∇u(x) ,
Acu(x, ζ) := Au(x, ζ) + c(x, ζ)u(x) ,
(1.10)
and for v ∈ Zsm, we often use the simplifying notation
bv(x) := b
(
x, v(x)
)
, and cv(x) := c
(
x, v(x)
)
. (1.11)
In many results we enforce the following Foster–Lyapunov condition on the dynamics.
Assumption 1.1. In (a) and (b) below, V ∈ C2(Rd) is some function taking values in [1,∞), Ĉ is
a positive constant, and K ⊂ Rd is a compact set.
(a) If c is bounded, we assume without loss of generality that infRd×Z c = 0, and that there
exists some constant γ > ‖c‖∞ satisfying
AV(x, ζ) ≤ Ĉ1K(x)− γV(x) ∀ (x, ζ) ∈ Rd ×Z . (1.12)
(b) If c is not bounded, we assume that there exists an inf-compact function ℓ such that ℓ− c
is inf-compact, and
AV(x, ζ) ≤ Ĉ1K(x)− ℓ(x)V(x) ∀ (x, ζ) ∈ Rd ×Z . (1.13)
As well known (see [5]), if a and b are bounded, it might not be possible to find an unbounded
function ℓ satisfying (1.13). This is the reason for (1.12).
Before we proceed further, let us exhibit two classes of dynamics satisfying Assumption 1.1.
Example 1.1. Suppose that supζ∈Z b(x, ζ) · x ≤ −κ|x|α outside a compact set for some α ∈ [1, 2],
and a is bounded. Define V(x) := exp(θ
√|x|2 + 1). Then an easy calculation shows that
IV(x) ≤ κ1
(
1K1(x) + θ
1√
|x|2 + 1 + θ
2 |x|2
|x|2 + 1
)
V(x)
− θ |x|
α√|x|2 + 1V(x) +
∫
Rd
(
V(x+ z)− V(x))ν(x,dz)
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for some constant κ1, and a compact set K1. Now suppose that support(ν(x, ·)) ⊂ B(0, η) for all
x ∈ Rd. Then, since V(x+ z) ≤ V(x) exp(2θ|z|) by the mean-value theorem, we obtain∫
Rd
(
V(x+ z)− V(x)) ν(x,dz) ≤ V(x)(e2θη − 1)ν¯ .
Thus, if α > 1, and we choose ℓ ∼ |x|α−1, Assumption 1.1 is satisfied. For α = 1, if we assume that
η is sufficiently small so that ∫
Rd
(e2θ|z| − 1)ν(x,dz) < θ1θ
for some θ1 < 1 and all θ ∈ (0, 1), then by choosing θ suitably small we obtain (1.13).
Example 1.2. If the measure ν is heavy-tailed, it is not possible to use exponential Lyapunov
functions V like the one used in Example 1.1. Suppose, for simplicity, that ν is translation invariant,
that is, g(x, ξ) does not depend on x, and that
∫ |z|θν(dz) <∞ for θ ∈ [0, θ◦) for some θ◦ > 1, and∫ |z|θ◦ν(dz) = ∞. In such a case, (1.1) has a strong solution, even though (A2) is not satisfied if
θ◦ < 2. With
J[f ](x) :=
∫
Rm\{0}
(
f(x+ z)− f(x)− z · ∇f(x)) ν(dz) ,
we write A as
Af(x, ζ) = Tr(a∇2f(x)) + J[f ](x) + b◦(x, ζ) · ∇f(x) .
Note that the drift b◦ associated with the dynamics appears here, and not the modified b in (1.9).
Suppose that there exists a positive definite symmetric matrix S ∈ Rd×d such that
xTSb(x, ζ) ≤ C0 − C1(xTSx) .
This is, for example, the case for stable linear drifts with a nonlinear perturbation that has sublinear
growth. Consider a Lyapunov function V ∈ C2(Rd) which agrees with (xTSx)θ outside some
ball. Then as shown in [7, Lemma 5.1], x 7→ |x|1−θJ[V](x) vanishes at infinity if θ ∈ [1, 2) and
J[V](x) ∼ |x|θ−2 if θ ≥ 2. If in addition σ has sublinear growth, then (1.12) is satisfied.
Examining the proof of [7, Lemma 5.1], the estimates of the growth of J[V](x) depend only on
the values of
∫
Bcr
|z|θν(dz) and ∫
B\{0}|z|2 ν(dz). Therefore, scaled versions of these estimates can
be derived to address general measures ν(x,dz) encountered here. But it should be clear from the
above that, in general, if b◦ has at most affine growth and ν is heavy-tailed, then (1.13) cannot be
satisfied.
We are now ready to state one of our main results, whose proof is in Section 4. For a non-
negative function f ∈ C(Rd), we use O(f) to denote the space of function g ∈ C(Rd) such that
supx∈Rd
|g(x)|
1+f(x) <∞.
Theorem 1.1. Under (A1 )–(A3 ), and Assumption 1.1, there exists a unique positive function
V ∈W2,ploc(Rd) ∩ O(V) satisfying
IV (x) = E∗ V (x) a.e. in Rd , V (0) = 1 .
In addition, a stationary Markov control v is optimal if and only if it satisfies
bv(x) · ∇V (x) + cv(x)V (x) = min
ζ∈Z
{
b(x, ζ) · ∇V (x) + c(x, ζ)V (x)} a.e. in Rd . (1.14)
Remark 1.1. We say that ν has locally compact support if for every r > 0 there exist R = R(r)
such that ν(x,BcR) = 0 for all x ∈ Br. Concerning Theorem 1.1, if x → c(x, ζ) is locally Ho¨lder
continuous, and ν(x, ·) has locally compact support, then V ∈ C2,δ(Rd)∩O(V), for some δ ∈ (0, 1),
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by elliptic regularity. To see this, let f be a Lipschitz-continuous function on Rd, with Lipschitz
constant Lipf . Then, using (1.4) and (1.6) and the Cauchy–Schwarz inequality, we obtain∣∣∣∣∫
Rd
f(x+ z)ν(x,dz)−
∫
Rd
f(y + z)ν(y,dz)
∣∣∣∣ ≤ ∫
Rm\{0}
∣∣f(x+ g(x, ξ)) − f(y + g(y, ξ))∣∣Π(dξ)
≤ ν¯ Lipf
(
1 +
√
CR
) |x− y| ∀x, y ∈ BR .
This shows that the map f 7→ I[f, · ] preserves local Lipschitz continuity.
Remark 1.2. One can also consider a risk-sensitive maximization problem under the setting of
Theorem 1.1. This can be done using the results of Section 4 together with the approach of
[15, Theorem 3.1].
Remark 1.3. The results of Theorem 1.1 also hold under more general hypotheses. For instance,
if we restrict our class of controls to the set of all stationary Markov controls and assume that
x 7→ ∫A |z|1+|z|2ν(x,dz) is continuous and bounded for all A ∈ B(Rm \ {0}), then it is known that
the martingale problem is well-posed and the family of martingale solutions are strong Markov
[45, Theorem 4.3]. All the results of this article hold in this set up.
Remark 1.4. The risk-sensitive minimization problem with a near-monotone hypothesis on the
running cost is also of interest. Here, we can replace the blanket stability in Assumption 1.1 with a
stabilizability hypothesis, namely that (1.13) holds under some Markov control. Then existence of a
principal eigenfunction V on the whole space can be shown. However, asserting that the eigenvalue
equals E∗ and the verification of optimality results require additional hypotheses; see [3].
We also consider a risk-sensitive maximization problem without the blanket stability hypotheses
in Assumption 1.1. This assumption is replaced by a near-monotone hypothesis on the running
cost (see (H) in Section 5), which penalizes the growth of the process at infinity under any optimal
control. Our main result on the maximization problem, which also requires (A4) and (H) in
Section 5, can be roughly stated as follows.
Theorem 1.2 (Informal statement). Under (A1 )–(A4 ) and (H ), results analogous of Theorem 1.1
hold for the maximization problem in (5.3).
For detailed statements and their proofs we refer to Section 5.
2. The eigenvalue problem in bounded domains
In this section we consider the principal eigenvalue problem for nonlocal operators on bounded
domains and establish several properties. The assumptions here are more general than (A1)–(A3),
and the proofs are purely analytical, and devoid of probabilistic arguments. These results are
crucial for the study of the risk-sensitive control problems appearing later in the paper. The proofs
of the results stated in this section can be found in Section 6.
Let D be a bounded smooth domain in Rd. Without any loss of generality we may assume that
0 ∈ D. Let us point out that compactness of Z and nonnegativity of c are not required in this
section. We define the (uncontrolled) linear operators A and Ac by
Af(x) := Tr
(
a(x)∇2f(x))+ I[u, x] + b(x) · ∇u(x) ,
Acf(x) := Af(x) + c(x)f(x) .
(2.1)
with I[f, x] given by (1.9).
Assumption 2.1 which follows, is enforced throughout this section, without further mention.
Assumption 2.1. The following hold.
(1) The map x 7→ ν(x,Rd) is locally bounded.
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(2) The map x 7→ a(x) is continuous in D¯, and there exists a positive constant κ such that
κI ≤ a(x) ≤ κ−1I for all x ∈ D¯, where I ∈ Rd×d denotes the identity matrix.
(3a) For the operator Ac in (2.1): b : D → Rd and c : D → R are Borel measurable and bounded.
(3b) For the operator I in (1.8): b : D×Z → Rd and c : D×Z → R are continuous and bounded.
Next, we define the generalized Dirichlet principal eigenvalue λD of I (or Ac) on a domain D.
Let Cb,+(R
d) denote the cone in Cb(R
d) consisting of nonnegative functions. We define
Ψ
+(λ) :=
{
ψ ∈ Cb,+(Rd) ∩W2,dloc(D) : ψ > 0 in D , Iψ(x)− λψ ≤ 0 in D
}
,
and let
λD = λD(I) := inf
{
λ ∈ R : Ψ+(λ) 6= ∅} . (2.2)
The eigenvalue λD(A
c) is defined in the same manner.
The first main result of this section is the following. Its proof relies on the nonlinear Krein–
Rutman theorem in [2].
Theorem 2.1. Let D be a C0,1 bounded domain in Rd. There exists a unique ψD ∈ Cb,+(Rd) ∩
W
2,p
loc(D), p > d, satisfying
IψD = λD(I)ψD in D ,
ψD = 0 in D
c ,
ψD > 0 in D , ψD(0) = 1 .
Moreover, if u ∈ Cb,+(Rd) ∩W2,ploc(D), p > d, is nonnegative on D and satisfies
Iu ≤ λu in D ,
for some λ ∈ R, then, either λ > λD, or λ = λD and u = κψD for some κ > 0. In addition, the
assertions above hold for the operator Ac.
We refer to ψD as the principal eigenfunction of I on D, and to (λD, ψD) as the principal
eigenpair. If the operator is not specified, λD refers to the principal eigenvalue of I or Ac.
As a corollary to the proof of Theorem 2.1 we obtain the following monotonicity property with
respect to the domain.
Corollary 2.1. Suppose that D ( D′. Then we have λD < λD′.
We next address the continuity properties with respect to the domain D. Let {Dn}n∈N be a
decreasing sequence of smooth domains whose intersection is D, and which satisfies an exterior
sphere condition uniformly in n ∈ N, that is, there exists r > 0 such that for all large n, every
point of ∂Dn can be touched from outside of Dn with a ball of radius r.
Theorem 2.2. Let Dn → D as above. Then λDn → λD as n→∞.
In the following theorem, we incorporate the dependence of λD on c explicitly in the notation,
by writing this as λD(c).
Theorem 2.3. For any two potentials c and c′ the following hold.
(i) If c ≤ c′, and c′ > c on a subset of D with positive Lebesgue measure, then λD(c) < λD(c′).
(ii) For the operator Ac, we have λD
(
θc+(1− θ)c′) ≤ θλD(c) + (1− θ)λD(c′) for all θ ∈ [0, 1].
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3. A controlled eigenvalue problem
In this section we characterize the maximal exit rate probability
ΘD := sup
Z∈Z
lim sup
T→∞
1
T
log PZx (τ(D) > T ) (3.1)
for the jump diffusion model in (1.1) on a bounded C0,1 domain D.
This topic has a long history in the context of continuous diffusions in the uncontrolled [26,34,42]
and controlled [8,14,29] settings, and is linked to the general theory of quasi-stationary distributions
[18].
We assume (A1)–(A3). Let c = 0, and denote the corresponding operator I in (1.8) as I˜, that
is,
I˜f(x) = Tr(a(x)∇2f(x))+ I[f, x] + inf
ζ∈Z
b(x, ζ) · ∇f(x) .
For a given u ∈ C0(D) we can define v = T˜ u to be the solution of
I˜(−v) = u in D , and v = 0 in Dc .
Then we can apply the tools of Section 2 on T˜ (see also, Section 6) to obtain the following.
Theorem 3.1. The following hold.
(a) There exists a unique ψ˜D ∈ Cb(Rd) ∩W2,ploc(D), p > d, and λ˜D < 0 satisfying
I˜ψ˜D = λ˜D ψ˜D in D ,
ψ˜D = 0 in D
c ,
ψ˜D < 0 in D , ψ˜D(0) = −1 .
(3.2)
(b) If Dn → D in the sense of Theorem 2.2, then limn→∞ λ˜Dn = λ˜D.
The main result in this section is Theorem 3.2 which asserts that ΘD = λ˜D. As before, Z denotes
the set of admissible controls and the dynamics are given by (1.1). We need the following version
of Itoˆ’s formula which plays a crucial role in this study.
Lemma 3.1. Let τ be the first exit time from a bounded domain D, and c be bounded in D. Then
for any u ∈W2,p(D) ∩ Cb(Rd), p > d, we have
Ex
[
e
∫
τ∧t
0
c(Xs,Zs) ds u(Xτ∧t)
]− u(x) = Ex [∫ τ∧t
0
e
∫ s
0
c(Xr,Zr) drAcu(Xs, Zs) ds
]
, t ≥ 0 , (3.3)
where Ac is as in (1.10).
Proof. We follow the technique of Krylov [38]. Consider a sequence of bounded, smooth functions
um such that
‖um − u‖W2,p(D) → 0 , ‖um − u‖Cb(Rd) → 0 , as m→∞ .
By Itoˆ’s formula we then have
Ex
[
e
∫
τ∧t
0 c(Xs,Zs) ds um(Xτ∧t)
]
−um(x) = Ex
[∫
τ∧t
0
e
∫ s
0 c(Xr ,Zr) drAcum(Xs, Zs) ds
]
, t ≥ 0 . (3.4)
By the compactness of the embedding W2,p(D) →֒ C1,α(D), it is easily seen that as m → ∞, the
following holds.
Ex
[∫
τ∧t
0
(∣∣I[um,Xs]− I[u,Xs]∣∣+ ∣∣um(Xs)− u(Xs)∣∣+ ∣∣∇um(Xs)−∇u(Xs)∣∣) ds] −−−−→
m→∞
0 .
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Thus in order to pass to the limit in (3.4) to obtain (3.3), we only need to verify the passage to the
limit for the term
Ex
[∫
τ∧t
0
Tr(a∇2um)(Xs) ds
]
.
To verify this limit it is enough to show that∣∣∣∣Ex [∫ τ∧t
0
f(Xs) ds
]∣∣∣∣ ≤ κ‖f‖Ld(D) , (3.5)
for some constant κ not depending on f . It is also enough if we prove this for functions f that are
nonnegative and Lipschitz in D. Let w ∈ C2,α(D) be the unique solution to
Tr(a∇2w) = f in D , w = 0 on ∂D . (3.6)
Applying the maximum principle [33, Theorem 9.1] we have supD|w| ≤ κ‖f‖Ld(D). By the Sobolev
estimate [33, Theorem 9.14] we then have
‖w‖W2,p(D) ≤ κ1‖f‖Lp(D) (3.7)
for some constant κ1. Thus, by Sobolev embedding and (3.7), we obtain
‖w‖C1,α(D) + ‖w‖Cb(Rd) ≤ κ2‖w‖W2,p(D) ≤ κ2κ1‖f‖Lp(D) (3.8)
for some α ∈ (0, 1). Therefore, applying Itoˆ’s formula to (3.6), we deduce that
Ex
[∫
τ∧t
0
f(Xs) ds
]
= Ex
[∫
τ∧t
0
Tr(a∇2w)(Xs) ds
]
= Ex
[
w(Xτ∧t)
]− w(x)− Ex [∫ τ∧t
0
I[w,Xs] + b(Xs, Zs) · ∇w(Xs) ds
]
≤ κ3‖f‖Lp(D)
for some constant κ3 by (3.8). This proves (3.5), and completes the proof. 
Remark 3.1. More generally, (3.3) is valid for any u ∈ W2,dloc(D) satisfying I[u , ·] ∈ W2,dloc(D). This
can be shown by following the argument in [6, Lemma 4.1].
The main result of this section is the following.
Theorem 3.2. It holds that ΘD = λ˜D. In addition, a stationary Markov control is optimal for the
problem in (3.1) if and only if it is an a.e. measurable selector of (3.2).
Proof. We first show sufficiency. Let v be a measurable selector of (3.2), that is,
Avψ˜D(x) := Tr(a∇2ψ˜D)(x) + I[ψ˜D, x] + bv(x) · ∇ψ˜D(x) = λ˜Dψ˜D a.e. in D .
With ψD = −ψ˜D, we get
AvψD(x) = λ˜DψD(x) a.e. in D . (3.9)
Now consider a collection of smooth, increasing domains Dk ⋐ D such that ∪kDk = D. Let τk
be the first exit time from Dk. Note that τk ≤ τ for all k. Since ψD ∈ W2,p(Dk) we can apply
RISK-SENSITIVE CONTROL FOR A CLASS OF DIFFUSIONS WITH JUMPS 11
Lemma 3.1 to (3.9) to obtain
ψD(x) = E
v
x
[
e−λ˜Dt∧τkψD(Xt∧τk )
]
≤ e−λ˜Dt‖ψD‖∞ Pvx(t < τk) +
(
sup
x∈Dc
k
ψD
)
e−λ˜Dt Pvx(τk ≤ t)
≤ e−λ˜Dt‖ψD‖∞ Pvx(t < τ) +
(
sup
x∈Dc
k
ψD
)
e−λ˜Dt Pvx(τk ≤ t)
−−−→
k→∞
e−λ˜Dt‖ψD‖∞ Pvx(t < τ) .
We take logarithms on both sides, divide by t, and let t→∞ to obtain
λ˜D ≤ lim sup
t→∞
1
t
log Pvx(τ > t) ≤ ΘD . (3.10)
Next, consider a domain Dn ⋑ D. Let (ψ˜n, λ˜n) = (ψ˜Dn , λ˜Dn) denote the corresponding eigenpair
given in Theorem 3.1. Then, with ψn := −ψ˜n, we have
Tr(a∇2ψn)(x) + I[ψn, x] + sup
ζ∈Z
b(x, ζ) · ∇ψn(x) = λ˜nψn(x) .
Applying Lemma 3.1 in the domain D, and using the fact ψn > 0 in Dn, we see that for any Z ∈ Z
we have
ψn(x) ≥ EZx
[
e−λ˜nt∧τ ψn(Xt∧τ)
]
≥ e−λ˜nt
(
min
D
ψn
)
PZx (τ > t) .
from which we obtain
λ˜n ≥ lim sup
t→∞
1
t
logPZx (τ > t) .
Since Z is arbitrary, we have λ˜n ≥ ΘD, and thus letting n → ∞ and applying Theorem 3.1 (b),
we obtain λ˜D ≥ ΘD. Combining this with (3.10) we have shown that λ˜D = ΘD. Since λ˜D is the
principal eigenvalue corresponding to any minimizing selectors, we have shown sufficiency.
We next prove necessity. Let v be a optimal stationary Markov control, that is, is satisfies
ΘD = lim sup
T→∞
1
T
log Pvx(τ > T ) .
Let (θv, u) be a solution of
Avu = θvu a.e. in D ,
with u > 0 in D, and u = 0 on Dc. Using the above arguments we obtain
θv = lim sup
T→∞
1
T
log Pvx(τ > T ) = ΘD .
By (3.2) we have
AvψD(x) ≤ λ˜DψD(x) a.e. in D ,
and ψD = −ψ˜D > 0 in D. Since θv = λ˜D, it follows from Theorem 2.1 that ψD = κu for some
κ > 0. Therefore, v is a minimizing selector. This completes the proof. 
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4. Risk-sensitive control
In this section, we study the risk-sensitive control problem in Definition 1.1 for the controlled
diffusion in (1.1), and characterize optimality via a risk-sensitive HJB equation as in (1.2). Hy-
potheses (A1)–(A3) are in full effect in this section, without further mention. In Section 4.1 we
study the eigenvalue problem for a linear operator, and use these results in Section 4.2 which is
devoted to the proof of Theorem 1.1.
4.1. The eigenvalue problem in Rd. Recall that Zsm denotes the set of stationary Markov
controls. As in the proof of Theorem 3.2, by Av, with v ∈ Zsm, we denote the linear operator
Avf(x) := Tr(a∇2f)(x) + I[f, x] + bv(x) · ∇f(x), f ∈ C2(Rd) ∩ Cb(Rd) ,
where we use the notation in (1.11). In analogy to the notation in (2.1), we define Acv := Av + cv.
We also use the notation
Evx(c) := lim sup
T→∞
1
T
logEvx
[
e
∫ T
0
cv(Xs) ds
]
, and Ev(c) := inf
x∈Rd
Evx(c) , v ∈ Zsm .
In the first part of this section we characterize Ev(c) as a principal eigenvalue of the operator
λRd(Acv) in Rd (see (2.2)).
We keep in mind that, by Assumption 1.1, the operator Av satisfies AvV ≤ Ĉ1K − γV if c is
bounded, and AvV ≤ Ĉ1K − ℓV otherwise. The main theorem in this section is the following.
Theorem 4.1. Grant Assumption 1.1. The following hold for each v ∈ Zsm.
(a) there exists a positive Ψv ∈W2,ploc(Rd) ∩ O(V), p > d, and λ∗v ∈ R satisfying
AvΨv + cv Ψv = λ∗vΨv in Rd , and Ψv(0) = 1 . (4.1)
(b) λ∗v = λRd(Acv) = Evx(c) for all x ∈ Rd.
(c) The function Ψv is the unique solution of (4.1) in W
2,d
loc(R
d) ∩ O(V) with λ∗v = λRd(Acv).
Note that I[Ψv, x] is well defined since Ψv ∈ O(V) by Assumption 1.1.
The rest of this section is devoted to the proof of Theorem 4.1. The key steps involved in the proof
are as follows: (i) we start with the Dirichlet eigenvalue problems on a sequence of balls increasing
to Rd and then justify the passage of limit in the equations; (ii) we show that the limits of the
principal eigenvalues on balls coincide with Evx(c). We break down the proof in several lemmas.
One of the key lemmas is Lemma 4.1 where we obtain a stochastic representation for the Dirichlet
principal eigenfunctions. This representation (see (4.2)) is the main ingredient in obtaining uniform
local bounds for the eigenfunctions when we consider a sequence of domains increasing to Rd. This
we do in Lemma 4.3 where a stochastic representation is obtained for the principal eigenfunction
in Rd. Lemma 4.2 establishes a lower bound on the limits of the principal eigenvalues which is
required to prove the stochastic representation in Lemma 4.3. In Lemma 4.5 we show that the
principal eigenvalue coincides with the risk sensitive value Evx with respect to cv.
In the interest of economy of notation, throughout the rest of Section 4.1, with the exception of
Lemma 4.2, we work with a generic v ∈ Zsm and drop the dependence on v in the variables, that is,
A ≡ Av, c ≡ cv , Ex ≡ Evx, etc. In addition, for any r > 0, we let λr ≡ λBr(Ac), where, as defined
in Section 1.1, Br denotes the open ball of radius r centered at 0.
We begin with the following stochastic representation formula, inspired from [3,5], for the Dirich-
let eigenfunction in the bounded domain. Recall from Theorem 2.1 that the Dirichlet eigenfunctions
in D belong to C0(D) ∩W2,p(D). This can also be seen by [33, Theorem 9.15].
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Lemma 4.1. Let (ψn, λn) ∈ C0(Bn) ∩W2,p(Bn) × R, p > d, be the Dirichlet principal eigenpair
satisfying
Aψn + cψn = λn ψn in Bn ,
ψn = 0 in B
c
n ,
ψn > 0 in Bn .
Then for every r ∈ (0, n) we have
ψn(x) = Ex
[
e
∫
τ˘r
0 (c(Xs)−λn) ds ψn(Xτ˘r)1{τ˘r<τn}
]
∀x ∈ Bn \Br , (4.2)
where τ˘r = τ(B
c
r) as defined in Section 1.1. In addition, for all n ∈ N, we have λn ≤ Ex(c) for
x ∈ Bn.
Proof. Applying Lemma 3.1 and using the fact ψn = 0 in B
c
n, it follows that
ψn(x) = Ex
[
e
∫ t∧τ˘r
0
(c(Xs)−λn) ds ψn(Xt∧τ˘r )1{τ˘r∧t<τn}
]
, t ≥ 0 . (4.3)
Letting t→∞ in (4.3), and applying Fatou’s lemma, we obtain
ψn(x) ≥ Ex
[
e
∫
τ˘r
0
(c(Xs)−λn) ds ψn(Xτ˘r)1{τ˘r<τn}
]
. (4.4)
Define
cˆ(x) := −1Br(x) + c(x) ,
and let (ψˆn, λˆn) be the principal Dirichlet eigenpair of the operator Acˆ in Bn. Then from Theo-
rem 2.3 it follows that λn > λˆn and therefore, by Theorem 2.2, we can find a ball BR with R > n
such that the principal Dirichlet eigenpair (ψˆR, λˆR) of Acˆ in BR satisfies λn > λˆR. Then, we have
Ex
[
e
∫ t
0
(c(Xs)−λn) ds ψn(Xt)1{t<τ˘r∧τn}
]
≤ Ex
[
e
∫ t
0
(cˆ(Xs)−λn) ds ψn(Xt)1{t<τ˘r∧τn}
]
≤ maxBn ψn
minBn ψˆR
Ex
[
e
∫ t
0 (cˆ(Xs)−λn) ds ψˆR(Xt)1{t<τ˘r∧τn}
]
≤ maxBn ψn
minBn ψˆR
e(λˆR−λn)t ψˆR(x) −−−→
t→∞
0 ,
(4.5)
where in the last inequality we use
ψˆR(x) ≥ Ex
[
e
∫ t
0 (cˆ(Xs)−λˆR) ds ψˆR(Xt)1{t<τ˘r∧τn}
]
.
Therefore, decomposing the integral in (4.3), and using the monotone convergence theorem and
(4.5), we obtain
ψn(x) ≤ Ex
[
e
∫
τ˘r
0 (c(Xs)−λn) ds ψn(Xτ˘r)1{τ˘r<τn}
]
.
This together with (4.4) proves (4.2). The second assertion is quite standard, and follows from the
Itoˆ formula (see Lemma 3.1). This completes the proof. 
For a diffusion as in (1.1) without the Le´vy driving term, provided that the sequence of eigen-
values {λn} is bounded, Harnack’s inequality enables us to construct a principal eigenfunction on
the whole space. A standard argument then shows that the limit limn→∞ λn cannot be a negative
number. For the model at hand, this venue does not seem possible. However, in order to use the
function V in (1.12) as a barrier for the sequence of Dirichlet solutions, as done in Lemma 4.3 later
in this section, we need a lower bound of this limit. This is provided in following lemma which uses
a weaker hypothesis than Assumption 1.1.
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Lemma 4.2. Suppose there exist a positive function V˜ ∈ C2(Rd), a constant C˜, and a compact set
K˜, which satisfy
AV˜(x, ζ) ≤ C˜1K˜(x)− 1 ∀ (x, ζ) ∈ Rd ×Z . (4.6)
Then limn→∞ λn(I) ≥ 0.
Proof. Since c is assumed nonnegative, then in view of Theorem 2.3 it is enough to prove the result
for c ≡ 0. Also, without loss of generality, we assume that K˜ ⊂ B1. We argue by contradiction.
Suppose λn = λn(I) ր λ∗ < 0. Let ψn be the eigenfunction of I on Bn normalized so that
min
B1
ψn = 1. Its existence is asserted in Theorem 2.1. By Itoˆ’s formula we have
ψn(x) = inf
v∈Zsm
Evx
[
e−λn(τ˘1∧τn) ψn(Xτ˘1∧τn)
]
,
and the infimum is realized at some element of Zsm. Therefore, invoking Lemma 4.1, and the
inequality λn < λ∗, which holds by Corollary 2.1, we obtain
ψn(x) ≥ inf
v∈Zsm
Evx
[
e−λ
∗τ˘1 ψn(Xτ˘1)1{τ˘1<τn}
]
≥ inf
v∈Zsm
Evx
[(
1− λ∗τ˘1
)
1{τ˘1<τn}
]
.
(4.7)
Let gn(x) = infv∈Zsm P
v
x(τ˘1 < τn). It is clear that gn(x), being a bounded solution of a Dirichlet
problem, is in W2,ploc(Bn ∩B
c
1), p > d, and converges to the function 1 uniformly on compact subsets
of B
c
1. Let
hn(x) := inf
v∈Zsm
Evx
[∫
τ˘1
0
gn(Xt)1{τ˘1<τn} dt
]
.
Using the function in (4.6) as a barrier, we deduce that the family {hn} are solutions of Dirichlet
problems, and they are nondecreasing in n, and are locally bounded uniformly in n. Thus, hn
converges uniformly on compact subsets of B
c
1 to h(x) = infv∈Zsm E
v
x[τ˘1] on B
c
1, which is also a
solution of an exterior Dirichlet problem. It also follows by the strong maximum principle that h
is positive on B
c
1. Note that
Evx
[(
1− λ∗τ˘1
)
1{τ˘1<τn}
] ≥ gn(x)− λ∗hn(x) ∀x ∈ Bn \B1 , (4.8)
and for all v ∈ Zsm by construction. Let
Fn(x) := 2 ∧
(
gn(x)− λ∗hn(x)
)
, x ∈ Bc1 . (4.9)
We have already shown that Fn converges uniformly on compact sets to some continuous bounded
function F > 1 on B
c
1.
On the other hand, using Itoˆ’s formula and Fatou’s lemma, we have
ψn(x) ≥ inf
v∈Zsm
Evx
[
e−λ
∗τ2 ψn(Xτ2)
]
≥ inf
v∈Zsm
Evx
[
ψn(Xτ2)
]
≥ inf
v∈Zsm
Evx
[
Fn(Xτ2)
] ∀x ∈ B1 ,
(4.10)
where in the last inequality we use (4.7)–(4.9). Consider the hitting distributions
βvx(A) := P
v
x(Xτ2 ∈ A) , x ∈ B1 , v ∈ Zsm .
We claim that the family
{
βvx : x ∈ B1 , v ∈ Zsm
}
is tight. Indeed, βvx(B
c
n) is the solution of the
Dirichlet problem
Avu = 0 in B1 , u = 1Bcn on Bc1 .
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However, by linearity, this is equivalent to the problem
Avu = −
∫
Rm\{0}
1Bcn(x+ z)ν(x,dz) in B1 , u = 0 on B
c
1 .
The claim then follows by the ABP estimate in Theorem 6.1, since the family {ν(x, · ) : x ∈ B1} is
tight by (A2). Therefore,
inf
x∈B1
inf
v∈Zsm
∫
Bc2
F (y)βvx(dy) > 1 , (4.11)
which of course also implies by tightness that the inequality in (4.11) holds if the integral is restricted
to an annulus BR \B2 for some R sufficiently large. Therefore, (4.10) and (4.11) together with the
uniform convergence of Fn on compact sets imply that
lim inf
n→∞
inf
B1
ψn > 1 ,
which contradicts the assumption that min
B1
ψn = 1. This completes the proof. 
Next we prove the existence of an eigenfunction on Rd.
Lemma 4.3. Grant Assumption 1.1, and let λ∗ := limn→∞ λn. The following hold:
(a) There exists a positive function Ψ ∈W2,ploc(Rd) ∩ O(V), p > d, satisfying
AΨ+ cΨ = λ∗Ψ in Rd .
(b) There exists r◦ ≥ 0, such that for all r > r◦ we have
Ψ(x) = Ex
[
e
∫
τ˘r
0
(c(Xs)−λ∗) dsΨ(Xτ˘r)
]
∀x ∈ Bcr . (4.12)
Proof. We first show that Ex(c) is finite. The proof is the same under parts (a) or (b) of As-
sumption 1.1, so we work here under part (a). Choosing g = Ĉ
(
minK V
)−1
1K, we write (1.13)
as
AVn + (ℓ− g)Vn ≤ AV+ (ℓ− g)V ≤ 0 .
Let Vn ≤ V be a sequence of increasing functions in C2(Rd) ∩ Cb(Rd) such that Vn = V on Bn.
Note then that
AVn + (ℓ− g)Vn ≤ 0 on Bn .
Thus, by the Itoˆ’s formula and Lemma 3.1, we obtain
Ex
[
e
∫
τm∧T
0 (ℓ(Xs)−g(Xs)) ds Vn(Xτm∧T )
]
− V(x)
≤ Ex
[∫
τm∧T
0
e
∫ t
0 (ℓ(Xs)−g(Xs)) ds
(
AVn(Xt) + (ℓ(Xt)− g(Xt))Vn(Xt)
)
dt
]
≤ Ex
[∫
τm∧T
0
e
∫ t
0 (ℓ(Xs)−g(Xs)) ds
(
AV(Xt) + (ℓ(Xt)− g(Xt))V(Xt)
)
dt
]
≤ 0
for all m ≤ n. Thus taking limits as n→∞, and applying Fatou’s lemma, we arrive at
V(x) ≥ Ex
[
e
∫
τm∧T
0 (ℓ(Xs)−g(Xs)) ds V(Xτm∧T )
]
∀m ∈ N .
Now let m→∞, and apply Fatou’s lemma once more, to obtain
V(x) ≥ Ex
[
e
∫ T
0 (ℓ(Xs)−g(Xs)) ds V(XT )
]
≥
(
inf
Rd
V
)
Ex
[
e
∫ T
0 (ℓ(Xs)−g(Xs)) ds
]
.
Taking logarithm on both sides, dividing by T , and letting T →∞, we deduce that Ex(ℓ− g) <∞.
Since c ∈ O(ℓ), we have Ex(c) <∞.
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As a consequence of the above estimate, together with Lemmas 4.1 and 4.2, and the nonnegativity
of c, we have λ∗ ∈ [0,∞). Now choose a ball B ⊃ K such that (c − λn) ≤ ℓ (or γ) in Bc for all n
large enough. This is possible due to Lemma 4.2. Recall the definition in (1.6), and let L denote
the ‘local part’ of the operator A, that is,
Lu(x) := Tr(a∇2u(x)) + b(x) · ∇u(x)− ν¯u(x) . (4.13)
We scale ψn so that it touches V from below, that is, we replace ψn with κnψn where
κn := max
{
κ ∈ (0,∞) : V− κψn > 0 in Rd
}
.
We claim that ψn can only touch V in B. Indeed, using (4.13), we have
A(V− ψn) + (c− λn)(V − ψn) ≤ 0 ⇒ L(V− ψn)− ν¯(V− ψn)− (c− λn)−(V− ψn) ≤ 0 ,
in Bc ∩ Bn, and therefore, by the strong maximum principle, if V − ψn vanishes somewhere in
Bc ∩ Bn it has to be identically zero in Bc ∩ Bn, which contradicts the fact that ψn = 0 on ∂Bn.
Thus there exists yn ∈ B such that V(yn) = ψn(yn). Define
Jn(x) :=
∫
Rd
ψn(x+ z)ν(x,dz) .
Note that (A2) together with the Foster–Lyapunov equations in (1.12) and (1.13) imply that x 7→∫
Rd
V(x + z)ν(x,dz) is locally bounded. Therefore, Jn is locally bounded, uniformly in n, since
ψn ≤ V under the scaling above. We write
Lψn + (c− λn)ψn = −Jn in Bn .
Then by [33, Theorem 9.20 and 9.22] it follows that for any domains D1 ⋑ D ⊃ B there exists a
constant κ such that
sup
D
ψn ≤ κ
(
inf
D
ψn + ‖Jn‖Ld(D1)
)
≤ κ
(
inf
D
V+ ‖Jn‖Ld(D1)
)
.
Thus, using the standard theory of elliptic PDE [33], we deduce that ‖ψn‖W2,p(D), p > d, is bounded
uniformly in n, for every fixed bounded set D. Hence we can extract a subsequence {ψnk} such
that
ψnk → Ψ in W2,ploc(Rd) , and ψnk → Ψ in C1,αloc (Rd)
for some Ψ ∈W2,ploc(Rd) ∩ O(V). Moreover, we have
AΨ+ cΨ = λ∗Ψ a.e. in Rd .
Since minB(V − Ψ) = 0 by construction and V is positive, it follows from the strong maximum
principle that Ψ > 0 in Rd. This completes the proof of part (a).
Next we prove part (b). Recall the function g defined in the beginning of the proof, and let r◦
be such that Br◦ ⊃ B. Using a similar argument as above, under Assumption 1.1 (b), we obtain
V(x) ≥ Ex
[
e
∫
τ˘r∧t
0 (ℓ(Xs)−g(Xs)) ds
]
= Ex
[
e
∫
τ˘r∧t
0 ℓ(Xs) ds
]
∀ r ≥ r◦ , ∀ t ≥ 0 .
Letting t→∞, and using the fact that Px(τ˘ <∞) = 1, by Fatou’s lemma we have
V(x) ≥ Ex
[
e
∫
τ˘r
0 ℓ(Xs) ds
]
∀ r ≥ r◦ . (4.14)
Under Assumption 1.1 (a) we arrive at a similar conclusion with ℓ replaced by γ. Note that, in
either case, there exists a ball B so that (c − λn) ≤ ℓ (or γ) in Bc for all large n. Thus (4.14)
enables us to use the dominated convergence theorem to take limits in (4.2) and obtain (4.12). This
concludes the proof. 
As a consequence of the stochastic representation in (4.12) we obtain the following strict mono-
tonicity result.
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Lemma 4.4. Suppose that Assumption 1.1 holds for two cost functions c and cˆ, such that cˆ  c.
Then we have λ∗(cˆ) < λ∗(c).
Proof. Monotonicity implies that λ∗(cˆ) ≤ λ∗(c). Suppose that λ∗(cˆ) = λ∗(c) = λ∗. Let Ψ and Ψ̂
be the eigenfunctions corresponding to Ac and Acˆ, respectively. From Lemma 4.3 we see that the
stochastic representation formula (4.12) holds for Ψ and Ψ̂. Choose κ > 0 such that the minimum
of κΨ− Ψ̂ on B ⊃ Br0 equals 0, that is, κ = maxB Ψ̂(Ψ)−1. Applying the stochastic representation
in (4.12), it then follows that κΨ ≥ Ψ̂. Writing the difference of the two eigenvalue equations, and
using (4.13), we obtain
L(κΨ − Ψ̂)− ν¯(κΨ − Ψ̂)− (c− λ∗)−(κΨ− Ψ̂) ≤ 0 in Rd .
Therefore, by the strong maximum principle, we must have κΨ̂ = Ψ in Rd which contradicts the
fact that cˆ  c. This completes the proof. 
Another consequence of the stochastic representation is uniqueness of the principal eigenfunction.
Theorem 4.2. Grant Assumption 1.1. Let u ∈ W2,ploc(Rd) ∩ O(V), p > d, be a positive function
satisfying
Au+ cu = λu a.e. in Rd (4.15)
for some λ ≥ λ∗, and
u(x) = Ex
[
e
∫
τ(Bc)
0 (c(Xs)−λ) ds u
(
Xτ(Bc)
)] ∀x ∈ Bc , (4.16)
for some ball B. Then we have λ = λ∗ and u = κΨ for some κ > 0.
Proof. Due to strong Markov property we may assume that B ⊃ Br0 . We choose a constant κ > 0
such that the minimum of κΨ−u on B equals 0. By (4.12) and (4.16) it then follows that κΨ−u ≥ 0
and its minimum is attained in B. As in the proof of Lemma 4.4, we have
L(κΨ − u)− ν¯(κΨ− u)− (c− λ∗)−(κΨ− u) ≤ 0 in Rd
by (4.15). An application of the strong maximum principle then shows that κΨ = u, which in turn,
implies that λ = λ∗. 
The next lemma shows that λ∗ is equal to the risk-sensitive value.
Lemma 4.5. Under Assumption 1.1, we have λ∗ = Ex(c) for all x.
Proof. We have already shown that λ∗ ≤ Ex(c) in Lemma 4.1. Thus we need to show the reverse
inequality. We first establish this under Assumption 1.1 (a). Choose ε > 0 small enough so that
γε = ‖c‖∞ + ε < γ, and define
c˘n(x) := c(x)1Bn(x) + γε1Bcn(x) .
We have λn = λn(cn) < γε by Lemma 4.4. Let (Ψ˘n, λ˘n) be the eigenpair satisfying Lemma 4.3 (a)
with the cost function c˘n. Note that c˘n ≥ λ˘n in Bcn. Using Itoˆ’s formula it is straightforward
to verify that Ψ˘n(x) ≥ minBn Ψn (see for instance, Lemma 4.3 (b)). Again, applying Lemma 3.1
together with Fatou’s lemma we obtain(
min
Bn
Ψ˘n
)
Ex
[
e
∫ T
0 (c˘n(Xs)−λ˘n) ds
]
≤ Ex
[
e
∫ T
0 (c˘n(Xs)−λ˘n) ds Ψ˘n(XT )
]
≤ Ψ˘n .
Now taking logarithm on both sides, dividing by T , and letting T → ∞, we obtain λ˘n ≥ Ex(cn).
In particular, we have
λ˘n = Ex(c˘n) ≥ 0 ∀n ∈ N .
Also note that λ˘ := limn→∞ λ˘n ≥ Ex(c) ≥ λ∗(c).
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In order to complete the proof, it remains to show that λ˘ = λ∗. As in the proof of Lemma 4.3,
we can find r◦ > 0 such that Ψn ≤ V and it touches V at some point in Br◦ . We can then use
(1.12) as a barrier, and pass to the limit to obtain some positive Ψ˘ ∈W2,ploc(Rd) which satisfies
AΨ˘ + cΨ˘ = λ˘Ψ˘ on Rd .
By Lemma 4.3 (b) we have
Ψ˘n(x) = Ex
[
e
∫
τ˘r
0 (cn(Xs)−λ˘n) ds Ψ˘n(Xτ˘r)
]
∀x ∈ Bcr , (4.17)
for some r > 0. We can then use (4.14) and dominated convergence to take limits in (4.17) as
n→∞ to obtain
Ψ˘(x) = Ex
[
e
∫
τ˘r
0
(c(Xs)−λ˘) ds Ψ˘(Xτ˘r )
]
∀x ∈ Bcr .
Combining this with Theorem 4.2 completes the proof.
Next, consider Assumption 1.1 (b). Here, we define
c˘n(x) := c(x) +
1
2
(
ℓ(x)− c(x))+1Bcn(x) ,
and let (Ψ˘n, λ˘n) be the eigenpair associated with this running cost. Then we can repeat the above
argument to first deduce that λ˘ ≥ Ex(c) ≥ λ∗, and then establish that λ˘ = λ∗. This completes the
proof. 
Now are now ready to complete the proof of Theorem 4.1.
Proof of Theorem 4.1. Part (a) follows from Lemma 4.3. We also have λ∗v = E
v
x(c) for all x ∈ Rd.
It is clear that λ∗v ≥ λRd(Acv) by the definition in (2.2). On the other hand if λ∗v > λRd(Acv), then
λBn > λRd(Acv) for some n ∈ N, which is impossible by Theorem 2.1. Hence we get part (b).
It remains to prove part (c). Let u ∈W2,dloc(Rd) ∩ O(V) be a positive solution to
Au+ cu = λ∗u in Rd .
Applying Lemma 3.1 and Fatou’s lemma it is easily seen that
u(x) ≥ Ex
[
e
∫
τ(Bc)
0 (c(Xs)−λ
∗) ds u
(
Xτ(Bc)
)] ∀x ∈ Bc ,
for any ball B. As done earlier, choose κ > 0 such that the minimum of κu − Ψ in B equals 0.
Applying the arguments in the proof of Theorem 4.2 we deduce that κu = Ψ. This completes the
proof. 
4.2. Proof of Theorem 1.1. In this section we present the proof of Theorem 1.1.
Proof. Let (Vn, λn) be the principal Dirichlet eigenpair of the operator I in Bn. Following the
arguments of Lemma 4.3, we can show that there exists some positive function V ∈W2,ploc(Rd)∩O(V),
p > d, satisfying
IV = λ∗V a.e. in Rd , and V (0) = 1 , (4.18)
where V is obtained as a subsequential limit of Vn in W
2,p
loc(R
d), and λ∗ = limn→∞ λn(I). On
the other hand, by Lemma 3.1 we can employ Itoˆ’s formula, and the method of proof of [3,
Lemma 2.3 (i)] to assert that λn(I) ≤ Ex(c, Z) for all x ∈ Bn, and Z ∈ Z. Therefore, in view
of Theorem 4.1, we obtain
λ∗ ≤ E∗ ≤ Ev = λ∗v ∀ v ∈ Zsm . (4.19)
Let Zsm ⊂ Zsm denote the set of Markov controls satisfying (1.14). If v ∈ Zsm, or equivalently, if
AcvV = λ∗V , then Theorem 4.1 and (4.19) imply that Ψv = V and λ∗ = λ∗v. Thus we have shown
that
V = Ψv , and λ
∗ = E∗ = λ∗v ∀ v ∈ Zsm . (4.20)
RISK-SENSITIVE CONTROL FOR A CLASS OF DIFFUSIONS WITH JUMPS 19
It is also clear that λ∗ = λRd(I), with the second as defined in (2.2).
Now, let Z∗sm denote the class of optimal stationary Markov controls, and choose an arbitrary
v ∈ Z∗sm. Then IVn = λnVn implies that AcvVn ≥ λnVn, which in turn implies that
Vn(x) ≤ Evx
[
e
∫
τ˘r
0 [cv(Xs)−λn] ds Vn(Xτ˘r )1{τ˘r<T∧τn}
]
+ Evx
[
e
∫ T
0 [cv(Xs)−λn] ds Vn(XT )1{T<τ˘r∧τn}
]
∀T > 0 ,
(4.21)
r ∈ (0, n), and x ∈ Bn \Br. Choose r, and n large enough so that ‖c‖∞− λn < γ and K ⊂ Br. We
claim that the last term in (4.21) tends to 0 as T →∞. Indeed, since Vn ≤ V, we have
Evx
[
e
∫ T
0 [cv(Xs)−λn] ds Vn(XT )1{T<τ˘r∧τn}
]
≤ e(‖c‖∞−λn−γ)T Evx
[
eγT V(XT )1{T<τ˘r∧τn}
]
≤ e(‖c‖∞−λn−γ)T V(x) −−−−→
T→∞
0 ,
where the second inequality follows by (1.12). Same conclusion holds under Assumption 1.1(b).
Thus, first taking limits in (4.21) as T → ∞, using monotone convergence for the first term, and
then employing Assumption 1.1 and dominated convergence to take limits as n→∞, we obtain
V (x) ≤ Evx
[
e
∫
τ˘r
0 [cv(Xs)−λ
∗] ds V (Xτ˘r )
]
. (4.22)
Using (4.22) together with AcvV ≥ λ∗V and AcvΨv = λ∗vΨv from Theorem 4.1, and the fact that
λ∗v = λ
∗ by the optimality of v and (4.20), it follows as in the proof of Theorem 4.2 that Ψv = V .
Thus we have shown
Z∗sm = Zsm . (4.23)
Equations (4.20) and (4.23) show that λ∗ = E∗, and any solution V of (4.18) equals Ψv for any
optimal stationary Markov control v ∈ Zsm. This of course implies uniqueness of the solution and
the verification of optimality result in the theorem, and completes the proof. 
5. A risk-sensitive maximization problem
In this section we study a risk-sensitive (reward) maximization problem. In addition to (A1)–
(A3), throughout this section we assume the following.
(A4) For some constant C0 we have
sup
ζ∈Z
〈b◦(x, ζ), x〉− ≤ C0 (1 + |x|2) ∀x ∈ Rd . (5.1)
In addition, ν satisfies
sup
x∈Rd
∫
Rd
|x|2
1 + |x+ z|2 ν(x,dz) < ∞ . (5.2)
As before, c : Rd×Z → R+ is a continuous function representing the running cost. With Ex(c, Z)
as in Definition 1.1, the optimal value for the maximization problem is defined as
Eˆ∗ := sup
x∈Rd
sup
Z∈Z
Ex(c, Z) , (5.3)
respectively. For this maximization problem, the operator takes the form
Îf(x) := Tr(a(x)∇2f(x))+ I[f, x] + max
ζ∈Z
{
b(x, ζ) · ∇f(x) + c(x, ζ)f(x)}
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for f ∈ C2(Rd) ∩ Cb(Rd). By Theorem 3.1 there exists a unique wn ∈ Cb(Rd) ∩W2,ploc(Bn), p > d,
satisfying
Îwn = ̺nwn in Bn ,
wn = 0 in B
c
n ,
wn > 0 in Bn , wn(0) = 1.
(5.4)
Furthermore, ̺n < ̺n+1 for all n. We assume the following near monotone condition.
(H) The running cost function is bounded above in Rd, and
lim
n→∞
̺n > C := lim
r→∞
sup
(x,ζ)∈Bcr×Z
c(x, ζ) .
Remark 5.1. Hypothesis (H) implies that the process under an optimal control cannot be transient.
This is somewhat necessary for the risk-sensitive value and the principal eigenvalue of the operator
Î in Rd to be equal. Even for local operators, that is, with ν = 0, it is known from [5, Exam-
ple 3.1] that the principal eigenvalue can be strictly smaller than the risk-sensitive value, even for
uncontrolled problems.
Our main result of this section is the following.
Theorem 5.1. Grant (A1 )–(A4 ) and (H ). Then the following hold.
(a) Eˆ∗ = limn→∞ ̺n.
(b) There exists a unique positive Φ∗ ∈ C(Rd) ∩W2,ploc(Rd), p > d, satisfying
ÎΦ∗ = Eˆ∗Φ∗ in Rd , and Φ∗(0) = 1 . (5.5)
(c) A stationary Markov control v is optimal if and only if
bv(x) · ∇Φ∗(x) + cv(x)Φ∗(x) = max
ζ∈Z
{
b(x, ζ) · ∇Φ∗(x) + c(x, ζ)Φ∗(x)
}
(5.6)
almost everywhere in Rd.
The remaining part of this section is devoted to the proof of Theorem 5.1 which requires the
results in Lemmas 5.1 to 5.3 which follow. Let us begin with the following estimate on the hitting
time probabilities.
Lemma 5.1. For any T > 0 and r > 0, we have
lim
R→∞
sup
x∈Bc
R
sup
Z∈Z
PZx (τ˘r < T ) = 0 .
Proof. With no loss of generality we assume that r = 1. Let f(x) = (1 + |x|2)−1/2. Applying Itoˆ’s
formula to (1.3), and using the definition in (1.10), we see that
EZx [f(Xt)] = f(x) + E
Z
x
[∫ t
0
Af(Xs, Zs) ds
]
, t ≥ 0 . (5.7)
Using the growth condition of a and b (see (1.5) and (5.1)) it is easily seen that∣∣Tr(a(x)∇2f(x))∣∣+max
ζ∈Z
b(x, ζ) · ∇f(x) ≤ κf(x) ∀ (x, ζ) ∈ Rd ×Z ,
for some constant κ. On the other hand, (5.2) implies that∣∣I[f, x]∣∣ ≤ κ1f(x) ∀x ∈ Rd ,
for some constant κ1, Thus using Gro¨nwall’s inequality in (5.7), it follows that
sup
Z∈Z
sup
0≤t≤T
EZx [f(Xt)] ≤ κ2f(x) ∀x ∈ Rd , (5.8)
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where the constant κ2 depends on T but not on x. Again, using Itoˆ’s formula, we note that
f(Xt) = f(x) +
[∫ t
0
Tr
(
a(Xs)∇2f(Xs)
)
+ I[f,Xs] + b(Xs, Zs) · ∇f(Xs) ds
]
+
∫ t
0
∫
Rm\{0}
(
f(Xs− + g(Xs−, ξ))− f(Xs−)
)(N˜ (dt,dξ)−Π(dξ) dt)
+
∫ t
0
∇f(Xs)σ(Xs) dWs .
(5.9)
By Doob’s martingale inequality and (5.8), we obtain
EZx
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
∇f(Xs)σ(Xs) dWs
∣∣∣∣
]
≤ EZx
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
∇f(Xs)σ(Xs) dWs
∣∣∣∣2
]1/2
≤
√
2EZx
[∫ T
0
|∇f(Xs)|2|σ(Xs)|2 ds
]1/2
≤ κ3
√
f(x)
for some constant κ3 depending only on T . Similarly, we also get
EZx
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
∫
Rm\{0}
(
f(Xs− + g(Xs−, ξ)) − f(Xs−)
)(N˜ (dt,dξ)−Π(dξ) dt)∣∣∣∣
]
≤ κ3
√
f(x) ,
using the same constant κ3, without loss of generality. Using these estimates in (5.9) and applying
Gronwall’s inequality, we have
sup
Z∈Z
EZx
[
sup
0≤t≤T
f(Xt)
]
≤ κ4
√
f(x) ∀x ∈ Rd ,
for some constant κ4. Thus
sup
Z∈Z
PZx (τ˘1 < T ) = sup
Z∈Z
PZx
(
inf
t∈[0,T ]
√
1 + |Xt|2 <
√
2
)
≤
√
2κ4
√
f(x) ,
and the result follows by letting |x| → ∞. 
Remark 5.2. Assumption (A4) is crucial for Lemma 5.1. Consider the case where ν(x, · ) = δ−x,
that is, a Dirac mass at −x, and for simplicity let a be the identity matrix, and b(x) = −x. An
easy calculation shows that Ex[τ˘1] ≤ 1, and therefore, Px(τ˘1 < 2) ≥ 12 for all x ∈ Bc1.
We next establish the existence of a principal eigenfunction on the whole space.
Lemma 5.2. Suppose that (H ) holds. Then there exists a bounded, positive solution Φ∗ ∈ C(Rd)∩
W
2,p
loc(R
d) to the equation
ÎΦ∗ = ̺∗ Φ∗ in Rd , (5.10)
where ̺∗ = limn→∞ ̺n. In addition, lim|x|→∞Φ∗(x) = 0, and there exists r◦ > 0 such that for any
measurable selector v we have
Φ∗(x) = E
v
x
[
e
∫
τ˘
0
(cv(Xs)−̺∗) dsΦ∗(Xτ˘)1{τ˘<∞}
]
, x ∈ Bcr◦ , (5.11)
with τ˘ ≡ τ(Bcr◦).
Proof. Let vn be a measurable selector from Îwn = ̺nwn in (5.4), that is,
Avnwn(x) + cvn(x)wn(x) = ̺nwn(x) a.e. x ∈ Bn .
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Choose δ > 0 and r◦ > 0 satisfying ̺n−maxζ∈Z c(x, ζ) ≥ δ for all x ∈ Bcr◦ , and for all n sufficiently
large. This is possible due to (H). For the rest of the proof we set τ˘ ≡ τ˘r◦ . Using Theorem 2.1 and
Lemma 4.1, it follows that
wn(x) = E
vn
x
[
e
∫
τ˘
0
(cvn (Xs)−̺n) dswn(Xτ˘)1{τ˘<τn}
]
∀x ∈ Bn \Br◦ , ∀n > r◦ . (5.12)
This of course, implies that supwn = supBr◦ wn. Let
w˜n =
1
supBr◦ wn
wn .
Thus w˜n ≤ 1, and it attains its maximum in the ball Br◦ . Thus we can apply the argument in
Lemma 4.3 to extract a subsequence of w˜n that converges to Φ∗ in W
2,p
loc(R
d), p > d, which satisfies
ÎΦ∗ = ̺∗ Φ∗ in Rd .
This establishes (5.10).
From (5.12) we see that for any x ∈ Bcr◦ we have
w˜n(x) ≤ Evnx
[
e−δτ˘ 1{τ˘<τn}
]
.
Thus for any T > 0 we have
w˜n(x) ≤ e−δT sup
Z∈Z
PZx (τ˘ ≥ T ) + sup
Z∈Z
PZx (τ˘ < T ) .
Hence, by Lemma 5.1, for any given ε > 0, we can choose T and R large enough to satisfy w˜n(x) < ε
for all x ∈ BcR. This shows that lim|x|→∞Φ∗(x) = 0. To prove (5.11) we choose any R > r◦, and
applying Itoˆ’s formula, we obtain
Φ∗(x) = E
v
x
[
e
∫
τR∧τ˘
0 (cv(Xs)−̺∗) dsΦ∗(XτR∧τ˘)
]
. (5.13)
Now we see that
Evx
[
e
∫
τR
0 (cv(Xs)−̺∗) dsΦ∗(XτR)1{τR<τ˘}
]
≤ sup
|x|≥R
Φ∗(x) −−−−→
R→∞
0 .
Thus (5.11) follows from (5.13) and the monotone convergence theorem. 
In the next lemma, we show that ̺∗ is indeed the optimal value.
Lemma 5.3. Under the hypothesis of Theorem 5.1 we have that Eˆ∗ = ̺∗. In addition, any mea-
surable selector from (5.5) is an optimal stationary Markov control.
Proof. Let v be any measurable selector. Then applying Itoˆ’s formula to (5.10), and applying the
dominated convergence theorem, using also the fact that Φ∗ ≤ 1 as normalized in the proof of
Lemma 5.2, we obtain
Φ∗(x) = E
v
x
[
e
∫ T
0
(cv(Xs)−̺∗) dsΦ∗(XT )
]
≤ Evx
[
e
∫ T
0
(cv(Xs)−̺∗) ds
]
.
Thus, taking logarithms on both sides, dividing by T , and letting T →∞, we have
̺∗ ≤ Ex(c, v) ≤ Eˆ∗ ∀x ∈ Rd. (5.14)
To show the reverse inequality, let δ > 0 be given. Consider a smooth nonnegative cut-off function
χ satisfying χ = 0 in Br◦ , and χ = 1 in B
c
2r◦ , with r◦ as in the proof of Lemma 5.2. Select ε > 0
small enough so that
ε
(Îχ− ̺∗χ) ≤ δΦ∗ on Rd .
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This is possible because χ equals its maximum in Bc2r◦ , and thus I[χ, x] ≤ 0 in Bc2r◦ . Therefore,
φ := Φ∗ + εχ satisfies
Îφ(x)− (̺∗ + δ)φ(x) ≤ (Î − ̺∗)Φ∗(x) + ǫ (Î − ̺∗)χ(x)− δ φ(x) ≤ 0 ∀x ∈ Rd . (5.15)
We have infRd φ > 0 by definition. Now we consider an admissible control Z and apply Itoˆ’s formula
to (5.15) to obtain
φ(x) ≥ EZx
[
e
∫ T
0
(c(Xs,Zs)−̺∗−δ) ds φ(XT )
]
≥
(
inf
Rd
φ
)
EZx
[
e
∫ T
0
(c(Xs,Zs)−̺∗−δ) ds
]
.
Take logarithms on both sides, divide by T , and let T → ∞, to deduce that ̺∗ + δ ≥ Ex(c, Z).
Since Z and δ are arbitrary, it follows that ̺∗ ≥ Eˆ∗. Thus the proof follows from (5.14). 
We are ready to prove Theorem 5.1.
Proof of Theorem 5.1. Part (a) follows from Lemmas 5.2 and 5.3. Existence of Φ∗ follows from
Lemma 5.2. To show uniqueness, consider a positive u ∈W2,ploc(Rd), p > d, satisfying
Îu = Eˆ∗V in Rd . (5.16)
Let v be any measurable selector from (5.5). It follows from (5.16) that
Avu(x) + cv(x)u(x) ≤ Eˆ∗u(x) . (5.17)
An application of Itoˆ’s formula together with a Fatou’s lemma gives us
u(x) ≥ Evx
[
e
∫
τ˘
0
(cv(Xs)−Eˆ∗) ds u(Xτ˘)1{τ˘<∞}
]
, x ∈ Bcr◦ , (5.18)
where r◦ and τ˘ = τ˘r◦ are as in Lemma 5.2. Let
κ = min
B¯r◦
u
Φ∗
.
Using (5.11) and (5.18), we deduce that u ≥ κΦ∗ in Rd, and that u− κΦ∗ equals 0 at some point
in B¯r◦ . Let f = u− κΦ∗. Using (5.17), we obtain
Avf(x)− (cv(x)− Eˆ∗)−f(x) ≤ 0 in Rd .
It then follows by the strong maximum principle that f = 0, or equivalently, that u = κΦ∗. This
proves part (b).
We continue with part (c). Optimality of any measurable selector of (5.6) follows from Lemma 5.3.
Let v be an optimal stationary Markov control, that is, Ex(c, v) = Eˆ
∗ for all x. Recall the linear
operator Acv defined in the beginning of Section 4.1. Let λn(Acv) denote the Dirichlet eigenvalue on
Bn, and λˆ its limit as n →∞. If λˆ(Acv) > C, with C as defined in (H), then using the arguments
in the proof of Lemma 5.2, there exists a bounded, positive function Φv ∈ W2,ploc, for any p > 1,
satisfying AcvΦv = λˆ(Acv)Φv. In addition the proof of Lemma 5.3 shows that λˆ(Acv) = Ex(c, v) = Eˆ∗.
Furthermore, the stochastic representation (5.11) also holds for Φv. Thus we can apply the argu-
ment used in the proof of part (b) to conclude that Φv = κΦ∗ for some positive constant κ. Thus
v must satisfy (5.6).
It remains to show that λˆ(Acv) > C for any optimal control v. Assume the contrary. Let
fn(t) := λn(Acv + t1B), with B the unit ball in Rd. Each function fn is convex and increasing by
Theorem 2.3, and the sequence {fn} is monotone (Corollary 2.1) and pointwise bounded. Thus,
by convexity, {fn} is Lipschitz equicontinuous on any compact interval. It follows that the limit
λˆ(Acv+t1B) is continuous in t. It is also clear that the range of t 7→ λˆ(Acv+t1B), includes
[
λˆ(Acv),∞),
since λ1(Acv + t1B) = t+ λ1(Acv). Thus there exists t◦ > 0 such that C < λˆ(Acv + t◦1B) < Eˆ∗. We
use Lemma 5.2 to construct a bounded positive solution u to
(Acv + t◦1B)u = λˆ(Acv + t◦1B)u in Rd ,
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and employ the argument in the proof of Lemma 5.3 to show that
Ex(c, v) ≤ Ex
(
c+ t◦1B, v
)
= λˆ(Acv + t◦1B) < Eˆ∗ .
Thus v cannot be optimal, and we reach a contradiction. This completes the proof. 
6. Proofs of Theorems 2.1 to 2.3
This section is devoted to the proofs of Theorems 2.1 to 2.3. We start with a few auxiliary results
which are needed in the proofs.
We begin with the Aleksandrov–Bakelman–Pucci (ABP) estimate for I. See also [41] for more
general estimates, and [30] for results on elliptic integro-differential operators with regular kernels.
Theorem 6.1. Suppose that u ∈W2,ploc(D) ∩ Cb(Rd), p > d, c ≤ 0, and a constant M > 0 satisfy
Tr(a∇2u)(x) + I[u, x] +M |∇u(x)|+ c(x)u ≥ f(x) in {u > 0} ∩D , with u ≤ 0 in Dc .
Then for some constant B, which depends on M , diamD, ν, and κ in Assumption 2.1, we have
sup
D
u+ ≤ B‖f−‖Ld(D) .
Proof. We write
Tr(a∇2u)(x) +
∫
z : x+z∈D
〈∇u(x), z〉 ν(x,dz) + δ|∇u(x)| ≥ f(x)− g(x) in {u > 0} ,
where
g(x) =
∫
z : x+z∈D
(u(x+ z)− u(x)−∇u(x) · z)ν(x,dz) +
∫
z : x+z∈Dc
(u(x+ z)− u(x))ν(x,dz) .
Applying [17, Proposition 3.3] we obtain
sup
D
u+ ≤ sup
∂D
u+ +B‖(f − g)−‖Ld(Γ+)
for some constant B, where Γ+ denotes the upper contact set of u+ in D, that is,
Γ+ =
{
x ∈ D : ∃ p ∈ Rd such that u+(y) ≤ u+(x) + p · (y − x) for y ∈ D} .
Note that for every x ∈ Γ+ we have u(x) ≥ 0 and
u(x+ z)− u(x)−∇u(x) · z ≤ 0 for x+ z ∈ D .
Thus we get g ≤ 0 on Γ+. Hence (f − g)− ≤ f−, and the result follows. 
As a consequence of Theorem 6.1 we have a narrow domain maximum principle.
Theorem 6.2. There exists ε > 0 such that whenever Q ⊂ D, |Q| ≤ ε, and w ∈W2,ploc(D)∩Cb(Rd),
p > d, satisfy
Iw ≥ 0 in D , w ≤ 0 in Qc ,
then w ≤ 0 in D. The same applies for the operator Ac.
Proof. Let M be such that supD×Z |b(x, ζ)| ≤ M . Let f = −‖c‖∞|w|. Note that on {w > 0} we
have f− = ‖c‖∞w+. Then the result follows from Theorem 6.1. 
Now we are ready to state the existence result.
Theorem 6.3. Suppose that c ≤ 0, and D be a bounded C0,1 domain in Rd. Then for any
f ∈ C(D¯), there exists a unique solution u ∈ C0(D) ∩W2,p(D) satisfying
Iu = f (or Acu = f) in D , u = 0 in Dc .
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Proof. For u ∈ C0(D), let
I(u, f)(x) := −
∫
Rd
u(x+ z)ν(x,dz) + f(x) ,
and consider the equation
Gv(x) := Tr(a∇2v)(x)− v(x)ν(x,Rd) + inf
ζ∈Z
{
b(x, ζ) · ∇v(x) + c(x, ζ)v(x)} = I(u, f)(x) (6.1)
for x ∈ D, with v = 0 in Dc. By [47, Theorem 4.6] there exists a unique solution v ∈ C0(D) ∩
W2,p(D), p > d, to (6.1) satisfying
‖v‖W2,p(D) ≤ κ
(‖v‖∞ + ‖I(u, f)‖Lp(D)) (6.2)
for some constant κ = κ(p,D) which does not depend on u, v, or f . Using the Aleksandrov–
Bakelman–Pucci (ABP) estimate (see for example, [17], [43, Theorem 3.1]) we deduce that
‖v‖∞ ≤ κ1‖I(u, f)‖Ld(D)
for some constant κ1 which depends on a, D, and a bound of b. Thus by (6.2) we obtain
‖v‖W2,p(D) ≤ κ2‖I(u, f)‖Ld(D) , (6.3)
for some constant κ2. Let T u = v denote the operator mapping u ∈ C0(D) to this solution. Since
the embedding W2,p(D) →֒ C0,α(D) is compact for p > d and α ∈ (0, 1 − d/p), it follows from
(6.3) that T is a compact operator. From the same estimate it is also easy to see that u 7→ T u is
continuous in C0(D). We claim that the set{
u ∈ C0(D) : u = µT u for some µ ∈ [0, 1]
}
is bounded in C0(D). To prove the claim, we argue by contradiction. If not, there must exists
a sequence (un, µn) with ‖un‖∞ → ∞ and µn → µ ∈ [0, 1] as n → ∞. Using (6.3), scaling the
solution so that ‖un‖∞ = 1, and extracting a subsequence of {un}, we obtain a nontrivial nonzero
solution w ∈ C0(D) of
Gw(x) = −µ
∫
Rd
w(x+ z)ν(x,dz) , x ∈ D ,
for some µ ∈ [0, 1]. But this contradicts the ABP maximum principle in Theorem 6.1, thus proving
the claim. Therefore, by the Leray–Schauder fixed point theorem, there exists a fixed point u ∈
C0(D) ∩W2,p(D) of T . This proves the existence of a solution. Uniqueness follows from the ABP
estimate (Theorem 6.1). This completes the proof. 
Let us also recall the version of the nonlinear Krein–Rutman theorem in [2, Theorem 1].
Theorem 6.4. Let P be a nonempty cone in an ordered Banach space X . Suppose that T : X → X
is order-preserving, 1-homogeneous, completely continuous map such that for some nonzero u, and
M > 0 we have u MT u. Then there exists λ > 0 and x 6= 0 in P such that T x = λx.
In the above theorem, ‘’ denotes the partial ordering with respect to P. Assume c ≤ 0. Let
X = C0(D) and P be the cone of nonnegative functions. For our purposes, given u ∈ C0(D), we
let v = T u ∈ C0(D) ∩W2,p(D) denote the solution of
Iv(x) = −u(x) in D , and v = 0 in Dc .
This map is well defined by Theorem 6.3. Since the operator is proper (i.e., it is non-increasing
with respect to the zeroth order term) we can apply Theorem 6.1 to obtain
sup
D
|v| ≤ κ sup
D
|u|
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for some constant κ, not depending on u, or v. Next, we write
Tr(a∇2v)− ν¯(x)v(x) + min
ζ∈Z
{
b(x, ζ) · ∇v(x) + c(x, ζ)v(x)} = −u− ∫
Rd
v(x+ z)ν(x,dz) ,
and apply [47, Theorem 4.6] to obtain
‖v‖W2,p(D) ≤ κ1 sup
D
|u|
for some constant κ1. This of course implies that T is an compact operator. It is also standard to
show that it is continuous. It is easily seen that T is 1-homogeneous. Also note that T (P) ⊂ P. In
fact, for u1 ≤ u2, we have Iv1(x) ≥ Iv2(x). From the concavity of I, this gives us I(v2 − v1) ≤ 0.
Thus, since I is a proper operator, we see from Theorem 6.1 that v2 ≥ v1. This inequality is strict
if u1  u2. Indeed, with v = v2 − v1, for some measurable ζ : Z → Rd, we have
Tr(a∇2v)(x)− b(x, ζ(x)) · ∇v(x)− (ν(x,Rd)− c(x, ζ(x)))v(x) ≤ Iv(x)
≤ u1(x)− u2(x)  0 .
Then by a version of Hopf’s boundary lemma [43, Lemma 3.1], we must have v = v2− v1 > 0 in D.
Now consider a function u ∈ P which is compactly supported in D, u 6= 0. It follows from the
analysis above that v = T u > 0 in D. Thus we can find M > 0 satisfying MT u − u > 0 in D.
Therefore, by the Krein–Rutman theorem (Theorem 6.4 above) we have λ > 0 and ψ > 0 in D
such that
Iψ = λψ in D , and ψ = 0 on Dc .
Proof of Theorem 2.1. Since c is bounded, replacing c by c − ‖c‖∞ it follows from the above dis-
cussion that there exists λ ∈ R and ψ ∈ C(D¯) ∩W2,ploc(D), p > d, satisfying
Iψ = λψ in D , ψ > 0 in D , and ψ = 0 in Dc .
It is clear then that the proof is complete if we establish the following claim.
Claim: Suppose that u ∈ Cb,+(Rd) ∩W2,dloc(D), satisfies u > 0 in D and Iu ≤ λu in D. Then
u = Cψ for some constant C.
Let K be a compact subset of D such that narrow domain maximum principle, Theorem 6.2,
holds in D \K. Consider wt = tψ − u. We can choose t > 0 small enough so that wt ≤ 0 in K.
Also note that
Tr(a∇2wt)(x) + I[wt, x] + sup
ζ∈Z
{
b(x, ζ) · ∇wt(x) + (c(x, ζ)− λ)wt(x)
} ≥ 0 .
Applying Theorem 6.2 we see that wt ≤ 0 in D. Since
Tr(a∇2wt)(x)− wt(x)ν(x,Rd) + sup
ζ∈Z
{
b(x, ζ) · ∇wt(x)− (c(x, ζ)− λ)−wt(x)
} ≥ 0 ,
applying the strong maximum principle [33, Theorem 9.6], we must either have wt = 0 or wt < 0
in D. Suppose that the second option holds. Then we may define
t = sup {t > 0 : wt < 0 in D} .
By the above argument, t > 0, and by strong maximum principle [33, Theorem 9.6] we must have
either wt = 0 or wt < 0. If wt < 0, then for some δ > 0 we have wt+δ < 0 in K, and therefore,
repeating the argument above, we obtain wt+δ < 0 in D. This contradicts the definition of t. So
the only possibility is wt = 0, which implies that u = tψ. This proves the claim, and completes the
proof of the theorem. 
Proof of Corollary 2.1. Suppose that λD′ = λD. Then by Theorem 2.1 we have IψD′ = λD′ψD′ in
D′, and ψD′ > 0 in D
′. Then it follows from the proof of Theorem 2.1 that ψD = ψD′ in D, which
is a contradiction as D ( D′. 
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We need the following boundary estimate for the proof of Theorem 2.2.
Lemma 6.1. Suppose that ‖u‖∞ ≤ 1, and it satisfies
Tr(a∇2u) + δ|∇u| ≥ L in Q , u = 0 in Qc ,
where Q ⊂ D is a subdomain of D having the exterior sphere property with radius r > 0. Then for
s ∈ (0, 1), there exist constants M , and ε, depending only on δ, L, r, and s, such that
|u(x)| ≤ M dist(x, ∂Q)s, for all x ∈ Q such that dist(x, ∂Q) < ε .
Proof. Translating the origin if needed, let Br be a ball of radius r centered at 0 that touches ∂Q
from outside. Without loss of generality we assume Br ⊂ D. Define ρ(x) = M(|x| − r)s. Then an
easy calculation shows that we can find a constant M > 1 satisfying
Tr(a∇2ρ) + δ|∇ρ| < −L in Br+ε \Br ,
and ρ ≥ 1 in Bcr+ε. The result follows from applying the comparison principle in (Br+ε\Br)∩Q. 
We are now ready to prove Theorem 2.2.
Proof of Theorem 2.2. Let limn→∞ λDn = λ˜. Note that λ˜ ≥ λD. Normalize the eigenfunctions to
satisfy ‖ψDn‖∞ = 1. Using Lemma 6.1 and the interior estimate, it can be easily seen that the
family {ψDn} is equicontinuous and each limit point u is a solution to Acu = λ˜u. By the strong
maximum principle, we must have u > 0. It then follows from the proof of Theorem 2.1 that
λ˜ = λD. 
Proof of Theorem 2.3. We start with part (i) follows from the definition that λD(c) ≤ λD(c′).
Suppose that λD(c) = λD(c
′). Let ψc and ψc′ denote the principal eigenfunctions corresponding to
c and c′, respectively. Then
Acψc′(x) ≤ λD(c′)ψc′(x) in D ,
and the proof of Theorem 2.1 shows that the eigenfunction ψc must be of the form κψc′ for some
κ > 0. This contradicts the fact that c  c′.
Next we prove that λD(c) is a convex function of c. Let ϕ0 and ϕ1 denote the eigenfunctions
corresponding to potentials c0 and c1, respectively. Define ϕ(x) = ϕ
θ
0(x)ϕ
1−θ
1 (x). Since ϕ0, ϕ1 > 0
in D, it is easy to see that ϕ ∈W2,dloc(D) ∩ C(Rd). An easy calculation shows that
Tr(a∇2ϕ) = θ ϕ
ϕ0
Tr
(
a∇2ϕ0
)
+ (1− θ) ϕ
ϕ1
Tr
(
a∇2ϕ1
)
+ ϕ
〈
θ
ϕ0
∇ϕ0 + 1− θ
ϕ1
∇ϕ1, a θ
ϕ0
∇ϕ0 + 1− θ
ϕ1
∇ϕ1
〉
− ϕ
(
θ
ϕ20
〈∇ϕ0, a∇ϕ0〉+ 1− θ
ϕ21
〈∇ϕ1, a∇ϕ1〉
)
≤ θ ϕ
ϕ0
Tr(a∇2ϕ0) + (1− θ) ϕ
ϕ1
Tr(a∇2ϕ1) ,
where the last line follows from convexity. Also, by Minkowski’s inequality
I[ϕ, x] = ϕ
∫
Rd
(
ϕθ0(x+ z)
ϕθ0(x)
ϕ1−θ1 (x+ z)
ϕ1−θ1 (x)
− 1
)
ν(x,dz)
≤ ϕ(x)
∫
Rd
(
θ
ϕ0(x+ z)
ϕ0(x)
+ (1− θ)ϕ1(x+ z)
ϕ1(x)
− 1
)
ν(x,dz)
= θ
ϕ(x)
ϕ0(x)
I[ϕ0, x] + (1− θ) ϕ(x)
ϕ1(x)
I[ϕ1, x] .
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Thus, combining the above estimates. it follows that with c = θc1 + (1− θ)c2, we have
Acϕ(x) ≤ (θλD(c0) + (1− θ)λD(c1))ϕ(x) , x ∈ D .
Therefore, λθ ≤ θλD(c0) + (1− θ)λD(c1), and the proof of part (ii) is complete.
The proofs for the operator I are essentially the same. 
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