In this paper the author considers the life-span of classical solutions to Cauchy problem for general rst order quasilinear strictly hyperbolic systems in two independent variables with \slow" decay initial data. By means of constructing an example, the author rst illustrates that the classical solution to this kind of Cauchy problem may blow up in a nite time, even if system is weakly linearly degenerate. The author then gives lower bounds of life-span of classical solutions in the case that system is weakly linearly degenerate. These estimates imply that, when system is weakly linearly degenerate, the classical solution exists almost globally in time. Finally, the author proves that Theorems 1.1 and 1.2 in [2] are still valid for this kind of initial data.
Introduction
Consider the following quasilinear system where u = (u 1 ; 1 1 1 ; u n ) T is the unknown vector function of (t; x) and A(u) = (a ij (u)) is an n 2 n matrix with suitably smooth a ij (u) (i; j = 1; 1 1 1 ; n). Suppose that system (1.1) is strictly hyperbolic in a neighbourhood of u = 0, namely, for any given u in this domain, A(u) has n distinct real eigenvalues 1 (u); 2 (u); 1 1 1 ; n (u) such that 1 (u) < 2 (u) < 1 1 1 < n (u):
(1.2)
For i = 1; 1 1 1 ; n, let l i (u) = (l i1 (u); 1 1 1 ; l in (u)) (resp. r i (u) = (r i1 (u); 1 1 1, r in (u)) T ) be a left (resp. right) eigenvector corresponding to i (u): l i (u)A(u) = i (u)l i (u) (resp. A(u)r i (u) = i (u)r i (u)):
(1.3)
We have det jl ij (u)j 6 = 0 (resp. det jr ij (u)j 6 = 0): (1.4)
All i (u), l ij (u) and r ij (u) (i; j = 1; 1 1 1 ; n) have the same regularity as a ij (u) (i; j = 1; 1 1 1 ; n). Without loss of generality, we may suppose that l i (u) r j (u) ij (i; j = 1; 1 1 1 ; n) (1.5) and r T i (u) r i (u) 1 (i = 1; 1 1 1 ; n); (1.6) where ij stands for the Kronecker's symbol. For the following initial data t = 0 : u = '(x); (1.7) where '(x) is a \small" C 1 vector function of x with certain decay properties as jxj ! +1, we shall investigate the life-span and the breakdown of C 1 solutions to Cauchy problem (1.1) and (1.7). In the case that ' (x) satises that there exists a constant > 0 such that (1.8)
Li, Zhou and Kong presented a complete result in [1] for the global existence and the blow-up phenomenon of the C 1 solution u = u(t; x) to the Cauchy problem (1.1) and (1.7). Recently, in [2] Li and Kong gave an asymptotic behaviour of life-span of the C 1 solution as an improvement of Theorem 1.2 in [1] and proved that the singularity is produced by the envelope of characteristics of the same family. However, the results given in [1] [2] were obtained under the assumption that > 0. It is natural to propose the following question: what will happen when = 0? This paper is devoted to the study of this problem.
Precisely speaking, in this paper we consider the following initial data t = 0 : u = " (x); (1.9) where " > 0 is a small parameter and (x) is a C By means of constructing an example, we rst illustrate that the classical solution to the Cauchy problem (1.1) and (1.9) may blow up in a nite time, even if system (1.1) is weakly linearly degenerate and " > 0 is small enough. That is to say, Theorem 1.1 in [1] , the result on the global existence of classical solutions, might be false in the present situation. This shows that the condition that > 0 is essential and sharp for Theorem 1.1 in [1] . We further give lower bounds of life-span of classical solutions in the case that system is weakly linearly degenerate.
On the other hand, we will prove that Theorems 1.1 and 1.2 in [2] , the results on the breakdown of classical solutions, are still valid for this kind of initial data, i.e., the initial data (1.9) with (1.10).
For the completeness of statement, we rst recall the concepts of the weak linear degeneracy and the normalized coordinates (see [3] ). Suppose that A (u) 2 C k , where k is an integer 1. By Lemma 2.5 in [3] , there exists an invertible C k+1 transformation u = u (e u) (u (0) = 0) such that in e u-space, for each i = 1; 1 1 1 ; n, the i-th characteristic trajectory passing through e u = 0 coincides with the e u i -axis at least for Such a transformation is called the normalized transformation and the corresponding unknown variables e u = (e u 1 ; 1 1 1 ; e u n ) are called the normalized variables or normalized coordinates.
As in [2] , we can always nd suitable normalized coordinates e u such that @u @e u (0) = R(0); (1.15) where R(u) is the matrix composed by the right eigenvectors r i (u) (i = 1; 1 1 1 ; n). Hence (1.18) Then there exists " 0 > 0 so small that for any xed " 2 (0; " 0 ], there exists a positive constant e independent of " such that the life-span e T (") of the classical solution u = u(t; x) to the Cauchy solution u = u(t; x) to the Cauchy problem (1.1) and (1.9), the solution itself remains bounded, but the rst order derivatives of u = u(t; x) tend to the innity as t % e T ("). Moreover, the singularity occurs at the starting point of the envelope of characteristics of the same family, i.e., the point with minimum t-value on the envelope. 2 Remark 1.2. Theorems 1.3 and 1.4 generalize Theorems 1.1 and 1.2 in [2] respectively to the case that = 0. Moreover, other results (for example, Theorem 1.3, Remark 1.7 and applications) in [2] are still valid for the initial data (1.9) with (1.10). 2
The arrangement of this paper is as follows: In Section 2 we will construct an example to illustrate the necessity and sharpness of the condition that > 0 for Theorem 1.1 in [1] . Theorems 1.1 and 1.2 will be proved in Section 3 and Section 4 respectively; Theorems 1.3 will be shown in Section 5 and Theorems 1.4 in section 6. On the other hand, it is easy to check that system (2.1) is weakly linearly degenerate. Therefore, by Theorem 1.1 in [1] we have ; as x 1; 0; as x 01: By (2.4), we see that the initial data (2.5) corresponds to the case that = 0 in (2.4). However the conclusion of Theorem 2.1 is false because we have On the other hand, we obtain from (2.13) that x (t; ) = A(t; ) exp 4(t;); where a = C 3 is a positive constant independent of ".
Similarly, for any given 1 we have Theorem 1.1 will be proved in a way similar to the proof of Theorem 1.1 in [1] . In what follows we only point out the essentially dierent part in the proof and " 0 > 0 is always supposed to be suitably small. As in [1] , we may suppose that 0 < 1 (0) < 2 (0) < 1 1 1 < n (0) :
By the existence and uniqueness of local C 1 solution to Cauchy problem for quasilinear hyperbolic systems (cf. Chapter 1 in Li and Yu [4] ), in order to prove Theorem 1.1 it suces to establish a uniform a priori estimate on the C 0 norm of the C 1 solution u = u(t; x) to the Cauchy problem (1.1) and (1.9) on any xed domain 0 t T with
where is a positive constant independent of " and will be determined later.
By ( Completely repeating the proof of Lemma 3.2 in [1] and the discussion carried out in Appendix in [2] , we can easily prove that there exist two positive constants k 1 and k 2 independent of " and T such that (3.24) and (3.25) hold.
Finally, taking " 0 > 0 suitably small, we obtain from (3.24) that
where C 0 is a positive constant independent of " and T . This implies the validity of hypothesis (3.26). The proof of Lemma 3.2 is nished. Q.E.D. Proof of Lemma 3.3. This lemma will be proved in a way similar to the proof of Lemma 3.3 in [1] . In what follows we only point out the essentially dierent part in the proof and " 0 > 0 is always supposed to be suitably small. Proof. This lemma will be proved in a way similar to the proof of Lemma 3.4 in [1] . In what follows we only point out the essentially dierent part in the proof and " 0 > 0 is always supposed to be suitably small. Similar to (3.92) in [1] , noting that h > 0 is suitably small, we still have hold, provided that h > 0 is suitably small and T satises (3.59).
We nally estimate W 1 (T ).
In the present situation, instead of (3.109) in [1] we have jw i (t; x)j C 20 where e is a positive constant independent of " and will be determined later. For the time being it is supposed that on the existence domain of the C 1 solution u = u (t; Proof. This lemma will be proved in a way similar to the proof of Lemma 3.4 in [1] . In what follows we only point out the essentially dierent part in the proof and " 0 > 0 is always supposed to be suitably small. , by the continuous induction we can easily prove that there exist positive constants k 6 and k 7 independent of " and T such that (4.25) and (4.26) hold, provided that " 0 > 0 is suitably small and T satises (4.27). The proof is nished.
Q.E.D. in which e h > 0 is a small constant independent of ". 2
Proof. Without loss of generality, we may suppose that 0 < e h 1.
Noting (4.21) and combining (4.25) and (4.35), we get (4.43) immediately.
We now estimate W 1 (T ).
In the present situation, instead of ( and taking e = e h, we get the conclusion of Theorem 1.2 immediately. For brevity, we omit the details.
Q.E.D. Proof. This lemma will be proved in a way similar to the proof of Lemma 4.3 in [1] . In what follows we only point out the essentially dierent part in the proof and " 0 > 0 is always supposed to be suitably small.
In the present situation, instead of (4.17)-(4.19) in [1] we have We now prove (5.13).
In the present situation, instead of (4.32) in [1] where M 0 > 0 is dened by (3.5) in [2] . Moreover, as in [2] , we still denote e u by u.
In what follows we will directly use the notations presented in [2] and two lemmas on ordinary dierential equations of Ricatti's type given in [5] (also see [2] ). Thus, in what follows we only discuss the problem in the domain 0 t " 0(2+) . Noting (1.10), we observe that there exist i 0 2 J 1 and x 0 2 I I R such that (3.19) in [2] is still valid.
When " 0 > 0 is suitably small, by (5.25) we get T 1 > " 0 4 = T 0 > t 0 ; (5:27) see [2] for the denition of t 0 . provided that " 0 > 0 is suitably small. Therefore using (5.49)-(5.52), completely repeating the rest of the proof of (3.16b) in [2] , we obtain (1.25b) immediately. This completes the proof of Theorem 1.3.
Q.E.D. Theorem 1.4 will be proved in a way similar to the proof of Theorem 1.2 in [2] . As before, here we only point out the essentially dierent part in the proof. provided that " > 0 is suitably small, where K 2 is a positive constant independent of i, t, y i (or x) and ". where y i belongs to Case I, here and hereafter C j (j = 1; 2; 1 1 1) denote positive constants independent of i, t, y i and ". Noting (6.2) and (6.7), instead of (4.29) in [2] we have jP 3 ( )j C 2 ju i j jw i j C 3 " Similar to (4.38) in [2] , combining (6.9) and (6.12)-(6.13), we obtain that for any xed y i belonging to Case I, there exists a positive constant K 3 independent of i, t, y i and " such that (6.14)
provided that " > 0 is suitably small. Noting (6.7) and (6.14), we get (6.3) immediately in Case I. Since the C 1 norm of (x) is bounded, using the rst inequality in (6.15) and noting (6.5), for any j 6 = i we obtain that for " > 0 suitably small, jw j (t; x i (t; y i ))j < w i (t; x i (t; y i )); 8 t 
