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Abstract
We propose a general approach for change-point detection in dynamic networks.
The proposed method is model-free and covers a wide range of dynamic net-
works. The key idea behind our approach is to effectively utilize the network
structure in designing change-point detection algorithms. This is done via an initial
step of graphon estimation, where we propose a modified neighborhood smooth-
ing (MNBS) algorithm for estimating the link probability matrices of a dynamic
network. Based on the initial graphon estimation, we then develop a screening and
thresholding algorithm for multiple change-point detection in dynamic networks.
The convergence rate and consistency for the change-point detection procedure
are derived as well as those for MNBS. When the number of nodes is large (e.g.,
exceeds the number of temporal points), our approach yields a faster convergence
rate in detecting change-points comparing with an algorithm that simply employs
averaged information of the dynamic network across time. Numerical experiments
demonstrate robust performance of the proposed algorithm for change-point de-
tection under various types of dynamic networks, and superior performance over
existing methods is observed. A real data example is provided to illustrate the
effectiveness and practical impact of the procedure.
1 Introduction
The last few decades have witnessed rapid advancement in models, computational algorithms and
theories for inference of networks. This is largely motivated by the increasing prevalence of network
data in diverse fields of science, engineering and society, and the need to extract meaningful scientific
information out of these network data. In particular, the emerged field of statistical network analysis
has spurred development of many statistical models such as latent space model [28], stochastic
block model and their variants [12, 13, 2, 30], and associated algorithms [36, 23, 17, 1] for various
inference tasks including link prediction, community detection and so on. However, the existing
literature has been mostly focused on the analysis of one (and often large) network. While inference
of single network remains to be an important research area due to its abundant applications in
social network analysis, computational biology and other fields, there is emerging need to be able
to analyze a collection of multiple network objects [11, 14, 22, 4], with one notable example being
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temporal or dynamic networks. For example, it has become standard practice in many areas of
neuroscience (e.g., neuro-imaging) to use networks to represent various notions of connectivity
among regions of interest (ROI) in the brain observed in a temporal fashion when the subjects are
engaged in some learning tasks. Analysis of such data demands development of new network models
and tools, and leads to a growing literature on inference of dynamic networks, see e.g., [32, 26, 31].
Our work focuses on change-point detection in dynamic networks, which is an important yet less
studied aspect of learning dynamic networks. The key insight of our proposed approach is to
effectively utilize the network structure for efficient change-point detection in dynamic networks. This
is done by first performing graphon estimation (i.e. link probability matrix estimation) for the dynamic
network, which then serves as basis of a screening and thresholding procedure for change-point
detection. For graphon estimation in dynamic networks, we propose a novel modified neighborhood
smoothing (MNBS) algorithm, where a faster convergence rate is achieved via simultaneous utilization
of the network structure and repeated observations of dynamic networks across time.
Most existing literature on change-point detection in dynamic networks [e.g., 25, 18, 35, 8] rely on
specific model assumptions and only provide computational algorithms without theoretical justifica-
tions. In contrast, our method is nonparametric/model-free and thus can be applied to a wide range
of dynamic networks. Moreover, we thoroughly study the consistency and convergence properties
of our change-point detection procedure and provide its theoretical guarantee under a formal statis-
tical framework. Numerical experiments on both synthetic and real data are conducted to further
demonstrate the robust and superior performance of the proposed method.
The paper is organized as follows. Section 2 discusses related work. Section 3 proposes an efficient
graphon (link probability matrix) estimation method – MNBS, and Section 4 introduces our change-
point detection procedure. Numerical study on synthetic and real networks is carried out in Section 5.
Our work concludes with a discussion. Technical proofs, additional numerical studies and suggestions
of an additional graphon estimator can be found in the supplementary material.
2 Related work
The focus of this paper is on change-point detection for dynamic networks. Since our work employs
an initial step of graphon estimation, we first review some literature on graphon estimation. We then
discuss related work on change-point detection in dynamic networks.
[39] proposes a novel estimator for estimating the link probability matrix P of an undirected network
by neighborhood smoothing (NBS). The essential idea consists of the following: Given an adjacent
matrix A, the link probability Pij between node i and j is estimated by
Pˆij =
∑
i′∈Ni Ai′j
|Ni| ,
where Ni is a certain set of neighboring nodes of node i, which consists of the nodes that exhibit
similar connection patterns as node i. With a well-designed neighborhood adaptive to the network
structure, the smoothing achieves an accurate estimation for P . NBS in [39] estimates P with a
single adjacency matrix A. For a dynamic network, a sequence of adjacency matrices A(1), . . . , A(T )
is available, which provides extra information of the network. By aggregating information from
repeated observations across time, in Section 3, we propose a modified NBS by carefully shrinking
the neighborhood size, which yields a better convergence rate in estimating the link probability matrix
P and thus an improved rate in change-point detection.
The literature for change-point detection in dynamic networks consists of different approaches. One
stream of literature takes the approach of converting the sequence of networks into a time series of
scalar/vector values via feature extraction of the networks or subsampling of the nodes, and then
applying traditional change-point detection techniques for time series [e.g., 27, 19, 15, 35]. Though
being model-free, one drawback of this approach is the potential loss of information, thus power, in the
conversion process. Another stream of literature typically assumes a specific generative model of the
networks and develops model-based hypothesis testing for change-point detection [e.g., 20, 25]. The
downside of this approach is its limited applicability to various dynamic networks due to the specific
model assumption. Moreover, almost all the existing literature focus on developing computational
algorithms without providing formal theoretical guarantees, making it difficult to assess the properties
of the algorithms. One exception is [7], where a graph-based nonparametric testing procedure is
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proposed for change-point detection in a general data sequence such as networks and is shown to
attain a pre-specified level of type-I error. Originally designed for single change-point detection, [7]
can be extended to multiple change-point detection combined with binary segmentation [33]. We
compare our procedure with [7] in the simulation study and real data analysis.
We also notice three recent works on change-point detection in dynamic networks. [3] considers
change-point estimation in a dynamic stochastic block model (SBM). [21] uses CUSUM statistics
and discusses change-point detection for general networks. However, both works assume the prior
knowledge of one and only one change-point. In contrast, in this paper, we consider the general
setting where no prior information about the existence and number of change-points is given, which
is more realistic and applicable to real data. [34] also studies the problem of change point detection in
dynamic networks and provides rigorous theoretical results. We note that [34] is mainly a theoretical
work in the sense that though a computational algorithm is provided in the paper, it does not offer any
guidance on the (potentially delicate and challenging) choices of tuning parameters nor provide any
simulation studies, making numerical comparisons infeasible. The philosophy of [34] and our work
are fundamentally different: our change-point algorithm is built upon a refined network estimation
procedure and offers both change-point detection and post-hoc network estimation. To achieve an
information-theoretic bound, [34] essentially treats change-point detection for dynamic networks as
change-point detection for high-dimensional vectors with independent Bernoulli entries. Their focus
is solely on change-point detection and does not consider post-hoc network estimation.
Another related area of research is anomaly detection in dynamic networks, where the task is to detect
short/abrupt deviation of the network behavior from its norm. This is not the focus of our paper and
we refer the readers to [29] for a comprehensive survey.
3 Modified neighborhood smoothing for dynamic networks
In this section, we propose a neighborhood smoothing based estimator for link probability matrix
estimation given repeated observations of an undirected network. This later serves as the basis for the
proposed algorithm of multiple change-point detection for dynamic networks in Section 4.
The basic setting is as follows. Given a network with a link probability matrix P , assume one observes
independent (symmetric) adjacency matrices A(t) (t = 1, . . . , T ) such that A(t)ij ∼ Bernoulli(Pij)
for i ≤ j, independently. Based on the repeated observations {A(t)}Tt=1, we want to estimate the
link probability matrix P . Note that when T = 1, this reduces to the classical problem of link
probability matrix estimation for a network (e.g., [6], [10] and [39]). In particular, the neighborhood
smoothing (NBS) proposed by [39] is a computationally feasible algorithm which enjoys competitive
error rate and is demonstrated to work well for real networks. Motivated by NBS, we propose a
modified neighborhood smoothing (MNBS) algorithm, which incorporates the repeated observations
of the network across time and thus further improves the estimation accuracy of NBS.
Let A¯ =
∑T
t=1A
(t)/T, we define the distance measure between node i and i′ as in [39] such that
d˜2(i, i′) = maxk 6=i,i′ |〈A¯i· − A¯i′·, A¯k·〉|, where Ai· denotes the ith row of A and 〈· ·〉 denotes the
inner product of two vectors. Based on the distance metric, define the neighborhood of node i as
Ni =
{
i′ 6= i : d˜(i, i′) ≤ qi(q)
}
, (1)
where qi(q) denotes the qth quantile of the distance set
{
d˜(i, i′) : i′ 6= i
}
. Given neighborhood Ni
for each node i, we define the modified neighborhood smoothing (MNBS) estimator as
P˜ij =
∑
i′∈Ni A¯i′j
|Ni| . (2)
Note that q is a tuning parameter and affects the performance of MNBS via a bias-variance trade-off.
In [39], where T = 1, the authors set q = C(log n/n)1/2 for some constant C > 0. Thus, for each
node i, the size of its neighborhood |Ni| is roughly C(n log n)1/2.
For MNBS, we set q = C log n/(n1/2ω), where ω = min(n1/2, (T log n)1/2). When T = 1, MNBS
reduces to NBS. For T > 1, we have log n/(n1/2ω) < (log n/n)1/2 and thus MNBS estimates P by
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smoothing over a smaller neighborhood. From a bias-variance trade-off point of view, the intuition
behind this modification is that we can shrink the size of Ni to reduce the bias of P˜ij introduced by
neighborhood smoothing while the increased variance of P˜ij due to the shrunken neighborhood can
be compensated by the extra averaged information brought by {A(t)}Tt=1 across time.
We proceed with studying theoretical properties of MNBS. We assume the link probability matrix P
is generated by a graphon f : [0, 1]2 × N→ [0, 1] such that f(x, y) = f(y, x) and
Pij = f(ξi, ξj), for i, j = 1, . . . , n, and ξi
i.i.d.∼ Uniform[0, 1].
As in [39], we study properties of MNBS for a piecewise Lipschitz graphon family, where the
behavior of the graphon function f(x, y) is regulated in the following sense.
Definition 3.1 (Piecewise Lipschitz Graphon Family). For any δ, L > 0, let Fδ;L be a family of
piecewise Lipschitz graphon functions f : [0, 1]2 × N→ [0, 1] such that (i) there exists an integer
K ≥ 1 and a sequence 0 = x0 < · · · < xK = 1 satisfying min0≤s≤K−1(xs+1 − xs) > δ, and
(ii) both |f(u1, v) − f(u2, v)| ≤ L|u1 − u2| and |f(u, v1) − f(u, v2)| ≤ L|v1 − v2| hold for all
u, u1, u2 ∈ [xs, xs+1), v, v1, v2 ∈ [xt, xt+1) and 0 ≤ s, t ≤ K − 1.
As is illustrated by [39], this graphon-based theoretical framework is a general model-free scheme
that covers a wide range of exchangeable networks such as the commonly used Erdös-Rényi model
and stochastic block model. See more detailed discussion about Definition 3.1 in [39].
For any P,Q ∈ Rn×n, define d2,∞, the normalized 2,∞ matrix norm, by
d2,∞(P,Q) = n−1/2‖P −Q‖2,∞ = max
i
n−1/2‖Pi· −Qi·‖2.
We have the following error rate bound for MNBS. The sample size T is implicitly taken as a function
of n and all limits are taken over n→∞.
Theorem 3.2 (Consistency of MNBS). Assume L is a global constant and δ = δ(n, T ) depends on
n, T satisfying limn→∞ δ/(n−1/2ω−1 log n)→∞ where ω = ω(n, T ) = min(n1/2, (T log n)1/2),
then the estimator P˜ defined in (2), with neighborhood Ni defined in (1) and q = B0 log n/(n1/2ω)
for any global constant B0 > 0 satisfies
max
f∈Fδ;L
P
(
d2,∞(P˜ , P )2 ≥ C log n
n1/2ω
)
≤ n−γ ,
for any γ > 0, where C is a positive global constant depending on B0 and γ.
It is easy to see that the error rate in Theorem 3.2 also holds for the normalized Frobenius norm
dF (P˜ , P ) = n
−1‖P˜ − P‖F . For T = 1, ω = (log n)1/2 and MNBS recovers the error rate
(log n/n)1/2 of NBS in [39]. For n > T , which is the realistic case for repeated temporal observations
of a large dynamic network, we can set ω = (T log n)1/2 for MNBS and thus have
max
f∈Fδ;L
P
(
d2,∞(P˜ , P )2 ≥ C
(
log n
nT
)1/2)
≤ n−γ .
In other words, the network structure among n nodes and the repeated observations along time
dimension T both help achieve better estimation accuracy for MNBS. In contrast, it is easy to see
that a simply averaged A¯ across time T cannot achieve improved performance when n increases.
Remark 3.3. Another popular estimator of P , which is more scalable for large networks, is the
USVT (Universal Singular Value Thresholding) proposed by [6]. In Section 8 of the supplementary
material, we propose a modified USVT for dynamic networks by carefully lowering the singular
value thresholding level for A¯. However, the convergence rate of the modified USVT is shown to be
slower than MNBS. Thus we do not pursue USVT-based change-point detection here.
4 MNBS-based multiple change-point detection
In this section, we propose an efficient multiple change-point detection procedure for dynamic
networks, which is built upon MNBS. We assume the observed dynamic network {A(t)}Tt=1 are
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generated by a sequence of probability matrices {P (t)}Tt=1 with A(t)ij ∼ Bernoulli(P (t)ij ) for t =
1, . . . , T . We are interested in testing the existence and further estimating the locations of potential
change-points where P (t) 6= P (t+1). More specifically, we assume there exist J (J ≥ 0) unknown
change-points τ0 ≡ 0 < τ1 < τ2 < . . . < τJ < T ≡ τJ+1 such that
P (t) = Pj , for t = τj−1 + 1, . . . , τj , and j = 1, . . . , J + 1.
In other words, we assume there exist J + 1 non-overlapping segments of (1, . . . , T ) where the
dynamic network follows the same link probability matrix on each segment and Pj is the link
probability matrix of the jth segment satisfying Pj 6= Pj+1. Denote J = {τ1 < τ2 < . . . < τJ} as
the set of true change-points and define J = ∅ if J = 0. Note that the number of change-points J is
allowed to grow with the sample size (n, T ).
4.1 A screening and thresholding change point detection algorithm
For efficient and scalable computation, we adapt a screening and thresholding algorithm that is
commonly used in change-point detection for time series, see, e.g. [16], [24], [40] and [38]. The
MNBS-based detection procedure works as follows.
Screening: Set a screening window of size h T . For each t = h, . . . , T − h, we calculate a local
window based statistic
D(t, h) = d2,∞(P˜t1,h, P˜t2,h)2,
where P˜t1,h and P˜t2,h are the estimated link probability matrices based on observed adjacency
matrices {A(i)}ti=t−h+1 and {A(i)}t+hi=t+1 respectively by MNBS.
The local window size h  T is a tuning parameter. In the following, we only consider the case
where (h log n)1/2 ≤ n1/2, which is the most likely scenario for real data applications and thus is
more interesting. Therefore, for MNBS, we can set ω = min(n1/2, (h log n)1/2) = (h log n)1/2 and
q = B0(log n)
1/2/(n1/2h1/2). The result for (h log n)1/2 > n1/2 can be derived accordingly.
Intuitively, D(t, h) measures the difference of the link probability matrices within a small neighbor-
hood of size h before and after t, where a large D(t, h) signals a high chance of being a change-point.
We call a time point x an h-local maximizer of the function D(t, h) if
D(x, h) ≥ D(t, h), for all t = x− h+ 1, . . . , x+ h− 1.
Thresholding: Let LM denote the set of all h-local maximizers of the function D(t, h), we estimate
the change-points by applying a thresholding rule to LM such that
Jˆ = {t|t ∈ LM and D(t, h) > ∆D},
where Jˆ is the set of estimated change-points, Jˆ = Card(Jˆ ) and ∆D is the threshold taking the form
∆D = ∆D(h, n) = D0
(log n)1/2+δ0
n1/2h1/2
,
for some constants D0 > 0 and δ0 > 0. Note that ∆D dominates the asymptotic order of the MNBS
estimation error C(log n)1/2/(n1/2h1/2) of P˜t1,h and P˜t2,h quantified by Theorem 3.2.
The proposed algorithm is scalable and can readily handle change-point detection in large-scale
dynamic networks as MNBS can be easily parallelized over n nodes and the screening procedure is
parallelizable over time t = h, . . . , T − h.
4.2 Theoretical guarantee of the change-point detection procedure
We first define several key quantities that are used for studying theoretical properties of the MNBS-
based change-point detection procedure. Define ∆j = d2,∞(Pj , Pj+1)2 for j = 1, . . . , J and
∆∗ = min1≤j≤J ∆j , which is the minimum signal level in terms of d2,∞ norm. Also, define
D∗ = min1≤j≤J+1(τj − τj−1), which is the minimum segment length. We assume for each segment
j = 1, . . . , J + 1, its link probability matrix Pj is generated by a piecewise Lipschitz graphon
fj ∈ Fδ;L as in Definition 3.1, where common constants (δ, L) are shared across segments.
Note that J = J (n, T ), J = J(n, T ), ∆∗ = ∆∗(n, T ), D∗ = D∗(n, T ) and δ = δ(n, T ) are
functions of (n, T ) implicitly. We have the following consistency result.
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Theorem 4.1 (Consistency of MNBS-based multiple change-point detection). Assume there
exists some γ > 0 such that T/nγ → 0. Assume L is a global constant and assume
δ = δ(n, T ), h = h(n, T ) and D∗ = D∗(n, T ) depend on n, T satisfying h < D∗/2 and
limn→∞ δ/(n−1h−1 log n)1/2 →∞.
If assume further that the minimum signal level ∆∗ = ∆∗(n, T ) exceeds the detection threshold
∆D = D0(log n)
1/2+δ0/(n1/2h1/2), i.e. limn→∞∆∗/∆D > 1, then the MNBS-based change-point
detection procedure with q = B0(log n)1/2/(n1/2h1/2) satisfies
lim
n→∞P
(
{Jˆ = J} ∩ {J ⊂: Jˆ ± h}
)
= 1,
for any constants B0, D0, δ0 > 0, where J ⊂: Jˆ ± h means τj ∈ {τˆj − h+ 1, . . . , τˆj + h− 1} for
j = 1, . . . , J.
In particular, Theorem 4.1 gives a sure coverage property of Jˆ in the sense that the true change-point
set J is asymptotically covered by Jˆ ±h such that maxj=1,...,J |τˆj−τj | < h. If h/T → 0, Theorem
4.1 implies Jˆ = J and maxj=1,...,J |τˆj/T − τj/T | < h/T → 0 in probability, which further implies
consistency of the relative locations of the estimated change-points Jˆ .
A remarkable phenomenon occurs if the minimum signal level ∆∗ is strong enough such that
∆∗ > (log n)1/2+δ0/n1/2. Under such situation, we can set h = 1 and by the sure coverage property
in Theorem 4.1, the proposed algorithm recovers the exact location of the true change-points J
without any error. This is in sharp contrast to the classical result for change-point detection under
time series settings [37], where the optimal error rate for estimated change-point location is shown to
be Op(1). This unique property is due to the fact that MNBS provides accurate estimation of the link
probability matrix by utilizing the network structure within each network via smoothing.
Remark 4.2 (Choice of tuning parameters). There are four tuning parameters of the MNBS-based
detection algorithm: local window size h, neighborhood size B0 and threshold size (D0, δ0). For
the window size h, a smaller h gives a better convergence rate of change-point estimation and is
more likely to satisfy the constraint that h < D∗/2. On the other hand, a smaller h puts a higher
requirement on the detectable signal level ∆∗ since we require ∆∗/∆D > 1 with a smaller h
implying a larger threshold ∆D = D0(log n)1/2+δ0/(n1/2h1/2). The only essential requirement
on h is that h < D∗/2, i.e., the local window should not cover two true change-points at the same
time. In practice, as long as a lower bound of D∗ is known, h can be specified accordingly. For most
applications, we recommend setting h =
√
T . For the choice of B0 and (D0, δ0), note that Theorem
4.1 holds for any B0, D0, δ0 > 0. Thus the choice of B0 and (D0, δ0) is more of a practical matter
and specific recommendations are provided in Section 7.2 of the supplementary material, where
MNBS is found to give robust performance across a wide range of tuning parameters.
Remark 4.3 (Separation measure of signals). To our best knowledge, all existing literature that study
change-points of dynamic networks use Frobenius norm as the separation measure between two link
probability matrices. We instead use d2,∞ norm, which in general gives much weaker condition than
the one using Frobenius norm. See examples in Section 5.1.
5 Numerical studies
In this section, we conduct numerical experiments to examine the performance of the MNBS-
based change-point detection algorithm for dynamic networks. For comparison, the graph-based
nonparametric testing procedure in [7] is also implemented (via R-package gSeg provided by [7])
with type-I error α = 0.05. We refer to the two detection algorithms as MNBS and CZ.
To operationalize MNBS, we need to specify the neighborhood q = B0(log n)1/2/(n1/2h1/2) and
the threshold ∆D = D0(log n)1/2+δ0/(n1/2h1/2). In total, there are four tuning parameters, h for
the local window size, B0 for the neighborhood size, and D0 and δ0 for the threshold size. In Section
7.2 of the supplementary material, we conduct extensive numerical experiments and provide detailed
recommendations for calibration of the tuning parameters. In short, MNBS provides robust and
stable performance across a wide range of tuning parameters. We refer readers to Section 7.2 of the
supplementary material for detailed study of the tuning parameters. In the following, we recommend
setting h =
√
T , B0 = 3, δ0 = 0.1 and D0 = 0.25.
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5.1 Performance on synthetic networks
In this section, we compare the performance of MNBS and CZ under various synthetic dynamic
networks that contain single or multiple change-points. We first define seven different stochastic
block models (SBM-I to SBM-VII), which we then use to build various dynamic networks that exhibit
different types of change behavior.
Denote KB as the number of blocks in an SBM, denote M(i) as the membership of the ith node and
denote Λ as the connection probability matrix between different blocks. Define M1(i) = I(1 ≤ i ≤
bn/3c) + 2I(bn/3c+ 1 ≤ i ≤ 2bn/3c) + 3I(2bn/3c+ 1 ≤ i ≤ n), where I(·) denotes the indicator
function and bxc denotes the integer part of x. Define
Λ1 =
 0.6 0.6−∆nT 0.30.6−∆nT 0.6 0.3
0.3 0.3 0.6
, Λ2 =
0.6 + ∆nT 0.6 0.30.6 0.6 + ∆nT 0.3
0.3 0.3 0.6
, Λ3 = [0.6 0.30.3 0.6
]
,
Λ4 =
0.6 + ∆nT 0.6−∆nT 0.30.6−∆nT 0.6 + ∆nT 0.3
0.3 0.3 0.6
, Λ5 = [ 0.6 0.6−∆nT0.6−∆nT 0.6
]
.
The seven SBMs are defined as:
[SBM-I] KB = 2,M(i) = I(1 ≤ i ≤ 2bn/3c) + 2I(2bn/3c+ 1 ≤ i ≤ n),Λ = Λ3.
[SBM-II] KB = 2,M(i) = I(1 ≤ i ≤ 2bn(1−∆nT )/3c) + 2I(2bn(1−∆nT )/3c+ 1 ≤ i ≤ n),
Λ = Λ3.
[SBM-III] KB = 3,M(i) = M1(i),Λ = Λ1(∆nT ).
[SBM-IV] KB = 3,M(i) = M1(i),Λ = Λ2(∆nT ).
[SBM-V] KB = 3,M(i) = M1(i),Λ = Λ4(∆nT ).
[SBM-VI] KB = 2,M(i) = I(1 ≤ i ≤ 2bn/3c) + 2I(2bn/3c+ 1 ≤ i ≤ n),Λ = Λ5(∆nT ).
[SBM-VII]KB = 2,M(i) = I(1 ≤ i ≤ 2bn/3c − 1) + 2I(2bn/3c ≤ i ≤ n),Λ = Λ5(∆nT ).
Dynamic networks with change-points: Based on SBM-I to SBM-VII, we design five dynamic
stochastic block models (DSBM) with single or multiple change-points.
[DSBM-I] (community merging) For t = 1, . . . , T/2, P1 = SBM-III with ∆nT = 1/n1/6/T 1/8.
For t = T/2 + 1, . . . , T , P2 = SBM-I.
[DSBM-II] (connectivity changing) For t = 1, . . . , T/2, P1 = SBM-III. For t = T/2 + 1, . . . , T ,
P2 = SBM-V. Set ∆nT = 1/n1/6/T 1/8.
[DSBM-III] (community switching) For t = 1, . . . , T/2, P1 = SBM-VI. For t = T/2 + 1, . . . , T ,
P2 = SBM-VII. Set ∆nT = 1/n1/6/T 1/8.
[MDSBM-I] For t = 1, . . . , T/4, P1 = SBM-II with ∆nT = 2/n1/3/T 1/4. For t = T/4 +
1, . . . , T/2, P2 = SBM-I. For t = T/2 + 1, . . . , 3T/4, P3 = SBM-III with ∆nT = 1/n1/6/T 1/8.
For t = 3T/4 + 1, . . . , T , P4 = SBM-V with ∆nT = 1/n1/6/T 1/8.
[MDSBM-II] For t = 1, . . . , T/5, P1 = SBM-II with ∆nT = 2/n1/3/T 1/4. For t = T/5 +
1, . . . , 2T/5, P2 = SBM-I. For t = 2T/5 + 1, . . . , 3T/5, P3 = SBM-III with ∆nT = 1/n1/6/T 1/8.
For t = 3T/5 + 1, . . . , 4T/5, P4 = SBM-I. For t = 4T/5 + 1, . . . , T , P5 = SBM-IV with
∆nT = 1/n
1/6/T 1/8.
DSBM-I,II,III are three dynamic networks with different types of change at a single change-point
τ1 = T/2. MDSBM-I consists of 3 change-points (τ1, τ2, τ3) = (T/4, T/2, 3T/4) with the types
of change being community switching, community splitting and connectivity changing respectively.
MDSBM-II consists of 4 change-points (τ1, τ2, τ3, τ4) = (T/5, 2T/5, 3T/5, 4T/5) with types of
change being community switching, community splitting, community merging and community
splitting. Three additional DSBMs (DSBM-IV to DSBM-VI) and their simulation results can be
found in Section 7.3 of the supplementary material.
The signal level ∆∗ of each DSBM/MDSBM is controlled by ∆nT and decreases as sample size
(T, n) grows. The detailed signal level is summarized in Tables 4 and 5 of the supplementary
material. Note that the signal level measured by (normalized) Frobenius norm dF can be at a
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considerably smaller order than the one measured by (normalized) d2,∞ norm, indicating d2,∞
norm is more sensitive to changes. This phenomenon is especially significant for DSBM-III, where
d22,∞(P1, P2) = 1/(n
1/3T 1/4) and d2F (P1, P2) = 2/(n
4/3T 1/4), since only one node switches
membership after the change-point, making the change very challenging to detect in terms of
Frobenius norm.
Simulation result: We vary n = 100, 500, 1000 and T = 100, 500. For each combination of sample
size (T, n) and DSBM/MDSBM, we conduct the simulation 100 times. Note that for multiple
change-point scenarios, we conduct change-point analysis on MDSBM-I when T = 100 and perform
the analysis on MSDBM-II when T = 500.
To assess the accuracy of change-point estimation, we use the Boysen distance as suggested in [5] and
[40]. Specifically, denote ĴnT as the estimated change-point set and JnT as the true change-point
set, we calculate the distance between ĴnT and JnT via ξ(ĴnT ||JnT ) = supb∈JnT infa∈ĴnT |a−
b| and ξ(JnT ||ĴnT ) = supb∈ĴnT infa∈JnT |a− b|, which quantify the under-segmentation error and
over-segmentation error of the estimated change-point set ĴnT , respectively. When JnT 6= ∅ and
ĴnT = ∅, we define ξ(ĴnT ||JnT ) = maxτ∈JnT τ and ξ(JnT ||ĴnT ) = -.
The performance of MNBS and CZ are summarized in Table 6, where we report the average
number of estimated change-points Jˆ and the average Boysen distance ξ1 = ξ(ĴnT ||JnT ) for
under-segmentation error and ξ2 = ξ(JnT ||ĴnT ) for over-segmentation error over 100 runs.
The simulation results clearly indicate the superior performance of MNBS over CZ for all simulation
scenarios in terms of both the number and accuracy of change-point estimation. For DSBM-I,
CZ suffers from false positive detection as indicated by inflated over-segmentation error ξ2 when
T = 500. For DSBM-II, CZ loses its power almost completely with Jˆ ≈ 0 when T = 100 and
produces false positive detection when T = 500.
For DSBM-III, CZ suffers from low power especially for large n due to the weak signal level of the
change. For MDSBM-I, CZ underestimates the number of change-points due to the loss of power
for detecting the connectivity changing at τ3, while for MDSBM-II, CZ suffers from false positive
detection as indicated by inflated Jˆ . In contrast, MNBS provides robust performance across all
scenarios with more accurate estimated number of change-points Jˆ and smaller Boysen distances
ξ1, ξ2 for both under and over-segmentation errors.
Table 1: Average number of estimated change-points Jˆ and Boysen distances ξ1, ξ2 by MNBS and
CZ under single change-point and multiple change-point scenarios.
MNBS DSBM-I DSBM-II DSBM-III MDSBM-I/II
(T, n) Jˆ ξ1 ξ2 Jˆ ξ1 ξ2 Jˆ ξ1 ξ2 Jˆ ξ1 ξ2
(100, 100) 1.00 0.32 0.32 1.00 0.16 0.16 1.01 0.86 1.25 3.00 0.47 0.47
(100, 500) 1.00 0.09 0.09 1.00 0.03 0.03 1.00 0.65 0.65 3.00 0.10 0.10
(100, 1000) 1.00 0.07 0.07 1.00 0.02 0.02 1.00 0.82 0.82 3.00 0.01 0.01
(500, 100) 1.00 1.46 1.46 1.00 1.26 1.26 1.02 2.47 3.53 4.00 2.91 2.91
(500, 500) 1.00 0.67 0.67 1.00 0.38 0.38 1.00 1.70 1.70 4.00 1.34 1.34
(500, 1000) 1.00 0.45 0.45 1.00 0.19 0.19 1.00 2.11 2.11 4.00 0.42 0.42
CZ DSBM-I DSBM-II DSBM-III MDSBM-I/II
(T, n) Jˆ ξ1 ξ2 Jˆ ξ1 ξ2 Jˆ ξ1 ξ2 Jˆ ξ1 ξ2
(100, 100) 1.12 0.00 3.38 0.03 49.49 30.50 0.61 26.66 9.26 2.31 26.64 4.29
(100, 500) 1.11 0.00 2.66 0.00 50.00 - 0.24 40.63 8.55 2.19 26.56 3.31
(100, 1000) 1.08 0.00 1.88 0.00 50.00 - 0.10 45.65 6.50 2.26 26.76 3.94
(500, 100) 1.15 0.00 22.75 2.36 9.60 112.24 1.09 20.11 24.59 6.53 9.51 45.66
(500, 500) 1.21 0.00 21.59 2.46 9.91 117.94 0.64 122.70 40.88 8.14 10.94 41.78
(500, 1000) 1.13 0.00 15.62 2.52 11.14 115.20 0.30 187.72 37.50 8.19 10.25 43.16
5.2 Real data analysis
In this section, we apply MNBS and CZ to perform change-point detection for the MIT proximity
network data. The data is collected through an experiment conducted by the MIT Media Laboratory
during the 2004-2005 academic year [9], where 90 MIT students and staff were monitored by means
of their smart phone. The Bluetooth data gives a measure of the proximity between two subjects
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and can be used as to construct a link between them. Based on the recorded time of the Bluetooth
scan, we construct a daily-frequency dynamic network among 90 subjects by grouping the links
per day. The network extracted based on the Bluetooth scan is relatively dense (see Figure 2 in the
supplementary material).
There are in total 348 days from 07/19/2004 to 07/14/2005. The recommended h is h = b√348c = 18.
For better interpretation, we set h = 14, which corresponds to 2 weeks. CZ detects 18 change-points
while MNBS gives 10 change-points. The detailed result is reported in Table 2. The two algorithms
give similar results for change-point locations. Notably CZ labels more change-points around the
beginning and ending of the time period, which may be suspected as false positives. For robustness
check, we rerun the analysis for MNBS and CZ with h = 7, which corresponds to 1 week. CZ detects
28 change-points while MNBS detects 11 change-points, which further indicates the robustness of
MNBS (This result is reported in Section 7.4 of the supplementary material). In Figure 2 (top) of the
supplementary material, we plot the sequence of scan statistics D(t, h) generated by MNBS, along
with its h-local maximizers LM and estimated change-points Ĵ . Figure 2(bottom) plots the time
series of total links of the dynamic network for illustration purposes, where MNBS is seen to provide
an approximately piecewise constant segmentation for the series.
Table 2: Estimated change-points by MNBS and CZ for MIT proximity network data.
CZ 16 34 51 65 81 104 127 145 167 192 205 223 237 254 273 289 314 333
MNBS - - 49 65 80 100 - 149 - 196 - - 231 258 273 289 - -
6 Conclusion
We propose a model-free and scalable multiple change-point detection procedure for dynamic
networks by effectively utilizing the network structure for inference. Moreover, the proposed
approach is proven to be consistent and delivers robust performance across various synthetic and real
data settings. One can leverage the insights gained from our work for other learning tasks such as
performing hypothesis tests on populations of networks. One potential weakness of MNBS-based
change-point detection is that it is currently not adaptive to the sparsity of the network, as graphon
estimation by MNBS is not adaptive to sparsity. We expect to be able to build the sparsity parameter
ρn into our procedure by assuming the graphon function f(x, y) = ρnf0(x, y) with piecewise
Lipschitz condition on f0. This potentially allows to include ρn into the error bound of MNBS (with
Frobenius norm normalized by ρn) and subsequently to adjust detection threshold (thus minimum
detectable signal strength) depending on ρn.
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7 Supplementary material: additional numerical studies
Section 7.1 defines additional SBMs/graphons used for numerical study of tuning parameter calibra-
tion and for specifying additional dynamic networks for change-point analysis. Section 7.2 provides
detailed discussion and recommendation on the choices of tuning parameters for MNBS. Section
7.3 gives additional numerical experiments for comparing the performance of MNBS and CZ on
change-point detection. Section 7.4 provides additional results on real data analysis.
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7.1 Additional SBMs and graphons
In addition to the seven SBMs (SBM-I to SBM-VII) defined in Section 5.1 of the main text, we further
define four more SBMs (SBM-VIII to SBM-XI) and three graphons (Graphon-I to Graphon-III),
which are later used for numerical study of tuning parameter calibration and for specifying additional
dynamic networks for change-point analysis. Again, denoteKB as the number of blocks/communities
in an SBM, denoteM(i) as the membership of the ith node and denote Λ as the connection probability
matrix between different blocks. The three graphons are borrowed from [39].
[SBM-VIII] KB = 2, M(i) = I(1 ≤ i ≤ bn3/4c) + 2I(bn3/4c+ 1 ≤ i ≤ n),
Λ =
[
0.6 0.3
0.3 0.6
]
.
[SBM-IX] KB = 2, M(i) = I(1 ≤ i ≤ bn3/4c) + 2I(bn3/4c+ 1 ≤ i ≤ n),
Λ =
[
0.6−∆nT 0.3
0.3 0.6
]
.
[SBM-X] KB = 2, M(i) = I(1 ≤ i ≤ bn/2c) + 2I(bn/2c+ 1 ≤ i ≤ n),
Λ =
[
0.6 0.6−∆nT
0.6−∆nT 0.6
]
.
[SBM-XI] KB = 2, M(i) = I(i is odd) + 2I(i is even),
Λ =
[
0.6 0.6−∆nT
0.6−∆nT 0.6
]
.
[Graphon-I] f(u, v) = k/(KB + 1) if (u, v) ∈ ((k − 1)/KB , k/KB), f(u, v) = 0.3/(KB + 1)
otherwise; KB = blog nc.
[Graphon-II] f(u, v) = sin{5pi(u+ v − 1) + 1}/2 + 0.5.
[Graphon-III] f(u, v) = (u2 + v2)/3 cos{1/(u2 + v2)}+ 0.15.
7.2 Calibration of tuning parameters
In this section, we discuss and recommend the choices of tuning parameters for MNBS. To op-
erationalize the MNBS-based detection procedure, we need to specify the neighborhood q =
B0(log n)
1/2/(n1/2h1/2) and the threshold ∆D = ∆D(h, n) = D0(log n)1/2+δ0/(n1/2h1/2). In
total, there are four tuning parameters, B0 for the neighborhood size, h for the local window size,
and D0 and δ0 for the threshold size.
By Theorem 4.1, to achieve consistent detection of true change-points, the minimum signal level ∆∗
needs to be larger than the threshold ∆D. Thus, in terms of minimum detectable signal, we prefer a
larger h and a smaller δ0, so that asymptotically we can achieve a larger detectable region. On the
other hand, to achieve a tighter confidence region of estimated change-point locations, we prefer a
smaller h, and we prefer a larger δ0 since it helps reduce false positives under small sample sizes.
For finite sample, we recommend to set δ0 = 0.1 and h =
√
T , which makes the weakest detectable
signal by MNBS to be of order O
(
(logn)0.6
n1/2T 1/4
)
.
For the neighborhood size B0, [39] demonstrates that the performance of the neighborhood-based
estimation is robust to the choice of B0 in the range of [e−1, e2]. Following [39], we recommend to
set B0 = 1, 2 or 3. Note that the number of neighbors in MNBS is B0(n log n/h)1/2. To control
the variance of MNBS, we suggest choosing a B0 such that B0(n log n/h)1/2 > 10. For all the
following simulations, we set B0 = 3 where B0 = 1, 2 give similar numerical performance.
To study the sensitivity of D0 w.r.t. false positives under finite sample, we simulate dynamic
networks {A(t)}Tt=1 with no change-points from SBM-III,VIII,XI, and Graphons-I,II,III. We vary
D0 (thus the threshold ∆D) and examine the performance of MNBS. We vary the sample size at
n = 100, 500, 1000 and T = 100, 500.
For each combination of the sample size (T, n) and the network model, we conduct the simulation
100 times. Figure 1 reports the curves of average |JˆnT − JnT |, which is the difference between
estimated number change-points and true number of change-points, versus D0 under the six different
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network models. Note that JnT ≡ 0, thus |JˆnT − JnT | = JˆnT and the discrepancy represents the
significance of false positive detection. As can be seen clearly, under various models and various
sample sizes, the region with D0 ≥ 0.25 controls the false positive reasonably well for MNBS. Thus,
in practice we recommend setting D0 = 0.25 for largest power. Note that out of the four stochastic
block models (SBM-III,VIII,XI and Graphon-I), the most challenging case is SBM-VIII, which may
be due to its imbalanced block size.
(a) SBM-III (b) SBM-VIII (c) SBM-XI
(d) Graphon-I (e) Graphon-II (f) Graphon-III
Figure 1: Average number of estimated change-points JˆnT by MNBS w.r.t. D0 for six dynamic
networks under no change-point scenarios.
The average number of estimated change-points by MNBS with D0 = 0.25 and by CZ with α = 0.05
are reported in Table 3. As can be seen, the performance of MNBS is reasonably well and improves
as n increases, with some false positives when T = 500, n = 100, i.e. the large T and small n case.
The reason is due to the relatively large variance of MNBS incurred by the small size of neighborhood.
As for CZ, the empirical type-I error is roughly controlled at the target level 0.05 for most cases while
experiencing some inflated levels under T = 500, n = 100.
The numerical experiments demonstrate that MNBS provides robust and stable performance across
a wide range of tuning parameters. To summarize, in practice, we recommend setting h =
√
T ,
δ0 = 0.1, B0 ∈ {1, 2, 3} and D0 ≥ 0.25.
7.3 Additional results on synthetic networks
In this section, we provide additional numerical experiments for comparing the performance of
MNBS and CZ. Specifically, we design three additional dynamic stochastic block models (DSBM-IV
to DSBM-VI) and conduct change-point detection analysis.
[DSBM-IV] (community switching) For t = 1, . . . , T/2, P1 = SBM-I. For t = T/2 + 1, . . . , T ,
P2 = SBM-II with ∆nT = 2/T 1/4/n1/3.
[DSBM-V] (connectivity changing) For t = 1, . . . , T/2, P1 = SBM-VIII. For t = T/2 + 1, . . . , T ,
P2 = SBM-IX with ∆nT = 1/T 1/8.
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Table 3: Average number of estimated change-points by MNBS and CZ for six dynamic networks
under no change-point scenarios.
MNBS SBM-III SBM-VIII SBM-XI Graphon-I Graphon-II Graphon-III
T = 100, n = 100 0.00 0.00 0.00 0.00 0.03 0.00
T = 100, n = 500 0.00 0.00 0.00 0.00 0.00 0.00
T = 100, n = 1000 0.00 0.00 0.00 0.00 0.00 0.00
T = 500, n = 100 0.00 0.02 0.00 0.00 0.03 0.00
T = 500, n = 500 0.00 0.00 0.00 0.00 0.00 0.00
T = 500, n = 1000 0.00 0.00 0.00 0.00 0.00 0.00
CZ SBM-III SBM-VIII SBM-XI Graphon-I Graphon-II Graphon-III
T = 100, n = 100 0.05 0.01 0.05 0.05 0.03 0.04
T = 100, n = 500 0.01 0.08 0.02 0.05 0.05 0.03
T = 100, n = 1000 0.09 0.06 0.07 0.03 0.02 0.04
T = 500, n = 100 0.07 0.07 0.04 0.06 0.06 0.11
T = 500, n = 500 0.03 0.02 0.07 0.02 0.06 0.02
T = 500, n = 1000 0.07 0.03 0.02 0.03 0.05 0.04
[DSBM-VI] (community switching) For t = 1, . . . , T/2, P1 = SBM-X. For t = T/2 + 1, . . . , T ,
P2 = SBM-XI. Set ∆nT = 1/n1/6/T 1/8.
Signal levels: The signal levels ∆∗ of DSBM-I to DSBM-VI are summarized in Table 4. The signal
levels of MDSBM-I and MDSBM-II are summarized in Table 5. Again, we define the normalized
d2,∞ norm as d2,∞(P,Q) = n−1/2‖P − Q‖2,∞ = maxi n−1/2‖Pi· − Qi·‖2 and the normalized
Frobenius norm as dF (P,Q) = n−1‖P −Q‖F . Note that in general, the signal level measured by
Frobenius norm dF is of considerably smaller order than the one measured by d2,∞ norm, indicating
that d2,∞ norm is more sensitive to changes. This phenomenon is especially significant for DSBM-
III, where only one node switches membership after the change-point, making the change very
challenging to detect in terms of Frobenius norm.
Table 4: Signal levels for six DSBMs under single change-point scenarios by d22,∞ and squared
normalized Frobenius norm d2F of P1 − P2.
P1 − P2 DSBM-I DSBM-II DSBM-III DSBM-IV DSBM-V DSBM-VI
d22,∞
1
3T 1/4n1/3
1
3T 1/4n1/3
1
n1/3T 1/4
0.32
1
T 1/4n1/4
1
2T 1/4n1/3
d2F
2
9T 1/4n1/3
2
9T 1/4n1/3
2
n4/3T 1/4
8 · 0.32
3T 1/4n1/3
1
T 1/4n1/2
1
2T 1/4n1/3
Table 5: Signal levels for two MDSBMs by d22,∞ and squared normalized Frobenius norm d
2
F of
Pi − Pi+1, i = 1, . . . , J.
τ1 τ2 τ3 τ4
MDSBM-I (d22,∞) 0.3
2 1
3T 1/4n1/3
1
3T 1/4n1/3
-
MDSBM-I (d2F )
8 · 0.32
3T 1/4n1/3
2
9T 1/4n1/3
2
9T 1/4n1/3
-
MDSBM-II (d22,∞) 0.3
2 1
3T 1/4n1/3
1
3T 1/4n1/3
1
3T 1/4n1/3
MDSBM-II (d2F )
8 · 0.32
3T 1/4n1/3
2
9T 1/4n1/3
2
9T 1/4n1/3
2
9T 1/4n1/3
Simulation setting and result: We set the sample size as n = 100, 500, 1000 and T = 100, 500.
For each combination of sample size (T, n) and DSBMs, we conduct the simulation 100 times. The
performance of MNBS and CZ for DSBM-IV to DSBM-VI are reported in Table 6, where we report
the average number of estimated change-points Jˆ and the average Boysen distance ξ1 = ξ(ĴnT ||JnT )
for under-segmentation error and ξ2 = ξ(JnT ||ĴnT ) for over-segmentation error. In general, both
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MNBS and CZ provide satisfactory performance for DSBM-IV to DSBM-VI, while MNBS offers
superior performance with more accurate estimated number of change-points Jˆ and smaller Boysen
distances ξ1, ξ2 for both under and over-segmentation errors.
Table 6: Average number of estimated change-points Jˆ and Boysen distances ξ1, ξ2 by MNBS and
CZ for DSBM-IV to DSBM-VI under single change-point scenarios.
MNBS DSBM-IV DSBM-V DSBM-VI
Jˆ ξ1 ξ2 Jˆ ξ1 ξ2 Jˆ ξ1 ξ2
T = 100, n = 100 1.00 0.12 0.12 1.00 0.00 0.00 1.00 0.02 0.02
T = 100, n = 500 1.00 0.01 0.01 1.00 0.00 0.00 1.00 0.00 0.00
T = 100, n = 1000 1.00 0.00 0.00 1.00 0.00 0.00 1.00 0.00 0.00
T = 500, n = 100 1.00 0.38 0.38 1.07 0.17 6.64 1.00 0.49 0.49
T = 500, n = 500 1.00 0.07 0.07 1.00 0.01 0.01 1.00 0.09 0.09
T = 500, n = 1000 1.00 0.02 0.02 1.00 0.00 0.00 1.00 0.09 0.09
CZ DSBM-IV DSBM-V DSBM-VI
Jˆ ξ1 ξ2 Jˆ ξ1 ξ2 Jˆ ξ1 ξ2
T = 100, n = 100 1.14 0.00 3.46 1.18 0.00 3.45 1.13 0.00 2.71
T = 100, n = 500 1.10 0.00 2.39 1.05 0.00 1.18 1.14 0.00 2.68
T = 100, n = 1000 1.12 0.00 3.33 1.11 0.00 3.19 1.10 0.00 1.49
T = 500, n = 100 1.05 0.02 6.91 1.06 0.00 6.85 1.09 0.00 9.90
T = 500, n = 500 1.08 0.00 11.25 1.11 0.00 12.68 1.11 0.00 14.62
T = 500, n = 1000 1.13 0.00 10.24 1.06 0.00 7.97 1.10 0.00 10.70
7.4 Additional results on real data analysis
For robustness check, we run the analysis for MNBS and CZ with h = 7, which corresponds to 1 week.
With h = 7, CZ detects 28 change-points at t = 10, 16, 27, 34, 65, 73, 81, 94, 104, 116, 127, 139,
145, 167, 175, 181, 192, 205, 213, 223, 230, 237, 254, 273, 283, 289, 314, 333 and MNBS detects 11
change-points at t = 50, 58, 66, 95, 135, 149, 196, 206, 223, 248, 256.
In Figure 2 (top), we plot the sequence of scan statistics D(t, h) (solid curve) generated by MNBS,
along with the threshold ∆D (horizontal line), the local-maximizers LM (red points) and the
estimated change-points Ĵ (vertical dashed line). Figure 2(bottom) plots the time series of total links
of the dynamic network for illustration purposes. As can be seen, MNBS provides an approximately
piecewise constant segmentation for the series.
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Figure 2: Scan statistics, local-maximizers and estimated change-points by MNBS for MIT network
data.
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8 Supplementary material: modified universal singular value
thresholding (MUSVT)
In this section, we describe another estimator for link probability matrix P based on repeated
observations of a dynamic network over time via singular value thresholding. This is a modification
of the universal singular value thresholding (USVT) procedure proposed by [6]. More specifically, as
in the main text, assumeA(t) (t = 1, . . . , T ) such thatA(t)ij ∼ Bernoulli(Pij) for i ≤ j, independently.
Let A¯ =
∑T
t=1A
(t)/T. In applying MUSVT to estimating P , major steps can be summarized as
follows:
1. Let A¯ =
∑n
i=1 siuiu
T
i be the singular value decomposition of the average adjacent matrix
A¯.
2. Let S = {i : si ≥ (2 + η)
√
n√
T
}, where η ∈ (0, 1) is some small positive number. Let̂¯A = ∑i∈S siuiuTi .
3. Let P̂ = (P̂ij), where
P̂ij :=

̂¯Aij , if 0 ≤ ̂¯Aij ≤ 1
1, if ̂¯Aij ≥ 1
0, if ̂¯Aij ≤ 0.
P̂ serves as the final estimate for P . The key distinction between our estimate and the one in [6]
is that we utilize A¯, which allows us to lower the threshold level from an order of
√
n to
√
n/T .
Theorem 8.1 quantifies the rate on P̂ in approximating P .
Theorem 8.1. Assume P arises from a graphon f that is piecewise Lipschitz as defined in Definition
3.1, then the following holds:
P
(
dF (P̂ , P )
2 ≥ C(f, n, δ) 1(
n1/3T 1/4
)) ≤ (n, T ), and (n, T )→ 0 as n, T →∞, (3)
under the condition that T ≤ n1−a for some constant a > 0, where dF (·, ·) stands for the normalized
(by 1/n) Frobenius distance and C(f, n, δ) is a constant depending on f , n and δ.
Proof. The key gradients in the proof are to bound the spectral norm between A¯ and P as well as the
nuclear norm of P . Specifically, By Lemma 3.5 in [6], one has
‖P̂ − P‖F ≤ K(δ)
(‖A¯− P‖‖P‖∗)1/2 , (4)
By Theorem 3.4 in [6], one has under the conditions that T < n1−a for some a > 0,
P
(
‖A¯− P‖ ≥ (2 + η)
√
n/T
)
≤ C1() exp (−C2n/T ) . (5)
where K(δ) = (4 + 2δ)
√
2/δ +
√
2 + δ, ‖ · ‖F is the Frobineus norm, ‖ · ‖ stands for the spectral
norm and ‖ · ‖∗ is nuclear norm. The bound on ‖P‖∗ is exactly the same as that in Theorem 2.7 in
[6]. Only the term ‖A¯− P‖ affects the improved rate by a factor of 1/T 1/4, resulting in the new rate
of the theorem.
The MUSVT procedure proposed above can be used as the initial graphon estimate in designing
our change-point detection algorithm. We can prove consistency of the change-point estimation and
obtain similar results as in Theorem 4.1 for MNBS, only requiring a slightly higher threshold level
and stronger conditions on the minimal true signal strength. The difference in the rates of the two
quantities are affected by the quality of the initial graphon estimates. Although the rates in Theorem
8.1 and the resulting requirements for consistency in change-point detection are not as good as those
of MNBS, MUSVT enjoys some computational advantages when the number of nodes n is large,
thus may still serve as an alternative practically.
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9 Supplementary material: proof of theorems
Proposition 9.1 (Bernstein inequality). Let X1, X2, . . . , Xn be independent zero-mean random
variables. Suppose that |Xi| ≤M a.s. for all i. Then for all positive t, we have
P
(
n∑
i=1
Xi > t
)
≤ exp
(
−
1
2 t
2∑n
i=1E(X
2
i ) +
1
3Mt
)
.
By Proposition 9.1, for a sequence of independent Bernoulli random variables where Xi ∼
Bernoulli(pi), we have
P
(∣∣∣∣∣
n∑
i=1
(Xi − pi)
∣∣∣∣∣ > t
)
≤ 2 exp
(
−
1
2 t
2∑n
i=1 pi(1− pi) + 13 t
)
.
In the following, we prove the theoretical properties of MNBS by first giving two Lemmas, which
extends the result of Lemmas 1 and 2 in [39] to the case where T ≥ 1 repeated observations of a
network is available.
Denote Ik = [xk−1, xk) for 1 ≤ k ≤ K − 1 and IK = [xK−1, 1] for the intervals in Definition
3.1, and denote δ = min1≤k≤K |Ik|. For any ξ ∈ [0, 1], let I(ξ) denote the Ik that contains ξ. Let
Si(∆) = [ξi −∆, ξi + ∆] ∩ I(ξi) denote the neighborhood of ξi in which f(x, y) is Lipschitz in
x ∈ Si(∆) for any fixed y.
Lemma 9.2 (Neighborhood size). For any global constants C1 > B1 > 0, define ∆n = C1 lognn1/2ω . If
n1/2
ω · (C1−B1)
2
7C1−B1 > γ+1, there exists C˜1 > 0 such that for n large enough so that ∆n < mink |Ik|/2,
we have
P
(
min
i
|{i′ 6= i : ξi′ ∈ Si(∆n)}|
n− 1 ≥ B1
log n
n1/2ω
)
≥ 1− 2n−(C˜1+γ).
Proof of Lemma 9.2. For any i, by the definition of Si(∆n), we know that ∆n ≤ |Si(∆n)| ≤ 2∆n.
By Bernstein inequality, we have
P
(∣∣∣∣ |{i′ 6= i : ξi′ ∈ Si(∆n)}|n− 1 − |Si(∆n)|
∣∣∣∣ > n) ≤ 2 exp(− 12 (n− 1)22n(n− 1)2∆n + 13 (n− 1)n
)
≤ 2 exp
(
−
1
3n
2
n
2∆n +
1
3n
)
.
Take a union bound over all i’s gives
P
(
max
i
∣∣∣∣ |{i′ 6= i : ξi′ ∈ Si(∆n)}|n− 1 − |Si(∆n)|
∣∣∣∣ > n) ≤ 2n exp(− 13n2n2∆n + 13n
)
.
Let ∆n = C1 lognn1/2ω and n = C2
logn
n1/2ω
with C2 = C1 −B1 > 0, we have
P
(
max
i
∣∣∣∣ |{i′ 6= i : ξi′ ∈ Si(∆n)}|n− 1 − |Si(∆n)|
∣∣∣∣ > n)
≤2n exp
(
−
1
3n
2
n
2∆n +
1
3n
)
≤ 2n exp
(
−
1
3nC
2
2
logn
n1/2ω
2C1 +
1
3C2
)
=2n1−
n1/2
ω
C22
6C1+C2 ≤ 2n−(C˜1+γ),
for some C˜1 > 0 as long as n
1/2
ω · C
2
2
6C1+C2
= n
1/2
ω · (C1−B1)
2
7C1−B1 > 1 + γ. Thus, with probability
1− 2n−(C˜1+γ), we have
min
i
|{i′ 6= i : ξi′ ∈ Si(∆n)}|
n− 1 ≥ mini Si(∆n)− n ≥ ∆n − n
= (C1 − C2) log n
n1/2ω
= B1
log n
n1/2ω
.
This completes the proof of Lemma 9.2.
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Lemma 9.3 (Neighborhood approximation). Suppose we select the neighborhoodNi by thresholding
at the lower q-th quantile of {d˜(i, k) : k 6= i}, where we set q = B0 lognn1/2ω with 0 < B0 ≤ B1 for the
B1 from Lemma 9.2. For any global constant C3 > 0, if
C23 logn
6 · Tω2 > 2 + γ and C32 · n
1/2
ω > 2 + γ
hold, there exists C˜2 > 0 such that if n is large enough so that (i) all conditions on n in Lemma 9.2
hold; (ii) B1 n
1/2 logn
ω ≥ 4, then the neighborhood Ni has the following properties:
1. |Ni| ≥ B0 n
1/2 logn
ω .
2. With probability 1− 2n−(C˜1+γ) − 2n−(C˜2+γ), for all i and i′ ∈ Ni, we have
‖Pi· − Pi′·‖22/n ≤ (6LC1 + 24C3)
log n
n1/2ω
.
Proof of Lemma 9.3. The first claim follows immediately from the definition of quantile and q, since
|Ni| ≥ n · q = nB0 lognn1/2ω = B0 n
1/2 logn
ω .
To prove the second claim, we first give a concentration result. For any i, j such that i 6= j, we have
∣∣(A¯2/n)ij − (P 2/n)ij∣∣ =
∣∣∣∣∣∑
k
(A¯ikA¯kj − PikPkj)
∣∣∣∣∣ /n
≤
∣∣∣∑k 6=i,j(A¯ikA¯kj − PikPkj)∣∣∣
n− 2 ·
n− 2
n
+
∣∣(A¯iiA¯ij − PiiPij)∣∣
n
+
∣∣(A¯ijA¯jj − PijPjj)∣∣
n
.
We can easily show that
Var(A¯ikA¯kj) =
P 2ikPkj(1− Pkj) + P 2kjPik(1− Pik)
T
+
Pik(1− Pik)Pkj(1− Pjk)
T 2
≤ 1
T
.
Thus, by the independence among A¯ikA¯kj and Bernstein inequality, we have
P

∣∣∣∑k 6=i,j(A¯ikA¯kj − PikPkj)∣∣∣
n− 2 ≥ n
 ≤ 2 exp(− 12 (n− 2)22n
(n− 2) 1T + 13 (n− 2)n
)
≤ 2 exp
(
−
1
3n
2
n
1
T +
1
3n
)
.
Take a union bound over all i 6= j, we have
P
 max
i,j:i 6=j
∣∣∣∑k 6=i,j(A¯ikA¯kj − PikPkj)∣∣∣
n− 2 ≥ n
 ≤ 2n2 exp(− 13n2n1
T +
1
3n
)
(6)
≤2n2 max
(
exp
(
−1
6
nT2n
)
, exp
(
−1
2
nn
))
.
Let n = C3 lognn1/2ω , we have
2n2 exp
(
−1
6
nT2n
)
= 2n2 exp
(
−1
6
nTC23
(log n)2
nω2
)
= 2n2−
C23 logn
6 · Tω2 ≤ 2n−(C˜2+γ)/3,
2n2 exp
(
−1
2
nn
)
= 2n2 exp
(
−1
2
nC3
log n
n1/2ω
)
= 2n2−
C3n
1/2
2ω ≤ 2n−(C˜2+γ)/3,
for some C˜2 > 0 as long as
C23 logn
6 · Tω2 > 2 + γ and C32 · n
1/2
ω > 2 + γ.
Similarly, we have
P
(
max
i,j:i6=j
∣∣(A¯iiA¯ij − PiiPij)∣∣
n
> n
)
≤ 2n2 exp
(
−
1
3n
22n
1
T +
1
3nn
)
≤ 2n−(C˜2+γ)/3,
as long as C
2
3 logn
6 · nω2 · T > 2 + γ and C32 · n
1/2
ω > 2 + γ
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Thus, combine the above results, we have that with probability 1− 2n−(C˜2+γ),
max
i,j:i6=j
∣∣(A¯2/n)ij − (P 2/n)ij∣∣ ≤ 3n = 3C3 log n
n1/2ω
.
Following the same argument as [39], we have that for all i and any i˜ such that ξi˜ ∈ Si(∆n),∣∣(P 2/n)ik − (P 2/n)i˜k∣∣ = |〈Pi·, Pk·〉 − 〈Pi˜·, Pk·〉| /n ≤ ‖Pi· − Pi˜·‖2‖Pk·‖2/n ≤ L∆n,
for all k = 1, . . . , n, where the last inequality follows from the piecewise Lipschitz condition of the
graphon such that
|Pi˜l − Pil| = |f(ξi˜, ξl)− f(ξi, ξl)| ≤ L|ξi˜ − ξi| ≤ L∆n for all l = 1, . . . , n,
and from ‖Pk·‖2 ≤ n1/2 for all k.
We now try to upper bound d˜(i, i′) for all i′ ∈ Ni. We first bound d˜(i, i˜) for all i˜ with ξi˜ ∈ Si(∆n)
simultaneously. By above, we know that with probability 1− 2n−(C˜2+γ), we have
d˜(i, i˜) = max
k 6=i,˜i
∣∣(A¯2/n)ik − (A¯2/n)i˜k∣∣ ≤ max
k 6=i,˜i
∣∣(P 2/n)ik − (P 2/n)i˜k∣∣+ 2 max
i,j:i 6=j
∣∣(A¯2/n)ij − (P 2/n)ij∣∣
≤ L∆n + 6C3 log n
n1/2ω
,
for all i and any i˜ such that ξi˜ ∈ Si(∆n).
By the above result and Lemma 9.2, we know that with probability 1−2n−(C˜1+γ)−2n−(C˜2+γ), for all
i, at least B1 lognn1/2ω fraction of nodes i˜ 6= i satisfy both ξi˜ ∈ Si(∆n) and d˜(i, i˜) ≤ L∆n + 6C3 lognn1/2ω .
Thus we have
d˜(i, i′) ≤ L∆n + 6C3 log n
n1/2ω
holds for all i and all i′ ∈ Ni simultaneously with probability 1− 2n−(C˜1+γ) − 2n−(C˜2+γ), since by
definition nodes inNi have the lowest q = B0 lognn1/2ω ≤ B1 lognn1/2ω fraction of values in {d˜(i, k), k 6= i}.
We are now ready to complete the proof of the second claim of Lemma 9.3. With probability
1 − 2n−(C˜1+γ) − 2n−(C˜2+γ), for n large enough such that mini |{i′ 6= i : ξi′ ∈ Si(∆n)}| ≥
B1
n1/2 logn
ω ≥ 4 (by Lemma 9.2), we have that for all i and i′ ∈ Ni, we can find i˜ ∈ Si(∆n),
i˜′ ∈ Si′(∆n) such that i˜, i, i˜′, i′ are different from each other and
‖Pi· − Pi′·‖22/n = (P 2/n)ii − (P 2/n)i′i + (P 2/n)i′i′ − (P 2/n)ii′
≤ |(P 2/n)ii − (P 2/n)i′i|+ |(P 2/n)i′i′ − (P 2/n)ii′ |
≤ |(P 2/n)i˜i − (P 2/n)i′ i˜|+ |(P 2/n)i′ i˜′ − (P 2/n)ii˜′ |+ 4L∆n
≤ |(A¯2/n)i˜i − (A¯2/n)i′ i˜|+ |(A¯2/n)i′ i˜′ − (A¯2/n)ii˜′ |+ 4L∆n + 12C3
log n
n1/2ω
≤ 2 max
k 6=i,i′
|(A¯2/n)ik − (A¯2/n)i′k|+ 4L∆n + 12C3 log n
n1/2ω
= 2d˜(i, i′) + 4L∆n + 12C3
log n
n1/2ω
≤ 6L∆n + 24C3 log n
n1/2ω
= (6LC1 + 24C3)
log n
n1/2ω
.
This completes the proof of Lemma 9.3.
Based on Lemma 9.2 and 9.3, we are now ready to prove Theorem 3.2, which provides the error
bound for MNBS.
Proof of Theorem 3.2. To prove Theorem 3.2, it suffices to show that with high probability, the
following holds for all i.
1
n
∑
j
(P˜ij − Pij)2 ≤ C · log n
n1/2ω
.
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We first perform a bias-variance decomposition such that
1
n
∑
j
(P˜ij − Pij)2 = 1
n
∑
j
{∑
i′∈Ni(A¯i′j − Pij)
|Ni|
}2
=
1
n
∑
j
{∑
i′∈Ni(A¯i′j − Pi′j) + (Pi′j − Pij)
|Ni|
}2
≤ 2
n
∑
j
{∑
i′∈Ni(A¯i′j − Pi′j)
|Ni|
}2
+
2
n
∑
j
{∑
i′∈Ni(Pi′j − Pij)
|Ni|
}2
=2 · 1
n
∑
j
{J1(i, j) + J2(i, j)} .
Thus, our goal is to bound 1n
∑
j J1(i, j) and
1
n
∑
j J2(i, j). We first bound n
−1∑
j J1(i, j). We
have
1
n
∑
j
J1(i, j) =
1
n|Ni|2
∑
j
{∑
i′∈Ni
(A¯i′j − Pi′j)
}2
=
1
n|Ni|2
∑
j
∑
i′∈Ni
(A¯i′j − Pi′j)2 +
∑
i′∈Ni
∑
i′′ 6=i′,i′′∈Ni
(A¯i′j − Pi′j)(A¯i′′j − Pi′′j)

=
1
|Ni|2
∑
i′∈Ni
 1n∑
j
(A¯i′j − Pi′j)2 + 1
n
∑
j
∑
i′′ 6=i′,i′′∈Ni
(A¯i′j − Pi′j)(A¯i′′j − Pi′′j)
 .
For the first term, by Bernstein inequality and the fact that Var
[
(A¯i′j − Pi′j)2
] ≤ 1/T 2 for all i′, j,
we have
P
 1
n
∣∣∣∣∣∣
∑
j
[
(A¯i′j − Pi′j)2 − E(A¯i′j − Pi′j)2
]∣∣∣∣∣∣ > n

=P
 1
n
∣∣∣∣∣∣
∑
j
[
(A¯i′j − Pi′j)2 − Pi
′j(1− Pi′j)
T
]∣∣∣∣∣∣ > n

≤2 exp
(
−
1
2n
22n∑n
j=1
1
T 2 +
1
3nn
)
= 2 exp
(
−
1
2n
2
n
1
T 2 +
1
3n
)
.
Let n = C4
(
logn
ω
)2
, by union bound, there exists C˜3 > 0 such that
P
max
i′
1
n
∣∣∣∣∣∣
∑
j
[
(A¯i′j − Pi′j)2 − E(A¯i′j − Pi′j)2
]∣∣∣∣∣∣ > n

≤2n exp
(
−
1
2n
2
n
1
T 2 +
1
3n
)
≤ 2nmax
(
exp
(
−1
4
n2nT
2
)
, exp
(
−3
4
nn
))
≤ 2n−(C˜3+γ),
for any γ > 0 as long as C
2
4 (logn)
3
4 · nω2 · T
2
ω2 > (1 + γ) and
3C4 logn
4 · nω2 > 1 + γ. Thus, with
probability 1− 2n−(C˜3+γ), we have
max
i′
1
n
∑
j
(A¯i′j − Pi′j)2 ≤ 1
T
+ C4
(
log n
ω
)2
.
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For the second term, we have
1
n
∑
j
∑
i′∈Ni
∑
i′′ 6=i′,i′′∈Ni
(A¯i′j − Pi′j)(A¯i′′j − Pi′′j)
≤
∑
i′∈Ni
∑
i′′ 6=i′,i′′∈Ni
∣∣∣∣∣∣ 1n
∑
j
(A¯i′j − Pi′j)(A¯i′′j − Pi′′j)
∣∣∣∣∣∣
≤
∑
i′∈Ni
∑
i′′ 6=i′,i′′∈Ni

∣∣∣∣∣∣ 1n− 2
∑
j 6=i′,i′′
(A¯i′j − Pi′j)(A¯i′′j − Pi′′j)
∣∣∣∣∣∣ · n− 2n
+
∣∣(A¯i′i′ − Pi′i′)(A¯i′′i′ − Pi′′i′)∣∣
n
+
∣∣(A¯i′i′′ − Pi′i′′)(A¯i′′i′′ − Pi′′i′′)∣∣
n
}
.
Note that for any i′ 6= i′′, Var [(A¯i′j − Pi′j)(A¯i′′j − Pi′′j)] ≤ 1/T 2. Similar to the proof of Lemma
9.3, via Bernstein inequality and union bound, we can show that there exists C˜4 > 0 such that
P
 max
i′,i′′:i′ 6=i′′
∣∣∣∣∣∣ 1n
∑
j
(A¯i′j − Pi′j)(A¯i′′j − Pi′′j)
∣∣∣∣∣∣ ≤ 3C5 log nn1/2ω
 ≥ 1− 2n−(C˜4+γ),
as long as C
2
5 logn
6 · T
2
ω2 > 2 + γ and
C5
2 · n
1/2
ω > 2 + γ.
Combine above results, we have that with probability 1− 2n−(C˜3+γ) − 2n−(C˜4+γ),
1
n
∑
j
J1(i, j) ≤ 1|Ni|2
∑
i′∈Ni
(
1
T
+ C4
log n
ω2
+ (|Ni| − 1)3C5 log n
n1/2ω
)
≤ 1|Ni|
(
1
T
+ C4
(
log n
ω
)2)
+ 3C5
log n
n1/2ω
≤
(
1
B0
· ω
2
T (log n)2
+ C4/B0 + 3C5
)
log n
n1/2ω
≤ ((1 + C4)/B0 + 3C5) log n
n1/2ω
,
as long as ω
2
T (logn)2 ≤ 1.
We now bound n−1
∑
j J2(i, j). By Lemma 9.3, with probability 1− 2n−(C˜1+γ) − 2n−(C˜2+γ), for
all i simultaneously, we have
1
n
∑
j
J2(i, j) =
1
n
∑
j
{∑
i′∈Ni(Pi′j − Pij)
|Ni|
}2
≤ 1
n
∑
j
∑
i′∈Ni(Pi′j − Pij)2
|Ni|
=
∑
i′∈Ni ‖Pi′· − Pi·‖22/n
|Ni| ≤ (6LC1 + 24C3)
log n
n1/2ω
,
where the first inequality follows from Cauchy-Schwarz inequality.
Thus, together, with probability 1− 2n−(C˜1+γ) − 2n−(C˜2+γ) − 2n−(C˜3+γ) − 2n−(C˜4+γ), we have
for all i simultaneously
1
n
∑
j
(P˜ij − Pij)2 ≤ 2 ((1 + C4)/B0 + 3C5 + 6LC1 + 24C3) log n
n1/2ω
= C
log n
n1/2ω
. (7)
Collecting all the conditions on n, T, ω for (7) to hold, we have
1. Lemma 9.2: n
1/2
ω · (C1−B1)
2
7C1−B1 > γ + 1 and C1 > B1 > 0;
22
2. Lemma 9.3: C
2
3 logn
6 · Tω2 > 2 + γ and C32 · n
1/2
ω > 2 + γ and B1 ≥ B0;
3. C
2
4 (logn)
3
4 · nω2 · T
2
ω2 > (1 + γ) and
3C4 logn
4 · nω2 > 1 + γ;
C25 logn
6 · T
2
ω2 > 2 + γ and
C5
2 · n
1/2
ω > 2 + γ;
ω2
T (logn)2 ≤ 1.
It is easy to see that, for any γ > 0 and B0 > 0, we can always find B1, C1, C3, C4, C5 such that
all inequalities in (1)-(3) hold for all n large enough as long as ω ≤ min(n1/2, (T log n)1/2). Take
ω = min(n1/2, (T log n)1/2), this completes the proof of Theorem 3.2.
Proof of Theorem 4.1. Denote P¯t1,h =
∑t
i=t−h+1 P
(i)/h and P¯t2,h =
∑t+h
i=t+1 P
(i)/h. For each
t = 1, . . . , T , P˜t1,h and P˜t2,h are MNBS estimators for P¯t1,h and P¯t2,h respectively.
We call t an h-flat point if there is no change-point within {t−h+1, . . . , t+h−1}. The main idea of
the proof is to analyze the behavior of P˜t1,h and P˜t2,h for all h-flat points and all true change-points
among t = 1, . . . , T .
The key observation is that for both an h-flat point and an true change-point, the adjacency matrices
{A(i)}ti=t−h+1 or {A(i)}t+hi=t+1 that are used in the estimation of P˜t1,h or P˜t2,h are generated by the
same probability matrix P and thus the result of Theorem 3.2 can be directly applied.
By assumption we have (h log n)1/2 < n1/2, thus ω = min(n1/2, (h log n)1/2) = (h log n)1/2.
Thus by Theorem 3.2, for any t that is an h-flat point, we have
P (D(t, h) > ∆D) = P (d2,∞(P˜t1,h, P˜t2,h)2 > ∆D)
≤P (d2,∞(P˜t1,h, P¯t1,h)2 + d2,∞(P˜t2,h, P¯t2,h)2 > ∆D/2)
≤P (d2,∞(P˜t1,h, P¯t1,h)2 > ∆D/4) + P (d2,∞(P˜t2,h, P¯t2,h)2 > ∆D/4) ≤ 2n−γ ,
where the second to last inequality uses the fact that P¯t1,h = P¯t2,h for an h-flat point, and the last
inequality follows from Theorem 3.2 and the fact that ∆D/(C(log n)1/2/(n1/2h1/2))→∞ for any
C > 0.
For any t that is a true change-point, we have
P (D(t, h) > ∆D) = P (d2,∞(P˜t1,h, P˜t2,h)2 > ∆D)
≥P (d2,∞(P¯t1,h, P¯t2,h)− d2,∞(P˜t1,h, P¯t1,h)− d2,∞(P˜t2,h, P¯t2,h) >
√
∆D)
=P (d2,∞(P˜t1,h, P¯t1,h) + d2,∞(P˜t2,h, P¯t2,h) < d2,∞(P¯t1,h, P¯t2,h)−
√
∆D)
≥P (d2,∞(P˜t1,h, P¯t1,h) + d2,∞(P˜t2,h, P¯t2,h) <
√
∆D(
√
∆∗/∆D − 1))
≥1− P (d2,∞(P˜t1,h, P¯t1,h)2 > ∆D(
√
∆∗/∆D − 1)2/4)
− P (d2,∞(P˜t2,h, P¯t2,h)2 > ∆D(
√
∆∗/∆D − 1)2/4) ≥ 1− 2n−γ ,
where the second inequality uses the fact that d2,∞(P¯t1,h, P¯t2,h) ≥
√
∆∗ for a true change-point, and
the last inequality follows from Theorem 3.2 and the fact that ∆D/(C(log n)1/2/(n1/2h1/2))→∞
for any C > 0.
Let Fh be the set of all flat points t and J be the set of all true change-points. Consider the event
Aτ = {D(τ, h) > ∆D} for true change-points τ ∈ J and the event Bt = {D(t, h) < ∆D} for flat
points t ∈ Fh. Define the event
ξn =
(⋂
τ∈J
Aτ
)⋂( ⋂
t∈Fh
Bt
)
.
By the above result, we have that
P (ξn) = 1− P (ξcn) ≥ 1− P
(⋃
τ∈J
Acτ
)
− P
( ⋃
t∈Fh
Bct
)
≥ 1− 2Tn−γ → 1,
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as long as Tn−γ → 0.
We now prove that ξn implies the event {Jˆ = J} ∩ {J ⊂: Jˆ ± h}. Under ξn, no flat point will be
selected at the thresholding steps. Thus, for any point τˆ ∈ J , there is at least one change-point in
its neighborhood {τˆ − h+ 1, . . . , τˆ + h− 1}. On the other hand, by assumption h < D∗/2, thus,
there exists at most one change-point in {τˆ − h+ 1, . . . , τˆ + h− 1}. Together, it implies that there
is exactly one change-point in {τˆ − h+ 1, . . . , τˆ + h− 1} for each τˆ ∈ Jˆ .
Meanwhile, under ξn, for every true change-point τ ∈ J , we have D(τ, h) > ∆D. Note that τ − h
and τ + h are h-flat points since h < D∗/2, thus max(D(τ + h, h), D(τ − h, h)) < ∆D. Thus, for
every true change-point τ, there exists a local maximizer, say τˆ , which is in {τ−h+1, . . . , τ+h−1}
with D(τˆ , h) ≥ D(τ, h) > ∆D.
Combining the above result, we have that
P
(
{Jˆ = J} ∩ {J ⊂: Jˆ ± h}
)
→ 1.
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