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Nondegeneracy of ground states and semiclassical
solutions of the Hartree equation for general
dimensions
Guoyuan Chen
Abstract. We study nondegeneracy of ground states of the Hartree equation
−∆u+ u = (I2 ∗ u
2)u in Rn
where n = 3, 4, 5 and I2 is the Newton potential. As an application of the nondegeneracy
result, we use a Lyapunov-Schmidt reduction argument to construct multiple semiclas-
sical solutions to the following Hartree equation with an external potential
−ε2∆u+ u+ V (x)u = ε−2(I2 ∗ u
2)u in Rn.
1. Introduction and main results
We consider the Hartree equation:
−∆u+ u = (I2 ∗ u
2)u in Rn, (1.1)
where I2(x) =
1
(n−2)|Sn−1|
1
|x|n−2
is the Newton potential in the Euclidean space Rn. Here
|Sn−1| denotes the (n − 1)-dimensional volume of Sn−1. Equation (1.1) is equivalent to
the Schro¨dinger-Newton equation{
−∆u+ u = vu in Rn,
−∆v = u2 in Rn.
(1.2)
Equation (1.1) can be considered as a special case of the Choquard equation
−∆u + u = (Iα ∗ |u|
p)|u|p−2u in Rn, (1.3)
where Iα denotes the Riesz potential with α ∈ (0, n) in R
n, p > 1. It is clear that (1.1) is
the case α = 2 and p = 2 in (1.3). In the present paper, we will restrict our attention to
Equation (1.1) (and (1.2)).
Key words and phrases. Hartree equation, Choquard equation, Schro¨dinger-Newton equation, multi-
pole expansion of Newton potential, nondegeneracy of ground states, semiclassical solutions, Lyapunov-
Schmidt reduction.
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The Hartree equation is from various physical models such as H. Fro¨hlich and S. Pekar’s
model of the polaron ([26, 43]), Ph. Choquard’s model of an electron trapped in its own
hole, and the Hartree-Fock theory of one-component plasma ([30]). The Hartree equation
(or the Scho¨dinger-Newton equation) couples the Scho¨dinger equation of quantum physics
together with non-relativistic Newtonian potential (see, for example, [9, 22, 27, 44, 45,
37, 50] and the references therein).
Equation (1.1) corresponds to the following functional
F (u) =
1
2
∫
Rn
|∇u|2 + |u|2 −
1
4
∫
Rn
(I2 ∗ |u|
2)|u|2. (1.4)
From the Hardy-Littlewood-Sobolev inequality and the Sobolev imbedding theorem, we
have to choose n = 3, 4, 5 to ensure that F is well-defined, continuously Fre´chet differen-
tiable and has a ground state in H1(Rn) (see, for example, [50, 39]).
Many works were devoted to the study of basic properties of the ground states solution
to the Choquard equation (1.3) (see i.e. [30, 32, 33, 50, 29, 34, 53, 16, 40, 52, 55] and
the references therein). For our further application to the Hartree equation, we summarize
the properties as follows.
Let n = 3, 4, 5. If u ∈ H1(Rn) is a ground state of F , then we have the following
conclusions:
• (Regularity, symmetry) u belongs to L1(Rn) ∩ C∞(Rn), u is either positive or
negative and there exists x0 ∈ R
n and a monotone function v ∈ C∞(0,∞) such
that u(x) = v(x− x0) for all x ∈ R
n (see i.e. [39, Theorem 3]);
• (Decay property) u is exponentially decaying and there exists c > 0 such that
u(x) = (c+ o(1))|x|−
n−1
2 exp
(
−
∫ |x|
ν
√
1−
νn−2
sn−2
ds
)
as x→∞, (1.5)
where νn−2 = Γ((n−2)/2)
4πn/2
∫
Rn
u2 (see i.e. [39, Theorem 4]).
Moreover, there exists one and only one radial positive solution to (1.1). Hence up to
translations, the set of ground states has a unique element ([52, 34].
Throughout this paper, we will denote by U the unique positive radial ground state
of (1.1).
1.1. Nondegeneracy. Our first result is to verify that for n = 3, 4, 5, the ground
state U is nondegenerate up to translations. To be more precise, we have
Theorem 1.1. Assume n = 3, 4, 5. Let L be the linearised operator at U given by
Lϕ := −∆ϕ + ϕ− (I2 ∗ U
2)ϕ− 2(I2 ∗ (Uϕ))U, ∀ϕ ∈ H
2(Rn). (1.6)
Then
kerL = span{∂x1U, ∂x2U, · · · , ∂xnU}.
Remark 1.2. (1) When n = 3, such kind of nondegeneracy results was obtained by
[53, 29]. For the case n = 3 and p > 2 close to 2, the nondegeneracy was also verified by
[55].
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(2) Here the Sobolev space H2(Rn) consists of real-valued functions. For the complex-
valued case, the nondegeneracy can be showed by splitting the linearized operator into real
and imaginary parts (see [29]). Without loss of generality, we restrict our investigations
in the real Sobolev spaces.
For various nonlinear Schro¨dinger equations with local nonlinearities, the nondegener-
acy of ground states is widely investigated. It is a key ingredient in the stability analysis of
solitary waves and the Lyapunov-Schmidt reduction method of constructing semiclassical
solutions. The classical method to obtain the nondegeneracy relies on the Sturm-Liouville
theory (see i.e. [54]). For the equations containing nonlocal terms, the problem may be-
come more involved (see i.e. [8, 24, 25, 53, 29]).
For the Hartree equation (1.1) in R3, the nondegeneracy of the ground states was
proved by different methods. J. Wei and M. Winter [53] analyze the Schro¨dinger-Newton
equation (1.2) (which is equivalent to (1.1)) instead. This approach has an advantage
that the Schro¨dinger-Newton equation is local. Therefore, the equation can be reduced to
a series of ODE systems. In [29], E. Lenzmann finds a method relied on spectral analysis
of the linearized operators at the ground states. One of the most important ingredients is
the expansion of the nonlocal term by spherical harmonics which is related to the classical
multipole expansion of Newton potential in R3. Both of the two methods are based on
expansion of the equations by spherical harmonics.
To show the nondegeneracy for the case n ≥ 3, our first task is to expand the nonlocal
term in (1.1) by spherical harmonics. Let Yk = span{Ykm}m∈Mk be the finite dimensional
space of real-valued spherical harmonics of degree k. Here Mk = {1, 2, · · · , dimYk}, and
for m,m1, m2 ∈Mk,
−∆Sn−1Ykm = k(k + n− 2)Ykm, 〈Ykm1, Ykm2〉L2(Sn−1) =
{
1, if m1 = m2,
0, if m1 6= m2,
where ∆Sn−1 is the Laplacian on S
n−1. We will prove the following expansion.
Theorem 1.3. Assume that n ≥ 3. For all ϕ ∈ L2(Rn), it holds that
(I2 ∗ ϕ)(x) =
∞∑
k=0
∑
m∈Mk
1
2k + n− 2
(∫ ∞
0
rk<
rk+n−2>
fkm(ρ)ρ
n−1dρ
)
Ykm(θ). (1.7)
Here r< = min{r, ρ}, r> = max{r, ρ}, r = |x|, θ = x/|x| and ϕ(x) = ϕ(r, θ) =∑∞
k=0
∑
m∈Mk
fkm(r)Ykm(θ) is the expansion of ϕ by spherical harmonics.
When n = 3, the well-known multipole expansion of Newton potential provides us such
kind of formula directly. However, for general n > 3, it becomes more complicated to find
a similar multipole expansion of Newton potential by classical Legendre polynomials as
n = 3 (see for example [28, Section 41]). To prove Theorem 1.3, we use an alternative
method which relies essentially on the fact the spherical harmonics on Sn−1 are the restric-
tions of the homogeneous harmonic polynomials in Rn. This intrinsic characterization of
spherical harmonics makes us no appeal to special polynomials. See Section 3 below. As
a consequence of this theorem, the Newton potential for general dimension has a similar
THE HARTREE EQUATION 4
multipole expansion as in R3 (see Corollary 3.9 below). Our approach seems to be of
independent interest in the computation of multipole expansion. For more related results
of multipole expansion for general functions in R3 and R4, see i.e. [51, 48, 36].
Using the expansion formula in Theorem 1.3, we can prove the nondegeneracy of
ground state by the method in [29] with some modifications.
1.2. Semiclassical solutions. As an application of the nondegeneracy of ground
state, we construct multiple semiclassical solutions to a class of Hartree type equation
with potentials as follows
− ε2∆u+ u+ V (x)u = ε−2(I2 ∗ u
2)u in Rn. (1.8)
Here V : Rn → R an external potential satisfying certain assumptions (see condition (V)
below). Let BR(0) be the ball in R
n centered at 0 with radius R, and let
C3b (R
n) := {V ∈ C3(Rn) |DJV is bounded in Rn for all multi-index J such that |J | ≤ 3}.
We set
(V): V ∈ C3b (R
n), infx∈Rn(1 + V (x)) > 0.
Theorem 1.4. Let n = 3, 4, 5. Assume that V satisfies condition (V) and has a
nondegenerate smooth compact critical manifold M . Then for ε > 0 small, Equation
(1.8) has at least l(M) solutions concentrating near points of M . Here l(M) denotes the
cup length of M .
Here we say a critical manifold M of V is nondegenerate if, for every x ∈ M , the
kernel of D2f(x) equals to TxM ([10]). For the definition of cup length see (5.47) below.
The existence of semiclassical solutions to Hartree type equations (Schro¨dinger-
Newton equations, Choquard equations) with external potentials in R3 was obtained
by [53] via a Lyapunov-Schmidt reduction argument. To be more precise, they proved
that if V ∈ C2(R3) has nondegenerate critical points and infx∈R3(1 + V (x)) > 0, then
there exists a family of multibump positive solutions concentrating around those critical
points. Related results for other potentials were also investigated. For example, [49]
showed the existence of semiclassical solutions for vanishing potential under assumption
that lim|x|→∞(1 + V (x))|x|
s > 0 with s ∈ [0, 1), and [35, 42] verified the case of period
potentials.
An alternative approach to obtain semiclassical solutions is variational penalisation
method which does not depend on the nondegeneracy of ground states (see i.e. [11, 12,
21, 38]). Recently, this method has been widely used to construct semiclassical solutions
of Choquard type equations with various potentials and nonlinearities. See for example
[18, 56, 57, 3, 4, 41, 2, 17, 1] and the references therein.
Our proof of Theorem 1.4 is based on a Lyapunov-Schmidt reduction argument intro-
duced by [7]. Comparing with the local Schro¨dinger equations as in [7], more involved
analysis is needed to deal the nonlocal term in (1.8). This kind of situations also appears
in the equations containing other nonlocal operators such as fractional Laplacian (see i.e.
[20, 15, 19, 14]). For more details see Section 5 below.
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The paper is organized as follows. Section 2 contains some preliminaries for further
applications. Section 3 proves the expansion formula for the nonlocal term (Theorem 1.3).
In Section 4, we sketch the proof of the nondegeneracy of ground states (Theorem 1.1).
Section 5 is devoted to the applications of the nondegeneracy result to construct multiple
semiclassical solutions (Theorem 1.4).
1.3. Notations. Finally, we list some notations.
• BR(x) denotes the ball centered at x with radius R > 0 in R
n and BcR(x) :=
Rn \BR(x).
• Sn−1 is the unit sphere in Rn and |Sn−1| denotes the (n− 1)-dimensional volume
of Sn−1.
• 〈·, ·〉 is the inner product in H1(Rn) and ‖·‖ denotes the corresonding norm, that
is,
‖u‖ :=
(∫
Rn
|∇u|2 + u2
) 1
2
, ∀u ∈ H1(Rn).
• U is the unique positive radial ground state for the Hartree equation (1.1).
• L2rad(R
n) := {ϕ ∈ L2(Rn) |ϕ is radially symmetric}.
Acknowledgement: The author wishes to express his appreciation to Gaosheng Zhu
who critically read the paper and made numerous helpful suggestions. The author is also
indebted to Minbo Yang for many useful discussions on Choquard equation. This work
was partially supported by National Natural Science Foundation of China (No.11401521
and 11402226).
2. Preliminaries
In this section, we give some basic facts for further applications.
Lemma 2.1. For any radial function f = f(|x|) in L1(Rn, (1 + |x|)−(n−2)dx), it holds
that
(I2 ∗ f)(r) =
∫
Rn
I2(|x|)f(|x|)−
∫ r
0
K(r, ρ)f(ρ)dρ, (2.1)
where r = |x| and
K(r, ρ) =
ρ
n− 2
(
1−
ρn−2
rn−2
)
, for ρ ≤ r. (2.2)
The conclusion of this lemma can be considered as a detailed representation of the
Newton’s theorem for dimension n (see [31, Theorem 9.7]).
Proof. It is clear that I2 ∗ f is radially symmetric. We compute
(I2 ∗ f)(x) =
1
(n− 2)|Sn−1|
∫
Rn
f(y)
|x− y|n−2
dy
=
1
(n− 2)|Sn−1|
∫
Br(0)
f(y)
|x− y|n−2
dy +
1
(n− 2)|Sn−1|
∫
Bcr(0)
f(y)
|x− y|n−2
dy,
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where r = |x|. Since 1
|x−y|n−2
is harmonic for x 6= y, by mean-value formula we have∫
Br
f(y)
|x− y|n−2
dy =
∫ r
0
∫
Sn−1
f(ρ)ρn−1
|x− ρω|n−2
dωdρ
= |Sn−1|
∫ r
0
f(ρ)ρn−1
(
|Sn−1|−1
∫
Sn−1
1
|x− ρω|n−2
dω
)
dρ
=
1
|x|n−2
∫
Br
f(y)dy.
On the other hand, let
b(x) :=
∫
Bcr
f(y)
|x− y|n−2
dy, x ∈ Br(0).
Then b is harmonic in Br(0) and radially symmetric. This yields that b is a constant in
B¯r(0). In particular,
b(x) = b(0) =
∫
Bcr(0)
f(y)
|y|n−2
dy.
It follows that
(I2 ∗ f)(x) =
1
(n− 2)|Sn−1|
(
1
|x|n−2
∫
Br
f(y)dy +
∫
Bcr
f(y)
|y|n−2
dy
)
=
1
(n− 2)|Sn−1|
(∫
Br
(
1
|x|n−2
−
1
|y|n−2
)
f(y)dy +
∫
Rn
f(y)
|y|n−2
dy
)
=
1
(n− 2)|Sn−1|
(
|Sn−1|
∫ r
0
ρ
(
ρn−2
rn−2
− 1
)
f(ρ)dρ+
∫
Rn
f(y)
|y|n−2
dy
)
.
Thus (2.1) holds. This completes the proof. 
Note that the ground state U decays exponentially, from the lemma 2.1 we have that
Uϕ belongs to L1(Rn, (1 + |x|)−(n−2)dx) for any ϕ ∈ L2rad(R
n). Thus
(I2 ∗ |U |
2)(r) =
∫
Rn
I2(|x|)|U |
2(|x|)−
∫ r
0
K(r, ρ)|U |2(ρ)dρ,
and
(I2 ∗ (Uϕ))(r) =
∫
Rn
I2(|x|)(Uϕ)(|x|)−
∫ r
0
K(r, ρ)(Uϕ)(ρ)dρ.
We investigate the decay property of U ′.
Lemma 2.2. Assume τ is an arbitrary number in (0, 1). Then
|U ′| ≤ Ce−τr, (2.3)
where r = |x| and C is a positive constant depending on τ . As a consequence, we have
|∂xiU | ≤ Ce
−τr, i = 1, 2, · · · , n. (2.4)
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Proof. Let U > 0 be the unique positive radial ground state. Then U ′ ≤ 0. Taking
derivative with respect to r on Equation (1.1), we obtain that
−U ′′′ −
n− 1
r
U ′′ +
(
n− 1
r2
+ 1
)
U ′ = (I2 ∗ U
2)′U + (I2 ∗ U
2)U ′. (2.5)
Again by Lemma 2.1,
(I2 ∗ U
2)′(r) = −K(r, r)U2(r)−
∫ r
0
∂rK(r, ρ)U
2(ρ)dρ
= −
1
rn−1
∫ r
0
ρn−1U2(ρ)dρ. (2.6)
From (2.5) and the decay property of U , we have that
|(I2 ∗ U
2)(x)| ≤
C
rn−2
and
∣∣∣∣
∫ r
0
ρn−1U2(ρ)dρ
∣∣∣∣ ≤ C.
Therefore, for any ǫ ∈ (0, 1) there exists R > 0 sufficiently large such that for all x ∈ BcR(0)
−∆(−U ′) + (1− ǫ)(−U ′) ≤ C1e
−τ |x|,
where C1 is a positive constant and 0 < τ ≤ 1− ǫ. It follows that
−∆(−U ′) + (1− ǫ)(−U ′) ≤ −∆(C2e
−τ |x|) + (1− ǫ)C2e
−τ |x|, for all x ∈ BcR(0),
where C is some positive constant. That is,
−∆(−U ′ − Ce−τ |x|) + (1− ǫ)(−U ′ − Ce−τ |x|) ≤ 0, for all x ∈ BcR(0).
Using the comparison principle in [39, Proposition 6.3], we have that
−U ′ − Ce−τ |x| ≤ C3|x|
−N−1
2 e−(1−ǫ)
1
2 |x|, for all x ∈ BcR(0).
Thus we obtain
−U ′ ≤ Ce−τ |x|, for all x ∈ BcR(0),
where τ ∈ (0, 1− ε]. Thus (2.3) follows since ǫ is a arbitrary number in (0, 1).
A direct computation yields that
∂xjU(r) = U
′(r)
xj
r
.
Then (2.4) holds. This completes the proof. 
Lemma 2.3. It holds that
L(2U + rU ′) = −2U. (2.7)
Proof. Firstly, by (1.1), we have
LU = −∆U + U − (I2 ∗ U
2)U − 2(I2 ∗ U
2)U = −2(I2 ∗ U
2)U. (2.8)
Secondly, we compute L(rU ′). From (1.6),
L(rU ′) = −∆(rU ′) + rU ′ − (I2 ∗ U
2)(rU ′)− 2(I2 ∗ (rUU
′))U. (2.9)
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Using the polar coordinates representation of Laplacian, we have
−∆(rU ′) = −r
(
U ′′′ +
n− 1
r
U ′′
)
− 2U ′′ −
n− 1
r
U ′. (2.10)
By Lemma 2.1,
2(I2 ∗ (rUU
′))(x) = 2
∫
Rn
|x|I2(x)(UU
′)(x)− 2
∫ r
0
K(r, ρ)ρU(ρ)U ′(ρ)dρ. (2.11)
Integration by parts and (2.2) yield that
2
∫ r
0
K(r, ρ)ρU(ρ)U ′(ρ)dρ = −
1
n− 2
∫ r
0
ρ(2− n
ρn−2
rn−2
)U2(ρ)dρ
Then from (2.5) and (2.6), we get
− U ′′′ −
n− 1
r
U ′′ = −
(
n− 1
r2
+ 1
)
U ′
−
1
rn−1
(∫ r
0
ρn−1U2(ρ)dρ
)
U + (I2 ∗ U
2)U ′. (2.12)
Putting (1.1), (2.10) and (2.12) together, we find that
−∆(rU ′) = −2U ′′ −
(
2(n− 1)
r
+ r
)
U ′
−
1
rn−2
(∫ r
0
ρn−1U2(ρ)dρ
)
U + (I2 ∗ U
2)rU ′
= −2U + 2(I2 ∗ U
2)U − rU ′
−
1
rn−2
(∫ r
0
ρn−1U2(ρ)dρ
)
U + (I2 ∗ U
2)rU ′. (2.13)
Moreover, integrating by parts, it holds that
2
∫
Rn
|x|I2(x)(UU
′)(x) =
1
n− 2
∫ ∞
0
ρ2U(ρ)U ′(ρ)dρ (2.14)
= −
2
n− 2
∫ ∞
0
ρU2(ρ)dρ = −2
∫
Rn
I2(x)U
2(x)dx.
Then from (2.9), (2.13), (2.11), (2.12) and (2.14), it holds that
L(rU ′) = −2U + 4(I2 ∗ U
2)U. (2.15)
Hence (2.7) follows from (2.8) and (2.15). This completes the proof. 
3. Expansion of the nonlocal term
In this section, we deal with the nonlocal term in (1.1) involving general Newton-
type potential. By some detailed analysis of spherical harmonics, we obtain a multipole
expansion formula for dimension n ≥ 3 which is well known for the classical case n = 3.
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Using spherical harmonics, we have
L2(Rn) =
⊕
k≥0
Hk,
where Hk = L
2(R+, r
n−1dr) ⊗ Yk. For simplicity, set Ykm = span{Ykm} and Hkm =
L2(R+, r
n−1dr)⊗ Ykm. Any ϕ ∈ L
2(Rn) is of form
ϕ(x) =
∞∑
k=0
∑
m∈Mk
fkm(r)Ykm(θ).
Here x = (r, θ) with r = |x| and θ = x/|x|.
Lemma 3.1. For any function ϕkm(x) = fkm(r)Ykm(θ) ∈ Hkm, k ∈ N+, m ∈ Mk, it
holds that L(ϕ) ∈ Hkm. That is, Hkm is an invariant space of L. Consequently, each Hk
is an invariant space of L as well.
Proof. 1. We recall that in polar coordinates,
−∆ = −∂2r −
n− 1
r
∂r −
1
r2
∆Sn−1 . (3.1)
Then
−∆(fkm(r)Ykm(θ)) =
(
−f ′′km(r)−
n− 1
r
f ′km(r) +
k(k + n− 2)
r2
fkm(r)
)
Ykm(θ). (3.2)
which belongs to Hkm. It is clearly that (1− (I2 ∗ U
2))fkm(r)Ykm(θ) ∈ Hkm.
2. We now focus on the nonlocal term. For simplicity, set Q(ϕ) = I2 ∗ (Uϕ). Since I2
is the fundamental solution to −∆, it holds that
−∆Q(ϕ) = −∆[I2 ∗ (Uϕ)] = Uϕ. (3.3)
Let ϕk0m0(x) = fk0m0(r)Yk0m0(θ). Assume that
Q(ϕk0m0)(x) =

 ∑
k∈N\{k0}
∑
m∈Mk
gkm(r)Ykm(θ) +
∑
m6=m0
gk0m(r)Yk0m(θ)


+ gk0m0(r)Yk0m0(θ). (3.4)
Applying −∆ to (3.4), by (3.2) and (3.3) we have that
−g′′km(r)−
n− 1
r
g′km(r) +
k(k + n− 2)
r2
gkm(r) = 0, for k 6= k0 or m 6= m0. (3.5)
The solution of (3.5) is given by
gkm(r) = C1r
λ1,k + C2r
λ2,k ,
where λ1,k = −
n−2
2
+
√
(n−2)2
4
+ k(k + n− 2), λ2,k = −
n−2
2
−
√
(n−2)2
4
+ k(k + n− 2),
and C1, C2 are two arbitrary constants. Since gkm ∈ L
2(R+, r
n−1dr), we obtain that
C1 = C2 = 0. Hence
Q(ϕk0m0)(x) = gk0m0(r)Yk0m0(θ).
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Since U is radially symmetric and decaying exponentially, it holds that
UQ(ϕk0m0) = Ugk0m0Yk0m0 ∈ Hkm.
Putting step 1 and 2 together, we complete the proof. 
Thanks to the proof of Lemma 3.1, we can define Qkm (resp. Lkm) as the restriction
of Q (resp. L) on Hkm. Furthermore, we set
J(r) := −(I2 ∗ U
2)(r), Pkm = −UQkm and Pk =
∑
m∈Mk
Pkm. (3.6)
Lemma 3.2. For all k ∈ N+, m ∈ Ml, the operator Pkm is positive and bounded.
Consequently, Pk is positive and bounded as well.
Proof. By [31, Theorem 9.8] we obtain that for any nontrivial f ∈ Hkm,
〈Pkmf, f〉Hkm =
∫
Rn
∫
Rn
u(x)f(x)u(y)f(y)
|x− y|n−2
dxdy > 0.
Since U is bounded and exponentially decaying, the Hardy-Littlewood-Sobolev in-
equality (see, for example, [31, Theorem 4.3]) yields that for all h ∈ L2(Rn),
|〈Pkmf, h〉L2(Rn)| ≤
∫
Rn
∫
Rn
∣∣∣∣U(x)h(x)U(y)f(y)|x− y|n−2
∣∣∣∣ dxdy ≤ C1‖Uh‖L2(Rn)‖Uf‖L 2nn+4 (Rn)
≤ C2‖h‖L2(Rn)‖f‖L2(Rn)‖U‖L
n
2 (Rn)
≤ C3‖h‖L2(Rn)‖f‖L2(Rn).
Hence Pkm is bounded. As a consequence, Pk is also positive and bounded. This completes
the proof. 
Let ϕkm(x) = ϕkm(r, θ) = fkm(r)Ykm(θ) ∈ Hkm. Then
(Qkmϕkm)(x) = (Qkmϕkm)(r, θ) =
1
(n− 2)|Sn−1|
∫
Rn
U(y)ϕkm(y)
|x− y|n−2
dy (3.7)
=
1
(n− 2)|Sn−1|
∫ ∞
0
∫
Sn−1
U(ρ)fkm(ρ)ρ
n−1Ykm(ω)
|x− ρω|n−2
dωdρ
=
1
(n− 2)|Sn−1|
∫ ∞
0
U(ρ)fkm(ρ)ρ

∫
Sn−1
Ykm(ω)∣∣∣xρ − ω∣∣∣n−2
dω

 dρ.
Hence we shall investigate the function
g(z) :=
∫
Sn−1
Ykm(ω)
|z − ω|n−2
dω, for z ∈ Rn \ Sn−1.
Lemma 3.3. g(z) is of form gkm(r)Ykm(θ), where grm(r) is some function of r and
r = |z|, θ = z/|z|.
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Proof. For any ϕkm(x) = fkm(r)Ykm(θ) ∈ Hkm. Note that
∫
Rn
ϕkm(y)
|x− y|n−2
dy =
∫ ∞
0
fkm(ρ)ρ

∫
Sn−1
Ykm(ω)∣∣∣xρ − ω∣∣∣n−2
dω

 dρ = ∫ ∞
0
fkm(ρ)g(x/ρ)ρdρ.
A similar argument as in the step 2 of Lemma 3.1 gives that∫ ∞
0
fkm(ρ)g(x/ρ)ρdρ = hkm(̺)Ykm(φ),
where ̺ = |x| and φ = x/|x|. Thus since ϕkm is arbitrary, the conclusion of this lemma
follows. 
Lemma 3.4. Assume that k ≥ 1. For z ∈ B1, g(z) = ΛkmYkm(z), where Λkm is a
constant depending on k, m.
Proof. 1. Since Ykm(y) is homogeneous harmonic function of order k in R
n, we have
that
g(z) =
1
k
∫
∂B1(0)
∂ρYkm(y)
|z − y|n−2
dS(y) =
1
k
∫
∂B1(0)
∂νYkm(y)
|z − y|n−2
dS(y), (3.8)
where y = ρω ∈ R+ × S
n−1 and ∂ν denotes directional derivative with respect to the out
unit normal vector ν on the boundary. Let Bδ(z) be the ball centered at z with radius δ.
A direct calculation yields that∣∣∣∣
∫
∂Bδ(z)
∂νYkm(y)
|z − y|n−2
dS(y)
∣∣∣∣ ≤ maxy∈B1(0) |∂νYkm(y)| |Sn−1|δ → 0, as δ → 0. (3.9)
Since Ykm and
1
|z−y|n−2
are harmonic in B1(0) \Bδ(z), from (3.8), (3.9) and Gauss formula
we obtain
g(z) =
1
k
∫
∂[B1(0)\Bδ(z)]
∂νYkm(y)
|z − y|n−2
dS(y) + o(δ) (3.10)
=
1
k
∫
B1(0)\Bδ(z)
div
(
∇Ykm(y)
|z − y|n−2
)
dy + o(δ)
=
1
k
∫
B1(0)\Bδ(z)
div
(
Ykm(y)∇
(
1
|z − y|n−2
))
dy + o(δ)
=
1
k
(∫
∂B1(0)
−
∫
∂Bδ(z)
)
Ykm(y)∂ν
(
1
|z − y|n−2
)
dS(y) + o(δ).
The mean-value formula gives us∫
∂Bδ(z)
Ykm(y)∂ν
(
1
|z − y|n−2
)
dS(y) = −
(n− 2)
δn−1
∫
∂Bδ(z)
Ykm(y)dS(y)
= −(n− 2)|Sn−1|Ykm(z). (3.11)
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Thus by (3.10), (3.11) and letting δ → 0, we get
g(z) =
1
k
∫
∂B1(0)
Ykm(y)∂ν
(
1
|z − y|n−2
)
dS(y) +
(n− 2)|Sn−1|
k
Ykm(z). (3.12)
2. In polar coordinates, z = rθ where r = |z| and θ = z
|z|
. Then
∂rg(r, θ) =
∫
∂B1(0)
Ykm(y)∂r
(
1
|rθ − y|n−2
)
dS(y) (3.13)
= (n− 2)
∫
∂B1(0)
Ykm(y)
y · θ − r
|rθ − y|n
dS(y)
=
(n− 2)
r
∫
∂B1(0)
Ykm(y)
y · z − |z|2
|z − y|n
dS(y).
For y ∈ ∂B1(0), taking directional derivative with respect to ν (unit normal on ∂B1(0)),
we have
∂ν
(
1
|z − y|n−2
)
= (n− 2)
y · z − 1
|z − y|n
and
∂ν

 1
|z|n−2
∣∣∣ z|z|2 − y∣∣∣n−2

 = (n− 2)y · z − |z|2
|z − y|n
.
Recalling the Green’s function for the ball and Poisson’s formula (see for example [23,
Section 2.2.4]), we find that
(n− 2)
∫
∂B1(0)
Ykm(y)
y · z − |z|2
|z − y|n
dS(y) (3.14)
= (n− 2)
∫
∂B1(0)
Ykm(y)
y · z − 1
|z − y|n
dS(y) + (n− 2)|Sn−1|Ykm(z)
=
∫
∂B1(0)
Ykm(y)∂ν
(
1
|z − y|n−2
)
dS(y) + (n− 2)|Sn−1|Ykm(z).
Combining (3.12) (3.13) and (3.14), we finally obtain
r∂rg(r, θ) = k g(r, θ). (3.15)
3. From Lemma 3.3, we assume that g(r, θ) is of form
g(r, θ) = gkm(r)Ykm(θ), (3.16)
where gkm(r) is an unknown function to be found. It follows from (3.15) and (3.16) that
rg′km(r) = kgkm(r),
whose solution is of form
gkm(r) = Λkmr
k.
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Here Λkm is a constant. Hence we have
g(z) = Λkmr
kYkm(θ) = ΛkmYkm(z).
This completes the proof. 
Lemma 3.5. For z ∈ Rn \B1(0), g(z) =
1
|z|2k+n−2
ΛkmYkm(z), where Λkm is the constant
in Lemma 3.4.
Proof. Let I : Rn → Rn be the inversion on the unit sphere given by
I(z) =
z
|z|2
.
Note that
|I(z)− I(y)| =
1
|z|
1
|y|
|z − y|, (3.17)
It follows that for z ∈ Rn \B1(0),
g(z) =
∫
Sn−1
Ykm(ω)
(|z||ω|)n−2 |I(z)− I(ω)|n−2
dω
=
1
|z|n−2
∫
Sn−1
Ykm(ω)
|I(z) − ω|n−2
dω.
Using Lemma 3.4, we obtain that for z ∈ Rn \B1(0)
g(z) =
Λkm
|z|n−2
Ykm(I(z)) =
Λkm
|z|2k+n−2
Ykm(z) =
Λkm
|z|k+n−2
Ykm(θ),
where θ = z/|z|. This completes the proof. 
Lemma 3.6. The constant Λkm in Lemma 3.4 is given by
Λkm =
(n− 2)|Sn−1|
2k + n− 2
.
Proof. Assume that ϕkm(x) = ϕkm(r, θ) = fkm(r)Ykm(θ). Note that
[−∆(I2 ∗ ϕkm)](r, θ) = ϕkm(x) = fkm(r)Ykm(θ). (3.18)
In polar coordinates, using Lemma 3.4 and Lemma 3.5, we have that
(I2 ∗ ϕkm)(r, θ) =
1
(n− 2)|Sn−1|
∫ ∞
0
ρfkm(ρ)
(∫
Sn−1
Ykm(ω)
| r
ρ
θ − ω|n−2
dω
)
dρ (3.19)
=
Λkm
(n− 2)|Sn−1|
(∫ r
0
ρk+n−1
rk+n−2
fkm(ρ)dρ+
∫ ∞
r
rk
ρk−1
fkm(ρ)dρ
)
Ykm(θ).
We recall that
−∆Sn−1Ykm = k(k + n− 2)Ykm.
Then by (3.1) and (3.19), it holds that
[−∆(I2 ∗ ϕkm)](r, θ) =
Λkm
(n− 2)|Sn−1|
(2k + n− 2)fkm(r)Ykm(θ). (3.20)
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Hence from (3.18) and (3.20), we get our conclusion. This completes the proof. 
Lemma 3.7. When k = 0, g(z) = |Sn−1|
1
2 for |z| < 1, and, g(z) = |Sn−1|
1
2
1
|z|n−2
for
|z| > 1.
Proof. Since Y1 =
1
|Sn−1|
1
2
and 1
|z−ω|n−2
is harmonic for z ∈ B1(0), it holds that g(z)
is harmonic and radial for z ∈ B1(0). Hence
g(z) = g(0) =
1
|Sn−1|
1
2
∫
Sn−1
1
|ω|n−2
dω = |Sn−1|
1
2 .
For |z| > 1, using (3.17), we have that
g(z) =
1
|z|n−2
∫
Sn−1
1
|I(z)− I(ω)|n−2
dω =
1
|z|n−2
∫
Sn−1
1
|I(z)− ω|n−2
dω.
Since |I(z)| < 1 for |z| > 1, it follows that
g(z) =
1
|z|n−2
|Sn−1|
1
2 .
This completes the proof. 
Applying Lemma 3.4, Lemma 3.5, Lemma 3.6 and Lemma 3.7 to (3.7), we obtain
Proposition 3.8. Assume that k ≥ 1. Let ϕkm(r, θ) = fkm(r)Ykm(θ) ∈ Hkm. It holds
that
(Qkmϕkm)(x) =
1
2k + n− 2
(∫ ∞
0
rk<
rk+n−2>
U(ρ)fkm(ρ)ρ
n−1dρ
)
Ykm(θ),
where r< = min{r, ρ}, r> = max{r, ρ}, r = |x| and θ = x/|x|.
Proof of Theorem 1.3. Since the set of spherical harmonics {Ykm}m∈Mk ,k∈N is
complete in L2(Sn−1), we have formula (1.7) from Proposition 3.8. 
As a by-product, we have the following
Corollary 3.9 (Multipole expansion for Newton potential). For n ≥ 3,
1
|x− y|n−2
= (n− 2)|Sn−1|
∞∑
k=0
∑
m∈Mk
(
1
2k + n− 2
)
rk<
rk+n−2>
Ykm(θ)Ykm(ω),
where r< = min{|x|, |y|}, r> = max{|x|, |y|}, θ = x/|x| and ω = y/|y|.
4. Nondegeneracy
In this section, we compute the kernel of L. Firstly, we investigate the restriction
operator of L on L2rad(R
n).
Proposition 4.1. Let L be the linearised operator given by (1.6). Then we have
ker (L|L2
rad
(Rn)) = {0}.
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We split L into two operators. To be more precise, we define
Υϕ = −∆ϕ + ϕ− (I2 ∗ U
2)ϕ+Wϕ, ∀ϕ ∈ H2(Rn). (4.1)
where
(Wϕ)(r) = 2U(r)
∫ r
0
K(r, ρ)U(ρ)ϕ(ρ)dρ, ∀ϕ ∈ H2(Rn).
Then
Lϕ = Υϕ− Ξϕ, ∀ϕ ∈ H2(Rn),
where
Ξϕ = 2
(∫
Rn
Uϕ
|x|n−2
)
U, ∀ϕ ∈ H2(Rn). (4.2)
Proof of Proposition 4.1. The proof is a modification of [29, Proof of Proposi-
tion 2]. We outline the proof here for completeness.
1. We first prove the following result for operator Υ.
Claim: If v = v(r) is a radial solution to Υv = 0 with v(0) 6= 0 and v′(0) = 0, then
v(r) has no sign change and for ̺ ∈ (0, 1), there exist constant C > 0 and R > 0 such
that
|v(r)| ≥ Ce̺r, for r ≥ R. (4.3)
In fact, without loss of generality, assume that v(0) > U(0) > 0. In the polar coordi-
nates, v satisfies
v′′(r) +
n− 1
r
v′(r) = G(r)v(r) + (Wv)(r), (4.4)
where
G(r) = 1− (I2 ∗ |U |
2)(r).
Note that U satisfies
U ′′(r) +
n− 1
r
U ′(r) = G(r)U(r). (4.5)
Combining (4.4) with (4.5), we get that
[rn−1(Uv′ − U ′v)]′(r) = rn−1U(r)(Wv)(r).
It follows that
rn−1
( v
U
)′
(r) =
1
U2(r)
∫ r
0
ρn−1U(ρ)(Wv)(ρ)dρ. (4.6)
By the assumption v(0) > U(0), it holds that v(r) > U(r) for r > 0 sufficiently small.
Assume that r0 > 0 is the smallest number such that v(r0) = U(r0). Then (v/U)
′ (r0) ≤ 0.
However, the right side of (4.6) at r = r0 is strictly positive since v(r) > U(r) > 0 in
[0, r0) and K(r, ρ) > 0 for 0 < ρ < r. This is impossible. Hence we have
v(r) > U(r) for all r ∈ (0,∞). (4.7)
As a consequence, v(r) is strictly positive. From (4.7) and (4.6), we obtain that
rn−1
( v
U
)′
(r) ≥ 2U−2(r)
∫ r
0
ρn−1U2(ρ)
∫ ρ
0
K(ρ, t)U2(t)dtdρ. (4.8)
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Since U is positive, it follows that for sufficiently large r > 0, there exists a constant C1
0 < C1 <
∫ r
0
ρn−1up(ρ)
∫ ρ
0
K(ρ, t)up(t)dtdρ <∞. (4.9)
Let ǫ > 0 be a number sufficiently small. From (1.5), we find that when r is sufficiently
large, there exists a constant c > 0 such that
U(r) < ce−(1−ǫ)r. (4.10)
Thus from (4.8), (4.10) and (4.9), there exists R1 > 0
rn−1
( v
U
)′
(r) ≥ C2e
2(1−ǫ)r, for all r > R1.
Therefore, integrating both side of the inequality above, we obtain (4.3). Hence the claim
holds.
2. Based on Step 1, we show the proposition by contradiction. Assume ϕ ∈ L2rad(R
n)
is a nontrivial solution to Lϕ = 0. This means
Υϕ = Ξϕ := 2σU,
where σ =
∫
Rn
Uϕ
|x|n−2
. Consider
Υw = Ξϕ. (4.11)
Then
ϕ = v + w,
where w is any solution to (4.11) and v is a solution to Υv = 0. We construct a particular
w. Let η = 2U + rU ′. Clearly, η belongs to L2rad(R
n). By (4.2) and Lemma 2.3, we have
Υη = Ξη − 2U = 2(τ − 1)U,
where τ =
∫
Rn
Uη
|x|n−2
. Since η is radial symmetric, it holds that v 6= η. Hence, by the
result in Step 1, we obtain that τ 6= 1. It follows that
w =
σ
τ − 1
η ∈ L2rad(R
n)
is a solution to (4.11).
If v ≡ 0, then ϕ = w. Note that Ξϕ 6= 0. Thus Lw = −(2σ/(τ − 1))U 6= 0. It
contradicts that Lϕ = 0. Therefore v 6= 0. Since v is radially symmetric and of C2 class
in Rn, we have v′(0) = 0. Assume that v(0) 6= 0. Then Step 1 yields that v /∈ L2rad(R
n).
This contradicts v = ϕ−w ∈ L2rad(R
n). Hence v(0) = 0. By uniqueness of radial solutions
to Υv = 0, it holds that v ≡ 0. It is a contradiction. This completes the proof. 
With the preparations above, we are now in place to compute the kernel of L. This
procedure is similar with that in the three dimension case ([29]). We shall only give a
sketch of the proof.
Proof of Theorem 1.1. We shall prove the theorem by 4 steps as follows.
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1. Since Pk and J (see (3.6)) are bounded, we have Lk is bounded from below. The
restriction of −∆ on Hk is given by
−∆k = −∂
2
r −
n− 1
r
∂r +
k(k + n− 2)
r2
.
From [46, Theorem X. 10 and Example 4], we obtain that for k ≥ 1, −∆k is essentially
self-adjoint on C∞0 (R+) ⊂ L
2(R+, r
n−1dr). Moreover, since J and Pk is bounded and self-
adjoint, Kato-Rellich theorem yields that Lk = −∆k + J + Pk is essentially self-adjoint
on C∞0 (R
n) ⊂ L2(R+, r
n−1dr).
2. For λ > 0 sufficiently large, it holds that
(Lk + λ)
−1 = (−∆k + λ+ J + Pk)
−1 = (−∆k + λ)
−1(I + (J + Pk)(−∆k + λ)
−1)−1.
We recall that for λ > 0, the resolvent (−∆k + λ)
−1 is positivity improving on
L2(R+, r
n−1dr) ([29, Equation (7.15)]). For simplicity, we set Ak = J+Pk. By the defini-
tion of J and Pk (see (3.6)), we have that −Ak is positivity improving on L
2(R+, r
n−1dr).
Recalling that Ak is bounded, we have that for λ sufficiently large,
‖Ak(−∆k + λ)
−1‖L2(R+,rn−1dr) < 1.
By Neumann expansion, we get
(Lk + λ)
−1 = (−∆k + λ)
−1
∞∑
j=1
(−Ak(−∆k + λ)
−1)j. (4.12)
It follows that (Lk + λ)
−1 is positivity improving as well.
3. Let λk,0 = inf σ(Lk) be the lowest eigenvalue. Note that (Lk+λ)
−1 is bounded and
self-adjoint, and its largest eigenvalue µ0 = sup σ((Lk + λ)
−1) = (λk,0 + λ)
−1. Moreover,
the corresponding eigenspaces of Lk and (Lk + λ)
−1 coincide. From [47, Theorem XIII.
43], it holds that λ0 is simple and the corresponding eigenfunction is strictly positive on
R+ (Perron-Frobenius property) since (Lk + λ)
−1 is positivity improving. Therefore, Lk
has Perron-Frobenius property as well.
4. We finally compute kerL. It is clear that ∂x1U, ∂x2U, · · · , ∂xnU belong to kerL.
Note that
∂xjU(r) = U
′(r)
xj
r
.
Recalling that xj/r belongs to Y1, we have that
L1U
′ = 0.
Note that U ′ ≤ 0. Then by the result of Step 3, there exists a constant c < 0 such that
U ′(r) = cφ0,1(r),
where φ0,1 is the strictly positive ground state of L1 which corresponds the lowest eigen-
value λ1,0 = 0. Hence kerL ∩H1 = span{∂x1U, ∂x2U, · · · , ∂xnU}.
We now prove that Lk > 0, for k ≥ 2. In particular, kerL ∩ Hk = 0.
Indeed, for any fixed k ≥ 2, Step 3 and [29, Remarks of Lemma 7] yield that λk,0 <
1 is simple and its corresponding eigenfunction φk,0 is strictly positive. Therefore, by
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Proposition 3.8,
λk,0 = 〈φk,0, Lkφk,0〉 = 〈φk,0, L1φk,0〉+Wk,
where
Wk := 〈φk,0, (Lk − L1)φk,0〉
=
∫ ∞
0
(k(k + n− 2)− (n− 1))
r2
φ2k,0r
n−1dr +
2
∫ ∞
0
∫ ∞
0
U(r)φk,0(r)
(
1
n
r<
rn−2>
−
1
2k + n− 2
rk<
rk+n−2>
)
U(ρ)φk,0(ρ)r
n−1ρn−1dρdr.
Here r< = min{r, ρ} and r> = max{r, ρ}. Note that
1
n
r<
rn−2>
− 1
2k+n−2
rk<
rk+n−2>
> 0 for k ≥ 2.
Recalling that U and φk,0 are strictly positive, we obtain that
Wk > 0, for all k ≥ 2.
Since 〈φk,0, L1φk,0〉 ≥ λ1,0 = 0, we finally have
λk,0 ≥Wk > 0, for all k ≥ 2.
This completes our proof. 
5. Proof of Theorem 1.4
In this section, we construct multiple semi-classical solutions to (1.8) as an application
of the nondegeneracy of ground states.
5.1. Functional setting. By a change of variables x→ εx, Equation (1.8) becomes
−∆v + v + V (εx)v = (I2 ∗ v
2)v in Rn. (5.1)
Solutions of (5.1) correspond to the critical points of
fε(v) =
1
2
‖v‖2 −
1
4
∫
Rn
(I2 ∗ v
2)v2dx+
1
2
∫
Rn
V (εx)v2dx
:= f0(v) +
1
2
∫
Rn
V (εx)v2dx, v ∈ H1(Rn).
For n = 3, 4, 5, we have that fε ∈ C
2(H1(Rn)). We shall verify that there exist solutions
of (5.1) near a solution of
−∆v + v + V (εξ)v = (I2 ∗ v
2)v in Rn, (5.2)
with some appropriate ξ in Rn. The solutions of (5.2) are critical points of
Fε,ξ(v) = f0(v) +
1
2
V (εξ)
∫
Rn
v2dx, v ∈ H1(Rn).
Then we have
fε(v) = Fε,ξ(v) +
1
2
∫
Rn
(V (εx)− V (εξ))v2dx. (5.3)
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Let β = β(εξ) = (1+V (εξ))
1
2 and α = α(εξ) = (1+V (εξ)) = (β(εξ))2. Then αU(βx)
is a solution to (5.2). Let
zε,ξ := α(εξ)U(β(εξ)x) (5.4)
and Zε := {zε,ξ(x− ξ) | ξ ∈ R
n}. For simplicity, we set zξ = zε,ξ(x− ξ).
Lemma 5.1. For all ξ ∈ Rn,
∂ξi [zε,ξ(x− ξ)] = −∂xi [zε,ξ(x− ξ)] +O(ε). (5.5)
Proof. A direct calculation yields that
∂ξi [zε,ξ(x− ξ)]
= ∂ξi [α(εξ)U(β(εξ)(x− ξ)]
= ε[∂ξiα](εξ)U(β(εξ)(x− ξ)) + εα(εξ)[∂ξiβ](εξ)[∇U ](β(εξ)(x− ξ)) · (x− ξ)
−α(εξ)β(εξ)[∂xiU ](β(εξ)(x− ξ)).
By the definition of α, β and the decay property of U and U ′ (Lemma 2.2), we have
estimate (5.5). 
The Fre´chet derivative of fε at zξ is small. That is,
Lemma 5.2. For all ξ ∈ Rn and all ε > 0 small,
‖Dfε(zξ)‖ ≤ C(ε|∇V (εξ)|+ ε
2),
where C is a constant independent on ξ and ε.
Proof. Since zξ is a critical point of Fε,ξ, using (5.3) we obtain that
Dfε(zξ)(w) =
∫
Rn
(V (εx)− V (εξ))zξwdx, ∀w ∈ H
1(Rn).
Then the Ho¨lder inequality yields that
|Dfε(zξ)(w)|
2 ≤
(∫
Rn
|V (εx)− V (εξ)|2z2ξdx
)
‖w‖2L2.
It follows that
‖Dfε(zξ)‖ ≤
(∫
Rn
|V (εx)− V (εξ)|2z2ξdx
) 1
2
. (5.6)
Therefore, since D2V is bounded and U decays exponentially, we have∫
Rn
|V (εx)− V (εξ)|2z2ξdx (5.7)
≤ C
(
ε2|∇V (εξ)|2
∫
Rn
|x− ξ|2z2ξdx+ ε
4
∫
Rn
|x− ξ|4z2ξdx
)
≤ C(ε2|∇V (εξ)|2 + ε4).
Hence by (5.6) and (5.7), we get the conclusion. This completes the proof. 
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Lemma 5.3. Assume that n = 3, 4, 5. Then it holds that for all ϕj ∈ H
1(Rn) (j =
1, 2, 3, 4), ∣∣∣∣
∫
Rn
∫
Rn
ϕ1(x)ϕ2(x)ϕ3(y)ϕ4(y)
|x− y|n−2
dxdy
∣∣∣∣ ≤ C‖ϕ1‖‖ϕ2‖‖ϕ3‖‖ϕ4‖, (5.8)
where C is a constant independent on ϕj (j = 1, 2, 3, 4).
Proof. By the Hardy-Littlewood-Sobolev inequality and Ho¨lder inequality, we have
that∣∣∣∣
∫
Rn
∫
Rn
ϕ1(x)ϕ2(x)ϕ3(y)ϕ4(y)
|x− y|n−2
dxdy
∣∣∣∣ ≤ ‖ϕ1ϕ2‖L 2nn+2 ‖ϕ3ϕ4‖L 2nn+2
≤ ‖ϕ1‖
L
4n
n+2
‖ϕ2‖
L
4n
n+2
‖ϕ3‖
L
4n
n+2
‖ϕ4‖
L
4n
n+2
.
Then since n ≤ 5, the Sobolev imbedding yields that
‖ϕj‖
L
4n
n+2
≤ C‖ϕj‖, j = 1, 2, 3, 4.
Then (5.8) follows. This completes the proof. 
5.2. Invertibility. Let D2fε(zξ) be the Hessian of fε at zξ. Let Tzξ(Zε) be the
tangent space of Zε at zξ. Define Lε,ξ : (Tzξ(Zε))
⊥ → H1(Rn) by
〈Lε,ξ(v), w〉 = D
2fε(zξ)(v, w), v ∈ (Tzξ(Zε))
⊥, w ∈ H1(Rn).
Let Pε,ξ : H
1(Rn)→ (Tzξ(Zε))
⊥ be the orthogonal projection. We define
Lε,ξ = Pε,ξLε,ξ : (Tzξ(Zε))
⊥ → (Tzξ(Zε))
⊥.
We now verify that Lε,ξ is invertible on (Tzξ(Zε))
⊥.
Proposition 5.4. For any fixed δ¯ > 0, there exists ε¯ such that for all 0 < ε < ε¯ and
|ξ| ≤ δ¯
|〈Lε,ξw,w〉| ≥ C‖w‖
2, ∀w ∈ (Tzξ(Zε))
⊥,
consequently,
|〈Lε,ξw,w〉| ≥ C‖w‖
2, ∀w ∈ (Tzξ(Zε))
⊥.
Here C is a constant depending only on δ¯ and ε¯.
Proof. 1. Note that TzξZε = span{∂ξ1zξ, ∂ξ2zξ, · · · , ∂ξnzξ}. Thanks to Lemma 5.1,
we know that ∂ξizξ is close to −∂xizξ in H
1(Rn) as ε→ 0 and |ξ| ≤ δ¯. Let
Kε,ξ = span{zξ, ∂x1zξ, ∂x2zξ, · · · , ∂xnzξ}.
Hence it is sufficient to verify that there exists ε¯ > 0 such that for all 0 < ε < ε¯,
〈Lε,ξzξ, zξ〉 ≤ −C1 < 0, (5.9)
and
〈Lε,ξφ, φ〉 ≥ C2‖φ‖
2, ∀φ ∈ K⊥ε,ξ, (5.10)
where C1, C2 are two constants depending only on δ¯ and ε¯.
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2. Recalling that zξ is a mountain pass critical point of Fε,ξ, we obtain that for any
fixed ε1 > 0 small, there exists a constant c1 > 0 such that for all 0 < ε ≤ ε1 and |ξ| ≤ δ¯,
D2Fε,ξ(zξ)[zξ, zξ] < −c1 < 0.
Therefore, from (5.7) we get
〈Lε,ξzξ, zξ〉 = D
2Fε,ξ(zξ)[zξ, zξ] +
∫
Rn
(V (εx)− V (εξ))z2ξdx
≤ −c1 + c2(ε|∇V (εξ)|+ ε
2).
Then (5.9) follows.
3. We now prove (5.10). First, we have
〈Lε,ξφ, φ〉 = D
2Fε,ξ(zξ)[φ, φ] +
∫
Rn
(V (εx)− V (εξ))φ2dx, ∀φ ∈ K⊥ε,ξ.
Since zξ is a mountain pass critical point, it holds that
D2Fε,ξ(zξ)[φ, φ] ≥ C3‖φ‖
2, ∀φ ∈ K⊥ε,ξ. (5.11)
Next we will borrow a cut-off function technique from [7]. For any R > 0 sufficiently
large, we choose a radial smooth cut-off function η1 : R
n → R such that
η1(x) = 1 for |x| ≤ R, η1(x) = 0 for |x| ≥ 2R, and |∇η1(x)| ≤
2
R
for R ≤ |x| ≤ 2R.
Let η2 = 1− η1. Let φi = ηiφ (i = 1, 2). Then
‖φ‖2 = ‖φ1‖
2 + ‖φ2‖
2 + 2
∫
Rn
(φ1φ2 +∇φ1 · ∇φ2)dx
= ‖φ1‖
2 + ‖φ2‖
2 + 2
∫
Rn
η1η2(φ
2 + |∇φ|2)dx+ oR(1)‖φ‖
2. (5.12)
By the definition of φi,
〈Lε,ξφ, φ〉 = 〈Lε,ξφ1, φ1〉+ 〈Lε,ξφ2, φ2〉+ 2〈Lε,ξφ1, φ2〉 := T1 + T2 + T3. (5.13)
4. First, we estimate T1. Note that
T1 = 〈Lε,ξφ1, φ1〉 = D
2Fε,ξ(zξ)[φ1, φ1] +
∫
Rn
(V (εx)− V (εξ))φ21dx.
We split φ1 = φ¯1 + ψ where φ¯1 ∈ K
⊥
ε,ξ and ψ ∈ Kε,ξ. Hence
ψ = 〈φ1, zξ〉‖zξ‖
−2zξ +
n∑
i=1
〈φ1, ∂xizξ〉‖∂xizξ‖
−2∂xizξ.
It follows that
D2Fε,ξ(zξ)[φ1, φ1] = D
2Fε,ξ(zξ)[φ¯1, φ¯1] +D
2Fε,ξ(zξ)[ψ, ψ] + 2D
2Fε,ξ(zξ)[φ¯1, ψ].
(5.11) implies that
D2Fε,ξ(zξ)[φ¯1, φ¯1] ≥ C4‖φ¯1‖
2. (5.14)
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By φ ∈ K⊥ε,ξ, it holds that
〈φ1, zξ〉 = −〈φ2, zξ〉 = −
∫
Rn
η2(x)φ(x)zξ(x)dx−
∫
Rn
∇(η2φ) · ∇zξdx.
Since η2(x) = 0 for |x| < R and zξ(x) → 0 exponentially as |x| ≥ R→∞ for |ξ| ≤ δ¯, we
have that 〈φ1, zξ〉 = oR(1)‖φ‖. A same estimate shows that 〈φ1, ∂xizξ〉 = oR(1)‖φ‖. Then
‖ψ‖ = oR(1)‖φ‖. (5.15)
Direct calculations yield that
D2Fε,ξ(zξ)[ψ, ψ] = ‖ψ‖
2 + V (εξ)
∫
Rn
ψ2 − 2
∫
Rn
∫
Rn
zξ(x)ψ(x)zξ(y)ψ(y)
|x− y|n−2
dxdy
−
∫
Rn
∫
Rn
z2ξ (x)ψ
2(y)
|x− y|n−2
dxdy (5.16)
Using Lemma 5.3, we have∣∣∣∣
∫
Rn
∫
Rn
zξ(x)ψ(x)zξ(y)ψ(y)
|x− y|n−2
dxdy
∣∣∣∣ ≤ C‖ψ‖2, (5.17)
and ∣∣∣∣
∫
Rn
∫
Rn
z2ξ (x)ψ
2(y)
|x− y|n−2
dxdy
∣∣∣∣ ≤ C‖ψ‖2. (5.18)
Therefore, from (5.15-5.18), we obtain
D2Fε,ξ(zξ)[ψ, ψ] = oR(1)‖φ‖
2. (5.19)
Similarly, estimate
D2Fε,ξ(zξ)[φ¯1, ψ] = 〈φ¯1, ψ〉+ V (εξ)
∫
Rn
φ¯1ψ − 2
∫
Rn
∫
Rn
zξ(x)φ¯1(x)zξ(y)ψ(y)
|x− y|n−2
dxdy
−
∫
Rn
∫
Rn
z2ξ (x)φ¯1(y)ψ(y)
|x− y|n−2
dxdy
= oR(1)‖φ¯1‖‖φ‖ = oR(1)‖φ‖
2. (5.20)
Combining (5.14), (5.19) and (5.20), we get
D2Fε,ξ(zξ)[φ1, φ1] ≥ C‖φ1‖
2 + oR(1)‖φ‖
2. (5.21)
On the other hand, for |ξ| ≤ δ¯,∫
Rn
|V (εx)− V (εξ)|φ21dx (5.22)
≤ C8ε
∫
Rn
|x− ξ|η21(x)φ
2(x)dx ≤ C9εR
∫
Rn
η21(x)φ
2(x)dx ≤ C9εR‖φ‖
2.
Hence choosing R = ε−
1
2 , (5.15) and (5.21-5.22) yield that there exists ε¯ small enough
such that for all ε ≤ ε¯,
T1 ≥ C‖φ1‖
2 + oR(1)‖φ‖
2. (5.23)
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5. We now estimate T2. A direct computation yields
T2 = 〈Lε,ξφ2, φ2〉 =
∫
Rn
(
|∇φ2|
2 + (1 + V (εξ))φ22
)
−
∫
Rn
∫
Rn
z2ξ (x)φ
2
2(y)
|x− y|n−2
dxdy.
−2
∫
Rn
∫
Rn
zξ(x)φ2(x)zξ(y)φ2(y)
|x− y|n−2
dxdy. (5.24)
Since infx∈Rn(1 + V (x)) > 0, it follows that for |ξ| ≤ δ¯ and ε small enough,∫
Rn
(
|∇φ2|
2 + (1 + V (εξ))φ22
)
≥ C9‖φ2‖
2.
Using Lemma 5.3 and η2 = 0 in BR(0), we have∣∣∣∣
∫
Rn
∫
Rn
zξ(x)φ2(x)zξ(y)φ2(y)
|x− y|n−2
dxdy
∣∣∣∣
≤ C5‖zξφ2‖
2
L
2n
n+2
≤ C5‖zξη2‖
2
Ln‖φ‖
2 ≤ oR(1)‖φ‖
2.
Furthermore, we estimate∣∣∣∣
∫
Rn
∫
Rn
z2ξ (x)φ
2
2(y)
|x− y|n−2
dxdy
∣∣∣∣ ≤
∫
BcR
∫
Rn
z2ξ (x)
|x− y|n−2
φ2(y)dxdy
=
∫
BcR
∫
BR/2
z2ξ (x)
|x− y|n−2
φ2(y)dxdy +
∫
BcR
∫
Bc
R/2
z2ξ (x)
|x− y|n−2
φ2(y)dxdy
≤ C10R
−(n−2)‖φ‖2 +
∫
BcR
φ2(y)
(∫
Bc
R/2
∩B1(y)
z2ξ (x)
|x− y|n−2
dx
)
dy
+
∫
BcR
φ2(y)
(∫
Bc
R/2
∩Bc
1
(y)
z2ξ (x)
|x− y|n−2
dx
)
dy
≤ C10R
−(n−2)‖φ‖2 + C11e
−R‖φ‖2 = oR(1)‖φ‖
2.
Therefore, choosing R large enough, we obtain that
T2 ≥ C12‖φ2‖
2 + oR(1)‖φ‖
2. (5.25)
6. By a similar argument as in step 5, we get
T3 ≥ C14
∫
Rn
η1η2(|∇φ|
2 + φ2)dx+ oR(1)‖φ‖
2. (5.26)
7. Combining (5.23), (5.25), (5.26), (5.13) and (5.12), we finally prove (5.10). This
completes the proof. 
5.3. Lyapunov-Schmidt reduction. In this subsection, we will show that there
exists w ∈ (TzξZε)
⊥ such that
Pε,ξDfε(zξ + w) = 0. (5.27)
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Using expansion, we get
Dfε(zξ + w) = Dfε(zξ) +D
2fε(zξ)[w] +R(zξ, w),
where
R(zξ, w) : H
1(Rn) → R
ϕ →
∫
Rn
R(zξ, w)ϕdx.
Here R(zξ, w) is a high order nonlocal term given by
R(zξ, w) = −(I2 ∗ w
2)zξ − 2(I2 ∗ (zξw))w − (I2 ∗ w
2)w.
Thus (5.27) becomes
Lε,ξw + Pε,ξDfε(zξ) + PεR(zξ, w) = 0, w ∈ (Tzξ(Zε))
⊥. (5.28)
Thanks to Proposition 5.4, Equation (5.28) is equivalent to
w = −L−1ε,ξ(Pε,ξDfε(zξ) + PεR(zξ, w)) := Nε,ξ(w). (5.29)
Next we prove that for proper ε, ξ, the map Nε,ξ is a contraction.
Lemma 5.5. For all w1, w2 ∈ B1 ⊂ H
1(Rn),
‖R(zξ, w2)−R(zξ, w1)‖ ≤ C(‖w1‖+ ‖w2‖)‖w2 − w1‖, (5.30)
where C is a constant independent on w1 and w2, B1 is the unit ball in H
1(Rn).
Proof. By Lemma 5.3, we have that for all ϕ ∈ H1(Rn),
|R(zξ, w2)(ϕ)−R(zξ, w1)(ϕ)|
≤
∫
Rn
[I2 ∗ |w
2
2 − w
2
1|]|zξϕ|dx+ 2
∫
Rn
|(I2 ∗ (zξw2))w2 − (I2 ∗ (zξw1))w1||ϕ|dx
+
∫
Rn
|(I2 ∗ w
2
2)w2 − (I2 ∗ w
2
1)w1||ϕ|dx
:= C(‖w1‖+ ‖w2‖)‖w2 − w1‖‖ϕ‖.
This yields (5.30). 
Remark 5.6. As a consequence, it holds that ‖R(zξ, w)‖ = O(‖w‖
2).
Lemma 5.7. There exists a small ball Bδ ⊂ (Tzξ(Zε))
⊥ such that Nε,ξ maps Bδ into
itself for 0 < ε ≤ ε¯ and |ξ| ≤ δ¯. Moreover, for all w1, w2 ∈ Bδ,
‖Nε,ξ(w2)−Nε,ξ(w1)‖ ≤ C(‖w1‖+ ‖w2‖)‖w2 − w1‖,
where C is a constant independent on w1 and w2. In particular, Nε,ξ is a contraction map
on Bδ.
Proof. From Lemma 5.2, Remark 5.6 and (5.29), we have that
‖Nε,ξ(w)‖ ≤ C‖Dfε(zξ)‖+O(‖w‖
2) ≤ C(ε∇V (εξ) +O(ε2)) +O(‖w‖2). (5.31)
Hence there exists a small δ > 0 (i.e. δ = ε1/3) such that Nε,ξ maps Bδ into itself 0 < ε ≤ ε¯
and |ξ| ≤ δ¯.
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Furthermore, by Lemma 5.5, it holds that for w1, w2 ∈ Bδ,
‖Nε,ξ(w2)−Nε,ξ(w1)‖ ≤ ‖ − L
−1
ε,ξ(R(zξ, w2)−R(zξ, w1))‖
≤ C‖R(zξ, w2)−R(zξ, w1)‖ ≤ C(‖w1‖+ ‖w2‖)‖w2 − w1‖.
This completes the proof. 
With those preparations at hand, we have the following result.
Proposition 5.8. For 0 < ε ≤ ε¯ and |ξ| ≤ δ¯, there exists a unique w = w(ε, ξ) ∈
(Tzξ(Zε))
⊥ of class C1 with respect to ξ such that Dfε(zξ + w) ∈ Tzξ(Zε). Moreover, the
functional Φε(ξ) := fε(zξ + w(ε, ξ)) has the same regularity as w and satisfies:
∇Φ(ξ0) = 0⇒ Dfε(zξ0 + w(ε, ξ0)) = 0.
Proof. Since Nε,ξ is a contraction map on Bδ (δ is chosen as in Lemma 5.7) for
0 < ε ≤ ε¯ and |ξ| ≤ δ¯, there exists a unique w such that w = Nε,ξ(w). Furthermore, for
fixed ε > 0, applying the implicit function theorem to the map (ξ, w)→ Pε,ξDfε(zξ +w),
it holds that w(ε, ξ) is of class C1 with respect to ξ. Then standard argument as in [5, 6]
tells us that the critical points of Φε = fε(zξ+w(ε, ξ)) give rise to critical points of fε. 
Remark 5.9. From (5.31), we see that
‖w‖ ≤ C(εV (εξ) +O(ε2)). (5.32)
We now verify that Φε in fact is a perturbation of some function of V .
By the definition, it holds that
Φε(ξ) =
1
2
‖zξ + w(ε, ξ)‖
2 +
1
2
∫
Rn
V (εx)(zξ + w(ε, ξ))
2
−
1
4
∫
Rn
(I2 ∗ (zξ + w(ε, ξ))
2)(zξ + w(ε, ξ))
2.
Recalling that zξ solves (5.2), we have that
‖zξ‖
2 = −V (εξ)
∫
Rn
z2ξ +
∫
Rn
(I2 ∗ z
2
ξ )z
2
ξ ,
and
〈zξ, w〉 = −V (εξ)
∫
Rn
zεw +
∫
Rn
(I2 ∗ z
2
ξ )zξw.
Then
Φε(ξ) =
1
4
∫
Rn
[I2 ∗ z
2
ξ ]z
2
ξ +
1
2
∫
Rn
[V (εx)− V (εξ)]z2ξ +
∫
Rn
[V (εx)− V (εξ)]zξw
+
1
2
∫
Rn
V (εx)w2 +
1
2
‖w‖2 −
∫
Rn
[I2 ∗ (zξw)]zξw
−
1
2
∫
Rn
[I2 ∗ z
2
ξ ]w
2 −
∫
Rn
[I2 ∗ (zξw)]w
2 −
1
4
∫
Rn
[I2 ∗ w
2]w2.
THE HARTREE EQUATION 26
By the definition of zξ (see (5.4)), we obtain that∫
Rn
[I2 ∗ z
2
ξ ]z
2
ξ =
∫
Rn
∫
Rn
(α(εξ))2U2(β(εξ)(x− ξ))(α(εξ))2U2(β(εξ)(y − ξ))
|x− y|n−2
dxdy
= (α(εξ))4(β(εξ))−(n+2)
∫
Rn
∫
Rn
U2(x¯)U2(y¯)
|x¯− y¯|n−2
dx¯dy¯ = C0(1 + V (εξ))
3−n
2 ,
where
C0 =
∫
Rn
∫
Rn
U2(x¯)U2(y¯)
|x¯− y¯|n−2
dx¯dy¯.
Remark 5.10. By assumption n = 3, 4, 5, we have that 3− n
2
> 0.
For simplicity, set
Γε(ξ) =
1
2
∫
Rn
[V (εx)− V (εξ)]z2ξ +
∫
Rn
[V (εx)− V (εξ)]zξw,
and
Ψε(ξ) =
1
2
∫
Rn
V (εx)w2 +
1
2
‖w‖2 −
∫
Rn
[I2 ∗ (zξw)]zξw
−
1
2
∫
Rn
[I2 ∗ z
2
ξ ]w
2 −
∫
Rn
[I2 ∗ (zξw)]w
2 −
1
4
∫
Rn
[I2 ∗ w
2]w2.
Therefore,
Φε(ξ) = C1(1 + V (εξ))
3−n
2 + Γε(ξ) + Ψε(ξ), (5.33)
where C1 =
1
4
C0.
We need to estimate Γε and Ψε. Before that, we need to compute ∇ξw.
Lemma 5.11. For 0 < ε ≤ ε¯ and |ξ| ≤ δ¯, it holds that
|∇ξw| ≤ C
(
ε|∇V (εξ)|+O(ε2)
)
,
where C is a constant depending on δ¯ and ε¯.
Proof. By (5.28) and Proposition 5.8, it holds that
〈Lε,ξw, ϕ〉+ 〈Dfε(zξ), ϕ〉+ 〈R(zξ, w), ϕ〉 = 0, ∀ϕ ∈ (Tzξ(Zε))
⊥.
Then using the definition of Lε,ξ and DFε,ξ(zξ) = 0, we have
0 = 〈w, ϕ〉+
∫
Rn
V (εx)wϕdx−
∫
Rn
∫
Rn
z2ξ (x)w(y)ϕ(y)
|x− y|n−2
dxdy
−2
∫
Rn
∫
Rn
zξ(x)w(x)zξ(y)ϕ(y)
|x− y|n−2
dxdy
+
∫
Rn
[V (εx)− V (εξ)]zξϕdx+
∫
Rn
R(zξ, w)ϕdx.
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It follows that
0 = 〈∂ξiw, ϕ〉+
∫
Rn
V (εx)∂ξiwϕdx−
∫
Rn
∫
Rn
z2ξ (x)∂ξiw(y)ϕ(y)
|x− y|n−2
dxdy
−2
∫
Rn
∫
Rn
zξ(x)∂ξiw(x)zξ(y)ϕ(y)
|x− y|n−2
dxdy
−2
∫
Rn
∫
Rn
zξ∂ξizξ(x)w(y)ϕ(y)
|x− y|n−2
dxdy − 2
∫
Rn
∫
Rn
∂ξizξ(x)w(x)zξ(y)ϕ(y)
|x− y|n−2
dxdy
−2
∫
Rn
∫
Rn
zξ(x)w(x)∂ξizξ(y)ϕ(y)
|x− y|n−2
dxdy − ε(∂xiV )(εξ)
∫
Rn
zξϕdx
+
∫
Rn
[V (εx)− V (εξ)]∂ξizξϕdx+ ∂ξi
(∫
Rn
R(zξ, w)ϕdx
)
.
Again by the definition of Lε,ξ, we get that
〈Lε,ξ(∂ξiw), ϕ〉
= 2
∫
Rn
∫
Rn
zξ∂ξizξ(x)w(y)ϕ(y)
|x− y|n−2
dxdy + 2
∫
Rn
∫
Rn
∂ξizξ(x)w(x)zξ(y)ϕ(y)
|x− y|n−2
dxdy
+2
∫
Rn
∫
Rn
zξ(x)w(x)∂ξizξ(y)ϕ(y)
|x− y|n−2
dxdy + ε(∂xiV )(εξ)
∫
Rn
zξϕdx
−
∫
Rn
[V (εx)− V (εξ)]∂ξizξϕdx− ∂ξi
(∫
Rn
R(zξ, w)ϕdx
)
. (5.34)
Next we estimate the right side of the last equation term by term.
Using Lemma 5.3, we find that∣∣∣∣
∫
Rn
∫
Rn
zξ∂ξizξ(x)w(y)ϕ(y)
|x− y|n−2
dxdy
∣∣∣∣ ≤ C‖w‖‖ϕ‖, (5.35)
and∣∣∣∣
∫
Rn
∫
Rn
∂ξizξ(x)w(x)zξ(y)ϕ(y)
|x− y|n−2
dxdy
∣∣∣∣+
∣∣∣∣
∫
Rn
∫
Rn
zξ(x)w(x)∂ξizξ(y)ϕ(y)
|x− y|n−2
dxdy
∣∣∣∣
≤ C‖w‖‖ϕ‖. (5.36)
Similarly, by Lemma 5.3, it holds that∣∣∣∣∂ξi
(∫
Rn
R(zξ, w)ϕdx
)∣∣∣∣ (5.37)
≤
∣∣∣∣
∫
Rn
(
2[I2 ∗ (w∂ξiw)]zξ + [I2 ∗ w
2]∂ξizξ
)
ϕ
∣∣∣∣
+
∣∣∣∣
∫
Rn
(2[I2 ∗ (∂ξizξw)]w + 2[I2 ∗ (zξ∂ξiw)]w + [I2 ∗ (zξw)]∂ξiw)ϕ
∣∣∣∣
+
∣∣∣∣
∫
Rn
(
2[I2 ∗ (w∂ξiw)]w + [I2 ∗ w
2]∂ξiw
)
ϕ
∣∣∣∣ ≤ C‖w‖‖ϕ‖‖∂ξiw‖. (5.38)
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The Ho¨lder inequality yields that∣∣∣∣ε(∂xiV )(εξ)
∫
Rn
zξϕdx
∣∣∣∣ ≤ Cε|∇V (εξ)|‖ϕ‖. (5.39)
Combining the Ho¨lder inequality, Lemma 2.2 and (5.7), we have∣∣∣∣
∫
Rn
[V (εx)− V (εξ)]∂ξizξϕdx
∣∣∣∣ ≤ C(ε|∇V (εξ)|+ ε2)‖ϕ‖. (5.40)
Note that Lε,ξ is invertible in (Tzε(Zε))
⊥. Then from (5.34-5.40) and (5.32), we obtain
that
‖∂ξiw‖ ≤ C(ε|∇V (εξ)|+ ε
2),
where C is a constant depending on δ¯ and ε¯. This completes the proof. 
Lemma 5.12. For 0 < ε ≤ ε¯ and |ξ| ≤ δ¯, it holds that
|Γε(ξ)|+ |Ψε(ξ)| ≤ C(ε|∇V (εξ)|+ ε
2), (5.41)
and
|∇Γε(ξ)|+ |∇Ψε(ξ)| ≤ Cε
2. (5.42)
Proof. Using Lemma 5.3 and a similar argument as in the proof of (5.7), we can
obtain (5.41). The details are omitted here. We now focus on the verification of (5.42)
which is more complicated.
1. By Taylor expansion of V , we get that∫
Rn
[V (εx)− V (εξ)]z2ξ
= ε
∫
Rn
∇V (εξ) · (x− ξ)z2ξdx+ ε
2
∫
Rn
D2V (εξ + ϑε(x− ξ))[x− ξ, x− ξ]z2ξdx
= ε
∫
Rn
∇V (εξ) · y(α(εξ)U(β(εξ)y)2dy + ε2
∫
Rn
D2V (εξ + ϑε(x− ξ))[x− ξ, x− ξ]z2ξdx
= ε2
∫
Rn
D2V (εξ + ϑε(x− ξ))[x− ξ, x− ξ]z2ξdx,
where ϑ ∈ (0, 1). Here the third equality holds because ∇V (εξ) · y(α(εξ)U(β(εξ)y)2 is
odd with respect to y in Rn. Since V ∈ C3b (R
n), we have that∣∣∣∣∂ξi
(∫
Rn
[V (εx)− V (εξ)]z2ξdx
)∣∣∣∣ (5.43)
≤ ε2
∣∣∣∣∂ξi
(∫
Rn
D2V (εξ + ϑε(x− ξ))[x− ξ, x− ξ]z2ξdx
)∣∣∣∣ ≤ Cε2.
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On the other hand, by the Ho¨lder inequality, we find∣∣∣∣∂ξi
(∫
Rn
[V (εx)− V (εξ)]zξwdx
)∣∣∣∣
≤ ε|∇V (εξ)|
∫
Rn
|zξw|dx+
∫
Rn
|V (εx)− V (εξ)||∂ξizξ||w|dx
+
∫
Rn
|V (εx)− V (εξ)||zξ||∂ξiw|dx
≤ Cε|∇V (εξ)|‖w‖+
(∫
Rn
|V (εx)− V (εξ)|2|∂ξizξ|
2
) 1
2
‖w‖
+
(∫
Rn
|V (εx)− V (εξ)|2|zξ|
2
) 1
2
‖∂ξiw‖.
From (5.7), Lemma 2.2, Remark 5.9 and Lemma 5.11, it holds that∣∣∣∣∇
(∫
Rn
[V (εx)− V (εξ)]zξwdx
)∣∣∣∣ ≤ Cε(ε+ ‖w‖+ ‖∇w‖) ≤ Cε2. (5.44)
Then from (5.43) and (5.44), it holds that
|∇Γε(ξ)| ≤ Cε
2. (5.45)
2. We now estimate |∇Ψε|. Compute∣∣∣∣∂ξi
(∫
Rn
V (εx)w2dx+ ‖w‖2
)∣∣∣∣ ≤ 2
∫
Rn
V (εx)|w||∂ξiw|dx+ 2|〈w, ∂ξiw〉|
≤ C‖w‖‖∂ξiw‖.
Moreover, by Lemma 5.3, we get that∣∣∣∣∂ξi
(∫
Rn
[I2 ∗ (zξw)]zξw
)∣∣∣∣ = 2
∫
Rn
∫
Rn
|[∂ξizξ](x)w(x)||zξ(y)w(y)|
|x− y|n−2
dxdy
+2
∫
Rn
∫
Rn
|zξ(x)[∂ξiw](x)||zξ(y)w(y)|
|x− y|n−2
dxdy ≤ C‖w‖(‖w‖+ ‖∂ξiw‖),
and
1
2
∣∣∣∣∂ξi
∫
Rn
[I2 ∗ z
2
ξ ](w(ε, ξ))
2
∣∣∣∣+
∣∣∣∣∂ξi
∫
Rn
[I2 ∗ (zξw(ε, ξ))](w(ε, ξ))
2
∣∣∣∣
+
∣∣∣∣∂ξi 14
∫
Rn
[I2 ∗ (w(ε, ξ))
2](w(ε, ξ))2
∣∣∣∣ ≤ C‖w‖(‖w‖+ ‖∂ξiw‖).
Hence by Lemma 5.11 and Remark 5.9, it holds that
|∇Ψε(ξ)| ≤ C‖w‖(‖w‖+ ‖∂ξiw‖) ≤ Cε
2. (5.46)
Then putting (5.45) and (5.46) together, we obtain (5.42). This completes the proof. 
THE HARTREE EQUATION 30
5.4. Proof of Theorem 1.4. Let M ⊂ Rn be a non-empty set. We denote by Mδ
its δ−neighbourhood. The cup length l(M) of M is given by
l(M) = 1 + sup{k ∈ N | ∃Λ1,Λ2, · · · ,Λk ∈ H˘
∗(M) \ 1, Λ1 ∪ Λ2 ∪ · · · ∪ Λk 6= 0}, (5.47)
where H˘∗(M) is the Alexander cohomology of M with real coefficients.
Proof of Theorem 1.4. Choose R¯ > 0 sufficiently large such that M ⊂ BR¯. M
is a non-degenerate critical manifold of C1(1 + V )
3−n
2 (recall that M is a non-degenerate
smooth critical manifold of V ). Let
h(ξ) = C1(1 + V (ξ))
3−n
2 and g(ξ) = Φε
(
ξ
ε
)
.
Choose a δ-neighbourhood Mδ of M such that Mδ ⊂ BR¯, so the set of critical points of
V in Mδ is M . From (5.33) and Lemma 5.12, the function Φε(·/ε) is converges to h(·) in
C1(Mδ) as ε → 0. Then [13, Theorem 6.4 of Chapter II] yields that there exist at least
l(M) critical points of g for ε small enough.
Assume ξk ∈Mδ such that ξk/ε is a critical point of Φε. Then Proposition 5.8 implies
that
uε,ξk(x) := zξk
(
x−
ξk
ε
)
+ w(ε, ξk)
is a critical point of fε. Hence
uε,ξk
(x
ε
)
≃ zξk
(
x− ξk
ε
)
is a solution of Equation (1.8). When ε → 0, ξk converges to some point ξ¯k ∈ Mδ. By
Lemma 5.12 and (5.33), we conclude that ξ¯k is a critical point of V . Since δ is arbitrary,
we have that ξ¯k ∈ M . Therefore, uε,ξk(x/ε) concentrates to a point of M . This completes
the proof. 
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